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This thesis covers experimental and numerical studies on novel schemes of ion accelera-
tion with high intensity lasers. In particular, it discusses previously unexplored regimes
incorporating the radiation pressure of intense lasers. These schemes are of interest to
potential applications due to the emergence of improved ion beam properties that are
detailed in this thesis.
The thesis discusses results from ion acceleration experiments using intense optical
lasers on ultra-thin targets at the Rutherford Appleton Laboratory, where the Vulcan
Petawatt system was used to irradiate nanometre thickness foils. In particular, the
accelerated proton beam profiles from these interactions showed a variety of features,
such as Rayleigh-Taylor-like instability driven spatial beam modulation, annular rings
and a high-energy tail. A particularly interesting novel observation is the emergence
of a spectrally peaked on-axis component to the proton beam, which is indicative of
buffering of the proton layer ahead of a heating heavier ion species. These different
features will be analysed and discussed, and modelled using PIC simulation.
The thesis also includes the results from recent experiments studying the interaction
of an intense CO2 laser with an overdense plasma generated by a gas jet. A remarkably
monoenergetic proton beam was measured, in contrast to the majority of experiments
performed previously on ion acceleration, and was found by optical probing and numer-
ical simulation to be a result of hole-boring generated by the radiation pressure of the
intense laser pulse acting on the plasma. The thesis will include analysis of interferom-
etry and shadowgraphy images of the plasma, and discussion of the plasma dynamics
and ion generation mechanisms involved, including the generation of radiation pressure
driven collisionless shock waves. The effects of the laser prepulse, electron transport
effects and non-linear post-soliton production will all be discussed. It will also present
detailed numerical particle-in-cell (PIC) simulation of the interaction.
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Since the discovery of charged particles and the invention of particle accelerators over
a century ago, scientists have been constantly striving to accelerate particles to ever
higher energies, opening up new regimes of physics as well as applications. Today,
accelerators are used everywhere from hospitals to CRT televisions, facilitating research
allowing the development of new materials and medicines, even providing techniques
like accelerator mass spectroscopy for radiocarbon dating of historical artefacts. At
the larger scale, huge multi-billion pound facilities such as the Large Hadron Collider
(LHC) are pushing back the boundaries of fundamental physics whilst inspiring people
everywhere to take a closer interest in science.
Considering the huge importance of particle accelerators, there is great interest in
development of the techniques used to accelerate particles. The cornerstone of all ac-
celerators is the use of electric and magnetic fields to accelerate and guide the particles.
Over the years, there have been a number of different types of accelerators developed,
each with its own advantages and drawbacks. The earliest accelerators developed, such
as the cathode ray tube and Cockcroft-Walton generator are electrostatic accelerators.
Modern large scale accelerators are generally based on radio-frequency (RF) cavities
creating oscillating fields which are designed such that the particle is always in phase
with the accelerating field. Both techniques are limited by electrical breakdown. Indeed,
the huge scale of modern accelerators for high energy physics research, exemplified by
the 27 km circumference LHC, is partly determined by the breakdown that occurs at the
metal walls of the cavity, with the maximum accelerating gradient possible limited to
≈ 30 MV/m. This is the major limitation in energy gain for linear accelerators, and will
be critical in the design for the proposed International Linear Collider (ILC). Though
using synchrotrons such as the LHC partly relaxes this limitation by allowing multiple
passes through the accelerating structures, they are limited by synchrotron radiation
losses (for electron/positron colliders) and by the requirements on the bending dipole
magnets required to keep the particles confined to the ring. As well as resulting in
a huge financial cost to carry out high energy physics research, this also limits some
applications requiring more modest energies, such as medical accelerators, due to the
infrastructure cost of housing these accelerator facilities.
A potential solution to this limitation is to use plasma itself as an accelerating
medium, hence avoiding the issue of breakdown all-together. A milestone paper by
Tajima and Dawson [1] proposed an intense laser-plasma acceleration scheme for elec-
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trons, and showed it would be possible to create electric fields up to 100 GVm−1 by driv-
ing electron plasma waves which act as an accelerating structure for injected electrons.
A number of groundbreaking publications have since demonstrated energetic electron ac-
celeration in plasma accelerators, and with current state-of-the-art high intensity lasers
monoenergetic electron bunches over 1 GeV have been produced in centremetre scale
plasmas, demonstrating accelerating gradients of 1011 Vm−1, many orders of magnitude
higher than can be achieved in conventional accelerators [2–8].
Ions can also be accelerated in intense laser-plasma interactions. Due to their in-
creased mass compared to the electron, ion acceleration in plasma waves is difficult
as the ions need to be injected at relativistic speeds to stay in phase with the wave.
Early experiments of intense laser irradiation of solid targets found production of > keV
ions emitted from the target [9–11]. Interest in ion acceleration blossomed with the
invention of chirped pulse amplification [12], allowing much higher peak intensities than
previously available. Very high flux multi-MeV beams of protons and ions were shown
to be generated from the front and rear surfaces of solid targets [13–17]. In the past
decade, huge advances have been made in understanding the basic acceleration pro-
cesses and improving the source quality of the beams. In particular, investigations have
concentrated on the sheath acceleration mechanism, in which an intense laser is focused
onto a target, usually a solid foil, where it forms a plasma and accelerates electrons
to relativistic speeds. These electrons propagate through the target, and when they
exit the target they cause the surface to charge. This results in the formation of large
quasi-static sheath fields at the front and rear surfaces, which drives a rapid expansion
in which the ions at the surface, often hydrocarbon contaminants, are accelerated to
>MeV energies.
Laser accelerated protons have a number of different properties than those produced
from conventional accelerators which affect the potential use in applications. With
currently available high intensity lasers, the maximum proton energies that have been
published in the literature are Ek ≈ 67 MeV [18], and ion energies of 40 MeV/u [19].
These are still much below the energies needed for cutting-edge high-energy physics
research such as that performed at the large conventional accelerator facilities. Fur-
thermore, conventional accelerators provide beams with extremely low energy spectral
spread, a prerequisite for acceleration in RF cavities, whereas laser driven sheath accel-
erators typically provide a large energy spread, although, as will be explained in detail
later in this thesis, a great deal of current research is being performed to develop new
acceleration techniques to provide spectral shaping. Two of the main benefits of laser
driven ions are the extremely high numbers produced per laser shot, and the ultra-short
production time (< ps) of the beam. Furthermore, the beams are extremely laminar,
resulting in a very low emittance when compared to conventional accelerators.
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6 MeV linac x-rays
Tailored proton beam
200 MeV protons
Figure 1.1: Curves showing dose deposition in tissue for photons created by a 6 MeV
electron beam in a standard clinical linear accelerator (data from [20]), a
single proton at 200 MeV (calculated using TRIM [21]), and an example of
a potential dose curve using a modified proton beam of a range of energies
to tailor dose for a large cancerous growth
1.2 Potential role of laser driven ion acceleration
With these limitations in mind, a number of applications and potential applications have
been found for laser-driven ion sources. Such applications range from cancer therapy
and radiography to isochoric heating for warm dense matter studies, some of which are
described below.
1.2.1 Hadron therapy
When energetic ions pass through matter, they characteristically deposit a large portion
of energy at the end of their path at the ‘Bragg peak’ (see red line in figure 1.1).
This makes it ideal for treating some types of deep-lying cancers, which are currently
usually treated by x-rays or energetic electrons [22]. By carefully selecting the energies
and incidence angles of the ions, its possible to create a dose deposition profile which
compares very favourably when compared to x-rays or electrons, which deposit the
majority of their energy at the surface. Hence, as demonstrated in figure 1.1, using
hadrons instead of x-rays or electrons allows either a higher dose to the target cancerous
area, decreasing likelihood of tumour survival, or an equivalent dose to the target tumour
with a decreased dose to the surrounding healthy tissues (for example [23] and references
therein).
There has been considerable research and studies performed with hadron therapy,
and treatment centres in the US, Germany, and Japan already deliver this treatment on
patients. These treatment centres use hadrons generated by conventional accelerators,
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such as synchrotrons or cyclotrons. They are expensive to build (≈£50-100 million for
a full facility), and often require extensive modification of the building due to their size
and the size of the associated gantry, a large magnet which bends the ions to allow the
patient to be treated in a supine position at multiple angles. Due to the high energies
of ions being used, the size and weight of these gantries is substantial, further adding to
the cost of treatment. As of 2011, over 80,000 patients have been treated with hadron
radiotherapy, mostly with protons and carbons [24].
It has been suggested that laser plasma ion accelerators could be used to generate
the ion beams used in hadron therapy[25–28]. Although laser-plasma ion acceleration
is still in its early stages, it has some significant potential benefits over conventional
accelerators for medical applications. It is projected that the cost of building a laser
accelerator could be significantly lower than a conventional accelerator, partly because
it could take up less space. Furthermore, as laser beams can be deflected using mirrors,
it could be possible to remove, or at least substantially reduce, the need for expensive
gantries. It is also hoped that it might be possible to make a tuneable accelerator -
that is, changing the properties of the laser pulse or target to change the energy of the
ion beam - which is more difficult for a conventional accelerator. It may also prove
possible to easily change the ion species being accelerated more simply in laser driven
accelerators.
For these reasons, there is currently a lot of interest in developing laser-plasma ion
sources which would be suitable for medical use. There are, however, still significant
obstacles to overcome before moving towards clinical use [29]. Firstly, the energies
needed to treat deep tumours (around 250-300 MeV for protons, ≈ 400 MeV/u for ions)
have not yet been achieved from a laser-based accelerator, and despite a large amount of
work being performed on optimising the ion source with currently available systems, it is
likely that further laser development will be required to provide higher intensities with a
high repetition rate and a high level of reproducibility between shots before laser-driven
ion accelerators can be deployed for clinical use. Although a potential advantage of
laser based ion sources would be the removal of the gantry, this would require a system
dealing with the other radiation byproducts from the laser-plasma interaction. A first
step might be a hybrid laser source coupling into a beam-line, and this is a current
area of interest for a number of research groups around the world [30–32]. The large
divergence of the beam from a typical laser-plasma ion source would likely require some
focusing optics to re-collimate the beam, which has been demonstrated in experimental
settings using plasma optic techniques [33–35]. Furthermore, ion therapy will require
either a monochromatic source or tight control over the energy spectrum; although it is
hoped this can be achieved by optimising and developing new acceleration techniques,
it could also be provided using an appropriate beamline. Finally, as a complete package,
such a system must remain affordable enough to compete with conventional accelerators.
Therefore there are still a great number of challenges to be overcome before laser-plasma
based ion sources can be used for the treatment of deep-lying cancerous tumours.










Figure 1.2: Example experimental layout for performing proton probing of a high energy
density physics experiment.
1.2.2 Radiography
Another application for laser-plasma accelerated ions is in radiography, both as a diag-
nostic in other high energy density physics (HEDP) experiments, but also for looking at
small structures in solid objects in standard ion radiography. Both of these benefit from
the inherent wide range of energies present in the beam and the ultra-low emittance.
Proton probing of HEDP experiments
Laser plasma accelerated ions have been used as a radiography tool for high intensity
laser plasma experiments[36]. In a typical setup, such as shown in figure 1.2, a short
pulse high intensity laser is used to accelerate protons from a solid metal target, which
travel through the main interaction region. Here they are deflected by the electric and
magnetic fields created by the main interaction. Hence, they provide a transverse de-
flectrometry image of the probed interaction. Using a stack detector provides the beam
profile at a number of different proton energies; as each energy has a different time of
flight between the foil they were created on and the plasma they are probing, the differ-
ent energy levels effectively correspond to different times in the interaction, giving time
resolved 2D information about the fields present. As laser-plasma produced protons
can have exceptionally good emittance [37, 38], due to the laminarity of the acceler-
ated beam combined with a very small source size, they can provide very high spatial
resolution. In the past decade, proton probing has become a standard diagnostic for
HEDP experiments. It has been used to observe post-soliton remnants [39], investigate
laser driven implosion [40], the sheath expansion [41], collisionless shocks and solitary
wave structures [41] magnetic field generation in laser-plasma interactions [42, 43], and
channeling in near critical density plasmas [44], among others.
Ion radiography
Just as laser generated protons properties make them ideal for probing a variety of
HEDP experiments, they can also be used to perform radiography of small objects
[45, 46]. In contrast to HEDP experiments, instead of looking for deflections of the




Figure 1.3: Proton radiography using a conventional source providing a monoenergetic
proton beam are shown for a phantom consisting of holes drilled into a
plastic substrate of initial thickness 8 mm of depth a) 6 mm and b) 2 mm.
The same holes were radiographed with a laser-plasma sheath accelerated
proton source in c) and d) respectively, from a singe shot using the Vulcan
Petawatt laser. e) A series of steps of increasing depth of 500µm different
depths irradiated by the laser-driven source showing good sensitivity over a
range of thicknesses. Images a) and b) from the University of Birmingham
cyclotron, courtesy of Emma Harris and Phil Evans.
proton beam in strong fields in a plasma, the proton spatial dose deposition profile can
be used to look at small variations in density or stopping power in an object. If using a
monoenergetic ion source for radiography, the best sensitivity is found by matching the
ion stopping range in the material to the maximum size of the object, and therefore the
ion energies need to be adjusted depending on the size of the object being measured.
If there are a large number of features at a number of depths, the sensitivity of the
monoenergetic source will be heavily reduced for contrast of features not matched to
the stopping range of the ion source. In this case, the wide energy distribution of
the laser accelerated ion source, combined with the high fluxes and typical exponential
spectrum, can be an advantage as it provides good sensitivity at a large range of depths
[47].
A comparison between a conventional and laser-plasma source irradiation of a ra-
diography phantom, taken from a recent experiment performed by the author and col-
laborators on the Vulcan Petawatt laser, is shown in figure 1.3. In the laser-plasma
irradiation, the radiography phantom was placed a large distance away from the inter-
action point of a high power laser with a metal foil target on a single shot, ensuring a
smooth beam profile. The laser-plasma source shows an excellent sensitivity over the
entire range of thicknesses present in the phantom compared to the conventional source.
Therefore, laser-plasma sources are ideal for in vitro radiography of small objects, with
the maximum object size dependent on stopping range of the maximum kinetic energy
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of the ion source. Faenov et al.[46] have used a proton source to radiograph a spider’s
web, and demonstrated resolution of structures with size < 1µm, and also demonstrated
sufficient sensitivity to radiograph folds in a 100 nm gold foil [48].
1.2.3 Isochoric heating
The investigation of warm dense matter and equation of state measurements of extreme
environments is of interest to planetary and space physics as well as high energy density
fusion schemes. Such states can be created with focused laser accelerated proton beams,
which allow bulk heating of a larger region of material than is possible with laser heating
due to the energy absorption properties of energetic ions. Whereas laser energy is
deposited mainly in the surface layer of the target material, protons will deposit the
majority of their energy at their Bragg peak towards the end of their path, allowing
heating of deeper regions and giving a larger heated volume. Patel et al. demonstrated
the use of such a set-up resulting in a solid density ≈ 20 eV plasma [49]. Equation of
state measurements of a sample isochorically heated by protons was first demonstrated
by Dyer et al. [50], and extended by a number of groups for use in benchmarking EOS
codes[51, 52], which are of great importance to modelling of ICF, and to investigating
extreme planetary environments [52]. Though thus far sheath accelerated beams have
been used, potentially spectrally modulated beams could be tailored to provide a flat
dose-depth curve which would heat the target material more uniformly.
1.2.4 Fast ignition inertial confinement fusion
Inertial confinement fusion (ICF) is a proposed fusion scheme in which lasers irradiate
the inside of a metal cylinder, or hohlraum, with laser energy being converted into x-
rays which act to compress a fusion capsule located at the centre of the cylinder. A
variant on the ICF scheme, called fast ignition (FI), relaxes the compression symmetry
requirements and allows a potential higher gain factor by applying a final burst of
energy to the capsule towards the end of compression [53]. Electrons created in high
intensity laser plasma interactions were initially proposed as a suitable candidate for
the igniting source of energy in FI, and the properties of such ‘hot electrons’ has been
widely investigated in subsequent experiments. As well as the need to maintain a high
conversion efficiency from laser energy to electron energy, there are also considerable
difficulties in coupling the hot electron energy to the compressed plasma hot spot. As
the hot electron beam is typically highly divergent, the high intensity laser plasma
interaction needs to take place close to the hot spot to ensure a sufficient amount of
energy will be deposited in the correct location. Laser channeling and hole-boring has
been proposed as a potential solution for this [53], as has the insertion of a hollow cone
in the side of the capsule to maintain a clear path for the laser to interact with the
plasma close to the hot-spot [54, 55].
Alternatively, fast ignition has been proposed using laser-plasma accelerated protons[56–
58]. As the proton source could be a significant distance from the core due to the energy






Figure 1.4: Proposed scheme for ion fast ignition inertial confinement fusion. Adapted
from [56].
deposition characteristics of ions, it would remove the need for any cone structure or
channel formation. Subsequent research has shown the focusing of laser-produced pro-
ton beams through target design [49, 59] or micro-quadropole magnets [30], which could
be of use to concentrate the proton beam energy into the hotspot. A proposed design,
adapted from [56], is shown in figure 1.4. A standard heated hohlraum is used to pro-
duce x-rays to compress the fusion capsule. Towards the end of the compression, a
short pulse high intensity laser is focused onto a curved foil, focusing an ion beam on
the compressed core, causing ignition. It still remains to be demonstrated if the energy
coupling efficiency of the accelerated protons with respect to the incident short pulse
laser would be high enough to allow this to be an energetically economical technique,
though various schemes are being investigated to try to improve the conversion efficiency
[60, 61]. It has also been proposed that heavy ions could also be suitable as an ignitor in
the fast ignition scheme [62], and recent research into novel acceleration mechanisms in
laser plasma interactions have demonstrated increased conversion efficiency into heavy
ions [19, 63]. Indeed, Hegelich et al. [19] report conversion efficiencies of over 10%, and
beam properties close to those required from a heavy ion fast ignition scheme.
1.3 Challenges in ion source properties
As was seen in the last section, laser-plasma accelerated ions have the potential to be
extremely useful in a number of different applications. Due to their different beam
properties, they are complementary to conventional sources. However, each application
provides different requirements from the accelerated ion beams. This is summarised in
table 1.1.
The sheath acceleration mechanism has been well studied over the past decade, and
it has properties that make it ideal for applications such as radiography and suitable for
isochoric heating studies. It potentially may be used in conjunction with a conventional
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Application Key source requirements
Hadron therapy Ek ≈ 200 − 300 MeV (protons), Ek ≈ 400 MeV/u
(ions), high rep. rate, ∆E/E < 1%
Radiography Low emittance, high flux, broadband, Ek > 1 MeV
(protons)
Isochoric heating High flux, efficiency and current
Fast ignition Ek ≈ 5 − 15 MeV (protons), Ek ≈ 400 − 500 MeV
(ions), > 10% efficiency, ∆E/E ≈ 20%
Table 1.1: Table showing the source requirements from a selection of applications. Val-
ues taken from [19] and [64].
beam-line to provide ions for cancer hadron therapy, although beams of sufficient quality
are not yet achievable with current laser technology. However, the scaling with increas-
ing intensity is poor (Ek ∝ Ik, 13 < k < 12), and therefore significant improvements
may have to be made before sheath acceleration is suitable for such a task. Although
there have been a number of attempts to control the energy spectral width of sheath
accelerated beams, none of them seem suitable to create the ∆E/E < 1% energy spread
required for hadron therapy without the need for a post-acceleration beamline.
Therefore, it is essential to investigate new acceleration regimes which produce beams
with different inherent properties from sheath acceleration. A number of different mech-
anisms have been proposed and investigated which promise higher beam energies and
improved scaling with laser intensity, monoenergetic beams, and higher conversion ef-
ficiency. For example, it has been proposed that the huge radiation pressures available
using high intensity lasers can be used to directly accelerate ultrathin slabs of plasmas
[65–69], or punch holes in thicker ones [70, 71] providing high quality, monoenergetic
beams with favourable intensity scaling. Recent experimental and theoretical work has
shown that collisionless shocks driven into plasmas from the front surface of the target
can also produce high quality, monoenergetic beams [72–74]. Furthermore, it has been
demonstrated that intense lasers transmitted through dense, but relativistically under-
dense, plasmas can efficiently transfer laser energy to ion kinetic energy, providing high
kinetic energies and extremely high conversion efficiencies [19, 63, 75, 76]. This the-
sis contains experimental evidence and numerical simulations investigating these novel
acceleration mechanisms.
1.4 Thesis summary
This thesis begins in chapter 2 by laying the theoretical groundwork for understanding
high intensity laser plasma interactions, and providing a comprehensive review of re-
search in high intensity laser-plasma produced ions, including detailed discussion of the
different acceleration mechanisms. Chapter 3 describes the experimental details of the
lasers used for the experiments discussed in this thesis, and also introduces the different
diagnostics and techniques used to diagnose both the plasma and the accelerated parti-
30 Chapter 1. Introduction
cle beams in the experiments. Chapter 4 presents experimental work carried out at the
Central Laser Facility at the Rutherford Appleton Laboratory in which the Petawatt
laser was focused onto ultra-thin nanometre scale foils, resulting in a variety of interest-
ing components in the measured proton beam including quasi-monoenergetic protons
buffered ahead of an expanding carbon species. Chapter 5 details optical probing of an
experiment at the Accelerator Test Facility (ATF) at Brookhaven National Laboratory
in which an intense CO2 laser was focused onto a gas jet, forming an opaque plasma
and resulting in proton beams with remarkable monoenergetic properties. Chapter 5
will also describe in detail numerical simulations of the interaction, and discuss the ac-
celeration mechanisms involved. Chapter 6 will introduce further interesting dynamical
plasma phenomena from the experiment at ATF, including prepulse driven blast waves,
electron transport and post-soliton generation. Finally, the work will be summarised in
chapter 7, and the future outlook for laser-plasma ion acceleration will be discussed.
2 Theory and review of laser-plasma ion
acceleration
To understand the various mechanisms by which ions and protons can be accelerated
in laser plasma interactions, it is essential to have a comprehensive understanding of
the physical mechanisms at each stage of the interaction. This section will explore and
summarise some fundamental concepts in plasma physics and laser-plasma interactions.
The theory behind electrostatic collisionless shock waves and solitons will be discussed
due to their application in ion acceleration. The different mechanisms of energy transfer
between intense lasers and plasmas will be summarised. Each of the key ion acceleration
mechanisms will be discussed, along with a review of recent numerical, theoretical and
experimental results. Finally, the numerical simulation particle-in-cell technique used
later in this thesis will be summarised, along with its limitations.
2.1 Relevant plasma phenomena
2.1.1 Plasma frequency
Electrons in a plasma oscillate at a characteristic frequency ωpe, the electron plasma
frequency. Considering a cold plasma with an initial electron density ne0, with ions
treated as being static due to their high mass and ignoring magnetic fields from the












Figure 2.1: Diagram demonstrating a small displacement of electrons in a cold homoge-
nous plasma
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= −neeE (2.2)
where ve is the electron velocity. Considering a case where a small number of electrons
ne1  ne0 are displaced a small distance smaller than the charge shielding length (see
section 2.1.3) such as shown in figure 2.1, the linearised velocity, electric field and
electron density can be written as
ne = ne0 + ne1 (2.3)
ve = ve1 (2.4)
E = E1 (2.5)
where the subscript 1 indicates a first order perturbation. Inserting these into the fluid
equations and removing the second order perturbations gives
∂ne1
∂t


























2.1.2 Dispersion relation and skin depth
The third and fourth Maxwell’s equations for light travelling through a plasma are given
by







For an electromagnetic wave with frequency ωL and wavenumber kL, these simplify to
∇×E = −iωLB (2.12)
∇×B = iµ00ωLE + µ0j. (2.13)
Taking into account the movement of the plasma electrons in the light’s electric field,
whilst ignoring the ion motion, the current density j assuming a collisionless plasma is
given by j = enev, where v is the electron velocity. This can be calculated using the




and putting in terms of the plasma frequency, and substituting into equation 2.13 gives














Taking the cross product of equation 2.12 and substituting for ∇×B therefore gives





where the dielectric function for the plasma  is defined as  = (1 − ω2p/ω2L). Using






Making the assumption that the plasma stays uniform such that ∇ ·E = 0, this allows
derivation of the steady state dispersion relation for a cold, collisionless plasma, c2k2 =
ω2L, or
ω2L = c
2k2 + ω2p. (2.16)
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As the oscillating electric field of electromagnetic radiation can be written as
E(z, t) = E(t)e−ikz
and therefore when k becomes imaginary, the electric field decreases exponentially in z





As the electric field has a real spatial component, it does not penetrate far into the
plasma. The plasma frequency can effectively respond to any electromagnetic fields in
the plasma, preventing propagation. The critical density nc is the density above which
the wavenumber becomes imaginary, or in other words, when ωL = ωpe. Therefore, from












where λL is in microns. Some typical values for the critical density are 1.0× 1021 cm−3
for a 1.05µm pulse (such as at Vulcan Petawatt), and 1.1 × 1019 cm−3 for a 10.3µm
pulse (such as the CO2 laser at Brookhaven National Laboratory). When the plasmas
electron density is higher than the critical density, the plasma is overdense, and when
it is below it is underdense. A solid target might have a typical fully ionised electron
density ne ≈ 1000nc, which would have an equivalent skin depth of 5 nm.
2.1.3 Debye length
A characteristic of plasma is its nature to shield any charges placed into it, due to the
charged particles moving to cancel out any charge introduced. However, this shielding is
never perfect, due to the thermal motion of the charged particles. Due to this shielding,
a particle in a plasma will effectively only feel an electromagnetic force from particles
within a sphere with radius of the characteristic screening length, the Debye length,
λD. Introducing a charged object causing a potential in the plasma, and assuming a
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where n0 is the original density, φ is the electric potential, and Te is the temperature
of the species. Using Poisson’s equation, assuming eφ  kBTe so that ne = n0(1 −
eφ/kBTe), the electrostatic potential is given by
















By assuming a potential of the form φ ∝ e−kr, that is, a potential dropping exponen-
tially to zero with increasing distance, then
φ(r) = φ0e−(r/λD).
Hence the Debye length λD is the characteristic distance beyond which a charge is
effectively screened.
2.2 Ion acoustic waves and collisionless electrostatic
shocks
2.2.1 Ion acoustic waves
One of the most basic waves that can propagate in a two-species plasma is an ion
acoustic wave. Starting with the continuity equation for species q (q = i for ion, q = e






(nqvq) = 0 (2.23)















where qq and mq are the charge and mass of a single particle of species q. The two terms
on the left hand side come from the convective derivative dvq/dt = ∂vq/∂t + vq · ∇vq
in 1D. The pressure term in equation 2.24 can be put in terms of temperature using
the adiabatic equation of state p = Cργ where γ is the ratio of specific heats, giving
∆pq/pq = γ∆nq/nq. For electrons in isothermal plasmas, γ = 1 and pe = nekBTe.
To investigate the ion waves, which as mi  me will have a characteristically lower
frequency than the electrons, the ordered velocity component of equation 2.24 for the
electrons is ignored, giving
































where n0 is the initial charge density of the electrons and ions, and the exponential has
been Taylor expanded for the case eφ kBTe.
To determine the characteristic frequency of the wave, we therefore look for linearised
solutions with
vq = vq1ei(ωt−kx)
nq = nq0 + nq1ei(ωt−kx)
φ = φ1ei(ωt−kx)
where vq1 and φ1 are small perturbations from zero, and n0 is the initial charge density
for electrons such that Zni0 = n0. Note that with this definition of charge density,
qi = Ze and qe = −e.
Inserting these into equations 2.23, 2.24, and removing second order terms gives a set
of simultaneous equations








Furthermore, the ion density ni = n0 + niq can be related to the electron density using
Poisson’s equation, giving















where λD is the Debye length defined in equation 2.22. Combining equations 2.28, 2.27
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Figure 2.2: Dispersion relation for ion acoustic waves calculated for Te = 1 keV and
ne = 1019 cm−3, and Z =1.












The dispersion relation is plotted in figure 2.2. At high wavenumbers the 1/(1+k2λ2D)
term dominates. This term is an indicator of whether the quasineutral approximation
holds. For ion acoustic wave wavelengths much larger than the Debye length, kλD  1






and hence the frequency, called the ion plasma frequency, becomes constant at the
smallest wavelength waves.
In the limit that Te  Ti and kλD  1, the phase velocity of the wave, often referred
to as the plasma sound speed, is given by








2.2.2 Ion solitary acoustic waves
The continuity (2.23), force (2.24), and density (2.25) equations can also be used to
investigate the propagation of non-linear ion acoustic waves, which will be shown here,
following Tidman and Krall [77], to give a solitary wave solution. Moving into the
rest frame of the wave, and looking for a time independent solution of the continuity
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The upstream is defined as the plasma that is moving towards the wave in the rest
frame (i.e. the plasma that the wave has not yet passed through) and the downstream
as everything the wave has passed through. The upstream variables are labelled with
the subscript 0, giving
ni(x)vi(x) = ni0vi0. (2.31)
Proceeding in the limit that Ti = 0, Te 6= 0 and looking for stationary solutions in

















where φ has been defined to be zero in the upstream plasma, and the integral gives the
energy conservation equation for the ion species. For the ions to pass through the wave
and out the other side, or in other words, for equation 2.32 to remain valid, eφ < miv2i0/2
must be satisfied. The critical potential φc is therefore defined as
φc = miv2i0/2e. (2.33)
For potentials greater than this, the upstream ion species will effectively completely
reflect off the potential.




























where equation 2.25 has been used for the electron density. As the upstream plasma is
neutral, ne0 = ni0 and therefore Poisson’s equation can be simplified to


















+ ψ(φ) = 0 (2.38)





















+ kBTeeeφ/kBTe + C
]
(2.41)
where C is the constant of integration. This equation can be solved for various choices
of C giving infinite wave train solutions; however, a solitary wave solution is recovered

















This equation is often called the nonlinear Sagdeev potential, here in the isothermal
limit, and will be expanded on in the next section. The first term inside the brackets
is the pressure from the ion species fluid motion, and the second term is the electron
thermal pressure. We now recast this equation using Φ = eφ/kBTe and defining the
Mach speed as M = vi0/cs, where cs is the sound speed defined in equation 2.30. The
Sagdeev potential then becomes










− (1− eΦ)] . (2.43)
By taking various limits of this equation, important qualities of ion acoustic solitary
waves can be developed. Note that equation 2.40 indicates that ψ(φ) must be less than
0 for all φ in order for for ∂φ/∂x to be a real quantity, and therefore








Figure 2.3: Variation of Mach number with the normalised maximum potential Φm in
the solitary wave, between the lower (M = 1) and upper (M ≈ 1.6) limit in
the isothermal approximation
(






Furthermore, at the maximum potential φm (and correspondingly the normalised Φm)






(eΦm − 1− Φm) . (2.44)
This is plotted in figure 2.3, which demonstrates that the normalised maximum potential
in the solitary wave increases with Mach number. As Φ here represents the ratio of
electrostatic potential energy to thermal energy, the range of potential Mach numbers
for such waves can be determined. In the lower limit, considering a solitary wave in
which the potential is small such that eφ  miv2i0/2 and eφ  kBTe, and taking the
relevant Taylor expansions to the second order gives
M > 1. (2.45)
Earlier, the critical potential (equation 2.33) was defined as the maximum potential
possible before the ion species began to be reflected by the potential, instead of trans-
mitted through the soliton. Putting φm = φc, the critical maximum Mach number for




which can be solved numerically to give Mc ≈ 1.6 at Φm = 1.28.











Figure 2.4: a) ψ against φ for an ion solitary acoustic wave. φm is the maximum poten-
tial in the solitary wave. b) Plot of φ against x from the curve plotted in a.
In the case of no energy dissipation, a positively charged particle entering
the soliton from the left will be decelerated until it reaches xm (correspond-
ing to the location of maximum potential), after which it is accelerated back
to to its initial speed. Both plots are in the solitary wave stationary frame.
Therefore, a ion solitary acoustic wave solution in an isothermal plasma is only pos-
sible for Mach numbers 1 < M < 1.6. ψ and φ have been plotted in figure 2.4. As
described earlier the ψ function is negative at all φ, returning to zero at the maximum
potential in the solitary wave, φm. The highest value of φ supported by a solitary wave
is given when φm = φc. φ as a function of x can be calculated by integrating equation
2.40, and is shown in figure 2.4b. In particular, equation 2.40 shows that ∂φ/∂x can
have both positive and negative solutions. As the particle enters from the left-hand
side of figure 2.4b, ∂φ/∂x is positive and the particles kinetic energy is reduced as it
is decelerated in the electrostatic potential until it reaches φm. As ψ is only real for
φ < φm, here the sign of equation 2.40 must change. As φ then decreases, the function
ψ is still valid in this region, and therefore the potential is perfectly symmetrical around
φm.
2.2.3 Electrostatic collisionless shock waves
The upper critical Mach number for the ion acoustic soliton case is found by finding
the point at which the ion species would be reflected by the potential. If ions began
to be partially reflected, they provide an energy dissipation mechanism. Electrostatic
collisionless shocks occur when there is energy dissipation in the structure, meaning the
solution for ψ introduced above is no longer symmetrical around φm. As will be shown,
if some energy is lost as they traverse the wave, they will no longer have sufficient energy
to escape from the potential well shown in figure 2.4b, and will bounce back and forth.
Downstream from the shock, they will therefore have a different kinetic energy than
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Figure 2.5: a)ψ against φ for an electrostatic collsionless shock. The two curves demon-
strate the different Sagdeev potentials before and after φm. b) The relation-
ship between φ and x. Particles approach the potential barrier from the left
hand side, and are partially reflected. Downstream, the potential oscillates
between φm and φ1. Both plots are from the rest frame of the shock.
When φm = φc, this energy dissipation can take the form of particle reflection at the
shock. If the ion species has a small but finite temperature (Ti  Te), then there will
be a small spread of kinetic energies of the ions, and there can be partial reflection and
partial transmission through the shock. To demonstrate some features at electrostatic
collisionless shocks (also known as laminar collsionless shocks), Poisson’s equation given
in equation 2.37 can be adapted to take into account particle reflection. Similarly to
before, working in the frame of the shock, the ions move towards the shock with velocity
v = +vi0 and are reflected with v = −vi0. The feature that any reflected ions are
reflected at exactly the shock velocity in the shock stationary frame is an important
feature which will be expanded on later. The new upstream ion density n′i0 is split up
into two components,
n′i0(φ) = ni0,(v=+vi0) + ni0(Rm −R(φ))(v=−vi0)
= ni0(1−R(φ)) + ni0(Rm −R(φ))
where R(φ) is a function describing the reflected particle fraction and ni denotes the
ion density in the shock region of the shock. The reflected particle fraction goes from
R(φ = 0) = 0 to R(φ = φm) = Rm at the maximum potential in the shock, after
which it stays constant. Note here that the upstream ion density is higher than the
background ion density due to the reflected particle component, and is therefore denoted
n′i0 > ni0. To maintain quasineutrality, the upstream electron density is also increased
to compensate (n′e0 = (1+Rm)ne0). By separating the components into the transmitted
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)1/2 + (Rm −R(φ))− (1 +Rm)e eφkBTe
 . (2.46)
For a known R(φ), the Sagdeev potential can be calculated similarly to before. The
potential is now no longer symmetric around φm - because R(φ) grows from 0 to Rm, the
transmitted ions see a reduced potential and are no longer returned to their original state
after passing through the shock. Indeed, to simplify the situation the reflected fraction
R(φ) can be estimated as a step function with R(φ < φm) = 0 and R(φ ≥ φm) = Rm.
Poisson’s equation can then be solved in two regions, resulting in a different Sagdeev
potential in each region. An example is shown in figure 2.5, which shows the Sagdeev
potentials for a typical electrostatic collsionless shock, and the resultant potential along
the spatial coordinate. Note that there are two curves describing the Sagdeev potential,
from before and after the electrostatic shock. As the particles enter the shock, they
trace the blue curve to φm. The ions that aren’t reflected at the shock then begin to
follow the red curve, and then oscillate between φm and φ1, never going to zero.
The previous derivation is suitable for showing the difference between solitons and
shocks, and the relationship between the two. However, a number of assumptions that
are true for solitons are not necessarily true for electrostatic shocks, and equation 2.46
is not appropriate in all circumstances. In particular, the plasma was assumed to be
isothermal, and no account was taken of electron reflection at the potential barrier.
In many cases, eφ  kBTe, and therefore some or almost all of the electrons in the
downstream plasma are trapped behind the shock. To take this into account, a full
kinetic description of the electrons is needed. This has the effect of modifying the
electron pressure in the shock. Indeed, the Sagdeev potential derived in equation 2.42




where Pe and Pi are the electron and ion pressure respectively, normalised to ni0kBTe.
As for the isothermal approximation, the transition between a soliton solution and a
shock solution is given by equating the ion and electron pressure at the critical potential
φc = miv2i0/2e. When Pe > Pi, solitary waves are supported, but when Pe = Pi
particle reflection starts. As the energy dissipation of the electrostatic collisionless
shocks discussed here is due to partial particle reflection, and that Ti  Te, the the
steady state solution for the shock will be at φ ≈ φc.
Forslund and Shonk [78] and Forslund and Freidberg [79] used the assumption of max-
imum electron trapping behind the potential, where the normalised electron pressure
becomes












where Φ is the normalised electrostatic potential defined earlier, and found a critical
mach number Mc ≈ 3.1, in comparison to the Mc ≈ 1.6 critical Mach number found
above for the isothermal approximation. Sorasio et al. [80] expanded on this work and
took into account the variation of electron pressure with the increase in temperature
within the shock to show that much higher Mach number shocks can be produced
by having much higher temperatures in the downstream plasma than the upstream
plasma. As the downstream plasma temperature increases, the amount of electrons that
are trapped by the potential reduces, decreasing the electron pressure in the shock and
increasing the maximum electrostatic potential. Therefore, depending on the conditions
of the plasma, the electrostatic shock Mach number can grow very large.
2.3 Laser plasma interaction concepts
2.3.1 Field ionisation
Field ionisation can occur when an atom experiences the electric field of a high in-
tensity laser. The main processes which occur are multi-photon absorption, tunnelling
ionisation, and field barrier suppression. A convenient parameter for determining the





where Ei is the binding energy of a particular bound electron energy level and Up is the
ponderomotive potential of the laser (see equation 2.54 later). The Keldysh parameter
is a measure of the energy gain of an unbound electron in a oscillating electric field.
If γK  1, the binding energy is much larger than the potential energy gain in the
laser field and multi-photon ionisation is important, in which multiple photons are
absorbed by the bound electron, allowing it to escape from the potential well of the
nucleus. For γK  1, the electric field becomes strong enough to partially suppress
the Coulomb barrier and the electron resulting in a higher probability of the electron
tunnelling through the barrier, or, for sufficient applied field, completely suppress the
barrier. There have been a number of different ionisation rate formulas developed for
barrier suppression, such as the Ammosov-Delone-Krainov (ADK) formula (see [82] and
references there-in).
For overdense plasma interactions, other ionisation effects become important, such as
collisional ionisation where energetic electrons collide with atoms and transfer enough
energy such that bound electrons can be liberated from atoms. A collisional ionisation
rate Rcol for an atom in state s can therefore be given as Ricol = neni < veσs > where
ni is the ion density and σs is the collisional cross section. This can be estimated by
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the empirical Lotz formula [83], which for electrons with kinetic energy larger than the
ionisation potential Ek  Up gives σ ≈ aqi ln (Ek/Up)/(EkUp) where a is an experimen-
tally found constant around 4×1014 cm−2, qi is the number of electrons in the shell and
energies are in units eV.
Collisional heating becomes especially important for high density solid targets, where
the collision frequency and therefore ionisation rate is alrger. For higher density opti-
cally thick plasmas, and in steady-state conditions a local thermal equilibrium (LTE)
can be reached in which the radiation and absorption by the plasma is balanced, and
the populations of different ionisation states can be found using the Saha-Boltzmann
equation. However, usually ultra short-pulse laser interactions with solid targets will
not create plasmas in LTE, and to therefore accurately determine the state variables
require the solution of time dependent rate equations.
2.3.2 Motion of a single electron in a laser field
When determining how a laser pulse transfers its energy to a plasma, it is first useful
to show the interaction of a single electron with an electromagnetic field. A full deriva-
tion of the electron momentum and position is given in appendix A for both circular
and linear polarisation, but the key results are listed here. An intense laser can be





a0 = 0.85(ILλ2)1/2 (2.49)
where IL is in units of 1018 Wcm−2, and λ is in µm. This is a key parameter for high
intensity lasers, as when a0 ≈ 1 the motion of the oscillating electron becomes rela-
tivistic, which has implications for many laser-plasma phenomena as will be described
below. The momentum of an electron in such a laser field is given by




(1 + β cos (2ωt)) (2.51)




where p⊥ is the momentum transverse to the laser propagation direction, pz is along the
laser propagation direction, β = 1 for linear polarisation and γ is the electron Lorentz
factor. These have different solutions for linear and circular polarisation (see appendix
sections A.17 and A.20). For linear polarisation in x, the electron traces out a figure-
of-eight in x− z in a frame moving at the electron drift speed, vD/c = a20/(4 + a20). For
circular polarisation, the electrons move radially in the x−y plane, but are stationary in
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the z plane in the moving frame. This is very important when considering the difference
between circularly and linearly polarised light interacting with an overdense plasma, and
will be discussed in a later section.
2.3.3 Ponderomotive force
The above derivation holds for a plane wave where the intensity of the laser field is
the same regardless of the transverse position. In reality, the intensity distribution of a
focal spot typically resembles a two dimensional gaussian, with the maximum intensity
at the centre of the focal spot. As an electron oscillates, it moves away from the region
of maximum intensity, and will hence experience a reduced restoring force. This has
the effect of pushing electrons away from the focal spot of the laser to regions of lower
intensity. The well known result for the ponderomotive force in a transverse oscillating





where ω is the frequency of oscillation and 〈E2〉 is the time averaged squared electric
field [84]. Putting this in terms of the normalised vector potential a gives
Fp = −12mec
2∇〈a2〉.









where the time averages 〈a2〉 = a0/2 and 〈E2〉 = E0/2. This is the kinetic energy that
the electron gains at it quivers in the electromagnetic fields of the laser.
This derivation has ignored relativistic effects, which requires a modification to the
equation [85]. The relativistic form of the ponderomotive force can be deduced by





The ponderomotive force therefore acts to expel electrons from regions of higher
intensity to lower intensity. As this is a collective effect, it modifies the local electron
density and therefore the local refractive index, resulting in a number of important
phenomena for laser propagation in underdense plasma, such as relativistic self focusing.
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2.3.4 Relativistic self focusing
For a plasma of density ne and critical density nc (see equation 2.18) the refractive









and therefore a lower electron density towards the centre of the intensity profile due
to the ponderomotive force results in a higher refractive index. Therefore, the phase
velocity of the light becomes slower on axis, causing the laser wavefront to point in-
wards towards axis and therefore producing a focusing effect. This is the key factor to
relativistic self focusing, in which a laser moving through an underdense plasma can
overcome diffraction to remain focused over a long distance. The self focusing increases
the maximum intensity in the focal spot and so reinforces the ponderomotive force,
leading to further gradients in the refractive index. Self focusing can only occur over a







where w is the laser spot width. The first term in the equation can be found from the








where w0 is the width at laser focus and zR is the Rayleigh range of the laser given by
zR = piw20/λL. In the limit z < zR near focus, and as dz/dt ' c, differentiating twice









Considering the plasma self-focusing, simple geometrical arguments [86] give the rate








The tilt in the wavefront will cause the laser energy to flow in towards the focal spot




















Using the equation 2.55 for the refractive index, and putting 〈γ〉 in terms of a nor-
malised vector potential a = a(r, z) with a gaussian profile, in the approximation that











This can be used in combination with equations 2.56 and 2.57 to give a power threshold











2.3.5 Relativistic critical density
In section 2.1.2, an equation for the critical density of the plasma is derived for the
plasma electron density for which light can not be transmitted through the plasma.
However, this equations requires a modification for extremely intense radiation in which
the electron motion becomes relativistic, i.e. a0 > 1. Indeed, when deriving the disper-
sion relation for a cold, collisionless plasma, a number of approximations were made for
the non-relativistic limit. Firstly the j×B part of the Lorentz force was ignored, which
should be included when v ≈ c as the two forces become comparable, and the Lorentz
force needs to be solved relativistically. Another issue is that for sufficient plasma mo-
tion, ∇ ·E cannot be assumed to be zero. Further limitations are discussed in Cattani
et al. [87] and Weng et al. [88]. Usually the relativistic critical density ncr is estimated
by modifying the critical density nc with the time averaged gamma γ¯ of the electrons






The time averaged γ in this case is not the same as that shown for a single electron
motion earlier due to complications regarding the superposition of the incident and
reflected light along with bulk current effects; usually, gamma is defined as 〈γ〉 = (1 +
〈a2〉)1/2, and hence for relativistic (a0 > 1) laser pulses increasing intensity increases the
required density to halt laser transition. It is worth noting that the above equation for
the relativistic critical density is itself an approximation, and there are some important
deviations to take into account. Cattani et al. [87] demonstrated that for an initial
sharp density profile, and assuming a plane wave and no ion motion, a steady state
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solution can be found which involves a significant density increase at the front surface,
and severely limits laser transmission. Therefore, for a sharp density gradient, the
effective critical density is found to be much less than γ¯nc. Even for plasmas with long
density scale lengths, Weng et al. [88] showed that the effective critical density can be
found only numerically even for the simplest of cases in which a plane wave is normally
incident on a cold, collisionless plasma. From a scan of 1D PIC simulations they found
that the relativistic critical density for density scale lengths L > λL was best described
by ncr = (1 + Θa20)
1/2nc, where Θ = 0.48 + 2.15 exp (−a1/20 ) for circularly polarised
light and Θ = 0.79 + 1.36 exp (−a30) for linearly polarised light. Therefore, the effective
relativistic critical density is affected by polarisation and density scale length, as well
as laser intensity.
2.4 Laser-plasma coupling
One major area of active interest in high intensity laser-plasma experiments is investi-
gating how the energy of the incident laser pulse is transferred into an overdense plasma.
The energy absorption mechanisms depend on laser intensity, wavelength and angle of
incidence [90]. Laser polarisation also plays a key role in absorption; in linear polarisa-
tion, the orientation of the electric field vector to the target surface plane is important.
‘s-polarisation’ indicates the field oscillates in an axis parallel to the surface, whereas
‘p-polarisation’ has a field component perpendicular to the target surface plane. Knowl-
edge of the energy absorption is essential for understanding different ion acceleration
mechanisms, but is also of interest to any studies of overdense laser plasma interaction.
Much recent work at high intensities has been motivated by the fast ignition scheme of
internal confinement fusion (ICF), in which a high intensity laser is used to generate an
energetic electron beam which propagates into a precompressed target, and deposits its
energy in the hotspot. This work on absorption into electrons is also very important for
understanding how some ion acceleration schemes work, especially sheath acceleration,
as will be described below.
As shown in section 2.3.2, the interaction between an intense laser and a single elec-
tron depends on the key parameter a0, the normalised vector potential defined in equa-
tion 2.48, which showed that a0 ∝ (ILλ2L)1/2. As the interaction of an intense laser with
a plasma is generally dominated by the motion of the electron species due to their lower
mass, ILλ2L is often a favoured variable in which to compare high intensity lasers of
different wavelengths. The description of laser-plasma coupling here will be focused on
the absorption mechanisms for high intensity pulses (ILλ2L ≥ 1018 Wµm2/cm2). How-
ever, it is worth discussing briefly the interaction at lower intensities as well, as this
is directly relevant to how a prepulse interacts with a solid target. At lower inten-
sities, 1012 Wµm2/cm2 < ILλ2L < 10
17 Wµm2/cm2, the dominant effects are inverse
bremsstrahlung (IB) and resonance absorption heating.
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2.4.1 Moderate intensity absorption mechanisms
Inverse bremsstrahlung
In inverse bremsstrahlung, also referred to as collisional absorption, electrons are accel-
erated in the laser oscillating electric field, and then lose their energy in collisions with
the plasma ions. By modelling the plasma as an electron fluid with a non-moving ion
background, and considering a light wave moving into a linear plasma density gradient
of length L at an angle θ, it can be shown (see e.g. [91]) that the absorption fraction of
laser energy into the plasma can be estimated as







where νei is the electron-ion collision frequency, νei ∝ neZ/T 3/2e . From this, one can
see that inverse bremsstrahlung is efficient in long density gradients and at low tem-
peratures. This treatment assumes propagation in a finite scale length plasma; for a
step density function between the vacuum and the overdense plasma, however, the ex-
ponentially decaying laser field inside the plasma will still accelerate plasma electrons
and therefore can heat the plasma from collisional mechanisms. This is often called the
normal skin effect, with the characteristic exponential scale length of the electric field
being the plasma skin depth.
Resonance absorption
Resonance absorption is another important absorption mechanism, especially at moder-
ate intensities. Instead of inverse bremsstrahlung, which describes a collisional effect, in
resonance absorption the energy in the laser directly couples into plasma waves, making
it a collisionless mechanism. Also, inverse bremsstrahlung occurs in the underdense
plasma, whereas resonance absorption occurs only at the critical density surface. If a
p-polarised laser is incident on a plasma with a density gradient at an angle θ 6= 0, a
component of the electric field of the laser acts in the direction of the density gradient
(i.e. E · ∇ne 6= 0). Though the light only propagates up to ne = nc cos2 θ before being
reflected [90], a fraction of the field can tunnel to ne = nc. In these circumstances,
there is a component of the electric field of the laser with frequency ωL which drives a
resonance in the plasma wave at the critical surface (where ωp = ωL). The plasma wave
will then deposit its energy in the rest of the plasma via collisions or wave breaking.
Indeed, in the case of wave breaking, resonance heating can create a population of so-
called hot electrons, which are electrons with a higher temperature Thot than the bulk
of the plasma (Tcold). In the plane wave approximation, light incident on the plasma
normal to the target surface and any density gradient, or light incident at an angle but
with s-polarisation, no density perturbation is induced at the critical surface and there
is no resonance. The fractional absorption due to resonance absorption is estimated for
the case of a linear gradient ramp as
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fra = φ2(τ)/2 (2.59)
where φ(τ) is a function describing the amplitude of the excitation of the resonance and
is given by
φ(τ) ≈ 2.3τe−2τ3/3 (2.60)
where τ = (ωL/c)1/3 sin θ [91]. Taking the limits of equation 2.60 shows that for long
gradients and for small angles the efficiency of resonance heating goes to zero. For
very steep gradients, resonant heating will also become less efficient if the oscillation
amplitude of the electrons in the plasma wave is larger than the scale length, as they
will enter the vacuum region and the resonance will break.
For moderate intensities then, the above heating mechanisms will influence the plasma
conditions. One of the main applications of this to high intensity studies is the effect
of the prepulse on the plasma conditions when the high intensity pulse arrives at the
target. Especially important is the density scale length on the front surface of the
target. As the moderately intense prepulse heats the target, the plasma will begin ex-
panding isothermally into the surrounding vacuum region [92]. The plasma will expand







where Z∗ here is the ionisation state of the ion species in the plasma. A detailed
understanding of a moderate intensity prepulse and a solid target is usually modelled
with a hydrodynamic simulation code, as kinetic effects are not important and due to
the comparatively large time scales involved.
The above heating mechanisms have been studied extensively since the 1970s due to
their importance to laser heating of coronal plasma in internal confinement fusion, and
have been tested in experiments up to 1017 Wµm2/cm2. Collisional heating mechanisms
such as inverse bremstrahlung and the normal skin effect both cease to be dominant
terms at high intensities > 1015 Wµm2/cm2 due to the increased plasma temperatures,
which cause the collision time between the electrons and ions τei < τL (see e.g. [93]). Res-
onant absorption can still remain important at high intensities although, as mentioned,
the model fails for very steep density gradients. There are a few important heating
mechanisms that therefore dominate for high intensities and short scale lengths, most
importantly vacuum heating, J ×B heating and collisionless skin effects.
2.4.2 Vacuum heating
Vacuum heating is essentially an extension to the resonant heating mechanism described
in the previous section to consider steep density gradients. It is also sometimes called
Brunel heating or ‘not-so-resonant, resonant absorption’ by Brunel himself [94]. The
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Figure 2.6: Diagram of the vacuum and J × B heating mechanism for high intensity
lasers interacting with overdense plasmas with small scale lengths.
basic mechanism is that when a laser impinges in a short scale length plasma at an
angle θ with p-polarisation, electrons can be pulled out of the plasma into the vacuum
region, at which point they start moving in the electromagnetic field as shown earlier
in section 2.3.2. As the amplitude of the electric field of the laser decays exponentially
inside the overdense plasma with the scale length of the collisionless skin depth, an
electron oscillating in the laser field that arrives back at the overdense surface with
vos 6= 0 will therefore not feel the full restoring force of the laser, and will therefore
stream into the target at a frequency ωL as shown in figure 2.6.
Brunel [94] modelled this interaction in 1D by estimating the front surface of the
plasma as a capacitor, with the electrons displaced as a slab away from the surface in
the case of stationary ions. However, this was found incomplete in 2-D PIC simulations
[95] due to surface currents generated which result in magnetic fields, affecting electron
motion. The action of the radiation pressure and ion motion also effects the absorption
mechanism. A number of models have been proposed for this heating mechanism, pre-
dicting different dependencies on laser and plasma variables[92, 96, 97], and experiments
have been carried out at moderate intensities to identify the mechanism [98–100].
2.4.3 J x B heating
When considering the equation of motion of a single electron in the oscillating elec-
tromagnetic field of the laser pulse in section 2.3.2, it can be seen from equation A.16
that in the case of linear polarisation there is an oscillating term at twice the laser
frequency in the electron momentum along the direction of laser propagation. This is
a consequence of the v×B term of the Lorentz force equation, and becomes important
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when the electron motion becomes relativistic and therefore the contribution of v × B
becomes comparable to the contribution from E. This oscillating term has the effect of
accelerating electrons on the front surface into the overdense plasma with a frequency
ω = 2ωL [70]. In contrast to vacuum heating, it only contributes at relativistic inten-
sities, with the absorption fraction therefore increasing with increasing laser intensity
[101] and is most efficient when the laser is normally incident on the target. Indeed, as
the kinetic energy of the relativistic electrons EK = (γ−1)mc2 where γ = (1+a20)1/2, the
temperature scaling of the energetic electron population when a0  1 can be approxi-
mated as Th ∝ (Iλ2)1/2 [70]. Evidence of electrons being accelerated with a frequency
at ω = 2ωL has been shown in PIC codes (e.g. [70],[102],[90]) and experimentally [103].
J×B heating will also preferentially accelerate the electrons along the laser propagation
axis, as shown in figure 2.6 and can therefore injecting the electrons into the target at
an angle for a non-normal laser angle of incidence [104–106]. However, as was shown
earlier, for circular polarisation the oscillating term of the electron motion disappears,
and therefore this electron heating mechanism ceases to apply, and any electrons in the
laser field will be pushed forwards steadily.
2.4.4 Collisionless skin effect
The normal skin effect discussed earlier continues to apply at higher density, although
in higher temperature plasmas the mean free path of the accelerated electrons can
exceed the skin depth in which the evanescent laser field interacts with the electrons,
λmfp > ls. Therefore instead of collisionally heating the target surface, the electrons
will travel further before transferring their energy into the bulk plasma. If an electron
from the bulk plasma enters the skin layer with a thermal velocity vt, the transit time
through the skin depth ignoring the laser field is given by ls/vt = c/(ωpvt). In the limit
where this transit time is much greater than the laser period, the heating mechanism is
known as sheath inverse-bremstrahlung (SIB) [107], and electrons can gain energy over
a series of laser cycles as they are turned back into the plasma. In the opposite limit,
ls/vt  1/ω0, the mechanism is known as the anomalous skin effect (ASE) [107, 108].
Both limits have different absorption rates [92, 107, 109], but usually in high intensity
laser plasma experiments such as those performed for work in this thesis the absorption
efficiency is lower than the more dominant J ×B and vacuum heating.
2.4.5 Scaling laws
Clearly there are therefore a number of mechanisms by which lasers heat electrons in the
high intensity regime, and many of the processes will cause a high temperature popula-
tion of ‘hot’ electrons (Th, nh), as well as leaving a colder bulk electron density (Te, ne).
Often many of these mechanisms are important and compete with each other, making
any analytical description of the electron heating extremely difficult. The important
mechanisms vary with the laser intensity, angle of incidence and polarisation as well
as the plasma scale length and the electron bulk temperature. Furthermore, the pic-
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ture gets even more complicated when mobile ion effects are taken into account, which
will cause hole-boring at the front surface (see later section) and further complicate
the plasma-laser interface conditions. However, the heating of electrons is extremely
important for a lot of potential applications of laser-plasma interactions, including ion
acceleration. Due to these potential applications, and also to try to understand and
predict experiments at next generation lasers going up to higher intensities, there have
been a number of attempts, both analytical and empirical, to fit a scaling law between
Thot and the laser intensity normalised to wavelength, ILλ2L.
When discussing J ×B heating, which is one of the dominant heating mechanisms in
high intensity laser plasma interactions, it was noted that the kinetic energy gain of the
electrons in the laser field suggests Thot ∝ (Iλ2)1/2, which is known as ponderomotive
or Wilks scaling [70]. However, recent experiments have shown this not to hold at
increasing intensities [110–112]. Another attempt to develop a scaling by Beg et al.
[110] simply fit Thot = A(Iλ2L)
α to experimental data and found α ≈ 1/3, which has
since been extended up to higher intensities [112]. In the last few years, some attempts
have been made to develop new analytical theories to explain the good fit offered by Beg
scaling. Haines [113] developed a relativistic model based on conservation of momentum
and energy agreeing with Beg scaling and predicting absorption efficiencies of > 90%
for intensities > 1019 Wcm−2. Kluge et al. [114] based a model off a weighted average
of the kinetic energy of the electron population and also found very good agreement
with experimental results and with PIC simulations.
2.5 Ion acceleration from laser-plasma interactions
As described in the introductory chapter, laser accelerated ion and proton beams promise
to revolutionise accelerator design for a number of different applications. They provide
potential sources of a much smaller scale than conventional accelerators due to the higher
accelerating electric field that is possible in plasmas. Although it has been known that
fast ions can be produced by laser plasma interactions since soon after the invention of
the laser [9] and continued to be investigated with the nanosecond lasers developed to
investigate inertial confinement fusion [10, 11, 110, 115, 116], it was with the develop-
ment of chirped pulse amplification (see next chapter) that laser powers became high
enough, and the resultant ions energetic enough, that laser-plasma accelerators became
a major topic of interest [13–16, 117, 118]. Laser-plasma ion acceleration schemes gen-
erally require the creation of electrostatic fields to accelerate the protons and heavy ion
species. These electrostatic field can be created by charge separation of the electron and
ion species in the plasma. As seen in the last section on laser plasma coupling, lasers
at currently achievable intensities lose their energy mainly to the electron species in the
plasma, and hence the transfer of energy from the laser to the ions is generally mediated
by the electrons. There have been a number of different mechanisms developed and in-
vestigated to try to change the source properties and characteristics, which will all be
described separately here. A comprehensive summary of laser-plasma ion acceleration
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can be found in a recent review paper by Daido et al. [64].
2.5.1 Initial experiments
Experimentally, sheath acceleration has been attributed as the source in numerous ex-
periments, and is certainly the most investigated acceleration mechanism from laser-
plasma interactions. As mentioned previously, much of the great excitement in the
field of ion acceleration from laser-plasma interactions came with the invention of CPA,
when a number of experiments demonstrated high energy ion and proton beams [13–
16, 118] from the interaction of high intensity lasers and solid targets. Clark et al.
[14] demonstrated ions being emitted from the front surface of the interaction, with
proton energies up to 30 MeV and Pb46+ ions up to 430 MeV. Furthermore, Clark et
al. [13] also measured protons up to 18 MeV emitted from the rear side of the target.
They also noted the beam had a clear annular ring structure, which was attributed to
megagauss magnetic fields created inside the target by the fast electrons generated at
the front surface, suggesting protons measured at the rear surface were also generated
at the front surface, though this result remains controversial [119–121]. Maksimchuk et
al. [118] also found protons up to 2 MeV behind the target, and attributed the signal
to front surface proton acceleration. However, Snavely et al. [16] demonstrated up to
∼60 MeV protons emitted target normal from the rear of a wedged target, suggesting
that the proton generation must be at the rear side of the target, which was supported
by a simple model of sheath acceleration (as will be described in the next section) and
PIC simulations [17]. There was considerable debate whether the acceleration in these
initial experiments was from the front or rear surface (see e.g. [120–123]), and Zepf et
al. [121] showed that potentially there was a contribution from both the front and rear
surface.
2.5.2 Sheath acceleration
One of the most widely investigated ion acceleration mechanisms from laser plasma in-
teractions is sheath acceleration (often referred to as target normal sheath acceleration,
or TNSA). The basic mechanism is shown in figure 2.7. The high intensity laser inter-
acts with the front surface of the target, and transfers some of its energy into electrons
as described in the above section. Important for sheath acceleration is the number and
temperature of the hot electron species. The hot electrons, generated at the front sur-
face, are accelerated into the bulk of the target plasma. If sufficiently energetic, these
electrons can escape the plasma and continue propagating through the vacuum. How-
ever, as more electrons leave the plasma, the surface of the plasma becomes positively
charged, creating an electrostatic force pulling the electrons back towards the plasma. If
an electron is not sufficiently energetic to escape the field, it will be pulled back into the
plasma. As electrons are constantly escaping into the vacuum during the interaction, an
effective electron sheath is built up on the surface of the target. This sheath therefore
results in a large accelerating electric field which propels ions from the surface of the
56 Chapter 2. Theory and review of laser-plasma ion acceleration
Figure 2.7: Diagram showing the mechanism for sheath acceleration from an intense
laser impinging on a solid target.
target into the vacuum. This happens on both the front and rear surfaces.
A number of models have been developed to try to explain sheath acceleration and
predict quantities like energy scaling and particle number. One of the most well known
models, the Mora model [124], uses a collisionless plasma expansion model to predict the
position and velocity of the ion front. It starts by assuming a Boltzmann distribution
of electrons,
ne = ne0 exp (eφ/kBTe)
where exp is used for Euler’s number in this section to avoid confusion with e, the
electric charge. A precise expression of the electric field was found to be
Efront ≈ 2E0/(2 exp (1) + ω2pit2)1/2
which can be integrated using dvfront/dt = ZeEfront/mi to give an equation from the
maximum velocity of the ion front, and therefore the ion beam, to be
vfront = 2cs ln τ +
√
τ2 + 1
where τ = ωpit/
√
























For more details and the full derivation, see [124] and [125]. However, the model
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has various limitations, such as requiring knowledge of the electron temperature Te to
estimate the maximum energy and an arbitrary choice of ni = ne/qi at the rear surface,
which is not necessarily the case as ne is the density of hot electrons accelerated at
the front surface. As mentioned, this model also requires knowledge of Te; this can be
estimated by one of the scaling laws discussed in the section above.
Also, the maximum energy in equation 2.62 depends on t, which isn’t directly related
to the laser pulse but signifies the acceleration time in which the assumptions used in
the derivation hold. In other words, this is the length of time time for which the sheath
is under the constant influence of the high temperature electrons - these are produced
during the laser plasma interaction, but the transfer between the hot electrons and the
ions after the laser pulse has ended is not modelled by this approach. However, by
ignoring this stage and curtailing the acceleration at tacc ∼ 1.3τL yields good agreement
in some cases [126]. A revised two-phase model was also introduced to try to better
explain late time evolution [127]. Indeed, it was shown in [128] that the initial model
overestimated the maximum energy, and furthermore didn’t predict well the change in
maximum energy with increasing pulse length, suggesting that time-dependent effects
and multi-dimensional effects may be very important.
Schreiber et al. [129] took a different approach to deriving a model for sheath ac-
celeration by estimating that the hot electrons produced at the front surface manifest
themselves as a radially confined surface charge on the rear surface of radius B, where
B = rL + d tan θ, where rL is the focal spot size, d is the target thickness and θ is the
electron injection half-angle. The electrons are estimated to have an exponential energy
distribution, and induce a surface charge due to ions Qe on the rear surface.
With these assumptions, Poisson’s equation can be solved in a cylindrically symmetric
geometry along the axis of the centre of the radically confined surface charge, which
can be then used to estimate the maximum energy of the ion species in the case of an
infinitely long laser pulse,
Ei,∞ = qi2mc2(ηPL/PR)1/2
where PR = mc3/re = 8.71 GW and η is the efficiency of the laser absorption into hot
electrons. This is in contrast with equation 2.62 from the Mora model which estimates
that as τL approaches infinity, the ion energy also approaches infinity. Furthermore, it
doesn’t depend on the temperature of the hot electrons but the absorption fraction of
laser energy into hot electrons. Ei,∞ corresponds to a maximum ion velocity v∞, and



















where τ0 = B/v∞ and X = (Em/Ei,∞).
Another attempt to create a model for sheath acceleration by Passoni and Lontano
[130] consider only the hot electrons that are bound by the electrostatic potential at
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the rear surface when solving Poisson’s equation. There have also been several models
developed suitable for layered targets, imitating a thin hydrocarbon layer on the rear
of the target [131, 132]. The performance of these models with respect to maximum
energies over a range of intensities and experiments is given in [133].
Source parameters
From the initial experiments performed on ion acceleration, it became clear that it was
possible to generate low divergence, broad energy spread beams which are generated
from the rear surface of a solid target. Borghesi et al. [37] showed that although
the source size on the rear surface was on the order of 100µm, the laminar nature
of the acceleration from the rear surface meant that there was a virtual source size
on the order of 10µm and had a transverse normalised emittance on the order of  ≈
0.1pimm mrad, which is very low when compared with conventional accelerators. Indeed,
Cowan et al. [38] demonstrated a transverse emittance as low as .004 mm mrad and
again found a small virtual source size < 15µm. These source properties made sheath
accelerated protons an exceptional source for plasma radiography, which was quickly
exploited in a number of experiments (see e.g. [36]), and even used to investigate the
field characteristics of a rear surface sheath in a proton acceleration experiment [41].
Electron Refluxing
Mackinnon et al. [134] demonstrated significant increase in maximum energy when
going to thin targets (∼ 1µm), which they attributed to the effect of refluxing electrons,
where electrons are contained by both the sheath fields on the rear and the front surface
of the targets, and potentially can make many transits of the target, increasing the
number of hot electrons contributing to the electrostatic fields at the surfaces. This was
confirmed and explored in detail in 2D PIC simulations [135]. Buffechoux et al. [60]
demonstrated extreme increases (×30) in the laser to ion energy conversion efficiency,
as well as increases in the maximum proton energies, when irradiating mass limited
targets with a 100 TW laser.
Plasma scale lengths
As can be seen from the various proposed models for the sheath acceleration mechanism,
efficient heating of electrons to high temperatures is an essential part of the transfer
of energy into ions. Experiments have attempted to maximise energy absorption by
including a prepulse to the high intensity laser pulse in order to create a scale length
on the front surface which maximises the absorption efficiency. Kaluza et al. [136]
found an optimum thickness for maximum energies of the accelerated proton beam, but
also found this optimum thickness varied with prepulse length, whereafter even thinner
targets would begin to have plasma formation on the rear surface. The effect of a finite
plasma scale length on the rear surface had already been demonstrated by Mackinnon et
al. [137] to have an extremely detrimental effect on the accelerated proton beam, though
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they may have also disrupted the front surface, complicating the situation. Indeed, it
was found that if the laser prepulse launches a shock wave into the target which disrupts
the rear surface of the target prior to the arrival of the main pulse then the proton beam
can be pointed away from the laser axis [138].
Alternate targets
As well as solid targets, other targets have been investigated for their suitability for
sheath acceleration. Karsch et al. [139] found evidence for sheath acceleration from
water droplet targets. Willingale et al. [140] found that sheath acceleration could also
be attributed to collimated ion beams accelerated from underdense gas jets, in which
He2+ ions were accelerated up to 40 MeV with a cone angle less than 10 degrees. Some
experimental studies have looked into foam targets, which allow a lower density than
solid targets, and have shown increasing energies with decreasing density [141], but other
studies have had mixed results [142]. Different target geometries with solid targets have
also been studied to attempt to increase electron absorption. Several recent studies
[18, 143] have shown increased electron heating and maximum proton energies, up to
68.5 MeV, using a complex flat top cone target.
Target heating and proton suppression
The source of the ions accelerated in sheath acceleration is usually the layer of hydro-
carbons which characteristically build up on the surface of the targets. As the ions
with the lowest charge to mass ratio will be the ones which respond most quickly to the
electrostatic field, the protons will often be accelerated to the highest energy per unit
mass. Experiments have attempted to accelerate other ions by sheath acceleration using
by a variety of methods to prepare the surface of the target. These include ablating the
surface of a layered target with an ion sputter gun before the shot [144], and heating
the target uniformly [121, 145] which removes the hydrocarbons before the arrival of
the main pulse.
Quasi-monoenergetic beams
Sheath accelerated proton and ion beams have a characteristically broadband spectrum
following an exponential fit with a cutoff at high energies. Although a broadband
source is extremely useful for applications such as proton radiography, for many other
applications and especially proton/heavy ion cancer therapy it would be much more
preferable to have a monoenergetic source. Therefore, some attempts have been made
to try to create beams with limited energy spread using sheath acceleration. Esirkepov
et al. [146] and Bulanov et al. [25] proposed introducing a small (in comparison to
the size of the sheath) region of protons on the rear surface of the target which would
then experience identical fields in the sheath and hence maintain a small energy spread.
This was achieved by Schwoerer et al. [147] who demonstrated a 1.2 MeV proton beam
with an energy spread of 25%. Hegelich et al. [148] also created quasimonoenergetic
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carbon beams (E ≈ 3 MeV/u, ∆E/E ≈ 17%) by carefully preparing a palladium foil,
controlling surface impurities and then depositing a small layer of hydrocarbons at the
rear of the target. Dollar et al. [149] used an intense prepulse to influence the density
of the contaminant layer and also demonstrated quasimonoenergetic beams. These
techniques effectively act as an energy selection technique in the sheath, and hence
suffer from lower efficiency of laser energy absorption into ions.
Limitations
Although sheath acceleration has been shown to be a robust mechanism for producing
an ion or proton source from laser-plasma interactions, there remain some issues which
motivate further research into different ways to produce energetic protons or nucleons
from laser-plasma interactions. As mentioned before, many applications require mo-
noenergetic sources instead of the broadband sources produced by sheath acceleration.
This can be achieved by using a post-accelerating structure such as quadrapole magnets
to throw away all the unneeded energies, but this both increases the complexity of the
source, and necessarily greatly reduces the efficiency of laser energy absorption into the
desired ion beam, therefore reducing the maximum achievable current. Furthermore,
many applications require energies higher than are possible with currently available high
power lasers. In particular, one of the major potential applications, hadron therapy of
cancer, requires proton energies of up to 250 MeV. This is approximately 4 times higher
than the maximum energies observed so far, and these maximum energies have been
obtained only on the lower repetition rate, higher energy systems such as the Nova
Petawatt and Vulcan Petawatt systems. Furthermore, as the maximum proton energy
scales with hot electron temperature, and Te ∝ (Iλ2)1/3, it will still require significantly
higher laser intensities to be able to reach these energies. Therefore, there is still a huge
amount of interest in developing new mechanisms which can act as an ion source.
2.5.3 Coulomb explosion
For sufficiently thin targets or high laser intensity, electrons can be entirely driven out of
a target material, leaving only the heavier ion population which do not react so quickly
to the laser pulse. This leftover ion species will have no neutralising electrons, and
will therefore Coulomb explode outwards in all directions. This is most easily exploited
by high intensity interactions with clusters. Clusters are groups of gas molecules that
clump together at high gas pressure or low temperatures. Cluster formation is governed





where d is the diameter of the gas nozzle in µm, P0 is the pressure of gas entering
the nozzle in mbar, T0 is the initial temperature of the gas in K, α is the expansion
half angle, and k is a constant related to bond formation (k=1750 for Ar, 5500 for
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Xe, 184 for H2, and 3.85 for He). For Γ∗ > 100, clustering can be observed, and the
number of atoms per cluster has been empirically shown to scale as N = 33(Γ∗/1000)2.35
for 1000 < Γ∗ < 7300 [151]. Due to their small size compared to the focal spot of the
laser, by adjusting the parameters it is possible to entirely strip electrons from a cluster,
causing it to Coulomb explode and produce energetic ions [152–154]. Coulomb explosion
also occurs in channels formed in underdense plasmas due to intense laser propagation
[117]. It is also predicted in simulations that for ultra-thin nm scale targets, or at super
high intensities, foils can also be made to Coulomb explode [155–157].
2.5.4 Dipole vortex acceleration
When an intense laser propagates into a near critical density plasma, it has been shown
in simulations that a strong magnetic dipole vortex can be created at the end of the
laser propagation path, inside the laser channel [158]. This structure is associated
with extremely large toroidal magnetic fields. At the centre of the vortex, there flows
an extremely large current of electrons. If the laser depletes and the magnetic dipole
vortex forms near the back of the rear surface of the target, it can accelerate ions at the
centre of the vortex to very high energies [159]. Nakamura et al. [160] showed 2D PIC
simulations predicting proton energies over 100 MeV with a 100 TW, 40 fs laser pulse
incident into an optimised target, and Bulanov et al. [161] predict over a GeV protons
for a 1 PW pulse. This mechanism has been attributed to recent results [162] which
reported 10-20 MeV/nucleon energies from the interaction of a 150 mJ, 40 fs laser pulse
with a near critical He/CO2 cluster gas target.
2.5.5 Radiation pressure acceleration
Recently, there has been a great amount of interest in exploiting the huge radiation pres-
sure associated with very intense laser pulses to directly accelerate plasma. It has long
been recognised that radiation can exert a non-negligible pressure on an object [163],
and radiation pressure propulsion from solar radiation has been even demonstrated re-
cently on the IKAROS experimental spacecraft. Although it had been found previously
that radiation pressure would exert pressure on an overdense plasma surface and even
bore a hole into the plasma [70, 102], further more recent work has looked more in
depth into the suitability of harnessing radiation pressure for a possible ion source. The
pressure exerted by the electromagnetic wave is given by
PR = (1 +R)
IL
c
where R is the reflectivity of the light off the object that the pressure is acting on
(R = 0 for absorption, R = 1 for complete reflection) - see appendix section B.1 for full
details. For a laser with IL ≈ 1020 Wcm−2, a currently achievable intensity, this pressure
can therefore reach over 100 Gbars, which can be significantly higher than the plasma
thermal pressure at the front surface of a solid target. Esirkepov et al. [65] showed
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that at intensities > 1023 Wcm−2 the energy gain from the radiation pressure acting on
the target becomes the dominant mechanism for acceleration, and demonstrated multi-
GeV protons from PIC simulations. However, it was soon found that using circular
polarisation allowed this regime to be investigated at even lower intensities, due to the
reduced electron heating at the laser-plasma interface [66, 67, 164].
Radiation pressure acceleration can be split into two phases. Firstly, for thick over-
dense targets, the radiation pressure will cause a hole to be bored into the plasma,
accelerating ions at twice the hole-boring speed. If the target is thin enough, eventually
the laser can begin accelerating the plasma slab as a whole, giving increased energy gain
in the light-sail regime.
Hole-boring regime
In early 1D PIC simulations of intense lasers and overdense plasmas with steep density
gradients, it was found that the radiation pressure of the laser caused a hole to be bored
into the plasma [70, 102], and that a simple momentum conservation formula between
the radiation pressure and the ion pressure in the hole-boring frame could be used to







and that the ions would be accelerated at this front surface to twice the hole-boring
speed. This was extended to be relativistically correct (see full derivation in section B.3









where α = (1 + R)IL/(minic3). Notice the preferential scaling of ion energy with
intensity, giving Ei ∝ IL for the non-relativistic limit, going to Ei ∝ I1/2L in the ultra-
relativistic limit, which compares favourably with sheath acceleration. At the interac-
tion surface, the mechanism of the energy transfer between the laser and the ions is
still mediated by the electrons. As the radiation pressure acts on the plasma, it pref-
erentially pushes the electrons forwards into the plasma due to their higher charge to
mass ratio. As the ions are left behind in this surface layer, a quasi-static electrostatic
space-charge field is formed at the surface, and it is this field that accelerates the ions
to high energy.
Macchi et al. [67] performed 1D and 2D simulations with a focus on the accelerated ion
beams, finding expected significant differences in the front surface interaction between
linear and circular polarisation, finding promising properties of the accelerated beams,
and further investigating the plasma dynamics at the hole-boring front. Liseikina and
Macchi found extremely high efficiency of conversion into ions [164] as well as low
divergence and peaked spectra if angularly selecting the ions. Robinson et al. [69]
extended the theory to relativistic energies and investigated energy scaling using PIC
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simulations, suggesting protons over 200 MeV could be produced with a laser of intensity
> 5× 1022Wcm−2.
Hole-boring requires the laser to interact with an overdense plasma. For relativistic
laser intensities, due to the relativistic correction to the plasma frequency the critical
density becomes nc,rel = γne, where γ is the relativistic factor associated with the
electrons in the laser field. However, Cattani et al. [87] showed that looking for a
steady state solution for the electron motion of an overdense plasma irradiated by an
ultraintense layer that an increased peaking of the electron density at the surface results
in suppression of propagation into the plasma even for ne < nc,rel. This was exploited
by Robinson [165] who used 1D PIC simulations to show that hole-boring was effective
for lower than expected densities, resulting in higher accelerated proton energies. This
has been further investigated using 2D PIC simulations that predict > 200 MeV protons
from an a0 = 60 laser [166].
Light-sail regime
In the hole-boring radiation pressure acceleration mechanism, the accelerated ions al-
ways move ahead of the hole-boring front, and are therefore only accelerated during
the time spent in the charge separation layer. In the light-sail regime, similarly to
hole-boring, the plasma is pushed forwards due to the radiation pressure of the intense
laser radiation. However, the same slab of plasma is continuously accelerated by the
laser, yielding higher energies and a better scaling with intensity than when in the
hole-boring regime. Following the initial work by Esirkepov et al. [65], a number of
researchers showed that even at lower intensities, with circularly polarised light this
mechanism could potentially accelerate ions and protons up to GeV levels [68, 69, 167–
171]. In the non relativistic limit, the velocity of a slab of plasma at time τ after being







where ld is the initial thickness of the foil (see appendix section B.4 for derivation and
relativistic correction). This would indicate maximum energy for the thinnest foils and
lowest densities. However, for the radiation to efficiently exert its pressure on the plasma
the plasma must remain overdense. Furthermore, the electrons and ions must remain
coupled. If the foil is too thin, and there are too few electrons such that the electrostatic
pressure in the plasma cannot balance out the radiation pressure from the light, the
electrons will be quickly accelerated away from the ions and will decouple, leaving the
ions to Coulomb explode. The minimum thickness can be estimated by treating the
charge separation layer as a capacitor, and balancing the radiation pressure with the
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This calculation assumes that there is no transverse spreading due to laser intensity
gradients, and that the electrons temperature remains cold, and as such remain coupled
with the ions. For linear polarisation, where excessive electron heating can cause some
electrons to be accelerated to much higher kinetic energies, these electrons escape from
the accelerating plasma slab, and will inhibit the acceleration process.
Although giving promising results in PIC simulations, it quickly became apparent
that this mechanism would be difficult to achieve in the laboratory. Many of the initial
simulations were done in 1D, or with a flat top (or supergaussian) transverse intensity
gradient [69]. Klimo et al. [68] demonstrated that due to the transverse intensity gra-
dient, the target surface buckles. When the target has buckled, the surface is no longer
normal to the incident laser radiation, and therefore electrons start being more efficiently
heated. If the electrons are heated to too high a temperature, the assumptions in the 1D
model break down. Hot electrons will escape from the central axis of the acceleration
region, resulting in the non neutralised ions Coulomb exploding. Also, the hot electrons
will have the effect of causing the plasma slab to expand, similarly to the plasma ex-
pansion into vacuum examined in the discussion on sheath acceleration. Indeed, this
problem has been demonstrated experimentally by Dollar et al. [172] who showed that
although circular polarisation efficiently suppresses electron heating for thicker targets,
when investigating thinner targets suitable for light-sail acceleration the difference in
electron temperature between circular and linear polarisation was negligible. However,
the experiments still showed some quasi-monoenergetic feature in the carbon spectrum,
similar to earlier results from Henig et al. [63]. Simulations have shown that shaped foils
with transverse density profiles matched to the laser intensity profile could help resolve
this problem [171], but this is challenging to test experimentally due to difficulties in
both target fabrication and laser pointing stability.
Furthermore, it has been shown in simulations that the foils can go unstable due
to a Rayleigh-Taylor-like instability [70, 173, 174], which disrupts the acceleration at
late times, although Zhang et al. [175] instead identified the instabilities as being due
to Weibel-like instabilities from the electron current, and boundary instabilities. The
existence of the instabilities was conclusively demonstrated in experiments performed
on the Vulcan Petawatt laser [176] which showed clear bubble-like modulation in the
accelerated proton beam measured on radiochromic film, which was anticorrelated to
the transmitted laser energy. It has been suggested that using a foil with two ion species
can shield the species with the higher charge to mass ratio from the instability [177, 178].
However, due to the above problems, it looks like there a number of challenges to be
overcome before the light-sail acceleration mechanism could provide a reliable source of
ions suitable for applications.
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2.5.6 Collisionless shocks
As the previous section on electrostatic collisionless shocks indicated, ions can be re-
flected off the shock front, reaching an energy of twice the shock speed in the process.
Denavit [102] first showed in 1D PIC simulations that these shock waves can be created
when an intense laser is incident upon an overdense plasma, and that the properties of
the ion acceleration at the shock front depended on the bulk electron temperature of
the plasma, which was heated by the laser pulse. By varying the intensity and target
density the properties of the shock wave, and especially the properties of any ion beam
reflected off the shock, changed dramatically. Silva et al. [72] extended the work to
higher intensity and thin targets, in which the refluxing electrons helped further in-
crease the plasma temperature and allowed the generation of shock waves traveling at
vs/c > 0.1, producing high energy protons.
A number of further studies have studied the generation and properties of laser-
driven electrostatic shock waves using numerical simulations. Chen et al. [179] looked
at effects of different target properties, including thickness, density, and ion type, and
also investigated the properties of propagation through sandwich targets. In a further
paper [180] it was shown that in the case of two colliding electrostatic shock waves
propagating into a plasma with a lighter and a more abundant heavier ion species, the
lighter ion species can be reflected multiple times from the shock waves, gaining a large
amount of kinetic energy, albeit with a low efficiency. Zhang et al. [181] performed
1D simulations, varying the temperatures and the temperature ratio of the ion and
electron species to identify the effect on the electrostatic shock. Macchi et al [182] also
investigated temperature effects, especially the relationship between ion temperature
and the relationship between electrostatic shock waves and ion acoustic solitary waves.
Henig et al. [183] measured protons up to 8 MeV from the interaction of a high
intensity laser with a microsphere target and attribute the results to ‘laser driven shock
acceleration’, though the results could be described by any front surface acceleration
mechanism, such as hole-boring.
Two recent studies by Palmer et al. [73] and Haberberger et al. [74] showed re-
markably monoenergetic ion beams from the interaction of an intense CO2 laser with a
just-overdense plasma, which has been attributed to hole-boring and shock acceleration
at the front surface. The monoenergetic properties and favourable energy scaling of
these beams show remarkable promise for an ion source. These results, particularly
those in [73], will be discussed in much more depth later in this thesis, along with nu-
merical simulations investigating in depth the generation of electrostatic shocks and the
relationship to hole-boring.
As well as shocks moving forward into an overdense plasma, it has been demonstrated
experimentally that the collisionless shock waves formed transverse to the laser propa-
gation direction as a high intensity laser propagates through an underdense plasma also
can accelerate ions, observing helium ions of up to 10 MeV from the interaction of the
Vulcan Petawatt laser with subcritical plasmas from gas jet targets [184].
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2.5.7 Relativistic transparency regime acceleration
A final acceleration mechanism that has been investigated recently is acceleration in the
relativistic transparency regime (also known as Break-Out Afterburner acceleration, or
BOA). This was first investigated in 1D PIC simulations [75], and showed that in the
right conditions, an interaction of a linearly polarised intense laser with a thin foil
has three phases. Firstly, at the beginning of the interaction there is an initial sheath
acceleration phase. If the target is sufficiently thin enough, the laser interacts directly
with a very large fraction of the bulk electrons in the plasma. This results in, instead
of a two temperature plasma Tc and Th, all the cold electrons being heated up to MeV
temperatures, greatly enhancing the sheath acceleration.
As the electrons are driven out of the plasma and the plasma expands, the peak elec-
tron density drops. If the density drops below the relativistic critical density γnc, the
laser begins to propagate into the hot plasma in the so-called break-out afterburner, or
relativistic transparency phase. At this point, the remaining electrons are effectively
bulk accelerated, with a large component of acceleration in the laser propagation direc-
tion. Due to the resulting drift velocity difference between the electron and ion species,
streaming instabilities such as the Buneman instability [185] form, where the kinetic
energy of the electrons is transferred directly into electrostatic fields, which then can
accelerate the ion species. Essentially the Buneman instability acts to reduce the rela-
tive drift velocity. Normally, as the electrons are much lighter than the ion species, the
ions would not gain much velocity from this mechanism. However, as long as the laser
continues to accelerate the electrons and maintain their large longitudinal bulk velocity,
laser energy will be efficiently converted into ion kinetic energy via these electrostatic
fields.
Relativistic transparency acceleration with linear polarised light therefore couples
laser energy into kinetic energy of the ion species in the foil, and the resulting ions
typically have a broadband energy spectrum, unlike the quasi-monoenergetic feature
predicted by RPA. Lower charge state impurities, such as protons which could originate
in the hydrocarbon layer on the target surface, were shown in simulations to quickly
move ahead of the bulk of the plasma in the electrostatic fields, in so-called self-cleaning
of the target.
The high energies gained by the ions compared to that possible via sheath accelera-
tion with the same laser conditions, and the increased efficiency showed great promise
for the relativistic transparency regime as an ion source. Albright et al. [186] performed
a detailed 1-D study into the relativistic version of the Buneman instability, deriving
the dispersion relation and demonstrating that it was a likely candidate for the energy
transfer between the electrons and the ions seen in [75]. Further work extended the
numerical simulations to 2D [76] and 3D [187], demonstrating that the scheme scaled
to higher dimensions, although the 3D simulations in particular found that the high-
est energy ions are found in lobes off axis and orthogonal to the laser polarisation
direction. The initial work was performed with high intensity, ultrashort laser pulses
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(IL = 1021 Wcm−2, τ ≈ 100 fs), this was extended to systems with slightly lower inten-
sity but longer pulse length (IL = 5 × 1020 Wcm−2, τ ≈ 500 fs), and showed that the
regime was still able to efficiently accelerate the ion species [188]. Furthermore, when
the polarisation is changed to circular polarisation, it was shown that ion density modu-
lations can form in the plasma which under the right conditions can be bulk accelerated
to give a quasimonoenergetic ion peak [189].
Recent experimental evidence shows evidence of ion acceleration in this regime. Henig
et al. [63] tested the effect of target thickness on ion acceleration, and demonstrated
carbon ion energies up to 170 MeV from a 30 nm DLC target. Doubling the pulse energy
increased the maximum carbon energies up to over 0.5 GeV with an efficiency of laser
absorption into energetic carbons of up to 10% [19], nearing the requirements for a
beam suitable for ion driven fast ignition. Jung et al. [190] also demonstrated quasi-
monoenergetic features from experiments in the relativistic transparency regime with
circularly polarised light.
2.6 Numerical particle-in-cell simulation of plasmas
As the previous section showed, there are a large number of possible mechanisms by
which ions and protons can be accelerated in high intensity laser-plasma interactions.
Many of these acceleration mechanisms can happen at the same time, often making ex-
perimental results difficult to understand and analyse. Therefore, numerical simulation
of the laser-plasma experiments is absolutely essential for both explaining experimental
results and also for testing new ideas and experimental configurations before attempting
them in the lab.
The work in this thesis includes numerical simulations run with the EPOCH (see
e.g. [191] and reference therein) and OSIRIS [192] relativistic, electromagnetic particle-
in-cell (PIC) simulation codes. PIC codes, in the context of plasma physics, simulate
the full kinetic motion of charged particles and their interaction with electromagnetic
fields [193]. To make this simulation technique computationally viable, field quantities
and fluid moments are only calculated at points on a grid. Instead of solving the
Lorentz force equation for every particle in a system, particles are grouped together in
macroparticles, with a finite volume and shape.
The basic components of the PIC scheme is shown in figure 2.8. Firstly, electromag-










These equations are often solved using the leapfrog method, in which B and E are
calculated half a time step out of sync, or by finite difference time domain.
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Update E, B using 
Maxwell's equations
Update xi, vi from E, B
 using Lorentz equation
Calculate j from particle 
fluxes through grid
Figure 2.8: Flow chart showing the most basic steps of the PIC algorithm
The next stage is to move the particles, which is done by interpolating the fields
onto the particle position and then solving the Lorentz equation, which is also usually
done using a leapfrog approach in combination with the position. This is often solved
relativistically using the Boris algorithm [194].
Finally, there is the feedback from the particle motion onto the grid. In particular,
the current density is needed to update equation 2.67, and can be calculated from the
particle fluxes through the grid.
PIC simulation of overdense laser-plasma interactions has a number of limitations.
Firstly, splitting the particles up into macroparticles necessarily causes the particle
fluxes used to calculate the current density to be noisy, which then introduces noise
onto the fields, resulting effectively in scattering the particles off the noise-created fields
and heating of the plasma. The more macroparticles used to represent the same number
of real particles, the less of a problem this is. It can also be alleviated by using higher
order particle weighting which effectively smooths the noise in the fields. The increase
in temperature of a plasma heated due to this noise is usually linear. Another source of
heating comes from plasmas in which the Debye length is not resolved (see e.g. [195]).
Essentially, any high frequency oscillation modes that aren’t resolved by the finite spatial
grid can be aliased as low frequency modes. When ω < ωp the wavenumber k becomes
imaginary, and these modes can decay. In particular, if kgλD < 1, where kg = pi/∆x is
the smallest wavenumber supported by the grid, then grid heating needs to be seriously
considered. The nature of grid heating is exponential; for a perfectly cold plasma, there
is absolutely no grid heating, but as kgλD approaches 1, the heating rises exponentially.
When kgλD reaches 1 this heating ceases to be important, although heating will still
occur due to the linear heating due to macroparticles.
In general, the rate of heating can be decreased by using more macroparticles, using
more sophisticated shape functions for interpolating fields on the grid, and by resolving
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the Debye length. However, all of these will increase the required run-time of the
simulation. In particular, the Debye length (equation 2.22) λD ∝ (Te/ne)1/2 for cold,
dense plasmas can be very small, and extremely challenging to satisfy given current
computing resources. This problem is compounded due to the required timestep for
stability of the EM solver, ∆tem ≤ ∆x/c meaning more required timesteps for a smaller
grid, further increasing the required calculations. This makes solid density plasmas
extremely difficult to model, and has implications especially in simulations of high
intensity laser interaction with thick targets for sheath acceleration. Despite this, PIC
can still be extremely valuable in such cases, as long as the processes of interest have a
timescale much less than the timescale of the plasma self-heating. The PIC codes used
in this thesis did not include ionisation, collisions or radiation.
3 Experimental Ion Acceleration
3.1 High power lasers
The experiments described in this thesis have been made possible by the rapid develop-
ment of high power lasers, allowing the possibility to access unique plasma conditions
and opening doors to a number of applications. Since the first laser was demonstrated
in the 1960s, the maximum attainable power, and therefore intensity, has continually
been increasing as new techniques, technology and materials have been developed. In-
creasing the laser power for a pulsed laser requires either increasing the energy in the
laser pulse, or reducing the pulse length. This section will start with a summary of the
techniques which have lead to significant improvements in achievable peak power, and
then move on to details of the specific laser facilities used for the experimental work
described in this thesis.
3.1.1 High power laser techniques
Q-switching
Q-switching makes use of either passive or active techniques to change the loss of the
optical system. The Q factor (or quality factor) is a measure of the loss of the system - a
low Q factor implies a large loss. If initially the gain medium is pumped while the system
has a low Q factor (for example, removing one of the mirrors in the resonating cavity
such that all the light escapes), then the amount of stimulated emission is minimised as
no emitted light is fed back into the system. Therefore, the energy stored via population
inversion can be increased until it saturates due to losses by spontaneous emission. Then,
if the system is switched back into a mode with a high Q factor (i.e. Q-switched), a
pulse can be created initially seeded by noise from the spontaneous emission, and over
a large number of resonator round trips the large amount of energy stored in the gain
media is rapidly depleted via stimulated emission, resulting in a high power short pulse.
Q-switching can either be active or passive, and can typically produce pulses lengths
above a nanosecond and pulse energies up to the millijoule level.
Mode locking
Similarly to Q-switching, mode locking is a technique in which an ultra-short laser
pulse can be generated within a resonating cavity. In essence, one component in the
resonating cavity is chosen such that the loss in the cavity varies in time, generally
with a long period of high loss followed by a short period of low loss. If the variation
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in loss is repeated on the same timescale as the round-trip time of the cavity, then
it results in an ultra-short pulse being created with a pulse length comparable to the
period of low loss. This can be achieved either with a passive component such as a
saturable absorber, or an active component such as an optical modulator. For passive
mode-locking, a saturable absorber is chosen such that it results in a high loss in the
optical system except for when its absorption is saturated by a high power pulse, at
which point the losses in the system drop and the pulse propagates. Therefore, only
the high power pulse is continually amplified, whereas lower power pulses are entirely
absorbed by the saturator, producing a laser output of a pulse-train of ultra-short pulses,
with spacing equal to the round trip time of the cavity. The saturator also can narrow
the pulse length of the pulse on the rising and, if of a suitably fast recovery time,
falling edge of the pulse. The final pulse length is the steady state balance between the
pulse-shortening from the absorber and gain narrowing, dispersion and other non-linear
effects in the gain medium, and can be on the order of femtoseconds. Active mode-
locking with an active component requires a suitable modulator and electronic driver,
and generally produces pulses with a longer pulse length (picosecond) than using passive
mode-locking. The maximum power generated by a simple mode-locked laser is mainly
limited by the damage threshold of the optical components of the system.
Chirped pulse amplification








Figure 3.1: Simplified schematic showing the main components for chirped pulse ampli-
fication
Q-switching and mode locking are both well established techniques that are commonly
used in high power laser systems. However, they are both limited by the intensity
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limitations from the laser gain media. If the intensity is too high, the pulse can suffer
from non-linear effects such as self-focusing, and can cause damage to the gain media or
other optical components. To decrease the maximum intensity, it is possible to increase
the physical transverse size of the components, but this is generally extremely costly.
The development of chirped pulse amplification (CPA) [12] helped to overcome this
issue.
CPA helps to avoid the issues caused by the finite damage threshold of the components
in the optical system, in particular the gain medium, by stretching a pulse in time
before the final amplification. This is done using pairs of diffraction gratings, as can
be seen in figure 3.1. The different wavelengths in the system get dispersed in time by
the grating configuration, chirping and therefore lengthening the laser pulse. Using this
configuration, the pulse length can be increased by up to three orders of magnitude. This
reduces the power and therefore intensity of the pulse, and means it can be amplified
even further without damage to the gain medium before being recompressed by another
pair of gratings, which must be carefully aligned to exactly counteract the dispersion
caused by the first set of gratings. The development of CPA therefore resulted in a
great leap forward in the maximum attainable powers and intensities available.
Optical parametric chirped pulse amplification
Optical parameteric amplification (OPA) is a technique that exploits the process of
difference frequency generation in a nonlinear medium. By adjusting the phase matching
conditions of the nonlinear medium, a pump pulse ωpump can amplify a signal pulse ωL,
from the difference frequency generation process where a high energy photon (the pump)
can be converted into two photons (the signal and the idler) at a lower energy,
~ωpump 
 ~ωL + ~ωi (3.1)
where ωi is the frequency of the idler pulse [196]. In OPA, the nonlinear medium does not
store any energy from the pump pulse; the energy transfer between the two pulses occurs
only when the signal and pump pulse are temporally and spatially overlapped. Clearly,
for an ultrashort signal pulse, high energy conversion efficiency would unfortunately
require an ultrashort pump pulse. The major advantage of the OPA technique is that
it is not limited to certain wavelengths defined by electron transitions and hence can
amplify larger bandwidths and therefore shorter pulses, and that the gain per unit
length can be much greater than standard laser amplifiers.
A recent development in laser technology is the use of optical parametric amplifica-
tion in combination with CPA, giving optical parametric chirped pulse amplification
(OPCPA). The two techniques work well together; by chirping and hence temporally
lengthening the signal pulse it becomes efficient to use standard Q-switch generated ns
pulses as the pump, and the reduction in the peak intensities from the chirp means
much higher pump energies can be used. Furthermore, as the amplification only occurs
when the signal and pump pulse are overlapped, spontaneous emission is not amplified
3.1 High power lasers 73
and it is therefore possible to have an extremely high laser contrast, though there can
be parametric fluorescence where a signal pulse is generated by parametric decay of the
pump.
3.1.2 Experimental laser parameters
Before describing the relevant laser facilities, it is useful to summarise and define all the
important laser parameters which will be used in the remainder of this thesis.
The wavelength λ0 and frequency ω0 of the laser pulses refer to the central wave-
length/frequency of the pulse. The pulse length τ is defined as the time period within
the full width half maximum (FWHM) of the laser intensity. Measuring the pulse length
of ultra-short pulses is extremely challenging, but a number of techniques have been de-
veloped such as autocorrelation [197], frequency-resolved optical gating (FROG) [198],
and spectral phase interferometry for direct electric-field reconstruction (SPIDER) [199].
High intensity laser experiments require the beam to be focused to achieve maximum
intensities; this is generally done using off-axis parabolic mirrors. For focusing beams,
the spot size d is defined as the full width half maximum value of the measured intensity
profile, and is obtained by measuring the focal spot with a high magnification objective
at low power. The smallest achievable spot size diameter (diameter of the spot between
the two null points on either side of the centre of the Airy disk), dd, is determined by
the diffraction limit of the focusing optic used,
dd = 2.44λf (3.2)
where f is the focal number (focal length divided by the diameter) of the focusing
optic. Typically experimental spot sizes are slightly larger than dd due to optic and
beam imperfections and misalignment.
The intensity, I(r, t) of a high power laser at focus can be estimated to have Gaussian
temporal and spatial profiles, giving





where I0 is the peak intensity of the laser pulse. Integrating equation 3.3 over both














For a perfectly spatially gaussian pulse, the maximum amount of energy inside the
focal spot is Efwhm = 0.5Etot. However, in reality the actual measured focal spots can
be somewhat less than optimal and contain a much smaller proportion of the total signal
(Stot) inside the FWHM (Sfwhm). Therefore, equation 3.4 can be modified to give an
estimate of the experimentally measured maximum intensity as






The intensity is sometimes given in terms of the normalised vector potential a0,
introduced earlier (see appendix A). As was shown in equation 2.50, the transverse
momentum of an electron in a laser field is given as p⊥ = meca, and therefore the motion
of the electron becomes relativistic when a0 approaches 1. This can be conveniently
given in terms of intensity as
a0 = 0.856(I0λ2)1/2 (3.6)
where λ is in units of µm and intensity is in units of 1018 Wcm−2.
A final laser parameter especially important for solid target interactions is the laser
contrast. High power lasers pulses characteristically have a measurable intensity up
to a few ns before the peak of the pulse. Prepulse can generally be split into two
components; one is the amplified spontaneous emission (ASE) which generally manifests
as an intensity pedestal on top of which the high intensity short pulse sits, and the
other are prepulses, which are at a higher intensity than the ASE and are caused by the
amplification of spurious pulses in the laser chain. The contrast is defined as the ratio of
the ASE/prepulse to peak intensity, and is sometimes split up into nanosecond contrast
and picosecond contrast. This quantity is important as it will heat up and ablate a solid
target before the high intensity pulse interacts with it. As the interaction of an intense
laser and an overdense plasma depends greatly on the density scale length, a change
in contrast can have a drastic effect on the accelerated ion beams. Laser contrast has
become an increasingly significant problem as increases in maximum intensities result
in comparable increases in ASE and prepulse levels, raising the intensity well above the
ionisation threshold of the target atoms and depositing significant amounts of energy
into the target.
3.1.3 Vulcan laser
The Vulcan laser is a high power laser system located at the Rutherford Appleton
Laboratory (RAL) in the UK. It currently has two operating target areas, Target Area
West (TAW), which can provide a combination of multiple short and long pulse beams
suitable for pump-probe experiments, and Target Area Petawatt (TAP) which can be
used to provide a single high power intensity short pulse, and was used the experiments
presented in chapter 4 of this thesis [200, 201].
The Vulcan Petawatt system uses an OPCPA (see section 3.1.1) pre-amplification
system, which has been recently upgraded [202], to improve the laser contrast. The
front end uses a Ti: sapphire oscillator operating at a central wavelength of 1053 nm,
with a bandwidth of 15 nm and a pulse length of 100 fs. This output of the oscillator
is split into two, with one line being stretched to 3 ps to act as a the seed pulse for
the picosecond OPCPA. The other line is amplified in a Nd:YLF regenerative amplifier









Figure 3.2: Diagram showing the layout of Target Area Petawatt (TAP), including the
compressor and the target chamber main optics. M1 and M2 are the two
compressor turning mirrors, G1 and G2 are the two gratings, and the final
optic is an f/3 off axis parabola which focuses the pulse to a focal spot at
the target chamber centre (TCC).
up to 550µJ, during which gain narrowing increases the pulse length to 10 ps. The
pulse is then frequency doubled to 527 nm and used to provide the pump pulses for the
picosecond OPCPA, which amplified the seed pulse from an energy of 3 pJ to 110µJ.
The OPCPA uses a 15 mm β barium borate (BBO) crystal, which is a common choice
as a nonlinear optical component due to its high damage threshold, homogeneity, and
strong birefringence. The 110µJ, 3 ps high contrast pulse is then stretched further to
4.8 ns, and used as a seed for two further OPCPA stages [203] which amplify the pulse
up to ∼ 10 mJ. These two stages are pumped using a commercial frequency doubled
Nd:YAG Q-switched laser. Using the dual OPCPA pre-amplifier, the Vulcan Petawatt
contrast was improved significantly from before, with a ns ASE of 10−10 and 10 ps ASE
of 10−8.
After the dual OPCPA front end for Vulcan Petawatt, the beam is injected into the
Vulcan glass rod chain. The rod chain can be operated either in phosphate only mode
or mixed glass mode, in which neodymium doped phosphate and silicate are both used.
Using the phosphate only chain gives a gain bandwidth of just 2.5 nm, resulting in a
bandwidth-limited pulse length of ∼ 650 fs. The silicate glass has a different line centre
gain value, so including the silicate glass amplifier helps broaden the bandwidth up to
∼ 5 nm.
The final amplification stage is the disk chain, which has a double pass 108 mm, single
pass 150 mm, and finally three single pass 208 mm disk amplifiers with gain isolation,
preventing amplification of any back reflections. The disk chain amplifies the beam
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TAP parameters, Oct 2010
Energy before compressor 430 ± 70 J
Transmission after OAP 43%
Transmission through plasma mirror ∼70%
Focal spot FWHM 8 µm
Percentage of energy in focal spot 35%
Pulse Length ∼700 fs
Intensity at focus 9 × 1019 Wcm−2
a0 at focus 8
Contrast after plasma mirror < 10−10
Table 3.1: Table showing the laser pulse parameters from the October-December 2010
experiment on Vulcan Petawatt
from 4 J, after the rod chain, to 650 J. The pulse is then sent through a long spatial
filter, expanding it to 600 mm, and then into the compressor vacuum chamber, which
is inside the target area, shown in figure 3.2. By this point, the central wavelength has
shifted to 1055 nm due to non-symmetrical broadening of the bandwidth of the pulse.
The Petawatt compressor uses two 1480 l/mm gratings separated by 13 m in single pass
configuration, and compresses the pulse to ∼ 600 ps. The beam is steered into the
chamber with a turning mirror. Inside the chamber, there is one further turning mirror,
which points the beam onto an f /3.1 off-axis parabola (OAP).
The experiment using the Vulcan Petawatt laser system described in this thesis ran
from October to December 2010. At this time, the laser system was running below
its specification, mainly due to accumulation of damage on various optical components
reducing the energy throughput and causing the pulse not to be bandwidth limited. The
laser parameters are given in table 3.1. The transmission after the OAP and plasma
mirrors were measured using a calorimeter integrating the energy of the full aperture
of the beam. The focal spot was measured using the low power mode of the laser,
which is used for alignment for the full power shots. In 2011, the year following the
experiment, the system was refurbished, replacing many of the large aperture optics in
the compressor and interaction chamber, including the off-axis parabola, bringing the
system closer to the original specification.
For the Vulcan Petawatt experiment, the laser contrast was improved using plasma
mirrors [204–206]. Plasma mirrors are anti-reflection coated (with a reflectivity Ri <
1%) smooth surfaces that absorb incident laser energy until the intensity becomes suffi-
cient to ionise the surface. When the plasma on the surface becomes overdense, it starts
to act like a mirror, efficiently reflecting the high intensity portion of the pulse. In high
intensity laser plasma experiments the plasma mirrors are typically placed in the near
field of a focusing beam [204]. The plasma surface reflectivity Rf can then be optimised
by varying the position and therefore the pulse intensity at the surface of the plasma
mirror, and is typically 60-80%. The contrast enhancement can therefore be estimated
as Rf/Ri ≈ 102.
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3.1.4 CO2 laser at the Accelerator Test Facility, Brookhaven National
Laboratory
The experiments described in chapters 5 and 6 of this thesis were performed at the
Accelerator Test Facility (ATF), at Brookhaven National Laboratory (BNL) in the
United States. The laser system at the ATF provides both a 10.25µm wavelength high
power CO2 beam, and a synchronised short pulse Nd:YAG beam which is used in both
the CO2 chain and as a diagnostic on the experiment [207]. As well as laser driven
ion acceleration, both beams are routinely used for experiments with the 70 MeV linear
accelerator at at the ATF, and are as such designed to be flexible for a wide array of
requirements.
Molecules with a dipole moment, such as carbon dioxide, exhibit rovibrational cou-
pling, and so vibrational transitions generally coincide with rotational transitions. The
energy of a particular state is given by E = Evib +Erot = (n+ 0.5)hµ0 + hcB¯J(J + 1),
where n and J are the vibrational and rotational quantum numbers respectively, and B¯
is the rotational constant. Generally rotational states are at a much lower energy than
the vibrational states, so the rotational states act to give a fine structure to the vibra-
tional energy levels. For a vibrational transition, selection rules for a linear molecule
dictate a change in rotational quantum number ∆J = +1 or ∆J = −1 , where ∆J
is defined as the rotational quantum level of the higher energy state minus the lower
energy state, and are referred to as the R and P band respectively.
A typical CO2 gain medium contains a mixture of carbon dioxide, nitrogen and helium
gas [208]. The population inversion is achieved by a discharge across the gas, which
excites the nitrogen vibrational modes via electron impact. The nitrogen vibrational
mode is close to resonant with the carbon dioxide molecules n = 1 asymmetric stretch
mode; this then decays to either the n = 1 symmetric stretch mode (emitting photons
at a wavelength of 10.4µm) or the n = 2 bending mode (emitting at 9.4µm), as shown
in figure 3.3. These modes are depopulated via collisions with the helium atoms, which
occurs on a faster timescale than the two main infrared transitions, allowing the creation
of a population inversion between the CO2 asymmetric stretch mode and the symmetric
stretch or bending modes.
Although the vibrational transitions are centred at 10.4 and 9.4µm respectively, the
selection rules cause the transitions to split into two branches, the P branch and the R
branch (the ∆J = 0 transition at the central wavelength is forbidden). The branches
themselves consist of a series of lines, each corresponding to a different J . As the R
branch corresponds to a slightly higher energy transition, it is centred at a smaller
wavelength of ∼ 10.25µm whereas the P branch corresponds to a wavelength of ∼
10.6µm. The ATF laser utilises the 10R branch (the R-branch at 10µm) as it has a
higher line density than the P-branch. The bandwidth of a single line at atmospheric
pressure in one of the branches is insufficient to achieve a short ps pulse and therefore
various techniques have been developed to smooth the separate lines into a single band,
giving an overall broader gain spectrum[209]. This can be achieved by increasing the
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Figure 3.3: a) Energy transitions for a CO2 laser. The multiple lines at each vibrational
mode represent the closely spaced energy levels caused by the rotational
modes. b) Shows an example of transitions between two energy states with
a reduced number of rotational lines for clarity. Each transition has a slightly
different energy causing the spiked structure of the two branches.
pressure of the gas - a 25 bar gas would provide a smooth gain spectrum. Unfortunately,
a pressure this high is practically difficult to achieve in arranging the electric-discharge
system, and thus the pressures used are generally less. In an intense laser field, the lines
are broadened via the dynamic Stark effect - complete suppression of the modulation
occurs at 15-20 GW/cm−2. The gain spectrum can also be smoothed by using both
isotopes of oxygen, which allow for three different compositions of the carbon dioxide
molecules and hence increasing the line density of each branch. Any non-smoothed part
of the gain spectra causes modulation of the laser pulse spectrum, which corresponds
in the time domain to the formation of a pulse train instead of a single pulse.
The seed pulse for the CO2 laser comes from the 20 mJ, 200 ns output of the laser
oscillator, a hybrid transversely excited atmospheric pressure laser tuned to the 10R(14)
line (where (14) denotes the J of the original state). The pulse is cut by a Pockels cell
to 10 ns and amplified in a 3 bar pre-amplifier up to 5 mJ. A germanium semi-conductor
optical switch, controlled by a 14 ps Nd:YAG, cuts the pulse to 200 ps. The pulse is
then further cut down by a Kerr-cell controlled by a frequency doubled 5 ps Nd:YAG to
100 nJ in 5 ps. This pulse is then injected into a 10 bar multi-pass regenerative isotopic
amplifier, pumped by a transverse electric discharge, amplifying the pulse to 10 mJ.
Finally the pulse is injected into the large aperture 8 bar final amplifier, where it is
amplified to a maximum of 5 J. Due to the gain spectrum issues mentioned above, the
energy can be split between a number of pulses in the train spaced 25 ps apart. The
∼ 1 TW pulse is then brought into the target area, where it is focused down by a f/3
off-axis parabolic mirror to a 60-70µm spot. This gives an estimated on target intensity
IL ∼ 5× 1015 Wcm−2, and a corresponding a0 ∼ 0.5. The 5 ps Nd: YAG pulse which is
used in the Kerr cell and is therefore absolutely synchronised to the CO2 pulse is also
brought into the target area, and can be used for an optical probe diagnostic.
The ATF CO2 facility is currently one of only two high power CO2 laser facilities in
the world, the other being the system at UCLA’s Neptune laboratory. The UCLA CO2
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laser operates on the 10P branch, centred at 10.6µm, and provides 100 J spread over
2-3 pulses with a peak power of 15 TW. In recent years, there has been considerably less
research and investment into high power CO2 lasers than the more ubiquitous solid state
high power lasers. It is hoped that with further investment, a number of techniques can
be implemented to increase the peak power of CO2 lasers. At the ATF laser, there are
a number of improvements planned. It is hoped that the regenerative amplifier can be
seeded directly from a solid-state injector, which should improve system performance
and reliability. Tests are ongoing to investigate the implementation of chirped pulse
amplification, which was so important in the development of high intensity solid-state
high power lasers. It is also hoped that direct optical pumping of the CO2 gain medium
can be introduced, allowing more efficient energy extraction, the use of higher pressures,
and reduce the problems of CO2 dissociation in the discharge plasma [210]. Therefore,
there are likely to be substantial improvements in the available pulses in the near future.
3.2 Targetry
The experiments described in this thesis depend critically not only on reproducible,
well characterised intense laser pulses, but also on high quality targets which the laser
interacts with to form the plasma. Targets for laser plasma ion acceleration come in
many forms - solid, liquid and gas. Different target density, material, surface quality,
tensile strength and heat resistance can all influence the plasma formation and therefore
the nature of the laser-plasma interaction, resulting in major differences to the emitted
proton and ion beams. This section will start with an overview of the gas jet targets
used in the experiments at Brookhaven National Laboratory described in chapter 4, and
conclude with a description of the diamond-like-carbon (DLC) targets used in chapter
5.
3.2.1 Gas jets for overdense plasma interactions
As described in section 2.5.5, to fully exploit the radiation pressure acceleration regime
for hole-boring ion acceleration it is favourable to have a plasma density just over
the critical density nc. For 1µm light, the corresponding critical density is ∼ 1021
electrons per cm3, and for 10µm this reduces to 1019 cm−3. In contrast, for a standard
aluminium target, the density is 2.7 gcm−3, corresponding to an electron density of
7.8×1023 cm−3, well above critical density for both wavelengths. For a 10µm pulse, over-
critical densities are easily achievable using standard nozzles designed for underdense
laser plasma interaction experiments, such as supersonic de Laval nozzles.
In laser plasma physics experiments, the main variables of interest for gas jets are
the maximum gas density and gas density profile [211]. The gas density can be changed
by varying the backing gas pressure of the gas entering the nozzle. The gas density
profile varies depending on the geometry of the nozzles used. Gas nozzles can either be
subsonic or supersonic. As the mass flow rate through a high pressure gas system is





Figure 3.4: a) Schematic slice through gas nozzle showing the important parameters
and b) 3D CAD drawing of the nozzle
Figure 3.5: Simplified diagram of the Mach-Zender interferometry set-up used for the
gas jet calibration.
constant, a narrowing of a subsonic flow will cause the gas velocity to increase, with the
maximum speed at the ‘throat’ of the nozzle (smallest diameter in the nozzle). If the gas
speed at the throat never exceeds the sound speed the gas flow is subsonic, and if it does
exceed the sound speed the flow is supersonic. Subsonic nozzles give a characteristic
parabolic density profiles with a very fast maximum gas density fall-off with distance
from the exit from the throat. Supersonic nozzles, on the other hand, can provide
sharper density gradients between the gas and vacuum, as well as quasi top-hat density
distributions. Supersonic nozzles can be characterised using three parameters - Dcrit,
the diameter at the nozzle throat, Dexit, the diameter at the nozzle exit, and Lopt, the
distance between the throat and exit, as seen in figure 3.4. Semushin and Malka [211]
performed hydrodynamic simulations showing optimised parameters for providing flat
top density profiles. The further away from the nozzle, the longer the density gradients
and the lower the achievable density.
The experiments at Brookhaven National Laboratory used two different gas jets,
which will hereafter be referred to as the ‘1 mm’ and ‘2 mm’ supersonic nozzles. The
1 mm nozzle has Dcrit = 0.5 mm, Dexit = 1 mm and Lopt = 4 mm, whereas the 2 mm
nozzle has Dcrit = 1 mm, Dexit = 2 mm and Lopt = 6 mm. The flow between the high
pressure gas reservoir and the nozzle was controlled using Peter Paul high pressure ex-
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plosion proof solenoid valves. The detailed characterisation of the nozzles was performed
at Imperial College London using a Mach-Zender interferometer, and an in situ calibra-
tion was also performed at BNL. The set-up used for calibration at Imperial College is
shown in figure 3.5. The Mach-Zender design allows complete control over the spacing
and orientation of the fringes on the detector. The recovery of the density profile from
the interferometry image captured on the CCD involves the Abel inversion transform,
which was performed numerically. The routine and other details of the density profile





Density map for 2 mm at 13bar





























Figure 3.6: In situ calibration of the 2 mm nozzle at BNL backed by 13 bar of hydrogen
gas. a) shows the reconstructed neutral density map in units particles per
m3, and b) shows lineouts at 250, 500 and 1000µm.

























Densi t y map f or 1 mm at 62bar













Figure 3.7: In situ calibration of the 1 mm nozzle at BNL backed by 62 bar of hydrogen
gas. a) shows the reconstructed density map in units particles per m3, and
b) shows lineouts at 250, 500 and 1000µm.
Some recovered density profiles of the gas jet taken in situ at BNL are shown in
figure 3.6 for the 2 mm nozzle, and in figure 3.7 for the 1 mm nozzle. It is possible to see
that the 2 mm nozzle (figure 3.7) has an approximate top-hat region of the gas density
profile, with a gradient to each size. The maximum density decreases with distance
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from the nozzle. For all the lineouts there is a small peak on axis too - this is likely
to be an artefact from the Abel inversion technique. For the 1 mm nozzle, no top hat
region presents itself at any distance from the nozzle. Further from the nozzle exit, the
maximum density decreases and the density scale length increases. The relationship
between maximum density and pressure for both nozzle types was found to be well
described by a linear fit going through the origin.
3.2.2 Diamond-like-carbon foils
The experiment at the Vulcan Petawatt facility used ultra-thin diamond-like-carbon
(DLC) foils as a target. DLC is a quasi-amorphous carbon state displaying some of the
same properties as diamond. It makes an excellent target for radiation pressure laser-
plasma interactions due to its radiation hardness and high tensile strength, meaning it
is less likely to be destroyed by prepulses or even mechanical motion when evacuating
the vacuum chamber. It has a mean density of 2.7 gcm−3 and can be produced at
thicknesses less than 5 nm [212]. These thin targets are achieved by applying an ion
sputtering technique onto substrates [213]. It has been previously used in numerous
experimental studies on high intensity laser-plasma interactions [63, 183, 190, 212].
They have a small hydrogen contamination throughout the foil (∼ 10% by number
density), and will, like all other solid targets, have a hydrocarbon layer on the surfaces
of the target.
3.3 Probe beam diagnostics
This thesis presents analysis of both shadowgraphy and interferometry probe beam
diagnostics. Probe beam diagnostics can be used to investigate properties of the spatial
distribution of the refractive index of the plasma. The refractive index of a plasma with
ωp  ωl is given by





where nc is the critical density at the probe beam wavelength. Ideally, the probe beam
has a higher frequency and therefore critical density than the drive beam (where the
drive beam is defined as the high intensity laser pulse in the laser-plasma interaction
of interest). For optical or near optical laser systems, such as at the Vulcan Petawatt
facility, this can be achieved by passing the probe beam through a non-linear crystal
optimised to maximise the generation of the second harmonic. A doubling of laser
frequency results in a quadrupling of the critical density, increasing the refractive in-
dex nearer 1 and allowing diagnosis of higher density plasmas. For the experiment at
Brookhaven National Laboratory, a separate optical laser used for pulse cutting in the
CO2 chain, and therefore synchronised to the main pulse, is used as a probe beam.
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3.3.1 Shadowgraphy
The deflection angle from axis θ, at small angles, of light travelling through a plasma is






where y is along the axis transverse to the light propagation [214]. Therefore, at a
detector plane, the position of the light ray y′ is given by






where y is the initial position just before the refractive object, and L is the distance
between the plasma and the detector, in the limit L is much larger than the plasma.






By differentiating both sides of equation 3.9 by y and then substituting for dy′, the
change in intensity at the detector screen is given by
I
I ′






Figure 3.8: Diagram showing the principle of shadowgraphy and the requirement for a
small f-number collecting optic.
Therefore, a change in the brightness of the image I ′ indicates a change in the second
derivative of the refractive index and therefore plasma density. This is indicated in
figure 3.8. Dark spots at the detector plane indicate a local line density maxima, and
bright spots indicate a local line density minima. For the experiments described in this
thesis, a lens was used to image the probe light onto a CCD. In this case any light
refracted to a large angle can miss the lens and hence will not be imaged onto the CCD,
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indicated by the red lines in figure 3.8. For a high magnification imaging system (where
the distance from the lens to image is much greater than the distance from object to




where f is the f-number of the lens, and needs to be considered when planning the optical
system. Indeed, for a shadowgraphy system with refracted angles larger than α, the final
image can be a mixture of shadowgraphy (in which signal is related to the spatial change
of angle) and light field Schlieren (in which signal is related to acceptance angle of the
system). As regions of high gradients of refractive index often coincide with regions
with high second derivatives of refractive index, these two effects will often overlap and
can make any quantitative analysis difficult.
3.3.2 Interferometry
Whereas shadowgraphy only gives information about the second order spatial derivative
of refractive index, interferometry allows the direct measurement of the refractive index
and hence density of a plasma. There are a number of different methods to set-up an
interferometry system, but the measurements in this thesis were all carried out using a
Mach-Zender interferometer similar to that used for the gas jet interferometry described
above (figure 3.5). However, instead of separating the reference beam before the plasma,
the probe beam is split after the plasma. If the probe beam diameter is large enough at
the interaction point that it encompasses the plasma and any residual gas (if using gas
jets) as well as the vacuum region, then splitting the beam in two allows the overlapping
of the vacuum region in one split with the plasma region in the other. This makes the
temporal overlapping of a pulsed beam much easier. Whereas the gas jet interferometry
set up above in figure 3.5 uses a CW laser, which is adequate as the rate of change of
gas density is much slower than the shutter time on the camera, plasma probe beams
are necessarily ultra-short (and often the same as the drive pulse pulse length) in order
to probe the quickly evolving plasma. For a probe pulse length of 500 fs (such as used
on Vulcan Petawatt), the equivalent spatial length is ≈ 150µm, giving an indication of
the alignment precision required.
The interferometry analysis was performed in a similar way as to that described for
the gas jet calibration, detailed in appendix C. The recovery of the phase shift profile is
identical for gases and plasma. The Abel inversion can also be performed in an identical
way, with the only effective difference being changing the multiplication constant of the
Abel inversion to give the appropriate plasma density instead of gas density, as described
in C.2.2. In comparison with the gas jet interferometry analysis, the Abel inversion is a
bit more difficult to perform. Whereas in gas jets where the changes in refractive index
are generally much larger than both the pixel size and the resolution of the imaging
system, plasma density in laser plasma interactions can vary very quickly. This means
that it is not possible to apply much smoothing to the phase profile before performing
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the Abel inversion without losing spatial information, and a lack of smoothing can
make the Abel inversion very noisy. This is compounded by the often non-symmetrical
plasmas formed in laser plasma interactions due to laser non-uniformities or plasma
instabilities.
In comparison to the shadowgraphy diagnostic discussed above, the interferometry
analysis procedure described assumes that any angular refraction from equation 3.8 is
0. The correctness of this assumption depends therefore on the gradients of the plasma
density, and is hence a limitation of the interferometry technique. Especially when
there is a steep density interface, it can also be the case that the fringe shift becomes
discontinuous, making phase reconstruction extremely challenging.
3.4 Ion beam detectors and diagnostics
One of the most important challenges in experimental ion acceleration is the characteri-
sation of the ion beam. There are a number of important characteristics of interest when
diagnosing laser-plasma produced ion beams, such as beam energy spectrum, transverse
beam profile, beam charge and beam emittance. There is also an added challenge in
that there can be different ion charge states, and, especially for solid targets, a mixture
of different ions, with each species all potentially having different characteristics. Fur-
thermore, as the beam diagnosis is usually performed close to the target, there are often
many other types of radiation that can potentially deposit energy in the detectors, such
as high energy electrons, laser radiation, neutrons, neutral particles, x-rays, and har-
monic radiation. This section will first introduce various detectors that are suitable for
detecting proton or ion beams, and then talk about the different integrated diagnostics
fielded on the experiments discussed in this thesis.
3.4.1 Ion and proton dose deposition
Important in understanding how detectors and diagnostics of protons and ions function
is an understanding of how they interact and deposit energy in matter. A key parameter
for calculating energy deposition of energetic ions is the linear stopping power S, which
is defined as the rate of change of energy per unit distance.
Energetic particles passing through matter deposit kinetic energy in the matter in
collisions (e.g. an energetic ion colliding with an electron) or by absorption (e.g. energy
lost in oscillating fields). The stopping power of ions is often split into the electronic
stopping power Se which describes the loss of energy due to collisions or absorption by
bound or free electrons, and the nuclear stopping power SN which describes the loss of
energy due to collisions or absorption in nuclear interactions. Generally, Se dominates
for high velocity particles, and SN only becomes significant at lower particle velocities,
near the end of the path. The total stopping power of a particle with a kinetic energy
Ek is given by
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− dEk
dx total
= S(Ek) = SN (Ek) + Se(Ek). (3.13)
Stopping power is also sometimes given in terms of mass stopping power, with units
energy / areal density, and is calculated by dividing the linear stopping power S(Ek)
by the density of the material it is passing through.
Particle stopping power has been an active field of theoretical and experimental re-
search for a century. Bethe built on previous work by Bohr to develop the Bethe formula
(also commonly known as the Bethe-Bloch formula), which considers momentum trans-
fer between the projectile ion and a single electron in the target material to derive an














where Zp and vp are the charge and velocity of the incident particle, ne is the electron
density of the target material, and I is the mean ionisation potential of the target
material. Although there are numerous corrections to the Bethe formula, and it is not
appropriate for low velocities, equation 3.14 nonetheless gives us a guide to how we can







shows that the energy deposition per unit length increases linearly with target electron
density, so particles will stop quicker in denser materials; quadratically with Zp, so
higher Z ions will deposit energy faster than a lighter ion of the same MeV/u; inversely
quadratic to v2p, which shows the energy deposited increases towards the end of its
path, resulting in the Bragg peak. The path length (or range) of the particle is given




















where Eki, vpi and mp are the initial particle energy and velocity, and particle mass
respectively. Therefore, although the stopping power is dependent only on particle
atomic number Z, the range is also dependent on its atomic mass A. Note that the
Bethe formula applies only for particles with energies high enough that they are fully
ionised; equation 3.17 does not indicate that a singly ionised carbon atom can penetrate
more deeply than a fully ionised carbon atom. Furthermore, it is clear from equation
3.14 that the stopping power calculated from the Bethe formula becomes negative when
2mev2p < I; clearly, if the stopping power was negative then the particle would never
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stop, and hence indicates a regime in which the Bethe formula cannot apply. For high
Z target materials, the ionisation potential I ∼ 10eV × Z. For example, with a target
made of iron, the Bethe stopping potential turns negative for a proton at 120 keV.
Furthermore, for low velocities, nuclear interactions become important and need to be
considered. For small velocities, then, the Bethe formula does not apply, and a different
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Figure 3.9: The nuclear and electronic stopping power and estimated range for protons
from 50 keV up to 20 MeV passing through an aluminium target material,
ρ = 2.73 gcm−3, obtained from SRIM.
Although the Bethe formula and its corrections can often give an accurate value for
the stopping power of particles at higher velocities, for the work presented in this thesis,
a freely available code called SRIM (www.srim.org [21]) is used, which uses stopping
range tables derived from experimental data and interpolates between the points. An
example of stopping power and range is given in figure 3.9. As well as providing stopping
range tables, SRIM can also perform Monte Carlo simulations of ions passing through
matter, by randomising the impact parameter of the next collision, with its TRIM
(Transport of Ions in Matter) program, and allows the use of a combination of target
materials layered on top of one another. This is extremely useful when considering the
energy spectrum extraction from radiochromic film stacks, described below, as well as
the performance of multilayered detectors (for example, what energies will be blocked
by a protective layer on the front of the detector). The TRIM calculated energy loss
for different initial energies of protons incident onto an aluminium target is shown in
figure 3.10, showing the characteristic Bragg peak at the end of the path.
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Figure 3.10: The energy deposition in aluminium of protons with varying initial energy,
calculated from TRIM using the average of over 1000 particles. Note that
higher energy particles penetrate more deeply into the aluminium, and
that the energy deposition is greatest towards the end of the motion of the
particle, giving the characteristic Bragg peak.
3.4.2 CR-39
CR-39 (‘Columbia Resin no. 39’) is a type of rigid, clear plastic polymer, allyl diglycol
carbonate (C12H18O7, ρ = 1.3 g/cm−3). It has been extensively used as a nuclear track
detector(eg. [13, 116, 117, 215]). It has the benefit of being sensitive to neither electro-
magnetic waves nor weakly ionising particles (such as high energy electrons). When an
energetic hadron (energies > 100 keV/nucleon for ions [116]) travels through the CR-39
plastic, it damages the chemical bonds in the plastic. After the CR-39 is exposed to
radiation, it can then be etched by exposing it to heated sodium hydroxide solution.
Typically this is done at a temperature of 85◦ C with 20% sodium hydroxide solution,
with etching times on the order of minutes to hours. This preferentially removes the
plastic where the chemical bonds have been damaged, hence creating pits along the
paths where the energetic particles have travelled. Each particle produces its own pit,
and the size and depth of the pit is dependent on the energy of the particle and the tem-
perature, concentration of the sodium hydroxide along with the length of time etched.
The etching has to be done carefully, such that the pits are visible under a microscope,
yet do not merge together. This is especially difficult when there is a range of species
incident on the CR-39, as the heavier ion pits can overlap whilst the proton pits are still
not visible. CR-39 pit counting can be automated with an automatic track counting
system, such as a CCD camera coupled to an optical microscope. The CR-39 is attached
to an automatic slide, and an image of each small segment of the CR-39 is taken at high
magnification, then combined into one image. An algorithm is then employed to find
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the pit positions. Compared to other detectors, CR-39 is extremely sensitive and gives
absolute particle numbers, but is single use and extremely time-consuming to analyse,
and is therefore unsuitable for high repetition rate experiments.
3.4.3 Radiochromic film
Active layer - 6.5 microns
Clear Polyester - 96.5 microns
Surface layer - 0.75 microns
Clear Polyester - 66 microns
Clear Polyester - 66 microns
Active Layer - 16 microns
Active Layer - 16 microns
Adhesive - 25.4 microns
Clear Polyester - 25.4 microns
Adhesive - 25.4 microns
(a) (b)
Figure 3.11: The layered structure of the two most commonly used types of RCF - a)
HD-810, b) MD-55
Radiochromic film, or RCF, is a dosimetry film which can be used to measure ions
and any other type of radiation. It typically contains surface layers, active layers, and
clear polyester layers. It is initially transparent, but when the active component in the
active layer is exposed to radiation, it undergoes a chemical reaction, forming a blue
coloured polymer. By using a transmission scanner and measuring the optical density
of the film it can be used to estimate the total energy deposited. RCF is sensitive to
ions, protons, electrons, x-rays and γ-rays, which is a disadvantage when used purely as
an ion detector compared to CR-39. However this is usually not a major problem for
laser-plasma ion acceleration, as in general the dose deposited by the proton beam will
dominate over other types of radiation. For the experiments described in this thesis, ISP
Corporation’s GAFCHROMIC HD-810 and MD-55 are used. Their layered structure is
shown in figure 3.11. MD-55 has a larger thickness of active layer, and hence is more
sensitive than HD-810. MD-55 has an average thickness of 317.5µm and a density of
1.29 g/cm3, whereas HD-810 has a thickness of 103.77µm and a density of 1.33 g/cm3.
Note that both types of film have a surface layer - this acts to effectively block much of
any heavy ion beams which will be quickly attenuated in the polyester, and therefore
do not deposit energy in the active layer. Therefore, RCF is generally used to diagnose
proton beams.
Similarly to the CR-39, a disadvantage of the RCF is that it is single use. However,
compared to CR-39 the post-processing time is reduced, as the radiochromic film only
needs to be scanned and not etched. However, RCF does not give absolute particle num-
bers, only dose, and therefore has to be calibrated to a known source for every scanner
used. For this thesis, the calibration for protons was done using pieces of RCF (MD-55
and HD-810) that have been irradiated at the University of Birmingham cyclotron at
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known doses. Scanning these calibrated pieces on the same scanner as the RCF con-
taining the laser-plasma accelerated proton beam therefore gives an absolute dose of
the proton energy deposited in the RCF. When scanning RCF, it is important to note
that the film optical density increases over a couple of days following irradiation [216]
and should therefore not be scanned immediately in order to give a proper comparison
with the calibrated RCF.
3.4.4 Image plates
Image plates are multiple use detectors suitable for all types of ionising radiation and
use photostimulated luminescence (PSL) to measure dose. The image plates used in this
thesis are commercially developed by FujiFilm, and are scanned on the FujiFilm FLA-
5000 image plate scanner. The phosphor is deposited on a polyester film supporting
structure and has a grain size of about 5µm. The phosphor is barium flourbromide,
containing traces of Eu2+ which act as the luminescent ingredient. When ionising
radiation interacts with the phosphor in the image plate, the Eu2+ excites an electron
to the conduction band from where it is trapped in a metastable state. The electrons
can only be released by heating, or by being irradiated with lower frequency red light,
which is not energetic enough to excite any further electrons. The image plate scanner
therefore uses a red laser to release the trapped electrons, which fall back down to the
valence level, emitting a photon at ∼390 nm. Hence, by scanning the red laser over the
image plate and detecting the radiation emitted using a light guide and photomultiplier
tube it is possible to deduce the total amount of dose at each point on the image plate,
giving a 2D representation of the dose distribution.
To extract the total amount of dose deposited it is necessary to convert the data
from the scan, called the quantum level (QL), into the amount of photo-stimulated
luminescence, PSL, and then into dose deposited by the ionising radiation. The QL is












where R is the resolution of the scan in µm, S is the sensitivity, L is the latitude and G
is the bit depth of the scan, all of which are settings in the scanner software. To convert
the PSL level into dose of radiation, it is important to calibrate the image plates and
scanner.
The work in this thesis was performed using the BAS-TR2025 (‘TR’) type image
plate. The composition of the TR image plate is given in figure 3.12, along with the
composition of another commonly used image plate type, ‘MS’. TR image plate does
not have a protective layer, which makes it the only suitable image plate type for low
energy ions. Both MS or TR types can both be appropriate for energetic protons. The
backing layer is magnetic, which allows the image plate to attach to the scanner and
prevent slippage during the scanning process.
3.4 Ion beam detectors and diagnostics 91
Sensitive layer 
50 µm, 142.6 g/m2
Undercoat Layer
10 µm, 13.9 g/m2
Base Film
250 µm, 346.6 g/m2
Back Layer
160 µm, 443.7 g/m2
Sensitive layer 
115 µm, 380.3 g/m2
Undercoat Layer
12 µm, 16.5 g/m2
Base Film
190 µm, 266.7 g/m2
Back Layer
160 µm, 443.7 g/m2
Protective layer
9 µm, 14.9 g/m2
a) b)
Figure 3.12: Image plate structure for a) ‘TR’ type and b) ‘MS’ type image plate. Values
come from Hidding et al. [217], and areal densities are given
For protons and ions, the dose deposition into image plates varies with particle energy,
which is due to the particle dose-deposition profile. A maximum dose is deposited in the
image plate when the Bragg peak of the dose-deposition profile coincides with the active
phosphor layer of the image plate. Therefore, a complete calibration of an image plate
requires the combination of an absolutely calibrated dose and a spectrometer. This can
be achieved for protons and ions by using a spectrometer which disperses the particles
by energy, and then placing slotted CR-39 in front of the image plate. Alternately, a
long strip of CR-39 can be placed along the length of the dispersed signal. A calibration
for image plates for protons in the range 0.5-20 MeV is given in [218], showing a peak
in PSL/proton number at ≈ 1.5 MeV. The PSL in the image plate was also shown to
decay in time, with the signal quickly dropping to ∼65% of the original signal within
50 minutes. Following this, the signal drops much more slowly, and therefore care must
be taken to either scan the image plates at a fixed time after irradiation, or at least
not scan them in the hour immediately following irradiation. A similar calibration was
found by Freeman et al. [219] along with calibrations for deuterons and helium ions. A
calibration has also been performed for carbon ions [220] up to 40 MeV.
Compared to other detectors, images plates have the benefit of being reusable; by
placing them after irradiation into a white light bath for ∼20 minutes all residual photo-
stimulated luminescence is eliminated and they are ready to use again. Like RCF, they
are sensitive to all forms of radiation. Due to the high Z number of the phosphor, they
are very sensitive to hard x-rays, which are a common by-product of laser-plasma ion
acceleration from solid targets.
3.4.5 Thomson spectrometers
A Thomson spectrometer is a diagnostic which uses parallel magnetic and electric fields
to disperse charged particles [221–223]. It allows the separation of ion and proton species
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by their charge to mass ratios and disperses them according to their energy.
From the Lorentz equation F = q(E + v ×B), for a charged particle with charge q,
mass m and initial energy Ek, travelling in zˆ through transverse electric and magnetic
fields, Ex and Bx, in direction xˆ with a length l along zˆ, and then being detected at a
distance D from the back of the field, the position of the particle from the point where






























which is the formula for a parabola. Each ion species will have a unique q/m and trace
out a different parabola depending on the Ek. Generally the length of the electric field














Figure 3.13: Set-up diagram of a typical Thomson spectrometer which can be used to
diagnose the energy spectra of laser-plasma accelerated ions and protons
By using fields which give an appropriate energy range and resolution, placing the
spectrometer behind a pinhole, and using a suitable detector such as CR-39, image
plates, or scintillators it is possible to use these equations to calculate the energy spectra
of all the species produced in the interaction. Neutral particles such as neutrons as
well as x-rays will travel through the pinhole, and, unaffected by the fields, strike the
detector, giving an effective pinhole image of the emitting region and providing a ‘neutral
point’ from which the particle trajectories can be calculated. The pinhole size used is a
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trade-off between signal level on the detector and crossing of the parabola tracks of the
different ion species, particularly at high particle energies nearer the neutral point.
The particular design of Thomson parabola spectrometers used in chapter 4 is given
in [224]. For that design, the electric field plates were angled with respect to each other,
to both minimise the fluctuation in the electric field caused by lower energy particles
colliding with the electric field plates, and also to allow those lower energy particles to be
registered on the detector behind the spectrometer. This further complicates equations
3.19 and 3.21. Practically, however, once the different species have been separated by
the magnetic and electric fields, the particle energy can be calculated solely from the
deflection in the magnetic field direction, given by equation 3.20. For diagnosing single
ion species, where differentiation between different q/m is not necessary, spectrometers
can be designed using only a magnetic field.
3.4.6 RCF stacks
RCF is often used in a sandwich configuration, generally referred to just as stacks (for
example, [13, 15, 121, 225]). A typical stack uses layers of RCF, interspersed with other
layers such as CR-39, metal foil or any other type of detector. Because the typical dose-
depth of proton and ions has a characteristic Bragg peak, particles of a certain energy
that enter the stack will deposit a large fraction of their energy at a particular depth.
Therefore, using a stack gives information about the spectra and the beam profile at
the same time, making it an extremely useful diagnostic for laser-accelerated proton
beams. It is less useful for ion beams, as they typically can not penetrate very far
into the stack due to their higher stopping power. For example, a standard stack may
have a cover of aluminium foil (typically ≈ 12µm for store-bought kitchen foil) on the
front facing the interaction to prevent any transmitted laser light or debris damaging
the front of the film. A film of this thickness would only transmit carbon ions over
15 MeV, compared to 0.9 MeV for protons (calculated using SRIM). Placing a standard
piece of HD-810 RCF behind this (thickness 103µm, 1.33 gcm−3) transmits 70 MeV
carbon ions, compared to 3.2 MeV protons. Typical maximum energies for beams from
a Vulcan Petawatt interaction with a µm scale solid target are ∼ 50 MeV for protons and
∼ 10 MeV/nucleon for ions[14, 128, 226]. Therefore, it is difficult to create a stack with
enough points to reconstruct an energy spectrum for the ion beam. Even if it were, there
would be a combination of doses from the protons and all the ion species accelerated
from the interaction, making isolation of a single species challenging. Therefore, stacks
have generally been used to diagnose laser-accelerated proton beams.
By using a Monte Carlo simulation such as SRIM, described above, which calculates
the stopping distance as radiation passes through adjustable layers, it is possible to
calculate the energy of protons expected to deposit energy at each layer in the stack,
and hence to extract a spectrum. The process to calculate the energy deposition per
layer of RCF proceeds as follows:
• Scan exposed RCF on flatbed scanner, creating a high resolution RGB image of
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the optical density (OD) of the RCF
• Select region of interest on RCF (can be the entire beam, or a section of the beam),
and subtract background signal
• Convert from OD to dose, D, using the calibrated RCF film (see appendix D for
more details)
• Convert to energy deposited, Edep, by Edep = DV ρ, where V is the volume of the
active layer represented by one pixel of the scan and ρ is the density of the active
layer
This process gives the total amount of energy deposited in each pixel of the scan.
This can be turned into a solid angle from the interaction by using the resolution of
the scan and the distance of the RCF stack from the target. The next stage of the
analysis is to estimate the proton number and spectrum necessary to create such an
energy deposition. The estimation of proton number from dose is not straightforward
due to the dose deposition characteristics of a broadband proton beam. Practically,
the estimation of energy deposition of a single proton is done using SRIM simulation.
Performing a scan of simulations of protons with different initial kinetic energy, and
making a number of approximations about how dose is deposited in the active layers
of the RCF allows an estimation of the energy spectrum corresponding to each piece of
RCF. Full details of this procedure, as well as a more detailed discussion of the problems
and approximations made, are given in appendix D.
The above discussion focuses on the use of RCF in film stacks. Clearly, RCF is a
single use detector and as such is not suitable for continuous use on a high repetition
rate experiment. It is challenging to create a high repetition rate diagnostic doing the
same job as an RCF stack - measuring the beam profile at different proton energies.
However, a scintillator can be used to diagnose the beam at a single energy, and it has
been shown that multiple scintillators acting at different wavelengths can give profiles
at a limited number of proton energies, although with significantly lower resolution
than RCF [227]. The development of high repetition rate ion and proton diagnostics is
currently a key topic of research for laser-plasma ion acceleration.
4 Vulcan Petawatt interactions with
ultra-thin foils
This chapter discusses the results from an experimental campaign on the Vulcan Petawatt
facility, which ran from October-December 2010. The campaign was a collaboration be-
tween Imperial College, Ecole Polytechnique, Osaka University, and members of the LI-
BRA consortium. The Vulcan Petawatt laser, used in conjunction with a single plasma
mirror, irradiated diamond-like-carbon foils (see section 3.2.2) of various thicknesses and
with circular and linear polarisation. The goal of the experiment was to diagnose the
plasma interaction and the resultant protons and ions during the interaction. First the
motivation and background for the experiment will be given, followed by a discussion of
the experimental set-up. The different diagnostics will then be introduced, followed by
the experimental results. Description of numerical PIC simulations undertaken to de-
scribe the experiment will then be discussed and compared to the experimental results.
4.1 Experimental Set-up and Motivation








































Figure 4.1: a) Velocity against time for a 5 nm carbon foil accelerated with estimated
Vulcan Petawatt parameters in the 1D light-sail regime and b) the resultant
energy of the carbon ions. The relativistic formulation is shown in red, and
the non-relativistic in blue for comparison.
As discussed in section 2.5.5, one promising acceleration mechanism for producing
high energy ions with high efficiency and low energy spreads is radiation pressure accel-
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eration, in which the radiation pressure acts to displace the electrons, creating a charge
separation layer in which the ions are accelerated. For the highest energy gain, it is
most efficient to uniformly accelerate a thin plasma slab in the light-sail regime. The
minimum thickness of target required for Vulcan Petawatt can be found by inputting
the laser parameters into equation 2.66 using the density of DLC foils ne ≈ 700nc, giving
ld ≈ 4 nm. If this acceleration could be sustained for the full pulse length, it would be
possible to accelerate ions up to near relativistic energies, almost sufficient for heavy ion
therapy. This is shown in figure 4.1, which shows the increase in velocity and energy of
carbon ions in an initially 5 nm thick carbon foil accelerated by the light sail regime in
1D for a constant intensity of 5× 1019 Wcm−2 for 700 fs, an approximation of the TAP
parameters. Maintaining acceleration in the light-sail regime requires the accelerating
plasma slab to remain overdense to the laser, and therefore depends critically on keeping
the electrons cold enough that the slab does not expand, causing a decrease in density.
Furthermore, Rayleigh-Taylor-like instabilities were shown in simulations to form on
the plasma surface, further inhibiting light-sail acceleration. On the other hand, Yin et
al. [188] performed simulations investigating the relativistic transparency regime with
similar parameters and pulse lengths to Vulcan Petawatt, and found that, at least with
linear polarisation, the effects of relativistic transparency dominated the acceleration.
This regime has been studied on Vulcan Petawatt in a previous experimental campaign
in 2009, which found strong evidence of a Rayleigh-Taylor-like instability imprinted on
the accelerated proton beam from the interaction [176], where the protons originated
from impurities in the foil and the hydrocarbon layer on the surface of the target.
The proton beam profile, measured on RCF, showed clear bubble-like patterns. These
bubbles took the form of regions of low flux separated by thin regions of high flux, and
was visible at different energy levels within the stack. Furthermore, these regions of low
proton flux coincided with high transmission of laser light, as could be seen on matching
burn patterns on aluminium foil on the front of the RCF stack. These instabilities
were only seen on the thinnest foils, and were not evident from any foils above 30 nm
thickness. The carbon spectra for the 5 nm foil also demonstrated some modulation of
the carbon energy spectrum, which is a hallmark of radiation-pressure type acceleration.
Low energy annular rings were also visible in the proton beam profile, surrounding the
region with the bubble patterns. The October 2010 experimental campaign was designed
to further investigate this acceleration regime, and to test the effect of laser polarisation
and laser focus position with respect to the target position.
The parameters of the laser during this experimental campaign is given in table
3.1. The experimental set-up is shown in figure 4.2. The laser was focused down onto
the target via a plasma mirror to increase the contrast, which is a key parameter for
laser plasma interactions with ultrathin foils. Because the laser intensity is almost
IL ≈ 1020 Wcm−2, an extremely high contrast is required to prevent the foil being
heated and expanding before the laser pulse arrives. If the target is heated too much,
then it will expand such that ne < nc, and the laser will be transmitted through the
plasma, unable to efficiently transfer its energy to the ion species.
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Figure 4.2: a) Experimental diagram for the Vulcan Petawatt interactions with ultra-
thin foils experiment. The laser is passed through a plasma mirror to in-
crease contrast, then focused down onto a nanometre scale target. The resul-
tant proton beam profile and spectrum was measured with a radiochromic
film stack, and the ion and proton energy spectra were measured through
pinholes using Thomson parabolas, placed at 0, -10 and 20 degrees. b)
View of ion diagnostics from TCC, showing relative positions of stack and
the three Thomson spectrometers. The edge of the RCF is not exposed as
it is blocked by the holder.
The laser polarisation could be adjusted by using a combination of a λ/2 and λ/4
waveplate, which could be placed in the focusing beam but before the plasma mirror.
They had to be angled slightly off-axis such that the reflection missed the parabola and
therefore not risk damage to the optics due to back propagation through the laser chain.
As the laser diagnostic measuring energy in the pulse is measured before the compressor,
the transmission through the compressor and parabola was measured using a calibrated
integrating sphere to be 43%. Energy transmission was also measured through the
plasma mirror in both s- and p- polarisation, and also with different intensities at the
surface of the plasma mirror. The plasma mirrors were anti-reflection coated (R < 0.25%
at 1053 nm and 33 degrees) with a reflective gold strip at the sides which is driven into
the laser path for alignment. The variation of plasma mirror transmission as a function
of intensity on the surface of the plasma mirror is given in figure 4.3. These results
are somewhat consistent with those in [204],which showed an increase in reflectivity
of the plasma mirror up to 1015 Wcm−2, after which the performance dropped again.
The plasma mirror was therefore positioned where the intensity at the surface would be
Ipm = 3 × 1014 Wcm−2. With a λ/2 waveplate installed and the polarisation onto the
plasma mirror set to s-polarisation, the transmission into the calorimeter dropped to
66%. However, the transmission of the waveplate was measured with the CW alignment
beam was measured to be 92%, and when taking this into account the transmission of
s-polarisation without the waveplate loss is 72%, higher than p-polarisation, which has
been recorded elsewhere [228].
This difference in transmission for s- and p- polarisation is especially important when















Figure 4.3: Plot showing the energy transmission through the plasma mirror for p-
polarisation as a function of intensity on the surface of the plasma mirror.
considering circular polarisation. As a circularly polarised beam can be split up into two
orthogonal components pi/2 out of phase, these orthogonal components can experience
a different reflectivity at the plasma mirror surface, and therefore the reflected beam
will instead have some elliptical polarisation. To maintain circular polarisation, the
λ/2 waveplate is placed in front of the λ/4 waveplate, and rotated such as to create
elliptically polarised light before the plasma mirror which will be circular after reflection
by the plasma mirror.
The main diagnostics used on the experiment were a RCF stack, three Thomson
parabola spectrometers at -10.9, 0 and 20.2 degrees, and a two-time transverse probe
beam with shadowgraphy and interferometry. In the following experiment, these will
be described in turn before continuing to the main results of the experiment.
4.2 Thomson parabola spectrometer
Thomson spectrometer details, Oct 2010
Parameter TP 1 TP 2 TP 3
Angle 0◦ -10.9◦ +20.2◦
Distance from focus (cm) 48.7 53.4 77.7
Pinhole diameter (µm) 50 50 100
Solid angle (nSr) 8.3 6.9 13.0
Table 4.1: Table showing the details for the three TPs used on the experiment, including
the distance from the target focus position, the pinhole used and the resultant
solid angle. For some of the shots, a stripper foil was placed in the pinhole to
attempt to convert any energetic carbon ions that had recombined en route
to the spectrometer back into C6+, giving a single track on the detector to
make analysis easier. However, the stripper foil resulted in some diffraction of
the beam, reducing the resolution of the detector, and therefore was removed
halfway through the data-set.
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There were three Thomson parabola (TP) spectrometers (see section 3.4.5) fielded
in the experiment, placed at -10.9◦, 0◦ and 20.2◦ from laser axis (see figure 4.2). These
spectrometers are of a standard design (see [224] for details), containing a nominal 0.6 T,
5 cm length magnet and electric field plates 20 cm long, with the plates set at plus and
minus 2.5 kV. This was set to be as large as possible without risking breakdown of the
∼ 10−4 mbar vacuum either between the plates, or between each plate and the casing,
which can cause poor performance of the spectrometer. The details of each spectrometer
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Figure 4.4: a) Example of a scan of the image plate used in the Thomson spectrometer
diagnostic. The neutral point, proton and carbon 6+ signal are noted. Also
barely visible is the carbon 5+ signal at the bottom of the carbon 6+ line.
b) Example proton spectrum recovered from the proton track in a). The
blue line indicates the detection limit, which is calculated from the noise of
the background image, with the line set at the two sigma level. c) A plot
containing a smoothed proton and carbon 6+ spectra from the tracks in a).
Standard TR type imaging plate (see section 3.4.4) was used as a detector in the
spectrometers. These have no protective layer in front of the phosphorous layer, and
are therefore suitable for measuring both the carbon and proton species. For a few
of the preparatory shots at the beginning of the experiment, slotted CR39 was placed
in-front of the image plate. As well as potentially giving an absolute calibration for the
image plate, it also gives a confirmation of the effective magnetic field of the magnet
(as the formula relating deflection to magnetic field assumes a uniform field and ignores
fringe fields or non uniformities) when solving for the kinetic energy of the particle,
as the minimum energy needed for protons to be transmitted through the CR-39 can
be accurately predicted using SRIM. The extraction of the spectra for the TPs for the
carbon and proton species was performed using a Matlab code written by the author,
which uses the magnetic deflection to calculate the kinetic energy of the particle. The
location of the neutral point is manually selected, as is a background region along the
side of the track, which helps to correct for any gradients in background which were
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common in the experimental images. The region around the parabola is then manually
selected, and the program computes the total signal across the track as a function of
distance from the neutral point, applies the calibration [218] to turn signal into proton
number, finally outputting the number of particles per MeV per sr as a function of









































































































Figure 4.5: Diagram showing the two stack designs used on the experiment: a) stack ‘A’,
b) stack ‘B’. The numbers along the bottom of each of the plots represent
the maximum proton energy which has a stopping range ending at the stack
position.
The other proton diagnostic fielded on the experiment was the radiochromic film
stack. The stacks were composed of interspersed layers of aluminium, iron, CR-39, HD-
810 and MD-55 RCF. There were two different stack designs deployed on the experiment,
which were similar except for the addition of CR-39 for calibration purposes in one of
the designs, which are shown in detail in figure 4.5, along with the maximum energy
of protons that will reach that layer. The stack was placed 10.6 cm from the target
focus position. All the components in the stack were cut to 2.5”× 1” and therefore, the
transverse full angle seen by the stack is 30.4◦. The top and bottom stack had a 5 mm
gap in between, left open for line of sight to the rear Thomson spectrometers, and the
vertical full angle is 29.4◦ (with the central 4◦ not seen due to the slit).
Some example images of RCF from a shot with a 5 nm DLC target are shown in figure
4.6. This will be introduced as a representative shot, as the majority of the other shots
with nanometre thin targets share some or all of the same features. First, the type
of radiation that can contribute a dose to the RCF must be considered. Using SRIM,
a carbon beam was simulated entering the stack. To reach the first sensitive layer,
the carbon ions must have over 85 MeV kinetic energy. As will be described later, the
maximum carbon energy seen on the Thomson parabola was around 100 MeV, although
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Figure 4.6: Stack results from a 5 nm DLC target, with circular polarisation, with stack
configuration ‘A’. The letter in black in the right hand corner of all the RCF
slices is the RCF slice reference, together with the proton energies stopping
in that layer as shown in figure 4.5. The laser axis is shown by the red dot.
typically the maximum energies were less than 80 MeV. Therefore high energy carbon
ions could potentially deposit dose on the front piece on the stack for a couple of
the shots, although as the carbon particle number typically decreases with increasing
energy, this high energy tail part of the spectrum would not be expected to contain
many particles and therefore contribute much dose.
Energetic electrons that are also produced in the laser plasma interaction will also
deposit dose in the RCF. An electron spectrometer positioned a few degrees off the laser
axis behind the target recorded electrons with a typical exponentially decaying energy
spectrum up to a maximum of 15-30 MeV, depending on the target type. Electrons
at the high energy end of the spectrum have a stopping distance of many centimetres,
with a quite uniform stopping power. Therefore, any signal due to the very energetic
electrons should remain fairly constant, both spatially and in terms of deposited dose,
over successive pieces of RCF. Sub-MeV electrons can completely stop within the stack
and deposit all their energy in the RCF. However, it has been demonstrated in other
experiments that although often visible, they generally contribute a much lower total
dose than protons (see e.g. [229]).
Towards the back of the stack, the detail in figure 4.6 becomes hard to make out
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Figure 4.7: Images from the red channel of slices E-H the RGB images shown in fig-
ure4.6. Laser axis is indicated by the red circle.
on the RGB image. Figure 4.7 shows the red channels from the RBG images shown
in figure 4.6, which as described in appendix D is the most sensitive channel to low
doses. It shows some dose is still being deposited all the way at the back of the stack.
It is likely that the signal still appearing in the last piece could be due to an energetic
electron beam. However, the fine structure which is seen on slices E, F, and somewhat
in G is not visible on slice H. Unfortunately, as the beam on the last slice is pointing
downwards from the slit, it is not sampled by the Thomson spectrometer positioned in
the centre of the slit, and therefore this hypothesis can not be confirmed.
It is therefore likely that the vast majority of the dose deposited in the RCF is due
to energetic protons. Apart from the potential electron beam, there are a number of
interesting features visible on the RCF. A feature seen on a majority of the shots was a
high dose, on axis beam, visible on slices A, B, and C. This was characteristically only
visible up to slice C on the shots, and often with reduced dose to slice A. By inspection
of the RCF it can be inferred that the beam is spectrally modulated. As the beam is
often on-axis and quite broad, it can be measured through the slit on many of the shots.
The spectra retrieved from the spectrometer confirmed the modulation of the proton
spectrum, as will be discussed in the next section.
Another feature of note is the highly modulated bubble type structure visible on
the RCF. As mentioned in the introduction to this chapter, this has been measured
previously on a similar experiment on TAP, and was attributed to a Rayleigh-Taylor
like instability. This was visible for the thinner targets, and as can be seen from figure
4.7 goes up to higher energies than both the low energy ring and the on-axis high dose
beam.
A characteristic of the dose deposition especially on the deeper slices, as seen on figure
4.7, is a wide divergence beam which does not follow the structure of the bubble-like
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structure. This is prominent on slices E and F, and although is seen all over the face of
the stack, is particularly easy to recognise around the edge next to the where the metal
case for the RCF has blocked off the signal.
A final feature of note is the characteristic circular ring which here is pointed slightly
off-axis. It is only clearly visible on the first slice of the stack, and assuming that the
deposited dose is from the proton beam, that would put a maximum energy of the
protons in the ring formation to be less than 8 MeV. The angle of emission of the beam
for this shot was 26± 2◦, pointing approximately 4± 1◦off axis. The ring structure was
seen, or partially seen, on almost all the shots taken.
4.4 Transverse probing
The plasma was additionally diagnosed by optical probing, in which a pick-off of the
main beam was frequency doubled, split into two polarisations with variable delay, and
passed transversely to the interaction across the target as shown in figure 4.2. After
the interaction, the probe beam was split into two components, with one being imaged
directly onto a CCD providing a shadowgraphy image of the plasma, and the other
being passed through a Mach-Zender interferometer, where the part of the probe beam
that did not pass through the plasma is overlapped with the part that did pass through
the plasma, providing information about the refractive index and therefore density of
the plasma. The timing difference between the arrival of the probe pulse and the drive
pulse at the target position could be changed for both probe polarisations together or
separately, giving complete flexibility. The relative timing between the drive and probe
pulses was calculated absolutely using a streak camera. As the targets are so thin, they
cannot be freestanding. The targets on this experiment were attached to the rear of
a copper annular ring of thickness half a millimetre. The targets were mounted such
that the foil was rear mounted on the ring with respect to the laser incoming direction.
Therefore, the transverse probe was only able to measure the dynamics of the rear
surface of the target, as the front surface was obscured by the copper ring.
4.5 Beam profile features of interactions with ultra-thin
foils
Each one of the prominent features seen in the proton beam profile will now be described
in more detail, with combined data from the RCF and TPs, and when useful, transverse
probe.
4.5.1 Spectrally peaked on-axis beams
As was seen in figure 4.6, on many of the shots taken with ultra-thin targets, an on-
axis central proton beam was seen. This beam was seen with both linear and circular
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Figure 4.8: Raw scans of the Thomson spectrometer image plates showing the charac-
teristic features, and showing a spectrum a) with (20 nm foil, CP) and b)

















Figure 4.9: RCF scans for two shots demonstrating the beam profile of the on-axis
spectrally peaked beams. Images a)-c) show the RCF slices A, B and C
from a 20 nm target shot with linear polarisation, and d)-f) show slices A,
B and C from a 100 nm target, also shot with linear polarisation. In both
cases, the RGB images is shown for slices A and B, and the red channel
alone is shown for the two slice Cs for improved visualisation
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Figure 4.10: Extracted spectrum from TPs (solid lines) at positions 1 (red), 2 (green)
and 3 (blue). Overlaid are points for the estimated energy spectrum from
the RCF, at positions 1(black) and 2 (purple). RCF measurements take
average from an area above and below the position sampled by the TP,
with the displayed error bar signifying the variation between the two. Plot
a) is for a 20 nm foil, and b) for a 100 nm foil, from the same shots as
displayed in figure 4.9.
polarisation, and from foils between 5 and 100 nm thickness. The beam was also ob-
served when the laser was defocused up to 150µm when interacting with the targets.
An example of raw Thomson spectrometer image plate scans with and without spectral
modulation is shown in figure 4.8. The quasi-monoenergetic peak is clearly visible as a
break in the proton spectrum.
Two more examples of clear central peaks on the RCF beam profile diagnostic are
shown in figure 4.9 for a 20 and 100 nm target, both irradiated at focus with linearly
polarised light. For both targets, a clear beam is visible on the B-slice (Ek ≈ 9 MeV)
which is not obviously apparent on the A (Ek ≈ 4.5 MeV) slice. The particle number
drops off quickly with increasing energy, with the beams being only barely visible on the
C (Ek ≈ 15 MeV) slice, and with no above-background signal on the D (Ek ≈ 20 MeV)
slices.
The number of slices that sampled the beam in the RCF stack is low, and therefore
only a few points can be extracted for the spectrum. However, as the beams are at least
partially on-axis, they overlap with the 0◦TP1, and not with the -10◦TP2 and likely
the 20◦ TP3 (although this location is not seen on the RCF stack) spectrometer. These
can be checked for consistency with the extracted points from the RCF, as is shown
in figure 4.10. For both the shots shown, there is a clear modulation in the energy
spectrum for the normal exponential drop seen from a typical sheath accelerated proton
beam. This modulation is only clearly visible on the red lines in the plot, corresponding
to TP1, which clearly samples the beam as seen in the profile on the RCF. The other
two TPs saw typically exponential spectrums, and although reaching similar maximum
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Figure 4.11: Energy spectrum from TP1 for a) the 20 nm and b) the 100 nm shot. This
is the same data as displayed in figure 4.9 but on a linear scale, highlighting
the quasi-monoenergetic peak
energies as TP1, do not see any kind of spectral modulation. Therefore, this data
indicates that the beam visible on slices B (plots b and e in figure 4.9) has a quasi-
monoenergetic energy spectrum. These are also displayed in a linear plot in figure 4.11,
further detailing the modulated nature of the proton beam. The mean energy of this
peak is 5.2 and 6.0 MeV for the 20 and 100 nm foil respectively, both with FWHM energy
spreads of ∆E ≈ 3.5 MeV. We can estimate the conversion efficiency of laser energy in
the beam by combining the spectral shape measured on the Thomson spectrometer with
the beam size observed on the RCF. The beam full angle was approximately 20◦, or
≈ 0.1 sr. Integrating over the spectrum from 3 to 10 MeV gives 3.2 × 1011 particles
per sr, and assuming the same spectrum over the full angle of the beam, 3.2 × 1011
particles in total. With an average energy of ≈ 6 MeV, the energy in the proton beam
is about 0.3 J. Considering the average laser energy on target after compressor and
plasma mirror EL ≈ 130 J, this represents a conversion efficiency from laser energy to
the quasi-monoenergetic proton beam of 0.25%.
Although the carbon ion beam profile is not measured by the RCF, the carbon spec-
trum is measured on the TPs, and it is therefore possible to see how they compare with
the proton spectrum. For example, radiation pressure acceleration mechanisms such as
light sail and even hole-boring would predict that both the heavier ions and the pro-
tons should reach the same velocity in the acceleration process, and hence seeing such a
match between the two would be good evidence of a radiation-pressure dominated effect.
These comparative spectra are shown in figure 4.12. Ions moving at the same velocity
will have the same kinetic energy per unit nucleon and therefore the plot shows the pro-
tons are moving faster than the carbon ions. Indeed, the peak of the proton spectrum
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Figure 4.12: Carbon and proton energy spectrum from inside the peaked beam for the
two shots discussed previously (fig. 4.9), a) 20 nm and b) 100 nm. The
carbon spectrum was calculated just using the carbon 6+ parabolic trace
on the image plate, and ignoring the lower charge states of carbon. This
approximation was supported by C6+ signal always showing significantly
more signal than the other charge states on the image plate, and also
necessitated as the lower charge states tended to overlap at high energies,
making distinguishing between them very difficult.
appears to be anti-correlated with the maximum carbon energies. The carbon spectrum
does not show any clear sign of modulation, and shows a typical exponential decrease in
particle number with increasing energy. This important result indicates that the bulk
of the protons are moving just ahead of an expanding carbon species.
As well as the two beams analysed in detail above from a 20 and 100 nanometre
target, there were a number of other shots taken that demonstrated strongly modulated
proton beams, with evidence in the TP diagnostic. In total, there were 17 shots taken
on single nanometre scale foils during the experimental run in which both the laser shot
was successful and the RCF and TP diagnostics worked correctly on the shot. Of these,
a spectral peak was seen on the TPs for 12 of these shots, all of which coincided with
a clear beam on the RCF beam profile similar to those seen in figure 4.9. Of the shots
that did not see any spectral modulation, one shot was a 500 nm target with circular
polarisation, in which the signal showed a typical exponential drop-off towards higher
energy. The other shots were 5 nm (CP and LP) and 10 nm (LP) foils, all of which
showed neither spectral modulation nor a clear beam on the RCF. The other shot
which showed no spectral modulation was a 100 nm foil shot with linear polarisation
but with no plasma mirror, with an HR mirror being used in the place of the plasma
mirror. Spectral modulation was seen from foils between 5 and 100 nm, in circular and
linear polarisation, and from 0 to 50 micrometres out of focus. In most cases, the RCF
showed the beam pointed on or within 5◦ of the laser axis, but on two occasions (both
10 nm, CP, 50 micron defocused) the beam was pointed ∼ 15◦ off axis and were actually


































Figure 4.13: a) Peak energy of the spectrally modulated component versus thickness.
The red circles are for linear polarisation, and blue squares for circular
polarisation. The error bars indicate the estimated energy spread of the
quasi-monoenergetic peak, calculated from the FWHM of the spectrum
measured on the TP. For CP, a focal scan was performed at 10 nm - these
are all included on plot a, and shown in more detail in b. The defocus
variable is negative towards the plasma mirror, and postive away from the
plasma mirror. As well as the change in energies, both shots at +50µm
















Figure 4.14: Plot of mean full-angle of the beam versus thickness for all polarisations
and defocus distances
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sampled by the TP3 spectrometer.
A summary of the peak energies (of the modulated part of the spectrum) in the data
scan is shown in figure 4.13a for both circular and linear polarisation. There is no
clear relationship between target thickness and peak energy, nor target thickness and
energy spread. Comparing linear and circular polarisation also shows little difference,
although with linear polarisation the spectral modulation was not seen at 5 or 10 nm,
in contrast with circular polarisation. This is likely due to the increased target heating
from the linear polarisation which could cause the target to be destroyed and completely
underdense by the time the peak of the pulse arrives at the interaction. This is supported
by the lack of a beam for the 100 nm shot on an HR mirror instead of a plasma mirror,
which would increase the prepulse and could cause the target to be destroyed before
the main pulse. The effect of small changes in laser focus using circular polarisation
is shown in figure 4.13b, and shows some consistent variation with defocus position.
The Rayleigh range for the Vulcan Petawatt parabola is over 100µm, so this is showing
variation within the Rayleigh range, which could indicate a poor quality focal spot after
the plasma mirror. One variable that did vary with target thickness was the visible solid
angle of the beam as estimated from the RCF stack (in all cases, using the ‘B’ slice to
estimate the beam width), as shown in figure 4.14. The thinner targets often had much
more collimated beams than the thicker targets, as can be evidenced by comparing the
beam profile images of figures 4.6 and 4.9. Furthermore, the smaller beams usually were
observed at the same time as the Rayleigh-Taylor-like instabilities that will be discussed
more in the next section.
Before continuing, it is useful to discuss the errors involved in the extraction of the
spectra from both the TP and the RCF diagnostics. For the TP, there is a detection
threshold set by the noise of the scan from the image plate. By selecting a background
region adjacent to the parabolic trace, the standard deviation of the noise can be mea-
sured and used as a measure of the detection limit of the TP, as shown in figure 4.15.
For these two examples, there is no clear cutoff in the maximum energy as is often
seen for sheath accelerated beams. Instead, the spectrum seems to tail off into the
noise. Another key point to note is that the particle numbers shown in the spectra are
normalised per sr, as sampled through pinholes. The standard pinhole only sampled
10 nSr, and at higher energies each pixel of the scan represents a ∆E ∼ 0.1− 0.5 MeV.
For this part of the spectrum, the number of protons hitting the image plate per pixel of
the scan would therefore drop to less than 1 when d2N/dEdΩ drops to 5× 108 protons
MeV−1sr−1, providing another limitation on the sensitivity of the spectrometer which
in some circumstances can be more important than that from noise in the imaging plate
scan. The exact line is plotted in black on the graphs in figure 4.15. This could be
ameliorated by making the pinhole larger, or by decreasing the distance between the
whole spectrometer and the interaction region. However, both of these increase the size
of the track at the detector plane, causing issues with overlapping ion tracks at high
energies. Also, the calibration used to convert image plate signal into proton numbers
was only tested up to 20 MeV. Finally, as previously discussed, the signal on the image
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Figure 4.15: Energy spectra from the same data displayed in figure 4.9 (20 nm target
shot with linear polarisation at focus) for a) TP1 and b) TP2 showing
two detection limits. The blue line represents the limit due to noise on
the imaging plate scan in the region adjacent to the parabola track, and
the black line represents the minimum signal needed for 1 particle to enter
through the pinhole and hit the imaging plate per energy bin.
plate decreases with time after irradiation, and therefore some variation in the time of
scanning after irradiation can cause inconsistency within the results. The calibration
used [218] scanned the IP after 7 minutes after irradiation. For the Vulcan TAP experi-
ment, it was impossible to scan the image plate so quickly, due to the time taken to open
up the chamber and extract the detectors. The image plates were generally scanned
within 1-2 hours of exposure, and the calibration therefore needed to be modified to
take account in the difference in decay time. From figure 2 of [218], after 7 minutes the
signal has dropped to 90%, to 70% 1.5 hours after irradiation. Therefore, the calibration
was modified by this ratio.
For the RCF spectrum measurements, the error induced from noise is negligible com-
pared to the potential uncertainty introduced when converting from dose to particle
number. The approximations introduced are discussed in appendix D. One of the most
important effects is neglecting higher energy particles that do not stop in or near the
active layer of the slice, but still deposit energy as they slow. This will tend to over-
estimate particle number, especially for the lower energy slices. The problem is likely
not to be as important for an exponentially decaying spectrum, but could potentially
be very large for the quasi-monoenergetic beams investigated here. Other uncertainties
in the calculation of the particle number are in the extrapolation of dose to higher and
lower doses than used in the calibration, and also any small variations in the thickness
of the active layer in the RCF. Indeed, the RCF used on this experiment was taken from
two different production batches, which could lead to some small differences between
the two.
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4.5.2 Rayleigh-Taylor-like instabilities
Another distinct feature of the beam profile, seen in figure 4.5 was a bubble-like struc-
ture, in which regions of high dose on the RCF outlined regions of low dose. These have
been observed previously on a previous experimental campaign in Vulcan TAP (see
[176]), and were found to be derived from a Rayleigh-Taylor-like instability between
the laser pulse, which acts like a light fluid, and the plasma, which acts like a dense
fluid. Small perturbations leads to local increase in the laser intensity and therefore
radiation pressure, which further drives the instability. In this section, the details of
the bubble-like structures found in this experimental campaign will be compared with
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Figure 4.16: Thickness dependence of the Rayleigh-Taylor like instability pattern. All
shots were with circular polarisation at best focus, with a) 10 nm, b) 20 nm,
and c) 100 nm targets.
These characteristic features were only observed on this experimental campaign for
targets 10 nm and below. Of the 5 (seen 3 times out of 3 shots) and 10 (3 out of
7 shots) nanometre targets, the feature was observed. For two of the 20 nm shots, a
possible signature of the feature was observed, although not as obviously as for the
thinner targets. Above this, the feature was never observed. This thickness dependence
is shown in figure 4.16. For the 10 nm target, the feature is clearly observed up to
layer F of the RCF stack, corresponding to a minimum proton energy of 30 MeV and
a maximum of 38 MeV. The sizes of the bubble features remains constant from slice to
slice. For the 20 nm target there are some small similar features visible on the B slice
(fig 4.16 b, bottom), but not as clear as for the thinner targets. For 100 nm, although
there is some fine structure in the beam, it is phenomenologically very different from the
bubble-like structure seen for the thinner targets. This corresponds well to the results
in [176], which also only found such patterns for the thinnest targets.
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Due to the thinness of the walls of the instability feature and the experimental set-up
in which the beam profile is not known exactly at the position of the Thomson parabolas,
only interpolated from each side, means that it is difficult to know whether the Thomson
parabolas are sampling a bubble wall or the low dose region inside the bubble. Even
looking for large variations of particle number from detector to detector, the existence
of other apparent acceleration mechanisms on top of the RT-like instability makes the
spectral analysis difficult. Deriving the spectra from the RCF is more straight-forward,
but due to the limited numbers of pieces of RCF in each stack it makes it difficult to
see any spectral features, should they exist. Due to the similarity with the results in
[176], and described in detail in [230], detailed analysis of these features is therefore not
presented, although will be discussed again in the numerical simulations presented in
section 4.6.
























Figure 4.17: Demonstration of typical beam profile at high energies in a) slice C and
b) slice D, from a 100 nm DLC shot at focus with circular polarisation.
Note the extremely wide divergence of the dose deposition and the lack of
a clear beam. The corresponding spectra from all the TPs in the shot is
shown in c. (NB: the spectral peak seen in TP2 at low energies is due to
saturation of the detector)
Close inspection of many of the pieces of RCF at higher energies show a low dose
component with a very wide divergence, often off the edge of the stack, such as is
shown in figures 4.7 and 4.9. This wide angle dose usually overlaps with any central
narrow-spectrum beam, but also usually covers a much wider area on the RCF. Another
example is given in figure 4.17, which shows the extremely high divergence character
of the emitted proton beam. Indeed, this is evidenced in the TPs, all which show a
remarkably similar spectrum at energies above 10 MeV, from -10.9◦(TP2) to 20.2◦(TP3).
This correspondence between a highly divergence beam and similar spectra on the TPs
was extremely typical throughout the experiment. Although always highly divergent,
the beam was often pointing off in the direction equivalent to the right hand side of the
RCF, missing TP2 but being seen on TP1 and TP3.
Figure 4.18 shows the maximum energies from all the shots taken on the ultrathin
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Figure 4.18: Compilation of the maximum energies found on each TP from all the
nanometre targets shot during the experimental campaign, for a) protons
and b) carbon 6+ ions. This data includes both circular and linear polar-
isation and defocus shots +/- 80µm.
DLC targets during the experimental campaign for protons and carbon 6+. As well as
a general trend towards higher energies with the thinner targets, albeit with a lot of
spread, it is also interesting to see the relative maximum energies for the different TPs.
In particular, the proton maximum energy was often found in TP3, 20.2◦ off axis, rather
than on-axis or in the -10.9◦TP. The maximum carbon energies however show quite a
scatter between the three TPs. Both cases are contrary to what is normally found for
sheath accelerated beams, which typically give highest energies on the target normal
axis, decreasing off to either side.
Therefore, the maximum energies of the protons, and likely the carbons, seen in the
experiment appeared to be part of a highly divergent, low flux beam. This interesting
feature is distinct from both the spectrally peaked beams, compared to which it is more
highly divergent, and the R-T-like structures, which were only found on the thinnest
foils. It is therefore likely that the acceleration mechanism is again different to both
these previous cases.
4.5.4 Low energy rings
A final feature which was seen in figure 4.6 yet to be discussed were the low-energy rings,
which were seen or partially seen on the beam profile measurement on the majority of
the shots on the experiment. Figure 4.19 shows some examples of the low energy rings
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c) d)
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10 nm 10 nm
100 nm20 nm
Figure 4.19: RCF scans showing ring structures for a) 10 nm, b) 10 nm (on a different
shot), c) 20 nm, and d) 100 nm DLC targets, all for circular polarisation.
























Figure 4.20: Slices A (a) and B (b) observing the proton beam profile from a 10 nm
target shot with linear polarisation. The ring is clearly visible on slice
A, but not on slice B, which has been contrast enhanced to see detail. c)
The spectrum from the TPs, and equivalent spectral points generated from
RCF. Both TP1 and TP2 witness part of the ring structure, and therefore
sample the energy spectra seen in the ring. As before, RCF 1 and RCF
2 are calculated from the region above and below the part of the beam
sampled by TP1 and TP2 respectively, with the error bar representing the
spread of these two points.























Figure 4.21: Mean full-angle of proton ring seen on the shots against the target thick-
ness. As many of the rings were asymmetrical, the mean full-angle used
here is the average of the smallest and largest diameters in the ring. Miss-
ing from the plot are any rings that were big enough such that they only
partially appeared on the RCF (2×100 nm, 2×20 nm, 1×5 nm), or no rings
were visible (1×5 nm).
from four shots for three different target thicknesses. Indeed, in some shots the ring
structure even appeared to have angular corners, such as figure 4.19 a) in particular,
but also b) and d). Furthermore, the inner edge of the ring often exhibits an unusually
sharp change in the dose which again is particularly visible on b) and d). The angle of
emission varied - the smallest was measured to be 21± 2◦whilst the largest can only be
estimated due to being only partially on the RCF stack, such as figure 4.19 c). Indeed,
as can be seen by the two shots at 10 nm (a and b), the ring structure seems to vary
even shot-to-shot with the same target.
As the ring did not typically line up with a TP, a detailed spectrum could not be
obtained from each shot. However, on a couple of shots the ring feature did appear to
cross over the point sampled by the TP, such as the shot shown in figure 4.20. Here,
the ring again has angular edges, and is pointing approximately 5◦ off-axis. Fig. 4.20b
shows the next slice in which the ring feature is not at all visible. For this shot, the ring
overlaps with both TP2, at the left hand side of the image, and also TP1, at the centre
of the RCF. This allows the comparison of the feature to the detailed spectra from the
TPs, shown in c) along with the estimated points calculated from the RCF. The spectra
show a quickly dropping exponential spectrum at low energies (E ≤ 5 MeV) both in TP1
and TP2, which is not present in TP3. At higher energies, E ≥ 7 MeV, the spectra on
all three spectrometers become comparable, still exponentially decreasing but with a
much higher effective temperature, up to a maximum of approximately 15 MeV for all
cases. The other shots in which the ring was sampled by a TP also show a similar
behaviour, with the low energy part of the spectrum exhibiting a quickly dropping low
effective temperature proton beam.
The relationship of the mean full-angle of the ring against thickness is shown in figure
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Figure 4.22: Examples of raw images from optical probe demonstrating plasma expan-
sion and a jet-like feature from a 100 nm foil with linear polarisation. Shad-
owgraphy images are shown at 30 ps (a) and 230 ps (b) after the interaction.
The corresponding interferometry images are shown in (c) and (d). The
laser enters from the left, and the front surface is obscured by the tar-
get mount, leaving just the rear surface of the foil visible. Note that in
interferometry image (c) a shadow of the later image can be observed in
some small fringe shift away from the rear surface - this is due to imperfect
extinction of the polarisation corresponding to the later pulse.
4.21. There is no clear variance of the mean angle with target thickness, although the
smallest of the rings measured were with the thinnest targets. The thinnest targets (5
and 10 nm) were also more likely to show very angular structures such as those seen in
fig. 4.19a and fig. 4.20a. Apart from the smallest ring, seen from a 10 nm target, all
the rings were larger than the laser opening angle θ ≈ 18◦.
Such a high flux, exponentially decreasing spectrum is characteristic of a thermally
expanding plasma. Therefore, it is useful to look at the transverse probe images of the
interaction, which, given the two times, would show the bulk expansion of the plasma.
An example of the raw probe images from the two times, both shadowgraphy and
interferometry, is given in figure 4.22. Already after 30 ps (note: the timing is accurate
to approximately 5 ps, and was found as described earlier using a streak camera), fringe
shift is clearly visible more than 100µm away from the position of the original surface.
This velocity corresponds to proton energies < 100 keV, lower than were sampled in the
detector; however, this measurement is limited by the sensitivity of the interferometer
and likely the more energetic ions witnessed on the ion diagnostics are of insufficient
density to be observed via interferometry. Note that in the interferograms, especially
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Figure 4.23: Phase maps and estimated density profiles calculated from the interferom-
etry images shown in figure 4.22. a) and b) are the phase and density map
respectively for the probe timing at 30 ps, and c) and d) for 230 ps. Density
maps were calculated using the Abel inversion algorithm assuming cylin-
drical expansion around the centre of the expansion. In a), the phase map
is clearly not symmetrical, and so the Abel inversion is not entirely valid
and should be seen rather as an estimate. Density is in units of 1019 cm−3
(d) at later times, the fringe shift indicates a higher plasma density to both sides of a
central region, which could be consistent with the ring features seen on the RCF.
The interferograms can be processed to yield phase shift information, and assuming
cylindrical symmetry and using the Abel inversion algorithm described in appendix
C, can be turned into a plasma density, shown in figure 4.23. At the early time the
interferogram resolution is such that is hard to see fine detail, but it is possible to
see some asymmetry in the phase map, and an estimated density profile suggests two
columns of plasma, each with a diameter of less than 50µm. At the later time the
phase map looks much more symmetric and more amenable to Abel inversion. At
this later stage there still appear to be two columns of plasma to either side of the
axis of symmetry, which is also visible on the shadowgraphy images shown in figure
4.22. The evolution of this feature between the two images would suggest that these
plasma columns are moving outwards both longitudinally from the rear of the target,
and also transversely. The columns at later times are pointing at a slight angle, opening
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outwards from the rear surface. This feature visible on the probe images could therefore
correspond to the ring feature seen on the RCF. Although the probe data is shown from
only one shot here, most of the late time probe images showed a similar feature.
4.5.5 Summary of experimental results
From the above results, it is clear that there are a number of different ion acceleration
processes happening simultaneously, which present differently both on beam profile as
seen on the RCF, and also in energy spectrum, as can be seen from both the RCF and
the TPs. To summarise, there are: 1) an on-axis spectrally modulated proton beam,
with a peak energy that is anti-correlated with the maximum carbon energy, 2) bubble
features in proton beam due to the R-T-like instability seen from targets 5-20 nm, 3) a
divergent, high energy proton beam, and 4) a high dose, low energy ring feature which
can be both annular or with angular edges.
As mentioned previously, nanometre scale targets have also been shot in similar con-
ditions to those in this experiment and demonstrated the R-T-like instabilities seen also
on this experiment [176]. The experiment also showed some modulation of the carbon
ions for the thinnest 5 nm foil, and also showed low energy rings. Therefore, the bubble
features seen from the thinnest targets on this experiment have been seen before, and
seen in the same regime as previously described.
However, the spectrally modulated on-axis beam has not been demonstrated on pre-
vious experiments on Vulcan TAP. Spectral modulation has been seen from sheath
accelerated beams with different laser conditions using specially modified targets [147]
or by use of a prepulse [172]. Given the lack of special preparation of the target and
the ultrathin targets used on this experiment, the beam is unlikely to be caused by
a similar effect. Sheath acceleration requires the rear of the surface of the target to
remain unaffected by prepulse and the target to remain well overdense the entire inter-
action; however, a 5 nm foil, for which the spectrally modulated beam was seen, has a
thickness less than the skin depth of the laser pulse, and so this is unlikely to be true.
Furthermore, compared to [147], the proton flux seen here is significantly higher, by a
factor of 100. Dollar et al. [172] do not give absolute particle numbers.
Recent experiments from overdense gas jet targets with CO2 lasers has also shown
monoenergetic proton beams with extremely narrow spectral spreads. The acceleration
mechanisms will be studied and discussed later in the thesis, but Palmer et al. [73] saw
comparable proton flux through the pinhole as seen on this experiment (with no beam
profile measurement), whereas Haberberger et al. [74] showed significantly lower proton
flux. These monoenergetic beams are likely to be from radiation-pressure driven hole-
boring or electrostatic shock acceleration. However, these mechanisms would accelerate
all ion species to the same velocity, which is not seen on this experiment.
Indeed, the anti-correlation between the peak proton velocity and the maximum car-
bon velocity could give a promising indication of the acceleration mechanism responsible
for the spectral modulation of the proton beam. A number of recent papers have inves-
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tigated the effect of multispecies targets in both the radiation pressure [177, 178, 231]
and in relativistically induced transparency acceleration [76] regimes. In the radiation
pressure light sail regime, it was shown in PIC simulations that in a two species plasma,
the species with the lower charge to mass ratio will break up due to electron heating
and transverse instabilities, but the lighter species will continue to be pushed just ahead
of the heavier species, and maintain a small energy spread. In this case, the maximum
velocity of the heavier ions does correspond to the velocity peak of the lighter species,
just as seen on this experiment. In the simulations by Yin et al. [76] this was also shown
to occur in the relativistic transparency regime, where the expanding, accelerating car-
bon species continues to buffer a lower density proton species ahead of the expansion.
This so called self-cleaning mechanism therefore is a robust mechanism that can occur
in many situations in which intense lasers interact with ultra-thin foils which have at
least two species with different charge to mass ratios.
Rings are a common feature seen in proton acceleration experiments, and were seen
in similar conditions previously [176]. Indeed, one of the early seminal papers in laser
plasma ion acceleration by Clark et al. [13] demonstrated a ring feature on a detector
measuring proton beam profile behind the rear surface of the target, and attributed
them to magnetic fields induced by fast electrons inside the solid target. Lindau et al.
[138] demonstrated that shocks generated by the ASE on the front surface can disrupt
the rear surface of the target before the arrival of the main pulse, causing a deformation
and resulting in the beam moving off axis. However, both these experiments used
thicker targets (> 1µm). On this experiment, especially for the thinnest targets, it is
unlikely that the target remains overdense throughout the interaction, and therefore
other mechanisms could be important. It is possible that although in the central region
the plasma is quickly heated and expands with the protons buffered ahead of the carbon
species, transversely the ponderomotive force could result plasma being pushed away
from the laser axis, resulting in higher density off axis. Indeed, the probe interferometry
clearly indicates some columns of plasma expanding off the rear surface, which would
be consistent with both the position of the ring on the RCF as well as the exponentially
decreasing spectrum seen in the TP.
4.6 Numerical PIC simulations
To try to further elucidate the relevant physical mechanisms in the experiment, and in
particular identify all the acceleration mechanisms and beam profile features measured
in the experiment, 2D3V PIC simulations of the experimental were undertaken using
the Osiris PIC code [192]. Although solid density targets are normally difficult to fully
simulate with PIC, the experimental targets are so thin that it is possible to use a
high cell resolution and a high number of particles per cell while still maintaining a
computationally reasonable simulation.
There are still however some numerical considerations to take into account when
setting up the simulations. Firstly, the simulation box has to be large enough such
120 Chapter 4. Vulcan Petawatt interactions with ultra-thin foils
that the expansion of the target over the ∼ps length of the pulse; to give an estimate
of this, a 10 MeV proton will move ≈ 40µm in 1 ps. However, the cell size still has
to be kept small enough such that the target is resolved (ie ∆x  d, where d is the
target thickness). Furthermore, to model the electron heating correctly around the
laser-plasma interaction region, it is desirable to resolve the collisionless skin depth in
the laser propagation direction, ∆x  ls. These requirements require a longitudinal
cell size less than 1 nm. The limitations on the cell size and the total box size suggests
20,000 cells will be needed longitudinally. Transversely the box size requirement is given
by the focal spot size of the laser - a FWHM of 8µm suggests a transverse box size
of 40µm in order to capture the physics related to the intensity gradient of the focal
spot, and to avoid edge effects. The resolution requirements can be relaxed somewhat
in the transverse direction, although one might expect that making it too low could
cause some issues, especially if transverse modulations or hole-boring into the plasma
cause the interaction surface to be at an angle to the laser propagation direction.
As discussed in section 2.6, numerical heating is an important effect to take into
account when performing PIC simulations with solid density plasmas. To avoid self
heating, one must resolve the Debye length. For a 1 nm longitudinal cell size and a
1000nc initial charge density plasma, the Debye length will be resolved if the initial
temperature is ≈ 1 MeV. This is a very high temperature, and although the prepulse
of the laser may be expected to ionise the target and heat it prior to the main pulse,
it is unlikely to reach such a high temperature. Indeed, accurate modelling of the
initial expansion of the target during the rising intensity part of the pulse, before the
laser intensity rises enough such that the radiation pressure is higher than the electron
thermal pressure and hole-boring occurs, is likely to be extremely important. Yin et al.
[188] discuss in detail the importance of choosing an appropriate initial temperature in
their PIC simulations in similar conditions to this experiment; one can either choose a
cold plasma, and ignore Debye-length physics as well as cause unphysical self-heating, or
a warm plasma which may be artificially high but resolves all the important scale lengths.
Furthermore, initialising the plasma with an initial temperature will ensure expansion
of the target such that when the main pulse arrives the interaction density and therefore
the collisionless skin depth is lower, meaning the resolution requirements, and therefore
computing requirements, are relaxed. For most of the simulations performed here, an
initial electron temperature of 200 eV was used.
4.6.1 Initial simulation parameters
The simulations were initialised with a cell size 4×10 nm. As mentioned in the previous
section, the resolution limit for the ultra-thin targets is relaxed when introducing an
initial temperature, as the target will expand prior to the main interaction of the pulse,
as described later in this section. The validity of this assumption was confirmed by
running simulations with a smaller cell size (1 nm and 2 nm longitudinally), and no
change in the physics was observed during the early period of the expansion (100s of fs).
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Full simulations could not be run at this resolution due to computational constraints.
The box size was 120×40µm in order to see the full expansion of the target during
the pulse. The time-step was set to meet the Courant condition [194], which for these
parameters requires ∆t = 0.012 fs.
The target was a pre-ionised plasma with an initial step density profile, and of thick-
nesses 5-100 nm in x, where x is the laser propagation direction, and stretching to the
edge of the box in y, initially positioned approximately 40µm inside the box to simulate
expansion effects in both directions. The plasma electron density was initially set at
1000nc, with two ion species; a carbon species with density 900nc and a proton species
with density 100nc, each species distributed evenly across the plasma. This proton
species is motivated by the proton impurity in the DLC foils described in section 3.2.2.
The electrons were initialised at a temperature of 200 eV, as described above, and the
ions were initialised with no initial thermal velocity (Ti = 0).
The laser was introduced from the edge of the left hand side of the box, propagating
in x. The laser was initialised with a maximum normalised vector potential at focus of
a0 = 7 and with a gaussian transverse intensity profile with an effective focal spot size
(FWHM) of 8µm. The temporal profile is defined using a fifth order polynomial which
is designed to approximate a gaussian with a FWHM of 650 fs, but with bounded limits
at low intensity. The laser polarisation could be varied.
In this set of simulations, a number of parameters were varied to test both the va-
lidity of the simulation computational parameters and also to make comparisons with
trends and features seen from the experimental results. Studies were therefore made to
investigate the effects of changing the initial plasma temperature, changing the initial
target thickness, and also changing the laser polarisation.
4.6.2 2D simulation results
First, the simulation of the interaction of a circularly polarised pulse with a 20 nm
target of initial electron temperature 200 eV will be discussed. The charge density of
each species at different times during the interaction is shown in figure 4.24. Initially,
the target expands as the rising pulse transfers energy to the plasma. Eventually, the
radiation pressure, PR = (1 + R)IL/c, of the laser becomes sufficient to overcome the
thermal electron pressure, Pe = nekBTe, and begins to steepen the density profile at the
front of the interaction, as can be seen to start in fig. 4.24a. A transverse instability
is observed at the front surface, which will be described more in detail later. At this
stage, both the electrons, carbons and protons have expanded outwards together.
Radiation pressure is exerted on the front of the plasma for a short time, and quickly
the target deformation caused by both the transverse intensity gradient and the trans-
verse instabilities on the front surface increases the rate of electron heating, as circular
polarisation will only suppress electron heating when incident on the plasma at target
normal. The evolution of the electron temperature with time is given in figure 4.25a,
showing a steady increase in the electron temperature. The analytically calculated
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Figure 4.24: Charge density from the simulation for the electron (left), carbon (centre)
and proton (right) species, at 700 (a), 1000 (b) and 1400 (c) ps after the
start of simulation. The peak of the pulse arrives at the target at 1100 fs.
Charge density is in units of the enc. Note that the maximum density has
been saturated in the colourmap to emphasise effects in the focal spot.
ponderomotive potential of the laser is also plotted, and is calculated using the focus
intensity at the target plane as a function of time. The bulk electron temperature in the
PIC simulation therefore increases up to the ponderomotive potential. The maximum
density along the central axis, along with the position of the 7nc critical surface is given
in figure 4.25b. 7nc has been used as an estimate of the maximum relativistic critical
density, although in practice this depends on the instantaneous intensity. Note that
after an initial period of expansion, the critical surface is then pushed forwards for a
short time, reaching a velocity of 4×107 ms−1. This forward push begins approximately
500 fs into the interaction; taking the above formulae for the electron thermal pressure,
for ne = 100nc from 4.25b and Te = 0.15 MeV from 4.25a gives a thermal pressure
of 2.4 Gbar, which is comparable with the radiation pressure at this time calculated
from an intensity of 3× 1019 Wcm−2 (calculated from electric field diagnostic and with
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Figure 4.25: a) The electron temperature, calculated from all the electrons in the box
and assuming a single temperature plasma as a function of simulation
time, indicated by the blue line. Also plotted is the analytically calculated
ponderomotive potential calculated at laser focus as a function of time.
b) The maximum electron density from an averaged region at the centre
of the focal spot as a function of time (blue) and the position of the 7nc
critical surface as a function of time (red). After 950 fs, the maximum
density dropped below 7 nc.
R = 1), 2.1 Gbar.
Eventually, at approximately 950 fs after the start of the simulation, 150 fs before
the peak of the pulse arrives at the target and shown in 4.24b, the plasma becomes
relativistically underdense at the focal spot (ne ≈ 7nc), and the laser begins to be
transmitted through the plasma. Indeed, the electron temperature continues to in-
crease steadily during this phase (fig. 4.25a) even after the peak of the pulse arrives
at the target at 1100 fs. This causes a stage of rapid expansion of the electron and the
carbon species. The laser efficiently transfers energy to the electrons in the focal spot,
which then transfer their energy to the carbon atoms, as has been shown previously in
numerical simulations of the relativistic transparency acceleration mechanism [75, 76].
As the protons can respond to electrostatic fields in the plasma faster than the carbons
due to their higher charge to mass ratio, they are quickly pushed ahead of the expand-
ing plasma, as seen in 4.24b and c. Throughout the remaining acceleration, the proton
species remains buffered ahead of the accelerating carbon species.
The final px-py phase space of the carbon and proton species is shown in figure
4.26. These show clearly the absence of low velocity protons being emitted along the
laser axis, whereas the carbon species would not show any such feature. An on-axis
spectrometer simulated from the central msr of the interaction is shown in figure 4.27a.
They reproduce qualitatively the shapes of the carbon and proton spectra seen on the
experiment, although the predicted energies, both peak and maximum, are somewhat
higher in the simulations than in the experiment.
The evolution of maximum carbon and proton energy as a function of time is given in



























































Figure 4.26: Momentum phase space of the a) carbon and b) proton species at the end
of the simulation, integrated over the entire box before any of the particles
leave the simulation box. Images are displayed in log scale to highlight
features.




















































Figure 4.27: a) Signal from a simulated an on-axis spectrometer sampling only the cen-
tral mSr of the beam, calculated from the px − py phase space. Particle
number units are arbitrary and have been normalised at 1 for each species.
b) Increase in proton and carbon energy as a function of time. Final dip
in proton energy occurs as particles begin leaving the box.
figure 4.27b. As the target becomes relativistically underdense at approximately 950 ps
into the interaction (see figure 4.25b), the majority of the energy gain occurs during
the relativistically transparent phase. Indeed, the final front surface recession speed
measured from figure 4.25b is ≈ 4 × 107 ms−1, equivalent to approximately 8 MeV/u.
This is much lower than the maximum energy observed by the end of the simulation,
and hence the main acceleration mechanism for the carbon species in this simulation
was not RPA, but relativistic transparency acceleration. The protons continue to be
accelerated, pushed ahead of the carbon species, during both RPA and relativistically
transparent phases. Therefore, this self-cleaning mechanism for sufficiently small targets
appears to be independent of the acceleration mechanism.
This increase in the maximum energy of the protons, which are spatially removed from
the carbon species, appears to be due to a further sheath formed around the proton
bunch caused by the extremely high temperature electrons accelerated by the laser.
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This can be seen in both the charge density (fig. 4.24c) and the momentum phase space
plots (fig 4.26), which shows the most energetic protons continuing to be accelerated
despite already being spatially separated from the carbon species. The properties of this
enhanced sheath acceleration proton bunch indicates a very high divergence beam, with
energetic protons being emitted up to 45◦off laser axis. Indeed, the maximum kinetic
energy of the protons emitted at 20◦, such as was sampled on the experiment, is very
close to that predicted on-axis.
4.6.3 Adjusting initial temperature
The initial temperature for the above simulation was chosen as 200 eV; a scan was per-
formed to see how the simulation dynamics varied with a change in initial temperature.
Simulations were performed at an initial temperature of 0, 0.2, 3, and 10 keV. The sim-
ulation with an initial temperature of 0 eV proved to be numerically unstable, with the
electrons almost instantly heating up to ∼MeV temperatures and exploding before the
laser pulse even arrives at the target.













































































Figure 4.28: a) The maximum density and the relativistic critical surface position for
a simulation with an initial temperature of 10 keV, and b) the maximum
carbon and proton energy as a function of time for the same simulation.
The initial temperature would be expected to influence the target expansion before
the intensity becomes high enough such that the radiation pressure can overcome the
electron thermal pressure and begin hole-boring into the plasma. Therefore it might
be expected to change the time that the target becomes relativistically underdense,
and potentially affect therefore the final energy of the protons and ions. The maximum
density and the position of the critical surface as a position of time is given in figure 4.28a
for a simulation with the electron temperature initialised at 10 keV. The critical surface
expands up to 1µm away from the initial target position, compared to only 0.2µm for
the 200 eV initial temperature. The target turns relativistically underdense at 920 fs into
the simulation, in contrast to 940 fs for the 200 eV simulation. This appears to manifest
in a higher proton and carbon maximum energy, as seen in figure 4.28b. Comparing the
energies to those seen in figure 4.27b, the final maximum proton energy increased from
64 to 74 MeV, whilst the carbon energy has increased from 29 to 37 MeV. Indeed, this
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small change in the point where the target becomes relativistically transparent seems
to be key; at 900 fs, the maximum carbon energy from both simulations are similar
(≈ 4 MeV), whereas at 1000 fs the 10 keV simulation has reached a maximum carbon
energy of 12 MeV, while the 200 eV simulation is closer to 8 MeV. The 3 keV simulation
was in the middle of these two.
Therefore, the initial temperature can have a substantial effect on the plasma dynam-
ics and the time at which the target becomes relativistically underdense to the laser
pulse. However, the main phases of the interaction remain similar, and the temperature
was left at 200 eV for the rest of the simulation scans.
4.6.4 Adjusting laser polarisation
On the experiment, both circular and linear polarisation were used to irradiate the tar-
get. The hypothesis was that circular polarisation can suppress electron heating, reduce
plasma expansion and therefore sustain the radiation pressure dominated stage of the
interaction before the target becomes relativistically underdense. Circular polarisation
will cease to be effective at suppressing electron heating once the surface deforms and
vacuum heating occurs. Indeed, on the experiment, little difference was seen between
the circular and linear polarisation. To investigate this, simulations were performed
with linear polarisation, both with the E-field in the plane of the 2D simulation (p-)
and with the E-field transverse to the plane of the simulation (s-), to compare with the
circularly polarised simulation above.
Changing the polarisation to s- and p- linear polarisation did exhibit some differences
to circular polarisation. Firstly, the maximum proton energy at the end of the laser
pulse, which was 64 MeV for the circular polarisation, increases to 68 MeV for s- and
80 MeV for p- linear polarisation. This coincides with the target becoming transparent
sooner, as would be expected, from 950 fs with circular to 850 fs with s- and 775 fs with
p- polarisation. Using circular polarisation, therefore, does allow the target to remain
overdense for longer, but as the main energy gain occurs after the target becomes
relativistically transparent, it suppresses the maximum ion and proton energy.
One clearly apparent variation between the polarisation cases is the transverse in-
stability seen during the radiation pressure dominated phase before relativistic trans-
parency. Figure 4.29a and b show the electron charge density in the focal spot region
during this phase for p- and s- linear polarised light. Although some modulations are
visible for the p- polarisation, they are much clearer and more strongly developed for
the s- polarisation. To explain this, one must consider the nature of the electromag-
netic fields in a 2D simulation. For p-polarised light, the laser’s electric field acts in
the transverse direction; a single electron in a plane wave would therefore be expected
to perform a figure of 8 motion as described in appendix A. However, it can also be
shown that for a 2D simulation with initial p-polarisation, it is impossible to induct
magnetic fields in the x-y plane of the simulation, and they remain perfectly zero for
the entire simulation. On the other hand, with s-polarisation such magnetic fields can
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Figure 4.29: Electron charge density, zoomed in on focal spot, during the radiation
pressure phase at 800 fs into the simulation for a) p-, b) s- and c) s-p- laser
polarisation. All charge density plots in colour units of the electron critical
density enc. d) The evolution of electron heating as a function of time for
all four polarisation cases
be generated, but the single electron motion now is dominantly in the x-z plane, which
affects essential physics. Indeed, in the case of s-polarisations strong B-fields (8×104T)
are generated in the x-y plane in the location of the transverse instability, for which the
magnetic pressure ≈ 50 Gbar is higher than the surrounding thermal pressure. These
magnetic fields could be important to the instability growth. For example, the pho-
ton bubble instability which bears many similarities to the Rayleigh-Taylor instability,
and has been shown to form astrophysically in magnetised atmospheres [232, 233] and
accretion-power pulsars [234], are only supported in magnetised plasmas.
In light of these two simulations, a further simulation was performed with the fields
polarised at 45◦ to the plane (‘s-p- polarisation’), such that transverse single electron
motion would be partially in the simulation plane, but B-fields could still be generated
in the plane. The resultant effect on the transverse instability is shown in figure 4.29c.
The instability features are still very apparent at the very centre of the focal spot,
but less so towards the edge. As these transverse instabilities have suggested as a
potential limitation for RPA, it seems important to keep polarisation effects in mind
when performing numerical simulations. Ideally, 3D simulations would give a more
accurate description of what might be expected on experiments, but these were not
performed due to being prohibitively computationally intensive.
Finally, the effect of polarisation on electron heating was also compared, as this is a
key parameter for the electron dynamics, shown in figure 4.29d. Indeed, p-polarisation
caused a great increase in the electron heating, whereas s- and even s-p- showed very
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similar electron heating properties to circular polarisation. This increase in electron
heating is likely to explain the increased ion energies seen for the p-polarisation case,
and explains the earlier onset of relativistic transparency. Indeed, the enhancement of
the instability in s- and s-p- may be due to the increased electron temperatures breaking



























Figure 4.30: Scaling of a) maximum carbon (red circles), b) maximum proton (blue
squares) and c) peak proton (green diamonds) energies with initial target
thickness, and all other parameters kept the same. d) Time at which the
maximum on axis electron density drops below ne = 7nc. For d = 100 nm,
the target never drops below this threshold. As before, the peak of the
pulse arrives at the target at 1100 fs.
The difference in the dynamics of the laser plasma interaction as a function of target
thickness was also investigated numerically, for target thicknesses d between 5 and
100 nm and all other parameters held constant. The parameters of the accelerated ion
beams and the dynamical stages of the interaction were found to vary over this range,
as is shown in figure 4.30, where the maximum carbon and proton energies, and the
peak proton energy are plotted against target thickness. These were all found to be
maximised for a d = 10 nm target. Also plotted in figure 4.30 is the time tt in the
simulation that the target became relativistically underdense (ne < 7nc) for each of the
thicknesses.
For the thinnest target d = 5 nm, the peak target density drops quickly, with the
electron density on-axis falling below 7nc well before the peak of the pulse interacts
with the target. By the time the peak of the intensity does arrive at the target the
electron density has already dropped to less than 1nc, having expanded out and also
pushed out from the focal spot due to the ponderomotive force. Although the hot
electron temperature is approximately the same at the peak of the pulse as for the
thicker targets, the lower electron density results in less transfer of energy to the ion
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species. For the d = 10 and 20 nm targets, the energies of both species was found to be
highest.
For d > 20 nm targets, the maximum energies decreased again. Indeed, for the
thickest target simulated, the target did not become underdense at any point in the in-
teraction. However, despite this the interaction never displayed characteristic radiation
pressure acceleration. The bulk electron temperature was still extremely high inside the
target due to vacuum heating caused by target deformation and transverse instabilities,
and this causes extreme thermal pressure which balances the radiation pressure of the
laser. Due to the high electron temperature, an electron sheath is formed at the rear
of the target and still results in high maximum energies, although not as high as for
the thinner targets mainly accelerated in the relativistic transparency regime. There is
still some spectra modulation of the proton spectrum; as the proton charge density is
still a lot lower than the carbon/electron charge density, and a large proportion of the
electrons are heated to form the sheath, the sheath itself is not entirely neutralised by
an expanding proton species and therefore a bunch of protons can move together down
the sheath potential. However, the peak proton energy is no longer so closely matched
to the maximum carbon density, as indicated in figure 4.30 for d = 60 and d = 100 nm,
and the maximum proton and carbon energy cease to show much variation with target
thickness. The existence of spectrally modulated beams in this parameter regime agrees




































































Figure 4.31: Carbon charge density towards the end of the interaction for an initial
target thickness a) d = 10 nm and b) d = 60 nm. Charge density is in units
enc. The carbon momentum phase space plots from the time for each
thickness are shown in c) and d) respectively plotted with a logarithmic
colour map and with arbitrary units.
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One of the other factors that appeared to vary a lot over the thickness range in the
experiment was the ‘bubble’ feature in the beam profile measured on the RCF, which
only appeared for the thinnest targets (d ≈ 5 − 20 nm). In the numerical simulations,
transverse instabilities are clearly visible forming during the overdense period of the in-
teraction, and the features are maintained in the carbon species after the target becomes
transparent. This is demonstrated in figure 4.31, which compares the carbon density
profile from a 10 nm and 60 nm target towards the end of the laser plasma interaction.
The thinner target maintains long horizontal structures, which are maintained through-
out the underdense interaction. The modulations in the transparent stage are seeded by
the transverse instabilities seen during the radiation pressure dominated stage of the in-
teraction, as shown in the previous section in figure 4.29. The thicker target shows some
density modulation, but not as clearly. This is also reflected in the momentum phase
space shown in figure 4.31c and d. For the 10 nm target, clear features corresponding to
the horizontal filaments are seen clearly, and if in 3D and projected onto a beam profile
diagnostic could produce clear bubble like features. However, although this feature is
seen in the carbon species, the numerical simulations do not show any evidence of the
feature being present in the proton species, in contrast to the experimental results. It
is possible that this could be due to the numerical simulation not implementing the
proton impurity correctly, in either the initial distribution of proton charge density or
the number of particles used to represent the species.
4.6.6 Increasing transverse box size
For most of the simulations, the transverse box size was kept at 40µm to minimise
the computational requirements. However, although this may model well the physics
of the laser plasma interaction around the focal spot, it may miss any effects further
outside of the focal spot. Indeed, in sheath interactions the rear source size from thicker
(µm scale) targets has been measured to be ≈ 100 − 200µm[37], much wider than the
simulation box. This is likely to be significantly higher than for ultra-thin targets, as
the electron beam divergence from the front surface combined with the target thickness
causes the large rear surface acceleration region in sheath acceleration. However, it is
still useful to see the effect of increasing the box size on the simulation.
For this scan, an initial target thickness of 5 nm was simulated with both a 120×40
and 120×80µm box. The 5 nm target was used as the reduction in particle number
means that requires less computational resources than for a thicker target, and hence
it is possible to simulate the entire laser-plasma interaction even with the expanded
box, maintaining the same cell size. The bigger box size did not affect any of the main
properties of the dynamics of the plasma inside the focal spot, but it did show some
interesting features outside of the focal spot. The electron charge density near the
end of the simulation for both cases is shown in figure 4.32. The wider box shows the
formation of a small electron channel, with higher electron charge density at the edge of
the channel, which is not present with the narrower box. The ponderomotive pressure
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Figure 4.32: Electron charge density for a transverse box size of a) 40µm and b) 80µm,
but otherwise identical simulation parameters, placed on the same scale
axes. Charge density in units of enc
of the laser pulse in the relativistically underdense plasma pushes electrons down the
intensity gradient to the edge of the focal spot. Although this is at a much earlier time
and smaller scale than the experimental data presented in the probe image, it is likely
that this feature, continuing to expand outwards after the end of the laser pulse, could

















































Figure 4.33: Proton momentum space towards the end of the laser plasma interaction for
a 5 nm initial thickness target with a box size of a) 40µm and b) 80µm.
These plots are displayed with a logarithmic colour scale with arbitrary
units. c) The number of protons against angular emission for protons with
kinetic energy between 2 and 8 MeV.
Expanding the box also revealed more information about the proton acceleration
outside the laser focal spot. The px-py momentum phase space is shown for the two cases
in figure 4.33a-b. Although along the laser axis the maximum energy and acceleration
does not change, due to the differences in plasma dynamics outside of the focal spot
combined with energetic protons leaving the simulation box prior to the end of the
simulation causes much of the large angle information to be lost. With the larger
transverse box, an angular jet can be seen in the proton momentum space. The angle
of emission of all the energetic protons between 2 and 8 MeV travelling in the forwards
direction is shown in figure 4.33c, showing a clear ring feature with a full angle divergence
∼ 40◦, very similar to that seen on the experiment.






















Figure 4.34: Maximum carbon and proton energies, and peak proton energies against
maximum a0 of simulated laser pulse, for CP and a 20 nm target, with all
parameters remaining the same.
4.6.7 Intensity scan
The peak and maximum energies of both the proton and carbon species in the simu-
lations presented above have all been significantly higher than seen on the experiment,
by a factor of 2-3. This could partly be due to the limitations of performing 2D simula-
tions. The main energy gain was shown to be linked to the acceleration in the relativistic
transparency regime, and it has been shown in comprehensive sets of simulation that in
this regime, the main energy gain occurs for electron densities between ne ≈ γnc when
the target becomes transparent, to ne ≈ nc as the target continues expanding (see e.g.
[75, 76]. In 2D, the plasma can only expand in one transverse dimension instead of two,
and it is possible that this maintains the efficient acceleration for longer.
Another potential cause for the overestimation of energy in the simulations is the
incident laser intensity. Although the transmitted energy of the laser after the plasma
mirror was measured with a calorimeter, and the pulse length measured by autocor-
relation after compression, the focal spot of the full power beam was not measured,
but assumed to be the same as low power mode without use of the plasma mirror. As
the plasma mirror is triggered by the near field of the focusing laser, it is possible that
non-uniformities of the near field could have resulted in a poor quality focal spot. As
the focal spot was not measured it is impossible to simulate the actual interaction pulse,
but the effect of a poor quality focal spot would be to decrease the intensity.
Therefore, the maximum a0 of the incident pulse in the simulations was varied between
2.1 and 11.3 to investigate the effect on proton and carbon energies. The results are
shown in figure 4.34. At the lowest intensity, an a0 = 2.1, the target remains overdense
throughout the entire laser plasma interaction; the radiation pressure never overcomes
the electron thermal pressure and there is no transparency phase. The accelerated
beams are therefore best described by sheath acceleration, and there is no clear peak
in the proton spectrum caused by separation of species. Increasing the intensity to an
a0 = 4.2 recovered similar behaviour to the case explored above (a0 = 7), with stages of
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plasma expansion, radiation pressure acceleration, and relativistic transparency, though
the maximum energies of both the carbon and the proton species match much better the
results seen in the experiment. Increasing again to an a0 = 11.3 shows further increase
in energy, and gives an approximately linear scaling between a0 and kinetic energy,
which indicates that proton energies in excess of 200 MeV and carbon energies in excess
of 1 GeV could be achievable for an a0 ≈ 20. This scaling of the ion energies, Ei ∼ I1/2
matches the ponderomotive scaling for electron heating proposed by Wilks et al. [70],
which predicts Thot ∼ (IλL)1/2. This would be consistent with the proposed acceleration
mechanism in the relativistic transparency regime, where the laser directly accelerates
the bulk electron population which in turn transfers energy to the ion species.
This scan kept the target thickness fixed; however, as was shown in section 4.6.5 and
also shown in e.g. [188], the maximum energies depend on target thickness, and it is
likely that for an increasing intensity, the beam would be optimised by increasingly
thicker targets, to ensure maximum energy gain by ensuring the target does not become
relativistically transparent too quickly.
4.6.8 Simulation summary
The numerical PIC simulations have therefore confirmed and added further insight into a
number of the phenomena seen in the experiment. An initial period of plasma expansion
as the rising pulse of the laser heats the target occurs. As the intensity increases such
that the radiation pressure becomes larger than the electron thermal pressure, and
the laser can start to hole-bore into the target. As the hole-boring deforms the target
surface, electron heating increases dramatically, causing the target to expand thermally.
Furthermore, transverse instabilities at the laser-plasma interface also develop, causing
breakup of the target and further increasing electron heating.
Eventually the expansion causes the electron density to fall below the relativistic crit-
ical density, and the laser is transmitted through the target. At this point, the carbon
species continues to be accelerated efficiently due to relativistic transparency accelera-
tion. During this heating and expansion of the carbon species, the lower density but
higher charge-to mass ratio proton species expands ahead of the carbon ions, showing
spectrally modulated spectra with the peak energy anti-correlated to the maximum en-
ergy of the carbon species, as was seen in the experiment. Further proton acceleration
happens at the rear edge of the buffered proton bunch due to sheath acceleration, re-
sulting in a divergent beam. Expanding the transverse size of the simulation box also
showed evidence of an electron channel forming in the expanding plasma due to the
ponderomotive force of the laser when the target becomes transparent, causing a char-
acteristic ring structure emitted from the target, also substantiating the experimental
evidence. Although some bubble-like structures caused by the transverse instability can
be seen initially in the proton species, they appear to be washed out by the end of the
simulation, contrary to experimental evidence. The structures do however remain in
the carbon plasma for d < 40 nm.
5 Laser driven collisionless shocks and
monoenergetic ions
This chapter discusses results from a series of experimental campaigns at the Accelerator
Test Facility (ATF) at Brookhaven National Laboratory in the United States between
2009 and 2011. The experiment was a collaboration between Imperial College London,
the ATF and Stony Brook University. First, the background and motivation for the
experiment will be discussed, followed by a description of the experimental set-up and
a brief overview of the results from the observed monoenergetic ion beam. Then, the
details of and results from the transverse probe diagnostic will be presented, demon-
strating laser hole-boring and the late stage evolution of electrostatic collisionless shock
waves. Results will be given for both helium and hydrogen gas, and links will be made
between the observed features and ion acceleration. This will be followed by detailed
analysis of 2D and 1D collisionless PIC simulations discussing both the monoenergetic
ion acceleration mechanisms and the formation of shocks and solitary waves, comple-
menting the observed experimental results from the optical probe diagnostic.
5.1 Experimental set-up and motivation
Although solid-targets have been widely investigated as a target for laser-plasma ion ac-
celeration, they have some limitations when looking towards high repetition rate sources
for applications. Firstly, running at a high repetition rate requires a dynamic target
mount such as a tape drive, which involves moving parts and provides challenges in re-
producing the position of the target to an accuracy of a Rayleigh length. Secondly, solid
targets typically form hydrocarbon layers on the surfaces and a number of different ion
species are accelerated at once. If accelerating low Z species such as protons or alpha
particles, the presence of higher Z materials will increase the amount of bremsstrahlung
and therefore increase radiation shielding requirements. If accelerating high Z targets,
the targets have to be specially prepared to remove hydrocarbon impurities on the sur-
face of the solid target. A further issue with solid targets is the production of debris
which can damage optics and other components. It could therefore be advantageous to
use a different target type, such as a gas jet target.
For optical or near-optical lasers, which comprise most of the active high power lasers
currently operating in the world, the critical density is ≈ 1021 cm−3, above the normal
range of a supersonic gas jet. Proton acceleration from an underdense gas jet from
sheath acceleration has been demonstrated [140]; however, an underdense gas jet is not
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Figure 5.1: Set-up diagram for the gas jet ion acceleration experiment on the ATF laser
system.
suitable for exploiting novel acceleration regimes such as radiation pressure acceleration.
This limitation can be removed by using an intense CO2 laser with a central wavelength
≈ 10µm and a corresponding critical density ≈ 1019 cm−3, easily achievable by existing
gas jet technology. This set-up has the added advantage of creating a plasma which,
though overdense to the drive pulse, is underdense to optical light, and therefore the
dynamics inside the plasma of an overdense interaction can be directly diagnosed using
standard optical techniques such as shadowgraphy and interferometry.
An experiment was therefore performed using the CO2 laser at the ATF to irradi-
ate overdense and near-critical plasmas using a gas jet target. The laser system was
described in section 3.1.4. The laser was circularly polarised throughout the entire
experiment. A streak camera running on most shots gave some details of the laser tem-
poral profile, and revealed a pulse train with on average 70% of the energy on each shot
was in the leading two pulses, with a pulse length of each pulse τL = 6 ps with ≈ 18 ps
pulse to pulse length. The experimental set-up is shown in figure 5.1. The laser was
focused down using an off-axis parabola to a spot size w0 = 60µm with an estimated
a0 ≈ 0.5. The laser was focused 700µm above the gas jet. During the experiment,
both a 2 mm and a 1 mm gas jet were used, as described in section 3.2.1. The gas was
varied between hydrogen and helium, and the backing pressure was varied between 5
and 70 bar, corresponding to maximum electron densities of 0.7 and 11.2 nc respectively,
assuming full ionisation, on the gas jet axis 700µm above the nozzle. The density of
the hydrogen and the helium gas was measured in situ for pressures above 30 bar, and
were extrapolated linearly downwards. This was supported by characterisation work at
Imperial College at lower pressures.
The ion beam was measured using a magnetic spectrometer. Ions that pass through
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Figure 5.2: a) Raw images of the scintillator detector used in the magnetic spectrometer
for four different shots. The values on the right hand side of the plots give
the estimated ratio of the laser intensity to the plasma density for each shot.
b) The energy spectrum calculated from the shots in a. The label at the
bottom corresponds to the labels on each shot in a. c) The variation of
proton energy against 4I/nec for different shots. The vertical error bars
represent the energy spread of each shot. Figure adapted from Palmer et
al. [73].
the pinhole, placed 1.7 m from the gas jet along the laser axis and with a diameter
0.6 mm, are deflected in the magnetic field according to their energy and are detected
using a polyvinyltoluene scintillator screen imaged by an 16-bit Andor Ixon EMCCD
camera. The ion energy could be calculated by the deflection from the neutral point
where the scintillator was excited by neutral particles and radiation. As well as the ion
diagnostic, the plasma was diagnosed using a transverse optical probe beam, which will
be described in a later section.
5.2 Summary of ion results
When using hydrogen gas, the 1 mm nozzle and varying the maximum density between
4 and 8nc, proton beams of exceptionally small spectral width were observed using the
ion spectrometer. Proton beams were seen up to ≈ 1 MeV, with an energy spread as
small as ∆E/E ∼ 4%. The analysis of the proton beams from this experiment was
mainly performed by C. A. J. Palmer, and is described more in detail in references [230]
and [73]. A short summary will be given here to motivate the analysis of the probe
images and the PIC simulations performed in this chapter.
Examples of the raw images captured by the EMCCD imaging the scintillator screen
for four different shots with different ratios IL/ne are shown in figure 5.2a. Most re-
markable about these results is the extremely low energy spread seen from the beams.
In particular, the top spectrum of fig. 5.2a shows an almost spherical signal on the
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scintillator. As the width transverse to the dispersion direction gives a measure of the
instrument function of the circular pinhole, the signal in the dispersion direction can
be deconvolved to give the true spectrum. The spectra before (solid lines) and after
convolution (dotted lines) are given in figure 5.2b. Shot a reached an energy of over
1 MeV with an energy spread of 4%. The trend between proton energy and increasing
IL/nec is given in figure 5.2c, showing an increase in energy with increasing IL/ne. The
straight dotted lines indicate the dependence on IL/nec estimated by the 1-D hole-boring
model, although with a higher intensity (×11) than the vacuum measurement as will be
discussed later. Such dependence on IL/nec is highly indicative of radiation-pressure
driven acceleration.
Such a proton beam is a significant conceptual advance upon previous attempts to
create spectrally modulated proton or ion beams by manipulating rear target surfaces
in sheath acceleration (such as [148] or [147]) which not only significantly complicates
the experimental arrangement, but also demonstrated far lower spectral brightness than
the proton beam shown here. Further discussion of the ion acceleration mechanisms and
scaling to higher energy will be given later in this chapter.
5.3 Transverse probe diagnostic
The probe beam, a frequency doubled ND: YAG (λL = 532 nm, τL = 5 ps), is used
earlier in the CO2 chain to control a Kerr-cell, and is therefore jitter free with respect
to the drive pulse. The collimated probe pulse passes transversely through the plasma
and then an imaging lens before being split into two by a beamsplitter; one split is
imaged directly onto a CCD giving shadowgraphy, and the other is passed through
a Mach-Zender interferometer, in which the portion of the beam that passes through
the plasma is overlapped with part of the beam that passes through the vacuum next
to the plasma to provide interferometry, a diagnostic of plasma refractive index and
therefore density. Phase reconstruction and density estimation using Abel inversion
was performed as described in appendix C. In both cameras, an interference filter was
used to allow transmission of only light of the probe wavelength, minimising the amount
of signal resulting from self-emission from the plasma.
The relative timing between the drive (CO2) beam and the probe beam was adjusted
using a 4-pass remotely adjustable delay stage on the drive beam path. The position
of this stage was accurate to 0.5 mm, corresponding to an error on all probe timings
of ±7 ps. The timing was adjusted on the experiment from approximately 50 ps before
the interaction, to look at the effect of the prepulse on the gas, up to 2 ns after the
interaction, showing the late stage dynamics of the plasma well after the laser plasma
interaction had finished.
The magnification for each camera was calculated by inserting an object of known
thickness into the object plane, and was found to give a resolution of 2.7µm/pixel for
the shadowgraphy, with a field of view of 3.80×2.85 mm. For the interferometry camera,
there was 5.2µm/pixel transversely and 4.8µm/pixel vertically, with a field of view of
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3.35× 2.30 mm. The imaging resolution was estimated using Zemax [235], a ray tracing
program used for design of optical systems, and found to be approximately 10µm1.
Before each set of shots, a reference image was taken for both cameras. In the case of
the interferometry camera, the reference image is used to characterise fringe shift for the
data images. For the shadowgraphy images, the reference could be used to post-process
the experimental data; by dividing pixel-by-pixel the data image by the reference image
any initial non uniformities in the probe beam or diffraction patterns caused by dust
on optics can be minimised. Furthermore, in some cases a Fourier filter has been used
to highlight features of interest and remove high frequency noise in the shadowgraphy.
This will be explicitly stated when used.
5.4 Optical probing of hole-boring and shocks in helium
plasma
Although the proton beams described above were accelerated using hydrogen, helium
was also used as a target gas. The laser was focused 700µm above the 2 mm nozzle,
providing an initial neutral gas profile which is well approximated by a trapezoid with
plateau width 1.6 mm and side ramp length 0.4 mm. The peak density was initially
fixed at ne,max = 1.8nc, and the probe timing compared to the initial pulse was varied
from t = −60 to +1600 ps, where t = 0 indicates the time that the first high intensity
pulse begins interacting with the plasma.
5.4.1 Early time evolution
The probe timing corresponding to t = 0 ps was found to an accuracy of ±5 ps by a fine
timing scan, looking for plasma formation on the probe image. This is demonstrated in
figure 5.3 which shows the interferograms of a series of shots at times near t = 0, along
with the processed phase shift corresponding to the interferograms. At the earliest
time, t = 0 ps, the probe and the drive pulse arrive at the target at the same time
and the interferometry shows significant blurring as seen in figure 5.3a, as the plasma
is developing extremely quickly over this timescale. Images taken at t = −60,−13 ps
showed absolutely no plasma at all, and at t = −7 ps showed a very small blurring of
the lines, possibly due to small prepulse or the very beginning of the first intense pulse.
At a later time, t = 18 ps, there is both more phase delay and less blurring, signifying
a denser or larger plasma with less evolution over the duration of the probe pulse. This
is consistent with the estimated density profiles calculated from assuming cylindrical
symmetry around the laser axis, and then performing the Abel inversion on the phase
maps presented in figure 5.3e, as shown in figure 5.4a. The density estimated from
the interferometry is near or just above the critical density, with a lower density region
region visible along the laser axis where the laser’s ponderomotive pressure has driven
1Zemax simulations performed by M. Polyanskiy
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Figure 5.3: a)-c) Raw interferometry images taken at t = 0, t = 18, and t = 40 ps
respectively. d-f) Phase shift recovered from fringe spacing of the interfer-
ometry images shown at top. All images have the same colour-bar, which is
in units of radians of phase shift. Laser enters from the left, and the nozzle































Figure 5.4: Estimated density profiles for t = 18 (a) and t = 40 ps (b), calculated from
Abel inversion assuming cylindrical symmetry around the laser axis from
the phase maps shown in figure 5.3e and f. Initial peak density calculated
assuming full ionisation from the gas characterisations suggests ne,max =
1.8nc.
electrons out sideways, and created a steepened density at the front surface of the
plasma.
Even later, at t = 40 ps (fig. 5.3c&f and 5.4b), again the plasma demonstrates little
evolution over the duration of the probe, but the amount of fringe shift has increased
further. The estimated density profile confirms the increase in plasma density, the
maximum of which agrees well with the projected maximum density from the neutral
gas characterisation, suggesting full ionisation of the plasma. There still appears to be
a region on laser axis where the laser has bored a hole into the plasma, with higher
density to each side than in the centre. This hole diameter d ≈ 50µm is comparable to
the laser focal spot size, consistent with what would be expected from laser hole-boring.
As mentioned, the laser typically consisted of two intense pulses spaced ≈ 25 ps apart,
which is consistent with the displayed results. The first pulse overlaps with the probe
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Figure 5.5: a) Shadowgraphy image taken at t = 30 ps, for a ne,max = 3nc with b)
interferometry from the same shot and positionally overlapped with the
shadowgraphy images. The yellow line indicates the estimated initial critical
surface position, as explained in the text.
beam at t = 0 ps, the plasma after the first pulse is imaged in fig. 5.3b&e at t = 18 ps,
and the plasma after both pulses shown in fig. 5.3c&f.
Another example of an the plasma shortly after the end of the laser plasma interac-
tion from a different shot with ne,max = 3nc is shown in figure 5.5. The shadowgraphy
image (5.5a) shows a channeling feature with transverse width d ≈ 100µm narrowing
to less than 50µm at the end of the channel. The yellow line in the image indicates
the estimated position of the initial critical surface of the plasma. This was calculated
using the neutral gas density characterisation. It is difficult to assess the accuracy of the
position of the line; firstly, the neutral gas density was not measured at this correspond-
ing pressure in situ for helium as the interferometer wasn’t sensitive enough, and the
calibration therefore relies on linear extrapolation from higher densities, and secondly
there is also the error in the calculation of the density profile from the phase extrac-
tion and numerical Abel inversion routine. In particular, the Abel inversion routine is
quite sensitive to the estimated central position, and can also show deviation due to
noise in the interferogram or from phase extraction. Therefore, it could potentially be
≈ 10− 20µm off the actual position. However, it does appear that the sharp feature on
the shadowgram penetrates past the initial critical surface into the overdense plasma.
Defined features on shadowgraphy, as described in section 3.3.1, are due to high
d2n/dx2 and therefore represent regions where there are sharp changes in density gra-
dients, as would be expected at the front surface for a hole bored by an intense laser
into an overdense plasma. The narrowing of the hole-boring feature towards the end of
its path, as also seen before in figure 5.3, provides further evidence for self-focusing and
therefore a potential intensity enhancement of the laser pulse at the interaction critical
surface. The position along the laser axis of the sharp feature on the shadowgraphy is
therefore 45 ± 10µm from the position of the initial critical surface. Considering that
this probe image was taken at t = 30 ps, and assuming that this feature originated
at the initial critical surface, this would suggest an average velocity of this front of
(1.5± 0.3)× 106 ms−1.
It is useful to compare this value to the estimated hole-boring speed using the laser


















Figure 5.6: a) Phase profile as derived from interferogram and b) resultant density pro-
file using Abel inversion from the same shot as the image shown in 5.5. The
units of the density map are nc. The corresponding interferometry image
is shown in c) - this is the same as fig. 5.5b, but cropped to show exact
position of features compared to original images.
and plasma parameters. For a laser pulse with peak intensity 5 × 1015 Wcm−2, and a
plasma with electron density ne = 1nc, the estimated average hole-boring speed over
the FWHM of the pulse is ≈ 1.9× 106 ms−1. However, this value does not account for
any possible self-focusing. Also, this velocity only acts during the pulse itself; even if
assuming hole-boring over both pulses, this corresponds to an average velocity over the
30 ps of v ≈ 0.8 × 106 ms−1. However, the hole-boring equation only is valid during
the laser pulse - it does not make any estimation about the action of the plasma front
surface after the laser plasma interaction finishes.
The corresponding raw interferometry image is shown in figure 5.5b, again with the
position of the estimated critical surface indicated in yellow. The outline of the feature
seen clearly on the shadowgraphy is also visible on the interferometry image, and close
inspection of the fringes inside and outside of the feature indicate a higher fringe shift
at the wall of the feature than inside it, as would be expected from a density evacuated
channel. Indeed, this is shown in the density profile derived from the phase profile
shown in figure 5.6. There is a small feature with reduced density corresponding to the
location of the channel feature on the shadowgraphy. Better resolution of the density
near this region is limited by the low resolution of the interferometry. Indeed, this
feature shows overcritical plasma both below and above the depression, confirming that
a hole is being bored into an overdense plasma. The off-axis density profile is also
a confirmation of the estimated critical surface position from the neutral density gas
profile discussed above. Moving outside of the channel to 70µm away from the laser
axis implies a critical density location in the laser propagation direction agreeing to
within ≈ 15µm compared to the estimated profile from the calibration with neutral
gas. However, the off-axis density profile could be augmented by the electrons in the
channel being pushed out to the sides, or by incomplete ionisation off-axis.
The evolution of the plasma at early times therefore demonstrates laser-hole boring
into an overdense plasma, both from shadowgraphy and interferometry. Narrowing of
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Figure 5.7: Shadowgraphy images taken at a) t = 200, b) t = 500, and c) t = 1600 ps
after the initial interaction, all for identical conditions and with a maxi-
mum electron density ne,max = 1.8nc. Images have been Fourier filtered to
emphasise shock feature. Vertical yellow lines indicate the estimated initial
position of the critical surface, as before. Directly below are the estimated
density profiles d-f) for the same shots as a-c) respectively. Here, the initial
critical surface is indicated by the black line. The units of the density map
are nc.
a hole-boring channel to d ≈ 50µm was observed, indicating laser self-focusing which
could increase the laser intensity at the front critical surface. The experimentally esti-
mated hole-boring velocity agrees well with the analytically calculated velocity.
5.4.2 Timing scan
As well as investigating the plasma just after the laser plasma interaction, sharp features
remain on the shadowgraphy images until much later times in the interaction. The
timing of the probe pulse compared to the drive pulse was delayed up to 1.6 ns after the
laser plasma interaction. An example of the plasma evolution for identical conditions
and with a maximum electron density ne,max = 1.8nc are shown in figure 5.7. At
200 ps (fig. 5.7a) there is still a channel-like feature near the estimated position of the
critical position. Compared to the time just after the laser plasma interaction, the
transverse width of the channel has increased at all points to d ≈ 150µm, compared to
the 50-70µm seen before. There is still a clear vertical feature on the shadowgraphy,
which has moved further into the plasma compared to earlier times. As these features
remain sharp, they indicate that even later on in the evolution of the plasma there are
still regions remaining with a very high d2n/dx2, indicative of strong electron density
perturbations.
There are also some horizontal features to the right of the front surface of the inter-
action, which were sometimes apparent at this density at earlier times and are possibly
due to some channel formation from a lower intensity pulse prior to the highest intensity

































Figure 5.8: a) Longitudinal position of density perturbation as a function of time for
ne,max = 1.8nc (red circles) and ne,max = 3nc (blue squares). Green solid
line indicates the experimentally estimated initial hole boring speed, and
the dotted lines indicate potential late time velocities of the structure. b)
Radial expansion of the shadowgraphy feature originating from the sides of
the laser hole-bored channel at the longitudinal position of the initial critical
surface.
pulse, before the plasma ionised sufficiently to become overdense. Alternately, it could
be due to some electron transport effect; this will be discussed more in section 6.3.3.
The estimated density profile from this shot, shown in figure 5.7d, demonstrates that at
this late stage the plasma still has an electron density ne > 1019 cm−3, and also shows
that an evacuated region remains at the front surface.
Figure 5.7b shows the shadowgraphy image of the plasma at t = 500 ps after the laser
plasma interaction. The feature in the shadowgraphy, caused by a sharp density pertur-
bation, has moved even further forwards, away from the critical surface. Comparison
with the density map in figure 5.7e shows that the sharp feature on the shadowgraphy
is inside the dense plasma. Even later at t = 1.6 ns, shown in figure 5.7c&d, the feature
has continued to move further forward from its initial position.
Such a sharp density feature whilst the laser-plasma interaction is occurring could
be explained by the sharp interface at the critical surface of a laser-plasma interaction.
However, this image is taken well after the laser plasma interaction, and any sharp
interface that did exist at the front surface should eventually be relaxed, as the heated
plasma temperature results in a pressure pe that drives plasma expansion. The rate of
expansion into vacuum is dependent on the sound speed cs at the surface [91].
The location of the shadowgraphy structure as a function of time is shown in figure
5.8a, for two timing scans with different electron densities. The velocity of the feature
reduces from an initial velocity v ≈ 106 ms−1 to a final speed for both densities v ≈
5 × 104 ms−1. For a lower electron density, the shock propagation distance appears to
be higher, suggesting faster propagation at a lower density.
As described in 2.5.6, radiation pressure and localised heating at the front surface can
also cause collisionless shocks to form, moving away from the front surface into the dense
plasma. Under the right conditions, the collisionless shocks continue to be driven as long
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as the laser interacts with the plasma. Although there have been a number of numerical
simulations of laser driven collisionless shocks, few works consider the evolution of the
shock after the laser pulse finishes interacting with the plasma, and none in the case of
shocks driven by CO2 lasers in gas density plasmas. The experimental results shown
here would be consistent with an isolated density perturbation moving into the plasma.
These structures are consistent with solitary ion acoustic waves (introduced in section
2.2.2), which the collisionless shock waves decay into after they are no longer driven by
the laser pulse, as will be shown later. Although clearly visible on the shadowgraphy, no
defined density perturbation is found in the interferometry images; this is likely due to
the low resolution of the interferometry causing any density perturbation to be blurred
out.
From the discussion of solitary acoustic waves presented in section 2.2.2, a key pa-
rameter is the ion acoustic sound speed of the plasma, given by cs =
√
kbTe/mi. As a
collisionless shock wave loses energy from particle reflection after the laser plasma inter-
action has ended, it will stop reflecting when its energy drops below the critical Mach
number, Mc. It was shown in section 2.2.2 that Mc = 1.6 in the isothermal electron
approximation, and Mc ≈ 3.1 assuming complete trapping of the electrons, although
strongly driven shocks can have critical Mach numbers exceeding this [80]. As the shock
wave will stop reflecting once its velocity drops below the critical Mach number, with-
out particle reflection the wave becomes a solitary acoustic wave. As there is no more
energy dissipation due to reflection, it would be expected that the solitary wave would
maintain this Mach number.
The electron temperature was not measured on the experiment; however, by making
some approximations of laser energy absorption into the plasma it is possible to make
order of magnitude estimation of the temperature. The typical plasma size seen on the
probe images was ≈ 500µm and assuming a constant density and full ionisation over the
plasma the number of electrons can be estimated as 1.2 and 2.0× 1015 for ne,max = 1.8
and ne,max = 3nc respectively. By assuming an absorption efficiency of laser energy into
electron temperature of 30%, and an average laser energy of 2.5 J gives an estimated
electron temperature of 2.1 and 1.3 keV and sound speed of 2.1 and 1.7 × 105 ms−1
respectively. Although this makes a number of approximations and estimates, this
shows reasonable agreement with the speed of the shadowgraphy feature.
As described, the timing scan shows the structure slowing in time, from an initial
speed v = 1.5× 106 ms−1 to v ≈ 5× 104 ms−1. From the hypothesis of an ion acoustic
solitary wave, a reduction in speed of the wave could be caused by a few things: 1) a
relaxation of the maximum trapping condition to the isothermal condition (or in other
words, the potential associated with the wave decreases such that fewer electrons are
trapped in its potential), which could correspond to a decrease in velocity by a factor
of two, 2) a reduction in electron temperature of the plasma, or 3) dissipation due to
the expansion of the wave as it moves outwards into the plasma.
Another key parameter when considering collisionless shock waves and solitary acous-
tic waves is the collisionality of the plasma. For a shock to be collisionless, the scale
























Figure 5.9: Scaling of ion-ion mean free path with fast particle velocity in the approx-
imate conditions of the experiment. Curves are shown for ni = ne/2 =
1.5× 1019 cm−3, 0.75× 1019 cm−3, and 0.1× 1019 cm−3.
length of the shock must be significantly less than the relevant collisional mean free
path. For an electrostatic collisionless shock, or a solitary acoustic wave, the key colli-
sional process is the ion-ion collisional rate. The mean free path can be calculated using




4/(niZ4e4 ln Λ) (5.1)
where mi is the average ion mass in units proton mass, v is the relative velocity, and
ln Λ is the Coulomb logarithm. With a background temperature 1 keV and density 3nc,
ions moving through the plasma at a velocity of 1.5× 106 ms−1 have a collisional mean
free path of over 50 mm, much larger than the features seen in the shadowgraphy and
even the entire plasma. However, as the mean free path scales with 1/v4i , ions moving
at a vi = 1×105 ms−1 have a collisional mean free path on the order of microns, smaller
than the feature size seen at later times. This is plotted in figure 5.9 for different
densities present on the experiment, assuming an electron temperature Te = 1 keV.
However, as the electron temperature only contributes to the Coulomb logarithm, even
an order of magnitude change gives only a small change to the ion-ion mean free path.
Considering the 1/v4i scaling and comparing the speeds to the late-time speeds seen in
the experiment, it is likely that as the shock slows, it transitions from a collisionless to
a collisional regime.
As well as longitudinal propagation of the structure, the radial expansion of the
structure at the initial critical surface was also calculated, and is shown in figure 5.8b
for timing scans at both densities. These show practically no difference between the
two maximum densities. This is likely due to the similar transverse profiles at the
critical density point for each gas pressure. The velocity of the expansion appears to
be approximately constant up to later times, with v ≈ 3 × 105 ms−1. Similar radially
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expanding features have been previously measured from channels formed in underdense
plasmas and attributed to collisionless blast waves [237] and it has also been shown that
such collisionless shocks can also accelerate ions [184]. More discussion on the transverse
expansion of such waves will be given in chapter 6.
The timing dataset with helium plasma therefore demonstrates that in addition to
laser hole-boring, there is also a density perturbation formed which stays well defined
for over a nanosecond propagating into the overdense plasma. This observed features
of the perturbation, including its shape and evolution in time, are consistent with what
would be expected from a solitary ion acoustic wave.
5.5 Optical probing of hydrogen plasma
The preceeding section described the evolution of a helium plasma, instead of a hydrogen
plasma from which the monoenergetic proton beams were measured. Indeed, no ion
beams were observed from the helium plasma shots; comparison of the estimated energy
from ions reflected at a potential moving at v = 1.5×106 ms−1 predicts a kinetic energy
of 50 keV/nucleon, well below the low energy cut-off of the detector. As a fully ionised
helium ion has half the charge to mass ratio of the proton, the corresponding hole-boring
velocity is 1/
√
2 slower than expected for hydrogen, reducing the potential energy per
unit nucleon by a factor of two.
The ionisation potential of hydrogen is significantly less than for the second bound
state for helium (24.6 eV for He1+, 54.4 eV for He2+, compared with 13.6 eV for H+).
Therefore, even for the same potential maximum electron density, a hydrogen plasma
may be expected to be physically larger, causing a larger amount of refraction and
making probe imaging more difficult. Furthermore, the proton beams in the experiment
were found only between 2 and 8nc, and monoenergetic beams only between 4 and 8nc,
higher than the densities investigated with the helium plasma. This also increased the
maximum refraction, and caused significant darkening on many of the probe images due
to the light being refracted outside of the collection angle of the imaging lens. These
limiting factors resulted in a reduced number of useful optical probe data-sets with the
hydrogen plasma.
Despite these limitations, a number of features are visible on the probe images of
the hydrogen plasma. Firstly, it is useful to analyse all the shots which resulted in
the production of a proton beam, and identifying features that these plasmas have in
common. When the hydrogen gas jet was used, the nozzle was switched from the 2 mm
to the 1 mm nozzle, giving a density profile which is well described by a triangle with
a zero to maximum density scale length l = 825µm, as described in section 3.2.1 (see
also [238] figure 2).
Examples of probe images at early times for the hydrogen plasma is shown in figure
5.10. Figure 5.10a shows a shadowgraphy image at t = 15 ps, likely showing the plasma
between the two main pulses. This image shows a number of interesting features. Firstly,
there is a full bubble feature formed where the laser pulse has propagated towards the
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Figure 5.10: Shadowgraphy images for a) t = 15 ps, ne,max = 6.7nc, b) t = 55 ps,
ne,max = 6.2nc, with the corresponding interferometry images in c-d) re-
spectively. All displayed images correspond to shots in which an ion beam
was detected on the proton diagnostic. In all images, laser enters from the
left, and the gas nozzle is at the bottom
denser part of the gas jet, the region labelled ‘1’ on the image. The corresponding
interferometry image 5.10c shows that this is an evacuated region with an increase
in density wall corresponding to the visible feature on the shadowgraphy. Ahead of
this first bubble feature, the shadowgraphy image shows a further series of bubble like
features, decreasing in size towards the denser plasma. Unfortunately, interferometry
for these areas is very blurred due to plasma motion and ionisation during the probe’s
transit of the plasma, making quantitative analysis difficult. There appears to be a
dense wall in between the first (evacuated) bubble feature and the second, labelled
‘2’ in the image. This would potentially provide a sharp wall for the second pulse
to interact with, which as will be shown later appears to be an important feature for
efficient acceleration at the front surface. As well as the bubble-like features, there are
also some straight filamentary structures, indicated ‘3’ on the image, up to 0.5 mm long
pointing out from the structures near the focal spot. Although blurry, these appear to
correspond to regions of slightly higher phase shift on the interferograms, suggesting a
higher electron density inside the filaments to outside.
At later times shortly after both pulses the shadowgraphy demonstrates a much more
developed feature, as seen in figure 5.10b. The evacuated region at the front surface has
expanded dramatically, and is again indicated as 1. There still appears to be a dense


























Figure 5.11: a) Shadowgraphy and b) interferometry images for a shot with ne,max =
5nc at t = 140 ps.
wall at the front of the main plasma structure, indicated 2, but discontinuities and dark
regions in the interferometry again cause detailed analysis to be challenging.
Figure 5.11 shows the shadowgraphy and interferometry of a shot taken at t = 140 ps
with an initial ne,max = 5nc. This is one of the lowest densities at which monoenergetic
ions were seen, and due to this lower density has slightly clearer fringe shift than the
images at higher density, revealing more about the interaction. Similarly to those shown
previously, there is a large bulbous feature, and even at this lower density the edges of
the feature exhibit no transmission, preventing complete analysis of the density inside
the feature. Inside this bulbous feature, there appear to be some features near the front
surface coinciding with a large localised increase in fringe shift, marked as region 1 in
figure 5.11. There are two separate high density features, that are bending in towards
the density gradient of the plasma. These high density features appear to be 80µm in
width in the probe image, although this could be an overestimation due to the feature
not being parallel to the probe beam. At the rear surface of the bulbous feature, shown
in figure 5.11 and indicated as region 2, there is still significant fringe shift beyond the
darkened area at the end of the bulbous feature, indicating that the feature does not
correspond the edge of the plasma. These late-stage features are likely due to blast
waves forming after the deposition of energy near the focal spot during intense laser
plasma interaction, and a more detailed description will be given in the next chapter,
section 6.3.1.
On some, but not all, of the probe images with H2, the apparent rear edge of the gas
jet is apparent on both shadowgraphy and interferometry, as shown in figure 5.12. The
position of this feature corresponds to the estimated rear edge of the gas density profile.
Interferometry and phase measurements (fig 5.12b,c) indicates an increase in plasma
density at this location. This feature is likely due to ionisation from energetic electrons
escaping at the rear surface, as occurs in sheath formation in ion sheath acceleration
































Figure 5.12: a) Shadowgraphy of a shot with initial density ne,max = 6.7nc at t = 170 ps.
The previously described features are present, as well as another feature
at the rear of the gas jet. The position of this feature corresponds to the
estimated rear edge of the gas jet. b) Zoomed in interferometry of feature
indicated by red box and c) derived phase map, in units radians.
from solid targets. The existence of this feature indicates that some hot electrons are
generated in the interaction despite the use of circular polarisation, as due to heating
resulting from the deformation of the target. Indeed, inspection of figure 5.12 indicates
that plasma has expanded outwards from the edge of the gas jet. However, by t = 170 ps,
plasma has expanded approximately 150µm away from the initial back edge of the gas
jet, corresponding to an average velocity v ≈ 106 ms−1. This velocity by itself is not
sufficient to account for the energies seen on the spectrometer, though the calculation
is limited by the sensitivity of the interferometry and the plasma could extend further
out than is visible here. However, the key evidence that this feature is not important
for the ion acceleration mechanism is that it was not present for most of the shots from
which proton beams were seen. Sheath acceleration is likely to be inefficient from these
gas jet targets due to the rear of the targets having a long density scale length, as has
been shown by rear surface heating of solid targets [137]. Furthermore, the large size of
the targets means there will be no refluxing to enhance the rear sheath, and the large
deformation of the front surface during the interaction is likely to give the generated
hot electron beam a large divergence, which combined with the large target size means
the hot electron density at the rear surface will be low.
5.6 Experimental conclusions and discussion
The experimental probe data therefore demonstrates hole-boring at the front surface,
confirmed by both shadowgraphy images and by interferometry analysis showing evac-
uation of electron density around the focal spot of the laser past the initial estimated
position of the critical density surface. A timing scan with helium gas demonstrated
long lasting structures moving forwards into the plasma away from the interaction point,
which are consistent with solitary ion acoustic waves formed due the laser-plasma front
surface interaction. The waves were seen to slow in time, and likely become collisional
towards the end of their evolution based on arguments of the mean free path of ion-ion
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collisions and the sharpening of the density front. Hole-boring was also demonstrated
using hydrogen gas, although the high densities used made recovery of the plasma den-
sity profile and more detailed analysis of fine features difficult.
These results help to explain the monoenergetic proton beams seen on the proton
spectrometer. Front-surface acceleration mechanism such as hole-boring and shock ac-
celeration are both predicted to potentially generate spectrally modulated ion beams
(for example, see [71, 181]), although some studies show that the sheath fields at the rear
of the plasma cause significant broadening of the spectrum leaving the plasma [239, 240].
As discussed in section 2.5.5, the ion energy predicted from hole-boring acceleration in










where ni is the ion density, IL the laser intensity, and R the reflectivity of the light at
the opaque plasma surface. Assuming R = 1, ni = nc, and IL = 5×1015 Wcm−2 predicts
a reflected energy of 200 keV, below the maximum energies seen in the experiment
(Emax ≈ 1 MeV). As ni = nc is the lowest possible density for an opaque plasma, and
indeed the interaction density is likely higher than this, the maximum proton energy
could be explained by hole-boring if the intensity is significantly higher than predicted
from the calculation of the intensity from the vacuum spot. However, the experimental
probe data did show evidence for channels at the front surface with diameter d < 50µm,
smaller than the initial focal spot, which suggests potential self-focusing of the beam
that would increase the on-axis intensity. Shrinking the focal spot diameter by a factor
of two would increase the predicted maximum energies of 800 keV, closer to that seen
on the experiment.
Another potential explanation for the increase in proton energy would be a if there
was a combination of hole-boring at the front surface and a boost from a rear plasma
sheath as the beam exits the plasma. However, as discussed in the discussion of figure
5.12, a gas jet will typically have a very long shallow rear density gradient, which has
been shown to disrupt sheath acceleration. Furthermore, although an apparent sheath
was seen from optical probing on some hydrogen shots, it was only on a minority of
the shots which also demonstrated energetic proton beams, suggesting that it is not
important to the beam acceleration mechanism.
A further issue with hole-boring as a potential acceleration mechanism for this ex-
periment is the extremely low energy spread of the proton beam. As the hole-boring
speed and hence reflected ion speed depends on laser intensity, and laser intensity varies
temporally, a spread of energies would be expected. As the laser intensity increases
from zero, a spread of reflected ions between vi = 0 and vi = 2vb would be gener-
ated. Although any ions with vi < vb,max would be caught by the hole-boring and
re-reflected at the hole-boring front to higher energies, a spread of velocities between
Ehb = (1/ni)(IL/c) and Ehb = (4/ni)(IL/c) (setting R = 1) might be expected, giving
a spectrally modulated beam, but with a much wider energy spread. Such large energy
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spreads have been seen in numerical simulations of hole-boring with overdense targets
[71]. An energy spread of 4% seems difficult to explain within this context. However,
by combining the inherent time dependent intensity of the laser with a perfectly tai-
lored density gradient, it is possible to recover a more monoenergetic spectrum such
that Ei ∝ IL/ni remains constant, at least on the rising edge of the pulse. Assuming
a gaussian temporal intensity profile with pulse length (FWHM) τ = 5 ps, the corre-
sponding density profile required for a constant vhb is also gaussian with a full width
half maximum L = vhbτ ; for a 1 MeV proton beam this corresponds to a hole-boring
speed of 7× 106 ms−1 and L = 35µm. Such a short scale length does not correspond to
the neutral gas density profile before the interaction, but it is possible that the effect of
the pulse train could lead to a steepened density profile, as will be discussed further in
section 6.2.
A second possibility is acceleration by a collisionless electrostatic shock wave driven
by the intense laser pulse at the front surface of the plasma. Collisionless shock-waves,
as described in section 2.2, can be formed due to the laser radiation pressure acting
as a piston at the front surface, and will accelerate particles to vi,sh = 2vsh, where vsh
is the speed of the shock. Collisionless shock waves will not form in all conditions in
intense laser interactions with overdense targets; various scans of laser and target pa-
rameters have been performed numerically to study the conditions for shock generation
(for example, [239]). However, the shock velocity is necessarily higher than the piston
velocity so that it moves ahead of the laser-plasma interaction interface. This would
therefore predict higher maximum energies than hole-boring acceleration, albeit with
a reduced accelerated particle number, as particles are only partially reflected at the
shock interface, and could provide an alternative explanation for the energetic proton
beams.
5.7 2D PIC simulation
Due to the complex nature of shock generation and the laser hole-boring mechanism,
and to discern the difference between them, it is useful to investigate the experimental
conditions with numerical PIC simulations. The 2D3V PIC code OSIRIS [192] was
used to simulate the interaction. A wide range of simulation parameters were used to
highlight different stages of the interaction, and each will be described in turn.
Before beginning with the description of the simulations, it is important to consider
the limitations of our simulations compared with the experimental conditions. Firstly,
modelling the entire pulse train is extremely difficult due to limited computational re-
sources, and limited information from the experiment about the details of the lower
intensity pulses after the main pulse in the pulse train. Therefore, the simulations here
have only used one intense pulses to describe the interaction. Furthermore, as the code
does not include any ionisation physics, the target has been initialised preionised, assum-
ing full ionisation of the target inside the simulation box. As shown in the experimental
results, the total amount of plasma is shown to increase between the first and second
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Figure 5.13: a) Electron charge number density at t = 4.3 ps, near the peak of the
pulse, and b) the electron and ion density and electric field lineouts from
the centre of the of the simulation box at the same time. c) and d) show
the same variables just after the pulse ends at t = 8 ps.
intense pulse, suggesting that ionisation dynamics may be important in the interaction.
Finally, collisions are not included in the simulation, and as such the collisional stage
of the interaction described in the experimental results can not be replicated in the
simulations.
First, simulations investigating the importance of the scale length of the front density
profile will be described and analysed, and multiple pulse effects considered. Due to
the large spatial and temporal scale of the interaction, to better resolve the interaction
at the front surface a further set of simulations will be described investigating hole-
boring and shock production at the target front surface. The scaling of the acceleration
mechanism with intensity, target density, and species will all be discussed.
5.7.1 Effect of density gradient and double pulse
The initial simulations consist of a circularly polarised laser irradiating a preionised
hydrogen plasma with a linear density gradient going from 0 to 7.5nc in 200µm. The
maximum electron density is representative of the maximum electron density used on
the experiment when protons were observed, although the density gradient is shorter
than used on the experiment to limit the size of the simulation box. The laser was
input from the left boundary with a pulse length FWHM τ = 5 ps, a focused spot size
w0 = 65µm and a normalised vector potential a0 = 0.5.The simulation box is 360 by
520µm with a cell size of 32× 170 nm.
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Figure 5.14: On-axis proton spectrum at the end of the interaction from the numerical
2D PIC simulations using a front density gradient of a) 200, b) 100, c) 50
and d) 25µm.
The details of the electron charge density during and just after the main pulse is given
in figure 5.13 in two dimensions and using a lineout down the laser-axis. During the laser
pulse, characteristic oscillations in the electron and proton number density are formed
in the underdense ramp with wavelength λ ≈ λL/2. These are similar to the density
modulation described by Estabrook and Kruer [241] in which they demonstrated the
formation of a standing electromagnetic wave due to the laser reflecting off the critical
surface, causing bunching of the electron density at the nodes. The lineouts confirm
that this bunching occurs in both the electron and the ion density. Indeed, some of the
bunches have reached a density above critical density. At the peak of the pulse, the
longitudinal electric field plotted in figure 5.13b shows that there is a large accelerating
field near one of the bunches at x ≈ 136µm, which is pushed forwards in the laser
propagation direction.
As the pulse continues to irradiate the plasma, the density bunches dissipate, and
eventually a space charge field is formed at the n = nc interface. The plasma profile at
the end of the pulse is shown in figure 5.13c&d; by this stage, the bunching caused by
the standing wave has dissipated, reducing the electron density in the initial underdense
region. The radiation pressure has caused recession at the front surface and steepened
the density profile. Furthermore, a series of density perturbations in both the ion and
electrons are propagating forwards into the plasma. Ion acceleration has occurred both
during the bunching phase and also towards the end of the interaction when the density
profile has been self-steepened, and protons are seen up to 0.9 MeV, consistent with the
range of energies seen on the experiment. However, even looking only along the laser
axis, simulating an experimental spectrometer, there is no monoenergetic peak in the
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emitted proton spectrum, contrary to the experimental results.
The effect of changing the front density scale length was examined by varying the
length of the linear slope between the vacuum and the maximum electron density. As
mentioned, the simulation described above used a scale length l of 200µm; three more
simulations were performed with l = 25, 50, 100µm. The simulations demonstrated that
by reducing the density gradient the characteristic initial bunching seen in figure 5.13a
reduces in the underdense region, and the laser can efficiently exert its pressure at the
critical surface earlier in the interaction. The on-axis energy spectra of the accelerated
proton beams is shown in figure 5.14. Changing the scale length has a marked effect on
the proton beam. As the ramp is shortened, a quasi-monoenergetic peak is observed in
the spectrum, with ∆Ek/Ek ≈ 10%. This modulation of the energy spectrum appears
to be directly related to the reduction in bunching due to the standing wave, allowing
a cleaner reflection of the pulse at the critical surface.
The quasi-monoenergetic peak comes at the cost of maximum energy; this continues
to drop as the density scale-length becomes shorter. This is due to the increase of
density at the self-steepened vacuum-plasma interface for the shorter scale lengths; in
the rising pulse, there is hole-boring at a lower speed due to a decreased intensity, but
by the peak of the pulse the hole-boring has driven far enough into the plasma such
that the density is much higher, such that EK ∼ I/ρ remains lower.
In light of this, it is important to discuss the effect of multiple pulses due to the
pulse-train structure used in the experimental campaign. Each intense pulse, as it
interacts with the plasma, has the potential to accelerate ions, and will also modify
the density profile of the plasma such that the next pulse that arrives interacts with a
different density profile. Indeed, as is shown in figure 5.13, even a long density profile
self-steepens by the end of the interaction, meaning that secondary pulses are likely
to occur with a sharper density gradient. The scan of proton energies with density
scale lengths as described in figure 5.14 suggests that the density profile will have a
significant effect on the accelerated proton beams. Given the extremely low energy
spread of the observed beams in the experiment, comparison with simulations would
suggest that these monoenergetic beams are only observed from a steepened density
profile. Therefore, it is likely that the first pulse in the pulse train acts to steepen the
density profile before the second intense pulse can efficiently exert radiation pressure
on the target, producing the monoenergetic beam seen on the experiment. As the
accelerated beams appears to be very sensitive to the density profile, the fluctuation in
the number and intensity of pulses in the pulse train could explain the low reproducibility
of the proton beams.
5.7.2 Single pulse with sharp density gradient
To gain a clearer understanding of the front surface dynamics, and to allow an increase
the simulation resolution of the plasma, a series of follow-up simulations with a smaller
box, higher resolution and a step gradient were undertaken. The simulation box was



















Figure 5.15: Ion density profile at a) t = 3.5 ps, b) 7.8 ps, and c) 13.0 ps after the start
of the interaction. The peak of the pulse arrives at the target at ≈ 7 ps.
The charge density is in units of nc.
initialised with cell size 16× 170 nm and a total box size of 65× 500µm. The cell size
provides 600 cells per laser wavelength and over 400 cells per collisionless skin depth.
This small cell size is required instead to resolve the shock structures created during
the interaction. The same pulse as the previous section (τ = 5 ps, a0 = 0.5) is focused
onto the front of a pre-ionised hydrogen plasma with a density of 2nc and a step density
gradient. The electrons were initialised with 16 electrons and 4 protons per cell. This
higher number of particles was to attempt to reduce numerical heating which will affect
the characteristics of the shock.
The ion charge density at three different times in the simulation is shown in figure
5.15. As the rising intensity pulse arrives at the target, the electromagnetic radiation
is reflected at the surface of the overdense plasma, exerting radiation pressure on the
surface. Initially, the dynamics follow the hole-boring model, as seen in figure 5.15a,
and the localised density increases at the surface of the target. A density snapshot
near the time that the peak of the pulse interacts with the plasma, figure 5.15b, shows
the formation of a series of density perturbations moving ahead of the hole-boring
front, with the density of the perturbations significantly higher than the background
plasma density, and the width of the modulations < 1µm, hence the need for a small
longitudinal cell size. The density modulations are also seen in the electron density
profile, but with a larger thickness. At later times, at the end of the laser plasma
interaction, the hole-boring due to intense laser radiation has ceased, as can be seen by
the relaxation of the front surface in 5.15c. However, the series of density modulations
are still propagating into the overdense plasma. Although not shown here, a similar train
of density modulations is observed even when using a flat-top laser intensity profile in
time, suggesting that it is not due to the variation in intensity in the rising pulse.
The difference in the longitudinal electric field between the initial hole-boring stage
and the later stage showing the density modulations is shown in figure 5.16. At early
times, there is just a single positive field created at the front surface, which is the
result of the space-charge fields as the radiation pressure drives the plasma electrons
ahead of the heavier ion species. This causes ions at the front surface to be reflected at
twice the hole-boring speed. However, at the later time at the peak of the pulse, the
density modulation is associated with an oscillation in electric field. The longitudinal




































Figure 5.16: The averaged value of the longitudinal electric field, Ex, for a) t = 3.5 ps
and b) t = 7.8 ps, the same times as the charge density images shown in
figure 5.15. The colourmap is white at Ex = 0, and is in normalised units
of a0.
field changes very quickly from positive to negative at the peak of the ion density
modulation. This is due to each of the associated peaks in the ion density having a
co-moving electron population. The electron population, due to their lower mass, tend
to oscillate around the ion density peaks, causing an effective electron sheath to either
side of the density modulation. This is seen in more detail by taking a laser-axis lineout
of the charge densities and electric fields at the same time as figure 5.15, shown in figure
5.17. It can be seen that the ion density reaches as high as 20nc, and the maximum
electron density ne ≈ 8nc, much higher than the initial background density.
Indeed, at the vacuum-plasma interface, the space-charge field seen at earlier times is
no longer evident. However, despite this, the critical surface continues to move forwards
into the plasma. Figure 5.17b shows the electric field and corresponding calculated elec-
trostatic potential, fixing φx = 0 at x = 40µm. Such a propagating potential barrier
combined with oscillations upstream of the perturbation front would be expected from
an electrostatic collisionless shock. Ignoring for the moment any transverse movement
in the ions, this indicates that any ions downstream of the shock structure will be accel-
erated in this potential, and either be reflected at twice the shock speed, or transmitted
through the shock but maintaining the forward velocity picked up in the shock; hence
despite the space charge field at the front surface, the laser continues to bore a hole into
the plasma. Therefore, the ions are no longer accelerated at the laser plasma interface,
but at the location of the shock.
Ignoring relativistic effects, as vsh  c, and moving into a frame travelling at vsh,






E′k ' 469(vsh/c)2 MeV for protons. As the potential is stationary in the vsh frame,
particle reflection will occur if eφx > E′k. If particle reflection occurs, the particles
will move back down the potential barrier, finishing at a speed in the lab frame of
vi = 2vsh. However, even if only partial reflection or no reflection occurs, the transmitted
ions will still be travelling forwards in the laser direction in the lab frame; therefore,
recession of the front surface continues without a strong space charge field at the front
of the interaction. The radiation pressure is still important as it now reflects electrons
back into the shocked region, where they become effectively trapped between the shock
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Figure 5.17: Quantities from a lineout along the laser axis of the simulation box, from
t = 7.8 ps, the same timestep as shown in figure 5.16 and 5.15b. a) electron
(red), ion (green) and electric field (blue). b) Electric field (blue) and
the calculated electrostatic potential defining φx = 0 at x = 40µm. c)
Maximum electron density(blue), and position of critical surface (green)
and shock (red) as a function of time. Positions are calculated as distance
from the initial front surface.
158 Chapter 5. Laser driven collisionless shocks and monoenergetic ions
potential and the laser. The speed of the recession of the critical surface as a function
of time is shown in figure 5.17c. The recession is maximised during the time of peak
laser intensity. Even though the laser-plasma interface action is no longer dominated by
space-charge, and therefore the equation for the hole-boring velocity which is derived
assuming that ions are reflected at the interface is no longer valid, the front surface
recession velocity vr ≈ 2.2× 106 ms−1 is very close to the predicted hole-boring velocity
for these simulation conditions vb = 2.3× 106 ms−1; this corresponds to a reflected ion
kinetic energy of ≈ 100 keV, well below the maximum energy seen in the simulation. The
shock velocity, also indicated on figure 5.17c, reaches vsh ≈ 4.2×106 ms−1, over twice the
predicted hole-boring speed. At this shock speed, eφx > E′k and thus particle reflection
occurs at the shock front. Indeed, the maximum proton energy in the simulation is
consistent with an accelerated proton velocity 2vsh.
A final thing to note from these simulations is that the shock structure continues to
move forward at ≈ vsh even after the end of the laser pulse, despite the front surface
recession slowing. The existence of density modulations of thin width propagating
into the plasma after the laser-plasma interaction is consistent with the experimental
evidence. However, the small size of the box and the computational requirements mean
that studying long term evolution is not possible. However, it is possible to perform 1D
simulations showing similar phenomena, as will be described later.
5.7.3 Variation with intensity
Numerical simulations presented thus far with a0 = 0.5 have not demonstrated proton
energies as high as the maximum seen in the experimental data. It was noted in the
experimental data that the end of the channel appeared to narrow to a diameter less
than the focal spot size, d ≈ 50µm likely due to self-focusing of the laser, and therefore
that the peak intensity may have been higher than that estimated from the vacuum
measurement of the focal spot. Therefore simulations were carried out in similar con-
ditions to those presented in the previous section, with a 2nc flat top density profile
hydrogen plasma but with varying input laser intensity, from a0 = 0.5 to 2.5.
The predicted hole-boring speed, actual hole-boring speed, and initial front shock
speed from the simulations are shown in figure 5.18a. The hole-boring speeds agree
well with the theoretical prediction calculated with R = 1, and in all cases a shock is
formed moving ahead of the hole-boring front. The scaling of the peak (defined as the
mean energy of the quasi-monoenergetic peak) and maximum energies as a function of
a0 can be seen in fig. 5.18b, showing an increase in achievable proton energies with an
increase in laser intensity. The peak energies seen correspond to velocities v ≈ vsh, not
vhb. Therefore, it is clear that throughout this intensity range and plasma parameters,
the particle reflection appears to happen mainly at the shock front moving ahead of the
hole-boring surface. Although the number of points is limited, the peak energies found
in the simulations lie along a line described by the function Ep = 0.9a1.80 . As a0 ∝ I1/2,
this corresponds to a scaling with intensity Ep ∝ I0.9, higher than that expected for




































Figure 5.18: a) Scaling of hole-boring (red circles) and shock (blue squares) speeds from
simulations with increasing intensity. The theoretical prediction for the
hole-boring speed is indicated by the dotted green line. b) Scaling of maxi-
mum (blue squares) and peak (red circles) energies as a function of intensity
from the same set of simulations. The error bars on the peak energy points
represent the FWHM of the energy peak.
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Figure 5.19: Electron density profiles from the simulation of an a0 = 2.5 pulse interact-
ing with a 2nc charge density plasma at a) t = 8 ps and b) t = 9.4 ps.
sheath-type acceleration.
The maximum energy is significantly higher for the a0 = 2.5 simulation than the
previous trend suggested. Whereas for the rest of the intensities the maximum ener-
gies are at the tail of the quasi-monoenergetic peak, the a0 = 2.5 simulation shows a
maximum energy greatly exceeding this. This is due to the plasma becoming relativis-
tically underdense at the peak of the pulse. Even though the initial electron density
ne < (1 + a2)1/2ncr, as discussed in section 2.3.5 the criterion for step density gradients
is more complex, and made even more so by intensity enhancement due to self-focusing
at the front surface.
The transition to relativistic transparency phase is shown in figure 5.19. At t = 8 ps
the simulation is proceeding similar to those at lower energies, with an increase in
density at the front surface and a shock starting to be driven away from the front
surface. However by t = 9.4 ps a small filament in the electron and ion densities, 20-
30µm in diameter, appears ahead of the density perturbation, and developing at a high
velocity v > 8× 107 ms−1. During this phase a small number of protons get accelerated
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Figure 5.20: Ion charge density profiles for a) He and b) H plasmas at the same time
(t = 5 ps) in the simulation, and all other parameters fixed (τL = 5 ps,
a0 = 0.5, ne = 2nc). Charge density in units nc. c) On-axis ion energy
spectra taken at the end of each simulation for He and H.
to high energies; however, they are only a low number of them and they have a very
broad energy spread. Therefore, to continue to achieve a high quality beam from ion
reflection off a moving electrostatic potential from hole-boring driven shocks at these
intensities, it is likely that a higher initial electron density will be needed. As described
before in section 2.3.5, the actual density required for the plasma to remain overdense
is challenging to predict.
5.7.4 Effect of varying ion species
In the experiment both hydrogen and helium were used as a target gas. Ion acoustic
solitons, likely evolving from electrostatic collisionless shock structures during the laser
plasma interaction, were seen with helium, but no ions were seen on the spectrome-
ter, possibly because the expected energies are lower than the cut-off for the detector.
However, the ability to create pure ion beams for a wide range of ion species is a key
potential benefit of the acceleration scheme, and it is therefore useful to compare the
expected behaviour for the two cases.
For laser hole-boring, for a fixed charge density the predicted velocity is vhb ∝
√
Z/mi,
and therefore a helium ion species compared to hydrogen would reduce vhb by
√
2.
Another important variable when considering shock formation is the local sound speed,
cs ∝
√
Z/mi. In the numerical simulation, the laser intensity and therefore likely the
electron temperature is the same for both species, and therefore the ratio of vhb/cs is
kept the same.
To compare the two cases, a further numerical simulation was performed with the
same parameters as that performed in section 5.7.2, but using an ion species with a
charge to mass ratio corresponding to fully ionised helium instead of hydrogen. Some
of the results are shown in figure 5.20. The simulations looked extremely similar, with
laser hole-boring driving a collisionless shock into the plasma, causing reflection at the
shock. As predicted by the scaling, there is a factor of
√
2 between the hole-boring
speeds of the two simulations. The same scaling holds for the shock speed and therefore
5.8 1D PIC simulation 161
the reflected peak energies (fig. 5.20c) which showed the expected factor of two decrease
in the kinetic energy per nucleon in the peak. This confirms that the shock speed is
related to the ratio of vhb to cs. The maximum electrostatic potential φ in the shock





sh, where vsh ∝
√
Z/mi
is not dependent on the charge to mass ratio.
5.8 1D PIC simulation
The numerical simulations discussed thus far have been limited to small simulation boxes
in order to maintain a simulation resolution sufficient to resolve the electrostatic shock
structures. The box sizes have been large enough to simulate the entire hole-boring
region and shock during the laser-plasma interaction, but insufficient to simulate the
propagation of the shock after the laser has finished interacting with the plasma, which
unfortunately means they can not be directly compared with the timing scan taken in
the experiment.
Furthermore, it is important to consider the effect the box size might have on the shock
formation process. In particular, it has been noted in a number of previous works on
simulations of laser driven collisionless shocks using thin solid foils that electron refluxing
can have a big role in increasing the bulk electron temperature at the front surface and
therefore driving faster shocks into the plasma [72, 179]. Although the initial plasma
is initialised to the edge of the box, with open boundaries to allow particles to exit
the box, eventually a sheath forms at the rear edge of the box, which reflects electrons
back into the simulation box. For a longitudinal box of 65µm, a relativistic electron
will take approximately 300 fs to travel from the front target surface to the back of
the box and return, more than quickly enough to influence the front surface interaction.
However, in the experiment, transverse interferometry suggests larger plasmas > 500µm
(and therefore reflux time > 3 ps, similar to the laser pulse length), and with long rear
scale density ramps combined with weak sheath fields. This implies that electron reflux
is unlikely to be a key process in the interaction. The 2D numerical simulations are
therefore likely to have a higher electron temperatures than seen in the experiment,
which would result in a faster shock formation at the front surface.
To further investigate the experiment, 1D PIC simulations were therefore undertaken
to compliment the 2D numerical simulations described above. The 1D simulations were
performed with the 1D version of the EPOCH (Extendable PIC Open Collaboration)
numerical simulation code for plasmas. 1D simulations allow a much larger longitudinal
box size and longer simulations extending to much later times than the 2D simulation
runs, and therefore allows better comparison with the experimental results. The longer
box present for the 1D simulations causes reflux to cease to be a problem, but using
1D simulations introduce a new limitation relating to the temperature of the electron
species. In the 2D simulations, the transverse profile of the intense laser pulse causes
the deformation of the plasma surface, which then introduces vacuum heating, the
main stochastic heating mechanism for the hot electrons in the interaction for circular
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polarisation (as there is no J ×B heating). However, in 1D this effect does not happen,
meaning if initialised at Te = 0 the electrons never heat up. The 2-D simulations
therefore model the heating from the laser pulse but might poorly model the electron
transport and plasma heating, whilst the 1D simulations provide an opportunity to
avoid the effects of having a small simulation box though cannot consistently model the
heating from the laser pulse.
5.8.1 Varying target electron temperature
In this set of simulations, an initially fully ionised helium plasma was irradiated with
an intense circularly polarised laser. The simulation box was 500µm long with a 40 nm
cell size. The laser entered from the left side of the simulation box with an intensity
IL = 1016 Wcm−2 and a gaussian temporal profile. The plasma was initialised with
a step density gradient, ne = 2nc with initial bulk electron temperatures between 0
and 50 keV, but with no initial ion temperature. Similar simulations investigating the
effect of plasma temperature are shown by Zhang et al. [181], although with a flat
top laser profile and for solid densities with a higher intensity, λ = 1µm laser, very
different from the situation in the BNL experiment. As described earlier, the estimated
electron temperature in the experiment is around 1-5 keV, and hence the maximum
temperatures here far exceed the expected experimental temperatures; however, they
illustrate different regimes of the shock generation and are of interest to intensity scaling.
The momentum phase space x−px at the peak of the laser plasma interaction is shown
in figure 5.21. For an initial Te = 0 temperature (fig. 5.21a) there is no shock formation,
and ion reflection occurs directly at the front surface of the laser-plasma interaction,
accelerating the ions to twice the hole-boring speed. The spread of reflected ion energies
is due to the varying intensity time profile. The hole-boring speed and reflected shock
speed agree excellently with the theoretical calculation with R = 1, which estimates
vhb = 3.1× 106 ms−1 at the peak intensity. When the initial plasma temperature is
raised to Te = 1 keV, shown in fig 5.21b, there is a small build up of ions at the front
surface, but the reflected ions are still the same velocity as the Te = 0 case. However,
the spread of reflected velocities seems to be somewhat reduced. Increasing the initial
temperature further to Te = 5 keV shows a marked change from the hole-boring case,
with a shock clearly being driven ahead of the front of the target, and ions being reflected
at this shock front to 2vsh, higher than for lower temperatures. This is counterbalanced
by a reduced number of ions being reflected, as most of the ions are transmitted through
the shock front. The reflected ions still have a remarkably low energy spread. Finally,
increasing the temperature much further to Te = 30 keV, shown in figure 5.21d results
in an acoustic wave being driven into the plasma but with no ion reflection.
These results are well described by considering the ratio of the piston, or hole-boring
velocity to the acoustic sound speed cs in the plasma. For an initial Te = 0, the initial
sound speed is zero, and as the circularly polarised light is inefficient in heating the
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Figure 5.21: Momentum phase space x − px for the helium ions at t = 3.5 ps into the
simulation, near the peak intensity of the laser pulse, for initial electron
temperatures Te = a) 0, b) 1, c) 5 and d) 30 keV.
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plasma the hole-boring speed vhb  cs, and a shock is unable to form. For Te = 1 keV
the corresponding sound speed is 1.5× 105 ms−1, still much lower than the hole-boring
speed. As the initial temperature increases to 5 keV with an initial sound speed of
3.5 × 105 ms−1, a clear shock is formed. By the stage of the interaction shown in
figure 5.21, the downstream temperature has increased to Te ≈ 12 keV, the upstream
temperature is ≈ 140 keV, and the electrostatic collisionless shock has a Mach number
Ms = vsh/cs ≈ 7. The maximum Mach number for an electrostatic collisionless shock








where Υ = ne,d/ne,u and θ = Te,d/Te,u and the subscripts d and u stand for the down-
stream and upstream of the shock. Inserting the values from the simulation gives
Mmax ≈ 8, agreeing well with the observed Mach number in the simulation. For the
simulation with an initial temperature Te = 30 keV, the sound speed cs ≈ 0.9×106 ms−1
approaches the hole-boring speed, and no shock is formed.
To summarise, it appears there are three regimes for ion acceleration when Te  Ti;
1) for vhb  cs, the interaction is well described by the hole-boring mechanism and 100%
of ions are reflected, 2) for vhb ≥ 3cs, a shock is formed and a smaller fraction of ions
are accelerated to higher energies than possible by hole-boring, and 3) for vhb < 3 cs no
shock is formed as ion waves are transmitted into the plasma with no particle reflection.
Therefore, when considering potential ion acceleration from such an interaction, there is
a trade-off between higher ion energy and lower particle numbers in a higher temperature
plasma.
5.8.2 Late stage evolution of shock wave
The experimental data showed shock-like structures continuing to move into the plasma
well after the laser has finished interacting with the plasma. Due to the required time
and distance scales, it was not possible to model this with 2D simulations, but it can
be studied with 1D simulations. A simulation box 400µm long was initialised with
a plasma starting 50µm into the simulation box. The plasma was initialised with an
initial Te = 5 keV, and Ti = 0.
Figure 5.22a shows helium density line-outs at 5, 10 and 30 ps after the start of the
simulation, where the laser plasma interaction has finished by t = 5 ps. As can be seen,
a thin, sharp peak in the helium density is maintained and continues to propagate into
the plasma well after the end of the laser pulse. The width of the density perturbation
is less than 1µm, and comoves with an electron species with width ≈ 2µm, a few
times the Debye length in the region near the wave. As can be seen in figure 5.22b,
the peak structure is retained and it continues moving forwards into the plasma until
the end of the simulation at t = 100 ps. During this time, the velocity has dropped
from an initial v = vsh ≈ 4× 106 m/s to v < 106 m/s by the end of the simulation.








































Figure 5.22: a) Helium charge density profiles from 1D PIC simulation at t = 5 ps
(blue), 15 ps (red) and 30 ps (green) after the start of the simulation. b)
Propagation of density feature, and maximum electron density associated
with feature as a function of time.

























































Figure 5.23: Details of solitary wave structure at t = 15 ps; a) electron (red) and helium
(green) charge number density normalised to nc. b) Electric field and
electrostatic potential related to wave structure and c) x− px momentum
phase space for helium species.
The maximum number density associated with the peak decreases quickly initially but
seems to stabilise above the background charge density.
Figure 5.23 gives a closer up look at the structure at t = 15 ps. The helium and
electron density are shown in fig 5.23a, which shows the co-moving electron bunch
moving with the ion density perturbation. The electric field and calculated electrostatic
potential, taking φ = 0 in the upstream plasma, are shown in figure 5.23b. Recalling
the difference in the potential profiles from a shock and soliton solution, as described in
section 2.2, the potential profile seems to be a combination of the two. The potential
reaches a maximum at the position of the ion density perturbation, and to the lefthand
side of the main density perturbation, there are some small oscillations in the potential,
characteristic of a shock. However, the potential drops back down to zero only a few
microns behind the main perturbation. Indeed, looking at the momentum phase space
of the helium ions, shown in figure 5.23b, there is a very small percentage of the ions
that are reflected at the peak position of the density modulation. As was demonstrated
in section 2.2, it is this reflection that acts as a dissipation mechanism and causes the
characteristic modulation in the potential downstream of the shock.
However, in contrast to the collisionless shock that formed early in the laser-plasma
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interaction, the shock is no longer being driven by the laser. Therefore, from a simple
energy conservation argument, any particles reflected at the shock front cause a reduc-
tion in energy in the shock, causing the shock speed and the potential to drop. This
results in the shock slowing rapidly as soon as the laser interaction ceases, as shown in
figure 5.22b. However, as the shock slows and the associated maximum potential in the
wave drops (see figure 2.3), its Mach number M = vs/cs also reduces. The critical Mach
number Mc is the Mach number below which a shock solution is not supported due to
an insufficient potential to reflect any ions; when the shock has slowed enough to meet
this, reflection should stop and the wave transform into a ion acoustic solitary wave
moving at a constant velocity into the plasma, in which the upstream and downstream
conditions are the same.
Even after the shock has reached this limit, however, there is occasionally a burst of
reflected particles and a consequential further slowing of the shock. This is similar in
manner to the solitary wave collapse discussed by Macchi et al [182]. Over the long
time scale of the PIC simulations, the electron temperature of the plasma drops with
time after the end of the laser pulse as the most energetic electrons leave the box,
causing the average kinetic energy of the electrons to drop. This appears to cause the
Mach number of the solitary wave to increase over the critical Mach number, causing
a burst of reflected particles which has the effect of reducing the speed of the wave
and hence recovering the solitary wave solution and behaviour. Therefore, though the
shock transforms into an ion acoustic solitary wave, the speed of the wave continues
to decrease. As well as the wave slowing due to the decreasing temperature, the wave
Mach number (calculated using the local background temperature at each time) drops
from ∼ 3 at the end of the laser-plasma interaction to 1.6 at the end of the simulation,
consistent with the expected critical Mach number for an isothermal plasma, Mc = 1.6.
Therefore, as the potential of the wave drops, the isothermal approximation becomes
increasingly appropriate as less electrons are trapped inside the wave’s potential.
Although the reduction in electron temperature due to the more energetic electrons
leaving the box is a particular effect of a fine box in the PIC simulation, it in part
replicates the expected cooling of the plasma in the experiment after the interaction.
Any 2D dissipation of the shock as it propagates into the plasma is also not modelled
in the 1D simulations, but are likely to have the effect of causing the wave to slow. As
pointed out in the experimental discussion, the final stage of the interaction appears to
be collisional as the shock slows such that the collisional mean free path drops below
the wave width; this is not modelled here as the code used does not contain collisions,
and is therefore only useful for demonstrating the collisionless stage of the interaction.
5.9 Simulation summary
Both the 1D and 2D simulations demonstrate laser-driven hole-boring at the front sur-
face of the interaction, and the resultant formation of collisionless shock waves from
which ions are partially reflected at twice the speed of the shock, vsh. This can lead
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to the generation of hole-boring or shock accelerated quasi-monoenergetic ion beams
depending on the plasma conditions. The 1D simulations showed this in detail and
investigated the effects on ion acceleration of changing the initial plasma temperature,
whereas using the 2D code allowed more realistic modelling of the experimental condi-
tion. Even then, the full interaction including the density profile and full pulse train
was not simulated due to computational constraints. The increase in ion energy with
increasing laser intensity was also demonstrated in 2D simulations, showing promise for
future applications due to the expected improvements in CO2 laser technology.
The simulation results support the experimental results showing significant hole-
boring at the front surface of the interaction, where the intense laser has bored a hole
beyond the initial critical density surface. Furthermore, both the 2D and 1D simula-
tions demonstrate the propagation of the shock wave into the target after the end of the
laser plasma interaction. The 1D simulations demonstrate that this initial shock wave
decays into a solitary acoustic wave, which continues to slow to later times, up to the
t = 100 ps end of the simulation, a comparable time scale to the times probed in the
experiment.
6 Blast waves, filaments, and other
non-linear phenomena
This chapter describes further results from the experimental set-up described in chapter
5. Whilst the previous chapter focused on results from the optical probe diagnostic
describing hole-boring driven collisionless shocks, this chapter will describe some other
results from the optical probe diagnostic. After a brief summary of the experimental
set-up, the first results section will describe in detail the effect of the laser prepulse on
the initially unionised gas, and demonstrate the formation of cylindrical and spherical
blast waves, which may have important consequences for the plasma density profile that
the main intense pulse interacts with. The next section will describe the macroscopic
features observed after the main interaction of the pulse, and discuss potential causes
such as electron inhibition or shock waves. Finally, evidence will be presented of the
formation of post-solitons, which are formed when electromagnetic radiation is trapped
inside an overdense plasma, forming a hole in the density.
6.1 Experimental set-up and motivation
The results described in this chapter are taken from a series of experiments at the
Accelerator Test Facility at Brookhaven National Laboratory, including the experimen-
tal campaign described in chapter 5. In a subsequent experiment in January 2011, a
similar experiment was performed with a modification to the optical probe line. The
λ = 532 nm probe beam was split into two polarisations and used to probe two different
times on the same shot, allowing on-shot diagnosis of the dynamics of the plasma. Due
to the low reproducibility of the drive CO2 laser on the experiment, this presents a
significant improvement than timing scans over a series of shots.
The set-up used to split the probe into two polarisations is described in figure 6.1.
The input beam polarisation is set so that polarising beam-splitting cube 1 splits it
into two. The fixed length polarisation transmits through both cubes 1 and 2, reflects
off silver mirror 3 and therefore has its polarisation flipped through two passes of the
λ/4 waveplate such that it reflects when it arrives back at beam-splitting cube 2. The
adjustable leg is reflected by the first cube onto the adjustable stage, then rotated by
the λ/2 waveplate to allow transmission through beamsplitting cube 2. The adjustable
delay stage had a manual drive of 30 cm, allowing time intervals between the pulses
from 0 to 2 ns. The accuracy on the slide was ≈ 1 mm, representing an error in timing
of ±3 ps. After the interaction, polarising beam splitters were used before the image
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Figure 6.1: Diagram of the experimental optical probe modification allowing probing at
two different times.
plane of both the shadowgraphy and interferometry lines to split the two times onto two
different cameras. The probe results described in this section come from both hydrogen
and helium gases, and with the 2 mm and 1 mm nozzles described in chapter 5.
6.2 Effects of laser prepulse in overdense gas jets
When discussing the generation of monoenergetic ion beams from just over-critical gas
jets in chapter 5, the importance of a sharp density gradient was highlighted as being
important to control the energy spread of the accelerated beam at the front surface.
Although the density profile of the neutral gas emitted by the gas jet is well charac-
terised, the important value in terms of understanding the ion acceleration is the density
profile at the time that the intense pulse interacts with the plasma. As was described in
section 3.1.4, the CO2 laser used on the gas jet experiments was composed of a train of
pulses due to spectral modulation in the gain medium, with usually two pulses contain-
ing most of the energy. However, simultaneous on-shot streak camera measurements of
the pulse train suggested that there were often prepulses preceding the main pulse. As
the prepulse can affect the plasma profile that the main laser pulse interacts with, it is
important to study the interaction region before the main pulse arrives.



















































Figure 6.2: a) Shadowgraphy 5 ps before the main pulse for a) ne,max = 4nc, b) ne,max =
2.5nc, with the corresponding interferometry in c) and d) respectively. Both
shots resulted in a recorded proton beam.
6.2.1 Prepulse driven blast waves
The effect of the prepulse on the density profile could be monitored using optical probing
and adjusting the timing such that the probe arrives at the gas jet before the main
pulse. Two examples of features caused by prepulse effects is shown in figure 6.2.
These shots were taken on the 2009 experiment using hydrogen puffed from the 1 mm
nozzle. In both cases, proton beams were seen on the ion spectrometer on the laser axis.
The shadowgraphy images both show a very clear near-spherical feature indicating a
large change in density. Indeed, the shadowgraphy image shown in figure 6.2b shows a
series of bubble structures, narrowing towards the higher density gas. The simultaneous
interferometry shows a large jump in phase index at the edges indicating a high plasma
density wall. The phase inside the bubble is slightly higher than outside, but not as
high as the walls. Outside of the bubble there is no change in refractive index from that
caused by the neutral gas, and hence there is no ionisation outside of the bubble. These
images therefore indicate an evacuated region with a high density plasma wall at the
edge of the bubble.
The recovered phase map from the shot shown in figure 6.2b, as well as the corre-
sponding interferogram on the same axes, is shown in figure 6.3, confirming the higher
phase and therefore density in the bubble walls. Also highlighted on both images is
the intersection between the two main features, which appears as a vertical line on the
shadowgraphy. The phase map confirms that this feature coincides with a region of
higher plasma density between the two evacuated regions on either side.
There are a number of experiments described in the literature discussing shock gen-



























Figure 6.3: The interferometry (a) and derived phase map (b) on the same axes for the
shot shown in figure 6.2b&d. The region between the two expanding bubble
features is highlighted in the red dotted region, showing it corresponds to a
region of higher phase and therefore density. Phase in units of radians.
eration from high power laser interactions with both gas jets and cluster gas targets.
For example, Ditmire et al. [242] demonstrated the generation of a cylindrical blast
wave being blown out from the propagation path of a high power laser beam irradiating
argon and xenon cluster gas targets. The laser ionises and heats a filament of gas as
it is transmitted through the medium, and the ensuing hydrodynamic evolution is well
described by a cylindrical blast wave [243] with a radius described by




where η is a constant of order unity, t is time, E0 was the initial energy released in the
filament per unit distance and ρ is the ambient density. For high Z gases, radiative
effects can also become important forming a precursor in front of the blast wave (see eg.
[242, 244]). Nilson et al. performed an experiment irradiating a helium gas jet using
the Vulcan Petawatt laser and demonstrated that the blast-wave expansion followed the
predicted scaling [237].
Although these experiments were carried out with gas or cluster gas with initial
densities comparable to those used in this experiment, they also used shorter wavelength
lasers to which the ionised plasmas were underdense. They therefore deposit energy
over a long filament along the laser path. As the BNL experiments have an initial gas
density which is overdense to the drive laser, full ionisation would cause the laser to
cease propagating which would result in more localised heating of the plasma. This
could therefore drive more spherical type blast waves, with a radial expansion scaling
rb ∝ (E0/ni)1/5 t2/5 [245]. Even if ionisation is incomplete and the plasma density is
still slightly underdense, it is likely that the energy deposition would occur over a short
region and could potentially drive egg-shaped blast waves in between the two solutions.
The experimental data showing a high density shell propagating into unionised plasma
leaving an evacuated region behind agrees well with such a non-radiative blast-wave.
Assuming that the prepulse has a pulse length of 5 ps and is focused to a 70µm spot,
the intensity at focus is given approximately by IL = E1012 Wcm−2 where E is the
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t = 0 ps
t = 100 ps
t = 50 ps
t = 200 ps
Figure 6.4: Density profiles in time from a hydrodynamical simulation of a blast wave of
10 mJ in an initial plasma density of 0.1 kgm−3, equivalent to a 6nc hydrogen
plasma. Density units in kgm−3. Simulation performed by Dr. Ian A. Bush
energy of the prepulse in mJ. Therefore, a prepulse of 10 mJ would correspond to an at
focus intensity of approximately IL ≈ 1013 Wcm−2, sufficient to ionise hydrogen. These
features appeared on most of the shots in which the probe was set before the main pulse,
though not all of the shots.
As shown in figure 6.3, on some shots there were multiple blast-wave structures in-
teracting with each other. An idealised case was simulated using a hydrodynamics
code with 10 mJ of energy deposited in two locations separated by 200µm in isotropic
0.1 kgm−3 density hydrogen, equivalent to a 6nc hydrogen plasma. Figure 6.4 shows the
evolution of the simulation up to 200 ps. Each blast wave expands outwards following
the analytical solution, with a high density shell moving outwards into the ambient
region, leaving an evacuated region behind. When the blast-waves interact, the blast
waves coalesce where they interact, with some remnant plasma left in between. After
200 ps, the radius of each feature has grown to a radius r ≈ 200µm. Although an ide-
alised simulation, it reproduces the features seen in the experimental probe images. Due
to these arguments, blast waves appear to describe well the prepulse features diagnosed
by the optical probe beam.
The above experimental data came from shots on the 2009 experimental campaign in
which ions were generated and diagnosed on the ion spectrometer. Similar features were
also seen on the 2011 experiment in which the two time probe was deployed, allowing
investigation of the time evolution of such features. An example is given in figure 6.5,
which shows the feature caused by laser prepulse just before the arrival of the main
intense pulse, and then the plasma well after the intense laser plasma interaction. Be-
fore the main pulse arrives, there are two clear features visible in the shadowgraphy
and interferometry image. The first feature, labelled ‘1’ on the images, again has a
dense shell wall moving into an ambient gas. The corresponding interferometry shows a
discontinuity in the fringes along the along this feature, likely to be due to the high dif-
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Figure 6.5: Shadowgraphy and interferometry images of the interaction region at a), c)




























Figure 6.6: a) Density map estimated from the interferogram in figure 6.5c, and b)
comparison of line-outs indicated by green and red dotted lines to the density
ramp calculated from neutral gas profile on the same shot.
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ferential of the refractive index at the shock causing the light to miss the first collecting
optic. The feature is not a perfect circle, but looks more like a narrowing channel; this
could be due to energy deposition in a longer filament combined with a density ramp
in the neutral gas. Another more circular feature appears labelled ‘2’ is shown to the
right, although the interferometry shows that there is only a very small variation in the
refractive index. This is likely to be due to a secondary prepulse well before this image
was taken.
The estimated density map of the plasma formed in feature ‘1’ is shown in figure
6.6. Although the phase reconstruction is challenging due to the previously mentioned
discontinuity in the interferogram, it shows a high density shell with a lower density
region in the centre. Two line-outs were taken along the centre and off-axis of the
expanding blast wave. They are shown in figure 6.6b along with the initial density ramp
from the neutral gas density, obtained from the same interferometry image and taking
the mean gas profile above and below the blast wave feature. Comparison between the
initial neutral gas profile and the plasma profile shows that the plasma electron density
at the left edge of the wave is higher than the initial gas density, and therefore shows
that the plasma must have been blown outwards to there from a more dense region,
supporting the hypothesis of a blast wave.
After the main pulse interacts with the plasma, feature ‘1’ has continued to expand
outwards radially, from a radius rb1 ≈ 160µm to rb2 ≈ 220µm as shown in figure
6.5b&d. However, the interferogram shows that at later times there is no longer such
a sharp discontinuity here, and it is therefore likely that the blast wave has somewhat
dissipated by this late time [245]. The main intense pulse has presumably propagated
through the centre of the cylindrical blast wave formed by the prepulse and interacted
at the front edge of the interaction, ionising a large portion of the gas around this region.
The diameter of feature ‘2’ has remained at 300µm, although the shadowgraphy shows
a darkening of the feature on the shadowgraphy near the intense interaction region. It is
possible that the existing small density perturbation from the previous dissipated blast
wave has acted as a guide for hot electrons in the initial interaction phase, increasing
the degree of ionisation.
Using the two-times for the probe, we can make same calculations estimating the
properties of the blast wave from the self-similar equation 6.1 for a cylindrical blast
wave, despite not knowing the formation time nor the initial size. Indeed, strictly
speaking the equation is derived assuming rb  ri such that it can be estimated to be
a point source. As here ri was probably on the order of the laser focal spot ≈ 50µm,
this is not strictly true, and hence the calculation should be seen only as an estimate.






t1 − t0 (6.2)
where t0 is the nominal formation time of the blast wave corresponding to rb = 0
(note that in reality ri > 0 and therefore t0 is not necessarily the actual formation time,










400 E = 100 mJ
E = 20 mJ
E = 1 mJ
Figure 6.7: Expansion of cylindrical blast waves against time calculated analytically,
with the two data points from the shot discussed in the text. Lines are
calculated with t0 = −450 ps and ρ = 0.2 kgm−3 for 1, 10 and 100 mJ
deposited evenly into 300µm.
hence ‘nominal’). Inserting the above values for the radii and times gives a t0 = −450 ps.
Inserting this value back into equation 6.1, and using η ∼ 1.1 for an ideal gas [245] gives
a value of E/ρ ≈ 3200 m4s−2, where E was the energy deposited per unit length and ρ
the ambient density. Taking an ambient density 0.02 kgm−3 equivalent to ≈ 1.0nc gives
E ≈ 60 Jm−1. By inspection of the probe image, the absorption likely occurred over a
distance no bigger than ≈ 300µm, which therefore estimates a total energy deposition
of 20 mJ, a feasible quantity of energy for a prepulse.
The relationship between blast wave radius and time for this calculation is shown
in figure 6.7, along with the expansion expected for 1 and 100 mJ. Due to the E1/4
scaling, the variation in expansion radius scales slowly with increasing energy deposition.
Therefore, small variations in prepulse energies would not be expected to cause large
differences in the expansion of the blast wave.
To summarise, the bubble features seen when probing before the main interaction
are likely caused by blast waves propagating into neutral gas formed by the focusing
prepulse reaching sufficient intensity to ionise the gas and efficiently heat the ionised
plasma. These modify the initial density profile and create evacuated channels for the
main pulse to propagate through, which potentially cause a steepened density gradient
at the critical surface. This would be favourable for efficiently accelerating ion beams
with a small energy spread. As the pulse train and therefore prepulse profile varied
from shot-to-shot, this could explain the lack of reproducibility in the production of
proton beams, along with the variation in energy and spectral width, found in the 2009
experiment.
It would be possible to purposely introduce a prepulse or using a separate beam to
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CO2 drive











Figure 6.8: a) Example schematic for experiment with all-optical density tailoring of gas
jets for overdense plasma ion acceleration and b) potential density profile
along the axis of the high intensity drive beam.
purposely create such blast waves to give steepened overcritical density gradients for
the main drive pulse to interact with. For example, a second lower intensity CO2 beam
could be utilised with the right parameters to ionise and deposit its energy in a localised
location, driving a blast wave. Adjusting the delay between the pulses would allow the
more intense drive beam to interact with a different density profile and could therefore
be used to control the beam. A similar scheme would be to introduce an intense optical
laser transverse to the main beam, driving a cylindrical blast wave which could also be
used to tailor the density gradient for the main drive beam as shown in figure6.8. An
all optical density tailoring scheme would be scalable to high repetition rates, a huge
advantage when considering potential uses in applications. Therefore, further research
in this area has the potential to further improve control and reproducibility in this
acceleration regime.
6.2.2 Prepulse driven filamentation
As well as the blast-wave features, other probe images taken just before the main pulse
arrives show filamentary structures being formed near the position of the laser focus.
The probe images shown in figure 6.9 were taken at t ≈ −5 ps, just before the arrival
of the first intense pulse. The target was hydrogen gas from the 1 mm nozzle with
ne,max = 7.4nc. Figure 6.9a&b show a large number of horizontal filamentary struc-
tures. The interferometry confirms that these filamentary structures relate to a small
increase in refractive index, indicating ionisation in the filaments. However, due to the
large number of filaments and the three-dimensional nature of the filament generation,
analysis of individual filaments is difficult. Interferometry shows that the region with
the filamentary structures are nowhere near fully ionised. These filamentary structures
can be complementary to the blast-wave structures discussed previously, as is seen in
figure 6.9b&d, which show two bubble features with high density walls. These filamen-
tary structures only appeared within ≈ 10 ps of the main pulse, and could therefore be





















































Figure 6.9: Shadowgraphy and interferometry images of two shots (a&c,b&d) at t ≈
−5 ps, just before the arrival of the main pulse.
due to ASE instead of individual prepulses. The filamentary structures and the prepulse
blast-waves both were seen sporadically; unfortunately the prepulses and ASE was not
measured on shot, and it is therefore difficult to relate features to specific components
of the pulse train.
6.3 Late time evolution of plasma profile
6.3.1 Hydrogen gas target
As well as the effects of the prepulse in forming small blast waves before the arrival
of the main pulse, similar features on a larger scale are seen well after the laser pulse
finishes interacting with the plasma. By this stage there is a much greater degree of
ionisation, which combined with the high neutral gas density means that interferometric
analysis of the region near the edge of the blast wave is not possible with the optical
probe diagnostic used in the experiment. However, the shadowgraphy diagnostic can
still show the full extent of the feature. Four examples from consecutive shots are
shown in figure 6.10 at slightly different gas pressures. In all cases there is a clear
bulbous feature formed reaching well into the plasma. There is a defined region with no
transmission of probe light near the rear edge of the feature, labelled 1 on the images,
indicating a high density gradient causing the deflected probe light to not be collected
by the imaging lens.
At these late times there is significant ionisation both inside and in front of the
feature. Unlike the prepulse blast waves, the feature is expanding out into already
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Figure 6.10: Shadowgraphy images at t = 250 ps after the interaction for hydrogen gas
from a 1 mm nozzle with ne,max = a) 6 b) 6.7 c) 7.8 and d) 8.4 nc.
partly ionised plasma. This ionisation is likely due to collisional ionisation by energetic
electrons from the intense laser-plasma interaction. The shadowgraphy also shows a
great deal of structure ‘inside’ the main feature, labelled 2 on the image. This could
either result from fine structure towards the centre of the plasma, or could represent
some instabilities on the edge of the feature labelled 1. Indeed, there are often small
filamentary features visible potentially originating from feature 1, indicated as feature
3 on the images. These small filaments could be the same structures causing the fine
scale structures in feature 2.
Figure 6.11 is from a shot with ne,max = 5nc and t = 140 ps, and shows very similar
features to the shots shown in figure 6.10, with a slightly lower density. Due to this
lower density, the interferometry shows less fringe shift and much of the plasma, except
the extremities around the edge of the large bulbous feature, is therefore more easily
analysed. Figure 6.11 shows the phase profile; there are still regions where there is
no light transmitted along the edges in which phase recovery is not possible, but the
other regions are accurate. A density estimation is attempted (6.11c), but is likely to
underestimate the density significantly due to missing the fringe shift at the edge of
feature 1. The phase map and inferred density profile appear to show a large density
depleted region, with a thick higher density shell around the edge. This kind of density
profile is again characteristic of a blast wave, though is much more strongly driven
than the prepulse blast waves. Considering the time of the probe on this shot (t =
























Figure 6.11: a) Interferometry and b) resultant phase map for a shot at t = 140 ps and
ne = 5nc. The phase has not been recovered accurately around the edge,
in the dark region on the interferometry, but the fringes are well defined
along the centre of the interaction. Phase units are in radians. c) Resultant
density map from Abel inversion of the phase profile, units in nc.
140 ps) compared to the position of the dense part of the shell from the initial critical
density position (≈ 500µm), the initial velocity of this expansion must be in excess of
3× 106 ms−1.
It is again useful to examine the time evolution of such features on a single shot due to
the fluctuating conditions of the laser pulse making quantitative comparisons between
shots difficult. In the 2011 experiment similar features were seen, although not with
such a large extent as those shown in figure 6.10, likely due to changing conditions of
the laser. An example of such a feature at two times on two different shots at different
pressures is shown in figure 6.12. The red dotted lines on the figure represent the same
position on the images, with an error of 10µm resulting from a small uncertainty in
overlapping position of the two images. These images conclusively show that this feature
is expanding in time both longitudinally and transversely. In both cases, the radius has
expanded by ≈ 40± 10µm in the transverse direction, and (70± 10) and (50± 10)µm
longitudinally for nemax = 9.1 and 6.5nc respectively. Although unlikely to be a constant
expansion, the average speed of expansion during this time are vt = (1.3± .3)×105 ms−1
transversely and vl = (1.6 ± .3) × 105 and vl = (2.3 ± .3) × 105 ms−1 longitudinally.
The sound speed in the ambient plasma is difficult to measure due to lack of knowledge
of the plasma temperature in the outer region, but it would be less than 105 ms−1 for
Te < 0.1 keV. Such a speed of expansion coupled with the apparent discontinuity would
be characteristic of a hydrodynamic shock expanding into the surrounding plasma. The
fine structure seen inside the feature on the shadowgraphy image could therefore be due
to some instabilities in the shock front.
6.3.2 Helium gas target
Figure 6.13 shows a time series of shots taken with a helium gas puffed from the 2 mm
nozzle all at the same pressure corresponding to ne,max = 3nc. At all three timings, and
in other shots in similar conditions not shown here, two similar clear features are seen
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Figure 6.12: Images from the 2011 experiment showing blast wave formation at t = 100
and t = 500 ps for a) ne,max = 9.1 and b) 6.5 nc. The red dotted lines are
to guide the eye.
labelled 1 and 2 on the images. The first feature, labelled 1, moves away from the initial
position of the critical surface and becomes less sharp in time, and corresponds to the
radiation pressure driven collisionless shock discussed in detail in chapter 5. The rear
feature however, labelled 2, remains effectively stationary in time and even appears to
sharpen, especially by the time of the final probe image at t = 1.6 ns. The interferometry
confirms that the region near these feature corresponds to dense plasma. A similar rear
feature was seen when the initial electron density was increased to ne,max ≈ 4.3nc.
However, decreasing the pressure to give ne,max ≈ 1.8nc completely removed this rear
feature, leaving only the collisionless shock feature moving forward from the initial
critical surface into the plasma.
At the latest time, t = 1.6 ns shown in figure 6.13e&f, some other clear features appear
in the shadowgraphy image. Two filamentary structures, labelled 3 in the images, are
seen propagating into the neutral gas with a width d ≈ 100µm. The interferometry
image clearly shows that these filaments correspond to an increase in electron density
compared to the ambient medium. Furthermore, the filamentary structures originate
and overlap with feature 2 showing that the two features are related.
Figure 6.14 show the recovered phase profiles from the interferometry images shown
in figure 6.13d and f. At the front side of the plasma where is a steady increase in
phase. The rear surface however shows a sharp drop off in accumulated phase and
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Figure 6.13: Shadowgraphy and interferometry images for a helium gas emitted from a
2 mm nozzle with ne,max = 3nc at a,b) t = 240, c,d) 550 and e,f) 1600 ps
after the initial laser plasma interaction. Some features have been labelled
to draw the eye, to be discussed in the text.































Figure 6.14: Recovered phase profiles for the interferograms shown in figure 6.13d and













































Figure 6.15: a) Variation of distance of the rear gradient location from the initial es-
timated position of the critical surface along laser axis, measured from
shadowgraphy, for ne,max = 3nc. b) Variation of the same distance with
different ne,max, with different probe timings indicated in the legend.
therefore electron density, the locations of which overlap with the sharp feature seen
on the shadowgraphy. Indeed, the sharp drop in phase is even more pronounced later
in time, which agrees with the sharpening shadowgraphy feature seen in figure 6.13.
The phase map for t = 1.6 ns shown in figure 6.14b also shows the increase in electron
density in the region surrounding the filamentary structure.
As mentioned earlier, the location of the shadowgraphy feature at the rear surface
did not move significantly with time. Figure 6.15a shows the results from a series of
shots with different probe timings. All the shots under these conditions exhibited the
same shadowgraphy feature, although the energy in the laser pulse varied from shot
to shot (EL = (2.6 ± .3) J), which combined with the unpredictable pulse train and
prepulse effects could account for some of the variation. However, the position of the
main feature did not move longitudinally with time. This observation puts an upper
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Figure 6.16: a) Zoomed and rotated inteferogram of the filament shown in figure 6.13e&f
along with the b) recovered phase profile and c) estimated density profile
based on assuming axial symmetry along the length of the filament.
bound on a potential velocity such that the propagation in 1.5 ns is less than the shot-to-
shot fluctuation variation in position of ≈ 50µm, presumably caused by changing laser
conditions. Such a calculation suggests that if the feature is moving or expanding, it is
doing so at a velocity less than ≈ 2.5× 104 ms−1. In section 5.4.2, an estimation of the
sound speed in the plasma was made from arguments of absorption of laser energy into
the bulk plasma, and predicted bulk electron temperatures ≈ 1.3 keV, corresponding to
cs = 1.7×105 ms−1. If this was indeed the temperature of the plasma at the edge of this
feature, it would rule out a shock for which M > 1. However, the rear of the plasma
could potentially be at a significantly lower temperature.
Another data-set varied the gas pressure and therefore the plasma density between
ne,max = 1 to 4.2nc. No feature was seen for ne,max ≤ 1.9nc, although the collisionless
shock feature discussed in chapter 5 was seen near the front surface. As was shown in
chapter 5, the interactions were overcritical, and there was a gradual decrease in plasma
density at the rear of the target, in contrast to the shots at higher density. Apart from
this apparent cut-off, no clear trend can be seen for ne,max ≥ 3nc, though the range of
pressures studied is small.
The upper filament seen at t = 1.6 ns in figure 6.13e&f (and labelled ‘3’) has been
individually analysed using the Abel inversion technique with a line of symmetry along
its axis to determine its electron density, shown in figure 6.16. The estimated radial
density profile confirms a filament size ≈ 100µm, and shows a decreasing electron
density along the filament going from an initial density ne = 2.5nc, nearly corresponding
to the fully ionised plasma density, reducing down to 0 over a length of about 600µm.
The region that the filament is passing into is still within the peak region of the density
profile, and therefore the region outside the filament is only partly ionised. This feature
only appeared on the shots taken at the latest times (t > 1 ns), so they appear to develop
on a hydrodynamic timescale.
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6.3.3 Comparison and discussion
The helium gas target shows significant differences to the hydrogen gas presented earlier.
Firstly, the size of the features from the helium gas were consistently smaller than those
in hydrogen, which may be partly explained by the extra energy required to fully ionise
the helium ions compared to hydrogen. The sound speed cs ∝
√
Z/A is also smaller
for the helium than hydrogen for a fixed electron temperature. The recovered density
profiles seen for the late-stage features in hydrogen (see figure 6.11) compared with the
expansion measured on the 2011 run (see figure 6.12) suggests a hydrodynamic blast-
wave type shock in which a shell of high density material expands outwards. Although
the rear density feature for the helium does resemble the edge of the expanding feature
in hydrogen, there are none of the fine structures seen inside the feature. Furthermore,
compared to the hydrogen data-set the helium interferometry allows a more detailed
analysis of the plasma density, and unambiguously shows that the rear feature marks
the edge of a large highest density region of the plasma. The helium data is therefore
not consistent with a blast-wave type shock, as was seen generated by the prepulse
and potentially the late-stage hydrogen plasma, which would sweep up density into
the shock leaving behind and evacuated region. It could be consistent with a piston
driven compressional shock, in which the density behind the shock would be higher
than that in front, but the initial speeds required for such a shock to be consistent with
the experimental data would require an initial speed  106 ms−1, slowing to a velocity
which must be below v < 2.5 × 104 ms−1 by t = 250 ps, much slower than seen from
the expansion of the hydrogen feature. Also, the formation of the large filament seen to
form late in time seems difficult to explain from the point of view of a shock.
One other potential explanation for the rear density gradient could be provided by
fast-electron transport effects. A number of studies have been carried out in which a hot
electron beam generated from a solid target propagates into a gas jet positioned behind
the target, to investigate electron transport in situations where there is a high ratio of
the hot electron beam number density nb compared to the background electron number
density ne [246, 247]. Such studies are extremely relevant to fast ignition [53], in which
a beam of hot electrons is used to ignite a compressed fusion capsule. As shown by Bell
et al. [248], a fast electron beam in a plasma must be balanced by a return current such
that jtotal = jfast + jthermal ≈ 0. If such a return current did not exist, the energy of
the magnetic fields generated by the fast electron beam would dwarf the energy in the
electron beam itself. If the return current cannot be supported by the medium, electric
fields are created which confine the hot electrons. In fast ignition, the number density
of the hot electron beam needs to be on the order of nb ∼ 1023 cm−3, approaching solid
density [246, 247]. It is therefore likely that at the laser-plasma interaction region, and
for cone guided ignition, the region between the cone exit and the hotspot, that the
electron beam density may approach the background density. For nb ≈ ne, the return
current has to therefore be composed of relativistic electrons, and may form instabilities
not properly modelled when nb  ne. By using a gas jet as a media for the hot electrons
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to propagate through, such a situation can be studied, albeit at a lower density.
Tatarakis et al. [246] found filamentation and hosing instabilities in the gas related
to the Weibel [249] and two-stream instabilities. Batani et al. [247] performed a similar
experiment, and investigated the generation of electrostatic fields due to charge imbal-
ance and found that as nb/ne increased the propagation of hot electrons was inhibited in
the gas. Further work using proton probing and a chirped optical probe demonstrated
the existence of strong inhibiting electrostatic fields and found that the fast electrons
are effectively stopped when the gas density is reduced, likely due to an insufficient
background density to provide a return current [250]. The higher the electron density
in the gas, the further the electrons would propagate into the gas. Expansion sizes from
100-600µm were seen in gases with molecular densities 3-8×1019 cm−3. A number of
other experiments have found evidence of filamentation of the hot electron beam as it
passes through the plasma (eg. [251–253]). The experimental set-up at BNL provides a
situation in which electrons can be generated at the critical surface in the laser-plasma
interaction and then propagate through a target in which the beam electron number
density nb is on the same order as the background electron number density ne.
Therefore, the evolution of the rear feature seen at late times could be similar to
the type of electron inhibition seen by Batani et al. [247, 250] due to the plasma being
unable to supply enough return current to balance the fast electron current generated at
the front surface. As the fast electrons are produced at the front surface, they propagate
into the overdense plasma, balanced by a return current provided by the higher density
background plasma. As they continue to propagate, they enter a region which is not
fully ionised. If a return current can no longer be supported, an electrostatic field driven
by the space charge density of the hot electron beam will form, effectively providing a
sheath which prevents hot electrons from propagating further. Further production of
background electrons can occur by collisional ionisation or via field ionisation from the
sheath. These electrons can then contribute to the return current, and the fast electron
population can continue to expand into the plasma. It is likely that this electrostatic
electric field could cause density steepening as is seen in figure 6.14, as the region
behind the electric field where the hot electrons are trapped is likely to be fully ionised,
in contrast to the region beyond which may be only partially ionised by collisional
ionisation from the most energetic tail of the electron population. Considering the
relation between the large filaments seen at late times and the steep density gradient seen
on the rear surface, it appears as though the hot electrons, though initially confined by
the electrostatic field at the rear surface, are eventually released through large filaments.
The large filament also resembles the filament seen at late times by Tatarakis et al. [246],
which was attributed to the coupling between the Weibel and two-stream instabilities.
In the experiments described in [247, 250], argon or helium at a higher pressure was
used and the electron density was therefore higher than the BNL experiment. Also, they
used a higher energy laser pulse by a factor of 5 and a higher wavelength normalised
intensity ILλ2 by a factor of ≈ 50. Although it is difficult to compare the absorption effi-
ciency into hot electrons between the two experiments due to the different target types,
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it would still be expected that the flux of hot electrons in the BNL experiment would be
at least a few times smaller, and therefore the ratio of hot electrons to background gas
density could be similar. Streaked shadowgraphy was used in the Batani experiment to
show that the expansion of the electron cloud stopped after ≈ 5 ps, agreeing with the
the lack of significant expansion seen in the helium data-set. Therefore, it is possible
that the rear gradient feature seen for the helium target is due to electron inhibition.
Further confirmation could be offered by further experiments aimed to measure fields
in such a plasma; polarimetry could be used as a diagnostic for magnetic fields, or if
possible a proton probe could be used to measure both electric and magnetic fields.
6.4 Post-soliton generation
In recent years, there has been a lot of research performed on post-soliton formation
from laser-plasma interaction. Post-solitons are cavities in the plasma electron and ion
density in which electromagnetic energy has been trapped. The walls of the cavity are
overdense to the electromagnetic radiation and so the radiation remains trapped (see
[39, 254] and references there-in). These have been shown to be produced from high
intensity laser propagation in underdense plasmas (1nc > ne > 0.1nc) in numerical
simulations [254] and more recently in experiments using both proton probing [255, 256]
and optical probing [257]. In this situation, the intense laser beam loses energy as
it channels through the underdense plasma and becomes red-shifted [254]. This has
the effect of decreasing the critical density, nc ∝ 1/λ2, and therefore the background
plasma can become overdense to the red-shifted light, and it can become trapped. The
post-solitons characteristically expand in time as the ponderomotive EM force pushes
outwards, and is described by a snowplough model. Recent experimental results using
linear polarised lasers indicate the soliton expansion is best described by the cylindrical
case [255].
Similar features were also observed using the optical probe diagnostic on the experi-
ment at the ATF. Figure 6.17 shows the results of the optical probe diagnostic from a
shot on the 2009 BNL experiment, where the CO2 drive laser was focused on the front
of a helium gas emitted from a 2 mm diameter nozzle, with a fully ionised maximum
density ne,max ≈ 2nc. The probe images were taken at t = 1.6 ns, well after the end of
the laser plasma interaction. The late-stage collisional stage of the shock wave discussed
in chapter 5 can be seen, along with a circular feature along the edge of the shock wave
highlighted with the red box in figure 6.17a. The corresponding interferometry at this
point is shown in 6.17b, showing a reduction in phase towards the centre of the feature.
The recovered density profile, calculated assuming axial symmetry through the bub-
ble, confirms a hollowing in the electron density profile, with subcritical plasma density
inside the bubble and a maximum ne = 2.5nc at the bubble edges, higher than the
surrounding ambient density and well over-dense. The radius of the hollowed bubble at
this time is dps ≈ 130µm. At first glance, these features also seem similar to the circular
features seen generated by the prepulse and discussed in section 6.2. However, these fea-































































Figure 6.17: a) Shadowgraphy image of the plasma at t = 1.6 ns after the interaction of
the BNL laser with a helium 2 mm gas jet, ne,max = 2nc. Red box indicates
the potential post-soliton feature. b) Interferometry, c) Recovered phase
map and d) estimated density profile of the feature inside the red box
indicated in the shadowgraphy image.
tures retain some key differences. Firstly, they appear as circular bubbles encircled by
dense plasma instead of neutral gas. Also, unlike the prepulse induced blast-waves, the
structures here remains well defined well after the main laser plasma interaction hap-
pens, and appears perfectly circular. Such a feature is characteristic of a post-soliton;
although the measurement is only of the electron density and not the associated ion
density, it is likely due to the large time-scales that the ion density would match the
electron density. However, as the 2009 experimental set-up only had one timing for the
probe beam, it was not possible to check for feature expansion or movement that could
confirm the hypothesis of a post-soliton.
This problem was partially solved by introducing the second timing for the probe in
the 2011 experiment, as was described in section 6.1. Figure 6.18 shows the shadowg-
raphy images from two different times on the same shot, in which the BNL laser was
incident on a hydrogen gas emitted from the 1 mm nozzle with an estimated peak fully
ionised electron density of approximately 3.3nc, with side ramp lengths ≈ 825µm. The
full plasma shadowgraphy image for t = 130 and t = 530 ps is given in a) and c), with
a zoomed image of the apparent post-soliton feature in b) and d) respectively. The
feature appears at the edge of the channel bored by the laser. The interferometry fringe
spacing and resolution was not fine enough to extract a density map as was performed
for figure 6.17, but are consistent with a high density shell with an evacuated centre.
The feature appears to be quite stationary with respect to the expanding shock waves









































Figure 6.18: a) Shadowgraphy of plasma formed from the interaction of the BNL laser
with hydrogen plasma, ne,max = 3.3nc. Shadowgraphy image taken at
t = 130 ps after the laser plasma interaction. b) A zoomed region of the
same image around the feature indicated by the red box. c) Image of the
same shot at t = 530 ps after the interaction, and d) a zoomed in region
around the interaction. The feature size, measured between the bright edges around the
feature, gives dps ≈ (115± 10)µm at t = 130 ps and dps ≈ (135± 10)µm at t = 530 ps,
though this measurement is not taking into account diffractive effects which will limit
the measurement. Two timings is insufficient to give a full description of the time-
evolution of the soliton, and as these non-linear features were seen sporadically, varying
from shot-to-shot, it was not possible to fully characterise the solitons. In particular, it
may be of interest to compare the time evolution between the cylindrical and spherical
models; though previous works have described cylindrical post-solitons, they have all
used linear polarisation. It is possible that circular polarisation could cause a spherical
mode.
In some shots, a large number of circular features appeared on the shadowgraphy
image along the sides and edge of a channel formed by the intense laser pulse. An
example is shown in figure 6.19a, in which a laser pulse train with total energy EJ ≈ 0.5 J
irradiated a hydrogen plasma puffed from a 1 mm gas nozzle with ne,max = 3.3nc. The
long horizontal features are likely due to channel formation whilst the circular features
could potentially be post-solitons formed as the laser pulse is depleted in the ramp.
Unfortunately the plasma interferometry for this shot was extremely blurry due to the
complex structure and extraction of phase shift profiles for the circular features was not
possible.
Similar features are observed in numerical PIC simulations when a pulse modelled on
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Figure 6.19: a) Shadowgraphy image at t = 530 ps after the interaction with a slightly
reduced energy EJ ≈ 0.5 J irradiating a hydrogen plasma, ne,max = 3.3nc.
b) Electron charge density profile from numerical simulation at t = 13 ps,
just after the end of interaction. c) Zoomed in electron density profile of
circular features indicated by red box and d) line-out of electron density
(red), ion density (green) and electric field (green) along dotted line in c.
the CO2 laser at the ATF is used to irradiate a hydrogen plasma with a long underdense
ramp. Figure 6.19b-d shows the results of a 2D simulation using the OSIRIS PIC code
with similar conditions as used in the previous chapter, but with a very long underdense
ramp. This particular simulation was performed with an initial linear ramp rising from
0 to 2nc in 500µm, closely matching the estimated electron density profile from the
initial neutral gas density to the conditions of the shot shown in 6.19a. 6.19b shows
the electron density distribution shortly after the end of the laser plasma interaction.
The circularly polarised laser, which has entered the box from the left hand side, has
channeled through the underdense ramp, reducing the electron density along the laser
axis. It has channeled up to the critical density, although by this time it has lost so
much energy that it is unable to efficiently exert radiation pressure at this point. As
well as exciting a number of waves in the underdense region, a large number of circular
holes in the electron and ion density are observed. A zoomed in image showing the
electron density profile of one of these post-solitons is shown in figure 6.19c, together
with a line-out through the centre of the bubble. The line-out demonstrates that the
hole is in both the electron and density profiles, and shows the field associated with this
hole, which is an oscillating electric field out of the plane. Not shown is an azimuthal
field in the Bx −By plane.















Figure 6.20: Post-soliton expansion in time for the spherical (blue) and cylindrical (red)
solution using estimated starting parameters from simulation. Data points
from the shot shown in figure 6.18 are labelled with black crosses.
The width of the soliton features in the PIC simulations are significantly smaller than
those observed at later times in the experimental probe images. They are character-
istically formed with an initial diameter dps ≈ c/ωp, as has been shown previously in
simulations and experiment [254, 255]. The expansion of a post-soliton in time has been
shown to be well described by a snow-plough model in which the pressure due to the
electric field inside the post-soliton push outwards accruing mass on the expanding shell
[254–256, 258]. In this model, this model the diameter of the bubble at any time t after





expansion, or dps(t) = d0 [5t/ts]
2/5 for a cylindrical expansion in the limit t ts, where
ts is the characteristic expansion time and is given by ts =
√
d20nimi/20〈E20〉, where
ni and mi are the ambient ion density and mass, d0 is the initial size, and 〈E20〉 is the
square of the time averaged oscillating electric field trapped inside the bubble.
The PIC simulation indicates an initial diameter of the post-soliton to be d0 ≈ 15µm,
comparable to c/ωp, with a time-averaged electric field 〈E20〉1/2 ≈ 1.5×1011 Vm−1. Fig-
ure 6.20 shows the solution from this model of the post-solition expansion in time using
these input values for the case of the shot shown in figure 6.18. The predicted bubble
widths at late times after the interaction are comparable to those seen in the exper-
iment, also shown in the figure; however, there are not enough points to completely
determine the evolution of the post-soliton. Furthermore, the experimental results take
the bubble feature diameter to be the edge of the perturbation seen on the shadowgra-
phy, which could be an overestimate of the actual size. Indeed, close inspection of the
line-out from the PIC simulation shown in figure 6.19d show a wave expanding outwards
ahead of the post-soliton bubble itself, which could make the post-soliton appear larger
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than it is. Finally, as pointed out by Naumova et al. [254] the snow-plough model of
post-soliton expansion does not take into account effect of the pressure of the ambient
plasma limiting expansion of the post-soliton.
Nevertheless, the combination of an optical probe and a near-critical density laser-
plasma interaction driven by the intense CO2 beam has been shown here to be an
excellent way of producing and diagnosing post-solitons. These are of interest in the
investigations of high intensity lasers with near-critical plasmas as they can potentially
trap a large fraction of the energy of the laser pulse [255], which might reduce the absorp-
tion efficiency into ion generation, or suppress it altogether [257]. Such an energy loss
in long density gradients could be important for the hole-boring scheme for fast ignition
internal confinement fusion. Also, as the numerical simulations only appear to show
post-soliton features when using long density gradients, the formation of post-solitons
could be indicative of an interaction in which the intense pulse is not interacting with
a steepened density gradient, and could therefore be of use to investigate the prepulse
effect on the density gradient when considering ion acceleration such as described in
chapter 5.
7 Conclusions and future outlook
This thesis has described work from a series of experiments designed to investigate
new ion acceleration mechanisms in high intensity laser plasma interactions. Both the
experiments with ultra-thin foils on the Vulcan Petawatt laser and the experiments
with overdense gas jets at Brookhaven National Laboratory have provided significant
advances in understanding of novel acceleration mechanisms which can produce beams
with different qualities compared to the standard sheath acceleration mechanism and
may therefore be of interest to applications. The experiments will be summarised below.
7.1 Intense lasers interacting with ultra-thin foils
Chapter 4 presented results from an experimental campaign on the Vulcan Petawatt
facility investigating the interactions between the Petawatt laser, a 700 fs laser with
a peak intensity IL ≈ 1020 Wcm−2 and contrast enhanced with a plasma mirror, and
ultra-thin nanometre scale foils. Ion diagnostics demonstrate a number of competing
acceleration mechanisms, creating ion populations with different energy spectra and
beam profiles. Numerical PIC simulations were performed to reproduce and further
elucidate these experimental results. The observed proton beam features are:
1) A spectrally modulated, on-axis proton beam, with a peak kinetic energy anti-
correlated to the maximum carbon energy. These are due to the higher charge to mass
ratio of the proton species in the interaction, which causes them to be buffered ahead
of a heating carbon species.
2) A highly divergent, high temperature proton beam which contains the highest
energy protons, and is due to sheath acceleration of the proton bunch
3) Bubble-like structures in the proton beam from targets with thickness 5-20 nm,
which have been shown to be caused by Rayleigh-Taylor-like transverse instabilities
between the laser radiation and the plasma [176]
4) Low energy ring features, which were also seen in transverse probe images, and
appear to be formed by the ponderomotive pressure forming a channel when the target
is relativistically transparent
The spectrally modulated proton beams in particular may be of special interest to
the community, as they represent a novel way to control the energy spectrum of the
proton beam. In fact, it shows a significantly higher particle flux than any other pub-
lished work on spectral modulation of laser accelerated proton beams. It was shown in
PIC simulations that a modest increase in intensity should provide protons in excess
of 100 MeV, with potentially very few protons at low energies. This exciting new ac-
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celeration regime could potentially bring laser plasma accelerated protons closer to the
energies required for hadron therapy, while also providing some spectral modulation of
the beam to minimise the production of low energy protons which are of no practical
use in therapy.
7.2 Laser hole-boring and shock acceleration from
overdense gases
Chapter 5 described an experiment at the Accelerator Test Facility at Brookhaven
National Laboratory in which an a0 ≈ 0.5, τL ≈ 5 ps, CO2 laser was used to irradiate
just-overdense helium and hydrogen plasma, producing monoenergetic proton beams
of unprecedented brightness. In particular, results from the optical probe diagnostic
have been discussed, demonstrating laser hole-boring into the overdense plasma and the
remnants of the subsequent shock wave continuing to propagate into the plasma until
late times (> 1 ns) during which the dynamics become dominated by collisions. The
collisionless stage of the laser-plasma interaction and subsequent decay of the shock wave
into an ion acoustic solitary wave was demonstrated using 1D and 2D PIC simulations,
which also highlighted the ion acceleration mechanism involved. It was shown that
these acceleration mechanisms should scale well with increasing laser intensity. These
results help elucidate an extremely promising avenue for generation of mono-energetic
ion beams using gas jet targets and could prove to be an ideal ion source for applications.
Since publication of the work in this experiment ([73, 238]), subsequent papers have
further investigated shock acceleration. Haberberger et al. [74] demonstrated proton
beams up to 20 MeV with ∆E/E < 1% in a similar experimental set-up, though with
a much smaller particle flux ( 107 particles/MeV.sr in the monoenergetic beam, in con-
trast to the > 5 × 1011 particles/MeV.sr found on the BNL experiment), suggesting
some difference between the two experiments. This might be explained by the trade-off
between high particle number and high kinetic energy observed in the numerical simu-
lations performed in chapter 5. A slightly different conclusion was reached in the recent
publication by Macchi et al. [182] describing numerical simulations of a laser impinging
on an overdense plasma. As discussed in section 2.2, an electrostatic collisionless shock
requires a dissipation mechanism, which is usually the partial reflection of ions due to
the electrostatic potential at the front surface, whereas solitons pass through the plasma
without particle reflection. However, Macchi et al. [182] demonstrated that a solitary
wave structure can undergo collapse due to electric field oscillation from co-moving
electrons, at which point a single bunch of ions is reflected with extremely small energy
spread. Therefore, the authors propose this as a more likely source of the extremely
small monoenergetic peaks found on the experiment by Haberberger et al.[74], whilst
pointing out that the higher fluxes seen on the BNL experiment described in this thesis
are better described by a front surface acceleration mechanism such as laser hole-boring
in which a much higher number of particles are reflected at the front surface.
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Collisionless shock waves are also widely observed in astrophysical situations, such
as in supernova remnants and bow-shocks (for example, [259–261]), and therefore this
work may also be of interest in the context of laboratory astrophysics. Shocks like
the perpendicular magnetic shocks can be laminar in nature. Particle acceleration in
turbulent collisionless shock waves has been identified as a potential source of cosmic
rays (e.g. [262, 263]). In astrophysics, such shock-waves can be formed due to elec-
tromagnetic turbulence such as the Weibel instability [249]. Though the collisionless
shock waves discussed in this thesis have been laminar electrostatic in nature, numeri-
cal simulations have shown that with increasing laser intensity it might be possible to
form Weibel mediated collisionless shock waves in similar conditions [264]. Therefore,
given development in laser technology, such an experimental set-up would be ideal for
observing the transition of electrostatic to electromagnetic turbulence driven waves.
Other interesting features observed during the BNL experiment and diagnosed using
optical probing were introduced and analysed in chapter 6. In particular, the prepulses
interacting with the gas before the arrival of the most intense pulses was shown to
have an effect on the gas and plasma density profile at the first surface. This could
have implications for the main intense laser plasma interaction, as the generation of
monoenergetic proton beams was shown in 2D PIC simulations to be suppressed by a
long plasma density scale length. The late stage features seen in the interaction were
also presented, including more developed blast-waves and also potential inhibition of
fast electrons generated in the laser plasma interaction. Finally, the production of post-
solitons, bubbles of electromagnetic radiation trapped inside overdense plasma, was
demonstrated. As post-solitons can be an important energy loss mechanism in high
intensity laser plasma interactions with large density gradient scale lengths, developing
a clear understanding of the formation of these features may be especially important
for the laser channeling hole-boring fast ignition ICF scheme.
7.3 Prospects for applications
Considering the conceptual advances discussed outlining new methods of accelerating
ions from laser-plasma interactions, it is important to compare and contrast the qual-
ities of such beams with both conventional accelerators and the widely investigated
sheath acceleration from laser-plasma sources. As was discussed in section 1.3, different
applications require different ion source properties. For example, sheath acceleration
has already been shown to be a suitable source for radiography applications in HEDP
experiments and of micro-structured objects. It is therefore important to highlight the
potential for the novel acceleration mechanisms discussed in this thesis.
7.3.1 Hadron therapy
The buffered proton acceleration mechanism when ultra-thin targets are irradiated by
intense laser beams, as discussed in chapter 4, have been shown in 2D numerical sim-
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ulation to scale well with intensity (see section 4.6.7), and therefore proton energies
approaching those sufficient for hadron therapy could be viable with modest increases in
laser intensity. Indeed, the scaling from the simulations suggest that a Vulcan Petawatt-
like laser with an a0 ≈ 25 (or IL ≈ 8×1020 Wcm−2) could accelerate protons in excess of
200 MeV as required by hadron therapy. Furthermore the quasi-monoenergetic nature
of the energy spectrum minimises the production of low energy protons that are of no
use in therapy, and could boost conversion efficiency to allow more useful protons to
be produced on shot. As the mechanism just requires two different species with differ-
ent charge to mass ratios, species other than protons could also be accelerated whilst
maintaining the low energy spread.
Scaling laws estimated for sheath acceleration would suggest proton energies in excess
of 100 MeV in similar conditions, and approaching 200 MeV for IL > 1021 Wcm−2 [126,
128]. However, unlike the buffered acceleration from ultra-thin targets, the beam energy
spectrum is exponentially decreasing with energy, resulting in a very low number of
protons at the highest energy. Accelerating species other than protons requires special
target preparation.
Both sheath acceleration and the buffered acceleration from ultra-thin foils have po-
tential limitations even if they can be scaled up to provide energetic enough protons for
hadron therapy. One major difficulty could be ensuring a high enough beam current
that a sufficient dose can be deposited in the tumour in a suitable treatment time. As
well as the advances in laser technology that will be required, targetry must also be
considered. As a likely accelerator for hadron therapy will need to have a repetition
rate > 1 Hz, the target will need to be replenished on a fast timescale. Although tape
drives can be used for thicker foils, the position of the target needs to be reproducible
within the laser Rayleigh range. As ultra-thin foils are inherently more fragile, a target
design for high repetition rate would have to be demonstrated before use in such an
accelerator.
Unless the energy spread of the laser accelerated ion beam meets the necessary re-
quirement of ∆E/E < 1%, a post acceleration beam line will be required to select the
correct energy. Even if the energy spread limit can be met, the patient will still need
to be shielded from the other ionising radiation produced in the interactions such as
x-rays, energetic electrons and other unwanted ion species produced in the interaction.
Though this can be somewhat alleviated by using lower Z targets, it is still an important
consideration.
Many of the drawbacks discussed above can be overcome by utilising radiation pres-
sure driven acceleration mechanisms with gas jet targets. Firstly, as is shown in chapter
5, such beams can be produced with a ∆E/E approaching the requirements for hadron
therapy, potentially alleviating the need for post acceleration energy selection. Unlike
the quasi-monoenergetic beams found from variants of sheath acceleration (e.g. [147–
149]), the radiation pressure accelerated beams from the gas jet target accelerated a
large number of protons (≈ 1012 protons/MeVsr). Furthermore, that these beams were
achieved with gas targets is an extremely promising advantage, as they are much more
196 Chapter 7. Conclusions and future outlook
easily scaled to high repetition rate without the need for a dynamic target mount. Gas
jets also allow for the acceleration of a beam free of impurities, and the accelerated ion
species could potentially be varied by simply changing the gas.
The key challenge for radiation pressure driven ion acceleration using overdense plas-
mas from gas jets is therefore demonstration that it can be scaled to higher energies.
The maximum proton energies seen on the BNL experiment will need to be increased
by over 200 times before it can be used as a source for hadron therapy without a post-
acceleration beamline. Due to the complex relationship between the collisionless shock
speed and the upstream and downstream temperatures and density [80], a scaling law
with laser conditions is challenging to develop. Indeed, as discussed in chapter 5, there
may be a trade-off between the number of particles accelerated against maximum proton
energy, as appears the case when comparing the results from the BNL experiment with
those presented by Haberberger et al. [74]. Fortunately, as discussed in section 3.1.4,
there are a number of promising avenues for the improvement of high power CO2 lasers,
which have not been as widely developed as the more ubiquitous optical or near-optical
high power laser systems. Therefore, key experiments in the near future examining
this acceleration regime are likely to include investigation of intensity and pulse length
scaling, and also tests of shot-to-shot reproducibility. Indeed, as suggested in chapters
5 and 6, the pulse train may be important for creating an appropriate density profile
for the creation of monoenergetic ion beams, and the effect of this should be investi-
gated in controlled circumstances with a well diagnosed pulse profile, or by purposely
introducing prepulses.
An alternative avenue for increasing the kinetic energy of the accelerated particles
would be to try to develop near critical density targets suitable for optical or near-optical
lasers. For example, the Vulcan Petawatt laser has a central wavelength λL = 1.053µm,
for which the non-relativistic critical density ne ≈ 1021 cm−3, though due to the effects
of relativistic transparency a slightly higher density will be needed. Such gas jets have
been designed and demonstrated both at Imperial College London and elsewhere [265].
As most state-of-the-art high power laser systems now have extremely clean pulses with
very high prepulse to main pulse contrast ratios, if control of the density scale length is
important, then new techniques for shaping the density profile of gas jet targets may be
necessary to ensure the main intense pulse can interact with a sharp density gradient.
7.3.2 Isochoric heating
Another potential application for proton beams discussed in chapter 1 is isochoric heat-
ing, in which an energetic proton beam deposits a large amount of energy inside a target
material, allowing equation of state measurements which are of interest in a wide range
of fields. The key parameters for isochoric heating are the amount of energy in the
particle beam, which determines the potential achievable temperatures, and the beam
energy spectrum which, if it could be engineered, could provide uniform heating in the
target. Given these conditions, and as repetition rate is not an important factor, the
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proton beams described in chapter 4 could be a useful candidate for future experiments.
Indeed, a higher efficiency of conversion into higher energy protons without the large
number of lower energy protons would be ideal for an experiment such as performed by
Pelka et al. [52] where the protons are used to irradiate the end of a rod, and the ma-
terial is then probed transversely through the rod away from the front surface, making
the lower energy protons which only heat the surface of the target sample effectively
useless. In chapter 4, it was estimated that in the quasi-monoenergetic peak of the
buffered proton beam with an energy range ∆E = 4 MeV the efficiency was ∼ 0.25%;
in contrast, Robson et al. [128] used sheath acceleration on the same laser system
and demonstrated efficiencies between 0.3-6% over the whole energy spectrum up to
55 MeV. As the temperature will depend on the dose deposited at a single depth, only
the maximum 6% efficiency reported would compare with the efficiency into a small
energy range seen from the buffered proton beams. Therefore, it may be the case that
with source optimisation of the buffered beam, the good efficiency combined with the
spectral modulation could provide an interesting source for isochoric heating studies.
7.3.3 Fast ignition
The fast ignition internal confinement fusion scheme requires an ignitor beam to deposit
energy in the pre-compressed hot spot, and it has been suggested that protons or heavy
ions could be a potential candidate for such a beam due to their unique dose deposi-
tion characteristics [53, 56]. As described in [19], such an ignitor beam would require
a beam with high conversion efficiency from laser energy to ion energy (> 10%), an
Ek ≈ 5 − 15 MeV for protons (higher for ions), and a ∆E/E ≈ 20%. Indeed, the pro-
ton energy and quasi-monoenergetic spectrum requirements are similar to the buffered
proton acceleration presented in chapter 4. However, the efficiency of the acceleration
mechanism into the quasimonoenergetic bunch, estimated at 0.25%, is 40 times lower
than required. Another interesting study would therefore involve varying the ratio of
light and heavy ions in the target to find an optimum impurity level in terms of conver-
sion efficiency. As well as laser to proton conversion efficiency, another serious hurdle
may be the difficulty in incorporating an ultra-thin foil in the ICF target design such
that it would still be in tact when the intense laser beam interacts with it near the peak
of compression due to the extreme conditions. If not, a beam transport and focusing
system would be required to refocus the beam to the centre of the hotspot.
7.4 Concluding remarks
This thesis has described experimental and numerical research into novel acceleration
mechanisms in high intensity laser plasma interactions. It is an exciting time to be
working in such a fast-moving field, driven by innovations in high power laser capabili-
ties as well as inquisitive experiments designed to investigate some of the most extreme
conditions possible to create in the laboratory. Around the world, a large number of
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research groups are developing new ideas and techniques to push forward the bound-
aries of laser-plasma ion acceleration, both fine-tuning beams created from the sheath
acceleration as well as investigating promising new acceleration mechanisms which may
provide a different and complementary set of beam parameters. In the near future,
energetic ion beams driven by laser plasma interactions could potentially provide an
invaluable tool for researchers and clinicians alike.
A Single electron motion in an
electromagnetic field
A.1 Single electron motion
Following [92], the equation of motion of an electron in an electromagnetic field is given
by the Lorentz equation,
dp
dt
= −e(E + v ×B) (A.1)
Consider a plane wave propagating along the z-axis with a magnetised vector potential
A = (δA0 cosα, (1− δ2) 12A0 sinα, 0),
where δ is a polarisation parameter, and α = ωlt − kz. When δ is ±1, the pulse is
linearly polarised, and when it is ±1/√2 the pulse is circularly polarised. Using the
relations B = ∇×A and E = −∇φ− ∂A
∂t
, and that ∇φ = 0 for a single electron, and







+ v × (∇×A)
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+ (v · ∇)A−∇A(v ·A)
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(p− eA) = −e∇A(v ·A). (A.2)
It is then possible to solve for the electron’s momentum perpendicular to the laser
propagation direction , where ∇A(v ·A) = 0. Therefore, by choosing the constant of
integration to be 0,
p⊥ = eA (A.3)
and switching to a normalised vector potential,
199
200 Chapter A. Single electron motion in an electromagnetic field
px = a0mecδ cosα (A.4)
py = a0mec(1− δ2) 12 sinα, (A.5)





















To solve this, is is necessary to apply the law of conservation of energy. Combining
the relativistic conservation of energy equation E2K = m
2c4 + p2c2 = γ2m2c4 and the
Lorentz equation (A.1), it is possible to show
d
dt
(γmc2) = −ev ·E. (A.7)



























= γ + β (A.8)
where β is a constant of integration representing the initial conditions.
One choice is to take β = −1 such that at t = 0, px = py = pz = γ = 0, giving
pz = mec(γ − 1). (A.9)
From conservation of energy, p2z = (γ
2− 1)m2c2− p2⊥, so, using A.3 and solving for γ
and pz simultaneously,















1 + (2δ2 − 1) cos 2α] (A.12)
We now have all the equations needed to describe the momentum in terms of α. To
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y = − c
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These equations are self-similar in kx/a0, ky/a0 and kz/a20, and are shown in figure
A.1a and b for linear and circular polarisation. Note that for linear polarisation, in



































Figure A.1: a) Plot of the self-similar variables kx/a0 against kz/a20 and b) kx/a0
against ky/a0 for electron motion in the lab frame, and c) kx/a0 against
kz/a20 in the average drift frame of the electron.
the laser propagation direction there is an oscillatory component at twice the laser
frequency, and a constant drift term. For circular polarisation, the oscillatory term
disappears, leaving just the constant drift.
The magnitude of this drift term can be calculated using equations A.10 and A.12,
and noting that p¯z = meca20/4 and γ¯ = 1 + a
2
0/4 (as cos
2 α averages to 1/2 for linear










In this moving frame, for the case of circular polarisation, the velocity in the z di-
rection is always zero, whereas for linear polarisation the electron performs a figure of
eight motion in the x − z plane, as demonstrated in figure A.1c, and is a key factor
when considering electron heating mechanisms in solid target interactions.
B Radiation Pressure
B.1 Radiation pressure derivation
Consider light containing a number density np of photons of energy Ep = hω reflecting
off a medium with refractivity R, such that R = 0 indicates no photons reflected,
and R = 1 indicates all photons reflected. The momentum of one photon is given by
p = Ep/c, and light travels at the speed c, and so the change in momentum per area
∆A and time ∆t of all the incident photons is given by






Due to conservation of momentum, this momentum is gained by the reflecting medium,
and the force per unit area, or pressure on the object is therefore given by
PR = (1 +R)Epnp. (B.2)






























The relationship between E0, the maximum electric field, and I0, the maximum in-





and therefore the radiation pressure becomes
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B.2 Relativistic radiation pressure
When investigating radiation pressure at relativistic velocities, the calculations must
be performed in the rest frame of the hole-boring front (for hole-boring acceleration),
or the plasma slab (for light-sail type acceleration). It is important to transform the
radiation pressure correctly into the relativistic frame. In the lab frame in vacuum,
for an electromagnetic wave with magnetic vector potential A = A0 sin (ωLt− kx), the
electric field is given by
E = −dA
dt
= −A0ωL cos (ωLt− kx) = E0 cos (ωLt− kx) (B.9)







The magnetic vector potential forms part of the Lorentz invariant electromagnetic
four potential, Aσ = (φ/c,A), and so the vector potential transverse to the frame shift
is invariant under transform. The frequency of the light, ωL, does however transform























Consider in 1D a hole being bored into an overdense plasma at speed vb, following
Robinson et al. [71]. In the hole-boring frame, the radiation pressure on the plasma is
given by equation B.12. The pressure from the ions, shown in figure B.1, moving towards
the vacuum-plasma interface at speed vb is given by the number of ions reflecting off
the interface per unit time per unit area, n′ivb (where n
′
i = γni is the relativistically
corrected density due to Lorentz contraction) multiplied by the change in momentum

















Figure B.1: Diagram demonstrating the model used for deriving the hole-boring veloc-
ity. The ions are treated as perfectly reflecting off the laser-plasma interface,









Defining α = (1 +R)IL/(minic3) and rearranging gives a quadratic equation for β,
(α− 1)β2 − 2αβ + α = 0 (B.15)














which is the non relativistic hole-boring speed given in e.g. [70].
The ions in this model are reflected from the hole-boring front, and end up going at














and so, substituting in equation B.16, the accelerated ion energy is given by









which in the non relativistic limit regains the classical approximation,


























Figure B.2: Plot of the kinetic energy of reflected protons against intensity using a
pure hydrogen plasma of electron density a) 1020 (red) and b) 1022 Wcm−2
(blue), representing 10nc for a 10µm and a 1µm laser respectively.
This is plotted in figure B.2 as a function of intensity for two different densities,
assuming a pure hydrogen plasma and R = 1. The line in red corresponds to a density
of 1020 Wcm−2, which is 10nc for a 10µm laser, compared to the line in blue using
a density of 1022 Wcm−2, 10nc for 1µm. As the hole-boring mechanism requires a
density ne > nc for the laser to be reflected at the surface Therefore, the use of a longer
wavelength drive laser allows lower densities, which enhances the proton energies and
allows the acceleration of higher energy ions at a lower intensity.
B.4 Light-sail acceleration
In the non-relativistic limit, the energy gain of a block of material being pushed by
the radiation pressure of light can be estimated simply by calculating its change of
momentum. The non-relativistic light pressure is given by equation B.8, and so the
force on the target is given by the pressure times the area A,











where mi is the mass of one ion, ni is the number density of the ions, and ld is the







In the relativistic limit, following [69], the force on the block can similarly be cal-
culated in the instantaneous rest frame of the foil. In this frame, the relativistic form
of the radiation pressure is given in equation B.12. Switching to areal momentum p′,



























(p′2 + σ2c2)− p′√
(p′2 + σ2c2) + p′
)
. (B.27)
A solution for this differential equation is

















Figure C.1: Coordinate system for gas jet interferometry analysis.
An interferometry image provides information of the relative phase shift φ = φ(y, z),
integrated over the x axis of the probe laser light. Extracting the phase information
from the interferometry images requires the data image showing the gas or plasma and
a reference image without. The actual fringes on the reference image is caused by a
slight variation of the angle between the wavefront of the light that goes through the
gas or plasma, and the light that does not. The orientation and spacing of the fringes
can therefore be adjusted by slightly changing the relative angle.
The phase extraction routine for the interferometry used in this thesis was based on
a Matlab code written by Jo¨rg Schreiber. The routine uses the data image, reference
image, and image resolution as an input. An example of input images is shown in figure
C.2 (a and b). The intensity (signal), I, of the images can be written as
I(r) = IBG(r) + If (r) (C.1)
where IBG is a function describing the intensity distribution of the background signal
and If (r) given by
If (r) = If0 cos(2piν0.r + φ(r)) =
1
2
If0[ei(2piν0.r+φ(r)) + e−i(2piν0.r+φ(r))] (C.2)
for the data image and
If (r) = If0 cos(2piν0.r) =
1
2
If0[e2ipiν0.r + e−2ipiν0.r] (C.3)
for the reference image. If0 is a function describing the fringe contrast across the
image (both of which are slowly varying compared to the fringes), and ν0 is the spatial
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Figure C.2: Images for the phase extraction routine used for analysing interferograms.
a) and b) show the reference and data images respectively, with the gas
jet at the bottom of the image. c) shows the fast Fourier transform of the
data image, zoomed in for clarity. d) shows the phase map before it is
unwrapped.
frequency, giving details of the fringe spacing and orientation. Equation C.2 indicates
that an extra phase shift of pi radians from the refractive material would change the
bright region of the fringe on the reference image to become dark in the data image.
Performing a fast Fourier transform (FFT) on C.1 gives
I˜(ν) = I˜BG(ν) +
1
2
I˜f (ν − ν0)eiφ + 12 I˜f (ν + ν0)e
−iφ. (C.4)
Therefore, performing a FFT on both images therefore typically gives three main sig-
nals - one near ν ∼ 0 which includes the contribution of the slowly varying IBG and two
near ±ν0 giving the two conjugates of the frequency components of the interferometry
fringes. An example of a data image in Fourier space is shown in figure C.2c. The phase
extraction algorithm allows the user to select a filter in Fourier space, keeping only the
frequencies near the carrier frequency ν0. This effectively removes all the contribution
from the image from IBG, as well as removing high frequency noise, leaving just the
contribution from the second term in equation C.4. The same filter is applied to both
the reference and data images and then the inverse Fourier transform is performed on
both the filtered images. The resulting matrices are necessarily complex numbers as the
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complex conjugate has been removed by the Fourier filter. The IFFT images I ′d and I
′
r





















φ(r) takes a value between −pi < φ < pi. An example map of φ is given in figure C.2d.
Note the sharp jump from pi to −pi near the centre of the gas jet. If the fringe shift caused
by the refractive object is greater than 2pi, then the phase also needs to be unwrapped.
Phase unwrapping starts from a known point with φ = 0 and then looks for jumps in φ,
caused by the fringe shift increasing from +pi to −pi, and adds or subtracts 2pi everytime
a jump is found, depending on the sign of the jump. For very noisy interferograms, for
example with high density plasmas, noise and small plasma structures often cause the
jumps to be missed (if the change in density is too great to be resolved) or to break up
(for a noisy image), which causes serious problems with unwrapping the phase. Finally,
the algorithm looks and corrects for any smooth gradients in the phase (as is seen in
figure C.2 d), caused by non uniformity of the fringes.
C.2 Calculating density
Making the assumption that the nozzle is symmetrical, the density profile at radius
r, time t and vertical position above nozzle z is given by ρ = ρ(r, t, z). Converting
to a cartesian coordinate system, shown in figure C.1, r =
√
x2 + y2, where y is the
dimension transverse to the laser propagation and x is along the axis of the laser.
Therefore, the interferogram represents the phase shift in the y, z plane integrated over
the x axis.
C.2.1 Gas jet calibration
The equation relating refractive index of a gas, ng to density ρ of an ideal gas gas is
estimated by ng ∼ 1 +K(ρ/ρ0) where ρ/ρ0 is the gas density normalised to the density
at standard temperature and pressure, and K is a constant of proportionality which
varies between gases and is a measure of polarisability of the gas, coming from the
Clausius-Mossotti relation in the approximation that ng ∼ 1. A table of K for different
gases is given in table C.1. Assuming no refraction, the phase shift at each part of the
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Table C.1: Table showing K and the ratio of specific heats for a variety of different gases
at λL = 589 nm. Obtained from the NPL tables of physical and chemical
constants [266]














where the phase is given in radians, λL is the laser wavelength, and the gas jet is centred
at x = y = 0. Changing into polar coordinates, this gives





r2 − y2 ρ(r, z) dr. (C.10)
This is now in the form of the Abel transform of a cylindrically symmetric function,
with the axis of symmetry around the centre of the nozzle. The general form of the
Abel transform is given by




r2 − y2 . (C.11)
The Abel inversion transform then gives f(r) as







y2 − r2 . (C.12)













can be found directly from the phase map recovered from the
interferometry image, and the Abel inversion can be performed for each value of z to
obtain ρ(r, z). ρ0 for an ideal gas at STP is 2.69×1025 particles per m3. In this thesis a
numerical Abel inversion was used. Firstly, a 2D smoothing function is performed on the
phase map. The amount of smoothing performed depends on the nature of the images -
for gas profiles, with gradual phase changes across the image, a lot of smoothing can be
applied. However, when investigating small plasma features, any benefit from smoothing
may be outweighted by a reduction in the resolution of the final density map. Finally,
after choosing the region of interest and axis of symmetry, equation C.13 is calculated
with a simple trapezoid technique, integrating half a step out to avoid the singularity
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at r = 0. This is done for each value of z (i.e. along the axis of symmetry) and then
reconstructed into a density map. An example of a phase map and the corresponding







































Figure C.3: a) The extracted map of the phase from a 2 mm gas jet in units of radians.
b) The resultant density map extracted from the phase map in units of
molecules/m3.
C.2.2 Plasma density
Although the previous section dealt with gas jets, the calculations can be equally
adapted for calculating a plasma density profile instead of a gas density profile. The
permittivity of a plasma is given by

























where nc is the critical density for the probe beam, and in the limit ωp  ωl. It is
possible to substitute equation C.15 for the refractive index in equation C.9, which
effectively just changes the multiplication constant when calculating the final plasma










y2 − r2 . (C.16)
D RCF calibration and analysis
D.1 Dose calibration


































Figure D.1: a) Calibration relating pixel count of the RGB RCF images for the three
colour channels, and the combined pixel count of the three channels, to
dose for HD a. b) Extrapolated calculation of the combined channels used
for analysis for both HD and MD. Dotted lines indicate the extrapolation
region, where the calibration does not reach.
The types of radiochromic film used in chapter 4 were MD-55 (MD) and HD-810 (HD).
Although inspection of the RCF by itself is a useful qualitative way of understanding and
understanding the properties of the accelerated proton beam, with proper calibration
a quantitative estimate of the proton spectrum can also be made. The calibration was
performed by exposing pieces MD-55 and HD-810 to a known dose at the Scanditronix
MC 40 cyclotron at the University of Birmingham (organised by Charlotte Palmer and
Dan Kirby). The HD was exposed between 4.7 and 885.8 Gy, and the MD was exposed
between 1.42 and 175.25 Gy.
The RCF was scanned using a Nikon Super Cool Scan 9000 ED transmission scanner,
in which the film is scanned over an RGB LED coupled with a CCD detector. The
acquired image from the scan is RGB; it has been shown that the different channels
of the RGB image are more sensitive at different absorbed doses in the film [267]. In
particular, the blue channel is the most suitable when looking at high doses, and the
red channel proves the most sensitive for looking at low doses (see e.g.. figure 2 in [267],
or [268]).
The calibration between dose and pixel count is shown in figure D.1. Here, the pixel
count is actually inverted to what the scanner outputs, as a transmission scanner sees
maximum signal where the optical density is lowest. Therefore, the pixel count in figure
D.1 is related to optical density of the RCF, with increasing pixel count corresponding to
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increasing optical density. Outside of the calibration region, the calibration is linearly
extrapolated shown in dotted lines. The abrupt change in gradient of the combined
channels is due to the saturation of the red channel in the RGB image.
D.2 Conversion into proton number
Although the error in the calibration of the RCF to dose deposited in the film is com-
paratively low, and the calibration straightforward, the conversion into an absolute
number of protons in the beam is a more challenging task. The main issue comes from
the broad-energy spread of the beam, combined with a variable number of particles at
each energy. As is shown in chapter 4, the energy spectrum of the beams varies from
shot to shot and also within the beam itself. Each proton of a different kinetic energy
will deposit its energy with a different energy deposition profile. In the simple case of
an energetic ion passing through a single type of material, the ion will characteristically
deposit most of its energy in the Bragg peak.










































Figure D.2: a) Energy deposition in nylon from protons of initial energy 5, 10 and 15
MeV, indicating the 1/e width of the Bragg peak. b) Parameters used in
calculating the energy spectrum from RCF
The energy deposition into electrons for nylon, a material closely resembling the active
layer in RCF, is shown in figure D.2a. Having input the stack details into SRIM, the
energy of the incident particle EK (defined to avoid confusion with Edep) can be scanned
until the average particle range agrees with the depth of the active layer in the stack,
d, indicated in figure D.2b. By looking at the energy deposition profile, dEdep(x)/dx
(where x is the depth in the stack) at this point, the energy deposition in the Bragg
peak is defined to be the energy deposited within the 1/e value of the energy deposition
curve, which has a width ∆B. As generally ∆B is larger than the depth of the active
layer, l, the amount of energy deposited in the active layer ∆Edep by a single proton of
initial kinetic energy EK can be estimated as
















































































Figure D.3: a) Example of energy deposition against distance for different proton ener-
gies at the interface of iron (to the left) and HD-810 RCF (to the right),
indicated by the vertical dashed line. The active layer of the RCF is fully
adjacent to the iron, and is bounded between the dashed line and the dotted
line. This example is for slice ‘C’ of the RCF stacks described in figure 4.5.
b) The energy deposited in the active layer of the HD RCF as a function of
proton energy. The data for both figures comes from TRIM Monte Carlo
simulations, and each data point is the average of at least 500 ions.
This procedure is suitable for energy deposition in an isotropic material. However, for
a stack configuration the picture becomes more complicated. An example is shown in
figure D.3a, showing SRIM simulation of the energy deposition as a function of distance
for an HD film sandwiched next to an iron spacer, where the active layer of the HD
film is right next to this interface, with only the 0.75µm protective layer between them.
Energy deposition is shown for four different energies. The stopping power is markedly
different from the ideal Bragg peak. Indeed, the average proton range from the SRIM
simulation would indicate that a 14.0 MeV proton stops just at the end of the active
layer in the RCF. However, the figure demonstrates that a proton of 14.5 MeV, with an
average range towards the rear of the backing layer of the film, deposits almost as much
energy in the active layer as the 14 MeV proton. Therefore, one cannot consider only
the protons stopping in the active layer when considering the dose to the film without
seriously overestimating the number of protons.
Figure D.3b shows the amount of energy deposited only in the active layer of the
RCF as a function of proton energy. This is from data points from a series of SRIM
216 Chapter D. RCF calibration and analysis
simulations varying the initial proton energy, and integrating the stopping distance
curve over the location of the active layer to calculate energy deposition in the film. As
expected, only protons over ∼14 MeV can contribute to the dose in the film. However,
all protons with energy higher than this will deposit some energy in the film, and in
principle all should be considered. However, to simplify the analysis one can make a
cutoff of protons which only deposit with the 1/e value of the maximum energy deposited
in the layer as calculated from such a plot. By assuming that over this section of the
spectrum, the particle number per unit energy remains constant, the average energy
deposited by a proton ∆Edep will therefore just be the mean energy deposition within
this cut, and the energy interval ∆EK is given by the width of the 1/e region. Np can
be calculated as before using equation D.2, and the number of protons per unit energy







Calculating this for different films will therefore give an energy spectrum of the proton
beam with a resolution limited by the number of RCF films used to sample the beam.
This simplified analysis, though time consuming due to the large number of trial
simulations required, allows a calculation of the proton number per unit energy without
making assumptions about the energy spectrum. However, clearly it neglects the dose
of higher energy protons. For an exponentially decaying spectrum, such as that which
might be generated by sheath acceleration, this is not such a problem as the much higher
energy protons will be smaller in number, and therefore their contribution to the dose
can be neglected. However, for spectrally modulated beams such as those observed in
chapter 4, this may result in an overestimation of the proton numbers at lower energies.
Such a calculation also neglects any ‘leftover’ dose from an energetic electron beam,
which becomes important at large depths in the stack, especially for the more sensitive
MD-55 film.
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