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1. Introduction
We prove |x|−(d−2) decay for the critical two-point function of the continuous-time
weakly self-avoiding walk in dimensions d ≥ 4. This is a summary of the ideas
and the steps in the proof. The details are provided in [12]. The proof is based
on a rigorous renormalisation group argument. For the case d > 4, this provides
an approach completely different from the lace expansion methods of [18, 19]. But
our main contribution is that our method applies also in the case of the critical
dimension d = 4, where lace expansion methods do not apply.
Renormalisation group methods have been applied previously to study weakly
self-avoiding walk on a 4-dimensional hierarchical lattice. The continuous-time
version of the model has been studied in the series of papers [4, 16, 8, 9]; see [5] for
a review. More recently, a completely different renormalisation group approach to
the discrete-time weakly self-avoiding walk on a 4-dimensional hierarchical lattice
has been developed in [20].
The |x|−(d−2) decay for the two-point function for a continuum 4-dimensional
Edwards model, with a smoothed delta function, has been proved in [24]; unlike
our model, this is not a model of walks taking nearest neighbour steps in the lattice,
but it is expected to be in the same universality class as our model. The relation
between our model and the Edwards model is discussed in [26]. A big step towards
an understanding of the behaviour in dimension d = 4 − ǫ is taken in [27] (their
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model is formulated on a lattice in dimension 3 but it mimics the behaviour of the
nearest-neighbour model in dimension 4− ǫ).
Our renormalisation group method is a greatly extended and generalised form
of work in [4, 8, 9] for the hierarchical lattice and [13, 14, 3, 11] for continuum quan-
tum field theory. Details will appear in [12]. Our method is based on an exact
functional integral representation of the two-point function of the continuous-time
self-avoiding walk as the two-point function of a quantum field theory contain-
ing both bosonic and fermionic fields. Such representations have been recently
summarised in [10].
1.1. Background. A self-avoiding walk on the simple cubic lattice Zd is an
injective map
ω : {0, 1, . . . , n} → Zd (1)
such that for all i, ω(i) and ω(i + 1) are nearest neighbours in Zd. We call n the
number of steps. The main result of this article will actually be a statement about
about random maps X : [0, T ]→ Zd, but to explain the background we start with
self-avoiding walk.
 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



 
 
 



Figure 1. An 8 step self-avoiding walk on Zd, d = 2.
Let Sn be the set of all self-avoiding walks with n steps and with ω(0) = 0.
Let cn be the number of elements in Sn. By declaring that all ω in Sn have equal
probability 1/cn we make Sn into a probability space with expectation En. The
subscript n reminds us that the probability space depends on n. In the sequel
“model” means a choice of probability space and law.
This model arose in statistical mechanics. It is, for example, a natural model
when one is interested in the conformation of linear polymer molecules. There is
another natural model called the true or myopic self-avoiding walk. Unlike our
model, true self-avoiding walk is a stochastic process which at each step looks at
its neighbours and chooses uniformly from those visited least often in the past.
Recent progress on this model is reported in [23].
The key problem is to determine the growth in n of the mean-square displace-
ment,
En|ω(n)|2 = c−1n
∑
ω∈Sn
|ω(n)|2, (2)
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where |ω(n)| is the Euclidean norm of ω(n) as an element of Zd. More precisely,
we want to prove the existence of ν such that
lim
n→∞
n−2νEn|ω(n)|2 ∈ (0,∞), (3)
and we want to calculate ν. We will call this the ν problem.
As explained in [26, page 16], there is an easier version of this problem that we
will call the Abelian ν problem, because proving the existence of ν after solving
the Abelian problem is a Tauberian problem. Let S = ⋃n Sn and let n(ω) = n for
ω ∈ Sn. For z > 0 we define the two-point function
Gz(x) =
∑
ω∈S
zn(ω)1ω(n(ω))=x. (4)
Let
χ(p) =
∑
ω∈S
zn(ω)|ω(n(ω))|p =
∑
x∈Zd
Gz(x)|x|p. (5)
The Abelian version of the ν problem is to determine the growth of
√
χ(2)/χ(0) as
z ↑ zc, where zc is the common radius of convergence of the power series in this
ratio. If ν exists then it equals the Abelian ν. In dimensions d ≥ 5, according to
the following theorem, ν = 1/2.
Theorem 1.1. [21, 22] For d ≥ 5, there are positive constants A,D, c, ǫ such that
cn = Aµ
n[1 +O(n−ǫ)], (6)
En|ω(n)|2 = Dn[1 +O(n−ǫ)], (7)
and the rescaled self-avoiding walk converges weakly to Brownian motion:
ω(⌊nt⌋)√
Dn
⇒ Bt. (8)
Also [18], as |x| → ∞,
Gzc(x) = c|x|−(d−2)[1 +O(|x|−ǫ)]. (9)
The limit in (8) is called a scaling limit. The identification of scaling limits for
dimensions d = 2, 3, 4 is the grand goal, but the ν problem is a key intermediate
objective because n−νω(⌊nt⌋) is the candidate sequence for the scaling limit.
If we set up the probability space without imposing the injective condition in
the definition of ω, then the mean-square displacement is exactly n, because then
the law for ω is that of simple random walk. According to Donsker’s Theorem,
the scaling limit of simple random walk, with D = 1, is also Brownian motion.
Thus, in dimensions d ≥ 5 self-avoiding walk and simple random walk have the
same scaling limit. When different models have the same scaling limit, we say
the models are in the same universality class. One of the goals of mathematical
statistical mechanics is to classify universality classes.
4 D. Brydges and G. Slade
Theorem 1.1 will not hold with ν = 1/2 for dimensions four and less. There is
a conjecture going back to [2] that, for d = 4,
cn ∼ Aµn(logn)1/4, En|ω(n)|2 ∼ Dn(log n)1/4. (10)
This and the next paragraph motivates our interest in four dimensions.
In dimension d = 3, nothing is known rigorously about the ν problem. The
existence of ν is not proved. It is not known that self-avoiding walk moves away
from the origin faster than simple random walk, En|ω(n)|2 ≥ n, nor is it known
that self-avoiding walk is slower than ballistic, En|ω(n)/n|2 → 0. In dimension
d = 2, there is the same basic lack of control as in d = 3, but the good news is that
there is a candidate for the scaling limit, which tells us that if ν exists it should
be equal to 3/4. In [25], the process known as SLE8/3 is identified as the scaling
limit of self-avoiding walk subject to the unproven hypothesis that the scaling limit
exists and is conformally invariant.
SLE is a breakthrough discovery because it is provides a comprehensive list
of possible scaling limits in d = 2. It has separated off the issues of existence of
limits and universality and made it possible to study candidate limits without first
having proved they are limits. On the other hand, theoretical physicists have a
profound calculus called the Renormalisation Group (RG) that naturally explains
when different models are in the same universality class and that can also prove
the existence of limits. We will follow this path. RG, in the form that we will
develop, was largely invented by Ken Wilson [28, 30, 29]. RG as a rigorous tool
originated with [1, 15]. Later developments are reviewed in [6]. The hierarchical
lattices mentioned earlier have special properties that greatly simplify RG. The
n(logn)1/4 growth of (10) has been shown to hold for continuous-time weakly self-
avoiding walk on a four dimensional hierarchical lattice in [4, 8, 9]. Very recently,
the corresponding Abelian ν problem has been solved in [20] for a discrete-time
model on the hierarchical lattice.
1.2. Continuous-time weakly self-avoiding walk and the main
result. We now describe a probability law on a space of maps X : [0, T ]→ Zd.
We use the word “time” for the parameter t ∈ [0, T ], but as for the discrete-time
case there is a different space and law for each T . It is not a stochastic process
which reveals more about itself as “time” advances, so it is better to think of the
interval [0, T ] as a continuous parametrisation of a path in Zd.
Fix a dimension d ≥ 4. Let X be the continuous-time simple random walk on
Z
d with Exp(1) holding times and right-continuous sample paths. In other words,
the walk takes its nearest neighbour steps at the events of a rate-1 Poisson process.
Let Pa and Ea be the probability law and the expectation for this process started
in X(0) = a. The local time at x up to time T is given by
Lx,T =
∫ T
0
1X(s)=x ds, (11)
and we can measure the amount of self-intersection experienced by X up to time
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T by
I(0, T ) =
∫ T
0
ds1
∫ T
0
ds21X(s1)=X(s2)
=
∫ T
0
ds1
∫ T
0
ds2
∑
x∈Zd
1X(s1)=x1X(s2)=x =
∑
x∈Zd
L2x,T . (12)
Then, for g > 0, e−gI(0,T ) is our substitute for the indicator function supported on
self-avoiding X . For g > 0, we define a new probability law
Pg,a(A) = Ea(e
−gI(0,T )
1A)/Ea(e
−gI(0,T )) (13)
on measurable subsets A of the set of all maps X : [0, T ] → Zd with X(0) = a.
For this model there is a ν problem1, but only the Abelian ν problem for Zd is
currently within the reach of the methods of this paper.
The continuous-time weakly self-avoiding walk two-point function is defined by
Gg,ν(a, b) =
∫ ∞
0
Ea(e
−gI(0,T )
1X(T )=b)e
−νTdT, (14)
where ν is a parameter (possibly negative) which is chosen in such a way that the
integral converges. For p ≥ 0 define
χ(p)g (ν) =
∑
b∈Zd
Gg,ν(a, b)|b− a|p. (15)
By subadditivity, c.f. [26], there exists νc = νc(g) such that χ
(0)
g (ν) < ∞ if and
only if ν > νc. We call this νc the critical value of ν. Our main result is the
following theorem.
Theorem 1.2. Let d ≥ 4. There exists gmax > 0 such that for each g ∈ [0, gmax]
there exists cg > 0 such that as |a− b| → ∞,
Gg,νc(g)(a, b) =
cg
|a− b|d−2 (1 + o(1)) . (16)
This is the analogue of (9) in Theorem 1.1, but now including dimension d = 4.
There are no log corrections. Log corrections are only expected in the singular
behaviour of χ
(p)
g (ν) as ν ↓ νc for p ≥ 0. The case g = 0 is a standard fact about
simple random walk; our proof is given for case g > 0.
2. Finite volume approximation
In this section we describe the first step in our proof, which is to approximate the
infinite volume Zd by finite volume, namely a discrete torus.
1solved on the hierarchical lattice for g small in [4, 8, 9]
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We do not make explicit the dependence on g, which is fixed and positive. Let
R ≥ 3 be an integer, and let Λ = Zd/RZd denote the discrete torus of side R. For
a, b ∈ Λ, let
GΛ,ν(a, b) =
∫ ∞
0
Ea,Λ
(
e−gI(0,T )1X(T )=b
)
e−νTdT, (17)
where Ea,Λ denotes the continuous-time simple random walk on Λ, started from
a. The following theorem shows that it is possible to study the critical two-point
function in the double limit in which first Λ ↑ Zd and then ν ↓ νc. We will
follow this route, focusing our analysis on the subcritical finite volume model with
sufficient uniformity to take the limits.
Theorem 2.1. Let d ≥ 1 and ν ≥ νc. Then
Gν(a, b) = lim
ν′↓ν
lim
Λ↑Zd
GΛ,ν′(a, b). (18)
3. Integral representation
The next step in the proof is to represent the two-point function in finite volume
by an integral that we will approximate by a Gaussian integral.
Recall that Λ denotes a discrete torus in Zd. Given ϕ ∈ CΛ and writing
ϕ = (ϕx), x ∈ Λ, we write dϕx and dϕ¯x for the differentials, we fix a choice of the
square root
√
2πi, and we set
ψx =
1√
2πi
dϕx, ψ¯x =
1√
2πi
dϕ¯x. (19)
Define the differential forms
τx = ϕxϕ¯x + ψx ∧ ψ¯x (x ∈ Λ), (20)
and
τ∆,x =
1
2
(
ϕx(−∆ϕ¯)x + (−∆ϕ)xϕ¯x + ψx ∧ (−∆ψ¯)x + (−∆ψ)x ∧ ψ¯x
)
, (21)
where ∆ is the lattice Laplacian on Λ defined by ∆ϕx =
∑
y:|y−x|=1(ϕy − ϕx),
and ∧ is the standard wedge product. From now on, for differential forms u, v, we
will abbreviate by writing uv = u ∧ v. In particular ψxψy = −ψyψx and likewise
ψ¯x anticommutes with ψ¯y and with ψy. The proof of the following proposition is
given in [4, 9]; see also [10] for a self-contained proof.
Proposition 3.1. Given g > 0, let ν be such that GΛ,ν(a, b) is finite. Then
GΛ,ν(a, b) =
∫
CΛ
e−
∑
x∈Λ(τ∆,x+gτ
2
x+ντx)ϕ¯aϕb. (22)
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The definition of an integral such as the right-hand side of (22) is as follows:
1. Expand the entire integrand in a power series about its degree-zero part
(this is a finite sum due to the anti-commutativity of the wedge product,
and the order of factors in the resulting products is immaterial due to the
even degree), e.g.,
e−ντx = e−νϕxϕ¯x−
1
2pii
dϕxdϕ¯x = e−νϕxϕ¯x
(
1− 1
2πi
dϕxdϕ¯x
)
. (23)
In general, any function of the differentials is defined by its formal power
series about its degree-zero part.
2. Keep only terms with one factor ψx and one ψ¯x for each x ∈ Λ, write ϕx =
ux + ivx, ϕ¯x = ux − ivx and similarly for the differentials.
3. Rearrange the differentials to
∏
x∈Λ duxdvx, using the anti-commutativity of
the wedge product.
4. Finally, perform the Lebesgue integral over R2|Λ|.
This is explained in more detail in [10]. These integrals have the remarkable self-
normalisation property that∫
e−
∑
x∈Λ(axτ∆,x+bxτ
2
x+cxτx) = 1, ax ≥ 0, bx > 0, cx ∈ R, x ∈ Λ. (24)
Self-contained proofs of this, and of generalisations, can be found in [10]. The
variables ϕx and the forms ψx are called fields.
4. Quadratic or Gaussian approximation
The integral representation of Proposition 3.1 opens a natural route for approxi-
mation by non-interacting walk with different parameters. To do this we split the
exponent τ∆,x+ gτ
2
x + ντx in (22) into a part which is quadratic in the variables ϕ
and a remainder. When the remainder is ignored the rest of the integral becomes
Gaussian and the Gaussian integral represents a non-interacting walk. It is impor-
tant not to assume that the best approximation is the quadratic terms τ∆,x+ ντx.
We even want to allow τ∆ to be divided up. To see what a different coefficient in
front of τ∆ means we make the change of variable ϕx 7→
√
1 + z0ϕx, with z0 > −1.
This gives
GΛ,ν(a, b) = (1 + z0)
∫
CΛ
e−
∑
x∈Λ
(
(1+z0)τ∆,x+g(1+z0)
2τ2x+ν(1+z0)τx
)
ϕ¯aϕb, (25)
where the Jacobian is contained in the transformation of ψ, ψ¯. Then, for any
m2 ≥ 0, simple algebra allows us to rewrite this as
GΛ,ν(a, b) = (1 + z0)
∫
e−S(Λ)−V˜0(Λ)ϕ¯aϕb, (26)
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where
S(Λ) =
∑
x∈Λ
(
τ∆,x +m
2τx
)
, (27)
V˜0(Λ) =
∑
x∈Λ
(
g0τ
2
x + ν0τx + z0τ∆,x
)
, (28)
g0 = (1 + z0)
2g, ν0 = (1 + z0)νc, m
2 = (1 + z0)(ν − νc), (29)
and νc was defined below (15). The two-point function GΛ,ν(a, b) in (26) does not
depend on (z0,m
2) so, in the next theorem, these are free parameters that do not
get fixed until Section 12. In view of Theorem 2.1 and Proposition 3.1, to prove
Theorem 1.2 it suffices to prove the following theorem.
Theorem 4.1. Let d ≥ 4. There exists gmax > 0 such that for each g ∈ [0, gmax]
there exist c(g) > 0 such that as |a− b| → ∞,
lim
ν↓νc
lim
Λ↑Zd
(1 + z0)
∫
CΛ
e−S(Λ)−V˜0(Λ)ϕ¯aϕb =
c(g)
|a− b|d−2 (1 + o(1)) . (30)
To prove Theorem 4.1, we study the integral on the left-hand side via a renor-
malisation group analysis, without making further direct reference to its connection
with self-avoiding walks. In order to calculate this integral we define, for σ ∈ C,
V0(Λ) = V˜0(Λ) + σϕ¯a + σ¯ϕb (31)
and use ∫
CΛ
e−S(Λ)−V˜0(Λ)ϕ¯aϕb = − ∂
∂σ
∂
∂σ¯
∣∣∣∣
0
∫
CΛ
e−S(Λ)−V0(Λ). (32)
We will call σ an external field.
5. Forms and test functions
In this section we introduce notation for handling the differential forms that appear
in Theorem 4.1. We will write form in place of “differential forms” from now on.
We focus on dimension d = 4, but leave d in various formulas since 4 can also
appear for other reasons.
5.1. The space N . A form is a polynomial in ψ, ψ¯ with coefficients that are
functions of (ϕ, σ) ∈ CΛ × C.
Given σ ∈ C we define σ1 = σ and σ2 = σ¯ so that σ can be identified with a
function σ : {1, 2} → C. Similarly, let Λ2 = Λ × {1, 2} so that given ϕ ∈ CΛ we
have the function on x = (s, i) ∈ Λ2 defined by
φx =
{
ϕs i = 1,
ϕ¯s i = 2.
(33)
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Since φ and ϕ are in one to one correspondence and since we are only interested
in functions on Λ2 that arise from some ϕ we write φ ∈ CΛ.
Forms are elements of the algebra N whose generators are the degree one forms
(ψx, ψ¯x, x ∈ Λ) subject to the relations that all generators mutually anticommute.
For x = (s, i) ∈ Λ2, we write
ψx =
{
ψs i = 1,
ψ¯s i = 2.
(34)
Then we introduce the space Λ∗ = ∪∞q=0Λq2 of all sequences in Λ2 with finitely
many terms so that every monomial in ψ can be written in the form, for some
y ∈ Λ∗,
ψy =
{
1 if q = 0
ψy1 · · ·ψyq if q ≥ 1.
(35)
The q = 0 term in Λ∗ is a set consisting of a single element called the “empty
sequence”, which by definition has length zero. Given a sequence y ∈ Λ∗, q = q(y)
is the length of the sequence and y! = q(y)!. Every element of N has the form
F = F (φ, σ) =
∑
y∈Λ∗
1
y!
Fy(φ, σ)ψ
y . (36)
Given x = (x1, . . . , xp) ∈ Λp2 and z = (z1, . . . , zr) ∈ {1, 2}r, we write
Fx,y,z(φ, σ) =
∂p
∂φxp · · ·∂φx1
∂r
∂σzr · · · ∂σz1
Fy(φ, σ). (37)
For X ⊂ Λ, we define N (X), which is a subspace of N , by
N (X) = {F ∈ N : Fx,y = 0 if any component of x, y is not in X}. (38)
For example τx ∈ N ({x}) and τ∆,x ∈ N (X) where X = {y : |y − x| ≤ 1}.
By introducing
φy =
{
1 if q = 0
φy1 · · ·φyq if q ≥ 1.
(39)
we write the formal Taylor expansion of F (φ+ ξ) in powers of ξ and σ as
∑
x,y∈Λ∗,z∈{1,2}∗
1
x!y!z!
Fx,y,z(φ, 0)ξ
xψyσz . (40)
Functions f : Λ∗ ×Λ∗ × {1, 2}∗ → C are called test functions. We define a pairing
between elements of N and the set of test functions as follows: for a test function
f , for φ ∈ CΛ, let
〈F, f〉φ =
∑
x,y∈Λ∗,z∈{1,2}∗
1
x!y!z!
Fx,y,z(φ, 0)fx,y,z. (41)
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5.2. Local polynomials and localisation. For a function f : Λ → C
and e a unit vector in Zd we define the finite difference derivative (∇ef)x =
f(x+ e)− f(x). Repeated differences such as (∇e∇e′f)x are called derivatives.
A local monomial is a product of finitely many fields and derivatives of fields
such as M = ψψ¯∇eϕ¯. Using this example to introduce a general notation, given
x ∈ Λ let Mx = ψxψ¯x(∇eϕ¯)x, and given X ⊂ Λ let M(X) =
∑
x∈XMx. Local
polynomials are finite sums of local monomials with constant coefficients.
An important example of a local polynomial is
V = gτ2 + ντ + zτ∆,x + λ1aσ¯ϕ+ λ1bσϕ¯ + qσ¯σ, (42)
which extends the local polynomial of (31) by the addition of the term qσ¯σ. The
indicator function 1a : Λ → {0, 1} equals 1 when evaluated on a and is zero
otherwise. The parameters (g, ν, z, λ, q) are called coupling constants.
Euclidean symmetry: The lattice Zd has automorphisms E : Zd → Zd. An
example for d = 1 is Ex = 1 − x. By letting an automorphism E act on the
spatial labels on fields, ϕx 7→ ϕEx, E induces an action, E : N → N . A local
polynomial P is Euclidean invariant if automorphisms of Zd that fix x also fix Px.
For example, ψψ¯∇eϕ¯ is not Euclidean invariant because there is a reflection that
changes ϕx+e into ϕx−e so that (∇eϕ¯)x 7→ (∇−eϕ¯)x. On the other hand, the term
τ∆ in (42) is a Euclidean invariant local monomial.
Gauge invariance: A local polynomial is gauge invariant if it is invariant under
the gauge flow : (σ, ϕ) → (eiθσ, eiθϕ). Thus V of (42) is gauge invariant.
Supersymmetry: There is an antiderivation Qˆ : N → N characterised by
Qˆϕx = ψx, Qˆψx = −ϕx, Qˆϕ¯x = ψ¯x, Qˆψ¯x = ϕ¯x. (43)
An element of F ∈ N is said to be supersymmetric if QˆF = 0. The terms τ, τ∆, τ2
in V are supersymmetric local monomials. The forms σ¯ϕ, σϕ¯, σ¯σ are gauge invari-
ant, but not supersymmetric. It is straightforward to check that Qˆ2 generates the
gauge flow. Therefore supersymmetry implies gauge invariance. Further details
can be found in [10].
The pairing (41) defines F ∈ N as a linear function, f 7→ 〈F, f〉0, on test
functions. The subscript means that we set φ = 0. Let Π be a set of test functions.
Two elements F1 and F2 of N are equivalent when they define the same linear
function on Π. We say they are separated if they are not equivalent.
Example 1. Let Π be the set of test functions that are linear in their Λ arguments.
Fix a point k ∈ Zd. Let F = ϕk, and let F ′ = ϕ0 + (k · ∇ϕ)0. Then F and F ′ are
equivalent because a linear test function f(x) = a+ b · x cannot separate them:
〈F, f〉 = a+ b · k, 〈F ′, f〉 = a+ k · ∇f = a+ b · k. (44)
To avoid confusion let us emphasise that two different contexts for “polynomial”
are in use: a test functions can be a polynomial in x ∈ Λ, while local polynomials
are polynomial in fields.
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The choice for Π in this example is not the one we want. The details in the
definition given below are less important than the objective of the definition, which
is that Π should be a minimal space of test functions that separates the terms in
(42).
We define Π to be the set of test functions f(x, y, z) that are polynomial in
the Λ arguments of (x, y) ∈ Λ∗ × Λ∗ with restrictions on degree listed below. For
f ∈ Π, as a polynomial in the x, y components in Λ:
1. The restriction of f to (x, y, z) with r(z) = 0 has total degree at most d −
p(x)[φ] − q(y)[φ]; f(x, y, z) = 0 when d− p(x)[φ] − q(y)[φ] < 0. Here
[φ] = (d− 2)/2. (45)
For dimension d = 4, [φ] = 1.
2. The restriction of f to (x, y, z) with r(z) = r ∈ {1, 2} has total degree at
most r − p(x)− q(y); f(x, y, z) = 0 if r − p(x)− q(y) < 0 or r > 2.
Let V be the vector space of gauge invariant local polynomials that are separated
by Π and, for X ⊂ Λ, let V(X) = {P (X) : P ∈ V}. The following proposition
associates to any form F ∈ N an equivalent local polynomial in V(X) [12].
Proposition 5.1. For X ⊂ Zd there exists a linear map LocX : N → V(X) such
that
(a) 〈LocXF, f〉0 = 〈F, f〉0 for f ∈ Π, F ∈ N , (46)
(b) E
(
LocXF
)
= LocEX(EF ) for automorphisms E : Z
d → Zd, F ∈ N , (47)
(c) LocX′ ◦ LocX = LocX′ for X,X ′ ⊂ Λ. (48)
Let VH ⊂ V be the subspace generated by monomials that are not divisible by
σ or σ¯, and let VO ⊂ V be the subspace generated by monomials that are divisible
by σ or σ¯. Then V = VH ⊕ VO, and on this direct sum we define
LocX = LocX ⊕ LocX∩{a,b}. (49)
Symmetry considerations for the integral representation restrict the domain of Loc
in our applications so that its range reduces to polynomials of the form V as in
(42).
6. Gaussian integration
6.1. The super-expectation. For a Λ × Λ matrix A, we define
SA(Λ) =
∑
x,y∈Λ
(
ϕxAxyϕ¯x + ψxAxyψ¯y
)
. (50)
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When A = m2−∆ this is the same as S(Λ) which was defined in (27). Let C be a
positive-definite Λ× Λ matrix. Then A = C−1 exists. We introduce the notation
ECF =
∫
CΛ
e−SA(Λ)F, (51)
for F a form in N . The integral is defined as described under Proposition 3.1. We
call C the covariance because EC φ¯aφb = Cab. More generally, if F is a form of
degree zero, i.e., a function of φ, then ECF is a standard Gaussian expectation for
a complex valued random variable φ with covariance C [10].
We define a space N× in the same way as N is defined, but with φ doubled
to (φ, ξ) so that (φ, ψ) doubles to the pair (φ, ψ), (ξ, η) with η = (2πi)−1/2dξ. The
external field σ is not doubled. We define θ : N → N× by
(θF )(φ, ξ) =
∑
y∈Λ∗
1
y!
Fy(φ + ξ)(ψ + η)
y. (52)
We write ECθF for the element of N obtained when the integral over CΛ in EC
applies only to (ξ, η). In the general case where F is a form this is not standard
probability theory, because ECθF takes values in N . To keep this in mind we call
this a super-expectation. The variables and forms (ξ, η) that are integrated out are
called fluctuation fields.
6.2. Finite-range decomposition of covariance. Suppose C and
Cj , j = 1, . . . , N, are positive-definite Λ × Λ matrices such that
C =
N∑
j=1
Cj . (53)
Let C′ =
∑N
k=2 Ck. Then, as in the standard theory of Gaussian random variables,
the EC expectation can be performed progressively:
ECF = EC′+C1F = EC′
(
EC1θF
)
. (54)
For further details, see [12].
From now on we work with C = (m2 −∆)−1, where ∆ is the finite difference
Laplacian on the periodic lattice Λ. Given any sufficiently large dyadic integer L,
there exists a decomposition C =
∑N
j=1 Cj such that Cj is positive-definite and
Cj(x, y) = 0 if |x− y| ≥ Lj . (55)
This is called the finite range property. The existence of such a decomposition is
established in [7] for the case where Λ is replaced by Zd. In [6, Lecture 2] it is
briefly explained how the decomposition for the periodic Λ case is obtained from
the Zd case, for Λ a torus of side LN . To accommodate this restriction on the side
of Λ the infinite volume limit in Theorem 4.1 is taken with a sequence of tori with
sides LN , N ∈ N.
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We conclude this section with an informal discussion of scaling estimates that
guide the proof. Equation (54) says that F , which depends on a field with covari-
ance C, can be replaced by EC1θF , which depends on a field characterised by the
covariance C′. Repeating this operation j times will replace F by a new F that de-
pends on a field at scale j characterised by the covariance
∑N
k=j+1 Ck. According
to estimates in [7], this sum is dominated by the first term which satisfies
|∇αx∇βyCj+1(x, y)| ≤ constL−2j[φ]−|α|1j−|β|1j , (56)
where the symbol [φ], which is called the dimension of the field, was defined in
(45). The typical field at scale j behaves like “half a covariance,” and in particular
the standard deviation of ϕx is ≈ L−j[φ]. Furthermore, the estimate on derivatives
in (56) says that typical fields at scale j are roughly constant over distances of
order Lj.
We can now explain why the terms in V as defined by (42) play a pre-eminent
role. For a cube B of side Lj, which contains Ldj points,∑
x∈B
ϕpj,x ≈ L(d−p[φ])j. (57)
In the case of d = 4, for which [φ] = 1, this scales down when p > 4 and ϕp is said
to be irrelevant. The power p = 4 neither decays nor grows, and is called marginal.
Powers p < 4 grow with the scale, and are called relevant. Since the derivatives in
(56) provide powers of L, the monomial ϕ(−∆)ϕ¯ is marginal. Thus τ, τ∆, τ2 are
the supersymmetric marginal and relevant monomials.
6.3. Progressive integration. To prove Theorem 4.1 using (32) we have
to calculate ∫
CΛ
e−S(Λ)−V0(Λ) = ECe
−V0(Λ), (58)
where V0 is given by (31). This V0 equals V as defined in (42), with (g, ν, z, λ, q)
replaced by (g0, ν0, z0, λ0, q0) with
q0 = 0, λ0 = 1. (59)
Sections 6.1 and 6.2 have taught us that we can evaluate ECe
−V0(Λ) by the
following iteration: let
Z0 = e
−V0(Λ). (60)
Inductively define Zj , j = 0, . . . , N , by
Zj+1 = ECj+1θZj . (61)
Then
ECe
−V0(Λ) = ZN . (62)
Therefore the proof of Theorem 4.1 now depends on the analysis of the sequence
Zj. Our proof will depend on showing that the Zj simplify as j increases. In fact,
in the next section we will see that they become more Gaussian, in the sense that
the gτ2 term becomes smaller. The index j will be called a scale.
14 D. Brydges and G. Slade
7. Perturbation theory and flow equations
In this section we start to prove that Zj becomes more Gaussian as j increases. To
do this we adapt to our particular setting a perturbative calculation of the kind
that appears in [30].
For X ⊂ Λ and V as defined in (42), define
Ij,X(V ) = e
−V (X)
(
1 + 12Wj(V,X)
)
, (63)
where
Wj(V,X) = (1 − LocX)Fwj
(
V (X), V (Λ)
)
(64)
with
wj =
j∑
i=1
Ci, (65)
Fwj
(
V (X), V (Λ)
)
=
∑
n≥1
1
n!
(
DnRV (X)
)
wnj
(
DnLV (Λ)
)
; (66)
the latter sum truncates at n = 4 due to our quartic interaction. The symbols DR
andDL denotes right and left differentiation with respect to fields. The “left/right”
is to specify signs, but this and the precise definition are not of immediate impor-
tance, so we just give an example.
Example 2. For V = ψψ¯ and X = {x}, (DnRV (X))wnj (DnLV (Λ)) equals
{∑
y∈Λ
(
ψxwj(x, y)ψ¯y + ψ¯xwj(x, y)ψy
)
n = 1
−∑y∈Λw2j (x, y) n = 2. (67)
When j = 0, Ij,X(V ) = e
−V (Λ) because w0 = 0. Therefore we can choose
the coupling constants to make it equal to Z0. Furthermore, Ij,X(V ) has the
martingale-like property exhibited in Proposition 7.1, which says that integrating
out the fluctuation field ξj+1 is approximately the same as changing the coupling
constants in V to new coupling constants called (gpt, νpt, zpt, λpt, qpt). The formu-
las for the new coupling constants are called perturbative flow equations.
Proposition 7.1. As a formal power series in (g, ν, z, λ, q),
ECj+1Ij,Λ(V ) = Ij+1,Λ(Vpt) mod (g, ν, z, λ, q)
3, (68)
where
Vpt = Vpt(V ) (69)
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has the same form (42) as V , with (g, ν, z, λ, q) replaced by
gpt = g − cgg2 + rptg,j , (70)
νpt = ν + 2gCj+1(0, 0) + r
pt
ν,j , (71)
zpt = z + r
pt
z,j , (72)
λpt =

1 + gδj + 1
2
µL−2j
∑
y∈Λ
Cj+1(0, y)

λ, (73)
qpt = q + λ
2 Cj+1(a, b), (74)
where cg > 0 and
µ = L2j
(
ν + 2g
N∑
k=j+1
Ck(0, 0)
)
, (75)
and where rptg,j , r
pt
µ,j and r
pt
z,j are computable uniformly bounded homogeneous poly-
nomials of degree 2 in (g, µ, z). There are g2 terms in rptg,j , but they are summable
in j and therefore do not overpower cgg
2; δj is a summable sequence of positive
numbers determined by Cj .
The β function. The right hand side of (70) is known as the β function. The
simpler recursion obtained by setting rptν,j = 0, namely
g¯j+1 = g¯j − cgg¯2j , g¯0 = g0, (76)
creates a sequence g¯j that tends to zero like j
−1 as j → ∞. The sequence Zj
becomes more Gaussian due to the famous observation, known as infra-red asymp-
totic freedom, that (76) controls the behaviour of the more complex recursion of
Proposition 7.1 and drives the τ2 term to zero.
8. The renormalisation group map
The problem with the second order perturbative calculation in Section 7 is that
the error is not only of order 3 in the coupling constants. It is also at least of
order 3 in L−dj|Λ|. In fact there will also be an exp(O(L−dj |Λ|)) in this error!
We will call this the exp(O(|Λ|)) problem. The remedy is not to work with Ij(Λ),
but with
∏
B⊂Λ Ij(B) where B is a cube and the allowed cubes pave Λ. The idea
is that by choosing the side of B to be bigger than the range of Cj+1, we can
take advantage of independence of cubes that do not touch to more or less use
our perturbation theory with Λ replaced by individual cubes. This idea requires a
systematic organisation which we describe in this section.
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8.1. Scales and the circle product. Let L ≥ 3 be an integer. Let
R = LN , and let Λ = Zd/(RZd).
Definition 1. (a) Blocks. For each j = 0, 1, . . . , N , the torus Λ is paved in a
natural way by LN−j disjoint d-dimensional cubes of side Lj. The cube that
contains the origin has the form (for L odd)
{x ∈ Λ : |x| ≤ 1
2
(Lj − 1)}, (77)
and all the other cubes are translates of this one by vectors in LjZd. We call these
cubes j-blocks, or blocks for short, and denote the set of j-blocks by Bj = Bj(Λ).
(b) Polymers. A union of j-blocks is called a polymer or j-polymer, and the set
of j-polymers is denoted Pj = Pj(Λ). The size |X |j of X ∈ Pj is the number of
j-blocks in X .
(c) Connectivity. A subset X ⊂ Λ is said to be connected if for any two points
xa, xb ∈ X there exists a path (xi, i = 0, 1, . . . n) ∈ X with ‖xi+1−xi‖∞ = 1, x0 =
xa and xn = xb. According to this definition, a polymer can be decomposed into
connected components; we write C(X) for the set of connected components of X .
We say that two polymers X,Y do not touch if min{‖x−y‖∞ : x ∈ X, y ∈ Y } > 1.
(d) Small sets. A polymer X ∈ Pj is said to be a small set if |X |j ≤ 2d and X is
connected. Let Sj be the set of all small sets in Pj .
(e) Small set neighbourhood. For X ⊂ Λ let
X∗ =
⋃
Y ∈Sj :X∩Y 6=∅
Y. (78)
The polymers of Definition 1 have nothing to do with long chain molecules.
This concept has a long history in statistical mechanics going back to the important
paper [17].
Proposition 8.1. Suppose that X1, . . . , Xn ∈ Pj+1 do not touch each other and
let Fi(Xi) ∈ N (Xi). The expectation ECj+1 has the factorisation property:
ECj+1
n∏
i=1
Fi(Xi) =
n∏
m=1
ECj+1Fi(Xi). (79)
Proof. Gaussian random variables are independent if and only if the off-diagonal
part of their covariance matrix vanishes. This generalises to our forms setting, and
so the proposition follows from the finite range property of Cj+1.
Given forms F,G defined on Pj, let
(F ◦G)(Λ) =
∑
X∈Pj
F (X)G(Λ \X). (80)
This defines an associative product, which is also commutative provided F and G
both have even degree.
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8.2. The renormalisation group map. Recall that we have defined
Ij,X(V ) in (63). Given a yet-to-be-constructed sequence Vj , for X ∈ Pj , let
Ij(X) =
∏
B∈Bj
Ij,B(Vj). (81)
We have defined V0 in (31). Let K0(X) = 1X=∅. Then the Z0 defined in (60) is
also given by
Z0 = I0(Λ) = (I0 ◦K0)(Λ), (82)
because I0,Λ(Λ) = e
−V0(Λ) since w0 = 0.
Definition 2. We say that K : Pj → N has the component factorisation property
if
K(X) =
∏
Y ∈C(X)
K(Y ). (83)
Suppose, inductively, that we have constructed (Vj ,Kj) where Kj : Pj → N is
such that
(i) Zj = (Ij ◦Kj)(Λ),
(ii) Kj has the component factorisation property,
(iii) For X ∈ Pj , Kj(X) ∈ N (X∗).
(84)
Our objective is to define (Vj+1,Kj+1), where Kj+1 : Pj+1 → N has the same
properties at scale j + 1. Then the action of ECj+1θ on Zj has been expressed as
the map:
(Vj ,Kj) 7→ (Vj+1,Kj+1). (85)
This map will be constructed next. We call it the renormalisation group map.
Unlike Zj 7→ EθZj it is not linear, so this looks like a poor trade, but in fact it is a
good trade because the data (Vj ,Kj) is local, unlike creatures such as exp(−Vj(Λ))
in Zj . The component factorisation property and Proposition 8.1 allows us to work
with Kj on the domain of all connected sets in Pj . We can prove that Kj(X) is
very small when the number of blocks in X is large; in fact, only the restriction of
Kj to the small sets Sj plays an important role.
9. The inductive step: construction of Vj+1
In accordance with the program set out in Section 8.2 we describe how Vj+1 is
constructed, given (Vj ,Kj). Our definition of Vj+1 will be shown to have an
additional property that there is an associated Kj+1, which, as a function of Kj,
is contractive in norms described in Section 10.
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Recall that the set S of small sets was given in Definition 1. For B ∈ Bj define
Vj+1 to be the local interaction determined by:
Vˆj(B) = Vj(B) + LocB
∑
Y ∈S,Y⊃B
1
|Y |Ij(Y )
−1Kj(Y ),
Vj+1 = Vpt(Vˆj),
(86)
where Vpt = Vpt(V ) with generic argument V is defined in (69). Recalling the
discussion of “relevant terms” just after (57), one sees in (86) that Vj+1 has been
defined so that relevant terms that would expand if they remained inside Kj are
being absorbed into Vj+1.
We have completed the V part of the inductive construction of the sequence
(Vj ,Kj). Before discussing the K induction we have to define some norms so that
we can state the contractive property.
10. Norms for K
Let hj > 0 and sj > 0. For a test function f as defined in Section 5.2 we introduce
a norm
‖f‖Φj = sup
x,y∈Λ∗,z∈{1,2}∗
sup
|α|∞≤3
h
−p−q
j s
−r
j L
j|α|1 |∇αfx,y,z|. (87)
Multiple derivatives up to order 3 on each argument are specified by the multi-index
α. The gradient ∇ represents the finite-difference gradient, and the supremum
is taken componentwise over both the forward and backward gradients. A test
function f is required to have the property that fx,y,z = 0 whenever the sequence
x has length p > 9 or the sequence z has length r > 2; there is no restriction on
the length of y. By the definition of the norm, test functions satisfy
|∇αfx,y,z| ≤ hp+qj srjL−j|α|1‖f‖Φj . (88)
We discuss the choice of sj in Section 12 when it first plays a role, and here we
focus on hj . An important choice is
hj = ℓj = ℓ0L
−j[φ], (89)
for a given ℓ0. The L
−j[φ] is there because unit norm test functions of one variable
should obey the same estimates as a typical field, and test functions of more than
one variable should obey the estimates that a product of typical fields obeys.
Recall the pairing defined in (41) and, for F ∈ N and φ ∈ CΛ, let
‖F‖Tφ,j = sup
g:‖g‖Φj≤1
|〈F, g〉φ| . (90)
The following proposition provides properties of this seminorm that are well adapted
to the control of K.
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Proposition 10.1. Let F, F1, F2 ∈ N . The Tφ norm obeys the product property
‖F1F2‖Tφ,j ≤ ‖F1‖Tφ,j‖F2‖Tφ,j , (91)
and, if ℓ0 is chosen large enough, the integration property
‖ECj+1F‖Tφ,j(hj) ≤ ECj+1‖F‖Tφ+ξ,j(2hj). (92)
For further details, see [12]. The second conclusion shows that the norm controls
the forms when a fluctuation field is integrated out: on the right hand side the
norm is a zero degree form, and hence the expectation is a standard Gaussian
expectation.
The most important case of the Tφ seminorm is the case φ = 0, but knowing
that ‖K(X)‖T0 <∞ cannot tell us whether K(X) is integrable. For this we must
limit the growth of K(X) as φ → ∞, and the resolution of this issue will be
obtained using Definition 3 below.
Our intuitive picture of Kj(X), where X ∈ Pj , is that it is dominated by a
local version of the remainder (g, ν, z, λ, q)3 in (68). To estimate such remainders
we must, in particular, estimate Ij,X which contains exp(−gj
∑
x∈X |ϕx|4). By
(56) the typical field ϕ at scale j is roughly constant on scale Lj, and X contains
O(Ljd) points. Therefore this factor looks like exp(−gjLdj|ϕ|4). This is a function
of ϕ/hj with hj ≈ g−1/4j L−jd/4, which in four dimensions can be rewritten as
g
−1/4
j L
−j[φ] because [φ] = 1. We want to prove that gj decays in the same way
as does g¯j in (76), and with this in mind we replace gj by the known sequence g¯j.
This leads us to our second choice
hj = hj = k0g¯
−1/4
j L
−j[φ],
where the constant k0 is determined so that exp(−Vj(B)) will, uniformly in j, have
a Tφ(hj) norm close to one.
In the previous discussion we made the assumption that the typical ϕ at scale
j is roughly constant on scales Lj. Our norm recognises this; it is a weighted L∞
norm, where the weight permits growth as fields become atypical. The weight is
called a large field regulator and is defined next.
Consider a test function f that is an ersatz field ϕ, namely a complex-valued
function f = fx for x ∈ Λ. For X ⊂ Λ, we write f ∈ Π(X) if f restricted to X is
a polynomial of degree three or less. We define a seminorm on φ = (ϕ, ϕ¯) by
‖φ‖Φ˜j(X) = inf{‖ϕ− f‖Φj(ℓj) : f ∈ Π(X)}; (93)
note that we are setting hj = ℓj in the above equation.
Definition 3. Let j ∈ N0, X ∈ Pj, and φ ∈ CΛ. The large-field regulator is given
by
G˜j(X,φ) =
∏
B∈Bj(X)
exp ‖φ‖2
Φ˜j(B∗)
, (94)
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where B∗ is the small set neighbourhood of B defined in (78). For each X ∈
Pj , we define a seminorm on N (X∗) as follows. For K(X) ∈ N (X∗), we define
‖K(X)‖G˜j,hj to be the best constant C in
‖K(X)‖Tφ,j(hj) ≤ CG˜j(X,φ), (95)
where we have made explicit in the notation the fact that the norm on the left
hand side is based on the choice hj = hj.
11. The inductive step completed: existence ofKj+1
We have already specified Vj+1 in (86). Now we complete the inductive step by
constructing Kj+1 such that (84) holds. The following theorem is at the heart
of our method [12]. It provides Kj+1 and says that we can continue to pro-
long the sequence (Vj ,Kj) for as long as the coupling constants (gj , νj , zj) remain
small. Moreover, in this prolongation, the T0 norm of Kj+1 remains third or-
der in the coupling constants and is therefore much smaller than the perturbative
(K-independent) part of Vj+1.
For a ≥ 0, set fj(a,∅) = 0, and define
fj(a,X) = 3 + a(|X |j − 2d)+, X ∈ Pj with X 6= ∅. (96)
Note that fj(a,X) = 3 when X ∈ Sj , but that fj(a,X) is larger than 3 and
increases with the size of |X |j if X 6∈Sj . We fix a to have a sufficiently small
positive value.
The following theorem is proved for two different choices of the norm pairs
‖ · ‖j and ‖ · ‖j+1, in (97) and (98), and for two corresponding choices of the small
parameter ǫδI , as follows:
• ‖ · ‖j = ‖ · ‖G˜j ,hj with hj = k0g¯
−1/4
j L
−j[φ], and ‖ · ‖j+1 = ‖ · ‖G˜j+1,hj+1 with
hj+1 = k0g¯
−1/4
j+1 L
−(j+1)[φ]. The small parameter ǫδI is proportional to g
1/4
j .
• ‖ · ‖j = ‖ · ‖T0,ℓj with ℓj = ℓ0L−j[φ], and ‖ · ‖j+1 = ‖ · ‖T0,ℓj+1 . The small
parameter ǫδI is proportional to gj .
Define a cone C = {(gj, νj , zj)|g > 0, |ν| ∨ |z| ≤ bg, gj ≤ c(b, L)}. The constant b
is arbitrary, and c(b, L) is a function of b, L constructed in the proof of the next
theorem.
Theorem 11.1. Let (gj , νj , zj) ∈ C. Let a be sufficiently small, and let M be
any (large) positive constant that is independent of d, L. There is a constant cpt
(depending on d, L) such that the following holds. Suppose that Kj : Pj → Nj has
properties (84) and satisfies
‖Kj(X)‖j ≤Mcptǫfj(a,X)δI , X ∈ Pj connected, (97)
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Then, if L is sufficiently large (depending on M), there exists Kj+1 : Pj+1 → Nj+1
with properties (84) at scale j + 1 and
‖Kj+1(U)‖j+1 ≤ 2cptǫfj+1(a,U)δI , U ∈ Pj+1 connected. (98)
12. Decay of the two-point function
Finally, we combine the machinery we have developed, to outline the proof of The-
orem 4.1. As we have already noted, Theorem 1.2 is a consequence of Theorem 4.1.
We must study the coupling constant flow. The linear map LocB : N → V is
bounded in T0 norm [12], so according to the inductive assumption (97) on the T0
norm of Kj , the coupling constants in Vˆj of (86) are small (third order) adjust-
ments to the coupling constants in Vj . Theorem 11.1 ensures that this smallness
is preserved as the scale advances.
We first consider the case (λ0, q0) = (0, 0). In this case, (λj , qj) = (0, 0) for all
j. The definition of Vj+1 in (86) then gives rise to a non-perturbative version of
the flow equations of Proposition 7.1, in which the effect of K is now taken into
account. When Vj 7→ Vj+1 is expressed as
(gj , νj , zj) 7→ (gj+1, νj+1, zj+1) (99)
we find that
gj+1 = gj − cgg2j + rg,j , (100)
νj+1 = νj + 2gCj+1(0, 0) + rν,j , (101)
zj+1 = zj + rz,j , (102)
Kj+1 = rK,j(gj , νj , zj ,Kj), (103)
where the r’s now depend also on Kj, and where we have added the map rK,j :
(gj, νj , zj ,Kj) 7→ Kj+1 defined by Theorem 11.1. Furthermore, we prove that the
r’s are Lipschitz functions of (gj , νj , zj,Kj), where K belongs to a Banach space
normed by a combination of the norms in Section 11. These are the properties
needed to prove that K only causes a small deformation of the perturbative flow
V 7→ Vpt.
The main theorem now reduces to an exercise in dynamical systems. We prove
that there is a Lipschitz stable manifold of initial conditions (z0, ν0) = h(m
2, g0)
for which the sequence (Vj ,Kj), j = 0, . . . , N , has a limit as N →∞ and m2 ↓ 0.
We call this the global trajectory. For m2 = 0, the global trajectory tends to the
fixed point (V,K) = (0, 0). In particular, gj → 0, which is infra-red asymptotic
freedom. Referring to (29), we have four unknown parameters g0, ν0, z0,m
2 related
by three equations, and now there is a fourth equation (z0, ν0) = h(m
2, g0). By
the implicit function theorem we solve for the unknowns as functions of (g, ν). As
ν ↓ νc(g), m2 ↓ 0 and vice-versa.
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Now we consider the flow for (λj , qj). According to (59), λ0 = 1 and q0 = 0.
Using (49), we prove that the terms rg,j , rν,j , rz,j do not depend on λj , qj and thus
the coupling constants g, ν, z have no dependence on λ, q. From (86) we find
λj+1 =
(
1 + gjδj +
1
2
µjL
−2jC
(1)
j+1
)
λj + rλ,j , (104)
qj+1 = qj + λ
2 Cj+1(a, b) + rq,j , (105)
where rλ,j , rq,j are corrections arising from Kj .
Recall that Sj was defined in Definition 1. Let sa,b be the first scale j such
that there exists a polymer in Sj that contains {a, b}. The correction rq,j is zero
for all scales j < sa,b: according to (49) and the definition of Vˆ in (86) there can
be no σσ¯ contribution from Kj until the first scale where there is a set X ∈ Sj
that covers {a, b}. Also, by the finite range property, Cj+1(a, b) = 0 for j < sa,b.
Thus (105) gives
qN =
N∑
j=sa,b
(
λ2j Cj+1(a, b) + rq,j
)
. (106)
At scale N , Λ is a single block in BN , so by the definition of the circle product,
ZN is simply given by
ZN = (IN ◦KN)(Λ) = IN (Λ) +KN(Λ). (107)
The final renormalisation group map is the action of ECN , not ECN θ. This means
that the fields φ, ψ are to be set to zero in IN ,KN , and only dependence on σ
remains. By (63) we compute two σ derivatives of IN and find
− ∂
2
∂σ∂σ¯
∣∣∣∣
0
ZN = qN −Kσ¯σ, where Kσ¯σ = ∂
2KN (Λ)
∂σ∂σ¯
∣∣∣∣
0
. (108)
The σ¯σ derivative is a coefficient in the pairing (41), and the T0 norm bounds this
pairing, so Theorem 11.1 gives
|Kσ¯σ| ≤ ‖K‖T0s−2N ≤ O(g3j )s−2N . (109)
We are able to prove Theorem 11.1 with
sj = s0ℓ
−1
j∧sa,b
≈ O(Lj∧sa,b ), (110)
where s0 is a constant, so that, when N > sa,b,
|Kσ¯σ| ≤ O(g3N )L−2N∧sa,b = O(g3N |a− b|−2). (111)
This tends to zero as N →∞.
By a similar estimate we can control the rλ,j , rq,j terms in (104), (106). These
contain σ derivatives of the Kj terms in (86). The conclusion is that λ∞ =
limN→∞ λN and q∞ = limN→∞ qN exist and are bounded away from zero.
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By (32), the left hand side of (30) is given by
lim
ν↓νc
(1 + z0) lim
Λ↑Zd
∫
CΛ
e−S(Λ)−V˜0(Λ)ϕ¯aϕb =
(
lim
ν↓νc
(1 + z0)
)
lim
m2↓0
q∞. (112)
From (104) and (106) we find that
lim
m2↓0
q∞ ∼ λ2∞
∞∑
j=sa,b
Cj+1(a, b), (113)
where m2 = 0 in Cj+1, and ∼ means that the ratio of the left hand side and the
right hand side tends to one as a− b→∞. Next, we use the finite range property
to restore the scales j < sa,b to the sum, which then becomes the complete finite
range decomposition for the infinite volume simple random walk two-point function
(−∆)−1(a, b),
lim
m2↓0
q∞ ∼ λ2∞(−∆)−1(a, b). (114)
The right hand side of (114), and hence of (112), is thus asymptotic to a multiple of
|a− b|−2 as |a− b| → ∞, as desired, since the inverse Laplacian has this behaviour.
Acknowledgements
We thank Roland Bauerschmidt for contributions to the proof of Proposition 2.1.
The work of both authors was supported in part by NSERC of Canada. DB
gratefully acknowledges the support and hospitality of the Institute for Advanced
Study and Eurandom, where part of this work was done, and dedicates this work
to his wife Betty Lu. GS gratefully acknowledges the support and hospitality of
the Institut Henri Poincare´, and of the Kyoto University Global COE Program in
Mathematics, during stays in Paris and Kyoto where part of this work was done.
References
[1] G. Benfatto, N. Cassandro, G. Gallavotti, F. Nicolo, E. Olivieri, E. Presutti, and
E. Scacciatelli. On the ultraviolet-stability in the Euclidean scalar field theories.
Commun. Math. Phys., 71:95–130, (1980).
[2] E. Bre´zin, J.C. Le Guillou, and J. Zinn-Justin. Approach to scaling in renormalized
perturbation theory. Phys. Rev. D, 8:2418–2430, (1973).
[3] D. Brydges, J. Dimock, and T. R. Hurd. A non-Gaussian fixed point for φ4 in 4− ǫ
dimensions. Commun. Math. Phys., 198(1):111–156, (1998).
[4] D. Brydges, S.N. Evans, and J.Z. Imbrie. Self-avoiding walk on a hierarchical lattice
in four dimensions. Ann. Probab., 20:82–124, (1992).
24 D. Brydges and G. Slade
[5] D. Brydges, A. Ja´rai Jr., and A. Sakai. Self-interacting walk and functional integra-
tion. http://www.math.ubc.ca/∼db5d/Seminars/PIMSLectures2001/lectures.pdf,
(2001).
[6] D.C. Brydges. Lectures on the renormalisation group. In S. Sheffield and T. Spencer,
editors, Statistical Mechanics, pages 7–93. American Mathematical Society, Provi-
dence, (2009). IAS/Park City Mathematics Series, Volume 16.
[7] D.C. Brydges, G. Guadagni, and P.K. Mitter. Finite range decomposition of Gaus-
sian processes. J. Stat. Phys., 115:415–449, (2004).
[8] D.C. Brydges and J.Z. Imbrie. End-to-end distance from the Green’s function for a
hierarchical self-avoiding walk in four dimensions. Commun. Math. Phys., 239:523–
547, (2003).
[9] D.C. Brydges and J.Z. Imbrie. Green’s function for a hierarchical self-avoiding walk
in four dimensions. Commun. Math. Phys., 239:549–584, (2003).
[10] D.C. Brydges, J.Z. Imbrie, and G. Slade. Functional integral representations for
self-avoiding walk. Probab. Surveys, 6:34–61, (2009).
[11] D.C. Brydges, P.K. Mitter, and B. Scoppola. Critical (Φ4)3,ǫ. Commun. Math.
Phys., 240:281–327, (2003).
[12] D.C. Brydges and G. Slade. Weakly self-avoiding walk in dimensions four and higher:
a renormalisation group analysis. In preparation.
[13] D.C. Brydges and H.-T. Yau. Grad φ perturbations of massless Gaussian fields.
Commun. Math. Phys., 129:351–392, (1990).
[14] J. Dimock and T.R. Hurd. A renormalization group analysis of correlation functions
for the dipole gas. J. Stat. Phys., 66:1277–1318, (1992).
[15] K. Gawedzki and A. Kupiainen. Block spin renormalization group for dipole gas and
(▽φ)4. Ann. Phys., 147:198, (1983).
[16] S.E. Golowich and J.Z. Imbrie. The broken supersymmetry phase of a self-avoiding
random walk. Commun. Math. Phys., 168:265–319, (1995).
[17] C. Gruber and H. Kunz. General properties of polymer systems. Commun. Math.
Phys., 22:133–161, (1971).
[18] T. Hara. Decay of correlations in nearest-neighbor self-avoiding walk, percolation,
lattice trees and animals. Ann. Probab., 36:530–593, (2008).
[19] T. Hara, R. van der Hofstad, and G. Slade. Critical two-point functions and the lace
expansion for spread-out high-dimensional percolation and related models. Ann.
Probab., 31:349–408, (2003).
[20] T. Hara and M. Ohno. Renormalization group analysis of hierarchical weakly self-
avoiding walk in four dimensions. In preparation.
[21] T. Hara and G. Slade. The lace expansion for self-avoiding walk in five or more
dimensions. Reviews in Math. Phys., 4:235–327, (1992).
[22] T. Hara and G. Slade. Self-avoiding walk in five or more dimensions. I. The critical
behaviour. Commun. Math. Phys., 147:101–136, (1992).
[23] I. Horvath, B. Toth, and B. Veto. Diffusive limit for self-repelling Brownian polymers
in three and more dimensions. http://arxiv.org/abs/0912.5174.
Self-avoiding walk in four dimensions 25
[24] D. Iagolnitzer and J. Magnen. Polymers in a weak random potential in dimension
four: rigorous renormalization group analysis. Commun. Math. Phys., 162:85–121,
(1994).
[25] G.F. Lawler, O. Schramm, and W. Werner. On the scaling limit of planar self-
avoiding walk. Proc. Symposia Pure Math., 72:339–364, (2004).
[26] N. Madras and G. Slade. The Self-Avoiding Walk. Birkha¨user, Boston, (1993).
[27] P.K. Mitter and B. Scoppola. The global renormalization group trajectory in a
critical supersymmetric field theory on the lattice Z3. J. Stat. Phys., 133:921–1011,
(2008).
[28] K. G. Wilson. Renormalization group and critical phenomena I and II. Phys. Rev.,
B4:3174–3183, 3184–3205, (1971).
[29] K. G. Wilson. The renormalization group and critical phenomena. Rev. Modern
Phys., 55(3):583–600, (1983).
[30] K. G. Wilson and J. Kogut. The renormalization group and the ǫ expansion. Phys.
Rep. (Sect C of Phys Lett.), 12:75–200, (1974).
Department of Mathematics,
University of British Columbia,
Vancouver, BC, Canada V6T 1Z2
E-mail: db5d@math.ubc.ca
Department of Mathematics,
University of British Columbia,
Vancouver, BC, Canada V6T 1Z2
E-mail: slade@math.ubc.ca
