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Abstract
Seizure freedom in patients suffering from pharmacoresistant epilepsies is still not
achieved in 20 − 30% of all cases. Hence, current therapies need to be improved,
based on a more complete understanding of ictogenesis. In this respect, the analysis of
functional networks derived from intracranial electroencephalographic (iEEG) data has
recently become a standard tool. Functional networks however are purely descriptive
models and thus are conceptually unable to predict fundamental features of iEEG
time-series, e.g. in the context of therapeutical brain stimulation.
In this paper we present some first steps towards overcoming the limitations of func-
tional network analysis, by showing that its results are implied by a simple predictive
model of time-sliced iEEG time-series. More specifically, we learn distinct Graphical
models (so called Chow-Liu(CL) trees) as models for the spatial dependencies between
iEEG signals. Bayesian inference is then applied to the CL trees, allowing for an
analytic derivation/prediction of functional networks, based on thresholding of the ab-
solute value Pearson correlation coefficient(CC) matrix. Using various measures, the
thus obtained networks are then compared to those which were derived in the classical
way from the empirical CC-matrix. In the high threshold limit we find (a) an excellent
agreement between the two networks and (b) key features of periictal networks as they
have previously been reported in the literature.
Apart from functional networks, both matrices are also compared element-wise,
showing that the CL approach leads to a sparse representation, by setting small corre-
lations to values close to zero while preserving the larger ones.
Overall, this paper shows the validity of CL-trees as simple, spatially predictive
models for periictal iEEG data. Moreover, we suggest straightforward generalizations
of the CL-approach for modeling also the temporal features of iEEG signals.
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1 Introduction
Epilepsy is the most prevalent chronic neurologic disorder and affects 50 million people
worldwide (Meyer et al., 2010). In 2005, epilepsy was defined as a disorder of the brain,
characterized by an enduring predisposition to generate epileptic seizures (Fisher et al., 2005).
Seizures may cause transient changes of behavior and perception and may lead to accidents
or fatal systemic dysregulations like heart arrhythmia (Bozorgi & Lhatoo, 2013) or hypoxia.
In addition, the unpredictability of seizure occurrences (Mormann et al., 2007) and the fear of
having a seizure in public are often the reasons for social withdrawal and reactive depression.
For all these reasons, the primary goal of epilepsy treatment is to achieve permanent seizure
freedom. However, despite many new drugs and modern resective and neuromodulatory
surgical techniques, seizure freedom is still not achieved in approximately 20-30% of the
patients (Cascino, 2008). Therefore it is mandatory to improve current therapies.
A recent approach to guide further therapeutic developments is to better understand the
functional brain networks and their dynamics, that are associated with epileptic seizures
(Engel et al., 2013; Richardson, 2012). Functional brain networks are mathematical graph
objects consisting of nodes and links, which connect pairs of nodes (Bullmore & Sporns, 2009;
Rubinov & Sporns, 2010). In EEG-derived functional networks, each node of the network
stands for a single EEG signal and a link between two nodes represents a measure of inter-
dependency between the corresponding pair of EEG signals. The goal of functional network
analysis in epilepsy research is to identify the critical parts of the brain, that is, the ”hubs”
of these networks, that have the strongest influence on the dynamics of the network as a
whole (Stam & van Straaten, 2012; Zubler et al., 2014). It is expected that targeting only the
hubs of functional networks would make therapies more effective and potentially even less
invasive. In the past, there have been a number of studies aiming at 1) the definition of dif-
ferent types of functional networks -based on various EEG-derived signal interdependencies
used to define the networks links (edges), and 2) the investigation of how distinct topological
properties of these networks change before, during and after epileptic seizures (Ponten et
al., 2007; Schindler et al., 2008; Kramer et al., 2010; Wilke et al., 2011; van Mierlo et al.,
2011; Varotto et al., 2012). For example, in (Schindler et al., 2008; Kramer et al., 2010) it
was found that initial ictal network dynamics are characterized by strong modularization,
i.e. a fragmentation of the network into a set of strongly intra- but weakly interconnected
subnetworks. In terms of the underlying EEG signals, this indicates a dynamical shift during
early seizure development towards locally highly synchronized ’islands’ of EEG activity, that
are desynchronized amongst each other. These and related findings (Schindler et al., 2007)
have lead to a paradigm shift in epilepsy research, which had previously been dominated by
the idea of seizures being events of temporally constant, global hypersynchrony (Schindler
et al., 2007; Jiruska et al., 2013).
Despite these achievements, a fundamental shortcoming of the functional network ap-
proach is its purely descriptive nature, and consequently, its inability to generate predictions
regarding the spatio-temporal dynamics of periictal iEEG time-series. For example, func-
tional networks are conceptually unable to draw any inferences about the probability of
states of some subset of the iEEG electrodes, given that the remaining ones are held fixed to
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specific states, e.g. by means of artificial brain stimulation. Predictive models like graphical
models(GMs) in contrast could have an important impact on epilepsy treatment, ranging
from inferences of the seizure onset zone, the area of the brain where ictal iEEG activity
starts, to the testing of brain stimulation protocols that aim at suppression of such activity.
In this paper we present some first steps towards overcoming the limitations of functional
network analysis, by showing that its results are implied by a simple predictive model of
time-sliced iEEG time-series. More specifically, we learned distinct GMs (so called Chow-
Liu(CL) trees) from a seizure database consisting of 93 seizures and compared the results
of Bayesian inference in these CL-trees to the results obtained from analyzing the raw,
periictal data directly. Comparisons were done based on (a) direct comparisons between
the Pearson correlation coefficient matrices derived from the CL-trees and from the raw
data respectively; and (b) the functional networks that were constructed from these two
types of matrices. With respect to several measures of functional network connectivity, we
found an excellent agreement between both types of networks, indicating that the results
of functional network analysis are implied by CL-trees. Furthermore, the learned CL-trees
yielded “sparse”correlation matrices, which accurately matched the strong correlations and
set the weaker ones to values close to zero. While our results do not imply the applicability
of CL-trees for modeling all detailed aspects of periictal time-series in general, they still show
their validity as predictive models for the functional network connectivity of such data.
2 Materials & Methods
2.1 Patient and Periictal iEEG Data
We included periictal, intracranial EEG (iEEG) time-series of variable length recorded from
25 consecutive patients (15 females) in our study (ref table 1). The patients suffered from
pharmacoresistant epilepsies and underwent long-term iEEG monitoring at the department
of Neurology of the University Hospital in Bern. The mean age (± 1 standard deviation)
was 30±12y (range 7-58y). Except for the need for invasive EEG studies, there were no ad-
ditional inclusion criteria. Specifically, patients with and without radiologically detectable
lesions were enrolled. Electrodes implanted consisted of intracranial strip-, depth- and grid
electrodes all manufactured by AD-TECH (Racine, WI, U.S.A). Distance of neighboring elec-
trode contacts was 1cm for strip- and grid electrodes and 0.5cm or 1cm for depth electrodes.
For typical locations and numbers of implanted electrode contacts see columns ”SOZ” and
”El.Sz.” respectively in table 1. Mean number of implanted electrode contacts (± 1 standard
deviation) was 60.3±15.5. Each of the iEEG time-series recorded from the contacts covered
a complete seizure, plus the preceding preictal and the subsequent postictal epochs, each
lasting for 180s. At most 5 seizures per patient, each lasting for at least 30s and for at most
500s, were included, making up 93 seizures in total. Retrospective data analysis had been
approved by the Ethics Committee of the Kanton of Bern. In addition, all patients gave
written and informed consent that their data from long-term video-EEG recordings might
be used for research or teaching purposes.
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2.2 Signal Filtering, Amplitude And Time Discretization Of The
Empirical iEEG Data
To stay as close as possible to the protocol used in the comparison literature (Kramer et
al., 2010), our analysis is based on broadband iEEG signals, sampled at 512Hz. Filtering
consisted, first, of anti-aliasing within the C64 amplifier of the NicoletOne recording system
(VIASYS Healthcare, Inc., Madison, WI, U.S.A.) that was used. Signal attenuation was
-16 dB at 512 Hz. Subsequent forward/backward bandpass filtering based on a fourth-order
butterworth filter constrained the signal further to the [0.5 150] Hz frequency range. We
refer to the thus obtained signal as the raw iEEG time-series or data.
Because the Chow-Liu algorithm is defined for discrete data (Chow & Liu, 1968; Meila
& Jordan, 2001), we used the following scheme to discretize (symbolize) the iEEG data:
First, for each iEEG channel, the raw signal was normalized, i.e. centered to mean zero
and scaled to standard-deviation σ = 1. We then discretized the signal by quantizing its
amplitude using a grid of m = 6 equidistant bins within the interval [−kσ, kσ], k = 1. Values
outside this interval were clamped to the closest of its boundaries ±kσ.
The values chosen for m and k are a compromise between the faithful preservation of the
original, quasi-analog iEEG signal and computational requirements (avoidance of excessive
processing time and overfitting by the Chow-Liu algorithm). The latter point is of particular
importance; since the algorithm is based on estimating all joint histograms of variable pairs
(see section 2.3.2), those histograms may be severely corrupted by sampling noise, if the
squared number m2 of joint bins is too large compared to the number of data points within a
time-window. In this case there is not enough data available to accurately represent the true
pairwise joint probabilities and these errors then lead to a falsely factorized representation
of the full joint probability (see eq. 2.1). So, restricting the number of bins per variable is
not a matter of computational cost alone, but also of representational accuracy.
Regarding parameter k, the ±kσ limits were not of concern for pre- and postictal time
points, since the standard deviation of each iEEG signal was dominated by the large ampli-
tude oscillations that occur during seizure progression (see fig.2). Hence, pre- and postictally
the ±kσ limits were barely reached. On the other hand, ictal signals may be significantly
larger and often cross these limits. However, because ictal activity is dominated by oscil-
lations at some characteristic frequency, it is only the stereotyped upper/lower part of an
oscillatory wave that is ”chopped off” through amplitude discretization. For ictal signals,
such a procedure can therefore be effectively approximated by a multiplicative scaling of
the amplitude that leaves phase information unchanged. Hence, it is the unperturbed phase
shifts that determine the correlation structure of a set of quasi-sinusoidal signals, because
the Pearson correlation coefficient is insensitive to multiplicative scalings.
For these reasons, the results in this paper are robust against at least small perturbations
of m and k (e.g. for the setting m = 8, k = 1.5, not shown). As we will show in fig. 3, the
used settings m = 6, k = 1 are sufficient for reproducing the Pearson correlation coefficient
matrices of the quasi-analog signals to a good degree. Moreover, as we will discuss in section
3.2, fig. 8, there is virtually no influence of those parameters on the properties of functional
networks derived from Pearson correlation coefficient matrices.
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For a given seizure, the discretized iEEG time-series resulting from the symbolization
procedure were partitioned into overlapping windows of 2.5s length. The temporal difference
between the times of onset of two consecutive windows was set to 2s, creating an overlap of
20%. The same set of windows was used for partitioning each iEEG channel of a given seizure.
For each partition, a Chow-Liu tree was learned separately, from which the absolute value
Pearson correlation coefficient matrix was computed by Bayesian inference (see following
sections).
2.3 Modeling Of The Preprocessed iEEG Data
2.3.1 The Chow-Liu Tree As A Simple Predictive Model
A Chow-Liu (CL) tree (Chow & Liu, 1968; Meila & Jordan, 2001; Murphy, 2012) is a spe-
cific, simple type of Graphical Model (GM) (Lo¨liger, 2004; Bishop, 2006; Koller & Fried-
man, 2009; Murphy, 2012) for a given set (vector) of variables x = (x1, ..., xn), which in
our case corresponds to a set of iEEG signals. In general, a GM is a graph that repre-
sents the (in)dependencies between the variables in x and hence is defined by a set of nodes
V = (1, ..., n) -which correspond to the individual variables xi- and a set of edges E ⊆ V2 con-
necting pairs of these nodes. Each edge set E implies a distinct pattern of (in)dependencies
between the variables and in case of CL-trees E is constrained to spanning trees, i.e. graphs
that entail a single, distinct path between each pair of nodes. Moreover, for a spanning tree
to be a CL-tree E has to meet a certain optimality condition that we will discuss in the next
section. While displaying dependencies between variables in a graphical way, a GM is also
a factorized representation of some joint probability distribution P (x), which respects the
(in)dependencies implied by the GMs edge set. In case of trees, this distribution is given by
(Meila & Jordan, 2001):
P (x) =
∏
(i,j)∈E Pij(xi, xj)∏
i∈V Pi(xi)
deg(i)−1 (2.1)
where deg(i) is the branching degree, i.e. the number of neighboring nodes of node i. Equa-
tion 2.1 decomposes P (x) into the product of those pairwise joint probabilities Pij(xi, xj),
which correspond to the edge set E and divides the result by the product of the marginal
probabilities Pi(xi) of the individual variables. The GM defined by P (x) can be used ei-
ther as a generative model (by sampling artificial data points from P (x)), or as a predic-
tive model (by inferring conditional probability distributions P (xu|xo) for arbitrary subsets
O,U ⊂ {x1, ..., xn}). In the latter case, for example, one may predict the joint distribution
of voltages xu of some subset of unobserved electrodes U , given that electrodes of another
(observed) subset O are held fixed to specific voltage levels, described by vector xo. Hence,
on the basis of probability distributions, GMs allow for predictions under prespecified envi-
ronmental scenarios.
In this paper, we follow the route of such predictive modeling, by inferring all 1
2
n(n− 1)
possible joint distributions of variable pairs, for the definition of functional networks from
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the resulting Pearson correlation coefficient matrix (see sections 2.4.1 and 2.5.1). Hereby
the set of observed variables is the empty set O = ∅. Moreover, the single variable and
pairwise marginal probabilities in eq.2.1 may be used as a starting point for computing the
Shannon entropy H of P (x). As we will discuss later, for CL-trees the dynamics of H(x) are
consistent with previous results from the analysis of periictal iEEG data. Based on eq.2.1
H(x) can be computed in the following way:
H(x) : = −
∑
x
P (x) · logP (x) (2.2)
= −
∑
(i,j)∈E
∑
xi,xj
Pij(xi, xj) · logPij(xi, xj) +
∑
i∈V
(deg(i)− 1)
∑
xi
Pi(xi) · logPi(xi)
(2.3)
=
∑
(i,j)∈E
H(xi, xj)−
∑
i∈V
(deg(i)− 1)H(xi) (2.4)
2.3.2 The Chow-Liu Algorithm For Finding The Chow-Liu Tree
The goal of the CL algorithm is to find the CL-tree, i.e. an optimal spanning tree, from
a given data set for all variables x (in our case, this data set is given by the windowed
and discretized iEEG time-series, see section 2.2). More specifically, the CL algorithm aims
at minimizing the Kullback-Leibler divergence D(P ∗‖P ) between the empirical distribution
P ∗(x) (i.e. the true distribution underlying the empirical data set) and a model distribution
P (x), restricted to a tree distribution (ref. equation 2.1). Minimization is performed along
both, the set of parameters Pij(xi, xj), (i, j) ∈ E defining the tree distribution for a given
edge set E and the edge set itself. Minimizing w.r.t.1 the parameters yields the condition
Pij(xi, xj) = P
∗
ij(xi, xj),∀(i, j) ∈ E (2.5)
That is, the pairwise joint probabilities of the tree model have to be set equal to the cor-
responding empirical probabilities P ∗ij(xi, xj), which can be obtained directly by computing
pairwise histograms of the data. When P (x) in eq. 2.1 is inserted into the defining ex-
pression of the KL-divergence D(P ∗‖P ) and provided condition 2.5 is fullfilled, one obtains
the following sum of mutual-information and entropy values as an expression for D(P ∗‖P )
(Chow & Liu, 1968):
D(P ∗‖P ) = −
∑
(i,j)∈E
I∗(xi;xj) +
∑
i∈V
H∗(xi)−H∗(x) (2.6)
where I∗(·) and H∗(·) refer respectively to the mutual-information and entropy of the empir-
ical distribution. Since the terms
∑
i∈V H
∗(xi) and H∗(x) are independent of tree structure,
it follows directly from eq. 2.6 that D(P ∗‖P ) becomes minimal w.r.t. to tree structure, if
E is chosen such that −∑(i,j)∈E I(xi;xj) is minimal (while maintaining the spanning tree
1with respect to
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requirement). Therefore if, for an edge connecting nodes i and j, the values −I∗(xi;xj)
are interpreted as edge weights, minimizing eq. 2.6 w.r.t. E becomes a minimum spanning
tree problem, for which efficient solution methods exists, most notably Kruskal’s algorithm
(Kruskal, 1956) and Prim’s algorithm (Prim, 1957).
Either solution method may be employed by the CL algorithm, for the technical imple-
mentation of which we have made use of the ’Probabilistic Modeling Toolkit(PMTK3)’ (pub-
licly available under https://github.com/probml/pmtk3). The CL algorithm in PMTK3
is based on Prim’s algorithm.
2.4 Construction, Analysis And Comparison Of (Absolute Value)
Pearson Correlation Coefficient Matrices
2.4.1 Derivation Of (Absolute Value) Pearson Correlation Coefficient Matrices
From The Empirical Data And The Model
Pearson correlation coefficient matrices were derived from the raw, continuous iEEG data,
discretized iEEG data and the distributions
Pij(xi, xj), (i, j) ∈ V2 inferred from the CL-trees. Throughout this paper we will denote
by sCC = (sccij) the ordinary (signed) Pearson correlation-coefficient matrix (but with
zero main diagonal) and with CC = (|sccij|) the corresponding absolute value Pearson
correlation-coefficient matrix, from which functional networks were constructed. In this
context, the superscripts R,D,M of some matrix refer respectively to the matrix constructed
from the raw data, discretized data and the CL-tree model. In case of the raw data, the
bandpass filtered iEEG time-series of a given seizure were partitioned, based on the same set
of windows that was used for partitioning the discretized time-series (section 2.2). For each
such partition, the matrices sCCR and CCR were computed directly from the raw data.
The exact same procedure was applied to the partitioned, discretized data, yielding
matrices sCCD and CCD.
In case of the CL trees, the partitioned, discretized data served as starting point for
the construction of CL-trees, by learning an individual tree model for each partition (see
section 2.3.2). Using results obtained from probabilistic inference, the matrices sCCM and
CCM of each CL-tree were analytically computed based on the mathematical definitions of
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covariance, variance and Pearson correlation:
sccMij := (1− δij)
Cov[xi, xj]√
Var[xi]Var[xj]
(2.7)
ccMij :=
∣∣sccMij ∣∣
Cov[xi, xj] := E [xi · xj]− E [xi] · E [xj]
=
 m∑
xi=1,xj=1
xi · xj · Pij(xi, xj)
−( m∑
xi=1
xi · Pi(xi)
)
·
 m∑
xj
xj · Pj(xj)

Var[xi] := E
[
x2i
]− E2 [xi] = ( m∑
xi=1
x2i · Pi(xi)
)
−
(
m∑
xi=1
xi · Pi(xi)
)2
Pi(xi) =
m∑
xj=1
Pij(xi, xj)
Hence, for computing these quantities only the pairwise, joint probabilities
Pij(xi, xj),∀(i, j) ∈ V2 needed to be inferred from the CL-trees. If (i, j) ∈ E , then the
corresponding probabilities can be obtained directly from the results of the CL algorithm,
i.e. from the histograms of the discretized, empirical data (section 2.3.2). In all other
cases however, true probabilistic inference must be applied to the CL-trees, by marginalizing
(summing) out all variables xk, k ∈ V\{i, j} in eq. 2.1. For that, PMTK3 makes use of
the Junction-Tree algorithm (Aji & McEliece, 2000), which is guaranteed to provide exact
results.
2.4.2 Elementwise Comparison Of Pearson Correlation Coefficient Matrices
We compared the elements of matrices sCCM to those of their sCCR counterparts in the
following way:
First, each seizures sequence of sCCR and sCCM matrices (with one pair of matrices for
each partitioning window) was temporally divided into a set of 12 epochs, ranging from prI
(preictal epoch) over I1, ..., I10 (equidistant ictal epochs) to poI (postictal epoch) (Schindler
et al., 2008; Kramer et al., 2010). Subsequently, for any given matrix sCCM from any
epoch, we sorted all of its elements sccMij into 19 equidistant bins, whose centers ranged
from {−0.94, ..., 0, ..., 0.94}. For each such bin Bk, k ∈ {−0.94, ..., 0, ..., 0.94} we then formed
the level set sCCRk := {sccRij|(i, j) ∈ V2, sccMij ∈ Bk} of elements of the sCCR-matrix
that corresponds to the same partitioning window. In other words, we formed potentially
overlapping bins along the sccRij-axis, each of which is associated with a binBk along the scc
M
ij -
axis. Subsequently, we took the mean
〈
sCCRk
〉
and standard deviation σ
(
sCCRk
)
across the
level set, which respectively served as measures of matching accuracy and sparsity. Ideally,
for large average matching accuracy between matrix elements sCCRij and sCC
M
ij , the mean〈
sCCRk
〉
should be unbiased and consequently be close to k, whereas a high sparsity degree
of sCCM is given by a data spread σ
(
sCCRk
)
that is fairly large for k = 0 and falls of
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steeply for |k| > 0. In this case, provided high average matching accuracy is also given,
small correlations sCCRij are set to values close to zero by the CL-model, whereas large
correlations are faithfully preserved, indicating a high degree of sparsity of matrix sCCM.
For a given seizure, we averaged both measures across all level sets, whose corresponding
partitioning windows belonged to the same seizure epoch (i.e. prI,I1,...,I10,poI). Separated by
epoch, these mean values were averaged again across all seizures of the database, to produce
the results of figure 5.
2.4.3 Construction Of Surrogate Time-Series / Analysis Of P-Values Of Pear-
son Correlation Coefficient Matrices
Because correlation coefficients of the CCR matrices were determined from a finite set of
iEEG data, the observed values could possibly be explained by random correlations of in
fact uncorrelated iEEG time-series. To determine the likelihood of such an event, we have
computed p-values from artificial, uncorrelated, surrogate time-series, that preserve the am-
plitude distribution and autocorrelation function of the original, unprocessed (i.e. not dis-
cretized) iEEG signals (Schreiber & Schmitz, 2000). More specifically, for each matrix sCCR,
we have also computed an associated matrix P, whose elements pij gave the p-value of the
corresponding element sccRij. For signals i and j, p-values pij were computed from the most
extreme end of the empirical distributions (histograms) of correlation coefficients. There-
fore, the maximally possible p-value was pij = 0.5. Histograms of correlation coefficients
were extracted from 100 pairs of surrogate time-series.
Based on a procedure similar to the one described in section 2.4.2, p-values resulting from
the whole seizure database were used to verify if the CL-model generally eliminates (i.e. sets
to values close to zero) those correlations sccMij for which randomness cannot be excluded.
More specifically, for each bin Bk, k ∈ {−0.94, ..., 0, ..., 0.94} along the sccMij -axis we examined
the empirical distribution of elements from the set Pk := {pij|(i, j) ∈ V2, sccMij ∈ Bk}.
Ideally, if a large
∣∣sccMij ∣∣ indeed signals nonrandomness of its partner sccRij, we expect the
corresponding pij to be small. Thus, for |k| → 1 the elements of Pk are expected to become
tightly distributed around zero (indicated by a mean 〈Pk〉 ≈ 0 and standard deviation
σ(Pk) ≈ 0). Conversely, if a small
∣∣sccMij ∣∣ signifies that the null hypothesis of a purely
random
∣∣sccRij∣∣ counterpart cannot be excluded, then for |k| → 0 the p-values in Pk should
become redistributed towards larger values. In fact, for any null hypothesis that is known
to be true, the p-values obtained from any valid statistical testing method follow a uniform
distribution (Bland, 2013), which in our case is a uniform distribution on [0, 0.5]. Therefore,
a failure to match the distribution of p-values in Pk=0 with a uniform distribution serves to
refute the null hypothesis of small
∣∣sccMij ∣∣ being associated with random correlations ∣∣sccRij∣∣.
Thus, we performed a hypothesis test based on the following null hypothesis
H0 : for k = 0 elements of the level set sCC
R
k are due to type I errors, (2.8)
i.e. they are random correlations from in fact independent time series
For refuting H0 it is therefore sufficient to show that the mean 〈Pk=0〉 is significantly different
from 0.25, the mean of a uniform distribution on the interval [0 0.5]. Hence, we first computed
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the mean across the union of all those Pk=0 that belong to the same seizure and epoch and
subsequently performed one-sample t-tests across all seizures, that is, one separate test for
each epoch. This way, application of the t-test was valid, since each tested epoch-restricted
data set contained exactly 93 independent mean p-values, that is, one mean value for each
seizure. Testing was done against the hypothesized mean of 0.25.
2.5 Construction, Analysis And Comparison Of Functional Net-
works Derived From The Absolute Value Pearson Correlation
Coefficient Matrices
2.5.1 Construction of Functional Networks from the Model and the Empirical
Data
Functional networks were constructed based on both, the CC-matrices computed from the
raw data and the CC-matrices inferred from the CL-trees. In the latter case, it is important
to keep in mind, that there are two qualitatively different networks at play; The CL-tree is a
generative and predictive graphical model, which allows for the generation of artificial data
and the prediction of marginal distributions. From these marginal distributions it is then
possible to derive a CC-matrix that can be used as a starting point for the construction of
functional networks, which are neither generative nor predictive models.
Weighted, undirected functional networks (Rubinov & Sporns, 2010) were constructed
based on edge sets that were defined by thresholding the elements of CCM matrices. El-
ements ccMij above the threshold were kept unaffected, whereas those below the threshold
were set to zero. The thus defined thresholding ’mask’ for CCM was then applied also to the
CCR matrix that corresponded to the same iEEG data partition (window) as matrix CCM.
In other words, networks defined by CCR matrices contained the exact same set of edges as
the corresponding CCM networks. We used the same thresholding mask for both types of
matrices, because our aim is to show the degree of correspondence between the two, subject
to identical conditions. Moreover, such a procedure guarantees the same number of edges
to be present in both networks, thereby facilitating network comparison (Stam et al., 2014).
Importantly however, the weights associated with a given edge could differ in both cases,
because in general CCR 6= CCM. For a given threshold T , the weighted adjacency matrices
resulting from the thresholding procedure are denoted by AR,T and AM,T respectively (see
supplementary material S1 for a detailed mathematical definition of those matrices).
For each seizure and time window, we constructed networks defined over a range of
thresholds, the latter being given by the 0, 10, ..., 70, 75, ..., 95-th percentiles of the (pooled)
elements of CCM. In the following, we refer to pn as the n-th percentile of the pooled ele-
ments of CCM.
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2.5.2 Construction of Surrogate Functional Networks
Because for all (i, j) ∈ E the CL-algorithm fits the probabilities P (xi, xj) exactly to their
corresponding counterparts P ∗(xi, xj) of the (discretized) empirical iEEG data (eq. 2.5),
it follows from eq. 2.7 that ccMij ≈ ccRij, with the approximation being solely due to the
discretization procedure, whose impact on CC is small (see results). Moreover, the CL-
algorithm is based on collecting the edges with largest mutual information edge weight,
which in many cases is paralleled by a high value of the corresponding ccMij . To control
for the possibility that our results are not just a somewhat trivial consequence of the CL-
algorithm collecting the edges with largest edge weight -or equivalently, that the truly inferred
ccMij , (i, j) /∈ E do not play a significant role for the results- we have also analyzed two types
of surrogate networks, which were constructed in the following way:
Starting from the set of edges defined by AM,T, the first type of surrogate networks
was created by preserving those edges and weights that were found by the CL-algorithm and
”survived” the subsequent thresholding procedure. The remaining edges of AM,T in contrast
were assigned to random pairs of nodes. In the latter case, the corresponding edge weights
were drawn independently from a uniform distribution. We call networks of this form type
I surrogate networks, their adjacency matrices are denoted by ASI,T.
The second type of surrogate networks is complementary to the first one, since it is based
on preserving the truly inferred edges and weights (i.e. those not found by the CL algorithm)
and scrambling the remaining edges of AM,T. We call this the type II surrogate networks
having adjacency matrices ASII,T.
Hence, the type I&II surrogate networks allowed us to selectively determine the impact
on the results, both of the weighted edges found by the CL-algorithm and those which were
truly inferred through Bayesian inference. See supplementary material S1 for a detailed
mathematical definition of these networks.
2.5.3 Analysis And Comparison Of Functional Networks
Weighted functional networks were analyzed and compared based on five different measures
of network connectivity, namely the modularity M (Newman, 2006; Rubinov & Sporns, 2010),
clustering coefficient C (Onnela et al., 2005; Rubinov & Sporns, 2010), characteristic path
length L (Rubinov & Sporns, 2010), edge density D and the mean edge-weight 〈W 〉. We
have chosen these measures, because they signify seizure characteristics that have previously
been reported in the literature (Kramer et al., 2008; Schindler et al., 2008; Kramer et al.,
2010). M is a measure of the degree by which a network can “be subdivided into,.., clearly
delineated and non-overlapping”subnetworks (Rubinov & Sporns, 2010) and hence gives a
measure of how fragmented the total network is. C in turn measures the average degree of
“cliquishness”exhibited by the networks nodes. Informally this means that, e.g. in a network
of human relationships, C is high if, on average, two good friends (neighboring nodes) of a
person (node) are also good friends to each other. L is the shortest path length between
two nodes in the (edge-weighted) network, averaged across all node pairs. Finally, D is the
number of edges (with weight > 0) in the network divided by the total number of possible
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edges and 〈W 〉 is its literal definition. Measures M,C and L were analyzed using the ”Brain
Connectivity Toolbox” (Rubinov et al., 2009).
Also, measures C and L were normalized by constants CR and LR respectively; where CR
is the expected clustering coefficient of a network with random topology and edge-weights,
that preserves the number of nodes and the edge-weight distribution of the network for which
C was computed. LR is an upper bound for the expected characteristic path length for the
same type of random networks. In supplementary material S2 and S3 we give a detailed
mathematical account for CR and LR respectively.
Except for M , each of these measures was applied separately to each nontrivial, con-
nected network component and we refer to the average across all these components, when
reporting values for C/CR, L/LR, D and 〈W 〉 (a nontrivial connected network component is a
connected network component containing more than one node). Furthermore, when network
measures were applied to seizures that were temporally partitioned into epochs then, for
each epoch, we report the average of the (component averaged) measures across all networks
belonging to the same epoch.
When different network types are compared by those measures, the AR,T networks are
defined to represent the ”ground truth”, although their topological connectivity (given by the
set node pairs that make up the edges) was derived from the AM,T networks. Nevertheless,
a given AR,T network can still be regarded as the most realistic member of the class of
weighted networks that share the same topological connectivity, since its correlation edge-
weights are not based on model predictions, but rather are computed directly from the EEG
data. This claim holds true, provided the correlations aR,Tij > 0 are statistically significant.
Thus, for any fixed topological connectivity, it is justified to interpret the AR,T network as
the best possible edge-weight improvement for its AM,T counterpart -at least for high T ,
where insignificant correlations have been eliminated.
3 Results
Figure 1 provides an overview over the different preprocessing methods and subsequent anal-
yses that have been conducted in this paper. In the following subsections, results obtained
from the analysis methods are presented.
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Figure 1: Process Flow of Preprocessing and Analysis Methods Applied to the Raw, Periictal
iEEG Time-Series
Blue boxes give preprocessing methods applied before subsequent analysis (red boxes) was
performed. Both types of methods are described in the methods section. Input/output
relationships between the various methods are depicted by arrows. Results presented in the
results section have been obtained from analysis methods.
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3.1 Direct, Elementwise Comparison of sCCR, sCCD and sCCM
Matrices
In this section we compare the matrices of signed Pearson correlation-coefficients, as con-
structed from the raw data (sCCR), from the discretized data (sCCD), and from the CL-tree
model (sCCM) (see section 2.4.1). We also examine the relationship between matrix ele-
ments sCCMij and the statistical significance of their counterparts sCC
R
ij , which was assessed
by the associated p-values pij (section 2.4.3).
Our first step was to investigate the impact of the amplitude discretization procedure
(see section 2.2) on the Pearson correlation coefficient matrix. For this analysis, results were
obtained from a single representative seizure (figure 2), which can be carried over to the
whole seizure database (not shown). Figure 3 shows a direct comparison between the sCCR
and sCCD matrices, extracted from the seizure data of figure 2 for preictal (first and second
row), ictal (third row) and postictal (bottom row) time points. A good match between the
two can be observed, which is surprising, given the rather coarse level of discretization using
m = 6 bins only. However, the match is slightly dependent on the magnitude of the sccRij
values, with sccDij > scc
R
ij for scc
R
ij < 0 and scc
D
ij < scc
R
ij for scc
R
ij > 0. In other words, the
discretization procedure weakly dampens strong (anti)correlations. However, as we will see
later, this had a neglectable effect on the functional networks derived from the CL-trees.
Given the close similarity between the two types of matrices, is this match preserved
after the sCCD matrices have been swapped with their sCCM counterparts? To give an
answer to that question, we first replotted figure 3 after the matrix swap (figure 4). We can
see that correlation damping is also present for the sCCM matrices, but its dependence on
sccRij-magnitude is of more complicated nature and expressed more strongly compared to the
sCCD matrices. Clearly, when ranking correlations by approximation accuracy, it is the large
magnitude correlations
∣∣sccRij∣∣ → 1 that are approximated best by the corresponding sccMij
elements, whereas the opposite holds true for the sccDij elements in figure 3. Quantitatively
however, for
∣∣sccRij∣∣→ 1 the degree of approximation is comparable in both cases. Conversely,
small-magnitude correlations
∣∣sccRij∣∣ . 0.4 are set to values ∣∣sccMij ∣∣ ≈ 0 by the CL-model,
in marked contrast to the corresponding sccDij correlations. This effect is most obvious in
the right column of figure 4, due to the apparent clusters of sccMij -values around zero, but
can also be observed by the reduced overall brightness of the sCCM matrices in the middle
column.
Hence, the CL-algorithm seems to produce a sparse representation of the iEEG correla-
tions, by retaining the large-magnitude correlations
∣∣sccRij∣∣ → 1, while filtering out (setting
close to zero) the smaller ones with
∣∣sccRij∣∣ . 0.4. Furthermore, it may be concluded from
figure 4 (right column) that this behavior is unlikely to be associated with statistical signif-
icance of the sccRij correlations, because the distribution of corresponding p-values pij seems
to be a function of sccRij only. Consequently its dependency on scc
M
ij seems to be mediated
exclusively through the sccRij correlations.
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Figure 2: Representative Periictal iEEG Data
Bottom: Periictal time course of the raw voltage signal from example electrodes of patient
7, seizure 1 (see table 1). For clarity only 15 out of 60 total electrodes are shown, whose
individual voltage traces are drawn in different shades of blue. Brain locations of the elec-
trodes are indicated on the y-axis (see glossary below for abbreviations). Seizure onset is
marked by the vertical black, dashed line, seizure offset corresponds to the abrupt stoppage
of strong oscillatory activity around t = 279s.
Middle row: Zoomed voltage time courses at different time points during evolution of the
seizure. Shown are the zoomed sections indicated by the respective dashed boxes in the
bottom plot, which correspond to partitioning windows of length 2.5s. Time point t during
seizure evolution is given below each plot and is defined by the ending time of the respective
partitioning window relative to seizure onset (seizure onset at t = 0).
Top row: Raw, signed correlation matrices sCCR extracted from the full data set of 60
electrodes during the respective partitioning window. Electrodes spared by transparent grey
bars are named and correspond to the electrodes shown in the bottom plot.
Glossary of electrode positions: DH: depth hippocampus, TP/TB: temporal polar/basal,
P : Posterior, A: Anterior, L/R: Left/Right hemisphere.
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Figure 3: Similarity Between Individual sCCR and sCCD Matrices Extracted from the
Seizure Data Shown in Fig. 2.
Left column: Color-coded matrices sCCR for different periictal time points. Time t with
respect to seizure onset is indicated on the left (with negative values corresponding to preictal
time points, see fig. 2). Central column: The sCCD matrices of the corresponding time
points. Right column: Matrix elements sccRij (x-axis) plotted against their corresponding
elements sccDij (y-axis). Color indicates p-values pij associated with elements scc
R
ij. Grey
dashed line is the space diagonal corresponding to points sccMij = scc
R
ij.
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Figure 4: Similarity Between Individual sCCR and sCCM Matrices Extracted from the
Seizure Data Shown in Fig. 2.
Left column: Color-coded matrices sCCR for different periictal time points. Time t with
respect to seizure onset is indicated on the left (with negative values corresponding to preictal
time points). Central column: The sCCM matrices of the corresponding time points. Right
column: Matrix elements sccRij (x-axis) plotted against their corresponding elements scc
M
ij
(y-axis). Color indicates p-values pij associated with elements scc
R
ij. Grey dashed line is the
space diagonal corresponding to points sccMij = scc
R
ij.
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Our next question to ask was, whether these relationships observed between individual
sCCR and sCCM matrices constitute more general phenomena, that generalize across our
whole seizure database. More specifically, we examined (a) the average matching accuracy
between the two types of matrices, (b) the sparsity of sCCM through the neglect of small cor-
relations and (c) the dependency between correlations sCCMij and the statistical significance
of their sCCRij counterparts.
Examinations (a) and (b) were conducted by the procedure described in section 2.4.2.
That is, based on the graphs in the right columns of figures 3&4, we formed the level
sets sCCRk for each correlation level k ∈ {−0.94, ..., 0, ..., 0.94}. The means
〈
sCCRk
〉
and
standard deviations σ(sCCRk ) then respectively served as measures of matching accuracy
and sparsity. Figure 5 shows the results. Firstly, an excellent match between
〈
sCCRk
〉
and k
can be observed in (a), which is independent of seizure epoch and indicates a close average
correspondence between the sccRij and scc
M
ij elements. Although there is a bias in fairly
large intervals around k = 0.5 and k = −0.25 respectively, its numerical extent is small.
Most likely the bias is caused by the damping of large correlations due to the amplitude
discretization procedure (cf. figure 3). For very large k → 1 in turn, the bias vanishes,
possibly because very large correlations are confined mostly to those correlations which are
trivially matched through the edge-set of the CL-tree (see section 2.3.2).
Secondly, in figure 5b there is a prominent peak of the sparsity σ
(
sCCRk
)
at k = 0,
which falls off monotonically for |k| → 1. Thus, we may conclude that for the type of con-
sidered seizure data, the CL-model is generally able to find accurate, unbiased but sparse
representations of signed Pearson correlation-coefficient matrices. Whereas matching accu-
racy
〈
sCCRk
〉
was found to be independent of seizure epoch, the sparsity measure σ
(
sCCRk
)
increases slightly but steadily towards seizure end.
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Figure 5: High Average Matching Accuracy and Sparsity of sCCM Matrices
a) Seizure averaged
〈
sCCRk
〉
vs. k ∈ {−0.94, ..., 0, ..., 0.94}. The thin, colored curves corre-
spond to the different seizure epochs. Representative epoch I10 is drawn as a thick, red line,
whose errorbars illustrate s.e.m. for the averaging across seizures. Errorbars of the other
curves have been omitted for clarity. The thick, dashed line is the space diagonal indicating
all those points for which the average
〈
sCCRk
〉
is equal to k.
b) Seizure averaged σ
(
sCCRk
)
vs. k and seizure epoch. Surface color indicates s.e.m. for
the averaging across seizures.
A question that naturally arises from these findings is, whether large sccMij values imply
statistical significance of their sccRij counterparts (examination (c) above). Conversely, scc
M
ij
correlations with values close to zero could signify a reduction in type I errors, by suppressing
those sccRij for which the hypothesis of being random correlations -due to finite size of the
partitioning windows- cannot be excluded (see section 2.4.3). If such a relationship between
the sCCM and statistical significance was present, a sparse representation of sCCR by
sCCM would indicate a concentration of the CL-model on those genuine correlations, for
which randomness can be excluded with high probability. Although in principle there is
nothing in the definition of the CL-algorithm that distinguishes random from nonrandom
correlations (apart from the latters’ correspondence to large correlation- and thus also mutual
information values), such a distinction could still be an epiphenomenon of the CL-algorithm
when applied to periictal iEEG data. If in figure 4, right column for example, the iEEG data
was such that for most correlations
∣∣sccRij∣∣ . 0.4 randomness cannot be excluded (through
large associated p-values pij), the CL-algorithm would have set their scc
M
ij partners to values
close to zero, thereby having eliminated critical correlations indirectly.
To investigate this possibility more generally for seizures from our database, we examined
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the distribution of p-values at each correlation level k, using the procedures described in
section 2.4.3. Figure 6a,b shows that large correlations
∣∣sccMij ∣∣ are indeed highly unlikely to
be associated with random sccRij partners, as for |k| → 1 the mean and standard deviation
of the sets Pk both shift towards zero, irrespective of seizure epoch. On the other hand,
for k = 0 the null hypothesis H0 of correlations scc
R
ij ∈ sCCRk=0 being random correlations
is unlikely to hold either, since across epochs the means 〈Pk=0〉 are consistently lower than
0.25, the mean of a uniform distribution on the interval [0, 0.5]. This impression is confirmed
by a t-test on those means which, for each epoch, yielded vanishingly small p-values that
were below floating-point accuracy of the computer. Finally, histograms of Pk=0 reveal
distributions that are significantly different from a uniform distribution (figure 6c). Taken
together, H0 can be safely refuted by the evidence.
To summarize this section, we have shown that correlation matrices sCCM inferred
from the CL-model yield accurate, yet sparse versions of their ”true” empirical counterparts
sCCR. In this context the term ”accurate, yet sparse” refers to the fact that small correla-
tions
∣∣sccRij∣∣ are mapped to even smaller partners ∣∣sccMij ∣∣ ≈ 0, whereas the large ∣∣sccRij∣∣ are
faithfully preserved by the CL-model. However, although large correlations
∣∣sccMij ∣∣→ 1 are
not associated with random correlations sccRij, the converse does not hold; small correlations∣∣sccMij ∣∣→ 0 do generally not imply random sccRij-partners.
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Figure 6: Large CL-Correlations
∣∣sccMij ∣∣ Signify Nonrandom Empirical Correlations sccRij.
Small
∣∣sccMij ∣∣ Do Not Signify Randomness of sccRij.
a) Seizure averaged mean of Pk vs. k and seizure epoch. For a given k, seizure epoch and seizure the mean
was taken across the union of all sets Pk, whose corresponding partitioning windows belonged to the given
epoch. The result was then averaged again across all seizures, yielding 〈Pk〉 on the z-axis. Surface color
indicates s.e.m. for the averaging across seizures.
b) Seizure averaged standard deviation of Pk vs. k and seizure epoch. For a given k, seizure epoch and
seizure the mean was taken across all standard deviations of Pk, whose corresponding partitioning windows
belonged to the given epoch. The result was then averaged again across all seizures, yielding 〈Pk〉 on the
z-axis. Surface color indicates s.e.m. for the averaging across seizures.
c) Probability distribution of the p-values p in the union of all Pk=0 from all seizures and partitioning windows
that belong to the same seizure epoch. The distribution deviates significantly from a uniform distribution.
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3.2 Comparison Of CCR And CCM Matrices On The Basis Of The
Functional Networks They Induce
In this section we show the correspondence between the raw (CCR) and the CL-derived
(CCM) unsigned correlation-coefficient matrices, on the basis of their induced functional
networks AR,T and AM,T respectively (section 2.5.1). Correspondence is shown based on
the five measures of network connectivity described in section 2.5.3. In the discussion we
will elaborate on how connectivity of these networks displays the key features that have
previously been reported in a variety of studies for periictal functional networks.
Recalling our results from the previous section, the CL-algorithm apparently filters out
small correlations, but approximately preserves the larger ones. Hence, we were interested
to see how this effect influences the properties of functional networks AR,T and AM,T,
because the transition from mismatch in correlation edge-weights to corresponding mismatch
in functional network connectivity is nontrivial.
To get a notion of their connectivity, figure 7a shows the structure of some of the AM,T
networks that were derived from our representative seizure of figure 2. For this patient,
apparently, nearby electrodes belonging to the same brain area are clustered into densely
intraconnected subnetworks, that are in comparison only weakly connected to subnetworks
from other areas. During the seizure (t = 39) this effect is best visible and suggests a
high degree of modularity. Clearly, most of the network measures we consider in this study,
namely the modularity M , normalized clustering coefficient C/CR, normalized characteristic
path length L/LR and mean edge-weight 〈W 〉, do not only depend on the topology of a given
network, but also on the specific weights of each of the networks edges. A priori it is not
clear to what extent those measures are influenced by even small differences/errors between
the edge-weights of AM,T and AR,T networks.
However, figure 7b suggests such errors to have a surprisingly small effect on the time
courses of M,C/CR and L/LR, when the seizure is again divided temporally into a set of
12 epochs {prI, I1, ..., I10, poI}. In the following we will term such a temporal evolution of a
given measure through the different seizure epochs the ”epoch course” of that measure. For
AM,T networks, the epoch courses of M,C/CR and L/LR (blue lines) track very closely the
hilly profile of the corresponding courses for the AR,T networks (red lines), which consists of
a net increase of the respective measure towards seizure midtime, followed by an equivalent
net decrease towards seizure end. In fact, for M,C/CR and L/LR the relative error between
the blue and the red lines is smaller than the relative error for the mean edge-weight 〈W 〉.
Thus, the weight-dependent connectivity of AM,T networks (when measured by M,C/CR
and L/LR) seems to be highly robust against the kind of edge-weight mismatch that is
introduced by amplitude discretization and the CL-model.
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Figure 7: Example Periictal Evolution of Functional Network Connectivity
a) Connectivity of AM,T networks (with T = p90) at different periictal time points t for the
representative seizure of figure 2. t is measured with respect to seizure onset (t = 0), its
corresponding seizure epochs are indicated to the left of t. Grey shadings of edges between
nodes are proportional to the edge-weight ccMij of the corresponding electrode pair (the larger
the weight, the darker the shading). Node colors indicate the approximate location of the
respective electrode.
b) Periictal evolution of network connectivity for each type of network. Shown are the time
courses through the different epochs of the seizure in (a) for the five measures of network
connectivity we consider in this study; M : Modularity , C/CR: Normalized clustering
coefficient, L/LR: Normalized characteristic path length, 〈W 〉: Mean edge-weight, D: Edge
density. Line color indicates the type of considered network (see legend in the rightmost
plot).
Are these findings reproducible in a large set of seizures from various patients? To answer
this question we applied the analysis of figure 7b to our whole seizure database. For each
network measure and periictal epoch, summary statistics were formed by; first, averaging
the measure in question for all networks of a given seizure that belonged to the same epoch
and secondly by averaging the result again across the whole database. Furthermore, we
considered a range of thresholds T ∈ {p0, p30, p60, p75, p90, p95}.
Figure 8 shows the resulting epoch courses for each of the measures and thresholds. The
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first thing to observe for AM,T networks is convergence of each measures epoch course (blue
lines) to the corresponding epoch course of the AR,T networks (red lines), when T → p100.
This holds true except for the mean edge-weight 〈W 〉, which is, once again, most likely
caused by amplitude discretization of the raw data, because this artifact exerts its strongest
effect on the large correlations and becomes the dominant source of error for T → p100 (cf.
figures 3, 4, 5a and main text of section 3.1). However, for T ≥ p75 the relative error in
〈W 〉 is again larger than the corresponding error in M , C/CR and L/LR. Therefore, as for
the representative seizure, errors regarding 〈W 〉 had a remarkably little effect on the other
connectivity measures, whose epoch courses converge accordingly. In other words, although
there is some space for improving the edge-weights of AM,T networks, there is virtually no
space for improving their connectivity w.r.t. M,C/CR and L/LR. Because this finding is
based on a large set of 93 seizures, we propose it to be a general attribute of the CL-model
when applied to periictal iEEG data.
Likewise, figure 8 shows that the hilly profiles the epoch courses of M,C/CR and L/LR
converge to are not exclusive properties of particular seizures only, they are rather preserved
across the seizure database. As we will elaborate further in the discussion, such profiles (to-
gether with the late-increasing profile of D) are key features of periictal functional networks
that have been widely discussed in the literature.
A third aspect to observe in figure 8 is the fact that convergence of the epoch courses
cannot be solely explained by the correlations that are trivially matched by the CL-algorithm.
This is because the epoch courses of the ASI,T-networks are markedly different from those of
the corresponding AM,T-networks. The epoch courses of ASII,T-networks in contrast are in
most cases very similar to those of the AM,T-networks but, for M , 〈W 〉 and large T , diverge
from them and hence also from the epoch courses of the AR,T-networks.
To better illustrate these different convergence modes, we have further characterized
the epoch courses by two quantities: First, for each seizure we took the mean of a given
epoch course across all epochs. Second, we computed the Pearson correlation coefficient
between the epoch course for AR,T-networks and the corresponding courses for AM,T,ASI,T
and ASII,T-networks. Both quantities, the epoch means and Pearson correlations, were then
averaged across all seizures. Figure 9 shows the result. Clearly, the impression suggested by
figure 8 is confirmed; For increasing T and any measure apart from 〈W 〉, the mean epoch
course of the AM,T-networks (blue lines) converges to the mean epoch course of the AR,T-
networks (red, dashed space diagonal). This is paralleled by a steady increase in correlation
between the two epoch courses, reaching almost 1 for T = p95. Conversely, except for the
mean edge weight, the epoch courses of ASI,T-networks (black lines) correlate poorly with
those of the AR,T-networks. Contrary to intuition this is true even for high T , for which
there is only a slight improvement. In case of the ASII,T-networks (orange lines) however, the
C/CR and L/LR epoch courses are very similar to those of the AR,T networks, as indicated
by both, mean epoch courses that converge to their respective space diagonal and Pearson
correlations that reach almost 1 for high T . For M and 〈W 〉 in contrast, the epoch courses
start to diverge for high T , as reflected in decreasing correlations and divergence from the
space diagonals. A possible explanation for this finding is the increasing importance of
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CL-matched correlations when T → p100, because these edge-weights are relatively large in
magnitude but randomized for ASII,T-networks. This may also explain the opposite behavior
of ASI,T-networks, which preserve the CL-matched correlations and whose performance for
M,L/LR and 〈W 〉 increases slightly when T → p100.
In summary, figures 8 and 9 clearly show that for high thresholds T , AM,T-networks are
capable of reproducing the connectivity of their corresponding AR,T-networks. While the
quality of this reproduction improves steadily for increasing T , this is not the case for either
type of surrogate network. Thus, it is the combined effect of both types of correlations ccMij ,
the ones trivially matched by the CL-algorithm and the ones truly inferred through Bayesian
inference, that is needed for a reproduction of functional network connectivity.
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Figure 8: Average Epoch Courses of Connectivity Measures Taken from the Different Func-
tional Network Types
Shown is the evolution across seizure epochs of the modularity (first column), cluster-
ing coefficient (second column), characteristic path length (third column), edge density
(fourth column) and mean edge weight (last column), averaged across all seizures from the
database. Rows correspond to the results for functional networks defined by the different
thresholds T ∈ {p0, p30, p60, p75, p90, p95}. Red, blue, black and orange lines give results for
AR,T,AM,T,ASI,T and ASII,T networks respectively. Error bars denote s.e.m. for the mean
across seizures. The small diagrams below the large ones show a zoom-in of the epoch courses
for the ASI,T or ASII,T networks, for their respective network measures may be too differ-
ent from the ones of the AR,T and AM,T networks. Stars denote cases where the red and
blue curves were not significantly different at the 5% level (two-way ANOVA, factors being
network type and epoch, no correction for multiple comparisons (maximally conservative),
p-values as indicated).
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Figure 9: Convergence Modes of Epoch Courses from Different Network Types and Measures
Left column: Trajectory plots of the averages 〈M〉I (top row),
〈
C/CR
〉
I
(second row)
〈
L/LR
〉
I
(third row)
and 〈〈W 〉〉I (bottom row), where 〈·〉I denotes averaging across all 12 seizure epochs (prI,I1,...,I10,poI). Values
along the x-axis were formed by averaging the 〈·〉I -values for AR,T-networks across all seizures, whereas
values along the y-axis were formed by the seizure-averaged 〈·〉I -values of the corresponding AM,T (blue),
ASI,T (black) and ASII,T (orange) networks. Arrows connect points corresponding to neighboring thresholds
T ∈ {p0, p20, p40, p60, p75, p85, p95} and point towards the higher threshold. Red, dashed line shows the space
diagonal corresponding to points x = y. (vanishingly small) error bars denote s.e.m. for the mean across
seizures.
Right column: Threshold dependent Pearson correlation coefficients between the epoch courses of AR,T-
networks and the courses of the corresponding AM,T, ASI,T and ASII,T networks. x-axis gives threshold in
terms of percentile percent. Color and row definitions as in left column. Error bars denote s.e.m. for the
mean across seizures.
3.3 Periictal Dynamics of the Shannon Entropy
In this section we show the temporal, epoch-based evolution of the Shannon entropy, com-
puted analytically for each of a seizures CL-trees (section 2.3.1). In the discussion, we will
relate our results to putative functional mechanisms behind this epoch course, as they have
emerged in recent years.
A longstanding view in epilepsy research is to regard seizures as states of global hyper-
synchrony in the EEG, such that the degree of synchronicity between subsets of electrodes
stays constantly high during the seizure and is independent of seizure epoch (Schindler et al.,
2007). Therefore, we were interested in the periictal evolution of the Shannon entropy H(x),
as this measure may be used for characterizing synchronicity in case of EEG data. H(x) is a
measure of synchronicity, because the presence of highly synchronous EEG dynamics implies
a relatively small number of joint states that the system of electrodes may visit with nonzero
probability. Such highly concentrated probability distributions in turn are associated with
low entropy.
Hence, for each periictal partitioning window of a given seizure we have computed H(x)
for the distribution that is represented by its corresponding CL- tree (ref. eq.2.2). As before,
seizures were partitioned into the sequence of epochs {prI, I1, ..., I10, poI} and summary
statistics w.r.t. the whole seizure database were computed separately for each epoch. To
allow for averaging across seizures from different patients -which may have been implanted
a variable number of iEEG electrodes (ref. table 1)- we have normalized H(x) by the
maximally possible entropy Hmax = n · logm, i.e. the entropy of a uniform distribution
across mn states (where m = 6 is the number of discretization states and n the number of
variables (electrodes).
Figure 10 shows the resulting epoch course of the distribution of normalized entropy
values H(x)/Hmax. For both, the mean and median normalized entropy, we can observe the
hilly profile we have encountered already for M,C/CR and L/LR in the previous chapter.
That is, a gradual increase of the mean/median towards I5 is followed by a corresponding
decrease towards seizure end. Pre and postictal levels of the mean/median normalized en-
tropy are approximately equal. Furthermore, variability of the normalized entropy (when
measured as the interquartile range) has an inverse profile, i.e. it decreases towards I5 and
recovers towards I10.
Thus, the presented results are inconsistent with the traditional view regarding syn-
chronicity during epileptic seizures. If the latter were indeed events of temporally constant
hypersynchrony, we would have expected a mean/median normalized entropy profile that is
(a) minimal and (b) constant during the ictal stages I1, ..., I10. However, the profile observed
is rather suggestive of a scenario, where an initial desynchronization phase that lasts until
I5 is followed by resynchronization towards seizure end.
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Figure 10: Epoch Course of the Distribution of Normalized Entropy Values.
Shown is the epoch-based evolution of a boxplot representation of the distribution of nor-
malized entropy values H(x)/Hmax, ref. eq.2.2, Hmax = n · logm, where m = 6 is the number
of discretization states and n the number of variables (iEEG channels). Discretized periictal
iEEG data was partitioned into the 12 epochs ’prI’ (preictal epoch), ’I1,...,I10’ (equidistant
ictal epochs) and ’poI (postictal epoch). For each seizure, the normalized entropy values of
all CL-trees that belonged to the same epoch were averaged, yielding a single scalar value
per epoch and seizure. The blue boxes give the 25th and 75th percentile of these values
across seizures and the red line the corresponding median, whereas the black line connects
the means across seizures. Error bars represent s.e.m. for the averaging across seizures.
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4 Discussion & Conclusion
The significance of our results with respect to the analysis of periictal iEEG time-series is
threefold: Firstly, we have shown that functional networks probabilistically inferred from
Chow-Liu (CL) trees excellently reproduce the connectivity of functional networks that were
derived empirically from periictal iEEG data. This was assessed with respect to several
measures of network connectivity, namely the modularity, clustering coefficient, characteristic
path length and edge density. Secondly, the time courses of these measures through the
different seizure epochs (which we called ”epoch courses” accordingly) show the key features
that have previously been reported in the literature (Schindler et al., 2008; Kramer et al.,
2010). Thirdly, the Chow-Liu model can be generalized in a straightforward way to become
amenable for the modeling of dynamic aspects of time-series, that is, to yield a predictive
model also for the temporal dependencies between iEEG time slices.
The results regarding the first point were highly unexpected, because for all thresholds
T -as they were used to remove network edges based on their their correlation weight, thus
defining the topology of functional networks- there was a residual error between the predicted
and the empirically derived correlation edge-weights. As we have shown, this error can be
attributed partly to our necessary procedure for discretizing the EEG data and is thus
unavoidable. However, for high T , the relative error between edge-weights from the two
types of networks was much larger than the corresponding relative error for the modularity,
clustering coefficient and characteristic path length. Hence, for high T , the connectivity
of functional networks predicted by the CL-model is robust against perturbations in edge-
weights. Interestingly, as we will discuss below, it is also the high thresholds that reproduce
best the key features of epileptic iEEG time-series reported in (Schindler et al., 2008; Kramer
et al., 2010).
Leaving aside correlation networks that were inferred from the CL-trees, we also have
to note in this context that functional network analysis could have been applied directly to
those trees, in the hope that, as a minimum spanning trees(MSTs), they might have captured
the most important features of networks based on mutual information weights. Indeed (Stam
et al., 2014) review a variety of studies, where MSTs were able to capture key properties of
weighted networks, ranging from main traffic in traffic networks to seizure related topological
changes in EEG correlation networks. Analysis of CL-trees per se was beyond the scope of
our study however, firstly because most network studies in epilepsy research are based on
correlation networks (in contrast to mutual information networks) and secondly because an
established “minimum set of MST (network) measures that captures most of the relevant
changes in MST morphology”has yet to be found (Stam et al., 2014). For example, analysis
of the clustering coefficient is a standard procedure in the field, but it is not meaningful for
trees, as this coefficient is always zero in this case, regardless of edge weight distribution and
tree topology.
Regarding the second point above, recent results have indicated that epileptic seizures are
characterized, up and until seizure mid-time, by a fragmentation of the functional network
into a set of strongly intra- but weakly interconnected subnetworks, which is followed by
reconfiguration into a smaller set of weakly intraconnected subnetworks towards seizure end
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(Schindler et al., 2008; Kramer et al., 2008, 2010; Jiruska et al., 2013). Moreover, the
topology of ictal networks was found to be more ordered (lattice like), compared to the pre-
and postictal networks. This view is based mainly on a characteristic rise and fall profile of
the epoch courses of the number of connected network components, normalized clustering
coefficient and the normalized characteristic path length (Schindler et al., 2008; Kramer
et al., 2010; van Diessen et al., 2013). Clearly, the hilly epoch courses of the modularity
and normalized clustering coefficient of our predicted networks also exhibit a rise and fall
profile and thus are consistent with the fragmentation\reconfiguration idea (see figure 8,
high T ≥ p75). A further measure whose epoch course was reproduced in this study is the
edge density. In (Kramer et al., 2010) epoch course of the edge density was shown to become
slightly depressed after ictal onset and remaining so for the most time, until a dramatic rise
setting in towards seizure end. Again, this is exactly the profile displayed by our predicted
networks in figure 8 (for high T ). Comparison of our epoch courses with those in (Kramer
et al., 2010) is valid, although in the latter case the edge density was computed for the full
network, whereas we considered the mean edge density across network components (this was
necessary since the edge density of our full networks is epoch independent and given by the
threshold percentile percent). Validity is given, because on average the largest component
of our networks comprised 75− 82% of the nodes, while it displayed the same edge density
epoch profile as in figure 8 for p75, p90 (not shown). Therefore, the by far largest part of the
predicted networks showed an edge density profile identical to (Kramer et al., 2010).
When all examined network measures are taken into account, setting T = p90 yields the best
overall, qualitative match between our results and those reported in (Kramer et al., 2010),
while at the same time excellent fits of the CL functional networks to the ones computed
from the raw data are produced.
One interpretation of these findings is that during seizure progression epileptic brain
areas fragment into assemblies(”islands”) of hypersynchronized neurons that are relatively
independent (desynchronized) from neurons in other such assemblies. Along different lines
of evidence, moreover, eigenvector analysis has indicated that towards seizure end such an
initial desynchronization is followed by a reconfiguring hypersynchronization phase, which
may thus even play a beneficial role as a mechanism for seizure termination (Schindler et
al., 2007). These findings constitute a departure from the traditional view, which considers
seizures as events of temporally constant, global hypersynchrony (Schindler et al., 2007).
Also, our result regarding the epoch course of the Shannon entropy lends further support
against the hypothesis of constant, global hypersynchrony during seizures, since synchronous
processes are associated with low entropy which, in contrast, we found to be largest at ictal
mid-time. In the light of the fragmentation\reconfiguration hypothesis, this may be inter-
preted as the global fragmentation process (that tends to desynchronize neuronal assemblies)
being the stronger one, compared to the local synchronization processes that occur simul-
taneously within any such assembly. Reconfiguring hypersynchronization that putatively
follows such an initial phase of network fragmentation is possibly reflected by edge-density
and mean edge-weight profiles that both become strongest towards seizure end, together
with a modularity that by then has fallen even below preictal levels (figure 8, T = p90). This
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way, a defragmented, monolithic network with strong weights emerges that is indicative of
a hypersynchronization process.
On the other hand, the epoch profile of the normalized characteristic path length in
(Kramer et al., 2010) was slightly different from the rise and fall profile shown in this study
(for T = p90), most notably because the formers maximum occurred in the postictal epoch.
(Schindler et al., 2008) in contrast also reported a rise and fall profile that is consistent with
ours. The reason for these inconsistencies remains unknown. However one has to notice
that the functional networks in the reported literature were constructed in different ways; In
(Schindler et al., 2008; Kramer et al., 2010) the networks were unweighted and binary (an
edge was either present or not present but had no edge weight), unlike the weighted networks
we have considered in this study. Also, the thresholding procedure in (Kramer et al., 2010)
was based on correlation significance, while in (Schindler et al., 2008) a correlation threshold
was lowered as much as possible, such that only a single network component was maintained.
These threshold definitions are different from our percentile based one and, together with
the presence of binary edges, may explain the small differences between results (Stam et al.,
2014). However, we could not rely on the reported threshold definitions, because (a) our
functional networks were inferred from a predictive model and thus no information regarding
correlation significance was present and (b) comparisons with respect to fragmentation would
not have been meaningful had we maintained a single network component only. On the other
hand, if the hypothesized fragmentation\reconfiguration process is a hallmark of epileptic
seizures, one expects related analysis procedures to reach similar conclusions and in this
study we have found several lines of evidence supporting this scenario. We have also laid
out explicitly (figures 8&9) that our results inferred from the CL-model cannot be solely
explained by the correlations that are trivially matched by the CL-algorithm, rather they
are emergent properties of the resulting CL-tree.
The significance of the latter as a predictive model lies in its simplicity, which allows for
efficient and exact Bayesian inference, in contrast to e.g. graphical models (GMs) containing
cycles (Lo¨liger, 2004). There have been a few clinically oriented studies that applied GMs
to general EEG and magnetoencephalography time-series (Shenoy & Rao, 2005; Nagarajan
et al., 2006; Iyengar et al., 2010; Dauwels et al., 2012), but there have been surprisingly
few such studies in the context of epilepsy research (Dauwels et al., 2011; Wulsin et al.,
2013). In (Dauwels et al., 2011) a GM-based classifier was trained to segregate EEG signals
recorded from the seizure-onset-zone (SOZ) from those recorded outside the SOZ. Impor-
tantly, this approach implicitly assumes the existence of a single SOZ, moreover, one that
is unequivocally definable by human experts. Yet it is often not possible to clearly define a
SOZ (Bartolomei et al., 2013). Furthermore, the approaches of (Dauwels et al., 2012, 2011)
rely on the totality of EEG time-series for GM learning and do not consider the latters
temporal evolution. However, a spatio-temporal model of EEG activity may be crucial for
understanding seizure dynamics (Direito et al., 2012).
The CL model in contrast can be naturally extended to become the “Mixture of trees”model
(Meila & Jordan, 2001), which enables a straightforward generalization towards the GM-
based modeling of dynamic quantities, an approach that has already been applied success-
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fully in the context of non-EEG time series (Kirshner et al., 2004). The basic idea behind
this generalization is to condense the temporal evolution of all dynamic variables (iEEG
channels) into a single unobserved (“hidden”) variable, which evolves according to a Hidden
Markov Model (HMM) (Rabiner & Juang, 1986; Barber & Cemgil, 2010). Given a collec-
tion of CL-trees, the hidden variable can be interpreted as a tree-selector variable, whose
posterior probability distribution determines the degree of responsibility of each tree for pro-
ducing a data point. In the context of iEEG time-series, different trees may thus absorb the
spatial dependencies of different time windows (as has been done in this study), whereas the
hidden variable serves the purpose of modeling the temporal dependencies of the series, by
establishing relationships between neighboring time windows.
This approach is particularly promising in the context of epileptic seizures, since the latter
are characterized by rapid transitions from non-seizure to seizure brain states, an aspect that
can be incorporated by HMMs through a fast redistribution of the hidden variables posterior
probability mass (i.e. from CL-trees representing non-seizure to CL-trees representing seizure
brain states). Such a combined setup, consisting of a HMM in conjunction with a set
of CL-trees, may be suitable also for the modeling of brain diseases other than epilepsy.
However, we believe the existence of global changes in brain state (like seizures) to be a
necessary precondition for the applicability of such a model. As mentioned before, this is
because a HMM condenses all temporal evolution into a single hidden variable and is thus
conceptually unable to model state changes that occur asynchronously in different brain
regions. There have been a limited number of studies only that applied HMMs to general
(Lederman & Tabrikian, 2012) and epileptiform EEG time-series (Santaniello et al., 2011;
Direito et al., 2012; Wulsin et al., 2013). Except for the very recent study by (Wulsin et al.,
2013), the generative and predictive power of these approaches has been confined mainly to
the temporal, rather than spatio-temporal domain and hence none of these studies yielded a
fully generative or predictive model for the dynamics of high-dimensional iEEG time-series.
Even the model presented by (Direito et al., 2012) is not fully generative or predictive in
the spatial domain, since it does not allow to draw any inferences about only a subset of
the EEG electrodes, given that the other electrodes are clamped to specific states. In the
context of epilepsy therapies however, such a setup is highly desirable, since it could be a
starting point for the development of brain stimulation protocols, by allowing to predict\test
their impact on iEEG dynamics. Therefore, the development of a CL-based HMM is the
most immediate amongst our future working steps.
Furthermore, we have plans to apply the resulting model to iEEG data restricted by
different frequency bands. Indeed, it is possible that the results presented in this paper
hinge at the presence of some particular frequency bands, such that relevant correlations are
caused mainly by activity at these frequencies. In (Weiss et al., 2013) for example, cross-
frequency coupling between low-frequencies (≤ 25Hz) and the high-gamma range (> 80Hz) is
shown for the ”ictal core” region -the region that is directly affected by an ictal wavefront and
where neurons show characteristic bursts- but not for its periphery, called the ”penumbra”.
In principle, the CL-algorithm may also detect such rather subtle dependencies, thereby
transferring predictive modeling even further to the spatio-temporal and frequency domain.
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