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1. Introduction. 
In group-testing we use a single test on x units to classify this batch 
of x units as one of two possible disjoint categories: 1) all x are good, 
2) at least one of the x units is defectiveo Different problems have 
been considered according to whether the total number of units in the population 
N is. finite or infinite (cf. [4], [5]); in this paper we assume that N is 
infinite but the procedure can also be used efficiently when N is both large 
and unknown. The tests are carried out in a sequential manner so as to classify 
all the units if N is finite or if N = ~ all the units in any finite subset 
of the form (1, 2, ••• , N1) are classified in a finite number of steps, i.e., 
we do not allow any infinite delays. In this sense we say that all the units 
are classified by our procedure. 
Each unit is regarded as a binomial random variable with common probability 
p (= 1-q) of being defective; these random variables are all mutually independent. 
The case of N = ~ with known q has been considered in Section 6 of [5] 
and this is used below; in this paper we treat the case N = ~ with unknown q. 
For finite N our goal is to devise a procedure that minimizes the Bayes 
average (with respect to the known prior A(q)) of the expected number of 
tests required to classify all the N units; this Bayes solution of the 
group-testing problem was studied in [6]. For N =~,the corresponding goal 
is to devise a procedure that minimizes the Bayes average (with respect to 
the known prior A(q)) of the rate at which the tests are used relative to the 
number of units classified by these tests. 
Although our theoretical discussion contains an arbitrary prior c.d.f. 
A(q), our computations were carried out only for the uniform (0, 1) prior. 
It should be noted however that thes~ same computations can also be used for 
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any Beta prior with small positive integer parameters. Our procedure (like 
procedure R1 in previous papers (4), [5]) is a nested procedure that 
recombines binomial sets into a single binomial set. Of particular interest 
are the comparisons with the results for finite N in [6]. 
The relation of this paper to that of Kumar and Susarla [3],where N = oo 
and q is unknown, is that they search for a single defective; the procedure 
in this paper classifies all the units in the sense mentioned above. 
For a number of possible industrial and medical applications of group-
testing, the reader is referred to (4) and [6]. 
In Section 2 we give the basic formulas that define the procedure. An 
explicit illustration of how to carry out the procedure and how to use the 
tables at the end of this paper is given in Section 3. Section 4 deals with 
bounds associated with our procedure; these are useful because we do not 
have explicit forunilas for the criteria used in this paper. Some comparisons 
with other procedure (e.g., with [6] where N is finite) are given in 
Section 4 and these comparisons naturally lead to measures of relative 
efficiency. Tables needed to carry out our procedure and to evaluate their 
efficiency are given at the end of the paper. 
2. Definition of Procedure fi:"01 • 
We start with the assumption that we are going to use only NAR procedures, i.e., 
nested procedures that iumiediately break up any set known to contain a defective 
unit and in the process of doing this recombine sets that are independent and 
binomial with a common q for each unit. In a G-situation there is some 
non-empty set that is known to contain a defective and in an H-situation all 
the unclassified units are binomially distributed with a common q. As in 
(115) through (118) of [4] we are interested in the ratio of the expected number 
of tests to the expected number of units classified in going from any one 
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H-situation to the very next H-situation, i.e., letting T denote tests 
and U denote units, our criterion W (q) for known q is obtained 
s,u 
from 
(2.1) W ( I ) E(# of tests between H-situations) s,u q x = E{# of units classified between H-situationsJ =----
where s and d denote the number of units already found to be satisfactory 
and unsatisfactory respectively. Under any NAR procedure R {and hence also 
I X ~ . j -1 1-qX (2.2) E{U R) = xq + P J4 = 1-q j=l 
and, letting Fs,d,x(q) denote the expected number of tests required to get 
from a G-situation with a defective set of size x to the next H-situation, 
we obtain 
(2.3) E{TIR01) = qx + (1-qx)[l + F d (q)] = 1 + (1-qx)F d (q). s, ,x s, ,x 
Hence, from (2.1), (2.2) and (2.3), our criterion for known q is 
to find the integer x that minimizes ( 2 .1) , i •. e. , 
(2.4) ws,d(q) = .Min (~ + pFs,d,x(q)}. 
x=l,2, ••• 1-q 
The corresponding criterion that we use for unknown q in this paper is obtained 
by integrating the quantity in braces in (2.4) with respect to the appropriate 
posterior 'density' qspddl(q) and then minimizing over positive integers x. 
Thus our criterion is 
(2.5) W(s,d) = Min {B d(x) + F d(x,x)), 
x=l,2, ••• s, s, 
where 
. Bs,d(x) and Fs,d(x,m) for x < m are defined by 
A 
1 d 
Bs d(x) = J (~ )qsp dl(q) 
' 0 1-q 
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It should be noted that we use the posterior'density' q8 pddl(q) above in (2.5), 
(2.6) and (2.7) without its normalizing constant • 
For known l(q), equation 
(2.5) determines a positive integer x = x(s,u) that is used in the H-situation 
under our procedure ~ 1• 
To determine the procedure tr01 in the G-situation we start again with 
a recursion for fixed q, namely 
(2.8) x(l m-x) l-qx F (q) = 1 + Min {q -q F () ( )F ( )} s d m m s+x,d,m-x q + --"iii s d x q 
' ' x=l,2,... 1-q 1-q ' ' 
with boundary condition 
(2.9) F d 1(q) = 0 for all s, d, q s, , 
and develop a new recursive formula for unknown q. We regard the steps from 
any one H-situation to the very next H-situation as a cycle. For any 
G-situation in the current cycle, we use t to denote the size of the first 
defective set in this cycle and m to denote the size of the current defective 
set in this cycle. We now multiply both sides of (2.8) by p(l-qm)/(1-qt). 
As in (2.4) the corresponding recursion that we want for unknown q is then 
obtained by integrating both sides of (2.8) with respect to the~ posteriori 
'density' s d q p dA(q) but on the right side we integrate under the minimum 
sign. We then use the definition (2.7) once on the left and twice on the right 
side of (2.8). Our procedure ~l then consists of using the positive integer 
x determined by the recursion (and its boundary conditions below) 
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·(2.10) F d(m,t) = A d{m,t) + Min {F d(m-x,t) + F d{x,t)} 
s , s , lg<m s+x, s , 
where A d{m,t) is given by 
s, 
(2.11) 
1 m A d{m,t) = f (1-qt)qspd+ldl{q). 
s' 0 1-q 
The single boundary condition is simply that 
(2.12) 
,. 
F d{l,t) = 0 for all s, d, t. 
s, 
The·three equations (2.5), (2.9) and (2.12) define the Bayes procedure 
ir01 with respect to the prio~ c.d.f. l(q). The tables at the end of this 
paper are based on the uniform prior l(q) = q (0 ~ q ~ 1) but can also be 
used with beta priors if the parameter exponents of the beta prior are both 
small positive integers. 
One interesting property of any Bayes solution as was seen in [6] is· 
that after getting a sequence of good units the sample sizes tend to increase 
and after getting some defective units the sample sizes drop sharply to one; 
this is noticeable especially in the H-situation. Stated otherwise, this 
says that our strategy depends rather strongly on the a posteriori estimate 
of q. 
3. Illustration of the Procedure ir01 • 
Suppose we start with s = d = 0 and follow the procedure until at 
least 7 units are classified and an H-situation is reached. Then the 
partial tree for this is given by 
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L w(o,4) x=l w(o,3) w(l,3) 
x=l x::i:l 
,.. 
w(1,3) 
xzl 
~-~~(1,2) ~(2,2) 
x=l x:sl 
,.. 
W(l,3) 
X=l 
w(1,2 w(2,2) 
x=l x=l 
,.. 
W{2,2) 
x=l 
--~wc1,1)~--~<2,1> ~(3,1) 
X=l X:a:l X=2 
wc1,2) 
x=l 
w(1,1 w(2,1) 
x=l x=l 
,. 
/:~i,2) 
i(1,o,2,2v--~w{2,1~w(3,1) 
Xsl X•l Xz2 
Lw{3,1) x=2 r(3,o,3,3 i(4,o,2,3) 
X=l X:zl 
x=2 L r(6,o,6,6) (3.1) Q(o,o)--. tw(1,o~~w(3,o)--~w(6,o) w(12,o) 
X:l Xm2 X=3 X=6 
If we reach W(12,0) we stop, otherwise we continue. The continuation for 
F(6,o,6,6), for example, is 
(3.2) 
/w(6,1) 
i(6,o,2,6)~w(7,1) 
x=l /w(8,1) 
i(8,o,2,6)~w(9,1) 
x=l ~w(10,1) 
i(6,o,6,6)-..... i(8,o,4,6) F(10,o,2,6)~W(11, 1) 
x=2 x=2 X•l 
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In each case the lower (upper) arrow of the pair corresponds to a successful 
{unsuccessful) test. We note in (3.2) that inference is used every time we 
go from an F-situation to two W-situations; this occurs when {and only when) 
m = 2 and x = 1. To insist that we stop only at an H-situation is somewhat 
arbitrary, but it helps to make fairer comparisons and it avoids the problem 
of evaluating unused information. We also use this idea of testing until "the 
II 
first H-situation is reached after N units have been classified .. in the 
next section where we develop a criterion for evaluating the efficiency of 
the procedure it01 • 
If the beta prior has -the form qrpcdg {except for the missing 
constant), then we simply replace s by r + s, d by c + d and X(q) 
by q in (2.5), (2.6), (2.10), (2.11), (2.12) and also make the corresponding 
* changes throughout Section 4 below, e.g., in W (s, D), in (4.1), and in (4.2). 
Since the equations remain otherwise the same, it is clear that we can use 
our tables for both the H-situation and for the G-situation by simply adding 
r to the number of successes observed and c to the number of failures 
observed. 
4. The Efficiency of Procedure ~ 1• 
In order to evaluate the procedure I it01, we are interested in measuring 
the rate at which tests are used on a per unit classified basis after an 
'equilibrium' situation is reached, i.e., after a large amount of testing has 
been carried out. To approach this limiting value we might consider using 
I 
procedure it01 until both N units are classified and an H-situation is reached; 
we study this case for fixed N {calling this an ~-situation) and then 
let N ~~. 
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We can then ask about the efficiency associated with reaching the~-
situation in two different ways. One way is to evaluate the efficiency attained 
by the procedure R01 in reaching the ~-situation. The other way is to derive 
A * the expected value of the rate w(s, D)/w (s, D) that will be attained {starting 
from the outset) if we set the ~-situation as a preliminary goal; here 
* W (s, D) for fixed s, D is the normalizing constant that was omitted in {2.5). 
The only difference between W(S, D) and the left side of (2.5) is that we 
now regard S and D as random variables with S + D > N. Let W(N) denote 
~ * the expected value of w(s, D)/W (s, D) if we start at the outset and continue 
until the ~-situation. 
Since the procedure R01 is being proposed as an asymptotic {N -+oo) 
procedure, i.e., for very large N-values or for N large and unknown, it is 
justifiable to concentrate on the second of the two efficiencies described 
above, namely to compute W(N) for finite ·N and its limit as N -+oo. 
Of course, in the equilibrium case, i.e., in the limit with N = oo, the 
two methods should yield the same result but this has not been proved and should 
be treated as a conjecture. 
It should be noted that we are treating efficiency as tests per unit classified 
so that the better efficiency has the lower value; this is for conformity with 
(2.5), for comparison with (4.4) of [6] and with entries in Table III of [6], 
and also for general mathematical convenience. 
Returning temporarily to the illustration N = 7 of Section 3, a complete 
tree for N = 7 using Tables 3 and 4 leads to the following table with 16 
possible outcomes {s, u) with s + u 2: 7. 
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Table 1: Calculations of W(7) Using Tables 3 and 4. 
Outcome {s,u) Freq. ,. Total W-Value Outcome {s,u) Freq. 
,. 
Total W-Value 
(12,0) 
(11,1) 
(10,1) 
(9,1) 
(8,1) 
(7,2) 
(7,1) 
(6,2) 
1 
1 
1 
1 
6 
5 
1 
20 
.028628 
.003~124 
.oo47331 
.0059956 
.o45994-2 
.0118760 
.010064 
.070822 
(5,3) 
(6,1) 
(5,2) 
(4,3) 
(3,4) 
(2,5) 
(1,6) 
(0,7) 
15 
2 
6 
35 
35 
21 
7 
1 
.0297619 
.027384 
.0335154 
.1250000 
.1250000 
.1250000 
.1250000 
.1250000 
The W-values in Table 1 are called 'total' because the original W-values are 
already multiplied by the associated frequency; thus 6w(8,1) ~ 6(.0076657) = 
.045994-2. The sum of the 'total W-values' in Table 1 is .89759 {cf. Table 2) 
and we show below that this is the desired value w(7). In general we claim 
that W(N) is simply the sum of thew-values for each stopping point in the 
tree leading to the ~-situation. 
,. * By definition W(N) is the expected value of w(s, D)/w (s, D) where the 
expectation is taken over all enlpoints in the ~-situation. Hence it is given 
by 
(4.1) 
Thus the value W(7) = .89759 is a measure of the efficiency rate that we 
can achieve after classifying 7 units. 
For any N, if we take observations one-at-a-time then we would have only 
outcomes {s, d) with s + d = N and the corresponding total would be exactly 
one; this is an upper bound for W(N). 
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A better upper bound is obtained by following it01 except that, at any step 
where we can go over the value 7, we reduce the test-gro~ size so that we 
never get more than 7 units classified. Since ir01 {by (2.5)) is a better 
procedure we have the inequality for any l(q) 
N 
(4.2) W(N) ~ ~ (~)W(i, N-i) 
i::O 
where the W-values are obtainable from Table 3. This upper bound is 
attained for N = 1 and N = 3. 
A short table of W(N)-values for N = 1(1)23 with the upper bound (4.2) 
is given below. 
Table 2: W(N)§ and its Upper Bound (UB)# for N = 1(1)23. 
N 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
W(N) 
.97352 
.93034 
.93034 
.91459 
.90907 
.90838 
.89759 
.89698 
.89534 
.89216 
.89097 
.889()2 
§Given by (4.1). 
#Given by (4.2). 
UB 
.97352 
.93794 
.93034 
.91875 
.91142 
.90861 
.90106 
.89846 
.89646 
.89378 
.89190 
.88932 
N 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
00 
W(N) 
.88675 
.886.11 
.88434 
.88391 
.88291 
• 88195 
.86508 
UB 
.88789 
.88721 
.88547 
.88458 
.88357 
.88263 
.86508 
Using the fact that the a posteriori distribution of q approaches a 
point distribution at the true ·value-of q, it follows that as N ~oo the con-
ditional distribution of the right side of (2.5) {inside the braces) approaches 
for each x 
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(4.3) _P_ + pF (q) 
1 X X -q 
* l+pF l (x) 
z p{ X ) 
1-q 
where * F1 (x) is the same function that was introduced in equation (16) of 
[4]. Hence from (2,5) W(S, D) * divided by w (s, D) 
the integral from O to 1 with respect to l(q) of 
* l+pF l (x) . 
(4.4) 
' (1-qx)/p 
W(q) • Min 
x=l,2, ••• 
the function W(q) was studied in [2] and (5). 
approaches (as N "oo) 
In (2) it was pointed out that the numerator N(x) on the right side of 
(4.4) is given by 
(4.5) 
where a! and f3 are defined as functions of x by writing 
(4.6) 
This form (4.5) was shown for q < .9563 (or for x = 1(1)15) and also for q 
sufficiently close to 1 (but was not completely proved). F. K. Hwang (1) 
has since shown that this is correct and hence that the resulting procedure 
in [2] is optimal. For each x (x = 1,2, ••• ) the dividing point, i.e., the 
q-value q 1 that separates the interval in which x gives a mininrum for -x,x+ 
W(q) from the interval in which x + 1 gives a minimum is shown in [5], usiing 
(4.5), to be the unique root (in q) in the unit interval of 
(4.7) 1 X x+l -q -q = o. 
By a Gauss-Lagrange numerical quadrature we can evaluate the desired limit 
(N ~ oo) 
(4.8) 1 oo ~,x+l f · )( x) x-2f3] J W(q)dl(q) :a ~ j l+a! l-q + ~-~ dA(fl), 
0 x=l a 1 l+q+ • " • + q 6X- ,x 
where qO,l is obviously zero from (4.7). For A(q) = q we obtain a ma.in 
result of this paper, namely 
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1 
(4.9) lim J W(q)dq = .86508 = lim W(N). 
N-+ co O N~ co 
The last equality in (4.9) merely expresses the fact that W(S, D)/w*(s,D) 
approaches its own expectation as N ~ co. 
To evaluate the integral in (4.9) we sunnned on x from 1 to 100 in 
(4.8) and added on a slight correction term obtained by integrating (exactly) 
1 
(4.10) -J [p log2p + q log2q]dq • .0000355; 
ql00,101 
the details of (4.10) are straightforward and are omitted. 
The lower bound calculation in (4.4) of [6] is also of interest and 
relevant to the result in (4.9). Unfortunately (4.4) of [6] is incorrect; 
it is especially convenient to point out here that it should read 
(4.11) 
This gives us an information lower bound (ILB) for· our problem that holds for 
any N, namely, .86226, which is lower (as it should be) than the limit 
as N ~co in (4.9). The lower bound (ILB) readings in Table III of [6] now 
are much closer to the attained values; for example, at N = 36 the ILB 
is 36(.86226) E 31.o42 which is fairly close to the attained values of 32.225 
and 32.222 in columns 2 and 3 of Table III in [6]. These latter values, 
divided by N = 36 give .89514 and .89506, respectively. Comparing these with 
the efficiency .86508 in (4.9) above for N ~co, we get some idea of the 
increase, in large sample efficiency that can be obtained by using the procedure 
i"01 instead of the procedures in [6]. 
5. An Algorithm for W(N). 
,.,. 
We can obtain a simpler algorithm for certain quantities WN(s, d), which 
does not involve the F8 ,d(x,x)-function as in (2.5), if we define an inter-
mediate integer y :z: y{s,d,N); this in:turn leads to an algorithm for w{N) 
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.. . 
if the table of W(s,d)-values for s + d 2: N is assumed to be given. 
For given s, d and N let y • y(s, d, N) denote the s-value that 
is obtained at the ~-situatithl if we follow procedure £01 and get only 
good units from this point forth; then y + d 2: N. We use the nested property 
of procedure a01 with the assumption that the units are ordered (as in 
Section V of [4]) and we can write for s + d < N 
(5.1) 
and by definition 
for s + d > N. 
By repeating this algorithm a finite number of times we can get WN(O, 0) as 
as a linear combination of terms WN{s, d) with s + d > N. Moreover it is 
clear from the definition of W(N) that 
(5.3) 
We remark that the omission of the normalizing constant in (2.5), (2.6) 
and (2.7) is justified by the simple linearity that is obtained in {4ol) and 
(5.1). 
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Table 3: W(s,d)-Values 
( 4 s ,CT -1 6 8 ) for s ~ 20, d ~ and s-+d ~ 2 =. 1 ••• 
~d 0 1 2 3 4 
"ff' 0 1.0000 
--- --- --- ---
1 .4735 --- --- --- ---
2 .2713 .0833 
--- --- ---
3 .18o3 .o470 --- --- ---
4 .13o6 .0292 .0095 
--- ---
5 .0990 .0195 .0055 .0020 ---
6 .0778 .0137 .0035 .0012 ---
7 .o629 .0101 .0024 .0007 .0003 
8 .5213 .0077 .0017 .0005 .0002 
9 .4403 .oo6o .0012 .0003 .0001 
10 .3765 .oo47 .0009 .0000 .0001 
11 .0326 .0038 .0007 .0002 0 
12 .0286 .0031 .0005 .0001 0 
13 .0253 .0026 .ooo4 .0001 0 
14 .0225 .0022 .0003 .0001 0 
15 .0202 .0019 .0003 0 0 
16 .0182 .0016 .0002 0 0 
17 .0165 .0014 .0002 0 0 
18 .0151 .0012 .0001 0 0 
19 .0138 .0011 .0001 0 0 
20 .0127 .0009 .0001 0 0 
* Values omitted are equal to s!d! (s+d+l)! so that the ratio W(s,d) 1 * = • W (s,d) 
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Table 4 
Table of x-values for the H-situati<n 
(s ~ 0(1)30, and d • 0(1)15) 
~ 0 1 2 "3 4 5 6 7 8 9 10 11 12 13 14 15 ./ 
0 1 
1 I 2 1 1 
2 1 
- 3 1 3 1 
~ 2 4 4 - -- 1 
---
-
5 5 
6 2 1 
-
6" 3 1 7 1 
8 7 ~- - . --- 1 2 1 
9 8 4 1 
10 1 
- 9 2 1 11 ~-,·~ 1 
12 5 3 
-
2 
13 11 
-14 ._l.___._,.._,._ - ....... -·-- ---- . _.,._ 3 
15 4 
16 - 13 6 1r' '• .,. 2 ... 
17 14 2 18 7 5 15 3 
-19 -
4 2 20 16 8 
-21 . 17 ·- - - 2 
-22 3 
-
18 2 23 ·• i--- ·,- ... ....-.,, ----
6 2 -24 
-
2 
-25 20 10 5 4 2 
- 3 2 26 2 
27 21 3 
28 
- 22 11 7 3 29 5 ~ 
30 23 6 3 
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APPENDIX 
ColIDilents on the Tables. 
It is of some interest to point out why we do not include a table of 
x-values for the G-situation in this paper. For all those cases that arise 
in the classification of units {starting from an H-situation with s = d = m ~ 0) 
there appeared in our calculations for s ~ 30 and d ~ 15 only one exception 
to a general result for x = x{s,d,m,t). This general result is given in· 
equation (21) of [4] for the Procedure R1 when the value of q is close 
to one. Let a• a(m) be defined by writing m = 2a + a (0 ~a< 2a), so 
that a is the integer part of log2m. Then the general rule for x ~ x(s,d,m,t) 
is 
(Al) . r;· a-1 2 for X• 
m-2a for 
2a < l!J-< 3•2a-l 
3•2a-l; m < 2a+l 
• 
The only exception to this rule found in our calculations for s ~ 30 
and d ~ 15 is x(s,d,8,8) • 3 for 19 ~ s ~ 22 and d = 1. [Although we 
also.: find- the ·same:. result for x(~3;1,8,10) this is not of. interest since we 
never '.reach_:a~situation with: m ::s.~8 .and:: ·t = 10.] - For d = 1 we already 
reach·the value x ::s 4 given by (Al) ~hen. s ~ 27. 
The value of x is shown as a function of t above, but the numerical 
results appear to be independent of t without any exceptions among the 
quadruples (s,d,m,t) that naturally arise if we start with s m d = m = O. 
This however bas not been proved and should be regarded.as a conjecture for 
the uniform prior. 
The values of x for the H-situation are given in Table 4 as a function 
of s and d for s = 0(1)30 and d = 0(1)15. The table is self-explanatory 
and there is no simple formula available to determine the x-values. 
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For values of s and d that are not in our table a desirable 
approximate way ofpra:eeding is to find the maximum likelihood es.timate q 
of q and use the information procedure R2 as described in Appendix A of 
[4], treating q as if it were the true value of q. · 
Table 3 contains some W(s,d)-values that were obtained in the process 
of deriving the x-values for the procedure i"01 • It should be remembered 
that the normalizing constant was omitted in equations (2.5) through (2.12). 
This means that W(s, d) must be divided by w*(s,d) = s!d!/(s+d+l)! in order 
to be interpreted as a measure of efficiency. To illustrate how we get the 
measure of efficiency from Table 3, suppose we consider s s 9, d = 1. The 
* value of W (9,1) is .0091 and the ratio of w(9,1) * to W (9, 1) ,or .659, 
is a measure of the efficiency attained by virtue of the fact that it represents 
the expected number of tests per unit classified. This value .659 is much 
better (i.e., smaller) than the lower bound .865 shown in Table 2 but the 
latter is an average with respect to the uniform prior) if we start with 
s = d m O and the former is an average (with respect to the same prior) if 
we start with s • 9 and d • 1 or equivalently if we use the prior 
C 49(1-q)dq. 
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