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Abstract 
 
As many societal needs compete with sustainability for a finite pool of public resources, 
understanding the cost of mitigating greenhouse gas emissions is a critical sustainability question. 
The Marginal Abatement Cost Curve (MACC) is a widely used approach to characterize mitigation 
costs. A MACC is constructed by ordering technological and other interventions to mitigating an 
emission from lowest to highest cost, indicating the cumulative mitigation possible for each 
intervention. With roots going back several decades, the MACC was original conceived during the 
70s as a result of the petroleum crisis so study the economic potential for switching to alternative. 
In recent years there has been much work on MACC for carbon mitigation. MACC are influential 
in policy planning, a major appeal for decision-makers is presentation of an easily interpretable 
list of interventions in order of economic preference, implying a preferred set of policy targets.  
 
A Marginal Abatement Cost Curve is clearly a simplification of a complex techno-economic 
system. The MACC approach has been criticized for neglecting factors such as dynamics, 
consumer behavior non-cost barriers to adoption, and interactions between technologies.  
However, as long as the limitations of the information provided by a MACC are understood, it 
does provide valuable and easily comparable information on costs and mitigation potential.  
 
In this thesis we try to address some of the issues with the abatement cost curve, namely three. 1 - 
Heterogeneity: The traditional MACC assumes all users to have an average behavior and hence 
have an average gain from the adoption of a technology. However, gains from adoption vary 
widely between users and merits inspection. 2 – Learning: MACCs neglect technology progress, 
the reduction in price to later adopters due to capacity addition brought about my early adaptors. 
3 – Interaction: Technologies that interact with each other would impact the abatement cost of 
each other depending on where they are placed in the adoption order. For example, renewable 
technologies would reduce emission intensity of the grid. If they are succeeded by electric vehicles 
(EVs), the EVs would displace more CO2 since they are now operating off a cleaner grid.  We look 
at three sectors and several technologies within each to develop a heterogeneous MAC with 
interaction and technology progress. This thesis is divided into five chapters.  
 
Chapter 1 is an introduction and elaborates more on abatement cost curves, their history and use. 
In this chapter we also outline my research objectives and the layout of my thesis.  Chapter 2 
discusses the integration of renewable energy. Abatement cost of all technologies are determined 
by their economics and their potential to displace CO2.wefind that, the economics of wind and 
solar generation face two opposing drivers. Technological progress leads to lower costs and both 
wind and solar have shown dramatic price reductions in recent decades. At the same time, adding 
wind and solar lowers market electricity prices and thus revenue during periods when they produce 
energy. In this work, we analyze these two opposing effects of renewable integration: learning and 
diminishing marginal revenue, investigated using a model that assumes the status quo with regards 
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to generation technology mix and demand. The modeling results suggest that reduction in revenue 
from market forces may offset or even outpace technological progress. If deployed on current grids 
without changes to demand response, storage or other integrating technologies, the cost of 
mitigating CO2 with wind will increase and with solar will be no cheaper in the future than it is 
today. In addition to developing and abatement cost curve for wind and solar this chapter also 
highlights the need to deploy grid technologies such as storage and new transmission in order to 
integrate wind and solar in an economically sustainable manner.  
 
Chapter 3 delves into heterogeneity among users in the residential sector. Analyses of monetary 
and emissions savings from residential efficiency upgrades usually neglect behavioral 
differences between consumers. Variations in behavior are often large, however, e.g., 13% of the 
U.S. population set thermostats for cooling at 68 °F or lower and 15% at 78 °F or higher. 
Efficiency analyses should account for behavioral heterogeneity as well as variations in climate 
and housing characteristics. We model energy and economic savings of residential efficiency 
upgrades for U.S. single-family detached houses accounting for differences in thermostat 
settings, climate zone, fuel prices, and home characteristics. Five efficiency interventions are 
considered: wall insulation, attic insulation, air sealing, high-efficiency furnaces, and high-
efficiency air conditioners (A/C). Energy and economic savings vary widely by consumer, e.g., 
the average net present value (NPV) for wall insulation is $3022 but, considering heterogeneity, 
has a 10th percentile value of -$231 and 90th percentile value of $5000. Neglecting heterogeneity, 
technology upgrades can be prioritized from lower to higher carbon abatement costs: A/C, wall 
insulation, gas furnace, air sealing and attic insulation. Accounting for heterogeneity reorders 
this prioritization, and consumer specific conditions affect mitigation costs such that 
technologies are mixed in with one another and no longer arranged one after another. These 
results indicate that interventions to improve efficiency should consider differences between 
consumers. The resulting heterogeneous abatement curve is observed to be significantly different 
from the traditional curve. 
 
Finally, Chapter 4 brings it all together and adds the transportation sector, integrating results 
developed by Desai et al. 2020. Accounting for heterogeneity and interactions between preceding 
and subsequent measures has mixed impacts. Adding technologies that increase electricity 
demand (e.g. battery electric vehicles) increases the carbon benefits (reduces abatement cost) of 
subsequent efficiency technologies like residential efficiency technologies, while reducing the 
carbon benefits of their subsequent counterparts. The opposite is true with technologies that 
reduce energy demand, reducing the carbon benefits of subsequent efficiency technologies while 
increasing the benefits from electric vehicles. Renewable energy on the other hand increase the 
benefits from subsequent electric vehicles by reducing carbon intensity of the grid. We 
incorporate technology progress in electricity and transportation sector only. Learning reduces 
cost of abatement. In the transport sector it also leads to higher uptake of BEVs (instead of HEVs 
and PHEVs) resulting in higher emission displacement potential. The net impact towards 
 3 
emission reduction potential in the integrated model with learning is positive increasing from 
1.07 billion tonnes to 1.24 billion tonnes. Also, by accounting for heterogeneities and interaction, 
although the potential for “free carbon” does not change much, the potential for savings can go 
up by as much as 33%. Moreover, total cost of meeting various mitigation targets in the 
integrated model is significantly lower than the traditional MACC. 
 
Chapter 5 discusses caveats and conclusion. This thesis emphasizes the importance of identifying 
key subpopulations/geographies that benefit from efficiency technology. Heterogeneity 
significantly alters the priority for technology disbursement from an emission reduction 
perspective. It shows the importance of targeted marketing as a more effective mechanism as 
opposed to technology-based subsidy. It also shows that the initial adopters make the technology 
cheaper for the latter adopters. However, despite that, learning in the renewable technologies is 
offset my revenue decline. On the other hand, the future of potential market parity of EVs with 
conventional vehicles is uncertain due to poorly understood factors such as current costs, 
learning rates of non-battery technologies and future cost increases in conventional vehicles 
driven by stricter emissions requirements, and in this thesis has been explored through scenario 
development.  
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Chapter 1: Introduction 
 
1.1 Background and Motivation 
Energy is one of the corner stones of human civilizations. We use it to grow our food, power our 
homes, drive our vehicles and keep us connected. Access to affordable and increasingly 
sophisticated forms of energy have helped improve our standard of living. However, while 
energy is what drives our civilization forward, in recent years it has also become the cause of 
some of our biggest concerns.  
 
With the looming threat of global warming and climate change, many deem the production and 
use of energy as one of the primary sustainability challenges of today with critical impacts on 
climate change, ecosystems and human health. Improved technologies hold great promise for 
mitigating the impacts of energy use, including emissions of greenhouse gases. As many societal 
needs compete with sustainability for a finite pool of public resources, understanding the cost of 
mitigating greenhouse gas emissions is a critical sustainability question. 
 
The Marginal Abatement Cost Curve (MACC) is a widely used approach to characterize 
mitigation costs. A MACC is constructed by ordering technological and other interventions to 
mitigating an emission from lowest to highest cost, indicating the cumulative mitigation possible 
for each intervention. The concept of MACC was originally developed during the oil crisis of 
1970s and later used to conserve electricity during the 1980s [1, 2]. Later, the concept was 
applied to other areas such as analyzing impacts of restructuring of national energy systems and 
energy conservation measures on air pollutants [3], strategies of waste reduction in response to 
environmental regulations [4], and inform on the scale, costs and tradeoffs of solutions relating 
to water use [5]. 
 
In recent years there has been much work on MACC for carbon mitigation. Figure 1 shows a 
result for the United States [6]. Each bar represents a technology group. The height of the bar 
represents the cost of mitigating 1 tonne of CO2e per year and the breadth of the bar represents 
the total amount of CO2e that may be mitigated each year, or the mitigation potential of that 
technology. Adding the width of the bars on the x axis gives us the total amount of CO2e that 
may be mitigated using the technologies listed in the graph. A summation of the area of each of 
the bar would give us the total cost of doing so. Negative costs imply net savings and positive 
cost imply net expenditure. Carbon MACCs have been developed at national, state and city 
levels, e.g. China [7], California [8], and New York City [9] . Because of their simplicity 
MACCs are influential in policy planning. A major appeal for decision-makers is the 
presentation of an easily interpretable list of interventions in order of economic preference, 
implying a preferred set of policy targets.  
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MACCs are used to design both incentives based and non-incentive based policy instruments. 
Incentive-based instruments can be price or quantity based and, in this context, MAC curves can 
give valuable insights to policy makers on both. Examples of such instruments may include 
introduction of a CO2 tax (price-based) or the introduction of a CO2 permit system (quantity-
based). Non-incentive based instruments on the other hand are typically less cost-efficient and 
flexible than market-based instruments, but can be necessary in some cases where market-based 
instruments are ineffective due to failures or barriers in market mechanisms. Examples of non-
incentive based mechanisms include research, development (e.g. funding research in universities 
and national laboratories for the development and demonstration new technologies 
demonstration projects) and deployment policies (policies target existing market technologies in 
order to facilitate market entry) aimed to foster innovation and bring down the costs of 
technologies with currently high marginal abatement costs. Deployment policies can also be 
price based like reduced taxes or feed-in tariffs and quantity based, like Renewable Portfolio 
Standard (RPS) for renewable electricity. Command-and-control policies are another form of 
non-incentive based mechanism that work by introducing regulations that restrict or ban the use 
of inefficient technologies. Standards enforce the uptake and availability of better performing 
alternatives or remove existing ones. Examples of these include building codes that mandate the 
uptake of energy efficiency measures in the residential and commercial sector or fuel standards 
like Corporate Average Fuel Economy (CAFÉ) standards that mandate certain fuel economy for 
vehicle fleets. Typically, technologies that that have a negative abatement cost (for e.g. home 
appliances) are deployed through command-and-control instruments, those within the range of 
typical social cost of carbon estimates (up to around $100) warrant market-based instruments 
(corbon tax/ carbon permits) and those beyond that warrant research, development and 
deployment policies [10]. 
 
Studies have explored methods for optimizing mitigation policies based on several objective 
functions. Miah et al.2012 for example developed a dynamic model for planning and 
management of energy production from renewable and fossil fuel based sources [11]. The 
optimal policies are dependent on several constraints such as resources, time horizon and social 
concerns. They found that it is indeed possible to formulate an optimal policy to approach a 
desired target and their methodology could be used by planners to make optimum decisions 
taking into consideration all socio-economic factors. Azzopardi and Mutale 2009 on the other 
hand presented a methodology for modeling policy related factors in assessing the viability of 
future PV systems in particular with regard to their integration into existing energy supply 
systems by optimizing the annual micro-level objectives i.e. minimize financial costs and 
maximize revenues [12]. 
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A Marginal Abatement Cost Curve is a simplification of a complex techno-economic system. 
The factor that makes MACCs appealing – its simplicity – is also one that has drawn criticisms. 
The MACC approach has been criticized for neglecting factors such as dynamics, consumer 
behavior non-cost barriers to adoption, and interactions between technologies, e.g. [13].  
However, as long as the limitations of the information provided by a MACC are understood, it 
does provide valuable and easily comparable information on costs and mitigation potential. The 
influence of MACC in the policy discourse is considerable; system modelers should attempt to 
address their limitations while preserving the simplicity that makes them accessible to decision-
makers.  
  
A traditional MACC such as in Figure 1 assumes all user to receive the same benefit from each 
technology group. However, not all users of a technology are the same. There are differences in 
usage patterns of a technology - where they are used (location), how much used (behavior), what 
Figure 1:U.S. Carbon Marginal Abatement Cost Curve (McKinsey 2007). Each bar represents a technology group. 
The height of the bar represents the cost of mitigating 1 tonne of CO2e per year and the breadth of the bar 
represents the total amount of CO2e that may be mitigated each year, or the mitigation potential of that technology. 
Adding the width of the bars on the x axis gives us the total amount of CO2e that may be mitigated using the 
technologies listed in the graph. A summation of the area of each of the bar would give us the total cost of doing so. 
Negative costs imply net savings and positive cost imply net expenditure. 
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incumbent technology they are replacing (existing stock) etc. Referring back to Figure 1, let us 
look at residential HVAC equipment efficiency upgrades (highlighted in green circle). We can 
infer that the cost of displacement through HVAC upgrades is approximately $50 per tonne CO2e 
and the abatement potential of the technology is around 0.02 gigatons of CO2e. Now let us 
assume HVAC equipment refer to heaters only (though in reality HVAC equipment refer to 
several technologies – ACs and heaters of different efficiencies using different fuels – stock 
heterogeneity, discussed in detail in chapter 3). Common sense would tell us that a person living 
in Phoenix would likely save less electricity by upgrading his/her heater compared to a person 
living in Rochester (assuming they live in identical houses otherwise). Therefore, if we are able 
to divide the heater users into Rochester and Phoenix users, we might end up with a situation 
where HVAC efficiency improvement in Phoenix costs $200 a ton to mitigate 0.01 gigaton, 
while in Rochester it could be a net benefit of 100 per ton for the remaining 0.01 gigaton. 
Therefore, by neglecting difference among users this graph might be underestimating the 
potential for net savings from HVAC equipment efficiency. A similar case is true for renewables. 
The average capacity factor of wind in the U.S. is 30%. However, it varies by location from an 
average of 50% in Texas to 20% in Georgia. It also varies by time of day, from 0% to 100%. 
Therefore, cost of mitigation in using wind would likely be lower in Texas than in Georgia, all 
other factors being equal. By ignoring such differences, we are likely under estimating potential 
for free carbon and over estimating costs.  
 
Also, most MACCs are drawn assuming prices as they are today. However, as production of 
technologies expand, cost of producing reduce due to economics of scale. The actual cost of 
mitigating using a certain technology would therefore likely be lower than what we would obtain 
by multiplying abatement potential by cost of abatement derived from current prices, because as 
technologies are implemented, the cost of implementing the next would decline. 
 
Most analyses, including the traditional MACC approach, treat adopters in terms of an average, 
e.g. a typical U.S. consumer. As explained above, depending on the intervention, there can be 
very large differences in mitigation costs for different adopters. In MACC and many other 
analyses of energy systems, there is a critical need to better account for this difference or 
heterogeneity and the decline in cost through subsequent adoption or technological progress.  
 
Heterogeneity can be classified into geographic, behavioral and stock and takes different forms 
depending on the technology considered. For building technologies geographic heterogeneity 
includes climate-driven differences in heating and cooling loads and location-based differences 
in utility prices. For renewable electricity generation, geographic heterogeneity includes spatial 
differences in resource availability and prices/demand in the local electricity grid.  Behavioral 
heterogeneity refers to variability in preferences and practices of adopters. For residential 
buildings, behavioral heterogeneity includes differences in thermostat settings, usage of 
appliances and home occupancy patterns. Technology stock heterogeneities refer to the baseline 
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technology that would be replaced with an intervention. A household with compact fluorescents 
installed, for example, will save much less energy changing to LED bulbs compared to a 
household stocked with incandescent bulbs. Behavioral heterogeneity can have large effects on 
the potential energy savings of an intervention.  
 
Moreover, many energy interventions such as solar panels, wind turbines and electric vehicle 
batteries, are undergoing technological progress that reduces their cost as a mitigation option. 
Technological progress is described in terms of learning rates that denote the fractional cost 
reduction per doubling of cumulative production. Examples of high learning rates include silicon 
solar PV panels (10-20%) [14] while moderate learning rates include wind turbines (5-10%) 
[15]. Rapid learning rates imply that mitigation costs fall quickly as a technology is adopted.  
 
Furthermore, technological progress interacts with heterogeneity because early adopters (who 
experience higher benefits) can drive cost reductions enjoyed by later adopters. The confluence 
of rapid learning and high heterogeneity can dramatically alter the mitigation costs of a 
technology [16]. Integrated energy system models such as the National Energy Modeling System 
(NEMS) include future cost reductions in technologies [17], however the description of markets 
is often too aggregate in such models to accurately capture interactions between technological 
progress and heterogeneity. As a result, it is imperative that a methodology be devised that not 
only captures both the impacts of heterogeneity and technology progress, but also presents it in a 
manner that is easy to read and comprehend. The MACC is an approach that we feel is flexible 
enough incorporate additional complexity while at the same time retain its core structure. 
 
1.2 Research Objectives  
In this study we propose a new approach to Marginal Abatement Cost Curve estimates that 
captures the effects of heterogeneity and technological progress on the costs of mitigating carbon 
emissions. By doing so we expect to get a more accurate estimation of the costs and energy 
saving potential compared to the traditional MACC. 
 
The approach is used to develop new marginal abatement curves for residential building, 
electricity generation and transport sectors. This has been illustrated in Figure 2 with 
hypothetical results. For each technology analyzed, we identify sub-groups of adopters with 
similar economic costs, behavior, and mitigation costs. The usual MACC rectangle for a 
technology is thus divided into a number of sub-rectangles, one for each sub-group. Mitigation 
costs are different for each subgroup, and the MACC needs to be reordered from lowest to 
highest mitigation costs using the now disaggregated abatement cost estimates. The result is a 
disaggregated MACC that describes how carbon mitigation costs are affected when adoption 
proceeds first with the subgroups that most benefit. Technological progress is included by 
assuming that adoption in favorable subgroups occurs first, bring down costs for later adopters. 
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The result indicates a path for dramatically lower carbon mitigation costs compared to the 
traditional approach.  
 
 
Figure 2: Core concept of this study - Marginal Abatement Cost Curve accounting for heterogeneity and 
technological progress, illustrated with hypothetical results for three technologies: lighting, HVAC and wind power. 
(High = subgroup with highest benefits) 
We apply this methodological innovation to the development of a new MACC for the United 
States that accounts for heterogeneity, technological progress, and their interaction. There are 
many possible technologies that might be included in a MACC and we focus this work on those 
that are most likely to exhibit significant heterogeneity or technological progress. We treat 
selected technologies from residential building, electricity generation and transport sectors (listed 
in Table 1, further details in chapters 2, 3 and 4).  
 
We only consider technological interventions that deliver a similar energy service compared to 
the status quo. For example, replacing an air conditioner with an efficient one is within scope but 
choosing to reduce dishwasher use is not. While there are many behavioral changes that could 
significantly mitigate carbon, those efforts are outside of the scope of this study. We justify this 
by noting that more work is needed to better understand heterogeneity and technological 
progress for “similar service” technologies. Also, we do not consider pre-commercialization 
technologies. In this work HVAC technologies in buildings, renewables in electricity generation 
sector and electric vehicles in transport sector are analyzed. Behavior in the residential building 
sector is captured through the development of a distribution of thermostat settings, and that in the 
transport sectors is captured through annual usage patterns. The final chapter of my thesis 
incorporates abatement cost results from the transport sector developed by Ranjit Desai [18].  
 
Table 1 lists covered technologies in each sector.  
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Table 1: Technologies to be analyzed in the proposed research 
Sector Technologies analyzed 
Residential Furnace, central AC, Wall insulation, Attic insulation, Air sealing 
Electricity 
generation 
Utility-scale wind, utility-scale photovoltaic 
Transport Battery electric vehicle (BEV), Plugin hybrids vehicles (PHEV) and 
Hybrid vehicles (HEV) 
This MACC approach, while accounting for new qualitative factors, is still a partial view of a 
complex system combining economics, technology, behavior and policy. Ultimately, it is 
important to understand factors such as interactions between technologies and decision-making 
processes of adopters. This said, it is important to understand how heterogeneity and 
technological progress affect abatements costs apart from other factors, and this new approach 
provides that new perspective.   
 
1.3 Dissertation outline 
 
This thesis is divided into five chapters. Chapter 1 was an introduction to the thesis and the 
overall concept of abatement cost curves. Chapter 2 discusses the specific approach used in the 
electricity generation sector, looking at wind and solar specifically. Chapter 3 deals with 
residential buildings and the approaches used to develop abatement cost curves of this sector. 
Chapter 4 incorporates the results of the previous two chapters and also adds private transport to 
present a national, heterogeneous MACC. Finally, chapter 5 is a conclusion and a discussion of 
possible future applications. Since the challenges in each sector is unique, each chapter discusses 
sector specific literature, methodology and result. Chapter 4 also has a brief discussion on the 
approach and methodology used in the transport sector and further details on that model may be 
found in Desai et al. 2019. 
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Chapter 2 – U.S electricity generation sector 
 
2.1 Background and introduction 
Wind and solar power are likely to play critical roles in mitigating climate change and other 
sustainability impacts of electricity systems. Understanding the cost of abating carbon via 
renewable energy versus alternatives, e.g. energy efficiency, is important in developing energy 
policies and allocating societal resources. While assessing the present cost of mitigating carbon 
with wind and solar is relatively straightforward, projecting into the future is more complicated. 
Technological progress has led to substantial cost reductions in wind and solar power: wind 
power dropped from over $4000/kW in 1980 [19] to $1500/kW in 2016 [20] and utility scale 
solar from over $22,000/kW [21] to $2500/kW in 2016 [22]. Future cost reductions are expected 
as well. However, wind and solar power influence the economics of the grids in which they are 
deployed. Supply and demand imply that electricity prices tend to fall during the times that wind 
and solar are generating, which results in lower revenue to those generators. These two factors, 
technological progress and diminishing marginal revenue, pull carbon abatement cost in opposite 
directions. In this chapter, we analyze these two opposing factors to determine their overall 
impact on the economics and cost of carbon abatement for wind and solar. 
 
2.2 Literature Review 
Technological progress in renewable energy is well-studied using historical cost trajectories to 
find trends and inform forecasts. Experience curves and their variants are the most common 
approach used to describe technological progress. Developed first to describe cost reductions in 
aircraft manufacturing [23], the experience curve is an empirically observed power law decay of 
some characteristic of industrial processes and cumulative experience implementing that process 
[24, 25]. In the energy domain, the single factor experience curve takes the form: C(P)= C0 (P/P0 
)-α where P is a measure of cumulative adoption of a technology (e.g., the total watt capacity of 
solar cells produced), C is the price per energy unit (e.g., $/Wp or $/kWh), C0 and P0 are initial 
cost and production values, and α is a (positive) empirical constant, known as the learning 
coefficient. α is related to the fractional reduction in costs for every doubling of production, 
known as the Learning Rate, given by the equation LR = 1-2-α. Despite its simplicity, the above 
equation fits empirical data quite well and prior research has shown that R-squared exceeds 90% 
for a majority of 62 technologies [26]. 
 
Starting from the 1990’s, experience curves have been applied to describe cost reductions in 
renewable energy technologies, including wind and solar power [27, 28]. The single factor 
experience curve has been generalized to into multi-factor models that distinguish different types 
of progress such as learning-by-doing, learning-by-research, and materials [29, 30]. Rubin et al. 
(2015) reviewed 11 generation technologies and found substantial variability in learning rates 
depending on the method and data range. Learning rates for wind were found to vary between 
3.1% and 13.1% while solar varied between 14% and 32% depending on the study [14]. 
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Williams et al. (2017) found the sources of variability in the wind learning rate to be driven by 
starting and end year of datasets and the geographical scope of the analysis. Developing a model 
focused on cost of energy production, they found a narrower range for global wind learning rate: 
7-11%. Overall, wind and solar costs have decreased significantly over the past few decades and 
the trend in those reductions has been reasonably regular.  It is prudent to assume a future in 
which this pattern continues, with faster cost reductions expected for solar.  
 
The second major factor affecting the economics of wind and solar is diminishing marginal 
revenue due to adoption of renewables, which is a topic of more recent and limited investigation. 
One approach to characterize this diminishing revenue effect is through use of electricity system 
models (e.g. with dispatch and capacity expansion) to study how locational marginal prices and 
other payments to renewables change as a function of adoption. Wiser and Mills (2012) use a 
long run long dispatch model that incorporates hourly generation and load profiles in order to 
account for factors that affect both renewable as well as conventional generators. These include 
variability in generation and ancillary service requirements for renewable technologies and part-
load inefficiencies, minimum generation limits, ramp-rate limits, and start-up costs for 
conventional thermal. The model was used to run a case study that approximately matches the 
expected characteristics of California in 2030. They found that marginal economic value of wind 
and solar decline considerably with increase in penetration. Wind was seen to drop from 
$70/MWh to $40/MWh of value as penetration increased from 0% to 40% of the annual load. 
Solar showed an even more dramatic reduction dropping from $90/MWh to $30/MWh between a 
penetration of 0% and 30% of the annual load. While such models provide a highly resolved 
view of electricity systems that accounts for many system interactions, their complexity makes 
validation and broad application challenging. 
 
Alternatively, econometric methods have also been used to establish relationships between 
electricity price and demand and estimate the impact of renewable energy on prices. This 
approach develops a relationship between price and demand in a region based on time-resolved 
data for Locational Marginal Price (LMP) and historical load in a particular grid region. Models 
have been developed for Texas [31] and California [32] in the U.S. as well as entire nations: Italy 
[33], Ireland [34], Australia [35] and Germany [36, 37]. They document statistically significant 
merit order effects of wind and solar energy. These studies find that increase in natural gas price, 
retirement of nuclear plants and economic growth tend to increase energy prices. On the other 
hand, demand side management and development of renewable energy reduce prices. In 
California for example, each additional GW of solar power output reduces the LMP by 
$3.4/MWh in the SP15 region, while the same amount of wind reduces the LMP by as much as 
$11.4/MWh. The two approaches are complementary: econometric approaches (as we use in this 
work) are better at reproducing and broadly applying current and near-future trends while 
capacity expansion models are required to understand long-term trends. Both approaches have 
been used to determine that revenue decline due to adopting wind and solar can be substantial.  
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Prior work has studied both technological progress and diminishing marginal revenue for wind 
and solar but has not investigated how these two factors combine to influence the economic 
effectiveness of carbon mitigation. The economics of wind and solar can be considered a race 
between the declining costs due to technological progress and their declining value due to 
revenue erosion. Therefore, modeling both of these effects simultaneously can help us 
understand which of these effects is likely to proceed at a faster rate. We approach this question 
by developing modified Marginal Abatement Cost Curves (MACC) for wind and solar power in 
the continental U.S. The usual MACC curve approach develops an average expenditure (e.g. 
$/ton CO2) and mitigation potential (total tons CO2) for aggregated technologies [38]. For wind 
and solar, this approach has yielded carbon mitigation costs that vary widely, depending on 
location/geographic aggregation and year of study, which affects the presumed technology cost. 
In prior research, abatement costs for wind was seen to vary from -€7(-$8) /tonne CO2 in Italy 
[39] to €44 ($51)/tonne in Germany [40]. For solar, different estimates have varied from 
$18/tonne CO2 in the U.S. [38] to €1870 ($2170)/ tonne in Italy [39].  
 
2.3 Contribution 
In this work we combine modeling elements (experience curve, regression of electricity demand 
and prices, and MACC) to yield the first characterization of how technological progress and 
declining revenue influence the cost of mitigating carbon with renewables. It is important to 
emphasize at the outset that our approach assumes wind and utility-scale solar are built out on 
the current grid (year 2016) with current fuel prices. In reality, the grid is evolving and 
technologies that help to integrate wind/solar (storage, demand response, etc) will influence 
outcomes.  This said, accounting for all drivers of the future grid is not only challenging, but that 
future also depends on the plans that we develop today.  Understanding the effect of building out 
renewables on the current grid provides valuable insights into current trends and future grid 
needs.  
 
Our modeling approach adds wind or solar to U.S. electricity grids in discrete blocks (2.5 GW at 
a time) and then tracks how technological progress and revenue decline affect successive 
installations. As geographic heterogeneity is expected for both revenue and carbon mitigation 
from wind and solar installations, we separately model 13 regions based on the Federal Energy 
Regulatory Commission (FERC) regions in the continental U.S. We do not consider Alaska and 
Hawaii since their electricity markets are fundamentally different from the rest of U.S. given 
their geographic isolation and very specific needs (high fuel prices due to difficulty in fuel 
transportation, high proportion of migratory population, extreme weather in Alaska, etc). As a 
result, they deemed them as exceptions, and not suitable for our modeling framework. A single 
factor experience curve is used to describe technological progress and an econometric regression 
model is developed to estimate revenue decline. Net Present Value, carbon mitigated, and 
marginal abatement cost are calculated for a proposed 2.5 GW addition in each region. We then 
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assume successive build-out in the region with lowest carbon abatement cost. Solar or wind 
capacity is added until the “economic potential” is reached, a new measure we develop here. The 
total potential of wind or solar is typically assessed by geophysical analysis that assesses the 
physical limitations on solar/wind deployment [41, 42, 43]. “Economic potential”, in contrast, is 
the amount of wind or solar that can be adopted in a region before the addition of a new plant 
makes no contribution to the total revenue of that technology’s generation fleet.  
 
2.4 Methodology 
 
Figure 1 shows an overview of data and flow of the model. Each electricity system in the U.S. 
has its own combination of renewable resources, energy prices and grid mixes. These factors, 
when combined, result in marginal abatement costs that differ by location. We limit our spatial 
analysis to disaggregation into 13 electricity market regions that are based on FERC regions 
(Table 2). We collect data on locational marginal price (LMP) from ISOs and demand from EIA 
[44] for each region and use regression to establish an empirical relationship between them. We 
then assume capacity expansion of wind and solar to take place 2500MW at a time, building out 
wind or solar separately. We could assume any amount of capacity expansion at a time (1MW or 
10,000MW), and it would only impact the resolution of the MACC. We used 2500MW as it 
resulted in a total number of sample (units of wind installation in each area), that could be 
processed in a reasonable amount of time given the computing power we had. We assume that 
renewable energy is able to generate at zero marginal cost and is effectively modeled as negative 
demand. Therefore, as renewable energy is added, it drives down the LMP during the hour it 
produces and reduces the revenue the renewable energy receives. At the same time, as more 
renewables are built out, the cost of later wind/solar is reduced due to learning. This drives down 
the levelized cost of energy (LCOE). Because government support of renewables is already 
related to the pollution abatement costs, we do not include subsidies in our calculations. Rather, 
we calculate the required subsidy as a difference between cost of generation and expected market 
revenue. The difference between the revenue and LCOE is a profit if positive and a subsidy 
requirement if negative. Wind and solar also generate zero onsite emissions, therefore displaced 
emissions depends on the grid mix in which they operate. We find the emission savings, 𝛥	𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛, using region-specific data on hourly marginal emissions [45]. We then go on to 
calculate marginal abatement cost: 
 𝐴𝑏𝑎𝑡𝑒𝑚𝑒𝑛𝑡	𝑐𝑜𝑠𝑡	 / $𝑡𝑜𝑛	𝐶𝑂24= 	6𝐿𝐶𝑂𝐸	 / $𝑀𝑊ℎ4 − 𝑟𝑒𝑣𝑒𝑛𝑢𝑒	 / $𝑀𝑊ℎ4@/𝛥	𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛	(𝑡𝑜𝑛	𝐶𝑂2) 
 
Equation 1 
 
 
The abatement cost is positive, i.e. net cost to society, if cost (LCOE) > revenue.  Figure 3 
provides an overview of the model logic. 
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Figure 3: Overview of model: data, process and output (EWITS = Eastern Wind Integration and Transmission 
Study, TMY3 = Typical Meteorological Year (TMY3) dataset, EIA = Energy Information Administration, ISO = 
Independent System Operator) 
Our methodology is primary based on econometric analysis which have been used widely for 
similar studies around the world including Texas [31] and California [32] in the U.S. as well as 
entire nations: Italy [33], Ireland [34], Australia [35] and Germany [36, 37]. One of the main 
advantages of this methodology is the relative less data requirement and therefore relatively 
lower exposure to model uncertainties. The type of modeling also does not require explicit 
assumptions on other related variables for e.g.: the price of fossil fuels because they are 
inherently a part of the independent variable here, that is the energy demand. Because we model 
renewable generation as negative demand, and our objective is to establish a relation between 
LMP and energy demand and track the change in LMP as renewable generate, we found an 
econometric methodology to be the best suited given literature review, data requirement and 
exposure to uncertainties. The different components of our methodology have been explained in 
greater details in sections 2.4.1 to 2.4.5. 
 
2.4.1 Relationship between price and demand 
 
To calculate the revenue to wind and solar, we first establish a relationship between demand and 
locational marginal price (LMP). This has been done using dispatch models [46]. However, we, 
along with other authors [32, 33], use regression of price and demand data to make an 
econometric model. We use hourly data for the year 2016 - 8784 data points for LMP and 
demand in each of 13 regions. Analysis accounts for daily as well as seasonal change in loads, 
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prices and renewable generation in each region. Electricity market wholesale prices are gathered 
from Independent System Operators (ISOs) [47, 48, 49, 50, 51, 52] and the EIA Wholesale 
Electricity and Natural Gas Market dataset [53]. LMP for regulated markets were assumed to be 
the prices at which they trade with regulated.  
 
The electricity market regions are based loosely on the FERC regions and while some electricity 
markets serve more than one state, some states are served by more than one ISO and are 
therefore part of more than one electricity market. Our mapping of the electricity market regions 
and the states they serve are described in Table 2. 
 
Table 2: Electricity market regions and the states they serve, as described by EIA’s “U.S. Electric system operating 
data”. Some states are served by more than one ISO [50] 
Independent System Operator (ISO) region States served (All or parts of) 
New England ISO (NE) Maine, Vermont, New Hampshire, 
Massachusetts, Connecticut, Rhode Island 
California ISO (CAISO) California 
Midcontinent ISO (MISO) Arkansas, Illinois, Indiana, Iowa, Kentucky, 
Louisiana, Michigan, Minnesota, Mississippi, 
Missouri, Montana, New Orleans, North 
Dakota, South Dakota, Wisconsin, Texas 
Electric Reliability Council of Texas 
(ERCOT) 
Texas 
New York ISO (NYISO) New York 
PJM Delaware, Illinois, Indiana, Kentucky, 
Maryland, Michigan, New Jersey, North 
Carolina, Ohio, Pennsylvania, Tennessee, 
Virginia, West Virginia and the District of 
Columbia 
Southern Electricity Market (SOCO) Florida, Georgia, Alabama, Mississippi, 
North Carolina, South Carolina, Missouri and 
Tennessee. 
Carolinas ISO North Carolina, South Carolina 
North West Electric Regions Washington, Oregon, Idaho, Wyoming, 
Montana, Nevada and Utah 
South West Electric Regions Arizona, New Mexico, Colorado 
Southwest Power Pool (SWPP) Arkansas, Iowa, Kansas, Louisiana, 
Minnesota, Missouri, Montana, Nebraska, 
New Mexico, North Dakota, Oklahoma, 
South Dakota, Texas and Wyoming 
Florida  Florida 
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Tennessee Valley Authority (TVA) Tennessee, Alabama, Mississippi, and 
Kentucky 
 
LMP data was obtained from various sources depending on the ISO. In order to arrive at the final 
LMP of our market regions we used aggregate prices of various load zones, hubs and nodes. The 
source of various LMP data and the method of approximation has been listed in table 3. 
 
Table 3: Source of LMP and method of price calculation 
ISO Source of LMP Data How final price was calculated 
MISO, North 
West, SOCO, 
Florida, TVA, 
SWPP, 
Carolinas  
https://www.misoenergy.org/markets-and-
operations/market-reports/market-report-
archives/#nt=%2FMarketReportType%3AHisto
rical%20LMP&t=10&p=0&s=MarketReportPu
blished&sd=desc 
Used demand weighted average of 
all hub prices for MISO. Used 
demand weighted average of 
interface prices inside of each 
region for the rest of the regions 
(demand in interfaces obtained 
from EIA). 
CAISO http://oasis.caiso.com/mrioasis/logon.do Used average of prices in Default 
load aggregate points (DLAP). 
ERCOT http://mis.ercot.com/misapp/GetReports.do?rep
ortTypeId=13061&reportTitle=Historical%20R
TM%20Load%20Zone%20and%20Hub%20Pri
ces&showHTMLView=&mimicKey 
Used prices in Houston hub. 
NYISO https://www.nyiso.com/public/markets_operatio
ns/market_data/pricing_data/index.jsp 
Used demand weighted average of 
all load zone prices. 
NEISO https://www.iso-
ne.com/isoexpress/web/reports/pricing/-
/tree/ancillary-five-minute-rcp 
Used price in NEISO Hub. 
PJM, South 
West 
https://dataminer2.pjm.com/feed/rt_da_monthly
_lmps/definition 
Used PJM-RTO zone prices. South 
West interface prices for South 
West. 
 
Load data was obtained from EIA [54] 
 
We use a linear regression [34, 33, 31, 55] with zero intercept to establish the relation between 
price and LMP. As the grid operates differently throughout the year, we divide the year into 4 
seasons (summer, winter, spring and fall), running separate regressions for each of the 13 
regions. Figure 4 shows example regressions for the California ISO.  
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Figure 4: Regression to establish relation between demand and LMP in CAISO. Although, theoretically, a dispatch 
curve is expected to have a linear part and an exponential part [56], in reality we see that there is a lot of 
heterogeneity in the cost of operation even for plants using the same fuel, such that the coefficient for the 
exponential segment is orders of magnitude smaller in comparison to the coefficient for linear segment. The curve is 
therefore approximated to a linear function. 
The slopes for all four seasons are statistically significant (p-value ranges from 8.5E-23 to 3.4E-
07), but the r-squared values can be low since the data is not close to the statistically fitted line 
and has a high standard deviation. This is because there are other factors that influence price 
such as congestion. We are not concerned here with precisely predicting price, only the effect of 
changes in demand on price. A dispatch curve is often shown with a flat part and an exponential 
part, e.g. [56]. However, we observed that they appear relatively flat in the observed data, 
presumably due to heterogeneity in the cost of operation and efficiency for plants using the same 
fuel. This results in the coefficient for the exponential segment being orders of magnitude 
smaller in comparison to the coefficient for linear segment. We thus assume that the dispatch 
curve can be approximated as linear. Figure 2 shows an example for CAISO and we find similar 
patterns for ISOs across the country.  
 
Having established the relation between LMP and demand, we model renewable generation as 
negative demand, calculating LMP in a given hour with the equation: 
 𝐿𝑀𝑃	𝑛𝑒𝑤 = 𝐿𝑀𝑃	𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 − 𝑆𝑒𝑎𝑠𝑜𝑛𝑎𝑙	𝑠𝑙𝑜𝑝𝑒	𝑜𝑓	𝐿𝑀𝑃	𝑣𝑠	𝐷𝑒𝑚𝑎𝑛𝑑∗ 𝐻𝑜𝑢𝑟𝑙𝑦	𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦	𝑓𝑎𝑐𝑡𝑜𝑟	∗ 𝐼𝑛𝑠𝑡𝑎𝑙𝑙𝑒𝑑	𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑦	𝑜𝑓	𝑤𝑖𝑛𝑑	𝑜𝑟	𝑠𝑜𝑙𝑎𝑟 
Equation 2 
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This method retains the observed hourly fluctuations in prices in the actual data but adjusts the 
prices down in a linear way as wind or solar is added. Hourly capacity factor is a plant’s energy 
output over an hour (MWh) divided by the installed capacity of the resource (MW).  For wind, 
the hourly capacity factors are taken from the Wind Integration National Dataset Toolkit [57]. 
Capacity factors of wind is seen to range from 30% in Georgia to 49% in Texas. For solar 
photovoltaics, we use the Typical Meteorological Year (TMY3) dataset, which provides one year 
of hourly simulated solar insolation for 1,020 locations in the U.S. [58]. We use the same method 
of taking the average of several individual locations as we did in the case of wind. The annual 
capacity factor of solar is observed to range between 17% in NEISO to 22% in CAISO.  
 
The annual revenue to wind and solar for the year can be calculated as a summation of hourly 
revenues, using the formula: 
 𝐴𝑛𝑛𝑢𝑎𝑙	𝑅𝑒𝑣𝑒𝑛𝑢𝑒= 	 R Installed	capacity ∗ 	Hourly	capacity	factor	renewable!"!#$%&∗ LMP	𝑛𝑒𝑤	 
Equation 3 
 
 
2.4.2 Revenue decline and economic capacity 
There are different perspectives on estimating the amount of renewable energy that may be 
integrated into the grid [59]. Technical potential refers to the total generation that may be 
feasible given geo-spatial constraints and current state of technology. Lopez et al. (2012) 
provides GIS based technical potential of several technologies for all of the U.S. [60]. Economic 
potential is typically defined as the subset of the technical potential that is available where the 
cost required to generate the energy (which determines the minimum revenue requirements for 
development of the resource) is below the revenues available in terms of displaced energy and 
displaced capacity. 
 
With every subsequent addition of renewable energy, demand reduces, lowering the LMP. In 
effect, the addition of renewable energy reduces the clearing price, such that every subsequent 
unit of renewable energy earns less money. This concept of diminishing marginal revenue or 
revenue decline is well known and has been explored in several studies for the U.S. and other 
countries [46, 32, 34]. The extrapolation of revenue decline implies that there will come a point 
when it will no longer make economic sense to invest in a renewable source.  
 
For this analysis we obtain the economic potential by continuing to build plants until no 
additional revenue is gained by building a plant, i.e. the annual revenue of N+1 plants = annual 
revenue of N plants. This assumes that capacity expansion would continue even when average 
revenue has dropped below LCOE or average cost (AR<AC).  
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This method is different from that used by Brown et al. (2016). Brown et al. assume economic 
capacity is reached when average cost = average revenue (AC=AR) and considers government 
subsidy as part of the revenue income. In contrast, we do not consider subsidies as part of the 
revenue stream and instead consider economic capacity to be reached when the additional 
renewable installation adds zero net economic value. As a result, our numbers for economic 
potential are higher when compared to Brown et al. (2016).  
 
2.4.3 Wind and Solar Costs 
 
To calculate the costs of solar and wind, we assume a present investment cost of $1400/KW for 
solar for utility scale fixed-tilt PV [61] and $1200/KW for wind [22], with operation and 
maintenance cost of $23.40/KW for solar and $22.90 for wind [22]. In addition, we assume a life 
span of 20 years for both technologies [22] and a discount rate of 1.75% [62]. We use the Federal 
Reserve discount rate, the amount that the U.S. Central Bank charges its member banks to 
borrow from its discount window. This discount rate is low, and we also run the model with 
discount rate of 5%, shown in section 2.5. Note that a higher discount rate penalizes the 
economics of capital-inventive renewables, leading to higher abatement costs, meaning that our 
baseline discount rate is optimistic for the economics of wind and solar. To model capital cost 
reduction, we use a learning rate of 16% for solar [14] and 9.9% for wind [15]. Learning is 
assumed to be national in scope, i.e. cost reduction after adopting in any one region applies to 
future adoption in all regions.  As discussed in Williams et al. (2017), this is equivalent to 
assuming a global learning rate and a U.S. deployment rate that is proportional to the global 
deployment rate. 
 
In addition to abatement cost (Eq.1), we calculate the equivalent per-MWh subsidy that would be 
required for each 2.5 GW block of wind or solar generation: 
 𝑆𝑢𝑏𝑠𝑖𝑑𝑦	( $𝑀𝑊ℎ) 	= 𝐿𝐶𝑂𝐸	 / $𝑀𝑊ℎ4 − 𝑅𝑒𝑣𝑒𝑛𝑢𝑒	( $𝑀𝑊ℎ) 
 
Equation 4 
 
 
2.4.4 CO2 emissions reductions  
 
We calculate the displacement of emissions with each capacity addition using hourly marginal 
emissions factors for each region for the year 2016 [45]. The CMU data provides marginal 
emission factors for 24 hours in a day for 3 seasons (summer, winter and transition) for all U.S. 
eGRID regions. We considered fall and spring as transition. The eGRID regions do not line up 
exactly with the market regions. We mapped the eGRID regions to our market regions based on 
the state that most closely represents each region and part of both classifications. The mapping of 
eGRID regions to our regions is summarized in Table 3. 
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Table 4: Mapping of eGRID to electricity market regions. 
eGRID Region Electricity Market Region 
MROW, MORE, RFCM, SRMW, SRMV MISO 
SPNO, SPSO SWPP 
RFCW, RFCE PJM 
CAMX CAISO 
NWPP, RMPA North West 
NYUP, NYLI, NYUP NYISO 
NEWE NEISO 
SRSO, SOCO 
SRVC Carolinas 
SRTV TVA 
ERCT ERCOT 
FRCC Florida 
AZNM South West 
 
The general form for annual greenhouse gas (GHG) mitigation of a technology intervention is: 
 
ΔGHG emissions = i [!"!#$%& ℎ𝑜𝑢𝑟𝑙𝑦	𝑚𝑎𝑟𝑔𝑖𝑛𝑎𝑙	𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛	𝑓𝑎𝑐𝑡𝑜𝑟	(hour k) * 
renewable generation (hour k)] 
Equation 5 
 
2.4.5 Iterative adoption model 
 
We assume that wind and solar are adopted 2,500MW at a time. With each adoption we 
determine the change in demand induced and resulting revenue decline. Adoption continues until 
the point when an additional 2,500MW has no net economic value in a region. We call this the 
economic potential. We then calculate the emission displaced using marginal emission factors 
and calculate cost of emission mitigation. We arrange the mitigation costs for every 2500MW 
installed around the U.S. from lowest to highest abatement cost to create the MAC curve. 
Emissions of non-CO2 greenhouse have not been included (see Figure 3).  
 
2.5 Results: Renewable integration and electricity prices 
 
2.5.1 Revenue Decline 
 
Wind and solar can generate with near zero marginal cost. Because they are the lowest-cost 
generation sources, increased deployment of wind and solar drive down the clearing price in the 
LMP market during the periods when they generate. As a result, more wind or solar generation 
drives down the revenue earned by all nearby generators of the same type (as well as other 
generators, though that is outside of the current scope). This reduction in revenue is proportional 
to the power output of wind/solar and inversely proportion to the total demand of the region. 
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Figure 5 illustrates revenue decline for the case of wind and solar in 13 energy market regions. 
As expected, larger ISO regions (such as Midcontinent Independent System Operator (MISO)) 
can absorb more renewable energy in comparison to smaller regions. Also, areas with higher 
capacity factor (CF) see a faster drop with capacity addition in comparison to those with lower 
CF because they generate more energy from a given deployment of wind/solar. 
 
Figure 5: Diminishing marginal revenue for wind (top) and solar (bottom) for thirteen U.S. regions. Each line 
represents an installation of 2500MW. The revenue from the first instalment is the line on top. The gap between the 
lines represent the reduction in revenue with subsequent installations and may be interpreted as the rate of 
reduction of average revenue to wind or solar with a capacity expansion of 2500MW. For example, revenue to wind 
is nearly the same in CAISO and PJM for the first unit. However, revenue decline occurs much more quickly in 
CAISO than in PJM because PJM is a larger system, allowing PJM to accommodate more total wind capacity than 
CAISO. (CAISO = California ISO, ERCOT = Electric Reliability Council of Texas, MISO = Midcontinent 
Independent System Operator, NEISO=New England ISO, PJM =Pennsylvania, Jersey, Maryland, SOCO = 
Southern Company Services, SWPP = Southwest Power Pool, TVA = Tennessee Valley Authority) 
Comparing our results with prior models, Mills and Wiser (2012) study solar impacts on prices 
in the California ISO using an energy system model with dispatch and capacity expansion. They 
find that average revenue for solar starts at $89/MWh at 0% of generation and drops to 
$25/MWh when the solar share of generation reaches 30% (72% drop). In comparison, our 
model predicts a smaller drop from $34/MWh to $20/MWh (38% drop) for the same adoption.  It 
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is difficult to explain the difference in results because energy system models with dispatch and 
capacity expansion are complex and qualitatively different from our econometric approach. 
However, their higher initial revenue could occur because their model uses IEA’s projection of 
natural gas price of $7.8 per MMBtu in 2030 (IEA, 2011), which is much higher than actual 
natural gas prices in 2016: $2.49/MMBtu [63]). As a result, the Mills and Wiser study predicts 
much higher clearing prices even with today’s renewable portfolio and a more dramatic decline 
with additional solar, presumably because it may be replacing more expensive gas generation 
during peak hours.  
 
Woo et al. (2016) use econometric models to examine the impact of wind and solar on wholesale 
electricity prices for regions within California (NP15 and SP15), considering the impact of 1 GW 
of additional wind or solar power production in either region. They find that the wholesale price 
reduction from 1 GW of solar in an hour can vary between $1/MWh to $3.7/MWh depending on 
area of installation and supply. The effect of 1 GW of wind on LMP is higher, varying between 
$1.5/MWh and $11.5/MWh. In comparison, we find that adding 1 GW of solar power output in 
CAISO reduces LMP by $0.4/MWh while the same amount of wind reduces LMP by 
$0.8/MWh. The results here are not directly comparable since the demand in the sub-regions are 
naturally lower than the whole of CAISO and an additional GW has greater impact on revenue 
reduction if conceptually limited to a smaller region. The demand in the NP15 and SP15 regions 
are each about 45% of the total CAISO demand, suggesting that the price effect in CAISO 
should be approximately 45% of the effect limited to either region. Our estimated price 
reductions are in that order of magnitude: 11% to 40% of the Woo et al. result for solar and 7% 
to 53% for wind. The higher revenue erosion from Woo et al. may be attributed to regional 
transmission congestion that is not accounted for in our model. For more details comparing our 
revenue erosion estimates with other studies are provided in subsection below. 
 
Comparing results for revenue decline 
 
There is no study that covers all the ISO regions of the U.S. using a consistent methodology. 
However, there exist studies that look at one or two regions that could be used for comparison. 
One of the most cited studies for the U.S is Wiser and Mills, 2012. We compare their results with 
our study in figure 6. 
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Figure 6: Comparison of our model results (blue line) with Mills and Wiser, 2012 (orange line). The later uses a 
dispatch model and results depend on assumptions about cost of technology and fuel which have changed since this 
study and are much lower today. For example, this model uses IEA’s projection of natural gas price of $7.8 per 
MMBtu in 2030 [64]. In reality however, the average price for natural gas in 2016 (our modeling year) was $2.49 
[65] 
Our observation is that Mills and Wiser (2012) start with a much higher average LMP. This is 
presumably because it uses a dispatch model where LMP is dependent on assumptions regarding 
cost of technology and fuels. For, example this model uses IEA’s projection of natural gas price 
of $7.8 per MMBtu in 2030 [64]. Our model, on the other hand, is based on real time LMP data 
and reflective of actual prices. The average price of natural gas in 2016 was $2.49/MMBtu [63]. 
Moreover, we see Mills and Wiser (2012) show a lower slope for wind and higher slope for 
solar. This may be due to the fact that solar is replacing more of the (presumed) expensive gas 
generation during peak hours, bringing about a faster reduction in revenue. Wind, which 
generates primarily during evening and night, would be replacing the relatively less expensive 
coal and hence reducing revenue at a slower rate. At present, however, natural gas generation is 
cheaper than coal [22]. As a result, the slope of revenue decline due to wind should be higher 
than what Mill and Wiser predict while that from solar should be lower. This is the trend that is 
reflected in our study which may be is more reflective of current market dynamics because we 
have the benefit of more recent price and cost data.   
 
Other studies, like those by Woo, use econometric methods. Woo et al. (2016) look at the case of 
California and provides the $/MWh reduction in LMP in NP15 and SP15 regions for an addition 
of 1GW of wind or solar in an hour in either region. The results are shown in table S1. 
 
Table 5: Impact of 1GWh of renewable on LMP in California [32] 
Solar Wind 
Addition in  Reduction in LMP in ($/MWh) Addition in  Reduction in LMP in ($/MWh)  
NP15 SP15 
 
NP15 SP15 
NP15 2.2 3.7 NP15 2.8 1.5 
SP15 1 3.4 SP15 6.2 11.4 
 
Depending on the region, the effect of 1GW of solar on LMP reduction can vary between $1 and 
$3.7 per MWh. The impact of 1GW wind can vary between $1.5/MWh to $11.4/MWh. In 
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comparison, we find that adding 1GWh of solar reduces LMP by $0.4/MWh while the same 
amount of wind reduces LMP by $0.8/MWh. Since our analysis was for the whole of CAISO 
while Woo et al. (2016) looked at sub regions with lower demand, our results make sense in 
showing that a GW has lower impact in a larger area. The demand in CAISO is around 2.2 times 
the demand of NP15 and SP15. The price reduction in each region happens at the rate of 2.2 to 
9.7 times for solar and 1.8 to 14 times for wind. Therefore, we note that the direction of change 
and magnitude are in a comparable range. The higher revenue erosion may be attributed to 
regional congestion charges which are not accounted for in our model. We also note that Woo et 
al. (2016) predicts that LMPs are less sensitive to addition of solar and more sensitive to addition 
of wind. This is in line with our findings and contradicts the finding by Mills and Wiser (2012) 
which suggests the opposite. This further supports our argument that the results of Mills and 
Wiser (2012) may be dated due to the fuel and technology costs that were used, particularly with 
respect to coal and natural gas. 
 
An earlier study by Woo [31] analyzes the effect of wind alone. It suggests that 100MW of wind 
in ERCOT reduces LMP by $0.096/MWh (compared to our result of $0.06/MWh) while the 
same in the North West would reduce LMP by $0.146/MWh (compared to our result of 
0.05/MWh). Therefore, we find that, although not directly comparable, our results do lie within 
the ranges suggested by other studies. 
 
2.5.2 Maximum income-earning adoption of wind and solar (Economic Potential) 
As revenue decline continues, it is expected that a system will reach a capacity of utility-scale 
wind and solar for which an addition does not increase total revenue to the generation fleet of 
that technology in a region. We term this capacity level the “economic potential” because it 
represents the point where additional deployment of the technology will actually result in lower 
total revenue. Plotted in Figure 7, we find that the economic potential varies across the 13 
electricity market regions.  
 26 
 
Figure 7: Additional economic potential of ISOs across U.S. Vertical bars represents economic capacity in GW. 
Horizontal lines represent percentage of total generation in each region. Economic potential is the subset of the 
technical potential at which point the annual average revenue to the marginal unit reaches zero. (CAISO = 
California ISO, ERCOT = Electric Reliability Council of Texas, MISO = Midcontinent Independent System 
Operator, NEISO=New England ISO, PJM =Pennsylvania, Jersey, Maryland, SOCO = Southern Company 
Services, SWPP = Southwest Power Pool, TVA = Tennessee Valley Authority) 
The economic potential of a region varies with size of the ISO and the nature of load and 
dispatch curves. Converting the capacity results into shares of total generation, the economic 
capacity of solar ranges from 16% in the Carolinas to 32% of generation in CAISO. The 
economic potential for wind ranges from 24% of generation in the Carolinas to 42% in South 
West. MISO and PJM, the two largest ISO areas, have the highest economic potential in capacity 
terms for wind and solar. The total economic capacity in the U.S. was found to be 580 GW of 
solar and 500 GW of wind. In terms of generation, the number would to be around 1100 
TWh/year for solar and 1500 TWh/year for wind.  
Brown et al. (2016) also estimate the economic potential of wind and solar in the U.S. using a 
condition of long-term equilibrium where average revenue >= average cost. Their results are a 
national economic potential of 441-617 TWh of solar and 715-1036 TWh of wind energy, the 
range depending on the scenario. Our estimates are slightly higher than that of Brown et al. 
(2016) and the difference may be due to different equilibrium conditions, i.e. our short-term 
equilibrium condition where revenue to the marginal plant is zero versus their long-term 
condition.  
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2.5.3 Carbon abatement costs for wind and solar 
 
The cost of carbon abatement for a technology is the ratio of net economic cost and carbon 
displaced. The economics of wind and solar result from the outcome of opposing drivers: 
revenue decline and technological progress.  As mentioned in the introduction, we incorporated 
technological progress using a single factor experience curve. The learning rates, or fractional 
cost reduction per doubling of cumulative production, have been well-studied for wind and solar 
power [66, 67, 68, 15, 14]. From this literature we use a learning rate of 16% for utility solar and 
9.9% for wind.  
 
Wind and solar generate with zero onsite emissions and reduce system-level emissions by 
displacing emissions from generators that do emit carbon pollution. We estimate the carbon 
mitigated by wind and solar using hourly generation data in combination with hourly marginal 
emission factors (MEFs) to assess emission displaced, divided by region and hour of the year. 
The marginal abatement cost is calculated from these estimates of emissions benefits as well as 
the revenue estimates discussed above. We do not expect marginal emissions factors for carbon 
dioxide to change significantly over time with the adoption of more renewables. This is because 
renewables usually displace fossil plants at the margin, i.e. the mix of coal and natural gas plants 
generating at a given time, which changes slowly. Retrospective analysis indicates very slow 
changes in the MEFs of CO2., for example in the U.S. the average MEF for CO2 fell only 7% 
between 2006 and 2012. In contrast, criteria pollutants showed more dramatic reductions over 
the same period: 20% for NOx and 30% for SO2 [69]. Also, note that lower MEFs would 
increase abatement costs and would result in higher MACCs than we calculate in this work. 
Figures 5 and 6 show marginal abatement cost estimates for wind and solar, starting from the 
buildout in the region with lowest abatement cost (MISO for solar and New England for wind) 
and running out to the total economic potential in each region.  
 
To show the effect of technological progress in solar, we plot abatement cost with zero progress 
(orange bars) and with 16% learning rate (blue bars). With no learning, the cost of CO2 
abatement for solar (figure 5) starts at $46 per tonne of CO2 for the first 2.5 GW in MISO and 
increases to $124 per tonne for the last 2.5 GW in NEISO. However, if learning is included, the 
abatement cost is nearly constant over the entire economic potential, dropping to a low of $41 for 
several installations before going back up to $66 per tonne.  
 
Solar power has historically been subsidized to bring its cost of generation in line with other 
sources. Presuming that society want to continue this support, it is important to understand how 
it might evolve considering the co-evolution of revenue decline and technological progress.  We 
explore this by calculating the annual price subsidy per MWh needed to make the Net Present 
Value of a solar installation positive. Results for subsidy requirements for solar are shown in 
Figure 8 with the blue line including learning and the yellow line neglecting it.  Without 
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learning, the subsidy ranges between $25 and $55 per MWh (40% and 60% of the cost of 
generation). Learning should be included to reflect expected trends, and subsidy levels in that 
case do fall (to a low point of 18 $/MWh), but subsidies continue to be needed for the entire 
economic potential. After the addition of 530GW of solar, despite the much lower capital cost of 
the technology (47% lower than the starting point of $1400/kW), the carbon abatement cost of 
solar is actually higher ($66/tonne) than where it started ($46/tonne). 
 
 
Figure 8: Marginal Carbon Abatement Costs for Solar (colored bars) and Subsidy required (colored lines). When 
accounting for both learning and revenue degradation, the effective cost of CO2 abatement from solar stays 
relatively flat over 530GW of deployment. Each vertical bar represents installation of 2,500 MW of solar in one of 
13 ISO regions, ordered from lowest to highest abatement cost. (CAISO = California ISO, ERCOT = Electric 
Reliability Council of Texas, MISO = Midcontinent Independent System Operator, NEISO=New England ISO, PJM 
=Pennsylvania, Jersey, Maryland, SOCO = Southern Company Services, SWPP = Southwest Power Pool, TVA = 
Tennessee Valley Authority) 
Figure 9 shows results for abatement cost and subsidy requirements for wind power. The 
abatement curve starts negative, indicating that initially there are savings from mitigating CO2 
using wind in NEISO and PJM. However, the revenue decline effect is stronger for wind than 
solar (see Figure 3), with revenue declines exceeding cost reductions from the 9.9% learning 
rate. This results in mitigation costs soon switching from negative to positive and increasing over 
the entire roll-out of 417 GW, even though our model suggests that the capital cost of the final 
wind deployment is 22% lower than the first one. Despite an increasing trend in abatement costs, 
the abatement cost of wind remains lower than solar for almost the entirety of its economic 
potential. This suggests that wind may be a more cost-effective method of CO2 mitigation 
compared to utility solar across the U.S., now and in the future.  
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Figure 9: The Y axis represents both abatement cost of CO2 ($/tonne CO2) and subsidy requirement ($/MWh) for 
wind power in the U.S. with and without learning. When accounting for both learning and revenue degradation, the 
effective cost of CO2 abatement from wind increases over 417GW of economic capacity. Each vertical bar 
represents installation of 2,500 MW of wind in one of 13 ISO regions, ordered from lowest to highest abatement 
cost. (CAISO = California ISO, ERCOT = Electric Reliability Council of Texas, MISO = Midcontinent Independent 
System Operator, NEISO=New England ISO, PJM =Pennsylvania, Jersey, Maryland, SOCO = Southern Company 
Services, SWPP = Southwest Power Pool, TVA = Tennessee Valley Authority) 
The subsidy requirement for wind start at $-3/MWh (profitable) and climbs to 
$25/MWh, ranging between -10% and 40% of the cost of generation. Even though the 
investment cost of wind and solar are expected to go down in the future due to 
technological progress, the loss of revenue occurs at a pace that approximately keeps up 
with cost declines for solar and exceeds it in the case of wind over very large 
deployments (equivalent to six times the current wind deployment [70] and ten times 
the solar deployment [71] as of 2018). 
2.5.4 Sensitivity analysis for learning rates 
Assumptions regarding learning rates may have significant impact on the economic potential of 
wind and solar in the future. We therefore explore the impact of different learning rates on our 
model. We conducted a sensitivity analysis with learning rates 50% higher and 50% lower than 
the base case assumptions. Figures 10 and 11 show the abatement costs obtained from the 
sensitivity analysis. We find that higher learning rates do have the expected effect but do not 
change the general conclusion that revenue decline is not able to make either technology produce 
negative carbon abatement costs. It also remains true that it would make sense invest in 
substantial amounts of wind before we consider investing in solar. The amount of wind we 
would want to build out first would depend on the comparative learning rates of the wind and 
solar. 
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Figure 10: Trend in abatement cost of CO2 using solar power in the U.S when accounting for revenue degradation 
and learning. Even with a learning rate 50% higher than our base assumptions (24%), the lowest abatement cost is 
only 25% lower than in the base case. 
 
Figure 11: Trend in abatement cost of CO2 using wind power in the U.S, accounting for both revenue degradation 
and learning. A learning rate 50% higher than our base assumptions (15%), still has little impact on the overall 
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trend. The cost of abatement using wind is expected to continue to increase faster than the solar power case because 
wind cost declines occur at a slower rate due to its more mature technology. 
For solar we find that that a sustained learning rate of 24% or more would reduce the mitigation 
costs to below what it is today, dropping to a low of $25/tonne CO2 with close to 400GW of 
installation. However, in order to maintain wind at the same level as today, the learning rate 
would have to exceed 100%, which is impractical. The abatement cost of wind increases 
consistently and even with a 15% learning rate reaches $40/tonne CO2 by the end of the 
economic potential. 
 
2.5.5 Sensitivity analysis of discount rates 
 
We developed another scenario to test the impact of discount rate on abatement cost and subsidy 
requirement. Since the discount rate in our analysis is on the lower end, we also ran our model 
using a higher discount rate of 5%. As expected, we see that a higher discount rate negatively 
impacts the economics of solar and wind. Figure 12 contrasts scenarios of abatement costs of 
solar power with 1.75% and 5% discount rates and assumes base learning rate of 16%. 
 
Figure 12: Cost of CO2 abatement and subsidy requirement for solar power using a 5% discount rate, compared 
with the base assumption of 1.75% discount rate. As expected, we see that a higher discount rate negatively impacts 
the economics of solar energy. 
We see that using a 5% discount rate, the abatement cost per tonne CO2 for solar starts at $68 
and increases to $88, compared to increasing from $46 to $66 if a discount rate of 1.75% is used. 
Similarly, the subsidy requirement per KWh ranges between $25 and $53 if a discount rate of 
5% is used, compared to a range between $17 and $36 if a discount rate of 1.75% is used. 
Abatement cost and subsidy requirement of wind show a similar trend increasing in comparison 
to a case with 1.75% discount rate (figure 13) 
 
Using a 5% discount rate the abatement cost per tonne CO2 using wind is seen to range between 
$8 and $70, compared to range between -$7 and $53, assuming the base learning rate of 9.9%. 
The subsidy requirement per KWh changes, similarly, ranging between $3 and $32, compared to 
a range between -$3 and $24. We also note that, at this higher discount rate even initial units of 
wind no longer have a negative abatement cost. 
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Figure 13: Cost of CO2 abatement and subsidy requirement for wind power using a 5% discount rate, compared 
with the base assumption of 1.75% discount rate. As expected, we see that a higher discount rate negatively impacts 
the economics of solar energy. Using this higher discount rate, we see that even the initial units of wind no longer 
have a negative abatement cost. 
2.6 Caveats 
 
The results discussed above are an outcome of specific modeling assumptions and their 
interpretation should be placed in an appropriate context. We are aware that these results, in 
particular a need for increasing subsidies for wind, will be controversial and thus set aside this 
section to explain modeling assumptions and caveats. First and foremost, we reiterate that our 
model builds out wind and solar on the current grid, essentially assuming that the rest of the 
generation fleet does not change in response to the wind/solar deployment that continues to occur 
across the U.S. In reality, the grid could evolve in a number of ways that affect revenue decline, 
including capacity retirements/additions other than wind/solar, or deployment of technologies 
that improve renewables integration, such as storage, demand response and new transmission. It 
also does not account for the possible impacts of changes in fossil fuel prices on the revenue to 
wind and solar though it does implicitly account for seasonal variability in prices. 
 
To first discuss retirements/additions: adopting wind or solar has the potential to lead to 
retirements for other types of plants, e.g. coal, nuclear, and natural gas. These retirements reduce 
supply, potentially pushing prices up, and countering revenue decline.  However, renewables are 
not firm capacity and therefore cannot be used to meet grid capacity requirements. The most 
likely scenario for grids to maintain firm capacity in the near term is replacement of coal plants 
with natural gas that would operate with lower capacity factor, filling in for gaps in wind/solar 
output. The effect of replacing coal with gas on revenue decline depends on the relative price of 
coal versus natural gas electricity during periods when wind/solar are generating. Because 
wind/solar have very low marginal costs, they can be considered market price takers with an 
energy value equal to the marginal generator’s production cost. Thus, wind/solar revenues 
depend on the extent to which the grid relies on more expensive price-setting generators, e.g. 
coal and natural gas. If natural gas replaces coal with lower or similar marginal cost, the revenue 
decline of wind and solar is similar or accelerated compared to our model. If the marginal cost of 
 33 
natural gas is higher than coal, then revenue decline is countered to the degree that the grid calls 
on more expensive natural gas. While the future of fuel prices is difficult to know with certainty, 
recent history generally shows comparable marginal costs between natural gas and coal. In this 
case, the replacement of coal with natural gas would not appreciably affect the operating cost of 
the marginal generator, suggesting that revenue decline for wind and solar would not shift 
significantly with the additional gas capacity that is mainly used to fill in when renewables are 
not available.  
 
By enabling temporal fungibility between supply and demand, storage and demand response 
capacity would mitigate revenue decline. Implicit in our model are additions to transmission and 
distribution infrastructure required to integrate new wind and solar power into each of the 13 
regions. However, addition of long-distance transmission connecting markets would create a 
more nationally aggregated dispatch curve, influencing prices and revenue decline. The potential 
of these grid changes are discussed further in the discussion section below.  
 
Finally, changes in fossil fuel prices, particularly natural gas would impact the wholesale 
clearing price and therefore the revenue to the renewable resources. Because natural gas plants 
are primarily used to compensate during peak load, changes in natural gas prices would impact 
peak prices. Our study uses hourly data from 2016 and therefore implicitly assumes that the cost 
of fossil fuels is those of 2016, including seasonal variability. In 2016, natural gas prices ranged 
between $2.33 in March to $4.15 in December. The trend in seasonal variability in natural gas 
prices have not changed significantly in recent years. In 2019 for example, gas prices have 
ranged between $2.62 in June and $4.16 in January. Therefore, the finding of the model would 
remain valid even for the years following 2016. Having said that however we recognize that 
change in gas prices would impact both economic potential and abatement costs. Specifically, 
increase in gas prices would increase peak prices and therefore revenue earning. This would in 
turn slow revenue decline and accommodate more renewable energy into the grid. This would 
also reduce the subsidy required and thereby abatement cost of carbon. A reduction in natural gas 
prices would have the opposite impact. It would reduce revenue income, reduce economic 
potential, increase subsidy and abatement cost. The exact extent of it would be difficult to 
ascertain using our modeling framework and a dispatch model would be better suited for that. 
 
As with any modeling exercise, outcomes depend on numerical values of input data. The pace of 
technological progress is an important assumption. While our learning rates are based on 
reasonable empirical extrapolations of historical trends, we tested sensitivity by considering 
values of ±50% the base case. We find that the trends in abatement cost and subsidy requirement 
are similar even with such a broad range of learning rates. Details of our sensitivity analysis can 
be found in the supplementary information (Section 2). 
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2.7 Discussion 
 
Integration of renewable energy into the grid have been studied through many lenses. While 
some like Wiser and Mills, 2012 look at the technical prospects, other like Woo et al. 2011have 
explored the economic implications. Yet others, like Miah et al. 2012 explore possibility of 
developing an optimum policy that includes in its objective, energy demand, production of 
pollution associated with usage of fossil fuels, and the cost of their systematic substitution by 
renewable sources [11]. In this paper we explore the economics aspects of integrating renewable 
energy into the grid and in doing so examine two opposing effects of renewable integration, 
revenue reduction and learning, for 13 electricity market regions across the U.S. Learning alone 
is not enough to ensure reduction in the cost of abatement using wind or solar technologies. The 
revenue to these technologies degrades too quickly in most regions to retain or improve their 
economic viability. The total potential of renewable energy in each region is bounded by the 
economic capacity. We find that economic capacity of the grid varies between regions based on 
local price conditions, demand and generation. Our results reveal that while technological 
progress reduces costs, revenue reductions through the merit order effect may cancel or outpace 
it. This finding contradicts existing research that concludes that learning tends to reduce 
abatement cost of carbon [72, 73] because these studies didn’t consider both revenue decline and 
learning. There are caveats and uncertainties in the modeling, discussed above, yet we argue that 
we identify a plausible future in which the economic prospects of wind and solar are no better 
than today. There are significant policy implications: absent other efforts to address revenue 
decline, subsidies for wind and solar adoption may need to continue and even increase. This 
possible future should be taken seriously.  
 
A variety of technical and operational strategies (storage, demand response) have been identified 
to help with renewable integration and mitigate the revenue degradation challenge that we 
characterize.  Most of these strategies are currently being pursued and all of them would be 
further encouraged by market forces as greater amounts of wind and solar are added to existing 
electricity systems.  This is encouraging, but the contribution of our research is to show that 
these electricity system changes are actually necessary if wind and solar are to continue their 
historical trajectory of decreasing carbon mitigation costs.  
 
Energy storage is a well-discussed option for integrating wind and solar. It has the potential to 
mitigate revenue decline by charging during low cost hours (with high renewable generation) 
and raising the demand, then discharging when prices are higher. For example, Shafiee et al. 
consider a 140 MW storage plant added to the Alberta electricity system (12 GW of generation, 
so storage is 1.2% of generation) and evaluate its effect on electricity prices [74]. This storage 
deployment has a noticeable effect on prices but decreases peak price far more than it increases 
off-peak prices (~$35/MWh decrease when discharging, ~$2.50/MWh increase when charging).  
However, it is the increase in off-peak price that affects the rate of wind/solar revenue erosion.  
Much research on storage has focused on the operationally and economically appropriate amount 
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to accommodate a given level of renewable energy. For example, in an analysis for the state of 
Texas, de Sisternes et al. examine various deeply decarbonized electricity systems with and 
without storage [75].  In a scenario where average emissions are limited to 100 kg/MWh with no 
new nuclear plants, the addition of some storage (along with wind and solar) is needed to meet 
peak demand and going from 10 to 20 GW of storage reduces the operational costs of generation 
by 5-10%. While this and similar studies do not directly address revenue decline, they reflect a 
growing body of work that aims to clarify how storage can enhance wind and solar deployment.  
 
Demand response is another mechanism to help incorporate large amounts of renewables into the 
grid. For storage, the objective is to “buy low, sell high”. For demand, it is “use low, save high”. 
Traditionally, demand response programs are used to reduce peak demand.  Such programs 
incorporate a "trigger point", which for example in the case of PJM was at an LMP of $75/MWh, 
beyond which payments for load reduction included a subsidy payment to the consumers [76]. 
These help utilities save money by not having to pay hundreds of dollars per MWh to generators 
at the peak hour. Typically, these programs shift demand from the later in the afternoon, when 
the demand is highest, to other hours like late evening. Addressing revenue decline with demand 
response would be similar in principle to peak reduction but with a different focus: shifting 
demand from times when electricity is expensive (renewables are not available) to times it is 
cheap (renewables are available). More sophisticated consumer rate structures can achieve this 
and several states, led by California, are planning time-of-use or related rate designs as a way of 
improving grid flexibility and helping to integrate additional wind and solar [77]. Although such 
programs could be very useful, it should be noted that studies have found that getting the “trigger 
point” right is far less important that getting people to pay attention in the first place [78]. Prest 
2019 found that while individuals responded to the existence of price change, they were 
insensitive to the magnitude of it. Such behavioral could therefore potentially limit the impact of 
demand response programs. 
 
Expansion of transmission capacity is another change that could address revenue decline. It is 
important to distinguish between transmission needed for balancing within an area and 
transmission intended to expand the geographic scope of markets. Regarding the former, Brown 
et al. (2016) suggests that the economic potential calculated (which is similar to our findings) can 
be supported by the present transmission system. Denholm et al. (2013) suggest 33% of 
California’s energy demand could be supplied by renewables without substantial changes to the 
transmission system. Even if it isn’t strictly necessary, there are economic advantages to 
expanding transmission.  Reducing congestion charges within an area is one but transmission 
also enables plants to trade with markets further away and balance renewables over larger 
regions. For example, if prices are low during peak wind generation in ERCOT, the ERCOT 
region may be able to supply low-cost electricity to SWPP or other markets farther away where 
the clearing prices are higher, providing benefits to both systems.  
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While our results indicate challenges for wind and solar to become economically self-sufficient, 
this does not imply that the technologies are not justifiable and in the public interest. Even if 
revenue decline proceeds as our “status quo” model suggests, hundreds of gigawatts of 
deployment have abatement costs well below most estimates of social cost of carbon. A 
comprehensive estimate of climate change impacts, the social cost of carbon accounts for 
damages to agricultural productivity, human health, property from increased flood risk and 
changes in energy system costs. The current central estimate of this number is around $40 per 
tonne, though it is recognized that this does not include all impacts of climate change [79]. Other 
estimates put this number at $68 in 2015 and expected to reach $115 in 2050 [80]. Moreover, it 
should however be noted that, most studies, particularly those using partial or general 
equilibrium models tend to underestimate the social cost of carbon. Marten et al. 2019 how that 
even for small regulations the GE effects are significant, and that engineering estimates of 
compliance costs can substantially underestimate the social cost of single-sector environmental 
regulations [81]. In addition to carbon benefits, solar and wind power also reduce emissions of 
criteria pollutants. Sexton et al. (2018) estimated that every kW of solar results in $117 in annual 
avoided damages. This can be attributed to reduction of SOx ($82), CO2 ($23.5), PM2.5 ($7.4) and 
NOx ($3.6) and varies widely by location [82].  If we add these up, the social benefits are greater 
than the required subsidy per MWh and abatement cost per tonne CO2 through the hundreds of 
GWs of wind and solar deployment that we model.  
 
Our results suggest different carbon mitigation cost trajectories for wind and solar (Figure 14). 
From $0-20/tonne allowed mitigation cost, the amount of wind power increases rapidly, 
decreasing in slope for higher costs. Solar power does not emerge as an option at all until $46/ton 
is reached, but at that threshold point there is dramatic increase to a nominal capacity above 
wind. For solar there is large potential that is suddenly unlocked when capital costs are low 
enough to be economically competitive. Note that this representation of mitigation costs is very 
different from the usual MACC curve, which uses step functions for the mitigation cost at an 
“average” adoption site.   
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Figure 14: The amount of wind or solar that is economically deployable at different accepted social costs of carbon. 
The y axis represents the level of cumulative deployment for each technology and the x axis represents the 
corresponding accepted social cost of carbon. Our results suggest different carbon mitigation cost trajectories for 
wind and solar. From $0-20/tonne allowed mitigation cost, the amount of wind power increases rapidly, decreasing 
in slope for higher costs. Solar power does not emerge as an option at all until $46/ton is reached, but at that 
threshold point there is dramatic increase to a nominal capacity above wind.   
The benefits of lower prices for wind and solar are often assessed assuming they do not influence 
the energy markets in which they are adopted. Accounting for the effect of wind and solar 
adoption on their own revenue shows potential for declines that cancel or even exceed the 
economic benefits of lower capital costs through technological progress. This said, the degree of 
revenue decline found here is by no means written in stone.  The grid is evolving in directions 
that tend to mitigate revenue decline and purposeful action to address it could go further, 
improving the ability of intermittent renewables to deliver carbon benefits at low cost. The key is 
to recognize the relevance of revenue decline, work to better understand it, and make appropriate 
decisions to realize a sustainable and economic grid. 
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Chapter 3 - Residential Buildings 
3.1 Background and Introduction 
There is a critical need to better account for heterogeneity in analysis of energy efficiency 
intervention. Heterogeneity refers to variability in the factors that determine benefits and costs 
for different adopters of a mitigation option. Historically most analyses and energy saving 
programs have treated adopters in terms of an average, e.g., a typical U.S. consumer.  For 
example, design and evaluation of utility energy efficiency programs are based on expected (or 
deemed) energy savings, an a priori estimate of energy savings for an installed energy efficiency 
measure  [83]. Also, Federal Trade Commission (FTC) labels show energy and economic 
savings for national average usage patterns and electricity prices [84]. Third, utilities and public 
agencies use blanket approaches (billboard ads, mass media, mass mailing) to market energy 
efficiency programs. Utilities rebate programs generally assign rebate level by technology, 
irrespective of the individual savings potential of a consumer, e.g., the program by Xcel Energy 
in Colorado [85]. Some states are piloting “Pay for Performance” programs where incentives are 
paid out to efficiency program implementers based on measured savings, allowing implementers 
to achieve greater profit by targeting consumers expected to provide greater energy savings [86]. 
However, this type of program is not widespread. 
 
The degree of energy savings for a technology upgrade and whether it yields net economic 
savings or cost often depends on particulars of the consumer. Sekar et al. analyzed how 
heterogeneity in usage patterns of televisions [87] and appliances [88] across the U.S. results in 
variations in the energy saving potential of various efficiency upgrades. The authors found large 
variability among users e.g. for washers and dryers, 9% and 7.5% of the U.S. population do not 
save money over the lifetime of an efficient washer and dryer respectively. 11% and 17% save 
more than twice that of an average consumer [88].  Allcott et al. (2015) showed that blanket 
rebate by technology-type programs can be inefficient and suggests targeting specific segments 
of the population to increase welfare gains from energy efficiency programs [89]. Accurate 
identification of characteristics of those who are likely to gain more vis-à-vis other can improve 
outreach through targeted marketing and therefore result in greater impact.  Utilities are 
beginning to use attitude-based consumer segmentation methods to improve participation in 
efficiency programs [90, 91]. While this method may lead to improved participation, it does not 
necessarily optimize for increasing energy savings and thereby emission reduction, which is the 
objective of most utility energy efficiency programs, e.g., [92]. As a result, it is imperative that 
we are able to differentiate those who would gain from those who would not so as to maximize 
the impact of government programs as well as investments from individuals and utilities. 
 
3.2 Literature Review 
To review prior literature, a variety of prior work on residential heating and cooling technologies 
accounts for geographic and/or stock heterogeneity, treating consumers as a representative 
average [93, 94, 95, 96]. Wilson et al. 2017 analyzed the efficiency potential of heating and 
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cooling technologies for the U.S. single-family detached housing stock accounting for 
geographic and stock heterogeneities [97]. Their study is based on the ResStock model, which 
includes 350,000 sample homes to represent the housing stock [98]. Household characteristics 
were sampled from a large database of conditional probability distributions obtained from 
various national and regional surveys. The study assessed the technical and economic potential 
of over 50 upgrades on a state-by-state basis. 
 
A smaller literature addresses heterogeneity of thermostat preferences and residential energy use. 
Shipworth et al. 2009 used survey data to demonstrate wide variability in preferences among UK 
residents, suggesting this variation as a basis for norm-based messaging for energy conservation 
[26]. Santin 2011 conducted a survey of energy-related behaviors of residents in the Netherlands, 
incorporating responses into a model of energy use [27]. The results were used to create five 
different profiles of energy users. While not addressing preferences as such, Moon and Han 2011 
studied the impact of thermostat settings on energy consumption for residences in two U.S. 
cities, finding that changing settings yields large changes in energy consumption [99].  
 
The first part of our analysis is to find energy savings, net present value (NPV) and carbon 
emissions changes for the studied technologies as distributions determined by behavioral, 
geographic and stock heterogeneities. The two closest prior works are Santin [2011] and Wilson 
et al. [2017]. Santin [2011] find (though do not report) distributions dependent on behavioral and 
building stock heterogeneities (though not appliance stock) for a sample of 313 Netherlands 
residents.  Our work differs in first covering nationally representative sample, showing 
distributions and dependencies, and finding a marginal abatement cost curve (MACC), discussed 
below. Wilson et al. [2017] study the same cohort (U.S. detached homes) and more technologies, 
but do not account for heterogeneity in thermostat preferences or find a MACC.   
 
The second part of our analysis is to find a marginal abatement cost curve (MACC) for the five 
technologies accounting for behavioral, geographic, and stock heterogeneities. A MACC informs 
the relative costs (or savings) and carbon mitigating potential of a set of proposed interventions. 
For each intervention the marginal cost ($/tonne abated) to abate an emission (e.g., carbon) is 
estimated. The total potential savings of each intervention is determined for some geographic 
scope, e.g., a nation, by combining expected maximum adoption with the savings per adoption. 
A typical MACC is then constructed by ordering technology interventions from lowest to highest 
mitigation cost, indicating the total mitigation possible for each intervention.  The MACC 
indicates a prioritization for adoption, i.e., starting from lower and moving to higher abatement 
cost as well as how much benefit and cost is reflected in each technology.  
 
The concept of MACC was originally developed during the oil crisis of 1970s and later used to 
inform electricity conservation efforts during the 1980s [1, 2]. In recent years there has been 
much work on MACCs for carbon mitigation. Carbon MACCs have been developed at national, 
state and city levels, e.g., China [7], California [8], New York City [9] and Toronto [100]. 
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MACCs are influential in policy planning. A major appeal for decision-makers is presentation of 
an easily interpretable list of interventions in order of economic preference, implying a preferred 
set of policy targets. In a typical MACC for the U.S., developed in 2007 [101], efficiency 
upgrades for residential lighting and electronics were deemed to have a negative abatement cost 
(reducing CO2 saves money) while interventions like shell retrofits or heating ventilation and air-
conditioning (HVAC) upgrades were deemed to have a positive cost (reducing CO2 costs 
money).  The traditional MACC distinctly orders technologies from least to most preferable.  
 
The usual MACC approach neglects heterogeneity, i.e., consumers are treated as having average 
behavior, location and current stock. This aggregation potentially misrepresents the abatement 
costs of technologies and appropriate prioritization. Consider a hypothetical efficiency upgrade 
in has abatement cost of -$1000/ton CO2e for half the population and +$1,000/ton CO2e for the 
other half. On average the technology looks cost neutral, but in fact half the time it is a very cost-
effective intervention and half the time a very expensive one. We therefore propose to find 
carbon MACC according for different heterogeneities and show how prioritization is affected. 
While a few prior MACC studies consider a very limited degree of segmentation [102], this will 
be first marginal abatement cost curve for the residential sector with resolution of behavioral, 
geographical and stock heterogeneity.  
 
3.3 Contribution 
In this work we analyze the effect of behavioral, geographic, and stock heterogeneities on the 
energy, economic, and carbon savings of heating and cooling energy efficiency upgrades in U.S. 
detached houses. We treat wall insulation, attic insulation, air sealing, high-efficiency furnaces, 
and high-efficiency air conditioners (A/C).  For building technologies related to heating and 
cooling, thermostat settings are the key behavioral variability. We account for heterogeneous 
thermostat preferences using microdata from responses to the 2009 Residential Energy 
Consumption Survey (RECS) [103]. Geographic heterogeneity includes climate-driven 
differences in heating and cooling loads and location-based differences in utility prices and 
emission rates for grid electricity. Stock heterogeneity includes difference in individual house 
characteristics such as building material, baseline insulation levels and appliance efficiencies. 
Geographic and stock heterogeneity are accounted for by using the ResStock model of U.S. 
residences developed by the National Renewable Energy Laboratory (NREL). 
 
3.4 Methodology  
We analyze the U.S single family housing stock. In order to capture behavioral and geographical 
heterogeneity, we divide the U.S. population into five climate regions based on the American 
Association of Architects (AIA) climate zones and develop a distribution of thermostat settings 
and setbacks for each region, using data from the 2009 Residential Energy Consumption Survey 
(RECS 2009) (section 2.1). We then use ResStock [98] to simulate the energy consumption of 
the housing stock in each of the regions (section 2.2). The output provides a distribution of net 
 41 
present values and magnitude of carbon abatement for each technology, based on specific 
characteristics of consumers. We then calculate the cost of carbon abatement and develop an 
abatement cost curve by arranging individuals from lowest to highest abatement cost. Finally, we 
use classification and regression tree (CART) analysis in order to identify the characteristics that 
have the most impact on the NPV for different technologies (section 3.4.3). The methodology is 
summarized in figure 15. 
 
Figure 15: Summary of methodology. Green boxes indicate datasets, blue indicate analysis, Yellow indicates 
simulation using preexisting model, and orange boxes are end outputs. (RECS = Residential Energy Consumption 
Survey, TMY3=Typical Meteorological Year, CART = Classification and regression tree) TMY3 provides hourly 
data. 
Our base case is defined according to the base data set already existing in ResStock, with the 
exception that now it also includes the distributions of thermostat settings, setback magnitudes, 
and setback schedules. We analyze the energy and cost saving potential of six interventions, 
summarized in table 1. The upgrades chosen are not the technically most efficient possible 
alternative but rather an alternative that is readily available commercially. We choose the level of 
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upgrade analyzing the average NPV and efficiency gains of various upgrades based on review of 
Wilson et al. 2017. 
Table 6: Insulation or HVAC technology and their upgrade condition and specification (ACH50= Air Changes per 
Hour, SEER = Seasonal Energy Efficiency Ratio, AFUE = Annual Fuel Utilization Efficiency) 
Component Upgrade condition and specifications 
Air sealing 25% reduction in ACH50 for all homes with leakage rates of ACH50 
> 8 
Wall insulation Upgrade to R-13 for all homes below R-13 
Attic insulation Upgrade to R-49 for all homes below R-38 
Central air 
conditioner 
SEER 18 for all homes below SEER 14 
Gas furnace 96% AFUE for all homes with AFUE of 80% or below 
Gas boiler 96% AFUE for all homes with AFUE of 80% 
The net present value (NPV) of HVAC systems is calculated as the difference between the 
present values with the high efficiency system and with the federal minimum efficiency standard, 
which, for ACs is SEER 14 in southern states and SEER 13 in northern states (the EER 
requirement in southwest states is ignored here for simplicity) [104] and for furnaces and boilers, 
is 80% efficiency [105]. We use a real discount rate of 3% and calculate NPV of future cash flow 
(utility bill savings, equipment replacement at end of life, and residual value) over a period of 30 
years, a timeframe commonly used in such studies [102, 106, 97, 107]. We consider repurchase 
and appropriate salvage values for technologies with lifetimes different from 30 years 
 
3.4.1 ResStock building energy simulation model 
 
ResStock [98] is a bottom-up, engineering-based model for representing the energy use and 
savings potential of residential building stocks with a high level of granularity. ResStock 
simulations typically use 350,000 building energy models to represent the approximately 80 
million single-family detached homes in the U.S. (each model representing around 230 real 
homes).  These 350,000 baseline models are sampled from a set of around 6,000 conditional 
probability distributions that define 75 housing characteristics, such as location, year built, floor 
area, insulation levels, equipment types and efficiencies. The probability distributions for each 
parameter were derived from 11 data sources that include the American Community Survey, 
RECS, builder surveys, and energy audit databases. Wilson, et al. 2017 used the model to assess 
economic potential of energy efficiency upgrades in the U.S. single family households [97].  
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For appliances and consumer electronics, baseline power consumption is determined from 
characteristics of the device owned by each group. Heating and cooling energy use in a building 
is a function of the weather conditions, the thermal properties of the building shell (including 
insulation, air leakage, and window solar transmittance), the type and efficiency of heating and 
cooling equipment, ventilation rates, internal heat gains from equipment and occupancy, and 
most importantly, the thermostat settings chosen by the occupants.  The baseline is determined 
by simulation of current stock of buildings. Post-intervention energy use is calculated by 
replacing the relevant input parameters with improved values and recalculating emissions and 
costs. The model uses TMY3 weather files for weather data [58] and NREL measures database 
version 3.0.0 for data on cost specifications [108]. The results provide a distribution of energy 
consumption patterns across the U.S. that are representative of the actual building stock. Post 
intervention results indicate the distribution of cost, energy saving and emission reduction for 
each intervention. Further information of the ResStock model setup can be found in Wilson et al. 
2017. 
3.4.2 Accounting for heterogeneity (geographic and behavioral) 
Data used by the ResStock model comes in a variety of geographic resolutions, ranging from 
very granular (dwelling unit counts by vintage and heating fuel type is available at the census 
tract level; see Figure 11), to moderately granular (216 climate subregions shown in Figure 12), 
to relatively coarse (dwelling unit floor area from U.S. EIA 2009 Residential Energy 
Consumption Survey microdata, Figure 13). 
 
Figure 16: This map shows an example of data from the American Community Survey (percentage of homes using 
electricity as the primary space heating fuel), which provides data with high geographic resolution. For this map, 
census tract data was mapped to 10- kilometer grid cells. 
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Figure 17: By default, the ResStock model uses weather data for 216 locations to represent climate for 216 
subregions across the contiguous U.S. 
 
Figure 18: ResStock custom regions are aggregations of 27 states and groups of states for which the U.S. EIA 2009 
Residential Energy Consumption Survey microdata are available. 
As described in the introduction, heating and air conditioning thermostat settings are the aspect 
of behavioral heterogeneity most relevant to the upgrades being analyzed. A regression analysis 
showed that climate is the independent variable most highly correlated with heating and cooling 
setpoint. Therefore, we account for thermostat behavioral heterogeneity by dividing the 
population into different climate zones. We use the AIA climate zones available in RECS 2009 
(figure 5) which divides the country into five zones from coldest (blue, zone 1) to the warmest 
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(red, zone 5), based on ranges of heating and cooling degree days [103]. The five AIA climate 
zones are illustrated in figure 5. 
 
 
Figure 19: AIA climate zones divide the country into five regions from coldest regions (zone 1) to the warmest (zone 
5) [103]  
We find that while home thermostat settings vary widely within each climate zone, people in 
warmer climates tend to keep their houses warmer, during both summer and winter, than those in 
colder climates. The distribution of heating and cooling setpoints are illustrated in figure 6. 
When running simulations, ResStock does not directly account for the age of houses as a 
parameter. However, when it draws from a distribution of characteristics to create a model, it 
does so in such a way that the houses are representative of, in terms of physical attributes, houses 
of different vintage, depending on their location. As result, the model would for e.g. create more 
houses with characteristics of older stocks in cities than suburbs, and large northern cities (Zones 
1 and 2) would likely have more such houses than similarly sized southern cities (Zones 4 and 5). 
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Figure 20: Setpoint distribution, heating and cooling, across climate zones in the U.S. 1 is the region furthest to the 
north and the coldest. 5 is the region furthest to the south and the warmest. We notice that people in warmer regions 
keep their houses warmer in both summer and winter. People in region 5 set their thermostats on average 2 degrees 
higher than those in region 1 [109]. 
 
Figure 21: Distribution of thermostat setbacks. People in warmer climates tend to have higher cooling setbacks and 
those in colder climates have higher heating setbacks. 
We also find that people in different climate zones have different setbacks when occupants are 
sleeping or away from home (figure 17). People in warmer climates tend to have larger cooling 
setbacks while those in colder climates have larger heating setbacks. We also account for four 
different setback schedules (figure 18) 1. Constant schedule, i.e., no setback, 2. Setback during 
night only, 3. Setback during day only and 4. Setback during both and night. Each type of 
setback schedule is assigned a probability within the ResStock model (figure 18) determined 
using RECS 2009. This heterogeneity in thermostat setting and setbacks is expected to result in 
heterogeneity in energy savings from different technologies.  
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Figure 22: Schedule of thermostat setbacks. X axis denotes hours in the day and Y axis denotes magnitude of 
setback. This example shows the case of setback of 3F, but other setback profiles will also look the same. 
 
Figure 23: Percentage of population performing setbacks. X axis denotes type of setback (only during the day, only 
at night, both or never). Y axis denotes percentage of population 
Our base case is defined according to the base data set already existing in ResStock, with the 
exception that now it also includes the distribution of thermostat setting and setback. The 
distribution of some of the relevant housing characteristics are provided in figures 24 and 25.  
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Figure 24: Distribution of house characteristics across the population 
 
 
Figure 25: Distribution of HVAC efficiency. NA implies that the individuals do not have that appliance. Around 46% 
of the population do not have gas furnace and around 41% of the population do not have air conditioners. 
3.4.3 Descriptive statistics and CART analysis 
 
To investigate differences between consumers in NPV of technologies we first calculate averages 
and explore distributions. We then employ classification and regression tree (CART) analysis in 
order to delineate the relative importance of specific characteristics that impact NPV. Unlike 
linear regression techniques, CART analysis does not assume a particular form of relationship 
between the independent and dependent variables and instead it is used to create a decision tree 
that predicts the characteristics of the population. CART groups individuals into sub-populations 
based on characteristics that define them the best in terms of their impact on the dependent 
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variable of interest. We include 11 household characteristics as independent variables that are 
logically likely to impact NPV from HVAC technologies. These include climate zones, cooling 
setpoint, cooling offset, heating setpoints, heating offset, house size, attic insulation, wall 
insulation, air leakage rate, efficiency of existing furnace, and efficiency of existing central air 
conditioner. The NPV of each technology is the dependent variable.  
 
CART analysis has been used in a wide range of disciplines including ecology [110, 111], public 
health [112, 113], medicine [114] and building safety [115]. EPA’s Causal Analysis/Diagnosis 
Decision Information System (CADDIS) is a tool that employs CART analysis to help scientists 
and engineers conduct causal assessments in aquatic systems [116]. It has however never been 
used in predicting characteristics that impact NPV of upgrade and it will be a novel application 
of the approach in that regard.  
 
3.5 Results and Discussion:  
 
3.5.1 Energy saving for different thermostat settings 
Table 7 shows the average NPV from different upgrades for different thermostat settings. Here 
all consumers with a given setting have been aggregated and averaged. A number of 
technologies show a monotonic (or close to monotonic) trend with thermostat setting: higher 
NPV for lower cooling setting or higher heating setting, i.e. consumers save more on efficiency 
interventions the more they set thermostats different from outdoor temperature. Note there are 
exceptions to monotonic trends however, e.g.  air sealing and attic insulation NPV does not show 
a clear correlation with thermostat setting. This is presumably due to differences between 
consumers/homes in each column other than thermostat setting. For example, richer consumers 
with large houses may also set thermostats farther away from outdoor conditions. Note that the 
non-monotonic trends are strongest when NPV is small, i.e. factors other than setting can more 
easily affect results. Comparing only similar houses would presumably address this issue but 
could run into sample size problems. Our intent with Table 7 is not to statistically prove the 
importance of thermostat settings, rather to present a plausible argument.  
 
Table 7: Average Net Present Value (US$) from various upgrades for various heating and cooling setpoints 
expressed in US Dollars over the lifetime of the technology (AC = Air conditioning) 
Technology NPV vs. 
Cooling setpoint  
60F 62F 68F 70F 72F 76F 78F 80F 
AC upgrade 3471 3032 2602 2380 2140 1651 1455 1267 
Air sealing 76 -99 381 312 343 103 2 -216 
Attic insulation -176 -82 -16 7 -44 -213 -306 -489 
Wall insulation  2197 1857 3492 3379 3489 2620 2210 1366 
Technology NPV vs. 
Heating setpoint 
60F 62F 68F 70F 72F 76F 78F 80F 
Air sealing -445 -153 188 273 293 239 295 1024 
Attic insulation -634 -336 -157 -81 -38 -40 45 403 
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Gas furnace upgrade -75 343 840 1020 1124 972 1207 2071 
Wall insulation 577 1887 2989 3346 3425 2685 2971 5303 
 
3.5.2 Average NPV by climate zones 
We find that geographic heterogeneity has significant impact on the average NPV of different 
technologies. Our analysis shows that on average, households in the cold and moderate climate 
zones (zones 2 and 3) gain more from HVAC and insulation upgrades than those in warmer 
climates. Figure 26 shows the average NPV for the five climate zones for each technology. We 
find that just looking at the national average NPV for each technology presents a different 
picture compared to distinguishing between climate zones. When accounting for regional 
heterogeneity, differences in climate and thermostat settings, for some technologies different 
climate zones show very different results. For example, the national average NPV for air sealing 
is $219. However, by climate zone the average gets progressively lower moving from the far 
North in zone 1 (NPV ~ $8) to the far South in zone 5 NPV = -$333). We see that a similar trend 
for wall insulation where, although the average NPV is $3022, it gets progressively lower as we 
move from zone 1 to 5.  From this graph it is evident that regional heterogeneity, which 
encompasses behavior, climate and utility prices has significant impact on NPV and abatement 
costs. While policy decisions often take into account variation in climate zones, we posit that 
climate zone variation does not tell the full story. We therefore go a step further to explore 
individual heterogeneity within each climate zone and try to determine other factors that make 
significant contributions to the same, discussed in sections 3.5.3 and 3.5.4. 
 
 
Figure 26: Average NPV for each technology, in each climate zone. The total average NPV of each technology is 
provided below the axis. Houses in warmer climate zones gain less from upgrade in HVAC and insulation, 
presumably due to their thermostat preferences. For example, the total average NPV for air sealing is $219. 
However, the average gets progressive worse as we move south from zone 1 where its $818 to zone 5 where its -
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$333, thus validating the need to explore regional heterogeneity. 
 
3.5.3 Household level variation 
When we account for individual heterogeneity, we get a distribution of NPV for each technology 
as can be seen in figure 8. The violin plots show the distribution around the mean (red diamonds) 
for each technology in each climate zone. We see that while technologies may on average show 
positive or negative NPV in different regions there is always a population of people who gain 
and those who loose. For example, while on average, people in climate zone 5 lose money with 
gas furnace, air sealing and attic insulation upgrades 32%, 23% and 9% of the people have 
positive NPV and would save money.  
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Figure 27: Distribution of NPV for technologies. Red diamonds represent mean NPV for the climate zone. Numbers 
next to the plots represent percentage of adaptors with positive NPV in each climate zone. We see that although, 
figure 2 suggests that several technologies, on average have negative NPV in several regions, from the distribution 
in figure 3, we can infer that almost every region has a subgroup of people with positive NPV and stand to gain. For 
example, although adopters in climate zone five seem to have, on average, negative NPV for attic insulation and air 
sealing, we see that 9% and 23% of the adopters of the respective technologies may actually have positive NPV. 
 
It is interesting to note that people on average gain more from upgrading to SEER 18 vis-à-vis 
SEER 14 in cooler regions (zones 2 and 3) than in the warmer regions (zones 4 and 5). One 
might expect the opposite because warmer climates have larger cooling loads, and thus savings 
from efficiency. The results may be explained as follows. Firstly, note that people in warmer 
climate zones have higher thermostat settings and setbacks (figure 6) compared to those in colder 
regions. This reduces cooling loads during summer months, with relatively lower gains from AC 
upgrades. This contradicts the results of Moon et al. 2011 that people in warmer climates save 
more from cooling upgrade where in fact more people gain from such upgrades in colder 
climates. Secondly, we also notice that a small section of the population (4%) has a higher utility 
bill when upgrading to SEER18 in comparison to SEER14. This happens in houses with poor 
duct insulation that run through an uninsulated attic, particularly in warmer climates that do not 
have basements. SEER18 ACs are typically two stage systems where the air stays in the duct for 
a longer period than in the single stage SEER14 ACs. In some cases, the air in the duct warms up 
enough to warrant additional cooling leading to higher energy consumption resulting in lower 
NPV. Findings such as this demonstrate the need for in-depth analysis as the outcome of 
efficiency measures may not always align with expectations. 
 
3.5.4 Causes of heterogeneity 
How are consumers who save from a given technology different from those who do not? Results 
from Classification and Regression Tree (CART) analysis show that climate zones and 
thermostat settings are two of the most important factors that impact the NPV of AC and furnace. 
Figure 28 through 32 show the results from CART analysis for these technologies. The top value 
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in each box shows the average NPV of the group and the lower value shows the percentage of 
population in that group. 
 
Figure 28: CART analysis of wall insulation. The top value in each box shows the average NPV of the group and the 
lower value shows the percentage of population in that group. For e.g., NPV of upgrading wall insulation to R13 is 
first impacted by choice of heating fuel, followed by climate zones followed by house size. From the groupings we 
can determine that people with electric heating, residing in climate zones 1or 2 and living in a house 2500 square 
feet or bigger have the most to gain from upgrading to R13 wall insulation ($23700 on average), 0.6% of the 
population. On the other hand, people who live in climate zones 4 and 5 and use natural gas for heating have the 
least to gain and is in fact, expected to lose money in the long term through such upgrades (-$606 on average) and 
25% of the population. In other words, if you live in a mansion in Nantucket and have electrical heating, wall 
insulation is an excellent investment. Whereas, if you live in Texas and have natural gas, or no heating, insulating 
your wall is not something you need to consider. 
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Figure 29: CART analysis of gas furnace upgrade. We see that the average NPV for upgrading gas furnace to 96% 
efficiency is first impacted by climate zones, followed by wall insulation and house size. We can infer that people 
living in climate zones 1,2 or 3, with uninsulated walls living in houses bigger than 2500 square feet have the most 
to gain ($4077 on average) and is 6.3% of the population. On the other hand, those living in zones 4 and 5 with a 
house size less than 1500 square feet gain the least (-$383 on average) and is around 16.3% of the population. The 
results for rest of the technologies, included in the supplementary information can be interpreted likewise. 
We find that depending on the technology, factors that affect the NPV of upgrades the most vary 
widely. Climate region, thermostat setpoints and house sizes seem to be the most important 
factors, in most cases even more important than the current technology stock. Climate zones 
seem to be a very important factor that impact wall insulation, furnace upgrades and air sealing 
(figure 30). Current level of attic insulation is the most significant factor that impacts NPV from 
improvements in attic upgrades (figure 31) while cooling setpoint in the most significant factor 
impacting NPV of cooling upgrades (figure 32). The population is grouped in order of 
decreasing significance of the impacts of the factors.  
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Figure 30: CART analysis of AC upgrade 
 
Figure 31: CART analysis of attic insulation upgrade 
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Figure 32: CART analysis of air sealing upgrade 
 
We find that the factors that most affect the NPV of upgrades vary widely by technology. 
Climate region, thermostat setpoints and house sizes seem to be the most important factors, in 
most cases even more important than the current technology stock. Climate zones seem to be a 
very important factor that impact wall insulation, furnace upgrades and air sealing (figure 30). 
Current level of attic insulation is the most significant factor that impacts NPV from 
improvements in attic upgrades (figure 31) while cooling setpoint in the most significant factor 
impacting NPV of cooling upgrades (figure 32). The population is grouped in order of 
decreasing significance of the impacts of the factors.  
 
From figures 26 and 27, we note that NPV of air sealing, attic insulation and heating upgrades 
get progressively lower moving from climate zones 1 to 5. This is presumably because as one 
moves south, people have newer houses with better existing insulation, milder winters, and 
higher thermostat settings, all three factors which would negatively impact the NPV of an 
upgrade. Individuals from zones 2 and 3 seem to have higher NPV for cooling upgrades 
compared to those from other zones. NPV of cooling upgrade is significantly impacted by 
thermostat settings (figure 28). We see that thermostat settings of zones 2 and 3 are higher for 
heating than zone 1 and lower for cooling than zones 4 and 5 (figure 20). They might therefore 
be having relatively high energy loads in both summer and winter and therefore gain more from 
these upgrades than individuals in other regions. 
 
Although thermostat settings clearly have an impact on the NPV of upgrades, they do not seem 
to be the most important factors impacting NVP based on our CART analysis because other 
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factors like climate zone, house size, current level of insulation etc. are often seen to be more 
significant. 
 
3.5.4 Marginal abatement cost curve 
Figure 33a shows a traditional carbon MACC that treats adopters with national average values, 
33b shows a MACC accounting for behavioral, geographical and stock heterogeneity. With the 
traditional average approach, technologies can be ordered from least to highest abatement costs. 
Four technologies (A/C, gas furnace, air sealing, and wall insulation) have negative abatement 
cost (positive NPV), while attic insulation has positive abatement cost (negative NPV). 
Accounting for heterogeneity changes the nature of the MACC: It is no longer segregated by 
technology, rather mixes consumer characteristics with technologies (figure 10b). Some of the 
average structure remains. AC tends to have low abatement costs, followed by wall insulation. 
Higher saving consumers from other technologies however mix in the low-cost region and some 
consumers have high costs for AC and wall insulation. Attic insulation remains predominantly a 
positive cost while the other technologies remain mostly negative.  
 
Total USD saved = $6.5 Billion
Total CO2 saved at <=0 cost (free carbon) = 105 
<Million tonnes
Figure 33a 
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Figure 33: Marginal abatement cost curve without (figure 33a) and with (figure 33b) heterogeneity. Although when 
accounting for heterogeneity amount of carbon that may be mitigated at a negative cost is estimated to be lower 
(105 million tons without heterogeneity versus 92 million tons, accounting for heterogeneity, a difference of 12%), 
when accounting for heterogeneity we estimate much higher savings of $9.8 billion per year compared to $7.3 
billion looking at an average abatement curve (a difference of 33%). 
One measure of a MACC is the total carbon savings possible with cost savings (negative 
abatement cost). These two numbers are similar for the two curves, 105 million tons CO2 savings 
without heterogeneity, 92 million tons CO2 savings with. Despite lower CO2 savings with 
heterogeneity, the economics benefits increase substantially, by 34%. It is critical to note that the 
scale of benefits and cost expands by a factor of ~ 1,000 when accounting for heterogeneity. 
There are subsets of consumers that benefits much more than average and subsets that pay much 
more.  The study highlights the need for properly targeted mitigation plans. Without accounting 
for heterogeneity, we may run the risk of over estimating potential for carbon negative options 
while ignoring areas of cost saving. 
3.6 Conclusion 
We find that particulars of a household are often more important than technology in determining 
the energy and economic savings an efficiency upgrade. Variations between consumers savings 
leads to mixing of efficiency technologies in the MACC. Moreover, the range of economic 
benefits from a technology changes drastically upon accounting for heterogeneity; by three 
orders of magnitude and sign depending on the consumer. One implication of these results is that 
individualized information to consumers has potential to realize larger carbon reductions with 
greater economics savings. This is because the information will motivate consumers with higher 
savings to adopt while discouraging those who save less (or not at all). Second, the organization 
Total USD saved = $8.3 Billion
Total CO2 saved at <=0 cost (free carbon) = 92 
Million tonnes
Figure 33b 
 59 
of energy efficiency programs around technology type should be reconsidered. Currently utilities 
decide rebates by technology type, generally assuming an average user. Compensating 
consumers for savings rather than purchase of a particular technology could yield larger energy 
savings with lower subsidy cost. Programs such as the Seattle City Light’s Deep Retrofit Pay for 
Performance Program [117] are being piloted. Our results reinforce the potential of this 
approach.   
There are however potential downsides of incorporating heterogeneity into the design or 
evaluation of certain programs. One of them could be equity issues. For e.g., if more wealthy 
home owners with larger homes have larger saving potential and therefore get larger rebates, 
policymakers might want to ensure that non-participant ratepayers still benefit. Secondy, it might 
be the case that targeted approaches have higher administrative costs than blanket approaches, 
and therefore one may need to perform an evaluation of such costs before going ahead with their 
implementation. Our MACC curve does not account for such costs. 
This said, accounting for heterogeneity can prove useful to a wide range of policy makers that 
include local governments, state regulators, and utilities. Local governments from the U.S and 
abroad have used MAC curves to inform carbon plans for the future. The City of New York for 
example committed to reduce its greenhouse gas emissions by 30 percent before 2030 (30 by 30) 
as part of its long-term sustainability agenda, PlaNYC, and used MACCs to explore the 
economic feasibility of such an endeavor [9]. Similarly, California’s Assembly Bill 32 which 
requires California to reduce its GHG emissions to 1990 levels by 2020—a reduction of 
approximately 15 percent below emissions expected under a “business as usual” scenario [118] 
uses MACC to inform economic feasibility [119]. The TransformTO program, an effort to move 
Toronto's core urban systems on a pathway to achieve 80% reduction in GHG emissions over 
1990 levels, also uses abatement cost curves to examine benefits and costs [100]. All of these 
programs relied on studies that use abatement cost curves but ignore heterogeneity in the usage 
pattern of the technologies and instead list the cost for the “average” consumer. This could 
potentially underestimate the gains from certain consumers or the losses to others, which, if 
accounted for, could result in an estimate different from what we would get if we only assign an 
average value to all the characteristics. 
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Chapter 4 – Integrated abatement cost curve with interaction and 
learning 
 
4.1 Background and Introduction 
As discussed thus far, efficiency improvements have significant potential to reduce carbon 
emission and an abatement cost curve is a relatively well known and frequently used way to 
prioritize and plan investment. In chapter two we analyze the potential for incorporating 
renewable energy into the grid using a metric that we define as the economic potential, we assess 
the emission reduction with subsequent additions, and given investment cost, calculate 
abatement cost [120]. In chapter three we analyze the residential sector. We simulate energy 
consumption in the housing sector, calculate carbon abatement and investment requirement of 
various efficiency technologies and develop an abatement cost curve for the same. In both cases 
we assume that the sectors do not interact with any other sector in the economy and exist in 
isolation. However, in reality that is not the case. As we incorporate renewable energy into the 
grid, its carbon intensity drops. Therefore, any efficiency improvements thereafter will displace 
lesser carbon for the same level of investment. This would result in a higher abatement cost. 
Similarly, as efficient appliances get adopted, the grid get cleaner and the carbon impact of 
efficient appliances that follow would get reduced. However, on the other hand, if we are to add 
electric vehicles into the same grid, it would increase emission intensity of the grid (assuming the 
increased demand is met only through fossil fuels) and this would increase the carbon gains from 
efficient appliances and thereby reduce abatement cost.  
 
In addition to abatement costs, interactions are also expected to change the potential for total 
CO2 abatement. As discussed in chapter 2, potential for renewable energy integration has been 
researched extensively. Literature define potential either as technical potential [41, 42, 43, 60] or 
economic potential [59]. Studies on technical potential take in consideration physical factors like 
solar radiance and some estimate of land availability in the case of renewables or total number of 
consumers and appliance ownership in the case of efficiency appliance. Studies researching 
economic potential on the other hand consider market mechanisms. When sectors are studied in 
isolation, these potentials remain constant since we determine them based on our sector specific 
modeling approach. However, once we account for interactions, carbon intensity of the grid 
fluctuates as technologies are adopted in succession. This impacts the overall potential for carbon 
displacement by entire technology groups. It is important that we look at such intersectoral 
dependencies when creating a heterogeneous abatement curve and address another one of its 
criticisms.  
 
In the previous two chapters we discussed the modeling work for renewable energy and 
efficiency HVAC technologies. Before we develop the integrated curve with interactions, we 
look to add yet another sector, namely the transport sector. Work on abatement cost in the 
transport sector has been a collaborative work with my colleague Ranjit Desai [121] and follows 
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yet another modeling approach to calculate the investment requirement and carbon displacement 
by various electric vehicles and develop an abatement cost curve for the sectors.  
All three work assume that factors in relation to infrastructure and policy to remain unchanged 
during the adoption of these technologies. 
 
4.2 Literature Review 
Zhang and Folmer 1998 was one of the first studies to assess different approaches to 
development of MAC curves and comments on their applicability [122]. They suggest that 
depending on the application, different modeling approaches may be useful. Dynamic 
optimization models are useful if the primary focus is technological solutions to CO2 emission 
problems and prioritize investments in carbon abatement technologies, specific cost-effective 
analysis of these technologies. Input-output models are suggested to be useful if the primary 
focus is to study the consequences of a carbon tax for the economic structure while 
macroeconomic models are useful the transitional impacts of a carbon tax on inflation and 
unemployment. And finally, if long-run aspects of a high tax imposed for achieving a substantial 
cut in CO2 emissions, CGE models are the best suited. In conclusion however Zhang and Folmer 
suggest that given the relative strength and weaknesses of the different models, it is worthwhile 
to link the different models together and address both economic and technological aspects of 
carbon mitigation. 
 
Kesicki and Strachman 2011 does an extensive review of literature and discusses several short 
coming of the MAC curve. They point out that traditional MACC do not account for (1) non-
financial implementation barriers like non-financial costs, market failures, and market barriers; 
(2) do not account for intertemporal issues like changes in policies and path dependencies and 
finally (3) do not include any representation of uncertainty technology learning, energy prices, 
discounting or demand development. The study concludes that not enough attention has been 
paid to the weaknesses of the MAC curve concept, and principally inadequate methods have 
been used to derive MAC curves [13]. Kesicki and Ekins 2012, add further to the list of 
criticisms pointing out shortcomings such as (1) the non-consideration of interactions and non-
financial costs (2) a possibly inconsistent baseline (3) double counting and (4) limited treatment 
of behavioral aspects [123]. 
  
Ibrahim and Kennedy 2016 discuss the methodology for the construction of abatement curves for 
cities and notes that a MAC curve displays its most potential if it is handled as an evolving visual 
decision-making tool where it is updated regularly. More importantly they also note the 
importance of behavioral and other measures that are indicative of operational efficiency such 
that they may be included in a way that separates the measures that have net savings from those 
bearing net costs. They also note that calculating the investments, savings, and reductions; and 
attributing each to their respective investor and beneficiary is a challenge because of the multiple 
interacting stakeholders involved and “Modeling the interactions among stakeholders, and the 
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intertemporal relationships among measures could be the next improvement to the MAC curve.” 
[124] 
 
This study sets out to develop, as Ibrahim and Kennedy 2016 point out, the “next improvement 
to the MAC curve”, while at the same time addressing several of the shortcomings pointed by 
Kesicki.  The MACC we develop incorporates geographic, behavior and stock heterogeneities, 
interaction among technologies within and across sectors and technology progress. To do so, it 
uses a combination of sector specific methodology that try to remain as consistent as possible 
with one another in terms of databases used, discount rates, prices and years of data. The study 
incorporates econometric based micro economic model (for wind and solar), building energy 
simulation models (for residential building technologies) and least abatement cost based 
consumer choice model (for the transport sector) to develop sector specific models and then 
integrate them by incorporating technology interactions using an iterative cost minimization 
model. The result is a MACC where succeeding technologies are selected based on least 
abatement cost considering impact of prior selected technology on emission from the grid. It 
incorporates geographic heterogeneity in the electricity sector and geographic, behavioral and 
stock heterogeneity in the residential and transport sectors. Further, the model accounts for 
technology learning in the electricity and transport sector. The approach is also designed in such 
a way that uncertainty analysis for e.g. with respect to discount rate, prices, learning rates can be 
easily incorporated. In the electricity sector for e.g. we use scenario analysis to show the results 
for different learning rates and discount rates. In the transport sector on the other hand we 
experiment with different electric vehicle cost models.  
 
As mentioned before, this study does not develop the model for the transport sectors but rather 
adapts work by Desai et al. 2019. Desai assesses the economic and carbon benefits of electric 
technology vehicles (electric, plug-in hybrid, and hybrid) in the U.S., accounting for household-by-
household behavioral variability and geographical differences in fuel and electricity prices [18]. This 
finer resolution provides insight into subsets of the population for whom adoption is economically or 
environmentally favorable, allowing us to construct Marginal Abatement Cost Curves for CO2 that 
account for geographic, behavioral and stock heterogeneities. Further details can be found in section 
4.4.2.  
 
The development of sector specific MACCs for renewable energy and residential HVAC 
technologies have been discussed in chapter 2 and 3 respectively and that of the transport sector in 
Desai et al. 2019 [18] and Desai 2019 [121], and while these work do address some of the short 
comings of the tradition MACC, in particular behavior and heterogeneity they do not address 
interaction. The MACC therefore has potential for further improvement and in this chapter, we show 
the impact of addressing 3 important shortcomings (heterogeneity, technology progress and 
interaction) through a series of MACCs with increasing levels of complexity.  
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4.3 Contribution  
This chapter combines the results from chapter 2 and 3 along with results on the transport sector 
contributed by my colleague Ranjit Desai to develop a national Marginal Abatement Cost Curve 
(MACC) for the U.S. As explained earlier, we address heterogeneity among users through a 
more disaggregated abatement cost curve. One can arrange the abatement cost curves for each of 
the sectors in order to arrive at a total cost and abatement potential for all three sectors put 
together. It would however still neglect the interaction between technologies, i.e. the fact that 
subsequent mitigation measures may be affected by preceding measures. Moving from the 
traditional to heterogeneous MACC presents a more accurate picture for the individual sectors. 
However, energy sectors do not exist in isolation and the adoption of one technology can impact 
the carbon intensity across the economy would and therefore impact the MAC of subsequent 
technologies even if they are in other sectors. 
 
In this final chapter we compile the abatement cost curves of individual sectors to not only 
present a more complete heterogeneous MACC, but also account for interactions between 
technologies, across sectors and technological progress. We analyze mitigation technologies in 
the electricity sector (wind and solar PV), accounting for geographic heterogeneity; residential 
sector (heating, cooling and shell insulation); and transportation sector (hybrid vehicles, plugin 
hybrid vehicle, battery electric vehicles), accounting for geographic and behavior heterogeneity.  
 
This work addresses the shortcomings of the traditional MACC by introducing just enough 
complexity. It incorporates properties like interaction and learning that are typically found in 
dispatch or optimization models at the same time introduces user level granularity that are not 
found in either (optimization models or typical MACCs) to create an approach that is complex 
yet easy to comprehend. 
 
4.4 Methods 
 
4.4.1 Modeling integrated MACC – An iterative cost minimization model 
We develop a model that integrates results from three distinct modeling framework that were 
used to develop heterogeneous MACC for electricity, residential buildings and transportation 
sector. We classify wind and solar as renewable technologies; heating, cooling and shell 
insulation as HVAC technologies and technologies deployed in the transport sector as electric 
vehicle technologies (EVs). In the transport sector, we do not account for other low emission 
technologies like hydrogen fuel cell vehicle (HFCV). Although HFCVs would interact with the 
grid indirectly if electrolysis is used for H2 production, in this study we only account for site 
emission and not life cycle emission and there HFCVs do not fall within our boundary 
conditions. 
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Note that, in the residential sector we ran 350,000 simulations to represent 80 million houses 
(equal weight of 230 per sample) and in the transport sectors Desai et al. 2019 developed MACC 
using 290,000 samples to represent 260 million vehicles (different weight per sample). However, 
for this analysis we reduce the sample sizes for each due to the constraints placed by computing 
power. In order to achieve this, we first arrange the samples according to their MACCs for each 
technology and take the weighted average of abatement cost and emission displacement for 
every thousand in the case of residential HVAC technologies and every 250 in the case of 
transport sector. We therefore increase the weight of every sample to 230,000 in the residential 
sector and 250 x (average of original weights) in the transport sector. 
 
We start by arranging each unit of electricity generation, residential building and transportation 
sector technology to create a MACC curve that incorporate all three sectors. Assuming there are 
N technology units in total, we assume that the lowest cost technology unit is deployed first. We 
then calculate the change in emission from that technology and recalculate the order and MACC 
for the remaining N-1 technology. The unit with the lowest MAC out of these N-1 technologies 
is assumed to be deployed next. We then calculate change in emission from 1st and 2nd unit of 
technology to recalculate and reorder the MACC for the remaining N-2 technologies. We 
continue with this calculation until the entire MACC has been re-ordered such that the abatement 
cost of every technology is determined by the technology units preceding it thereby 
incorporating technology interactions. A diagram describing the methodology is presented in 
figure 34. 
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Figure 34: Overview of model process 
 
We assume that wind and solar replaces coal and natural gas generators. They are replaced in the 
ratio as per their relative contribution to the grid for their specific ISO. For e.g. if we assume that 
a unit of wind is producing a 1000MWh of electricity in a year, and the relative ratio of natural 
gas and coal power in the grid is 4:1, the unit of wind will replace 800MWh of natural gas and 
200MWh of coal generators. The emission factor of coal and natural gas is assumed to be that of 
the average in the specific ISO regions. The ratio of coal and natural gas generators is calculated 
for each of the 13 ISO regions. 
 
We assume that electric vehicles add fossil fuel generators, i.e. coal and natural gas to the grid. 
Similar to the previous case, the increased generation form the two fuels is as per their existing 
ratio in the grid. Finally, home HVAC and efficiency technologies reduce emission from the grid 
in the same manner as renewable generators. Electric vehicles and home efficiency technologies 
are assumed to not add or remove renewable generators because we are including them 
separately. The calculations behind the new emission factors and abatement cost curves are 
detailed in equation 6-8 
 (Emission	displaced	or	added	by	renewable	energy	or	house	technologies	or	Electric	Vehicles)	ISO	region	=	(Generation	by	renewable	resource	or	Reduced	 Equation 6 
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electricity	consumption	in	home	or	Increased	electricity	consumption	by	EVs)	ISO	region	x	(weighted	average	emission	factor	of	fossil	generator)	ISO	region	
 New	Emission	factor	of	the	grid	ISO	region	=	[(Generation	ISO	region)	x	(previous	emission	factor)	ISO	region	–	(Emission	displaced/added	by	renewable	energy/house	technologies/Electric	Vehicles)	ISO	region]/	(Generation)	ISO	region	 Equation 7 
 
 Abatement	cost	new	=	[(Generation	by	renewable	resource	or	Reduced	electricity	consumption	in	home	or	Increased	electricity	consumption	by	EVs)	ISO	region	x	(New	Emission	factor	of	the	grid)	ISO	region]/	Net	expenditure	in	technology	 Equation 8 
 
We recalculate emission factor and abatement cost after each subsequent technology is added 
and rearrange the ranking to modify the abatement cost curve based on technology interactions. 
Finally, we add learning for wind (10%), solar (16%) and electric vehicles (17% for battery and 
5% for non-battery components). Our methodology is therefore an iterative cost minimization 
model that minimizes abatement cost for every successive intervention without any foresight 
(there is no time component in a MACC). The methodology used to derive the abatement cost 
curves for renewables and residential building technologies have been elaborated in chapters 2 
and 3. However, the abatement cost curve for the transport sector has been derived from 
modeling work done in Desai et al. 2019 [18] and has not been discussed in this thesis yet. 
Section 4.4.2 provides a summary of the methodology adopted in the transport sector. 
 
4.4.2 Modeling MAC for the transport sector  
 
The transport sector model uses data from National Household Travel Survey (NHTS) [125] 
sample vehicle fleet as the main input for the vehicle-level analysis. NHTS includes the 
households’ state of residence. This is used in modeling geographical heterogeneity to find state-
specific electricity emissions, fuel and electricity prices. The NHTS dataset also reports make, 
model and type of the vehicle (used to estimate the initial capital cost and mileage), number of 
months the vehicle is currently owned (used to estimate the expected duration of ownership of 
the vehicle), and number of miles driven annually (behavioral heterogeneity) for each household 
vehicle. Different aspects of the model have been illustrated in the sections that follow. 
 
4.4.2.1 Vehicle technology choice 
It is assumed that all vehicle owners who are currently using ICEVs switch to a more efficient 
vehicle. In evaluating purchase of an electric technology vehicle, this work assumes consumers 
keep the same make, model and type as their previous vehicle but updated to a newer version. 
Four technology options are considered: 1. Updated Conventional Vehicle, 2. Hybrid Engine 
Vehicle, 3. Battery Electric Vehicle and 4. Plug-in Hybrid Electric Vehicle. The meaning of 
updated conventional vehicle is the 2018 version of the model the consumers currently own. This 
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means, if a person owns a 2008 Toyota Corolla, be will now consider buying a 2018 Toyota 
corolla that is either an ICEV, PHEV, BEV or HEV. Now, not all manufacturers have four 
engine variations for all of their models. Desai et al. therefore makes detailed analysis to 
determine what the cost of each type of engine variant would be if they were to exist. The 
economic and carbon implications of purchasing an EV by comparing the EV with the updated 
conventional vehicle are then assessed and it is assumed that each individual chooses the engine 
variant that has the lowest abatement cost. 
 
4.4.2.2 Total Cost of Ownership  
Abatement cost of each electric technology vehicle (HEV or BEV or PHEV) is determined based 
on the cost of ownership and the amount of emissions saved. The total cost of ownership can by 
summarized as  
 𝑇𝑜𝑡𝑎𝑙	𝐶𝑜𝑠𝑡	𝑜𝑓	𝑂𝑤𝑛𝑒𝑟𝑠ℎ𝑖𝑝	= 	𝐼𝑛𝑖𝑡𝑖𝑎𝑙	𝐶𝑎𝑝𝑖𝑡𝑎𝑙	𝐶𝑜𝑠𝑡	 − 𝐷𝑖𝑠𝑐𝑜𝑢𝑛𝑡𝑒𝑑	𝐹𝑢𝑒𝑙	𝑆𝑎𝑣𝑖𝑛𝑔𝑠+ 𝐷𝑖𝑠𝑐𝑜𝑢𝑛𝑡𝑒𝑑	𝐵𝑎𝑡𝑡𝑒𝑟𝑦	𝑅𝑒𝑝𝑙𝑎𝑐𝑒𝑚𝑒𝑛𝑡	𝐶𝑜𝑠𝑡− 𝐷𝑖𝑠𝑐𝑜𝑢𝑛𝑡𝑒𝑑	𝑆𝑎𝑙𝑣𝑎𝑔𝑒	𝑉𝑎𝑙𝑢𝑒 
 
Equation 9 
 
A discount rate of 7% is assumed for this work. It is common to use 7% as the discount rate in 
total cost of ownership calculations [126, 127]. Moreover, the discount rate of 7% is also 
suggested by the Office of Management and Budget [128]. 
 
The duration of vehicle ownership is drawn from a probability distribution that is created by 
taking into account duration of ownership of current vehicle (obtained from NHTS data) and 
lifetime of vehicle (assumed to be 15 years). The duration of car ownership therefore varies (also 
shows the behavioral heterogeneity) across individuals (7 years average with standard deviation 
of 3.6 years).  
 
Salvage value is estimated as a function of years of ownership. Raustad generated an equation to 
estimate depreciation percentage as a function (With R2=0.9997) of years of ownership of the 
vehicles [129]. The author collected data from Edmunds.com for several makes and models. The 
consumer receives the salvage value at the end of expected duration of ownership. 
 
For BEVs and PHEVs, the initial capital cost includes battery price as well as other electric 
vehicle (EV) systems such as electric motor, transmission and integration, control unit, onboard 
charging unit, regenerative breaking, and wiring as well as credits for removing mechanical 
components of internal combustion engines. The battery cost and electric motor costs are scaled 
with respect to the battery size and power requirements for each vehicle type. The battery cell 
cost is calculated using the International Council on Clean Transportation (ICCT) report [130], 
and is used to calculate the total battery cost. 
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𝑇𝑜𝑡𝑎𝑙	𝐵𝑎𝑡𝑡𝑒𝑟𝑦	𝐶𝑜𝑠𝑡	($)= $	2014 + 𝐵𝑎𝑡𝑡𝑒𝑟𝑦	𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦	(𝑘𝑊ℎ)	× $	230	𝑝𝑒𝑟	𝑘𝑊ℎ Equation 10  
HEVs have similar components as that of PHEVs except for the onboard charging unit and the 
costs of battery and electric motor are lower. The initial capital costs are, thus, calculated as 
additional costs of the technology over a similar conventional internal combustion engine 
vehicle. The cost model is build using a Massachusetts Institute of Technology report [131] and a 
National Research Council report [132]. In addition to the costs of components, the industry 
markup factor of 1.46 is assumed for all vehicles [133]. 
 
4.4.2.3 Annual Emission Savings 
 
The annual energy saved is  
 𝐴𝑛𝑛𝑢𝑎𝑙	𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠	𝑆𝑎𝑣𝑖𝑛𝑔𝑠	(𝑘𝑔𝐶𝑂'𝑒)= 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠	𝑓𝑜𝑟	𝐶𝑜𝑛𝑣𝑒𝑛𝑡𝑖𝑜𝑛𝑎𝑙	𝑉𝑒ℎ𝑖𝑐𝑙𝑒− 𝐸𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠	𝑓𝑜𝑟	𝐸𝑙𝑒𝑐𝑡𝑟𝑖𝑐	𝑇𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦	𝑉𝑒ℎ𝑖𝑐𝑙𝑒 Equation 11  
 
To calculate emissions savings from BEVs and PHEVs, we first assign emissions for generating 
1 kWh of electricity to each observation as per the household state. The electricity emissions are 
sourced from the Emissions & Generation Resource Integrated Database (eGRID) [134]. These 
emissions are average emission rates as specified by eGRID in the year 2014. For BEVs, the 
electric efficiency (miles per kWh) and annual miles driven are used to calculate the annual 
electricity consumption. Then using the electricity emissions (kgCO2e per kWh) for generating 1 
kWh in the respective state—assuming the consumers charge their vehicle in the state of their 
residence—are used to calculate the total annual emissions. The formula for the calculation of 
different vehicle types differ and is explained in detail in Desai et al. 2019. 
 
4.4.2.4 Carbon Abatement Cost  
 
A discussed earlier the carbon abatement cost is the cost of displacing a unit of CO2 and can be 
expressed as  
 𝐶𝑎𝑟𝑏𝑜𝑛	𝐴𝑏𝑎𝑡𝑒𝑚𝑒𝑛𝑡	𝐶𝑜𝑠𝑡	(𝑈𝑆$ 𝑀𝑇	𝐶𝑂'𝑒⁄ ) 	= 𝑇𝑜𝑡𝑎𝑙	𝑑𝑖𝑠𝑐𝑜𝑢𝑛𝑡𝑒𝑑	𝑐𝑜𝑠𝑡	𝑜𝑓	𝑎	𝑡𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦	(𝑈𝑆$)	𝑇𝑜𝑡𝑎𝑙	𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛𝑠	𝑠𝑎𝑣𝑖𝑛𝑔𝑠	𝑏𝑦	𝑡ℎ𝑒	𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒	𝑡𝑒𝑐ℎ𝑛𝑜𝑙𝑜𝑔𝑦	(𝑀𝑇	𝐶𝑂'𝑒)	 
Equation 12 
 
 
Once we have calculated the carbon abatement cost of each individual, we arrange them from 
lowest to highest cost to develop the marginal abatement cost curve. 
 
4.4.2.5 Technology progress/learning 
There are two main learning rates used in this work 1. For Li-ion Battery and 2. For Non-Battery 
EV components. 
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Learning Rate for Battery: Desai 2019 [121] found learning rate for battery to vary between 
6% [135] and 19% [136], but most literature suggested close to 17% [137, 138, 139]. After an 
extensive literature review, Desai suggested a learning for battery components to be 17% and 
that is the number used in this study. 
 
Learning Rate for Non-Battery EV Components: Similar to batteries, the literature has a wide 
variation for learning rate for non-battery EV components. Most of these learning rates are for a 
particular component in the EV drivetrain and/or referenced from other studies as well as, in 
some cases, to personal communications. Most of these studies lack the data from the 
manufacturers. In addition, there is considerable variation estimation and/or assumption in 
different studies. Learning rates for drive trains have been estimated to vary from 5% [140] to 
10% [141] to 15+/-1% [142]. Weiss et al. on the other hand considered powertrain components 
to have same learning as that of batteries and assumed it to be 17% [143]. 
 
Given the variation Desai 2019 assumed 5% learning for non-battery components of BEVs and 
PHEVs. It is based on the Ricardo-AEA report which was prepared by using a survey of 
manufacturers conducted by Delphi  [144]. 
 
4.4.2.6 Alternative assumptions for non-battery costs. 
Based on review of literature, Desai 2019 determined that there is significant uncertainty in cost 
models of non-battery EV technology. As a result, his work incorporates two extremes of non-
battery cost of EVs. The High Non-Battery Cost Model is based on the International Council on 
the Clean Transportation (ICCT) report [130] as the main source. The model has comparative 
cost models for BEVs, and PHEVs based on the bottom-up cost approach and contains 
component-wise costs. The Low Non-Battery Cost Model on the other hand is based on a study 
by BNEF [145]. The Low Non-Battery Cost Model does not contain a component-wise 
breakdown of the costs but is an extensively referenced model in the EV research community. 
These two models differ with respect to the method and cost of the components other than the 
battery, such as an electric motor. 
 
There is significant difference in additional cost between the High and Low-cost model. For 
example, the additional cost calculated for a BEV sedan with a 100-mile range as per the High 
Non-Battery Cost Model is $13,700, including the battery, non-battery EV technologies, ICEV 
credits and markup factor. Similarly, a PHEV sedan with a 40-mile range would cost $10,900 
extra than a comparable ICEV. In comparison, according to the Low-cost model a 100-mile 
range sedan BEV would have additional costs of $10,300 while a PHEV sedan with a 40-mile 
range would result in an additional cost of $6,300. Further details on these two models can be 
obtained from Desai et al. 2019. 
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4.5 Results 
In this section we first discuss results of the High and Low Non-battery cost models from the 
transport sector (Sections 4.5.1 – 4.5.2). We then combine results from the buildings, renewable 
energy and transport sector models and study the impact of interaction on the cost and emission 
displacement potential. We assume the high cost model to be the default or the base case based 
on our review of the details on data and assumption provided by the developers of the high cost 
model [121]. We show four cases using this model. 1 – the traditional MACC, missing 
heterogeneity, interaction or learning, where technologies are arranged in blocks according to 
their average cost of abatement 2 – the heterogeneous compiled MACC, missing interaction and 
learning, 3 – The heterogeneous MACC with learning but no interaction, 4 – the interactive, 
heterogeneous, MAC curve that includes learning. We use the high cost model as the default for 
this illustration. Finally, we generate two more interactive, heterogeneous, MACC that includes 
learning, using the low cost and an “intermediate” cost model. 
 
Our basic model is the heterogeneous MACC without learning or interaction, developed by 
modeling individual consumers. The traditional abatement cost curve is derived from the 
heterogeneous MACC by averaging abatement cost and saving potential of each technology to 
showcase the difference between the two approaches. Learning is then integrated into 
heterogeneous abatement cost curve using the relation between technology uptake and the 
resulting price decline. Finally, we simulate interactions between subgroups of population across 
the various sectors. The results from the different integrated curves have been elaborated in 
sections 4.3.3 to 4.3.5. 
 
4.5.1 MACC for transport sector 
 
4.5.1.1 High Non-Battery Cost 
 
The abatement cost curve for the transport sector for the High-cost model without technology 
progress, is illustrated in figure 30. The total potential for emission displacement from the 
transport sector is estimated to be 211 million tonnes. The abatement cost curve includes BEV, 
HEV and PHEVs, though PHEVs are few and far in between.  
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Figure 35: MAC for high cost model without learning. The total emission displacement is 210 million tonnes. 
Abatement cost starts below zero but quickly climbs over $100 per tonne and keeps increasing. HEV technologies 
are preferred initially followed by BEV and PHEVs, though HEVs and PHEVs dominate. 
Figure 31 illustrates abatement cost curve for the transport sector for the High-cost model with 
technology progress. Notice change in technology and emission displacement when learning is 
introduced. PHEVs are completely displaced by BEVs. After some initial battery capacity is 
built up, the price of batteries reduces enough for them to start displacing both HEVs and 
PHEVs. Since BEVs have more battery per car, the more BEVs are adopted, the more the price 
of battery goes down leading to further adoption of BEVs. Moreover, BEVs displace much more 
emission compared to HEVs. As a result, not only is the cost of abatement much lower, the total 
potential for abatement is also much higher at 240 million tonnes compared to 211 million 
tonnes. 
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Figure 36: With learning, the high cost model shows a consistently lower MAC with a higher total emission 
displacement. The higher emission displacement is due to the replacement of PHEVs and HEVs with BEVs. The total 
emission displacement when learning is included amounts to around 240 million tonnes. Though still reaching $100 
per tonnes early, this curve flattens out pretty quickly. 
 
4.5.1.2 Low Non-Battery Cost 
 
As explained earlier, the low-cost model is developed using data from BNEF, and given the 
difference in their assumptions compared to ICCT, the resulting MACC is drastically different 
from that of the high cost model. Figure 32 shows the MACC for Low Non-Battery cost model 
with technology progress, from the transport sector. Not only does this model suggest an even 
higher potential for carbon displacement (260 million tonnes), but also most of it is free/cost 
negative carbon (255 million tonnes). After the initial adoption of HEVs, we see BEVs are 
adopted and they are cost negative. The price of BEVs continue to decline with each subsequent 
adoption such that the MAC of BEVs stay negative for nearly the entire adoption potential. In 
this scenario, only individual with extremely low levels of utilization have MACs that are 
positive. 
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Figure 37: Low cost model with learning shows an even higher potential for emission saving. In this model, after the 
uptake of the initial HEVs, consumers shift to BEVs entirely. Because this model has more BEVs the total emission 
saving here is higher than that of the high cost model. Total emission saving in this model us around 260 million 
tonnes. 
 
4.5.2 Integrated MACC without interaction or learning 
 
In this section we illustrate our integrated MACCs that include renewable, residential HVAC and 
transportation technologies. 
 
Figure 38 shows the conventional MACC for 10 technologies across three sectors and figure 39 
show the heterogeneous MACC without interaction or learning for the same. Table 8 show the 
total cost, emission displaced, total abatement cost and average abatement per technology for 
both. 
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Figure 38: Conventional MACC: This is constructed using average emission saving and average abatement cost. 
Total saving potential is 1.07 billion tonnes. Abatement potential from renewables = 751 million tonnes, HVAC = 
111 million tonnes, EVs = 211 million tonnes. Free carbon (emission saved at <0 cost) = 94 million tonnes. 
 
Table 8: Emission displaced, total cost of abatement and average abatement cost for 10 technology groups. 
 
Emission Displaced 
(Million Tons) 
Total Cost (Billion 
USD) 
Average abatement cost 
(USD/Tonne) 
AC 11        (3,058                       (259) 
Air_sealing               25           (256)                         (10) 
Gas_furnace               13         (660)                         (49) 
Attic_insulation               16              414                            25  
BEV               39         27,761                          695  
HEV               91         41,566                          455  
PHEV               80         55,322                          685  
Solar             185         11,969                            65  
Wall_insulation               46         (2,556)                         (55) 
Wind             566         12,413                            22  
 
 
The conventional MACC orders technologies by the average abatement cost of their users. We 
observe that, on average, HVAC efficiency improvements are the most cost-effective method of 
carbon mitigation, followed by renewable technologies and finally electric vehicles. It seems to 
suggest a clear order in which technology interventions should be pursued.  
Heterogeneity mixes technologies (figure 39). The benefits also vary by orders of magnitude 
(10^3) in both positive and negative direction. Although the sectors are still somewhat 
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segregated, interventions within each sector seem to overwhelmingly depend on the user and 
there is no longer a single winning technology. This suggests that interventions should target 
users rather with outreach or marketing rather than subsidize specific technologies by some 
amount based on average usage patterns. 
 
Figure 39: Heterogeneous MACC: Emission saving from heterogeneous is similar to that of the conventional 
MACC. However, heterogeneity such that particulars of users are become far more relevant than specific 
technologies and no technology is a clear winner or loser. We can deduce that the home technologies should come 
first, then renewables and the transport. However, the exact technology to be deployed depend on the user. Potential 
for free carbon is 95 million tonnes, and total saving potential is 1.07 billion tonnes. 
4.5.3 Integrated MACC with learning and no interaction 
 
Figure 40 shows the effect of learning on the abatement costs. Learning reduces cost of 
abatement for wind and solar. In the transport sectors it leads to reduction in abatement cost, 
change in technology choice and change in potential for emission displacement. Table 9 shows 
the changes in the aforementioned factors for each of the technologies. We do not include 
learning in the residential technologies and so they remain same as before. We see that upon 
inclusion of learning, there is no longer any overlap between wind and solar, such that all wind is 
now cheaper than all solar. We also notice that PHEVs are no longer favored as a choice in the 
transport sector. The transport sector now has HEVs followed by BEVs. This is because learning 
is reducing the cost of batteries and BEVs which have much higher battery capacity are being 
favored in this model. 
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Figure 40: Heterogeneous abatement cost curve with learning. With the introduction of learning we see that there 
no longer any overlap between wind and solar. Moreover, as explained in section 3, the transportation sector is now 
largely BEVs. Compared to 1.07 billion tonnes emission saving in the scenario (without learning) in this scenario 
the emission displacement potential is 1.11 billion tonnes owing entirely to the change in emission potential from the 
transport sector. 
 
Table 9: Emission displaced, total cost of abatement and average abatement cost for 10 technology groups. We do 
not account for learning in the housing sector and so numbers in the housing sector remain same as that in the 
previous case. 
 
Emission Displaced 
(Million Tons) 
Total Cost (Billion 
USD) 
Average abatement 
cost (USD/Tonne) 
AC               12         (3,058)                       (259) 
Air_sealing               25            (257)                         (10) 
Gas_furnace               13        (660)                         (49) 
Attic_insulation               16              414                            25  
BEV             208    82,644               397  
HEV               36      6,030               164  
PHEV                                    -                                   -     -  
Solar             185    11,966                 65  
Wall_insulation               46         (2,556)                         (55) 
Wind             566    10,189                 18  
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4.5.4 Integrated MACC with learning and interaction 
 
Figure 41 shows the effect of interaction on carbon abatement technologies. Initially, HVAC 
technologies are incorporated into the grid and they reduce emission factor of the grid by 
displacing fossil-based generation. These technologies are followed by renewables which further 
decrease the emission intensity. Finally, EV technologies get incorporated as they are the most 
expensive and these technologies add fossil generators and they go on increase emission 
intensity. This figure shows only 4 electricity regions, but the trend is similar for the rest. 
 
Figure 41: Reduction in emission intensity of the grid technology integration for select ISO regions. Emission 
intensity drop with technologies that reduce electricity consumption from the grid (Renewables, efficiency 
technologies). Emission factors in increase with technologies that increase electricity consumption from the grid 
(Electric vehicles). 
 
Figure 42 is a MACC that incorporates technology interactions and learning in wind, solar and 
transport technologies, Initially, HVAC efficiency reduce emission intensity, thereby reducing 
the potential for emission displacement by subsequent efficiency improvements. Accounting for 
interaction reduce the potential for emission displacement by HVAC efficiency by around 2 
million tonnes. On the other hand, HVAC efficiency and renewable energy make the grid cleaner 
for subsequent technologies, primarily EVs. This improves their potential for emission 
displacement. It also reduces abatement cost of battery electric vehicles (BEVs) relatively more 
than plugin hybrids (PHEVs) and hybrids (HEVs). As discussed, earlier, introduction of learning 
already helps the BEVs push the PHEVs out of the market. Adding interaction only compounds 
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this effect. As we clean up the grid BEVs become more cost-effective technology for carbon 
abatement in the transport sector. 
 
 
Figure 42: Heterogeneous MACC with interaction and learning: With the inclusion of interaction we see that 
emission saving potential of EVs now go up significantly since they are now preceded by wind and solar that reduce 
the emission factor of the grid. Saving from HVAC efficiency improvements however reduce by 46 million tonnes. 
Efficiency improvements also reduce emission intensity of the grid and therefore reduce the effectiveness of future 
efficiency technologies. Potential for free carbon is 93 million tonnes, and total saving potential is 1.247 billion 
tonnes. 
We find that accounting for interactions between preceding and subsequent technologies is 
expected to have mixed impacts. Adding technologies that increase electricity demand (e.g. 
battery electric vehicles) increase the carbon benefits (reduces abatement cost) of subsequent 
efficiency technologies (like renewable energy or residential efficiency technologies) while 
reducing the carbon benefits of their subsequent counterparts. The opposite is true with 
technologies that reduce energy demand, reducing the carbon benefits of subsequent efficiency 
technologies. Renewable energy on the other hand is expected to increase the benefits from 
subsequent electric vehicles by reducing carbon intensity of the grid. Total abatement cost and 
emission displacement when accounting for learning and interactions is elaborated in table 10. 
 
Table 10: Emission displaced, total cost of abatement and average abatement cost for 10 technology groups. 
Abatement potential from efficiency technologies are lower compared to previous cases while potential from 
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vehicles are higher. This is because efficiency technologies make the grid cleaner, reducing the impact from 
subsequent adoption. 
 
Emission Displaced 
(Million Tons) 
Total Cost (Billion 
USD) 
Average 
abatement cost 
(USD/Tonne) 
AC              11   (2,914)                       (249) 
Air_sealing              24      (353)                         (15) 
Gas_furnace              13      (685)                         (52) 
Attic_insulation              15         420                            28  
BEV            368   89,692                          243  
HEV              17         259                            15  
PHEV                                    -                                        
-    
                          -    
Solar            185   11,967                            65  
Wall_insulation              45   (2,608)                         (57) 
Wind            566   10,188                            18  
 
4.5.5 Integrated MACC with learning and interaction with low cost transport model 
 
We also ran a combined scenario with the low-cost transport model to see how the technologies 
arrange in the global MACC (figure 43). With the low-cost model, the prioritization changes 
completely and we see that EV technologies become the highest priority, ahead of even 
efficiency technology – a stark contrast to the high cost model which suggest that EVs should be 
the lowest priority.  
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Figure 43: Heterogeneous MACC with interaction and learning - low cost transport model. Contrary to the 
previous cases, the low-cost transport model suggests that EVs should be the priority followed by efficiency 
technologies and finally renewables. This model suggests substantially lower mitigation which for the transport 
sector is in the order of negative 10^2 as opposed to the order of positive 10^2 in the high cost model. Potential for 
free carbon is 431 million tonnes, and total saving potential is 1.213 billion tonnes. 
The potential for CO2 abatement in this model is observed to be lesser than the high cost model. 
This is because, in the high cost model, BEVs are coming in after renewables and operating off a 
cleaner grid. However, here they are the first to be implemented and therefore not being able to 
take advantage of the renewables. Emission displacement, total abatement cost and average 
abatement cost have been summarized in table 11. 
 
Table 11: Emission displaced, total cost of abatement and average abatement cost for 10 technology groups. 
Abatement potential from efficiency technologies are higher compared to previous case (table 5) while potential 
from vehicles are lower. This is because efficiency technologies make the grid cleaner, reducing the impact of 
subsequent 
 
Emission Displaced 
(Million Tons) 
Total Cost (Billion 
USD) 
Average 
abatement cost 
(USD/Tonne) 
AC 11 (2,914) (249) 
Air_sealing 24 (353) (15) 
Gas_furnace 13 (685) (52) 
Attic_insulation 15 420 28 
BEV 328 (34,170) (104) 
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HEV 23 (3,142) (135) 
PHEV                                    -                                    -                              -    
Solar            185   11,967                            65  
Wall_insulation 45 (2,608) (57) 
Wind            566   10,188                            18  
 
4.5.6 Integrated MACC with learning and interaction with intermediate cost transport 
model 
 
The low and high cost model contradict each other. Depending on whether the policy maker 
believes in the ICCT model or the BNEF model, the priority for technology dispersion would be 
very different. We therefore developed the intermediate cost model for the transport sector. Here 
we exclude the markup factor of 1.46 from EVs in the High Non-battery cost model derived 
from ICCT. According to this model a 100-mile range sedan BEV would have additional costs of 
$9,400 while a PHEV sedan with a 40-mile range would result in an additional cost of $7,400. 
Here we see that EVs are not all at the beginning or the end of the curve but rather more mixed 
in. This model therefore acts as a middle ground between the two extreme cases we see earlier. 
According to this intermediate cost model, potential for free carbon is 135 million tonnes at a 
cost benefit of $6.8 trillion. The total CO2 saving potential according to this model is around 
1.217 billion tonnes per year. 
 
 
Figure 44: Integrated cost curve with intermediate cost model for transport sector. In this model EVs are more 
mixed in with renewables as well as home efficiency technologies. Although the bulk of EVs still show up towards 
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the end this model is illustrative of a cost sensitivity analysis. Potential for free carbon is 135 million tonnes, and 
total saving potential is 2.217 billion tonnes. 
Table 12: Emission displaced, total cost of abatement and average abatement cost for 10 technology groups. 
Abatement potential from EVs is slightly lower than in the high cost model since a lot of the adoption occurs earlier 
before all the renewables are integrated into the grid. 
 
Emission Displaced 
(Million Tons) 
Total Cost (Billion 
USD) 
Average abatement 
cost (USD/Tonne) 
AC          11       (2,914)             (249) 
Air_sealing          24          (353)               (15) 
Gas_furnace          13          (685)               (52) 
Attic_insulation          15            420                 28  
BEV        327       40,584                124  
HEV          28       (1,197)               (42) 
PHEV  -   -   -  
Solar        185      11,967                  65  
Wall_insulation          45       (2,608)               (57) 
Wind        566      10,188                  18  
 
4.6 Summary 
 
Table 13 summarizes a comparison of six integrated abatement cost curve we discussed in this 
chapter. We see that without heterogeneity, the average cost model underestimates savings and 
overestimates expenditures. While the total amount of free carbon moving from the traditional 
model (1) to the heterogeneous model (2) is the same, the savings from “free” carbon in the 
heterogeneous model is 30% higher. The difference is even starker when we compare the total 
cost of mitigating 500 million. The heterogeneous model indicates 90% more savings than the 
traditional model. 
 
In this table, we do not see difference between models 2 and 3 for the cost of abatement or total 
potential of free carbon because free carbon in our model is almost entirely from the residential 
sector, and we do not include learning in this sector. We do however see difference in total 
saving potential (34 million tonnes more in model 3) and cost of mitigating 1 billion tonne of 
CO2 (35% less in model 3 compared to model 2) and this reflects the cost reduction from 
learning in electricity and transport sector as well as the increased potential from the transport 
sector (recall section 4.5.1). 
 
Addition of interaction on the other hand seems to have an opposite impact (model 4). The 
amount of free carbon diminishes (marginally) to 93 million tonnes. HVAC efficiency upgrades 
is reducing the saving potential of succeeding efficiency upgrades. The total saving potential 
however is much higher in this case compared to model 3 because renewables are cleaning up 
the grid and the BEVs are follow them are now displacing even more CO2. 
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In low cost integrated model, HEVs and BEVs have negative cost which result in a lot more free 
carbon and monetary savings compared to any of the prior models. Finally, the intermediate cost 
model gives us a result between models 3 and 4. Because BEVs here are cheaper, we have 
several BEVs which are now cost negative. Compared to model 4, this increase potential for free 
carbon, potential savings from free carbon, as well total monetary benefits of mitigating 500 
million tonnes. It however reduces saving potential by around 30 million tonnes because some of 
the BEVs that, in model 4 were succeeding the renewables are now preceding them.    
 
Table 13: Cost of achieving different emission mitigation targets. Numbers in brackets indicate negative cost or 
savings. 
 
 
 
Total cost of 
abatement for 
500 million 
tonne of CO2 
(Billion USD) 
Total cost of 
abatement for 1 
billion tonne of 
CO2 (Billion 
USD) 
Amount of 
“free” 
carbon 
(Million 
tonnes) 
Total cost 
of “free” 
carbon 
(Billion 
USD) 
Total 
saving 
potential 
(Million 
tonnes) 
High 
cost 
model 
1 Without 
heterogeneity 
(2,117) 87,438 105 (6,532) 1,084 
2 Heterogeneity (3,525) 51,188 95 (8,720) 1,084 
3 Heterogeneity 
and learning 
(4,227) 33,329 95 (8,720) 1,118 
4 Heterogeneity, 
learning and 
interaction 
(3,964) 23,141 93 (8,523) 1,247 
Low 
cost 
model 
5 Heterogeneity, 
learning and 
interaction 
(46,356) (36,705) 431 (46,356) 1,213 
Interme
diate 
cost 
model 
6 Heterogeneity, 
learning and 
interaction 
(6,882) 11,427 136 (9,858) 1,217 
 
4.7 Conclusions 
Our key observation from this study is that heterogeneity mixes technologies in the MACC for 
EVs and home efficiency such that particulars of users is far more relevent in the ordering of the 
MACC that specific technologies. We also note that economic benefit of technologies varies 3 
orders of magnitude (cost or benefit) depending on consumer, implying the importance to inform 
high-saving consumers of large benefits. While moving form the traditional MACC to the 
heterogeneous MACC does not necessarily change the amount of free carbon, there can be a 
significant difference in the amount of money to be saved, which in this case is around 33%. 
More importantly, expense burden for different mitigation targets in this model is seen to vary 
even more and we see that saving from a heterogeneous model is around 90% more for a 
mitigation target of 500 million tonnes.  
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Adding interaction and learning on the other hand has mixed impacts and we see that in this 
model, there is a decline in free carbon when we incorporate interactions because free carbon is 
being achieved through efficiency imporvements and when we account for interactions, 
efficiency improvements have diminishing returns as each round of efficiency improvements 
clean the grid reducing the effectiveness of the next round. On the other hand efficiency 
improvements increase the total potential for mitigation thanks to EVs displacing more carbon 
operating in a cleaner grid. One must note that the impacts of interaction on free carbon or 
emission potential is strictly specific to this MACC given the sectors and technologies that we 
choose to incorporate in it. A different set of technologies or if technoogies were ordered 
differently pre-interaction, the effect of interaction would be different – for eg in the low cost 
model, EVs increase free carbon from residential building.  
 
Introducing heterogeneity and interactions change the way abatement cost curves are interpreted. 
The typical abatement curve ranks technologies by abatement cost laying out a technology 
adoption plan for policy makers. However, when we add heterogeneity and interaction, we find 
that the abatement curve now ranks consumers instead. This implies that instead of designing 
policies that push different technologies to all consumers, we should now encourage different 
consumers to adopt different technologies. For residential and transport sector consumers this 
would imply individual purchasers whereas for renewable energy sector this would mean 
specific ISO or state.  
 
While in the previous chapters we only show the impact of heterogeneity and the importance of 
its consideration in relation to such planning – target specific consumers rather than 
technologies, in this chapter we explore importance of interactions – they can drastically change 
both the cost and potential of carbon abatement compared to the traditional or even the 
heterogeneous MACC. Therefore, while the heterogeneous MACC emphasizes the need for 
targeting specific consumer groups, the interactive MACC provides a more accurate estimate of 
the potential savings which can be very important in budgeting for mitigation strategies. Further 
discussion on the results and our approach to the abatement cost curve can be found in the next 
chapter. 
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Chapter 5 – Summary, Dicussions and Caveats 
 
The Marginal abatement cost curve has often been criticized for its simplicity. By ordering 
technologies by their average cost of abatement, the approach often overlooks or hides important 
details. While some like Zhang and Folmer [122], Kesicki [13, 123] and Ibrahim and Kennedy 
[124] point out some crucial omissions from the MACC (intertemporal dependence, technology 
and behavior variability, non-financial barriers etc.) others like Ward question the way the 
MACC curve is read. Ward argues that traditional MACC curves are read incorrectly and instead 
of implementing the technology that has the highest savings per tonne CO2, MACCs should be 
ordered by technologies that have highest net benefit. However, he argues that there are several 
uncertainties that prevent exact ordering of such technologies and as a result once technologies 
are proven to have net benefit, they should never be used for ranking purposes. The main reason 
for this thinking is that the MACC does not optimize over a long term (since they are by design 
time independent) and as a result do not reflect true saving from technologies [146].  
 
A similar opinion is voiced by AdrienVogt-Schilb and Stéphane Hallegatte who argue that 
measures required to achieve ambitious emission reductions cannot be implemented overnight, 
the optimal strategy to reach a short-term target depends on longer-term targets. For instance, the 
best strategy to achieve European's −20% by 2020 target may be to implement some expensive, 
high-potential, and long-to-implement options required to meet the −75% by 2050 target. Using 
just the cheapest abatement options to reach the 2020 target can create a carbon-intensive lock-in 
and make the 2050 target too expensive to reach. Designing mitigation policies requires 
information on the speed at which various measures to curb greenhouse gas emissions can be 
implemented, in addition to the information on the costs and potential of such measures provided 
by marginal abatement cost curves. Using a long terms optimization model that has perfect 
foresight, AdrienVogt-Schilb and Stéphane Hallegatte show that technology choice can be very 
different for short-term and long-term mitigation targets [147].  
 
The MACC also typically ignores research and development (R&D) cost, although as explained 
in chapter one, is often used to prioritize research and development targets. The impact of R&D 
on a MACC would be two fold. The requirement for initial investment would increase cost of 
abatement. However, that investment would reduce prices in the future and reduce future costs. 
An important issue in dealing with R&D costs in MACC is in quantifying the exact impact of 
R&D on the cost of a specific technology, since a technology can benefit from R&D in other 
technologies and vice versa. As a result, cost or benefits of a certain may not necessarily be 
assigned to the intended target technology. It is however, something that merits exploration and 
could be pursued in future studies. Dealing with R&D would however likely require long term 
optimization methods since the problems here are similar to those proposed by AdrienVogt-
Schilb and Stéphane Hallegatte. 
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Although, most criticisms directed at the MACC are valid, it does not mean that the MACC 
approach should be abandoned. In fact, its popularity has risen from the fact that it is simple and 
easy to understand for the general audience and policy makers. Moreover, the methodology for 
constructing a MACC can be flexible and depending on data availability can be made more or 
less complex. Traditionally MAC curves have been constructed using two distinct approaches.  
One approach has been what is called the expert-based MAC curves where the individual 
assessment of abatement measures, such that the cost and emission reduction potential of each 
measure is assessed in isolation, and subsequently ranked according to their cost from cheapest 
to most expensive. Most of the historical MAC curves mentioned in the introduction, and more 
recent climate policy MAC curves, fall into this category and is the more simple method for its 
construction. The second method is to use a systems approach based on an energy model, to 
perform many model runs with different CO2 tax levels, and to record the corresponding 
CO2 emissions reduction. According to the model employed one can further differentiate model-
derived MAC curves into those based on bottom-up models, such as energy system models, and 
top-down models, such as computable general equilibrium models [148, 149, 150]. These are the 
more complicated models that are much more data intensive. 
 
The main objective of this study has been to develop an approach that addresses some of the 
issues with the traditional MAC curve such that it is made more accurate while retaining its 
usefulness of being relatively easy to read and comprehend. We do not carry out long term sector 
wide optimization, since such models are time dependent, require assumptions on projections of 
different variables, introducing uncertainty and take away from the very purpose of the MACC, 
which is simplicity. We instead try to develop a time independent model which is still a 
snapshot, but captures heterogeneity, interactions and learning based on the ordering of 
technologies and not time. 
 
We chose three sectors (renewable energy, residential buildings and transportation) and several 
technologies within them. We then developed sector specific methodologies based on a bottom 
up approach to create abatement cost curve for individual adopters and arranged them from 
lowest to highest abatement cost. In doing so we fundamentally changed the way abatement 
curves are read, which now focuses on individuals rather than technologies. By introducing 
heterogeneity in stock, behavior, geography; interactions among technologies, and technology 
progress we address a majority of the criticisms pointed out by Kesicki, Ibrahim and Kennedy 
and show that the abatement cost of technology is not so much technology specific as it is 
individual specific.  
 
The immediate question to follow is, how do we identify target consumers? In the case of wind 
and solar our analysis clearly lays out an expansion plan detailing which region to target after 
each installation based on the next minimum abatement cost. In the case of technologies that 
involve individuals of the public, like home efficiency technologies and transport, CART 
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analysis is an effective way of identifying characteristics of relevant target population. We 
illustrate the effectiveness of CART analysis in chapter 3 where we are able to identify the 
characteristics of the biggest gainers and losers when it comes to adopting more efficient HVAC 
technologies (or higher insulation).  Similar approach could also be applied to the transport 
sector where we can identify the characteristics those who would gain the most from the 
adoption of EVs. Although that has not been included in this thesis it could certainly explored in 
future work. 
 
There are still however, some shortcoming of our improved MACC. Criticisms like those of 
AdrienVogt-Schilb and Stéphane Hallegatte saying that abatement curves are short sighted still 
remain valid. However, we argue that it is impossible to accurately predict the future and even 
long-term optimization models can be notoriously inaccurate given their dependence on 
projected fuel prices, discount rates etc. as model inputs. Moreover, most policy decisions are 
likely to be taken with a short term view since terms of office for positions of political 
leaderships in most countries, particularly democracies, range between 2 to 6 years [151]. As a 
result, mitigation proposals that display and quantify benefits in the near terms are likely to be 
more feasible. While AdrienVogt-Schilb and Stéphane Hallegatte argue such thinking could 
drive us into investment lock in that might be detrimental in the future, at the outset we mention 
that we are only considering technologies that are currently available in the market. Therefore, 
any technology that might currently be in R&D but could be implemented in the near future for a 
return in the long term has not been considered. Furthermore, with CO2 concentrations now 
having crossed the 400ppm mark [152] , it is important we act now, and technology options that 
are the lowest cost today would be our best bet for immediate political acceptance. It should also 
be notated that optimization model rarely differentiate between individual users, something that 
we do in this model to a great detail and based on our thorough literature review is likely the 
only modeling work that does so. We also do not study the impact of innovation (technological, 
policy or social) on the MACC other than technological progress which is primarily driven by 
economies of scale. Although, many studies posit the impact of innovation as a downward shift 
of the abatement cost curve, studies have found that the nature of impact depend critically on the 
specific type of innovation. Using a micro-economics model, Amir et al. 2008 for e.g. show that 
only innovation in end‐of‐pipe technology leads to a uniform downward shift of the MAC curve. 
Factor augmenting innovation on the other hand was seen to lead to an upward shift [153]. 
 
There are a few caveats in this model that should be touched upon. Firstly, the model does 
address concerns relating to non-cost barriers (e.g. lack of awareness, lack of availability, tenant-
landlord problem etc.). However, one may argue that to be beyond the scope abatement cost 
curves which by design are meant to consider economics alone. While non-cost barriers could be 
incorporated by converting them into opportunity costs (e.g. cost of running public awareness 
programs, improving distributions, making building codes stricter), such modeling would be 
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extremely complicated given the myriad of social variables likely to be involved. As a result, 
they have been left out of this study, perhaps for investigation in the future. 
 
Second, the model represents interactions with the current grid. As we discussed in chapter 2, the 
grid can evolve in unexpected ways through the incorporation of other technologies like storage, 
demand response etc. and that would change the cost of abatement for the technologies 
connected to it. In this study we assume that the only changes happening to the grid are through 
the technologies we are adding to it and everything else remain as is. While this may seem 
unrealistic, we should note that we consider only three sectors with a limited number of 
technologies. There is enough flexibility built into our methodology to incorporate more 
technologies and sectors (industry, agriculture, railways?), and that would make the model more 
complete and accurate. This is something that could be taken up for future studies. 
 
Third, this study assumes the immediate replacement of all qualifying stock (e.g ACs lower than 
SEER14, all ICEVs etc). However, the lifespans of technologies differ (duration of car 
ownership vary between 2-15 years, wind and solar have a life span of 30 years). This means a 
consumer would have to go back to the market after a certain period. In this study we assume 
learning to happen based on adoption of technologies. Now, although our model is time 
independent, it is unrealistic to assume that all of the adoption can happen in an instant and in 
fact will occur over a long period of time. As a result, for example, by the time the 100th unit of 
solar is installed, it is already time to replace the 1st unit. This means the replacement for the first 
unit will now enjoy the same learning as that of the 100th unit, thereby reducing its average cost 
and thereby its abatement cost. Similarly, for vehicles, by the time the 100,000th person buys his 
car, it might already be time for the first buyer to replace his, and benefit from the learning that 
has occurred thus far. That would reduce his average cost of ownership as well as his abatement 
cost. In this model we do not explore such circular feedback because we feel that a methodology 
such as ours is inadequate for that purpose and would be better explored using something like a 
dispatch model or a long-term optimization model. This “issue” would not impact the assessed 
potential for individual’s or total CO2 abatement as that is expressed in tonnes/year, but rather 
impact the abatement cost per year, which would then be lower. In that respect, our model 
represents the upper bound of the mitigation costs.  
 
That is not to say however that temporal aspects cannot be addressed using our approach. One 
way of doing so would be to assume stock replacement for a certain number of years, for e.g. the 
lowest common multiple of the lifespan of all technologies and calculate stock turnover for that 
many years and its impact on learning. Therefore, for e.g. if 100 million people are replacing 
their vehicles with EVs, and the average lifespan of an EV is 10 years, the total stock turnover 
over 30 years would be 300 million. On this scenario, the average cost of ownership to each 
individual will go down because they are now buying three vehicles instead of one, with each 
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being cheaper than the previous, and this would drive down the cost of abatement as well. This is 
something we intend to explore in future work. 
 
Fourth, we do not consider criteria pollutants like NOX, SOX or methane, that also have a global 
warming potential. Our methodology, however, could easily allow us to do so. We omit them 
from this study because the sectors we consider do not have significant emission from criteria 
pollutants (compared to CO2). Also, we consider on site emission only, and not production or 
supply chain emission where criteria pollutants might be a bigger contributor (for e.g. in the 
extraction of natural gas). That being said, if in future one is to expand this model to include 
other sectors like industry or agriculture, we believe such pollutants should also be included 
(methane for e.g. is a significant contributor to global warming from the agriculture sector 
[154]).  
 
Finally, we need to acknowledge that all of these models have a lot of uncertainty. There is 
uncertainty in data (e.g. in distribution of household characteristics, measurement or wind/solar 
potential, learning rate of electric vehicles), literature we refer to (High non-batter cost vs Low 
non battery cost models in the transport sector) and even the modeling methods we use 
(statistical regression models, vehicle replacement mode, building simulation models). In this 
thesis we try to address some of the uncertainties that we perceive to be most relevant through 
scenario analysis. In the case of wind and solar, we build scenarios to explore the impact of 
different learning rates and discount rates and in the transport sector we run high cost, low cost 
and intermediate cost models. Similar analysis could also be carried out for the residential sector, 
but we did not perceive any particular variable to be needing such treatments. However, our 
methodology does allow for exploration of uncertainties in the residential sector as well and is 
something that could be taken up in future studies. 
 
In conclusion we would like to say that work in this thesis makes a valuable contribution to the 
literature on abatement cost curve by addressing some important shortcomings. In doing so, it 
improves the accuracy and applicability of abatement cost curves while at the same time 
retaining its basic structure and ease of understanding. One important way in which it differs 
from traditional curve is that now, instead of ordering technologies, it orders consumers showing 
that a technology is good for carbon mitigation only if it is paired with the right user. By 
accounting for heterogeneity and interaction in our model, we see that the traditional MACC, for 
at least the technologies we consider, overestimates expense from cost positive investment while 
underestimating gains from cost negative ones. Our work shows the importance of technology 
specific blanket policies (for e.g. subsidies) in favor of targeting consumers through the right 
marketing, public awareness programs or subsidies. Moreover, in we also show how such sub-
populations can be identified through CART analysis. In chapter 3 we discussed how, local 
governments from the U.S and abroad are using MACCs to inform mitigation targets and policy 
decisions for programs like New York’s PlaNYC, California’s Assembly Bill 32 and Toronto’s 
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TransformTO and studies such as this could provide critical insights to such programs and their 
decision making. The MACC is being used extensively globally. It only makes sense that we 
work to improve its accuracy and applicability, and we believe this study does to a large extent. 
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