Abstract. We consider the numerical simulation of rigid body motion in multiphase incompressible Navier-Stokes flow. The motion is formulated as an optimization problem and determined by minimizing an objective function in terms of forces and moments acting on the body, constrained by the multiphase Navier-Stokes equations. The corresponding adjoint system and boundary conditions are derived and derivatives of the objective function are determined. Numerical experiments include the flow around a NACA hydrofoil, a box and the standard benchmark KRISO Container Ship (KCS). We obtain a considerable speedup compared to current state-of-the-art methods.
1. Introduction. Computational Fluid Dynamics (CFD) has become a field of enormous importance both in research and in industry, [1, 7, 29] . The range of developments and applications is huge. We consider the numerical simulation of the motion of a rigid body in a two-phase flow, in particular the ship position in water for a given ship velocity. The position (or the motion) of the ship is determined by acting forces and moments. A standard numerical approach for rigid body motion reads as follows, [2, 32] :
1. Given an initial position of the ship, solve for velocity and pressure via the Navier-Stokes equations. Obtain forces and moments. 2. If the resulting forces and moments are balanced, stop. 3. Else: Determine the new position of the ship by solving the equations of motion based upon the forces and moments computed in 1. 4. Transform the computational mesh and go to 1. Mathematically, the above approach is an iterative scheme based upon a fixed point method to find the balance of forces and moments that characterizes the position of the ship. It is well-known that such an approach may be extremely slow, which make it often unfeasible in real-world applications.
In this paper, we suggest a different approach. Since the position is determined by the minimum of acting forces and moments, this can be described as solving an optimization problem that is constrained by the Navier-Stokes equations. Solving such a pde-constrained method efficiently usually requires derivatives of the objective function (forces, moments) with respect to the parameter (ship position). Such derivatives are known to be computable by the adjoint approach, i.e., deriving first-order optimality conditions yielding a system of adjoint pde's.
Even though such an approach is in principle known and has been used in several (mostly academic) problems [5, 8, 12 , 31], we are not aware of any paper considering the rigid body motion in a multiphase Navier-Stokes flow. The particular challenges are:
1. Derivation of the multiphase adjoint Navier-Stokes-system including a complete set of adjoint boundary conditions. 2. Computation of the derivative of the reduced objective function via transformation to a reference domain e.g. for a Newton-based optimization method. 3. Computation of the corresponding mesh transformations. 4 . Efficient realization in software, simulation. The current paper solves the above issues. Our final result is a detailed formulation of the corresponding problems combined with an efficient realization in the open source package OpenFOAM R [11] . It is validated on two academic test problems, namely the flow around a NACA hydrofoil and the flow around a box, where for the latter one also corresponding experiments have been performed, [27] . Finally, we consider a real-world application, namely the flow around the KRISO Container Ship (KCS) [18, 20] , which is a widespread test case in ship engineering. We observe an enormous speedup, so that in the meantime we could perform similar computations for a wide class of real rigid bodies. More details can be found in [27] .
The remainder of this paper is organized as follows. In Section 2, we describe our flow model, the incompressible multiphase Reynolds-Averaged Navier-Stokes equations, the equations of motion and the moving domain approach resulting in a nonlinear coupled system of pde's used for the computation of such problems so far. Section 3 is devoted to the detailed formulation and analysis of the pde-constrained optimization problem including the multiphase adjoint, the corresponding boundary conditions and the parameter derivatives. Our numerical results are shown in Section 4.
2. Flow Model. We aim at describing the flow model for rigid body motion. To this end, we consider different domains in order to suitably model the motion. Let
, be a fixed reference domain. The motion will later be fully described by a parameter u ∈ U , where U ⊆ R 6 (6 DOF, see below) is a finite-dimensional design space. This parameter u induces a domain mapping u → τ u : R 3 → R 3 , so that the rigid body motion yields to a transformed flow domain
We denote all variables w.r.t. the moving domain Ω u with tildes and those w.r.t. the reference domain Ω ref without tildes.
2.1. Reynolds-Averaged Navier-Stokes Equations. We consider the wellknown Reynolds-averaged Navier-Stokes (RANS) equations for incompressible, viscous, Newtonian fluids on a finite time interval I := (0, T ). Then, we look for the velocityṽ : Ω u × I → R d and the pressurep : Ω u × I → R satisfying ∂ t (ρṽ) + ∇· ρṽṽ T − ∇· μ eff D(ṽ) + ∇p =ρf , on Ω u × I, (2.1a)
on Ω u × I, (2.1b) whereρ : Ω u × I → R is the density,μ eff : Ω u × I → R withμ eff (x, t) =μ +μ T (x, t) is the effective dynamic viscosity consisting of the dynamic viscosity constantμ and the turbulent dynamic viscosityμ T (x, t) andf : Ω u × I → R d denotes the body forces. We abbreviate by D(ṽ) := ∇ṽ + ∇ṽ T the strain tensor. Moreover, we use ∂ t as a shorthand notation for the partial derivative w.r.t. time. We divide the boundary Γ u := ∂Ω u into disjoint parts Γ u = Γ u,in ∪ Γ u,out ∪ Γ u,nsl , Γ u,nsl := Γ u,B ∪ Γ u,wall (nsl: no-slip), and impose the following initial and boundary conditions
whereñ : ∂Ω u × I → R d denotes the outer unit normal at the domain boundary ∂Ω u . The turbulent dynamic viscosity is evaluated using two-equation based turbulence models, namely the k-ε model [16] or the k-ω-SST model [19] . A detailed derivation of (2.1) can be found e.g. in [7] .
2.2. Multiphase Flow. For multiphase flows, the different fluids are modeled via the Volume of Fluid (VOF) method [14] . This method is based upon a unique velocity and pressure function for both fluids where the different fluid areas are distinguished by an additional flow variableα : Ω u × I → [0, 1], called volume fraction or phase fraction, which is defined such thatα (x, t) = 1 for areas occupied by fluid 1 (water) andα (x, t) = 0 for areas occupied by fluid 2 (air). The phase-averaged local fluid properties are then obtained byρ (x, t) =α (x, t) ρ 1 + (1 −α (x, t)) ρ 2 and µ (x, t) =α (x, t) µ 1 + (1 −α (x, t)) µ 2 with constant densities ρ 1 and ρ 2 and constant dynamic viscosities µ 1 and µ 2 corresponding to fluid 1 and fluid 2. The movement of the interface between water and air is determined via an additional scalar transport equation for the phase fraction variableα given by
In order to model the two fluids as one continuum including surface tension forces in the momentum equation, the so-called Continuum Surface Force (CSF) model [3] is used assuming a transitional area of fixed thickness δ at the interface. In this area, α changes smoothly from zero to one, defined by a C 2 -function. Hence, the surface tension effects can be modeled as a continuous volume force acting in the transitional area. The Navier-Stokes equations (2.1) thus become
whereμ eff (x, t) =α (x, t) µ 1 + (1 −α (x, t)) µ 2 +μ T (x, t) denotes the phase-averaged effective dynamic viscosity,κ : Ω u ×I → R is the curvature at the interface and σ is the surface tension coefficient. Moreover,p * : Ω u × I → R is the pressure part remaining when subtracting the hydrostatic pressurep hydro =ρg
Tx from the total pressurep, i.e.p =p * +ρg Tx (where an initial free surface location atx 3 = 0 is assumed). Thus, (2.3a-2.3c) are coupled differential equations, (2.3e-2.3h) are boundary conditions and (2.3d) is the initial condition. As for the optimization we consider static positions with static flow fields, the time dependency is only kept for numerical reasons. Hence, the adjoint system is derived starting from the stationary system which corresponds to the converged (w.r.t. time) primal solution and reads:
We define the space of physical variables with admissible boundary conditions as
where
does not involve the inflow condition (2.4g) for the phase variableα since this condition is parameterdependent due to the domain transformation. Next, we collect the solution to (2.4) in one vectorỹ := (ṽ,p * ,α), define the operatorR :
and denote the solution asỹ(u) in order to keep track of the dependency on the parameter u. Note, thatR(ỹ, u) = 0 means that (2.4a)-(2.4c), (2.4g) are tested with a vectorλ = (w,q,γ,γ in ) ∈ Z(Ω u ) * .
Time-Resolved Rigid Body
Motion. The motion of a ship floating in water is enforced by the forces and moments acting on the surface of the rigid body. It turns out that the rigid body motion computations can be separated into two independent sub-problems for translation and rotation only by considering two different coordinate systems. In this section, we also recall the standard numerical scheme for determining rigid body motion by using the equations of motion and determining the evolutionary effect of forces and moments acting on the rigid body.
2.3.1. Frames of Reference. We may neglect deformations of the ship hull. Thus, the rigid body motion can be fully described by its components corresponding to six directions. These directions consist of three translations in the three coordinate directions and three rotations around the axes, which results in a total of six degrees of freedom (6 DOF). In the context of ship or aircraft movements, the motion directions for the translations are called surge (∆x), sway (∆y) and sinkage or heave (∆z). The motion directions for the rotation described as Euler angles are called roll or heel (φ), pitch or trim (θ) and yaw or drift (ψ). Since the rotation angles are not commutative, a consistent order of the rotations is crucial, see e.g. [2, 32] . Alternative descriptions can be done e.g. by an orientation matrix or by quaternions. For the description of the body motion two different frames of reference are used, in particular this is a global coordinate system that is moving forward with the constant ship speed and a bodyfixed coordinate system with origin in the center of gravity which moves according to the body motion.
Rigid Body Motion Equations.
The governing equations are determined by the variations of the linear and angular momentum. For the translation, we use that the variation of the linear momentum is equal to the acting forces
where m is the body mass,f the force vector, v G =ẋ G the velocity andẍ G the acceleration of the center of gravity x G . The total forcef consists of surface forces f flow , field forcesf field and external forces f ext . The surface forces are the static and dynamic flow forces of water and air flow acting on the body. They can be calculated by integrating pressure and shear forces acting on the body surface. In most applications, gravity is the only acting field force. External forces can be e.g. towing forces that act on a specific pointx ext ∈ Γ u,B . The total forces read
where I is the unit tensor andμ eff D(ṽ) the viscous stress tensor. Then, by integrating (2.7) w.r.t. time we obtainẋ G and another integration w.r.t. time yields the position x G . For determining the rotations we use the relation that the variation of angular momentum w.r.t. x G is equal to the acting moments:
i.e., I G is the inertia tensor described in terms of the global coordinate system,m is the moment vector and ω G is the angular velocity. Note that the equations of motion for rotation need to be described in terms of the global coordinate system. Therefore, I G is time dependent and we use transformations between the coordinate systems in order to describe I G in terms of I B , which is the inertia tensor with respect to the body-fixed coordinate system and thus constant in time. For the transformation, we use the matrix T of the body fixed system. This allows us to write (2.9) as
whereω G is the angular acceleration. The momentsm acting on the body are determined similar to the forces, but contain an additional multiplication with the lever arm (x −x G ) via cross product, i.e.,
wherem fix =m ext = (x ext −x G ) × f ext contains the external moments. By integration of (2.10) in time we get ω G and a second integration yields the orientation. Equations (2.7) and (2.10) build a system of second-order ordinary differential equations. In the case of translations, (2.7) can be solved as three independent scalar differential equations which each can be transformed into a system of first order ordinary differential equations. In the case of rotations this is in general not possible as the rotations are strongly coupled if more than one rotational direction is considered. Therefore the rotational equations have to be solved as one system. Due to the specific structure of the equations, we use the well-known leapfrog integration, [27] .
2.3.3. Moving Domains. Due to the body motions the flow domain changes in time. Hence, for dynamic computations we use the Arbitrary Lagrangian Eulerian (ALE) formulation of the momentum equation (see e.g. [13] ), which corrects the convective term with the actual motion velocityṽ m of the domain ∇· ρ (ṽ −ṽ m )ṽ T . For all other equations the same correction has to be applied to the convective term.
There are several approaches to determine the motion or distortion of the computational domain enforced by the rigid body motion, e.g. the whole-grid method, motion of the object boundary Γ u,B only or various versions of deformation strategies like transfinite element mappings [9, 10] or a Laplace equation based mapping [30, 33] , which has been used here.
3. Constrained Optimization for Rigid Body Motion. As already explained earlier, we wish to determine the position of the rigid body (here a ship) in terms of the minimum of forces defined in (2.8) and moments detailed in (2.11). We combine them in a single objective function by using appropriate weighting factors a f , a m ∈ R + and matrices Θ f , Θ m ∈ R d×d to select the components of interest
Using the latter turns the optimization problem into finding roots ofJ , which will be used for the efficient numerical solution in Section 4 below. For details, we refer to [27] . A closer look to (2.8) and (2.11) shows that the functionalJ RBM for the specific case of the rigid body motion consists only of a body-related part acting only on the boundary Γ u,B , i.e.,
At this point, we wish to keep the considerations slightly more general by allowing contributions in the objective functions on all of Ω u and Γ u , i.e.,
since this allows us to derive the adjoint also for other applications.
Note, thatJ acts on Y (Ω u )×U , i.e., on the physical domain. We will also consider its transformation to the reference domain which will be denoted by J : Y ref × U → R and will be detailed later. The same holds true for the PDE-systemR in (2.6) acting on Y (Ω u ) × U and its analog R on Y ref × U . With these preparations at hand, we consider the following constrained optimization problem
The mathematical theory of such pde-constraint optimization problems is wellestablished. As an example, we recall well-known first order optimality conditions. Lemma 3.1. Assume that (1) U ad ⊂ U is nonempty, convex and closed; (2)
satisfies the following first-order conditions
, the general strategy for computing derivatives for our pde-constrained optimization problem can now be described as follows:
1. Constraint/state equation: For a given parameter u ∈ U ad , compute the corre-
The next section is devoted to the detailed derivation of 2. (including the adjoint pde in §3.1 and boundary conditions in §3.2) as well as 3. in §3.3.
Multiphase Adjoint.
We are now going to derive the adjoint system. 3.1.1. Adjoint System for Multiphase Flow. We now detail the adjoint system for the specific case of multiphase incompressible Navier-Stokes flow (2.4) and a general objective functionJ consisting of contributions from the domain Ω u and the domain boundary ∂Ω u . For the derivation of the adjoint system we consider the change of turbulent quantities due to parameter variations as negligible which is a common approximation called 'frozen turbulence' in literature (cf. [6, 21, 23] ).
Proposition 3.2. For the optimization problem (3.4) withJ as in (3.3),R defined by (2.6) and Y (Ω u ) as in (2.5), the adjoint system amounts findingλ :
i.e., (3.5) are the multiphase adjoint Navier-Stokes equations and (3.6) are the multiphase adjoint boundary conditions.
Proof. For the directional derivative ofR (ỹ (u) , u) w.r.t. the flow variables
Then, we obtain
Next, we use Gauss' theorem, integration by parts and Green's identity to obtain in a straightforward way
Combining (3.7a) -(3.7i) with the objective function we get
This needs to hold for all (ṽ + δv,p * + δp,α + δα) ∈ Y (Ω u ). Hence, the terms (3.8a)-(3.8f) have to vanish individually, which yields (3.5),(3.6).
Remark 3.3. For the terms arising from the differentiation of the convection terms in the momentum and phase fraction equations we could also apply a different treatment than the application of Gauss' theorem in (3.7a) and integration by parts in (3.7h). Alternatively, we could just dissolve the divergence and cancel the terms containing ∇· δv due to the continuity equation. With this modification we no longer get boundary contributions from those terms and in the adjoint equations the term −ρ (∇w)ṽ is replaced byρ (∇ṽ)w +w Tṽ ∇ρ and the term −α∇γ is replaced bỹ γ∇α. This alternative treatment for convection terms is pursued for instance by [1, 4, 12, 28] , the treatment presented first is utilized e.g. in [17, 21, 26] .
3.2. Adjoint boundary conditions for rigid body motions. Now, we are going to detail the adjoint system (3.5), (3.6) for the specific case of the rigid body motion, i.e., with the functionJ RBM defined in (3.1). First, this implies that J Ω = 0, so that (3.5) reads
In particular, (3.9b) then implies thatw is divergence-free, which will frequently be used in the sequel. Moreover, asỹ = (ṽ,p * ,α) ∈ Y (Ω u ) we have that ∇ ·ṽ = 0, and
. The boundary conditions in (3.6) so far do not have an appropriate form as the perturbations δv, δp and δα still appear. Thus, we detail these conditions. Recall the relevant boundary conditions for the primal multiphase system in (2.4d)-(2.4f). In a first step, we use standard tools (mainly the product rule) in order to simplify the first multiphase adjoint boundary condition in (3.6a). Proof. We start by applying the usual product rule to ∇ (μ effw ) and obtain
Next, we apply Green's first identity twice and get:
For the remaining term we apply the relation
, where the last term vanishes since ∇·w = 0. Then, integration by parts yields
which leads to
which proves the claim. As already pointed out earlier, the assumption of Lemma 3.4 is fulfilled for rigid body motions so that we can further simplify the first multiphase adjoint boundary condition (3.6a) for the rigid body motion as follows
Recall thatJ ∂Ω (ỹ, u) = Γu,BĴ ∂Ω (ỹ, u) dx, which means that
We will now consider the different parts of the boundary individually.
3.2.1. Inlet Boundaries. We start by investigating the inlet boundaries Γ u,in . As usual we assume that the inlet boundary is sufficiently far from the object so that reflections do not occur, i.e., we obtainñ T ∇ δv t = 0. Sinceỹ + δy ∈ Y (Ω u ), we get ∇ · ( δv) = 0 and δv |Γu,in = 0. Hence, the boundary condition in (3.6a') reads
We will first show that the following condition is always satisfied. For any vector z and a normal vector n, we define its normal components as z n := z n n = (z T n) n and its tangential component as z t := z × n. The following relations are then well-known
Applying this to z = δv and recalling that ∇ · ( δv) = 0 as well as δv |Γu,in = 0 yields ∇ · ( δv t ) = 0 and thus 0 = ∇ · δv = (∇( δv n ))
T , which vanishes since we assumed that Γ u,in is sufficiently far from Γ u,B . Hence (3.6a") holds.
Next, we consider (3.6b), which reads here Γu,in δp w n dS = 0 for all δp, i.e., w n = 0 on Γ u,in . Finally, we insert the primal boundary conditions (2.4f, 2.4g) into (3.6c) to obtain (recallw Tñ = 0 as well asJ
Since this needs to hold for all δα, we get the conditioñ
Note, that we obtain no conditions for the tangential part of the velocityw t , the adjoint pressureq and the adjoint phase fractionγ. Therefore, we choose homogeneous Neumann conditions for those variables in order to ensure well-posedness:
3.2.2. Wall boundaries. Next, we consider the boundary part Γ u,wall , wherē J RBM also vanishes. As above for the inlet boundary, we have that ∇ · ( δv) = 0 and due to the no-slip boundary conditions on Γ u,wall we get δv |Γ u,wall = 0. Hence (3.6a) reduces to
where the last step is exactly as in §3.2.1 above. For arbitrary vectors w and z, the following relation is also well-known
due to orthogonality of tangential and normal vectors. Applying this for z = δv yields w T n (∇ δv t ) Tñ = 0 since δv |Γ u,wall = 0. By splittingw =w t +w n , (3.11) now reads
From the well-known boundary layer theory (see e.g. [24] ) it is known that on no-slip wall boundaries we have ∇ṽ T tñ = 0 and thus ∇( δv t ) Tñ = 0, so that (3.12) implies thatw t = 0 on Γ u,wall . Next, we obtain by (3.6b) as in §3.2.1 thatw n = 0 also on Γ u,wall , so thatw |Γ u,wall = 0.
Finally, inserting the homogeneous boundary condition onw into (3.6c) results in 0 = Γ u,wall δαγṽ Tñ dS for all δα. In view of the primal boundary conditions (2.4d),
i.e.,ṽ |Γ u,wall = 0, the latter condition is automatically satisfied so that we do not get any further requirements forq andγ. Consequently, we choose Neumann boundary conditions on Γ u,wall for these variables, i.e.,
3.2.3. Body boundary conditions. Next, we consider Γ u,B , i.e., the boundary of the rigid body. Using Lemma 3.4, δv = 0 and recalling thatJ ∂Ω (ỹ, u) = 0, the remaining boundary conditions of (3.6) on Γ u,B are:
As opposed to the previous cases, the derivatives ofJ ∂Ω appearing in (3.13) do not vanish. Recalling the definition ofJ (ỹ, u) in (3.1), (2.8) and (2.11), we immediately get that forỹ = (ṽ,p * ,α) and z ∈ {ṽ,p * ,α}
Inserting these into (3.13a) and (3.13b) leads to
Next, we aim at proving that (3.16)
Γu,Bw
Tμ eff ∇( δv)ñ dS = 0.
In fact, since δv |Γu,B ≡ 0, we obtain on Γ u,B that ∇( δv)ñ = ∇( δv Tñ ) − (∇ñ) δv = ∇( δv n ). Exactly as in §3.2.1, we getñ T (∇( δv n )) = 0. Then, by orthogonality of normal and tangential components we get
i.e., (3.16). Now, we add this vanishing term to (3.14) and get
Tμ
T w we now obtain the boundary conditioñ
Starting at (3.15) yields exactly the same condition. Remark 3.5. If we would have an objective function including only forces, we would get a constant Dirichlet boundary condition forw. However, if moments are also involved, the boundary condition depends on the specific position ofx ∈ Γ u,B .
Like for the preceding paragraphs, we do not obtain a boundary condition onq and therefore we choose a Neumann condition:
Outlet Boundaries.
Finally, we consider the outlet boundary Γ u,out . It turns out to be quite convenient to assume planar boundary patches of Γ u,out , i.e., ∇ñ = 0 and ∇t for any tangential vectort. Moreover, we assume that Γ u,out is located in the far field, so that we may assume ∇μ T = 0, whereμ eff =μ +μ T .
We are now going to derive the corresponding boundary conditions. First, for y + δy ∈ Y (Ω u ), δy = ( δw, δp, δα), we obtain
Since δp |Γu,out = 0, the equation (3.6b) is always satisfied. With the application of Lemma 3.4 the remaining conditions in (3.6) reduce to
Next, we will simplify (3.18a). First, note that ∇μ eff = ∇μ + ∇μ T = ∇(α 1μ1 + (1 − α)μ 2 ) = (μ 1 −μ 2 )∇α. Then, recall that δy ∈ Y (Ω u ), which implies that from the primal problem we observe that
Hence, on Γ u,out , it holds that 0 = ∇ · (α δv) = (∇α)
where the last step follows from (∇α) Using the same reasoning to (3.18b) yields
Since (possibly by modifying the position of Γ u,out ) we may assume thatṽ Tñ =ṽ n = 0 on Γ u,out , we obtain from (3.20)
Obviously, the latter one is a scalar equation where the last term can be seen as follows (using ∇ñ = 0)
Altogether, we obtain the boundary conditions (3.21), (3.22) and (3.23) on Γ u,out . The tangential part ofw, i.e.,w t is determined by (3.22) , the adjoint phase fractionγ by (3.21) and the adjoint pressure q by (3.23), where, however, the last two equations require the knowledge also ofw n , which is determined by the pde-system using the adjoint flux.
3.2.5.
Multiphase adjoint boundary conditions. Collecting the previous findings, we obtain the following multiphase adjoint boundary conditions:
, on Γ u,out . (3.24g) 3.3. Parameter Derivatives. In the last step of our general procedure, we have to determine the derivative of the reduced cost function
with the solutionỹ = (ṽ,p * ,α) of the multiphase Navier-Stokes equations (2.3) which is equivalent to the solution of the stationary system (2.4) for converged flow variables and the solutionλ = (w,q,γ,γ in ) of the corresponding adjoint system (3.5) with adjoint boundary conditions (3.24) for given u ∈ U ad .
We start with the transformation of the multiphase constraint system to the reference domain and its differentiation w.r.t. u. Then, we present the transformation and differentiation of the multiphase objective function.
3.3.1. Multiphase Constraint System. Using standard formulas for changing variables in integration, we get
Note, that we kept the "˜" for the phase fraction inlet valueα in (τ u (x)). This is due to the fact that this variable is a given input function and not the result of the flow calculation. Therefore its dependency on u is explicit and not implicit through the state equations. This is relevant for the derivative w.r.t. u later. By using standard arguments for differentiation (see [27, §4.3.2, 5.3 .1] for details), we then obtain
Remark 3.6. In the above calculations, we assumed two fluids with a smooth phase fraction. i.e., a C 2 -transition area of finite thickness. This is relevant for the differentiation of the phase fraction variable α and its inlet conditionα in (τ u (x)) as the term
|det J τ u (x)| γ in dx is only nonzero in the very small transition area of the interface.
However, this transition area should be small which induces steep gradients that may not be resolvable by the numerical scheme. This, in turn might cause errors in the gradient of the objective function. If the discretization cannot be chosen sufficiently fine to reproduce such steep gradients, it might be better to neglect the corresponding terms as the numerical error might exceed the modeling error by neglecting its contribution.
Multiphase Objective Function. For the transformation of the terms
This concludes the calculation of all terms required for our general approach outlined at the beginning of this section.
4. Numerical Experiments. Now we report on our numerical experiments.
4.1. Discretization. The discretization of the partial differential equations of this work is carried out by means of the finite volume method. For the multiphase calculations the phase fraction equation is solved using the Multidimensional Universal Limiter with Explicit Solution (MULES) algorithm [25] , where an additional artificial compression term is introduced into the phase fraction equation in order to keep the interface sharp. Moreover, the primal equations are decoupled with the well-known schemes SIMPLE [22] and PISO [15] where the latter one is also adapted to be used for our adjoint equations (for details see [27] ). The implementation is realized with the software library OpenFOAM R [11, 23] which is an open source software toolbox especially for CFD.
Validation.
We start by showing some numerical experiments in order to validate both the derivation of the equations as well as our implementation in the following cases:
• calculation of single-or multiphase adjoint flow fields,
• evaluation of the adjoint gradients and validation with finite differences. Of course, we have also performed several tests for validating the primal flow calculations, [27] . We consider different test cases, namely
• NACA0012 single phase: single phase flow around a NACA0012 hydrofoil;
• Box multiphase: two phase flow around a box;
• KCS multiphase: two phase flow around the KCS ship, [20] .
Adjoint Flow Fields.
NACA0012 single phase. We start with the single phase flow around the wellknown NACA0012 profile using the drag (x-force) as objective function for deriving the adjoint system. This objective function leads to a boundary condition at the hydrofoil boundary Γ B with the adjoint velocity specified by the unit vector in xdirection (see §3.2). A typical result is shown in Figure 4 .1 indicating the expected behavior of the adjoint velocity having the opposite direction as the primal flow field. Multiphase box. Next, we consider the two-phase flow around a rigid box. This case has also been validated by experiments at Voith, Heidenheim, [27] . For stabilization purposes, we neglected some cross-coupling terms, see [27] for details. We use the multidimensional objective function consisting of z-forces and y-moments. The tests were performed for two different parameter combinations. The first one corresponds to the initial parameter combination for the optimization algorithm, namely a trim angle of 0
• and a sinkage of 0 mm, and the second parameter combination is located close to the optimum (4
• , -11mm). The residual plot in Figure 4 .2 shows fast convergence using the mentioned stabilization. We stopped at a residual below 10 −8 . KCS multiphase. For the KCS ship we used the y-moment objective function and the hydrostatic equilibrium position with a trim angle of 0
• and a sinkage of 0 mm. Employing the modifications in the cross-coupling terms mentioned above, stable and fast convergence of the adjoint system could be achieved, as we can see in the residual plot in Figure 4 .5. The stopping criterion was residual below 10 −8 . 
Adjoint Gradient.
Next, we test the computation of the adjoint gradient and use two variants of finite differences for the validation. By "FD" we indicate a standard finite difference approximation of the adjoint gradient. The second variant is based upon the splitting
, into the explicit dependency on u (1) and the implicit dependency in y (u) (2), where only (2) is approximated by finite differences, whereas (1) can be directly evaluated with the transformation approach (see §3.3.2). This method is indicated as "SemiFD" and allows us to separately validate the two components of the adjoint gradient.
NACA0012 single-phase. We used the non-dimensionalized drag as objective function, i.e., the quotient of the forces (divided by the density) and the term It can be observed that the SemiFD values are very close to the values of the FD calculation and the adjoint gradient value is a little bit below. This is reasonable as the FD and SemiFD approximations have the same order of accuracy. Moreover, finite differences over-predict the gradient for functions with increasing slope. As the values for FD and SemiFD are almost the same we can also conclude that the computation of the explicit term (1) is correct.
Box multiphase. The adjoint gradients for multiphase flow are evaluated using (3.25)-(3.27) with the derivatives for a whole-grid transformation. Using this transformation approach we observe that for derivatives w.r.t. translational directions nearly all terms containing adjoint flow variables vanish as these terms cannot be evaluated accurately and are therefore neglected. This speeds up the computation as only an adjoint system for the y-moment needs to be solved. We used the parameters (0 • , 0 mm) and (4 • , -11 mm). For the first parameter we also performed FD calculations with disturbances of 0.2
• and -0.2 mm. We have four different relevant derivatives resulting from two different objective function components (y-moment and z-force) and two parameters considered (trim and sinkage, denoted by u 2 and u 6 ). Note, that the main influence on the y-moment results from the trim angle and the main influence on the z-force results from the sinkage. Therefore the validations were performed for these derivatives are presented in Figure 4 .8b. Convergence is attained within about 1.000 iterations, which has to be compared with the primal flow simulations using T = 100s with about 100.000 iterations. Thus, the overhead due to the adjoint approach is almost negligible.
In Table 4 .3, the comparison with the finite difference approximations are shown. We observe deviations below 20% which -for derivatives-we consider as good. are presented in Table 4 .4. Although the contributions of the artificial transition area of the fluid interface were again neglected, the deviations are less than 6% which is by all means sufficiently accurate. 4.3. Gradient-based Optimization. Next, we present our results for the gradient-based optimization. We also validate our numerical realization in terms of finite differences. We use the same test cases as for the validation above.
NACA0012 single case. We aim at determining the angle of attack (rotation around the z-axis) that minimizes the drag coefficient (which is a similar setup as forces minimization for ship motion, see below), i.e., the objective function is given by
In order to optimize, we use a gradient descent scheme. The initial parameter value was set to ψ (0) = u
3 := 10
• . The gradient was calculated by the adjoint approach for the objective function ρ −1 f x (y (u) , u), which was later non-dimensionalized by the factor 2 v −2 A −1 . The stopping criterion was set as |j(u (k) ) − j(u * )| < 10 −6 , where u * is the optimal solution that is known to be u * = 0 with j (u * ) = 0.0255289. The results for a fixed step size 0.5s as well as for an Armijo search are shown in Figure 4 .9. we observe convergence which, however, is not guaranteed by the theory. For the line search, the step in iteration 1 and 2 is rejected once, whereas for the initial and last step the Armijo criterion is directly fulfilled. Box multiphase. For this case, we search the multidimensional root of the ymoment and the z-force and determine the corresponding trim angle and sinkage value. Thus, in these test cases the objective function is given by j (u) = m (y (u) , u) f (y (u) , u) with the parameter u = u 2 u 6 = θ ∆z .
Here, we perform a multidimensional root search using Newton's method instead of a minimization as in the single-phase case (which is beneficial due to the almost linear dependence of the components of j w.r.t. their respective dominating parameters). The corresponding Jacobian and its inverse can easily be computed. Moreover, there is an additional output functional of interest, namely the resistance f x (y (u) , u) of the ship. It turns out that the Newton iterations require only one additional adjoint calculation since ∂my ∂u6 and ∂fz ∂u6 can be evaluated using primal flow fields only. The results of the Newton iterations for some alternatives are presented in Figure 4 .10.
After only one iteration the output value of the resistance is already accurate up to 0.5% accuracy. The values for trim and sinkage are less accurate with 7.1% and 14.5% deviation. However, with the second iteration this deviation already reduces to under 3% in both cases.
As mentioned above the dependency on the main parameter component is almost linear and therefore the respective derivative values for KCS multiphase. We use the same approach as in the box multiphase case above. The stopping criterion was again set to j(u After only one iteration we obtain very accurate resistance results (f x ) that are within the accuracy of the dynamic oscillations of a time-resolved reference computation (equations of motion). Using the additional evaluation for the parameter values of the next iteration (without the corresponding flow solution) the trim and sinkage parameter values are equally accurate. As already observed in the adjoint gradient validation of §4.2.2 the value of ∂ ∂u2 m y for 0
• and 0 mm is slightly over-estimated, which results in a value for u that is further away from the final value than in a corresponding finite differences calculation. However, even if this value is reused for the parameter evaluation at iteration 1, the value u (2) 2 already has a deviation of under 1%. Furthermore, especially for this test case with a real ship the effort for the adjoint calculation is very low in comparison to static flow calculations of the ship.
Therefore even performing a new adjoint derivative calculation does not have a major impact on the overall efficiency.
These results clearly show that we are able to calculate the resistance of a ship considering trim and sinkage with only one additional static flow calculation and one or two adjoint evaluations depending on the required accuracy. Moreover, in comparison to dynamic calculations, static calculations are more robust and therefore need fewer inner iterations per outer iteration and the adjoint can be solved at an expense that is negligible as compared to primal computations.
5. Summary and Outlook. We observe an extremely fast numerical scheme for solving the rigid body motion in a two-phase flow. The overhead of the adjoint computations is almost negligible compared to the flow simulation which means that the full pde-constraint optimization problem can be solved with the complexity of about two static flow simulation (one for the initial position at the construction waterline equally needed for the dynamic calculation via equations of motion and one additional static computation in the optimization).
Since all equations are completely detailed, corresponding simulations can immediately be done for other rigid bodies as well, which we already did for a variety of real ship geometries.
