This paper considers the use of classical and Bayesian inference methods to analyze data generated by variables whose natural behavior can be modeled using asymmetric distributions in the presence of left censoring. Our approach used a Lèvy distribution in the presence of left censored data and covariates. This distribution could be a good alternative to model data with asymmetric behavior in many applications as lifetime data for instance, especially in engineering applications and health research, when some observations are large in comparison to other ones and standard distributions commonly used to model asymmetry data like the exponential, Weibull or log-logistic are not appropriate to be fitted by the data. Inferences for the parameters of the proposed model under a classical inference approach are obtained using a maximum likelihood estimators (MLEs) approach and usual asymptotical normality for MLEs based on the Fisher information measure. Under a Bayesian approach, the posterior summaries of interest are obtained using standard Markov chain Monte Carlo simulation methods and available software like SAS. A numerical illustration is presented considering data of thyroglobulin levels present in a group of individuals with differentiated cancer of thyroid.
Introduction
Stable distributions, usually denoted by S α (β, µ, σ) , are a good alternative to generalize normal distributions. The normal distribution, the Lèvy distribution and the Cauchy distributions are special cases of this family of distributions. This family of distributions is described by four parameters α, β, µ, and σ, where the parameter α defines the fatness of the tails, α ∈ (0, 2], where α ≈ 2 indicates thin tails; β is a skewness parameter, β ∈ [−1, 1] where β = 0 indicates symmetry; µ ∈ (−∞, ∞) and σ ∈ (0, ∞) are, respectively, location and scale parameters (Lèvy, 1924) .
A great problem associated to stable distributions S α (β, µ, σ), is that in general there is no simple closed form for their probability density functions (pdf) which makes difficult to obtain the estimates of the parameters using classical methods wherever, it is known that all pdfs of stable distributions are continuous (Gnedenko and Kolmogorov, 1968; Skorohod, 1961) and unimodal (Ibragimov and Chernin, 1959; Kanter, 1976) which facilitates the use of Bayesian methods. A Bayesian analysis of this class of distributions was introduced by Buckle, (1995) using Markov chain Monte Carlo (MCMC) methods (Achcar et al., 2013) . The use of Bayesian methods with MCMC simulation techniques can have great flexibility by considering latent variables (Damien et al., 1999; Tanner and Wang, 1987) , where samples of latent variables are simulated in each step of the Gibbs or Metropolis-Hastings algorithms.
Stable distributions have been widely used in the analysis of economics and actuarial data sets (Kleiber and Kotz, 2003) , in the theoretical and applied physics (Barkai et al., 2000; Tsallis et al., 1995) , in genetics research (Yu et al., 2010) and more recent in the modelling of the ultrasound images (Ranjani and Chithra, 2015) . Many of these authors, worked with the Lèvy distribution to model the variability of the data in situations with heavy tails and asymmetry; however, we did not find any work that model censored longitudinal data in presence of asymmetry, extreme data and covariates.
In applied areas as in engineering and medical studies, it is possible to have data from variables whose behavior in the nature can be described using distribution with marked asymmetry and fat tails and additionally, there is the presence of some observations which can not be measured below some small threshold by the limitation of the measuring equipment. In this direction, there are situations as in the case of the treatment of individuals with differentiated thyroid cancer, which are necessary to follow up the patient by a fixed predetermined time, that is, we have in this case, longitudinal data with left censorship, asymmetry and heavy tails. In this paper, we develop a methodology that assumes the use of the Lèvy distribution as alternative to model data obtained during the follow up of the individuals, whose empirical distribution of frequencies shows a marked asymmetry in the presence of left censoring, extreme values and covariates. For this purpose, we first conducted a simulation study to evaluate the fit of the Lèvy distribution and compare it with results obtained using other existing common lifetime distributions; then we applied our procedure to a data set of individuals diagnosed with different forms of thyroid cancer, where all patients were treated with surgery in the thyroid gland and radioactive iodine therapy. This paper is organized as follows: in Section 2, we present a background about the Lèvy distribution; in Section 3, we introduce the likelihood function; in Section 4, we introduce the Lèvy distribution in presence of censored data and covariates; in Section 5, we present an example with simulated data; in Section 6 we present an application with a real medical data; finally in Section 7 we introduce some comments and remarks.
Background about the Lèvy distribution
If a random variable X ∼ S α (β, µ, σ), then Z = (X − µ)/σ ∼ S α (β, 0, 1) (Lukacs, 1970; Nolan, 2015) and the support of all stable distributions are given in (−∞, ∞), except for α < 1 and |β| = 1 where the support is (−∞, 0) for β = 1 and (0, ∞) for β = −1 (Feller, 1971 ). If α < 1, the variance is infinite and the mean of the stable distribution does not exists. The characteristic function Φ (·) of a stable distribution is given by, where i = √ −1 and sign(·) function is given by,
(2.2)
When α = 2 and β = 0, we have the normal distribution with mean equals to µ and variance equals to 2σ 2 ; if α = 1/2 and β = 1, we have a Lèvy distribution with pdf given by,
The standard Lèvy distribution is given when µ = 0, that is, we have a one parameter distribution with pdf given by,
where t > 0.
In Figure 1 , we have the plots of the Lèvy pdf assuming µ = 0 and different values of the scale parameter σ.
The cumulative distribution function (cdf) of the random variable T with a standard Lèvy distribution with pdf (2.4) is given by, where erfc (x) = 1 − erf (x) is the complementary error function and the error function erf (x) is given by,
(2.6)
The Lèvy distribution with pdf (2.3) has undefined mean and undefined variance, but the median is given by,
where the inverse complementary error function is defined as erfc −1 (1 − x) = erf −1 (x). The hazard function h (t) of the standard Lèvy distribution (µ = 0) is given from the expression h (t) = f (t)/S (t) where f (t) is the pdf (2.4) and S (t) is the survival function S (t) = P (T > t) = 1 − F (t), where F (t) is given in (2.5), that is,
(2.8)
In Figure 2 , it is presented the plots of the standard Lèvy hazard function (µ = 0) with different values for the parameter σ using the approximation (Abramowitz and Stegun, 1992) ,
(2.9) (maximum error: 5×10 −4 ), where a 1 = 0.278393, a 2 = 0.230389, a 3 = 0.000972, and a 4 = 0.078108.
Likelihood function
Let T 1 , . . . , T n be a random sample of size n of a standard Lèvy distribution (µ = 0) with pdf (2.4). The likelihood function for σ is given by,
The log likelihood function for σ is given by,
The maximum likelihood estimator (MLE) for σ is given by,
Hypothesis tests and confidence intervals for the parameter σ could be obtained using standard asymptotic results for the maximum likelihood estimator for σ, as for example using the asymptotic normality of the MLEσ ∼ N(σ, 2σ 2 /n). In this way a 95% confidence interval for σ is given by,
Assuming the Lèvy distribution with µ 0 and density (2.3), the MLE for µ and σ are given, respectively, by,μ
5)
where X (1) = minimum (X 1 , . . . , X n ).
Presence of censored data and covariates
In presence of left censored data, the likelihood function for σ (standard Lèvy distribution) is given by,
where f (t; σ) is given in (2.4), F (t; σ) is given in (2.5) and δ is an indicator of censored data (δ = 1 for uncensored data and δ = 0 for censored data).
Assuming the presence of a vector of covariates z = (z 1 , z 2 , . . . , z p ) we assume the following regression model:
Inferences for the parameters σ and the regression parameters β 0 , β 1 , . . . , β p are obtained using MLE and standard MCMC methods (Casella and George, 1992; Chib and Greenberg, 1995) .
Recently, problems involving censored data were developed by Kim (2016 Kim ( , 2017 , , , and Aryal and Elbatal (2015) . 
An example with simulated data
Under a survival study scenario, we simulated data from a standard Lèvy distribution. Using the inversion method, we have from (2.4) and (2.5),
where Φ (t) is the cdf of a standard N (0, 1) normal distribution. In this way, considering a given fixed value of σ, we use the fact that F (t; σ) has an uniform U [0, 1] distribution to simulate a value u from the uniform distribution U [0, 1] to get a value t of the standard Lèvy distribution, from the relation,
Considering σ = 5, we simulated 50 values from a standard Lèvy distribution using the R Software (R Core Team, 2014) ( Table 1) .
The sample mean, sample median and sample standard-deviation for the simulated lifetimes in Table 1 are given, respectively by, 254.32, 8.98, and 833.80. Assuming the standard Lèvy distribution with pdf (2.4), the MLE for σ is given by 4.2092 (see (3.3)). A 95% confidence interval for σ (see (3.4)) is given by (2.5592;5.8592). The MLE of the median (2.7) using the approximation (2.9), is given by 9.2530.
In Figure 3 , it is presented the histogram of the simulated lifetime data with the fitted standard Lèvy pdf curve from where it is observed a good fit of the model for the dataset. Using some existing popular lifetime distributions, we computed the MLEs for the median lifetime obtaining a value of 176.28 with the exponential distribution, 20.2076 with the Weibull distribution and 12.8717 with the log-logistic distribution. It is therefore possible to get different estimates for the median lifetime using these standard lifetimes. In addition, we obtained probability plots, the empirical cdf and the goodness-of-fit statistics for each one of these distributions (Table 2, Figure 4 , and Figure 5 ). From these plots we observe that the fits of these distributions are inadequate for the data set introduced in Table 1 , wherever it was observed a good fit of the data to the standard Lèvy distribution (smaller goodness-of-fit statistics). Now, assuming a Bayesian approach for the standard Lèvy distribution with a gamma non-informative prior distribution, Gamma(0.000001, 0.000001), for σ, we find (use of SAS/MCMC procedure (SAS, 2010a), with a "burn-in sample" of size 5,000 and a final Gibbs sample of size 1,000) a Bayesian estimator (posterior mean) given by 4.1899 and 95% credible interval for σ given by (2.7004; 6.0862).
Assuming left censored data in t < 5 for the simulated values in Table 1 , we obtained the goodnessof-fit statistics for each distributions (Lèvy, Exponential, Weibull, and Log-Logistic) . These values are presented in Table 3 .
The results of Table 3 it indicated a good fit of the left censored data to the standard Lèvy distribution (smaller goodness-of-fit statistics).
In this section we also study the performance of the MLE estimation for σ given in (3.3). We have taken sample sizes n = 10, 20, 30, 40, . . . , 100 and σ = 0.5, 1.0, 1.5, and 2.0. For each combination (n, σ) we have generated B = 10,000 pseudorandom samples from the Lèvy distribution using inverse cdf method (5.4) from where it was obtained a sample t = (t 1 , . . . , t n ) to be used in the study. For each combination (n, σ) we compute the bias and the root mean-squared error (RMSE) given, respectively, by, whereσ i is the value of σ i obtained in the i th iteration. In Figure 6 it is presented the behavior of the MLE, for both bias and the root of the mean-squared error. We observe from these charts that: 1) the biases of the MLE for the parameter σ tend to zero for large sample sizes n, that is, the estimator is asymptotically unbiased; 2) the RMSE of the MLE for the parameter σ tend to zero for large sample sizes n, that is, the estimator is consistent; 3) larger biases and RMSE are observed for large values of σ.
An application with medical data
To illustrate our proposed methodology, we used a medical data set related with differentiated cancer of thyroid. The data set consists of 91 patients treated by the head and neck surgeon Gabriel Sánchez de Guzmán who works in a level IV hospital located in Bogotá Colombia. This data set was also used by López et al., (2014) , in a descriptive study to evaluate the relationship between initial thyroglobulin levels and presence of recurrence of cancer one year after application of the treatment. Each patient had surgery to remove the thyroid gland and was then treated with radioiodine I-131. A blood sample was obtained to measure the thyroglobulin level (T g1) before starting therapy with iodine. Two more measures were obtained after the application of the therapy, the first approximately six months after the last therapy session (T g2) and the second one year later (T g3). In addition doctor Sánchez authorized us to use four covariates: age, sex, tumor size, dose of radioiodine used in therapy. The information on the thyroglobulin levels data equal to 0.1 are considering left censored since the measuring instrument does not detect values less than 0.1. Under our view, the main goal of this study was to check if the three responses are affected by the covariates and obtain predictions on thyroglobulin levels in the three time moments. Figure 7 presents the histograms of the thyroglobulin levels data in the three measurement times. From the histograms in Figure 7 , it is observed that some observations are large when compared to others values (very asymmetric data), that is, standard lifetime distributions as Weibull are not appropriate to analyze this data set. It is also observed the presence of left censored data in T g2 and T g3 (values equal to zero are left censored at t = 0.1). That is,
To analyze the Thyroglobulin data set, it was assumed three standard Lèvy distributions with parameters σ 1 , σ 2 , and σ 3 in presence (or not) of covariates. We consider three situations in our analysis: 1) not considering the presence of covariates and considering independent responses, 2) considering the presence of covariates and independent responses, 3) considering the presence of covariates and dependent responses.
Analysis not considering the presence of covariates and assuming independent responses
Considering the first case (not presence of covariates and independent responses) to analyze the proposed medical data set, we get inferences for parameter σ under a classical approach (maximum likelihood estimates) and under a Bayesian approach. These results are presented in Table 4 . Maximum likelihood estimates were obtained in SAS/NLMIXED procedure (SAS, 2010b), by applying the Newton-Raphson algorithm. To obtain the Bayesian estimates we have used MCMC methods available in SAS software 9.2, SAS/MCMC (SAS, 2010a). A single chain has been used in the simulation of sample. We simulated other 10,000 Gibbs samples taking every 10 th sample, to get approximated uncorrelated values that result in a final chain of size 1,000. Usual existing convergence diagnostics available in the literature as traceplots of the simulated Gibbs samples for a single chain using the SAS/MCMC procedure indicated convergence for σ.
In Figure 8 , it is presented the plots of estimated cdfs based on the maximum likelihood estimates and the plots of the empirical cdfs for censored data using the Kaplan-Meier method. In addition, we obtained goodness-of-fit statistics for the standard Lèvy distribution, for the exponential distribution, for the Weibull distribution and for the log-logistic distribution (Table 5 ). From the fitted models ( Figure 8 and Table 5 ), we conclude that the thyroglobulin data are better fitted by the standard Lèvy distribution. From the results of Table 4 , we observe similar inference results using classical or Bayesian approaches. For the Bayesian approach, we have used a noninformative Gamma(0.000001, 0.000001) prior distribution for the parameter σ.
Analysis considering the presence of covariates and independent responses
Considering the regression model (4.2) we have three independent models for σ 1 (T g1), σ 2 (T g2), and σ 3 (T g3), given by,
(6.2) σ 2i = exp (β 02 + β 12 z 1i + β 22 z 2i + β 32 z 3i + β 42 z 4i ) , (6.3) σ 3i = exp (β 03 + β 13 z 1i + β 23 z 2i + β 33 z 3i + β 43 z 4i ) , (6.4)
where i = 1, . . . , n (n = 91); z 1i denotes the patient age (in years); z 2i is a binary variable denoting the patient sex (1 = woman; 0 = man); z 3i denotes the tumor size (in cm); and z 4i denotes the dose of I-131 (in mCi). Observe that for the variable T g1 the covariate dose of radioiodine used in therapy was omitted, since it is not possible to observe the radioiodine dose for T g1. The value of this covariate was only observed for T g2 and T g3. Tables 6 and 7 indicate maximum likelihood estimates and the inference results considering a Bayesian approach for regression models for each response of interest. In the Bayesian analysis it was assumed for the parameters β l1 , β l2 , β l3 , and β l4 , l = 1, 2, 3, independent non-informative normal priors with mean 0 and variance 1000, that is, N(0, 1000). A single chain has been used in the simulation of samples for parameters considering a "burn-in-sample" of size 10,000 to eliminate the possible effect of the initial values. After this "burn-in" period, we simulated other 100,000 Gibbs samples taking every 100 th sample, to obtain approximated uncorrelated values which result in a final chain of size 1,000. Usual existing convergence diagnostics available in the literature for a single chain using the SAS/MCMC procedure indicated convergence for all parameters.
From the obtained results of Table 6 , it is observed that the covariate Z 2 (gender) affects the response T g1 since the zero value is not included in the 95% confidence intervals for the associated regression parameters. In the same way, Z 3 (tumor size) affects T g2 and T g3.
The results of Table 7 indicate that the covariates Z 1 (age) and Z 2 (gender) affect the response T g1 since the zero value is not included in the 95% credible intervals for associated regression parameters. In the same way, Z 2 (gender), Z 3 (tumor size) and Z 4 (dose) affect T g2 and the covariate Z 3 (tumor size) affects T g3. That is, the Bayesian model is more sensible to detect covariate effects.
Analysis considering the presence of covariates and dependent responses
Assuming dependent responses for T g1, T g2, and T g3 it is assumed the presence of a latent variable w i which captures the dependence among the responses:
where j = 1, 2, 3 (dependent responses); i = 1, . . . , n (n = 91); z 1i denotes the patient age (in years); z 2i is a binary variable denoting the patient sex (1 = woman; 0 = man); z 3i denotes de tumor size (in cm); and z 4i denote the dose of I-131 (in mCi). For the parameters β 4 j we have j = 2, 3 since it is not possible observe this covariate for T g1 ( j = 1). Table 8 presents the inference results considering a Bayesian approach for the regression model. We consider for the parameters β j1 , β j2 , β j3 , and β j4 , j = 1, 2, 3, independent normal non-informative priors with mean 0 and variance 1,000, N (0, 1000), and for the latent variable w i we assume independent uniform non-informative distributions U [0, 100]. R2jags library (Su and Yajima, 2015) in R software (R Core Team, 2014) was chosen since the extructure of dependence is more simple to implement in R software compared to SAS software. Then a single chain has been used considering the simulation for each parameter for 15,000 times with a burn sample size of 5,000 to eliminate the possible effect of the initial values. We choose each 10 th simulated sample observation to obtain approximated uncorrelated values that result in a final chain of size 1,000. Convergence of the Gibbs Sampling algorithm was monitored using standard graphical methods, as the trace plots of the simulated samples (Brooks and Gelman, 1998) The results of Table 8 indicate that the covariates Z 2 (gender) and Z 3 (tumor size) affect the response T g1 since the zero value is not included in the 95% credible intervals for the associated regression parameters; Z 3 (tumor size) affects T g2 and the covariates Z 3 (tumor size) and Z 4 (dose) affect T g3. The obtained inferences are therefore different from the obtained inferences assuming independence among the responses.
Different model selection methods to choose the most adequate model could be adopted under the Bayesian paradigm (Berg et al., 2004) . We consider the deviance information criterion denoted by DIC (Spiegelhalter et al., 2002) and the conditional predictive ordinate denoted by CPO (Gelfand et al., 1992) .
We used the CPO to choose the most adequate model because the DIC is not indicated to compare the independent responses and dependent responses models. We conclude, based on t he results of Table 10 , that the model with independent response is better fitted by the data (larger CPO), that is, we use this model to obtain our final inferences of interest.
Concluding remarks
Usually, in the statistical analysis of real data sets, we could have observations generated by variables whose natural behavior is asymmetric and where some sample units show large values in comparison to other ones. Additionally, it is possible to have the presence of left censored data and covariates that make a quite complex scenario of the estimation process. To analyze this kind of data, we could use a Lèvy distribution as a good alternative for standard existing lifetime distributions available in the literature commonly used to model data with asymmetry behavior.
As a special application and motivation for the present paper, it was considered a real medical data set, that contains few individuals having very large values of the response variable in comparison with the other observations and where the equipment that measures the variable does not detect very small values below a given threshold. From the obtained results of a simulation study it was observed that the standard lifetime distributions usually used as exponential, Weibull, gamma, log-normal, log-logistic or generalized gamma are not good candidates to fit this type of data. From the results obtained by fitting the Lèvy distribution to a real data set, we concluded that this type of model can be effective to fit asymmetric data in the presence of left censored data and extreme values. It is important to point out that this paper extended the work of Achcar et al. (2013) by considering censored data and maximum likelihood estimation and we observe that, although the Lèvy distribution is a special case of the stable distributions considered by Achcar et al. (2013) , in this work, we introduced a new approach to analyze data with marked asymmetry in presence of left censored data and covariates concluding that, the Lèvy distribution is a good alternative to fit data with the characteristics observed in the thyroglobulin levels data set.
Section 6 verified the good fit of the Lèvy distribution with the medical data set, where standard Bayesian diagnostic criteria as DIC or CPO were used to show the best fit of the Lèvy distribution for the thyroglobulin levels data set. From this analysis, it was possible to verify the covariates with significant effects on the response of interest and discover the best dependence structure for the data. In the same section, it was observed that, the model assuming independent responses on the time shows the best fit to the data (smaller DIC and larger CPO). Comparing the observed results under both approaches (classical and Bayesian), we concluded that the Bayesian inference approach could detect more covariate effects than a classical inference approach. Under the maximum likelihood approach we detected an effect of the covariate gender (first measure of the follow up) and tumor size (second and third evaluation) on the thyroglobulin levels. Under the Bayesian approach, it was possible to detect that the age and gender have important effects on thyroglobulin levels in the first evaluation, but in the second moment of follow up the covariate age is not important but it was observed the effect of tumor size besides the covariate gender. Finally, at the end of the follow up, the variable which presents more effect in the thyroglobulin levels is the tumor size. We conclude that these obtained inference results can be important for the medical knowledge about the thyroglobulin levels behavior during the follow up time after treatment for different forms of thyroid cancer.
In according with the obtained results from our simulation study, the more popular distributions (exponential, Weibull and log-logistic) usually used to fit asymmetry data, show a poor fit when the data are generated by a process that naturally can be model by a Lèvy distribution. This result implies that if the frequency distribution of the observed data shows marked asymmetry and extreme values, necessarily the data analyst should consider the Lèvy distribution as a candidate among the other commonly used distributions in their inference procedure.
Finally, it is important to point out that for a Bayesian analysis using standard MCMC simulation methods as the Gibbs sampling or Metropolis-Hastings algorithms (see for example, Casella and George (1992) or Chib and Greenberg (1995) ) we have many available software that does not require a high computational expertize to get the posterior summaries of interest and could be used in any applied study.
