In this paper we analyze and exactly compute the number of affine equivalence classes under permutations for quartic monomial rotation symmetric functions in prime and prime power dimensions.
Introduction
An n-variable Boolean function f is a map from the n dimensional vector space F n 2 ¼ f0; 1g n into the two-element field F 2 , that is, an n-variable Boolean function f is a multivariate polynomial over F 2 . Denoting the addition operator over F 2 by '+', a Boolean function can be thought as a multivariate polynomial, called the algebraic normal form (ANF)
a ij x i x j þ . . . þ a 12...n x 1 x 2 . . . x n ;
where the coefficients a 0 ; a ij ; . . . ; a 12...n 2 F 2 . The maximum number of variables in a monomial is called the (algebraic) degree, and it is denoted by degðf Þ. If all monomials in its ANF have the same degree, the Boolean function is said to be homogeneous.
Functions of degree at most one are called affine functions. An affine function with constant term equal to zero is called a linear function. Define the scalar product of x ¼ ðx 1 ; . . . ; x n Þ; y ¼ ðy 1 ; . . . ; y n Þ both in F n 2 , by x Á y ¼ P n i¼1 x i y i . The (Hamming) weight, denoted by wtðxÞ, of a binary string x is the number of ones in x, and the Hamming distance dðx; yÞ between x and http://dx.doi.org/10.1016/j.ins.2015.03.071 0020-0255/Published by Elsevier Inc.
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Contents lists available at ScienceDirect Information Sciences j o u r n a l h o m e p a g e : w w w . e l s e v i e r . c o m / l o c a t e / i n s y is the number of positions where x; y differ. An n-variable function f is said to be balanced if its output column in the truth table contains equal number of 0s and 1s (i.e., wtðf Þ ¼ 2 nÀ1 ). The nonlinearity of an n-variable function f is the minimum distance to the entire set of affine functions, which is known to be bounded from above by 2 nÀ1 À 2 n=2À1 .
We define the (right) rotation operator q n on a vector ðx 1 ; x 2 ; . . . ; x n Þ 2 F n 2 by q n ðx 1 ; x 2 ; . . . ; x n Þ ¼ ðx n ; x 1 ; x 2 ; . . . ; x nÀ1 Þ. Hence, q k n acts as a k-cyclic rotation on an n-bit vector. A Boolean function f is called rotation symmetric [10] if for each input ðx 1 ; . . . ; x n Þ in F n 2 , f ðq k n ðx 1 ; . . . ; x n ÞÞ ¼ f ðx 1 ; . . . ; x n Þ; for 1 6 k 6 n. That is, the rotation symmetric Boolean functions (RSBF) are invariant under cyclic rotation of inputs. A partition of some cardinality g n is generated by G n ðx 1 ; . . . ; x n Þ ¼ fq k n ðx 1 ; . . . ; x n Þj1 6 k 6 ng, and so, the number of n-variable RSBFs is 2 g n . It was shown [11] that g n ¼ 1 n P kjn /ðkÞ 2 n k , where / is Euler's totient function. We refer to [8, 9, 11] for the formula on how to calculate the number of partitions with weight w, say g n;w , for arbitrary n and w.
A rotation symmetric function f ðx 1 ; . . . ; x n Þ can be written as a 0 þ a 1 x 1 þ X a 1j x 1 x j þ . . . þ a 12...n x 1 x 2 . . . x n ;
where a 0 ; a 1 ; a 1j ; . . . ; a 12...n 2 F 2 , and the existence of a representative term x 1 x i 2 . . . x i l implies the existence of all the terms from G n ðx 1 x i 2 . . . x i l Þ in the ANF. This representation of f (not unique, since one can choose any representative in G n ðx 1 x i 2 . . . x i l Þ) is called the short algebraic normal form (SANF) of f. If the SANF of f contains only one term, we call such a function a monomial rotation symmetric (MRS) function. Certainly, the number of terms in the ANF of a monomial rotation symmetric function is a divisor of n (see [11] ). We say that two Boolean functions f ðxÞ and gðxÞ in B n are affine equivalent if gðxÞ ¼ f ðxA þ bÞ, where A 2 GL n ðF 2 Þ (n Â n nonsingular matrices over the finite field F 2 with the usual operations) and b is an n-vector over F 2 . We say f ðxA þ bÞ is a nonsingular affine transformation of f ðxÞ. It is easy to see that if f and g are affine equivalent, then they have the same weight and nonlinearity: wtðf Þ ¼ wtðgÞ and N f ¼ N g (these are examples of affine invariants).
There are cases, when it is known that these invariants are also sufficient (two quadratic functions are affine equivalent if and only if their weights and nonlinearity are the same -see [3] , for example). However, in general, for higher degrees, that it is not the case, but there are attempts to solve the equivalence problem (see [1] and the references therein).
Background on S-equivalence
In [2] the authors introduced the notion of S-equivalence f $ S g, which is the affine equivalence of monomial rotation symmetric (MRS) functions f ; g under permutation of variables (we will write here f $ g, for easy displaying). An n Â n matrix C is circulant, denoted by Cðc 1 ; c 2 ; . . . ; c n Þ, if all its rows are successive circular rotations of the first row, that is,
On the set C n of circulant matrices an equivalence relation was introduced in [2] : for A 1 ¼ Cða 1 ; . . . ; a n Þ; A 2 ¼ Cðb 1 ; . . . ; b n Þ, then A 1 % A 2 if and only if ða 1 ; . . . ; a n Þ ¼ q k n ðb 1 ; . . . ; b n Þ, for some 0 6 k 6 n À 1. It was shown that the set of equivalence classes (the equivalence class of Cða 1 ; a 2 ; . . . ; a n Þ is denoted by Cha 1 ; a 2 ; . . . ; a n i, or hCða 1 ; a 2 ; . . . ; a n Þi) form a commutative monoid (under the natural operation hAi Á hBi :¼ hABi). Moreover, the previous operation partitions the invertible n Â n circulant matrices into equivalence classes, say C Ã n = % , and consequently, ðC Ã n = % ; ÁÞ becomes a group.
be an MRS function of degree d, with the SANF x 1 x j 2 . . . x j d . We associate to f the following (unique) circulant matrix equivalence class ð1Þ where the 1 bits (indicated above) appear in positions given by the indices in the SANF monomial of f.
For a binary (row) vector ða 1 ; a 2 ; . . . ; a n Þ of dimension n, we let Dða 1 ; a 2 ; . . . ; a n Þ fij a i ¼ 1g, and by abuse of notation, DðCðaÞÞ ¼ DðaÞ. Similarly, for a single monomial term
. . . ; dg. We can also extend this to the MRS function with this SANF,
. . x i d Þ, which is not unique, but we prefer (so not to complicate the notation) to consider all such sets equal under a cyclic rotation permutation of the indices. That is, for A f as in (1), then [12] . Moreover, it is rather straightforward to see that AA T ¼ P i;j2DðAÞ G iÀj , where
. . . ; a n Þ.
The notion of P-Q equivalence extends naturally from circulant matrices to equivalence classes, as any product of permutation matrices is also a permutation matrix, and any two representative matrices A 1 ; A 2 of an equivalence class hAi are related by a rotation of the row order.
The following two results are essential in our investigation.
). Two MRS Boolean functions f ; g in n variables are S-equivalent if and only if their corresponding circulant matrix equivalence classes A f and A g are P-Q equivalent.
Theorem 2.2 (Wiedemann-Zieve [12] ). Let A; B be two n Â n 0=1-circulants of weight at most 5 with first rows support indices DðAÞ, respectively, DðBÞ, where n is odd. Then the following are equivalent:
1. There exist u; v 2 Z n such that gcdðu; nÞ ¼ 1 and DðAÞ ¼ uDðBÞ þ v.
2.
A; B are P-Q equivalent.
3.
There is an n Â n permutation matrix P such that AA T ¼ PBB T P À1 .
4.
The matrices AA T ; BB T are similar.
It is known [12] that if the weight of A; B is 2; 3, then Theorem 2.2 holds without constraints. If the weight is k 2 f4; 5g, then Theorem 2.2 holds for dimensions n whose prime factors are greater than 2kðk À 1Þ (that is, if k ¼ 4, the prime factors should be greater than 24).
For easy reference, based upon the previous theorems, we often write interchangeably f $ g (for two MRS f ; g), or
DðA f Þ $ DðA g Þ (if there exist u; v 2 Z n such that gcdðu; nÞ ¼ 1 and DðAÞ ¼ uDðBÞ þ v).
There are several papers dealing with the equivalence classes for cubic MRS in various dimensions [3] [4] [5] . In this paper we will find the number of equivalence classes (and representatives of these classes) for quartic (degree 4) MRS (that is, their SANF is f ¼ x 1 x i x j x k with Dðf Þ ¼ f1; i; j; kg) in prime and prime power dimensions. We mention that the result for prime dimension appears in a recent paper of Cusick and Cheon [6] . We give here a rather short proof of that result.
Counting quartic equivalence classes for prime dimension
For easy displaying, we sometimes write a b to mean ab À1 in some obvious environment; we also adopt the convention throughout that working in some Z p ' ; p t x À1 exists if p a kx ¼ p a y; 0 6 a 6 t, and p t x À1 :¼ p tÀa y À1 . We start with a descriptive lemma describing some representatives of the equivalence classes. Throughout this paper we use the ''capital mod'' notation a Mod n to mean the unique integer b 2 f1; 2; . . . ; ng such that b amodn. We use the notation p s km to mean the highest power of p that divides m. 
Proof. We first assume that at least one of gcdði À 1; nÞ ¼ 1; gcdðj À 1; nÞ ¼ 1; gcdðk À 1; nÞ ¼ 1; gcdði À j; nÞ ¼ 1; gcdðk À j; nÞ ¼ 1; gcdðk À i; nÞ ¼ 1 holds. By Theorems 2.1 and 2.2 it will be sufficient to show that for every such MRS h with DðhÞ ¼ f1; i; j; kg, there exists u; v such that uDðhÞ þ v ¼ f1; 2; m; rg, for some m; r. Solving the corresponding 24 systems we obtain the possibilities for ðm; r; u; vÞ:
We easily see that if gcdði À 1;
Next assume that for s P 1; p s k gcdði À 1; j À 1; k À 1Þ (and consequently, it also divides j À i; k À i; k À j). Without loss of generality, we assume that p s kði À 1Þ, and so i À 1 ¼ p s t for some t X 0 ðmod pÞ (the other cases are similar). By taking
), then we see that f1; i; j; kg $ f1; p s þ 1; m; rg. Certainly 
bp s þ 1g with gcdðab; pÞ ¼ 1 and pj gcdða À 1; b À 1Þ, or pjða À 1Þ and pjb, or pjðb À 1Þ and pja:
(i) If p AðA À 1ÞBðB À 1Þ, respectively, we can take u ¼ ðB À 1Þ
, so p abða À 1Þðb À 1Þ and p ða À bÞ (Case B 3 and B 5 later).
(ii) If pjðA À 1Þ; pjðB À 1Þ, then pjðA À BÞ; p AB; If pjA; pjB, then we can take
pjða À 1Þ; pjðb À 1Þ, and pjða À bÞ; p ab (both of these instances are equivalent and constitute Case B 1 later).
(iii) If pjðB À 1Þ and p AðA À 1Þ (similarly for pjðA À 1Þ and p BðB À 1Þ), then take 
Thus, a representative of such a class can be taken of the form f1; p s þ 1; ap s þ 1; bp s þ 1g with gcdðab; pÞ ¼ 1; pj gcdðb À 1; a À 1Þ, or p ða À 1Þðb À 1Þ). Now, given two classes with supports f1; p s þ 1; ap s þ 1; bp s þ 1g with gcdðab; pÞ ¼ 1; pjða À 1Þ or ðb À 1Þ, respectively, 
Proof. Since p is prime by Lemma 3.1 it is sufficient to find the number of nonequivalent MRS with support f1; 2; m; rg. For that purpose, we fix 3 6 j < k 6 p and look at possible 3 6 m < r 6 p such that f1; 2; j; kg $ f1; 2; m; rg. Solving the corresponding systems we obtain the following 12 putative values of fm; rg (unordered pairs): 
and removing the obvious duplications, we get
(Observe that four pairs of consecutive indices are contained in each such class.)
If p 1; 5 ðmod 12Þ, by Gauss' reciprocity law, À1 is a quadratic residue modulo p, and so, for j ¼ 1 AE ðÀ1Þ 1=2 Mod p (which happens when j ¼ 1 À ðj À 1Þ À1 , for example), the above set of possible values for fm; rg shrinks to fj; j þ 1g; f3 À j; 2 À jg; f1 þ j À1 ; 2 À j À1 g:
1=2 , then the class of f1; 2; j 1 ; j 1 þ 1g is the same as the class of f1; 2; j 1 ; j 2 þ 1g.
(Observe that two pairs of consecutive indices are contained in each such class.) The contributions to EðpÞ ðÁÞ in all these cases are 
, for example), the set (2) shrinks into a set of 4 elements j; k f g; f3 À j; 3 À kg;
In all the other cases when k -j þ 1; j -k þ 1, either they all belong to the above class, or the cardinality of the set (2) is 12.
The contributions to both EðpÞ 1 ; EðpÞ 7 in this last case is
1: ð4Þ
Putting together (3) and (4) we obtain
which proves our theorem. h
Counting quartic equivalence classes for prime power dimensions
We will now count the S-equivalence classes for quartics in p ' variables (' P 2), where p P 29 is a prime number. We start with a few lemmas.
Lemma 4.1. Let f be a quartic MRS in p ' (' P 2) dimension whose support includes f1; 2; j; kg, where k ¼ j þ 1 and pjðj À 1Þ, or pjðj À 2Þ, or gcdðj À 1; pÞ ¼ gcdðj À 2; pÞ ¼ 1. Then its equivalence class contains an MRS whose support is f1; 2; j 0 ; k 0 g where
Furthermore, the class containing f1; 2; j; kg with j þ k 3 ðmod p ' Þ will not contain a class of support f1; 2; j 0 ; k 0 g with gcdðk 0 À 1;
Proof. If pjðj À 1Þ we take the affine transformation of Theorem 2.2 based upon u ¼ ðj À 2Þ
we also note that pjðj 0 À 1Þ and pjðk 0 2Þ, or pjðj 0 À 2Þ and pjðk 0 À 1Þ). For the second claim, that is, if pjðj À 2Þ, we take the affine transformation based upon u ¼ Àj
. If p ðj À 1Þ; p ðj À 2Þ, then either of the two above transformations will do the trick. The last claim follows easily by solving the corresponding system and analyzing each of the twelve solutions. Since we have done several such and will do more later, we leave this as a warm-up exercise for the reader. h Lemma 4.2. Let f be a quartic MRS in p ' (' P 2) dimension, whose support includes f1; 2; j; kg, where p divides one of ðj À 1Þ; ðj À 2Þ, and gcdðk À 1; pÞ ¼ gcdðk À 2; pÞ ¼ 1; or, p divides one of ðk À 1Þ; ðk À 2Þ, and gcdðj À 1; pÞ ¼ gcdðj À 2; pÞ ¼ 1; or p divides both ðj À 1Þ; ðk À 1Þ; or p divides both ðj À 2Þ; ðk À 2Þ. 
Proof. By Lemma 3.1, to count the number of equivalence classes of quartics in p ' dimension, it will be sufficient to count the classes with support f1; 2; j; kg with 3 6 j; bk 6 p ' , and also count classes with support f1; p s þ 1; ap s þ 1; bp s þ 1g; gcdðab; pÞ ¼ 1; 1 6 s 6 ' À 1, or pj gcdða; b À 1Þ (or pj gcdðb; a À 1Þ), 2 6 a; b 6 p 'Às À 1.
Case A. First, given a class with support f1; 2; j; kg, the only possible values for fm; rg with f1; 2; j; kg $ f1; 2; m; rg are listed in (2) . We consider several subcases.
Subcase
We get the following possibilities (removing the obvious duplications) for fm; rg where f1; 2; j; kg $ f1; 2; m; rg: fj; 3 À jg; fðj À 1Þ À1 ; 1 þ ðj À 1Þ À1 g; fÀðj À 2Þ À1 ; 1 À ðj À 2Þ À1 g; f2 À ðj À 1Þ À1 ; 3 À ðj À 1Þ À1 g; f2 þ ðj À 2Þ À1 ; 3 þ ðj À 2Þ À1 g;
ðmod pÞ; also, j:
It is straightforward to check that there are exactly two pairs fm; rg in the above list satisfying m þ r 3 ðmod p ' Þ, namely the first and the last ones, except when j p ' þ3 2 ðmod pÞ, or when p 1; 5 ðmod 12Þ (since, by Gauss' reciprocity law, À1 is a quadratic residue modulo p) and so, for j ¼ ð3 AE ðÀ1Þ 1=2 Þ2 À1 Mod p the two pairs overlap (precisely, 
Subcase ðA 2 Þ. k þ j X 3 ðmod p ' Þ; pjðk À jÞ, and gcdðk À 1; pÞ ¼ gcdðk À 2; pÞ ¼ gcdðj À 1; pÞ ¼ gcdðj À 2; pÞ ¼ 1, or pj gcdðj À 1; k À 1Þ, or pj gcdðj À 2; k À 2Þ. We get the following possibilities for fm; rg where f1; 2; j; kg $ f1; 2; m; rg:
for
and for pjðj À 1Þ and pjðk À 1Þ :
for pjðj À 2Þ and pjðk À 2Þ :
We observe that the last two possibilities are not different since, if pjðk À 1Þ and pjðj À 1Þ, then the class of f1; 2; j; kg will contain f1; 2; j 0 ; k 0 g with pjðk 0 À 2Þ; pjðj 0 À 2Þ (for example, fj 0 ; k 0 g :¼ f3 À j; 3 À kg), and viceversa. Moreover, there are exactly two pairs in each class satisfying the required conditions; for example, if pjðj À 1Þ; pjðk À 1Þ, then in the class of f1; 2; j; kg one can find only two others f1; 2; j 0 ; kg with pjðj 0 À 1Þ; pjðk 0 À 1Þ, namely, fj
Summarizing, every class in the first category (gcdðk À 1; pÞ ¼ gcdðk À 2; pÞ ¼ gcdðj À 1; pÞ ¼ gcdðj À 2; pÞ ¼ 1) contains only two pairs (recall that j þ k X 3 ðmod p ' Þ, as in that case we would have only one pair), satisfying the imposed conditions, and every class in the second category (pjðj À 1Þ and pjðk À 1Þ, or pjðj À 2Þ and pjðk À 2Þ) contains exactly three pairs satisfying the imposed conditions. There are ðp 'À1 À1Þðp 'À1 À2Þ 2 ordered pairs ðj; kÞ satisfying pjðj À 1Þ; pjðk À 1Þ and the same number satisfying pjðj À 2Þ; pjðk À 2Þ.
There are
ordered pairs ðj; kÞ with pjðk À jÞ, from which we take away the ones satisfying pjðj À 1Þ and pjðk À 1Þ, or pjðj À 2Þ and pjðk À 2Þ, or j þ k 3 ðmod p ' Þ. Using an inclusion-exclusion easy argument, we obtain
number of pairs ðj; kÞ with pjðk À jÞ -0 and j þ k X 3 ðmod p ' Þ such that gcdðk À 1; pÞ ¼ gcdðk À 2; pÞ ¼ gcdðj À 1; pÞ ¼ gcdðj À 2; pÞ ¼ 1.
Thus, the contribution to Eðp ' Þ ðÁÞ in this case is
Subcase ðA 3 Þ. j þ k X 3 ðmod p ' Þ; jj À kj -1, and pjðk À 1Þ and pjðj À 2Þ, or, pjðk À 2Þ and pjðj À 1Þ (thus, p ðk À jÞ). The possible values for fm; rg with f1; 2; j; kg $ f1; 2; m; rg are (all different Mod p ' ):
for pjðk À 2Þ and pjðj À 1Þ :
for pjðk À 1Þ and pjðj À 2Þ :
We observe that the two possibilities are not different since, if pjðk À 1Þ and pjðj À 2Þ, then the class of f1; 2; j; kg will contain f1; 2; j 0 ; k 0 g with pjðk 0 À 2Þ; pjðj 0 À 1Þ (for example, The number of pairs fj; kg (j; k P 3; jj À kj -1) with pjðk À 2Þ and pjðj À 1Þ and k þ j X 3 ðmod p ' Þ is exactly 
Since we often use the inclusion-exclusion principle in the paper (in the ''underground'') we will display explicitly such a use of the it to count the number of ordered pairs with the above conditions (we always assume that 3 6 j < k 6 p ' ). Let X1 ¼ fðj; kÞjjk À jj -1; k þ j 3 ðmod p' Þg; X2 ¼ fðj; kÞjjk À jj -1; pjk À 1; or pjk À 2g; X3 ¼ fðj; kÞjjk À jj -1; pjj À 1; or pjj À 2g; X4 ¼ fðj; kÞjjk À jj -1; pjk À jg. We see that
(the last count is obtained, by observing that for every j P 3, we let k ¼ ap þ j, where 1 6 a 6 p 'À1 À j=p, and so,
À 1Þ, which simplifies to the above expression). Observe that the universal set
Using the complementary form of the inclusion-exclusion principle for N ¼ 4 sets in the universal set S we introduced earlier, we obtain
Thus, the contribution to Eðp ' Þ ðÁÞ in this case is ordered pairs ða; bÞ with pj gcdða À 1; b À 1Þ, and so, summing them over 1 6 s 6 ' À 1, we obtain that the contribution to Eðp ' Þ ðÁÞ in this subcase is
Using the above observation, there are 
We observe that in the above list there are only two pairs that fully satisfy the imposed conditions. An elementary inclusion-exclusion argument shows that there are
for which pjða À bÞ; a þ b X 1 ðmod p 'Às Þ; p abða À 1Þðb À 1Þ. Summing over 1 6 s 6 ' À 1, we obtain a total of
such pairs. The contribution to Eðp ' Þ ðÁÞ in this case is 
Thus, we will assume that ja À bj > 1. 
If p 1; 7 ðmod 12Þ, then there exist two (nontrivial) cubic roots a; b of 1 (this is equivalent to
we also note that the two cubic roots satisfy a þ b þ 1 0 ðmod p 'Às Þ). For these two values (they occur when the first and fourth pairs in (11) In all the other cases, the set (11) has 12 distinct elements.
Yet another inclusion-exclusion argument reveals that there are n s :¼ 
