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Abstract
In this paper, we investigate some generalizations of normality and collectionwise normality. In
particular, we answer a question of Balogh and Burke by showing that if there is a collectionwise
normal space that is not countably metacompact, then there is a normal ↗-collectionwise normal
space that is not collectionwise normal. The proof is an application of a machine constructed by
Rudin in [Fund. Math. 73 (1971) 179–186].
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1. Introduction
In this paper, we investigate two generalizations of normality. The first separation
property called ↗-normal is defined and studied by Balogh and Burke in [1]. The second
separation property called ω-normal is defined and investigated by Ogryskov in [4]. The
author will show that these two properties are distinct but very closely related. We will also
explore the corresponding collectionwise separation properties ↗-collectionwise normal
(herein called ↗-cwN) and ω-collectionwise normal (herein called ω-cwN).
One of the reasons why these properties are of interest is that they are equivalent to
normality in the class of countably paracompact spaces. In a similar vein, we will show
that countably metacompact ↗-normal spaces are ω-normal. However, to show that these
properties are indeed distinct, we will provide a counterexample by proving the following:
Theorem 1.1. If there is a ↗-normal space X that is not countably metacompact, then
there is a ↗-normal space S(X) that is not ω-normal.
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With regards to the collectionwise separation properties, we have the nice parallel result
that normal countably metacompact ↗-cwN spaces are ω-cwN. In [1], Balogh and Burke
asked if the countably metacompact condition could be dropped. That is, are normal
↗-cwN spaces ω-cwN? It is evident that any counterexample to this question must be
a Dowker space. We construct a counterexample by proving the following:
Theorem 1.2. If there is a normal ↗-cwN space X that is not countably metacompact,
then there is a normal ↗-cwN space R(X) that is not ω-cwN.
Then if we let X be Rudin’s ZFC Dowker space in [6], by Theorem 1.2, we obtain a
counterexample to Balogh and Burke’s question in ZFC.
2. On↗-normal and ω-normal spaces
To show the relationship between↗-normality and ω-normality, we first start with some
basic definitions.
Definition 2.1. In a space X, call an increasing sequence 〈{Hn,Kn}〉n∈ω of pairs of subsets
of X an increasing separated sequence if and only if there is a sequence 〈{Un,Vn}〉n∈ω of
pairs of open subsets of X such that for every n ∈ ω,
(a) Hn ⊆Un, Kn ⊆ Vn, and
(b) Un ∩ Vn = ∅.
Let us say that a pair H,K of disjoint closed subsets of a space X are increasingly
separated if there is an increasing separated sequence 〈{Hn,Kn}〉n∈ω with H =⋃n∈ω Hn
and K =⋃n∈ω Kn. In this case, we will say that the pair H,K has an increasing separated
sequence 〈{Hn,Kn}〉n∈ω . This leads us to define yet a new separation property called
σ -normal as follows:
Definition 2.2. A space X is σ -normal if and only if every pair H,K of disjoint closed
subsets of X has an increasing separated sequence 〈{Hn,Kn}〉n∈ω .
We are now ready to give the definitions of ↗-normal and ω-normal. We note that these
are not the original definitions given in [1,4], but it is easy to check that they are equivalent
formulations.
Definition 2.3. A space X is ↗-normal if and only if every pair H,K of disjoint closed
subsets of X has an increasing separated sequence 〈{Hn,Kn}〉n∈ω consisting of relatively
open subsets (that is, Hn is open in H and Kn is open in K).
Definition 2.4. A space X is ω-normal if and only if every pair H,K of disjoint closed
subsets of X has an increasing separated sequence 〈{Hn,Kn}〉n∈ω consisting of relatively
closed subsets (that is, Hn is closed in H and Kn is closed in K).
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Note. We would like to point out two important observations concerning these definitions.
First, for a ↗-normal space X, it suffices to find a sequence 〈{Un,Vn}〉n∈ω of pairs of
open subsets of X such that Un ∩ H ⊆ Un+1, Vn ∩ K ⊆ Vn+1, and Un ∩ Vn = ∅. Since
if we set Hn = H ∩ Un and Kn = K ∩ Vn for each n ∈ ω, then 〈{Hn,Kn}〉n∈ω is an
increasing sequence consisting of relatively open subsets and is separated by the sequence
〈{Un,Vn}〉n∈ω . Such a sequence 〈{Un,Vn}〉n∈ω will be called a ↗-separation of the pair
H,K . Second, in the definition of the ω-normal property, since H,K are closed sets in the
space X, then the sets Hn,Kn are closed in X for every n ∈ ω. Thus, the term “relatively
closed” is actually redundant.
However, from Definitions 2.2, 2.3, and 2.4 it is easy to see that ↗-normal is the open
version and ω-normal is the closed version of σ -normal. This brings to light the close
relationship between the ↗-normal and ω-normal separation properties. Two reasons why
these properties are of interest include:
Lemma 2.5. A countably paracompact σ -normal space X is normal.
Lemma 2.6. If a space X has a dense set Z and a closed discrete set D such that
2|D| > 2|Z|, then X is not σ -normal.
The two lemmas above are proved for the ↗-normal case in [1]. The proofs may be
easily adopted for the σ -normal case.
At this point we could further investigate the σ -normal property, but we choose to focus
this paper on the differences between the ↗-normal and ω-normal properties. In fact, we
will show that there is a completely regular↗-normal space that is notω-normal. However,
we first show that this example must be nontrivial by proving the following:
Theorem 2.7. A countably metacompact↗-normal space X is ω-normal.
Proof. Let H,K be disjoint closed subsets of X and let the sequence 〈{Un,Vn}〉n∈ω be a
↗-separation of H,K . Since H and K are countably metacompact subspaces of X, there
are increasing closed covers {Hn: n ∈ ω} and {Kn: n ∈ ω} of H and K respectively such
that Hn ⊆H ∩Un and Kn ⊆K ∩ Vn for every n ∈ ω. Thus, to show that X is ω-normal, it
suffices to show that the increasing sequence 〈{Hn,Kn}〉n∈ω can be separated in X. But the
original sequence 〈{Un,Vn}〉n∈ω separates 〈{Hn,Kn}〉n∈ω . This completes the proof. ✷
By the above theorem, we see that any ↗-normal space that is not ω-normal must be
a regular space that is not countably metacompact. Such a space is known as an almost-
Dowker space. There are now many such examples in the literature, but it has not been
a trivial task to obtain such a space. In addition, many of the well-known almost-Dowker
spaces are not ↗-normal. In the next section, we will give an example of a regular↗-nor-
mal space that is not countably metacompact and then put it into a machine to obtain a
regular ↗-normal space that is not ω-normal.
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3. A regular↗-normal space that is not ω-normal
We first describe a regular ↗-normal space X that is not countably metacompact. Such
a space could be called an “↗-Dowker space”. Our space will be a simple modification of
a space constructed by the author and Kemoto in [3].
For each α ∈ ω1 and n ∈ ω, define fαn ∈ ωω1 by
fαn(i)=
{
α + 1 if i = n,
α otherwise.
For each n ∈ ω, let Fn = {fαn: α ∈ ω1}. We set F =⋃n∈ω Fn and set I = {f ∈ ωω1 : f is
one-to-one}. Then our space is the set X = F ∪ I topologized by letting the points
of I be isolated in X and by letting the points in F have their usual product topology
neighborhoods.
Lemma 3.1. X is ↗-normal.
Proof. Let H,K be disjoint closed subsets of X. Without loss of generality, we may
assume that H,K ⊆ F . Fix m ∈ ω and fαm ∈ Fm. For each n >m, let
Bn(fαm)=
( ∏
im−1
[0, α] × {α+ 1} ×
n∏
i=m+1
[0, α] ×
∏
in+1
ω1
)
∩X.
For each n ∈ ω, let
Un =
⋃{
Bn(fαm): fαm ∈H and m< n
}
and let
Vn =
⋃{
Bn(fαm): fαm ∈K and m< n
}
.
We claim that the sequence 〈{Un,Vn}〉n∈ω is a ↗-separation of H,K . It is straightforward
to check thatUn∩H ⊆Un+1 and Vn∩K ⊆ Vn+1. Thus, it suffices to show thatUn∩Vn = ∅
for every n ∈ ω. Indirectly, suppose that f ∈ Un ∩ Vn for some n ∈ ω. Then there exists
fα0m0 ∈H and fα1m1 ∈K such that
f ∈ Bn(fα0m0)∩Bn(fα1m1).
Without loss of generality, assume that α0  α1. Then we must have one of the following
two cases:
Case 1. m0 = m1. In this case, since H ∩ K = ∅ we must have that α0 < α1. But then
α0 + 1= f (m0)= f (m1)= α1 + 1 which is a contradiction.
Case 2. m0 = m1. Since f ∈ Bn(fα0m0) we must have that f (m1) ∈ [0, α0] so that
f (m1)  α0. On the other hand, f ∈ Bn(fα1m1) implies that f (m1) = α1 + 1. But this
is a contradiction since α0 < α1 + 1.
This proves our claim and shows that X is ↗-normal. ✷
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We now show that our spaceX is not countably metacompact. The proof is similar to the
proof of the non-countable metacompactness of Chaber’s example (see [2]) as presented
by Rudin in [7].
Lemma 3.2. X is not countably metacompact.
Proof. It suffices to show that the closed discrete collection {Fn: n ∈ ω} does not have a
point finite open expansion. To this end, let {Un: n ∈ ω} be a collection of open subsets
of X with Fn ⊂ Un for all n ∈ ω and Un ∩ Fk = ∅ for all k = n. We will show that the
collection {Un: n ∈ ω} is not point finite.
Fix n ∈ ω. For every α ∈ κ , pick κα ∈ ω with n < kα and pick βα < α such that
fαn ∈
(∏
i<n
(βα,α] × {α + 1} ×
∏
n<ikα
(βα,α] ×
∏
i>kα
κ
)
∩X ⊂Un.
By the Pressing Down Lemma, there is a k(n) < ω, a β(n) < κ , and a stationary set Sn ⊂ κ
such that for every α ∈ Sn,
kα = k(n) and βα = β(n).
Without loss of generality, assume that each Sn consists only of limit ordinals. Let
β = supn∈ω β(n). We will inductively define f ∈ ωω1 such that f is one-to-one and in
infinitely many Un’s. Let n0 = 0. Pick α0 ∈ S0 with α0 > β . Define f (0)= α0 + 1 and for
1 j  k(0), define β < f (j) < α0 in such a way that whenever j = k, then f (j) = f (k).
This may be done since k(0) is finite and α0 − β is infinite. In general, suppose that
we have chosen ni and defined f (j) for every j  k(ni). To proceed inductively, let
ni+1 = k(ni)+1 and pick αi+1 ∈ Si+1 with αi+1 > αi . Define f (ni+1)= αi+1+1 and for
ni+1 + 1  j  k(ni+1), define αi < f (j) < αi+1 so that whenever j = k, f (j) = f (k).
This defines a one-to-one function f ∈ ωω1 with f ∈ Uni for each i ∈ ω. Thus, {Un: n ∈ ω}
is not point finite. This proves the lemma. ✷
The space X described above is, however, ω-normal. So to obtain a ↗-normal space
that is not ω-normal, we now construct a machine that accepts as input a ↗-normal space
X that is not countably metacompact and produces as output a ↗-normal space S(X) that
is not ω-normal.
Let X be any ↗-normal space that is not countably metacompact. Since X is not
countably metacompact, there is an increasing open cover O = {On}n∈ω of X such that
whenever {Cn}n∈ω is a countable closed cover of X, there exists n ∈ ω such that Cn
intersects X−Om for infinitely many m ∈ ω.
Let us say that a subset B ⊂ X is n-bounded if and only if B ⊂ On. Let I be the
collection of all countable unions of n-bounded subsets of X. Then I is a countably
complete ideal on X. Moreover, since X is not countably metacompact, we have X /∈ I .
Thus, whenever {Cn}n∈ω is a countable closed cover of X, there is an n ∈ ω such that
Cn /∈ I .
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If B ⊆ X, then we identify Bi with B × i for each i ∈ 2. Let π0 :X0 → X be defined
by π0(x,0)= x and π1 :X1 →X be defined by π1(x,1)= x . Then we see that X0 and X1
are homeomorphic copies of X. We now define the points in our space S(X) as follows:
S(X)=X0 ∪X1 ∪X2.
We declare the points of X2 to be isolated in S(X). We now define neighborhoods in
S(X) of the points in X0 and X1. Let τ be the collection of open subsets of X. If x ∈ U ∈ τ
and I ∈ I , then a neighborhood of x0 in S(X) has the form
U0(I)= U0 ∪
(
U × (X− I)).
If x ∈U ∈ τ and n ∈ ω, then a neighborhood of x1 in S(X) has the form
U1(n)=U1 ∪
(
(X−On)×U
)
.
It is not hard to check (by cases) that this defines a regular topology on S(X).
Lemma 3.3. S(X) is ↗-normal.
Proof. Let H,K be disjoint closed subsets of X. Without loss of generality assume
that H,K ⊆ X0 ∪ X1. Since X is ↗-normal, there is a ↗-separation 〈{U0n ,V 0n }〉n∈ω of
the disjoint closed sets π0(H ∩ X0),π0(K ∩ X0) in X. Moreover, since {On}n∈ω is an
increasing open cover of X, we may assume that U0n ,V 0n ⊂On for every n ∈ ω. Similarly,
there is a ↗-separation 〈{U1n ,V 1n }〉n∈ω of the disjoint closed sets π1(H ∩X1),π1(K ∩X1)
in X such that U1n ,V 1n ⊆On.
We now define a ↗-separation of H,K in the space S(X) as follows. For each n ∈ ω,
let
Un =
(
U0n
)
0(∅) ∪
(
U1n
)
1(n)
and let
Vn =
(
V 0n
)
0(∅)∪
(
V 1n
)
1(n).
We claim that the sequence 〈{Un,Vn}〉n∈ω is a ↗-separation of the pair H,K in the
space S(X). It is straightforward to check that Un ∩ H ⊆ Un+1, Vn ∩ K ⊆ Vn+1, and
Un ∩Vn ∩ (X0 ∪X1)= ∅ for every n ∈ ω. Thus, it suffices to prove that Un ∩Vn ∩X2 = ∅
for each n ∈ ω. Indirectly, suppose that there exists n ∈ ω with (x, y) ∈ Un ∩Vn ∩X2. It is
easy to verify that (U0n )0(∅)∩ (V 0n )0(∅)= ∅ and (U1n)1(n)∩ (U1n )1(n)= ∅ for each n ∈ ω.
This leaves us with the following two cases to consider:
Case 1. (x, y) ∈ (U0n )0(∅) ∩ (V 1n )1(n). In this case, since (x, y) ∈ (U0n )0(∅) and U0n ⊂On
we have x ∈On. On the other hand, since (x, y) ∈ (V 1n )1(n) we have x ∈X−On which is
a contradiction.
Case 2. (x, y) ∈ (U1n )1(n)∩(V 0n )0(∅). This is similar to Case 1 and leads to a contradiction.
Thus, it must be that Un ∩ Vn = ∅ for every n ∈ ω. This completes the proof. ✷
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Lemma 3.4. If S and T are closed subsets of X such that S,T /∈ I , then S0 and T1 do not
have disjoint neighborhoods in S(X).
Proof. Indirectly, suppose that U and V are disjoint open sets in S(X) separating S0
and T1. For every y ∈ T , let B ∈ τ and ny ∈ ω such that y1 ∈B1(ny)⊂ V . By the countable
completeness of I , there is an n ∈ ω such that
Tn = {y ∈ T : ny = n} /∈ I
Since the set L = {m ∈ ω: S ∩ Om = ∅} is infinite, there is an m ∈ L with m > n. Pick
an x ∈ S ∩Om. Choose B ∈ τ and I ∈ I so that x0 ∈ B0(I) ⊂ U . Since {y ∈X: (x, y) ∈
U} ⊇ (X − I), there is a y ∈ Tn ∩ (X − I). It follows that (x, y) ∈ U ∩ V , which is a
contradiction. ✷
Lemma 3.5. S(X) is not ω-normal.
Proof. We will show that there is no increasing separated sequence consisting of relatively
closed subsets for the pair X0,X1. Indeed, suppose that 〈{Hn,Kn}〉n∈ω is any increasing
sequence of closed subsets of X0,X1, respectively. By the countable completeness of I
there is an n ∈ ω such that π0(Hn),π1(Kn) /∈ I . By the previous lemma, Hn and Kn do
not have disjoint neighborhoods in S(X). Thus, the sequence 〈{Hn,Kn}〉n∈ω cannot be
separated in S(X). ✷
Thus S(X) is a regular ↗-normal space that is not ω-normal and Theorem 1.1 is
confirmed. This leaves open the following question:
Question 3.6. Are ω-normal spaces ↗-normal?
4. On↗-cwN and ω-cwN spaces
We now extend our definitions to discrete collections of closed sets in the obvious ways.
The following is the collection version of Definition 2.1:
Definition 4.1. In a space X, call an increasing sequence 〈{Hαn: α ∈ κ}〉n∈ω of collections
of subsets of X an increasing separated sequence if and only if there is a sequence
〈{Uαn: α ∈ κ}〉n∈ω of collections of open subsets of X such that for every α ∈ κ and n ∈ ω,
(a) Hαn ⊆Uαn, and
(b) Uαn ∩Uβn = ∅ whenever β = α.
As in Section 2, we say that a discrete collection {Hα: α ∈ κ} of closed subsets of a spaceX
are increasingly separated if there is an increasing separated sequence 〈{Hαn: α ∈ κ}〉n∈ω
with Hα =⋃n∈ω Hαn for every α ∈ κ and n ∈ ω. In this case, we say that the discrete
collection {Hα: α ∈ κ} has an increasing separated sequence 〈{Hαn: α ∈ κ}〉n∈ω. We
proceed as in Section 2 and define three similar collectionwise separation properties as
follows:
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Definition 4.2. A space X is said to be σ -cwN if and only if every discrete collection
{Hα: α ∈ κ} of closed subsets of X has an increasing separated sequence 〈{Hαn: α ∈
κ}〉n∈ω.
Definition 4.3. A space X is said to be ↗-cwN if and only if every discrete collection
{Hα: α ∈ κ} of closed subsets of X has an increasing separated sequence 〈{Hαn: α ∈
κ}〉n∈ω consisting of relatively open subsets (that is, Hαn is open in Hα for every α ∈ κ and
n ∈ ω).
Definition 4.4. A space X is said to be ω-cwN if and only if every discrete collection
{Hα: α ∈ κ} of closed subsets of X has an increasing separated sequence 〈{Hαn: α ∈
κ}〉n∈ω consisting of relatively closed subsets (that is, Hαn is closed in Hα for every α ∈ κ
and n ∈ ω).
Note. Similar to the note in Section 2, for a ↗-cwN space X, it suffices to find a sequence
〈{Uαn: α ∈ κ}〉n∈ω of collections of open subsets of X such that Uαn ∩Hα ⊆ Uα(n+1) for
every α ∈ κ and n ∈ ω, and that Uαn ∩Uβn = ∅ for every β = α ∈ κ and n ∈ ω. Since we
can then setHαn =Hα∩Uαn for each α ∈ κ and n ∈ ω. Such a sequence 〈{Uαn: α ∈ κ}〉n∈ω
will be called a↗-separation of the discrete collection {Hα: α ∈ κ} of closed subsets of X.
Analogous to Lemma 2.5, we can prove the following theorem. The proof is similar to
the proof of Theorem 3.2 in [1], so we omit the proof here.
Theorem 4.5. A countably paracompact σ -cwN space X is cwN.
The following corollary parallels Theorem 2.7:
Corollary 4.6. A normal countably metacompact ↗-cwN space X is cwN (hence, X is
ω-cwN).
In [1], Balogh and Burke asked if the countably metacompact in the previous corollary
could be dropped. That is
Question 4.7. Are normal ↗-cwN spaces cwN?
We give a negative answer to this question by constructing a counterexample in the next
section.
However, despite the examples mentioned above, there is a countable increasing
collectionwise separation property for which countable metacompactness is not necessary.
Surprisingly, we can prove the following:
Theorem 4.8. A normal ω-cwN space X is cwN.
Proof. This proof is similar to the proof of Theorem 3.2 in [1]. Let {Hα: α ∈ κ} be
a discrete collection of closed subsets of X. Let 〈{Hαn: α ∈ κ}〉n∈ω be an increasing
separated sequence for {Hα: α ∈ κ} consisting of relatively closed subsets. Of course, since
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each Hα is closed in X, then each Hαn is closed in X as well. Finally, let 〈{Uαn: α ∈ κ}〉n∈ω
separate 〈{Hαn: α ∈ κ}〉n∈ω.
For each n ∈ ω, let Hn =⋃α∈κ Hαn and let Un =⋃α∈κ Uαn. Then Hn is closed in X
and Hn ⊂ Un. By normality, there is an open Vn such that Hn ⊂ Vn ⊂ V n ⊂ Un for every
n ∈ ω. Then note that the collection{
Hα ∩ V n: α ∈ κ
}
is a discrete collection of closed sets separated by the open sets {Uαn: α ∈ κ} for
each n ∈ ω. By normality, there are open sets Wαn such that
Hα ∩ V n ⊂Wαn ⊂Wαn ⊂Uαn.
For each α ∈ κ , let
Wα =
⋃
n∈ω
(
Wαn −
⋃
jn
(⋃
β =α
Wβj
))
.
It is straightforward to check that the collection {Wα : α ∈ κ} separates the original
collection {Hα: α ∈ κ}. This completes the proof. ✷
5. A normal↗-cwN space that is not ω-cwN
Let X be any normal ↗-cwN space that is not countably metacompact. For example,
the ZFC construction by Rudin in [6] is, in fact, cwN. We insert X into a new version
of a machine constructed by Rudin in [5] and show that the resulting space is normal and
↗-cwN but not cwN. Thus, we give a negative answer to Balogh and Burke’s question. The
presentation of Rudin’s machine given here is new and is based on the coding techniques
developed by Watson in [8].
Since X is normal but not countably metacompact, there is an increasing open cover
{On: n ∈ ω} of X such that whenever Tn is open with Tn ⊇ X −On, then the collection
{Tn: n ∈ ω} is not point finite. Fix such a sequence {On: n ∈ ω} for X.
Let Y =X×ω1 where ω1 has the discrete topology. Then Y is the free topological sum
of ω1-many copies of X. For every M ⊆X and α ∈ ω1 we let Mα denote the set M × {α}.
Let τ be the topology on Y . Let B be the set of all members U ∈ τ such that there exists an
α ∈ ω1 and an n ∈ ω with U ⊆ (On)a . Then B is a base for the topology τ on Y . For later
use, we define the following two mappings:
π :B→ ω1 by π(B)= the unique α ∈ ω1 such that B ⊆Xα
and
ht :B→ ω by ht (B)= the least n ∈ ω such that B ⊆ (On)a.
Intuitively, π(B) tells us the copy Xα that contains B and ht (B) tells us the height of B
relative to the fixed sequence {On: n ∈ ω} of open subsets of the original space X.
We are now ready to code the isolated points of our space. Let I be the set of all pairs{〈B0,F0, a0〉, 〈B1,F1, a1〉} ∈ [B× [τ ]<ω × [ω]<ω]2
satisfying the following three conditions:
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(1) π(B0) = π(B1),
(2) (∀U ∈ F0 ∩ F1)(B0 ⊂U ⇐⇒ B1 ⊂ U),
(3) a0 ∩ a1 = ∅.
Let R(X)= Y ∪ I . The points in I are isolated in R(X). Given U ∈ B and parameters
E ∈ [τ ]<ω and a ∈ [ω−ht (U)]<ω the basic open sets U(E,a) for the points in Y have the
form
U ∪ {{〈B0,F0, a0〉, 〈B1,F1, a1〉} ∈ I : (∃i ∈ 2)(Bi ⊂U,Fi ⊃E, and ai ⊃ a)}.
This defines a topology on R(X) since
U0 ∩U1(E0 ∪E1, a0 ∪ a1)⊆U0(E0, a0)∩U1(E1, a1).
We are now ready to show that our space R(X) has the desired properties.
Lemma 5.1. R(X) is a normal Hausdorff space.
Proof. We will show that R(X) is normal. The proof that R(X) is Hausdorff is similar
(and easier). Suppose that H and K are disjoint closed subsets of R(X). Without loss
of generality, we can assume that H ∪ K ⊂ Y . Let U,V be disjoint open subsets of Y
separating H,K . For every xα ∈ U , pick Bxα ∈ B such that xα ∈ Bxα ⊂ U . Similarly, for
every yβ ∈ V , choose Byβ ∈ B such that yβ ∈Byβ ⊂ V . Set
U+ =
⋃
xα∈U
Bxα
({U},∅) and V + = ⋃
yβ∈V
Byβ
({U},∅).
Then U+,V + are open subsets of R(X) with H ⊆ U+ and K ⊆ V +. We claim that
U+ ∩ V + = ∅. It suffices to show that U+ ∩ V+ ∩ I = ∅. Indirectly suppose that there
exists xα ∈U , yβ ∈ V , and {〈B0,F0, a0〉, 〈B1,F1, a1〉} ∈ I such that{〈B0,F0, a0〉, 〈B1,F1, a1〉} ∈ Bxα({U},∅)∩Byβ ({U},∅).
Without loss of generality, assume that B0 ⊂ Bxα and B1 ⊂ Byβ . Since U ∈ F0 ∩ F1, by
condition (2) of the definition of I , B0 ⊂ Bxα implies that B1 ⊂ Bxα . However, this means
that yβ ∈ Bxα ∩Byβ which implies that yβ ∈U ∩V , a contradiction. Thus, U+ and V+ are
disjoint open subsets of R(X) separating H,K . Hence, R(X) is normal. ✷
Next we show how condition (1) in the definition of I guarantees that disjoint open
subsets of Y that are in the same copy Xα of X can be expanded to disjoint open subsets
in the entire space R(X).
Lemma 5.2. Let α ∈ ω1. If {Uξ : ξ ∈ κ} is a disjoint collection of open sets in Xα , then
there is an “expansion” to a disjoint collection {U+ξ : ξ ∈ κ} of open sets in R(X) such
that U+ξ ∩Xα =Uξ for each ξ ∈ κ .
Proof. Fix ξ ∈ κ . For each xα ∈ Uξ , let Bxα ∈ B such that xα ∈ Bxα ⊂Uξ . Set
U+ξ =
⋃
xα∈Uξ
Bxα (∅,∅).
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We claim that the collection {U+ξ : ξ ∈ κ} is the desired collection of open sets in
R(X). As in the previous lemma, to prove that the collection {U+ξ : ξ ∈ κ} is disjoint,
it suffices to prove that U+ξ ∩ U+δ ∩ I = ∅ for every ξ = δ ∈ κ . Indirectly, suppose that
there exists ξ = δ such that U+ξ ∩ U+δ ∩ I = ∅. Then there are xα ∈ Uξ , yα ∈ Uδ , and{〈B0,F0, a0〉, 〈B1,F1, a1〉} ∈ I such that{〈B0,F0, a0〉, 〈B1,F1, a1〉} ∈ Bxα(∅,∅) ∩Byα (∅,∅).
However, since B0 ∪ B1 ⊆ Bxα ∪ Byα ⊆ Xα , we must have that π(B0) = π(B1) = α,
contradicting condition (1) in the definition of I . Thus, U+ξ ∩ U+δ = ∅ whenever ξ = δ.
Finally, it is easy to see that U+ξ ∩Xα =Uξ for each ξ ∈ κ . ✷
Corollary 5.3. Let α ∈ ω1. If H= {Hξ : ξ ∈ κ} is a discrete collection of closed subsets of
Xα , there is an ↗-separation 〈U+n 〉n∈ω = 〈{U+ξn: ξ ∈ κ}〉n∈ω of H in R(X).
Proof. Since Xα is ↗-cwN, there is a ↗-separation 〈Un〉n∈ω = 〈{Uξn: ξ ∈ κ}〉n∈ω of H
in Xα . By the previous lemma, 〈Un〉n∈ω = 〈{Uξn: ξ ∈ κ}〉n∈ω can be “expanded” to a ↗-
separation 〈U+n 〉n∈ω = 〈{U+ξn: ξ ∈ κ}〉n∈ω of H in R(X). ✷
The following lemma is the primary tool that shows that R(X) is ↗-cwN. This lemma
uses condition (3) in the definition of I to produce a ↗-separation of the closed discrete
collection F = {Xα : α ∈ ω1} in R(X).
Lemma 5.4. There is a↗-separation 〈Vn〉n∈ω = 〈{Vαn: α ∈ ω1}〉n∈ω of the closed discrete
collection F = {Xα : α ∈ ω1} in R(X).
Proof. For each α ∈ ω1 and n ∈ ω, define
Vαn = (On)α
(∅, {n+ 1}).
We claim that 〈{Vαn: α ∈ ω1}〉n∈ω is an ↗-separation of F . For each α ∈ ω1 and n ∈ ω,
we have Vαn ∩Xα = (On)α ⊆ (On+1)α = Vα(n+1) ∩Xα . Moreover, since {On: n ∈ ω} is
an open cover of X, it follows that Xα =⋃n∈ω Vαn. Thus, to finish, it suffices to show that{Vαn: α ∈ ω1} is a disjoint collection for every n ∈ ω. Indirectly, suppose that α = β and
{〈B0,F0, a0〉, 〈B1,F1, a1〉} ∈ I with{〈B0,F0, a0〉, 〈B1,F1, a1〉} ∈ Vαn ∩ Vβn.
Then n+ 1 ∈ a0 ∩ a1 which contradicts condition (3) in the definition of I . ✷
Combining Corollary 5.3 with Lemma 5.4, we are now ready to prove:
Lemma 5.5. R(X) is ↗-cwN.
Proof. Let H = {Hξ : ξ ∈ κ} be a closed discrete collection in R(X). For α ∈ ω1, let
Hα = {Xα∩Hξ : ξ ∈ κ}. By Corollary 5.3, there is a↗-separation 〈U+αn〉n∈ω = 〈{U+αξn: ξ ∈
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κ}〉n∈ω of Hα in R(X). Let 〈{Vαn: α ∈ ω1}〉n∈ω be the ↗-separation of F as defined
in Lemma 5.4. Then for each ξ ∈ κ and n ∈ ω, we define
Uξn =
⋃{
U+αξn ∩ Vαn: α ∈ ω1
}
.
We claim that 〈Un〉n∈ω = 〈{Uξn: ξ ∈ κ}〉n∈ω is a ↗-separation of H. It is straightforward
to check that Hξ ⊆⋃n∈ω Uξn for each ξ ∈ κ , and that Uξn ∩Hξ ⊆Uξ(n+1) ∩Hξ for each
ξ ∈ κ and n ∈ ω. Thus, it remains to show that Uξn ∩Uδn = ∅ for each ξ = δ and n ∈ ω.
Indirectly assume that there are ξ = δ, n ∈ ω, and p ∈ I such that p ∈ Uξn ∩ Uδn. Then
there are αξ ,αδ ∈ ω1 such that
p ∈ (U+αξ ξn ∩ Vαξn)∩ (U+αδδn ∩ Vαδn).
However, if αξ = αδ , then p ∈ U+αξ ξn ∩U+αδδn, which is a contradiction. On the other hand,
if αξ = αδ , then p ∈ Vαξn ∩ Vαδn, which is also a contradiction. Thus, for each n ∈ ω,
Uξn ∩Uδn = ∅ whenever ξ = δ. This concludes the proof of the lemma. ✷
Lemma 5.6. R(X) is not cwN.
Proof. We will show that the closed discrete collection F = {Xα: α ∈ ω1} does not have a
disjoint open expansion in R(X). Suppose that {Uα: α ∈ ω1} is a collection of open subsets
of R(X) with Xα ⊂Uα for each α ∈ ω1. For each α ∈ ω1 and each xα ∈Xα pick Bxα ∈ B,
Exα ∈ [τ ]<ω, and axα ∈ [ω− ht (Bxα )]<ω such that
xα ∈Bxα (Exα , axα )⊂Uα.
As mentioned at the start of this section, if {Tn: n ∈ ω} is a collection of open subsets of
the original spaceX such that Tn ⊇X−On for every n ∈ ω, then the collection {Tn: n ∈ ω}
is not point finite. Therefore, for every α ∈ ω1, since {Bxα : xα ∈Xα} is an open cover of
Xα (≈X) then the collection {Bxα : xα ∈Xα} is not point finite (we leave the verification of
this fact to the interested reader). Hence, for every α ∈ ω1, we can choose xα, yα ∈Xα with
xα ∈Byα and ht (yα) >maxaxα . In addition, we set Eα = Exα ∪Eyα and Bα = Bxα ∩Byα
for each α ∈ ω1.
By a standard ∆-system argument, there is an uncountable ∆ ⊂ ω1 such that the
following three conditions hold:
(i) {Eα: α ∈∆} forms a ∆-system with root E,
(ii) for every α,β ∈∆, and for each U ∈E, we have Bα ⊂U ⇐⇒ Bβ ⊂U ,
(iii) for every α,β ∈∆, (axα = axb).
Pick α,β ∈∆ with α = β and let
p = {〈Bα,Eα, axα〉, 〈Bβ,Eβ, ayβ 〉}.
Then since
p ∈ Bα(Eα, axα )∩Bβ(Eβ, ayβ )⊆ Bxα(Exα , axα )∩Byβ (Eyβ , ayβ )⊆Uα ∩Uβ
it suffices to show that p ∈ I to prove that the collection {Uα : α ∈ ω1} is not disjoint.
To this end, we must verify that the isolated point p satisfies the three conditions in the
definition of I .
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Since π(Bα) = α = β = π(Bβ), we see that p satisfies condition (1) in the definition
of I . By condition (i) above, we haveEα∩Eβ =E. Then, by condition (ii) above, for every
U ∈Eα ∩Eβ , Bα ⊂U ⇐⇒ Bβ ⊂U . Thus, p satisfies condition (2) in the definition of I .
Finally, by condition (iii) above, we have axα = axβ . Then, we see that
maxaxα =maxaxβ < ht(yβ) <minayβ .
From this it follows that axα ∩ ayβ = ∅. Thus, p satisfies condition (3) in the definition
of I . ✷
Thus, we have shown that if X is a normal ↗-cwN space that is not countably
metacompact, then R(X) is a normal ↗-cwN space that is not cwN. By Theorem 4.8,
R(X) is not ω-cwN. This proves Theorem 1.2.
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