As the increasing number of people watching mobile phones while walking, sidewalk accidents occur more frequently. Using mobile camera instead of distracted pedestrians to monitor the road conditions ahead can effectively prevent pedestrian accidents. In order to develop this kind of applications, a widefield sidewalk dataset becomes a necessity. In this paper, three major contributions are concluded. Firstly, a dataset quality evaluation model is proposed, which directs the establishment of a wide-view dataset named PESID for the sidewalk environment. PESID currently contains more than 1.9K labeled images which cover more than 5 districts, 10 communal facilities, 6 typical roads. Secondly, a criterion is presented to evaluate 9 up-to-date object detection algorithms in order to train a mobile feasible obstacle detection model. Finally, a reliable and low-cost framework is designed for obstacle detection based pedestrian safety application. The proposal is able to avoid 71.4% collisions on average by evaluating the mean average precision (MAP), the dangerous reminder omission rate and the false detection rate of the model.
I. INTRODUCTION
The number of pedestrian accidents is increasing rapidly recently. People who use smartphones while walking are called phubbers [1] and they are more easily stricken by a sidewalk accident [2] . Statistics suggest that an average of 1 person dies every 1.5 hours from pedestrian accidents in the US in 2016 [3] , [4] .
With the development of computing power and camera of smartphones, it becomes possible to use the mobile phone cameras to help distracted pedestrians observe the road condition. Although a growing number of researches appear, by far there is still no practical application.
The lack of a high-quality sidewalk dataset is the main obstacle to the development of pedestrian safety applications. The existing sidewalk datasets have always been collected in small area which contain single contents for sole purpose. The datasets have limited the effectiveness of their The associate editor coordinating the review of this manuscript and approving it for publication was Simone Bianco . proposed methods. For example, Inspector can only determine whether a pedestrian enters a street by identifying special boundaries between sidewalks and streets [5] , and such boundaries are unusual. TerraFirma can use smartphones to do texture detection on sidewalks, however, TerraFirma based applications can only detect the transition from the sidewalk to the street [6] of pedestrians.
A contradiction exists during the collection of sidewalk dataset. It is necessary to gather more information, however, for the sake of simulating the real walking environment, it is better to imitate the phubber's posture of holding mobile phone than to keep the phone perpendicular to the ground. The collection posture leads to a limited camera field, which cannot provide enough information for a safety early warning method.
Consequently, in order to establish a mobile device feasible obstacle detection based pedestrian safety application, methods are proposed to gather an enlarged camera field sidewalk dataset. We address this problem by building a widefield model for sidewalk dataset, through which it is found that using fish-eye lens can satisfy the field requirement for sidewalk dataset collection.
At present, an increasing number of segmentation and object detection researches are based on the fish-eye dataset [7] - [11] , most of which use the virtual fish-eye datasets [7] , [8] , [10] , [11] . The virtual datasets are usually generated from normal datasets by an affine transformation algorithm. The changes in light, color, and noise caused by fisheye lenses in real scenes are usually not taken into account. Although, it is acceptable to use virtual dataset to evaluate the detection and segmentation algorithms, it cannot be used in practical security applications.
On the other hand, the complexity of the detection algorithm determines whether the approach is suitable for mobile devices. The increasing number of lightweight CNN based detection algorithms with different detection accuracies and model sizes makes it difficult to choose the most suitable method. For example, Inception V2 [12] based SSD [13] model achieves about 3.0% higher MAP than MobileNet [14] based SSD model in MSCOCO 2015 [15] , but the model size of the latter is half of the former.
Therefore, in order to construct a practical application based on the gathered dataset, a criterion for setting an appropriate learning model is created, and a design scheme for the mobile pedestrian safety application is demonstrated. From the evaluation results, it is found that the en-large camera field dataset based pedestrian safety application can help to avoid over 70% collisions with obstacles.
Specifically, the key contributions of this paper are as follows:
• proposed a wide-field model for sidewalk dataset.
• collected a unique sidewalk dataset and proposed a method for sidewalk dataset building. The dataset contains over 10 thousand frames with 2K or 4K resolution, which can be used for not only pedestrian safety approaches but also blind assists, robot driving and other fields that involve sidewalk environment.
• designed a demand-oriented algorithm to select the detection method, which is for not only pedestrian safety approaches but also other vision-based mobile applications.
• brought forward a complete framework for the implementation of vision-based pedestrian safety approaches.
• proved the feasibility of vision-based obstacle detection application through experiments. The structure of this paper is as follows: Section II shows an overview of the application framework. Section III describes the process of our dataset establishment. Section IV proposes a criterion to select a detection algorithm and the framework of the application. In section V, the results of the evaluations and summarizes are showed. Section VI shows the conclusion of this work.
II. FRAMEWORK OVERVIEW
This paper proposes an overall framework to implement the obstacle detection based pedestrian safety mobile application as shown in Fig.1 . There are two main parts: subpart I contains the processes of dataset building and model training, the methodologies to collect a sidewalk dataset and the process to train a detection model are discussed. While subpart II demonstrates the main modules and the flow of the application, including walking checker, capture, pretreatment, detection and result modules. The details of every module are described in section IV.
Following the steps in Fig.1 I, to carry out researches on the sidewalk environment such as building an application based on object detection, the first step is to find out an available dataset. Available pedestrian datasets, such as MIT [16] , INRIA [17] or Daimler [18] , are all established for the purposes of pedestrian detection. However, the available dataset cannot be used for the proposed application because the sidewalk environment dataset is required, which contains the ground truth of obstacles on the sidewalk. Thus, the priority of this paper is to build a dataset simulating the pedestrian walking environment.
III. SIDEWALK DATASET
This section discusses the proposals during the process of dataset collecting. In section III.A, the evaluation model for sidewalk dataset is proposed. Section III.B puts forward the other two methodologies according to the features of the sidewalk environment. The two main outstanding features of sidewalk environment are complexity and regional relevance. Hence, the Two-layer classifications and the Regional subdataset are proposed to deal with the two problems. Finally, section III.C introduces the process of collecting the dataset.
A. EVALUATION MODEL FOR SIDEWALK DATASET
As mentioned above, in order to simulate the walking status of Phubbers as much as possible, the collector collected data through the method shown in Fig.2 (a) , which results in a large number of invalid data in the acquired dataset. Intuitively, increasing the camera field can improve the data quality. However, a target too far away can also be invalid, even if it is fully photographed. Because usually the lightweight target detection algorithm performs poorly for small target. Therefore, the problem is how to determine the optimal camera field, so as to minimize the proportion of invalid data.
In order to find out the optimal solution, we propose a quality evaluation model for the sidewalk dataset collection process. Firstly, for evaluating the quality of collected video sequences, the concept of data Inefficiency is defined.
In collected video sequences, for every object class, there are n objects O = {o 1 , o 2 , . . ., o n }. We define the time when O begins to appear in the camera field as t nr , the time when the object fully into the camera field as t nu , the time when O begins to disappear from the camera field as t nv , and the time when O disappears completely as t nw . Considering other invalid time as t no , the Inefficiency I of class O is defined by (1). Another invalid time t no is due to occlusion of the object or camera distortion.
In the actual evaluation process, it is complicated and unrealistic to record the 4-time points for every object of each class. As shown in Fig.2 (a) and (b), the Inefficiency of an object can be estimated by (2) .
where the L FOV (FOV: Field of View) is the length of the camera field on the ground, as shown in Fig.2 (a) and (b). The L object and H object are the length and height of the object respectively. The U type1 is the union of the objects which the H object equals 0, and the U type2 is the union of the objects which the H object is not 0. The θ 1 and θ 2 are defined by the (3).
On the basis of (2), if a lower Inefficiency is needed, the the most obvious method is to enlarge the L FOV , which can be defined by (4) 
where the H phone can be defined by (5) .
The L FOV will tend to infinity when the θ FOV approaches 2 θ phone . However, a bigger L FOV is not always the better. The over-distant objects are too small in the captured image, which are equal to invalid data. The dataset which contains more small objects requires a more quality detection method. It is not friendly to the lightweight detection algorithms.
Therefore, it is necessary to find the most suitable view field for sidewalk dataset through the proposed definition and wide-field model. According to the parameters the lens and camera used, the number of pixels occupied by the object in the captured image can be calculated. For example, the pixel VOLUME 7, 2019 number P of an object in the captured image for a common monocular camera can be defined by (6) .
In (6), the H × W is the image resolution. The L object × W object is the area of the object, and the L FOV × W FOV is the area of camera field. For a determined network architecture or detection algorithm, there is a minimum input requirement. That is the minimum value of P. Then the maximum value of L FOV can be obtained by (6) , which is the most suitable L FOV needed. Finally, the θ FOV can be calculated by (2) .
During the collection process, according to the conditions of the collectors, in order to meet the FOV requirement, an additional fish-eye lens for mobile phone is used. Because for fish-eye lens, the pixel losses of the near objects are lower than the wide-angle lens. The comparison of the inefficiency of five classes in the wide-view sidewalk dataset and ordinary dataset are shown in Fig.4 (a) . It is shown that by expanding the camera field, the efficiencies increase significantly, especially for the object in U type2 .
Using the fish-eye lens also causes problems. Form Fig.3  (b) , the video captured by the fish-eye lens contains a large area of black edges. The black edges which are redundant and will interfere with the detection are removed before storing the images. The method is to delete the row (column) whose pixels are all black until there is a row (column) with a nonblack pixel for every image from four directions. The final result is shown in Fig.4 (b) .
B. CLASSIFICATION METHODOLOGIES FOR SIDEWALK DATASET 1) TWO-LAYER CLASSIFICATIONS
Two classification methods are used during the construction of the dataset. Top layer classification is in the gathering process, the sidewalks contents are classified into three main categories: communal facilities, typical roads, and others. The categories of the dataset are shown in Fig.5 . The reason to build the top layer classification is the complexity of the sidewalk environment. The complexity is mainly shown in two aspects: First, the sidewalk contents are quite mixed with communal facilities, goods, roadblocks, etc. Common communal facilities include inspection covers, vehicle barriers, etc. Second, the sidewalk contents are usually irregular and uncertain. The top layer classification is conducive to the collectors to purposefully select the place to collect the dataset, which improves the efficiency of data collection and storage. Besides, it brings a clear data library for other users to find out their requisite raw data. The second layer classification method is proposed to enhance the detection accuracy. In this layer, an obstacle class is divided into sub-classes according to the apparent differences, for example, the vehicles can be divided into cars and buses. The differences between the ground truths in the same class are still very obvious, which can be distinguished from design, function, material, and construction.
2) REGIONAL SUB-DATASET
This is a method to overcome the difficulties caused by the regional difference of sidewalk environment. Fig.6 shows the differences among 4 manhole covers from 4 different districts. From Fig.6 (b) , the hue of most pixels in (a)1 and (a)2 are close to 0, but the distributions of the sub-peaks are different. Meanwhile, the hue distributions of (a)1 and VOLUME 7, 2019 (a)2 are more uniform. It proves the four manhole covers are obviously different in colors. Fig.6 (c) reflects the texture differences for the four manhole covers. The vertical axis represents the feature vector based on Gabor transform [19] which can describe the texture features of an image. In the coordinate system, a more curved surface means a rougher texture of the image. However, the manhole cover is one of the communal facilities least affected by regional differences. Therefore, to ensure the robustness, the dataset is collected in different regions and divided into sub-datasets for each region. During the training process, models are trained based on not only the whole dataset but also the sub-datasets for every region.
C. EFFECTIVE DATA SCREENING
In the first stage, the dataset is collected by project members.
To ensure the datasets are as robust as possible, the following criteria is developed. Initially, collectors should maintain the walking speed and arm posture as usual. Furthermore, two types of videos are recorded: the video captured by the ordinary camera and camera with fish-eye lens. Additionally, the influence caused by different weathers, lights, equipment and other conditions are ignored. Finally, different devices are allowed.
In the end, videos with scene error are deleted. Then the videos are split into images. Generally, only the 9th and 23rd frames are kept per second. Because the pedestrians, especially the phubbers, always have a low walking speed. Fig.7 shows 8 continuous frames in the dataset, it can be seen that the scene and content have almost not changed, and the repetitive images in the dataset have little significance for learning, which instead cause the waste of time and storage. After the cutting is completed, 6 kinds of images that need to be deleted are shown in Fig.8 . The obstacles are labeled afterwards. The structure of the final dataset is shown in Fig.5 . For the convenience of discussion, the dataset is referred as PESID in the following sections.
IV. MODEL TRAINING AND APPLICATION DESIGN A. ALGORITHM SELECTION METHOD
In order to select a lightweight CNN based detection algorithm, which can also achieve the detection accuracy required, several lightweight detection algorithms are tested to check their cost and performance and a criterion is proposed to select a light object detection algorithm.
The three most important features of the detection models are speed, accuracy, and size. Therefore, the criterion of object detection algorithm selection mainly contains three steps corresponding to each feature.
1) DETECTION SPEED REQUIREMENT
If real-time is one of the targets, the detection speed should be considered above all. For this reason, the maximum FPS of every object detection algorithm can be used to exclude some algorithms. The experiment results show that the FPS of SSD300-VGG16 [13] and YOLOv2 [20] are 40 and 46 respectively, but the FPS of YOLO [21] is 21 and the FPS of SSD500 [13] is 19. On the basis of the specific algorithm and accuracy requirements of the application, referring the experiment results of the detection algorithm on the used dataset, the nonconforming methods are then excluded.
2) DETECTION ACCURACY REQUIREMENT
MAP is used to measure the accuracy of the object detection algorithm. The experiment results show that in VOC2007 and 2012 [22] dataset, the MAP of R-CNN [23] , Fast R-CNN [24] , Faster R-CNN [25] , YOLOv2, SSD300, and OHEM [26] are 0.553, 0.684, 0.759, 0.734, 0.758, and 0.763 respectively. The MAP of YOLOv2 and SSD300 are 0.714 and 0.732 respectively in PESID. The MAP is a relative value whose calculation methods are determined by different datasets. For this reason, the actual dataset is used to test the MAP of the candidate algorithms and eliminate the algorithms that cannot meet the accuracy requirement.
3) DETECTION COMPLEXITY REQUIREMENT
FLOPs (floating-point operations per second) is used to estimate the CPU cost. Currently, the computing power of mobile devices is about 10-150 MFLOPs. And for a CNN of known structure, the FLOPs can be calculated. For example, the FLOPs of resnet is 1.8G, which cannot be used on mobile devices obviously. While the ShuffleNet can achieve 38MFlOPs, which makes it an efficient CNN for mobile devices. Therefore, it is intuitively to select a mobile feasible algorithm according to the FLOPs. Fig.1 I shows the process of model training after the dataset collection and algorithm selection. The size of the input images of SSDLite is 513 × 513, while the smallest size of the image in PESID is 1920 × 1080 or 4032 × 3016. The ground truths always occupy a small portion in the image. Therefore, before training the model, an adjustment method is applied to replace the image resize step of SSDLite training. The principle of this method is that for every image in PESID, each ground truth is cut into a separate image. The centers of each image are the gravity center of each ground truth and the size of the images is 513 × N × 513 × N, where N is shown in (7) , the α in (7) is the length of the long side of the ground truth.
B. MODEL TRAINING
C. APPLICATION MODULES This section introduces every module of the application in line with the process shown in Fig.1 II. 
1) WALKING CHECKER
The application uses the data of the gyroscope, the gravity sensor and GPS to detect whether the user is walking. If the user is walking, the application changes to working status, in which the application invokes the camera of the smartphone to film the video for obstacle detection. However, video capture requires huge battery and memory consumption. Therefore, images are used instead of videos.
2) CAPTURE AND PRETREATMENT MODULE
The application uses the smartphone camera to take two pictures per second. This setup is similar to the process of selecting images from PESID and the reason has been explained in section 2.2. The captured image is first checked by a filter to detect the blur. The filter is based on the Laplacian transform according to [27] . And it will records the result for every image and constantly updates the threshold. If the image does not exceed the threshold, the camera will take a new image to replace the current one. A maximum waiting time of 10ms is to set in this filter to prevent an endless loop. Then the application transforms the qualified image to some intermediate formats to prepare for the detection.
3) DETECTION MODULE
There are two main detection steps, the first step is using the model trained in Fig.1 I to detect the obstacles in PESID, and the second step is using traditional image procession methods [28] to detect the obstacle. The second step is supplementary of the first step. The detection results of the current image, including the obstacle type and accuracy, are put into the results list. An unkown type is added for the obstacles detected in the second step since the obstacle type cannot be recognized by traditional image procession methods. If the results list is empty, the application will return to the capture and pretreatment module to get a new image.
4) RESULT MODULE
A result classifier is designed to give every obstacle type a danger coefficient. In order to get the coefficient for every obstacle type, 100 pedestrians were randomly invited to mark the criticality of every obstacle from level 1 to 5, and the mean value of every obstacle criticality is calculated as its danger coefficient. The danger coefficients and accuracy of the results in the results list determine the degree of danger.
The results of walking toward and speed analysis determine which obstacle will cause a collision. All the results determine the output mode of the application. The outputs can be classified into three degrees: REMIND, WARN and FORCE, which corresponds to three states of smartphones: vibration, ring and screen lock, respectively.
V. EVALUATIONS
The experiments contain dataset testing, model testing and application testing. For the dataset, four common detection algorithms were tested on PESID and the results are shown in Table 1 . As shown in Table 1 , the SSD VGG16 with 500 × 500 crop size achieves the highest MAP, but the parameters and operations of SSDLite are far lesser. In consideration of the mobile motivation, the model was finally trained on the Open Source TensorFlow Object Detection API [29] . Following MobileNetV2 [30] setup and tests, the learning rate is set to 0.05 and the learning rate decay rate is set to 0.1 per epoch. The models are trained on an 8 GPUs device. After about 100,000 iterations, the total loss of the model was reduced to about 0.8 as shown in Fig.10 .
The model experiments mainly include the accuracy testing for the detection models. The model was tested on a Xiaomi mi6 [32] mobile phone with the Snapdragon 835 processor and 6GB RAM. The average precisions for every subclasses of car barrier and dustbin were tested, and the results are shown in Fig.9 (a) and (b). The horizontal axis of (a) and (b) represents the name of the sub-classes of car barrier and dustbin, for example, the CB1 means the sub-class 1 of car barrier and the D4 means the sub-class 4 of dustbin. From Fig.9 (a) , all the average precisions for sub-classes are over 69% and the model trained on a single class has higher mean average precisions than the model trained on a whole class. Then the average precision for every class was tested. Fig.9 (c) shows that the mean average precisions of the manhole cover, sewer cover, fire hydrant, and car barrier reach 70%, while the average precision of dustbin is lower than 65%. The reason is that there is no uniform appearance, kinds of design standard for dustbins. As shown in Fig.9 (f) more differences exist in the appearance of dustbins even in the same sub-class.
Besides, the performance of the application in a real sidewalk environment was evaluated. The application was implemented on a Xiaomi 6 Android mobile phone with double 12 megapixels back cameras. The experimenters used the phone and walked 30 minutes along 10 sidewalks in 5 different districts in Beijing, China, while trying to keep their usual walking posture and walking speed. Fig.9 (d) shows the accuracies for every obstacle in 2 tests in the same district. The mean accuracy of manhole cover reaches 0.89, and only 1 out of 15 is a failure detection. However, for the dustbin, there are about 50% failure detections and the mean accuracy is lower than 0.80.
VI. CONCLUSION AND FUTURE WORK
In this paper, a phubber safety approach based on obstacle detection is proposed and a pedestrian safety mobile application is implemented. Firstly, a sidewalk dataset PESID which contains over 1.9K labeled images captured by cameras on smartphones and fish-eye lens cameras is established. Secondly, a criterion is proposed to select a mobile feasible obstacle detection algorithm, by which SSDLite-MobileNetV2 is chosen to train the detection model on PESID. Finally, a pedestrian safety mobile application is designed. Experiment results prove that it is feasible to help the pedestrians avoid collisions with obstacles on the sidewalk through the application on mobile devices.
According to the experiment results, to increase the detection performance of certain categories like the dustbin, it is necessary to expand the scale of PESID and design a more accurate classification method. It is also realized that typical roads in Fig.5 can cause safety problems as well, which cannot be recognized by obstacle detection method. Thus, identifying the typical roads is also an important topic of our future work.
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