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Atomic magnetometry is one of the most sensitive ways to measure magnetic fields. We present
a method for converting a naturally scalar atomic magnetometer into a vector magnetometer by
exploiting the polarization dependence of hyperfine transitions in rubidium atoms. First, we fully
determine the polarization ellipse of an applied microwave field using a self-calibrating method,
i.e. a method in which the light-atom interaction provides everything required to know the field
in an orthogonal laboratory frame. We then measure the direction of an applied static field using
the polarization ellipse as a three-dimensional reference defined by Maxwell’s equations. Although
demonstrated with trapped atoms, this technique could be applied to atomic vapors, or a variety of
atom-like systems.
Sensitive magnetometers are increasingly important in
both fundamental and technological applications. High
accuracy and precision magnetometers are used for dark
matter searches and aid in tests of fundamental sym-
metries. They enable applications ranging from naviga-
tion, timekeeping, and geophysical measurement to bio-
logical imaging. A wide array of application-specific re-
quirements has yielded a wide array of magnetometry
technologies, drawing on atomic vapors [1, 2], nitrogen-
vacancy centers [3], nuclear magnetic resonance [4], and
superconducting quantum-interference devices [5].
For many magnetometry applications measurement of
the scalar field is sufficient, but also knowing the field’s
full vector description can have important implications,
in particular in geosensing [6–8] and the calibration of
precision physics experiments [9]. However, mapping a
magnetic field in three-dimensional space with a robust
calibration is nontrivial, and presents distinct challenges
in different platforms.
Superconducting quantum interference devices
(SQUIDS) and Hall or fluxgate sensors are naturally
sensitive to a field component perpendicular to, for
example, a current loop. But multiple sensors must
be used to measure the field in all three dimensions,
and common problems are drifts or uncertainties in
the relative directions of the axes [10, 11]. Solid-state
sensors such as nitrogen vacancy (NV) centers in
diamond have emerged as a robust and broadband
room-temperature platform for magnetic sensing and
imaging. The inherent crystalline structure of NVs
provides a natural reference for vector sensing that is
actively being developed [12–17].
The most precise magnetometers, which reach sensi-
tivities beyond fT/
√
Hz, are atomic magnetometers that
consist of many indistinguishable atoms in the vapor
phase [18]. However, as they are based on Larmor pre-
cession, they are scalar sensors, and there is no natural
knob for breaking down the total field into components.
In the most standard approach to an atomic vector mag-
netometer, vector addition of an applied static bias field
and the field to be measured can be used to extract the
unknown field direction [19–21]. However, knowledge of
the applied bias fields in a orthogonal laboratory frame
is limited by the calibration of the external coil set used
to apply the bias field. To avoid reliance upon mechan-
ical construction tolerances for calibration, a number of
ideas have been developed for atomic vector magnetome-
ters, such as double-resonance magnetometers [22–24],
the use of electromagnetically-induced-transparency ef-
fects [25, 26], and orthogonal pump beams and effective
fields of optical light [27].
In this Letter, we introduce a spatial reference for
vector atomic magnetometry based upon the three-
dimensional structure of a microwave field. Our work
draws on advances in another domain of magnetometry -
that of microwave-field measurements and imaging based
upon atomic spectroscopy [28–30]. In these techniques,
a microwave field can be characterized through depen-
dence of the atomic response on the polarization of the
microwave radiation with respect to an applied quan-
tization axis. In our work, we demonstrate a general
algorithm for full reconstruction of a microwave polar-
ization ellipse based upon atomic measurements. Impor-
tantly, we present how mapping the three-dimensional el-
lipse is self-calibrating: Systematics in the direction and
strength of applied bias fields, e.g. non-orthogonal field
orientations, can be located and corrected based upon
the expected atomic response and electro-magnetic field
structure.
Using the reconstructed microwave polarization ellipse
as a fundamental reference, we demonstrate atomic vec-
tor magnetometry with a multi-level atom. We measure
the strength and direction of an applied static magnetic
field using only the microwave polarization information
and the relative strength of atomic transitions, without
the need for rotation of additional static fields. Our mag-
netometer can operate in either small field or with an
applied reference field.
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2FIG. 1. (a) Sketch of experimental setup. 87Rb atoms (green)
are trapped in nine optical tweezers and coherently manipu-
lated using microwave radiation (red ellipse). The direction
of a magnetic bias field ~Bbias (blue arrow) can be rotated in
any direction given by Euler angles α and β defined in the
laboratory frame (~x, ~y, ~z). The bias coils form a slightly non-
orthogonal coordinate frame (~xc, ~yc, ~zc) with angles relative to
the laboratory frame of (δβx, δαy, δβy). (b) Hyperfine transi-
tions (red) between Zeeman-sublevels of 87Rb. (c) [left panel]
Strength of the Bσ− component of a microwave field for all
directions (α, β) of ~Bbias in the laboratory frame for an exam-
ple polarization ellipse. [center and right panels] Differences
in measured and predicted Bσ− for the sample values of δβx
and δβy are indicated.
Our experiments take place using single trapped alkali
atoms; while the sensitivity of the experiment undertaken
with a few atoms is limited, it enables a proof-of-principle
demonstration. In trapped atom experiments, develop-
ing knowledge of applied microwave polarization can be
useful for optimization of atomic Rabi rates, character-
ization of effective magnetic fields in complex trapping
potentials [31–36], and calibration of bias field directions
for atomic clocks. However, in the context of atomic
magnetometry, we envision our technique will be most
relevant to hot-vapor cells, where one can measure mag-
netic fields with greater precision and versatility.
We begin by describing our specific experimental setup
and atomic multi-level structure, although the proce-
dures we describe apply generally. We use single 87Rb
atoms loaded with 50%-probability into a regular 3 × 3
array of 1.7 µm-spaced optical tweezers [Fig. 1(a)] [36].
We use four levels of 87Rb: A ground-state |g〉 = |F =
1,mF = 1〉 and three excited hyperfine states |e+〉 =
|2, 2〉, |epi〉 = |2, 1〉 and |e−〉 = |2, 0〉 states.
We start the experiment by initializing the atoms in
|g〉. During the experiment, we drive to the excited
states using σ± and pi-polarized light components of a
6.834-GHz-microwave field (λ ≈ 44 mm) of magnitude
| ~Bµw|max ≡ ‖ ~Bµw‖ ≈ 7.8 µT [Fig. 1(b)].
The transitions are split by a 300-µT-strong static
magnetic bias field ~Bbias. The maximal splitting between
the three transitions (∼ 4.2 MHz) is < 0.1% of the mi-
crowave frequency, and hence spatial field differences are
irrelevant when resonant with a transition. ~Bbias is con-
trolled by three coil pairs in near-Helmholtz configura-
tions that define a coil-frame C = (~xc, ~yc, ~zc) that im-
portantly is not necessarily orthogonal. An orthonormal
laboratory frame L = (~x, ~y, ~z) is chosen s.t. ~z [Euler an-
gles: (α, β) = (0, 0)] is oriented along ~zc, and ~xc and ~yc
point in directions given by angles (0, pi/2 + δβx), and
(pi/2 + δαy, pi/2 + δβy), respectively [Fig. 1(a)].
We then determine the full polarization ellipse (PE)
of the magnetic component of our microwave excitation
field, expressed in L as:
~Bµw =
∑
j∈
{x,y,z}
1
2
Bje−i(φj+ωt)~ej + c.c. (1)
~Bµw traces the PE determined by 5 independent parame-
ters: 3 fields (Bx,By,Bz) and two relative phases (φx, φy),
where φz = 0 without loss of generality [37].
The quantization axis of our atoms is defined along
~Bbias, and is always well-defined because ‖ ~Bµw‖ 
| ~Bbias|. The microwave field amplitudes B±σ and Bpi
that drive the ∆mF = ±1 and ∆mF = 0 atomic tran-
sitions, respectively, are strongly dependent on the direc-
tion of ~Bbias and hence denoted as B(α,β)i for i ∈ (σ±, pi)
hereafter. The B(α,β)i are related to the 5 polarization-
ellipse parameters and the direction of the bias field (α, β)
by [37]:(
B(α,β)pi
)2
=B2z cos2(β)
+
(B2x cos2(α) + B2y sin2(α)) sin2(β)
+ BzBx sin(2β) cos(α) cos(φx)
+ BzBy sin(2β) sin(α) cos(φy)
+ ByBx sin(2α) sin2(β) cos(φx − φy) (2a)
(
B(α,β)±σ
)2
=
1
2
 ∑
j∈
{x,y,z}
B2j −
[
B(α,β)pi
]2
± BxBy cos(β) sin(φx − φy)
∓ BxBz sin(α) sin(β) sin(φx)
± ByBz cos(α) sin(β) sin(φy). (2b)
Therefore, to recreate the full PE, 5 independently cho-
sen measurements of (B(α,β)±σ ,B(α,β)pi ) are enough to solve
for the 5 unknown ellipse parameters [37]. These mea-
3surements can either vary any combination of (α, β) or
the atomic transition used.
We now discuss how we avoid systematic errors that
may enter this procedure. First, we measure B(α,β)i by
choosing (pulsed) coherent population transfer [28, 30,
37–40] to accurately extract B(α,β)i from the correspond-
ing (measured) Rabi frequency Ω
(α,β)
i = µiB(α,β)i
/
~.
By referencing Ω
(α,β)
i to a frequency standard, B(α,β)i
can be determined absolutely when calculating the mag-
netic transition dipole moments µi from basic assump-
tions [38].
However, systematic errors can also enter through dis-
crepancies of the intended and actual applied direction
(α, β) of ~Bbias. When performing any directional mea-
surement with an atom(-like) system this is a general
limitation which, so far, is typically addressed by relying
on the quality of an externally-calibrated system. Let us
label the potentially unknown systematic errors by Nu
parameters {Uj}, j ∈ [1, Nu] - these will generally mod-
ify the value and direction of ~Bbias. The {Uj} can be
self-calibrated by performing ≥ Nu additional measure-
ments and then solving the system of ≥ Nu+5 equations
for (Bx,By,Bz, φx, φy; {Uj}).
In our experiment the parameters {Uj} are: orienta-
tions of the coil pairs (U1, U2, U3) = (δβx, δβy, δαy) form-
ing coil frame C [Fig. 1(a)], components of a (stray) mag-
netic field (U4, U5, U6) = (B
s
x, B
s
y, B
s
z) due to imperfect
nulling of the ambient magnetic fields, and calibration er-
rors in the applied bias field (U7, U8, U9) = (| ~Bbias|, x, y)
when parameterizing ~Bbias = | ~Bbias|(xbx, yby, bz) using∑
i∈(x,y,z) b
2
i = 1 [38]. For completeness, this set of pa-
rameters also includes the magnitude of ~Bbias that will
be determined from Zeeman shifts, which is irrelevant for
determining a PE, but defines a common scaling factor
for all static fields. We therefore need ≥ 14 measure-
ments to self-calibrate our magnetometer and the bias-
field strength.
Our self-calibration of the {Uj} stems from the struc-
ture of the microwave light dictated by Maxwell’s equa-
tions. To illustrate the key idea, we consider two sim-
ple examples where either U1 = δβx or U2 = δβy are
unknown. Assume all of the Nu measurements are per-
formed on the B(α,β)σ− -component of an elliptically polar-
ized microwave field. The expected values of Bσ− for an
example PE are shown in the lab frame L as a function
of (α, β) [Fig. 1(c)]. If the coil frame deviates from the
lab frame such that (βx, βy) = (0, 0.05pi) the functional
form of B(α,β)σ− = Bσ−(α, β;βy) will deviate from the ex-
pectation in L with a specific pattern ∆Bσ− [center panel
in Fig. 1(c)]. This field pattern cannot be reproduced by
allowed microwave ellipses, and is distinctly connected to
the unknown parameter. Importantly, a different pattern
is associated with (βx, βy) = (0.05pi, 0) [right panel in
Fig. 1(c)]. Suitably chosen measurements on the sphere
can hence lead to full differentiation and absolute char-
acterization of the unknowns {Uj}.
To calibrate the 9 {Uj} in our experiment, we
measure B(α,β)σ− (together with the Zeeman-shift
of the σ−-transition) for 28 different directions
(α, β) [black points in Fig. 2(a)]. Using quadratic
minimization [38] and Eq. (2b), these are enough
measurements to determine (δβx, δαy, δβy) =
(1.3 mrad, 10.9 mrad, 5.4 mrad), (Bsx, B
s
y, B
s
z) =
(−6.05µT, 0.14µT,−1.12µT), | ~Bbias| = 302.0 µT,
(x, y) = (1.001, 0.989), and a polarization el-
lipse we refer to as PE1: (Bx,By,Bz, φx, φy) =
(5.023(5)µT, 5.757(4)µT, 1.600(4)µT, − 1.941(4),
−1.873(4)) [red, dashed ellipse in Fig. 2(b)]. We cannot
easily extract uncertainties for the {Uj}, but estimations
have shown that we need to vary a Uj by ∼ 20% to
change PE1 by its uncertainty of . 0.2%. Furthermore,
the result is within expectation of experimentally-defined
parameters in our setup [38]; for example the angles
measured are consistent with machining tolerances of
the coil mounts. The measured Zeeman shift allows us
to determine the absolute value of | ~Bbias| that we find
has a consistent dependence on (α, β) [38].
Figure 2(a) predicts B(α,β)σ− for all directions of ~Bbias us-
ing Eq. (2b), and could be used to optimize the atom-light
coupling strength by choosing a suitable ~Bbias. Further-
more, quantitative comparison with experiment provides
a measure of how well {Uj} and the ellipse parameters
have been determined. For this, we investigate the rel-
ative errors ∆B(α,β)σ−,rel. of all measured B
(α,β)
σ− and their
predicted values [see red histogram Fig. 2(c)]. Not sur-
prisingly, we find that all ∆B(α,β)σ−,rel. are distributed around
0, as they have been used to determine PE1. The width
of the distribution is consistent with the ~B(α,β)σ− measure-
ment uncertainty of ∼ 0.1%, and a microwave-amplitude
drift of . ±1% occurring on timescales of several min-
utes [38]. This drift could be stabilized in future experi-
ments.
To elucidate experimentally self-calibration
we determine a new polarization ellipse from
a completely independent set of measurements:
B(0,0)σ+ , B(0,0)σ− , B(0,pi/2+δβx)σ+ , B(0,pi/2+δβx)pi , and
B(0,pi/2+δβx)σ− , for which we rotate our bias field from the
~zc to the ~xc direction in the coil frame [38]. Note, before
we measured a single polarization for many directions,
and now we measure all three polarization components
for only two directions, i.e. we only rotate the bias field
in a single plane once. Nonetheless, using Eqs. (2), we
determine the microwave field in all three dimensions.
First, we assume (wrongly) that all Uj = 0 (ex-
cept U7 = | ~Bbias| = 300 µT), i.e. our coils are
perfectly orthogonal, calibrated, and no stray mag-
netic fields are present. From this, we obtain PE2:
(5.126(1)µT, 5.786(1)µT, 1.6537(7)µT, − 1.970(3),
4FIG. 2. (a) (2D-plot) Predicted magnetic field component
B(α,β)σ− using parameters from the polarization ellipse PE1, as
a function of the bias-field direction (α, β). (small panels)
Measured magnetic microwave field component (black data)
and predictions along the solid, dashed, and dot-dashed cuts
in the 2D-plot, respectively. The measurement uncertain-
ties are smaller than the datapoints. (b) Polarization ellipses
PE1(dashed, red), PE2(black) and PE3(green), respectively.
PE1 is the reference ellipse from the 30 calibration measure-
ments of B(α,β)σ− from panel (a). Comparison of ellipses PE2
(PE3) assess our protocol using 5 of 6 measurements [38] with-
out (with) taking into account calibrated {Uj}, see text. (c)
Overlayed histograms of the relative errors ∆B(α,β)σ−,rel. of all po-
larization ellipses and for all measurements displayed in panel
(a). The colorcoding is the same as for panel (b).
−1.910(2)), depicted in black in Fig. 2(b). The shape and
orientation of PE2 agrees with PE1 despite the different
ways they were determined; but they are not identical.
This is also captured in the corresponding distribution of
∆B(α,β)σ−,rel. of PE2 [black histogram in Fig. 2(c)]. Its cen-
ter is slightly offset from 0, and indicates relative errors
larger than 5%. These are larger than the slow drifts of
our microwave source and the measurement uncertain-
ties [38].
However, using the same 5 measurements as for
PE2 now taking into account the correctly calibrated
{Uj}, and a microwave drift correction of 1% [38], we
obtain PE3: (5.070(1)µT, 5.743(1)µT, 1.6018(6)µT,
−1.910(3), − 1.844(3)) [green ellipse Fig. 2(b)]. This
polarization ellipse predicts again the measurements cor-
rectly, i.e. the width of the ∆B(α,β)σ−,rel.-distribution is con-
sistent with our microwave drifts [38].
With the microwave field as a static, well-calibrated
reference in the laboratory frame L, we now use the
atoms to vectorially resolve a set of 3 intentionally
applied static probe fields ~Bp in L. The procedure:
combine any scalar atomic measurement of | ~Bp| with
two Rabi-rate measurements to solve for its orientation.
Specifically, the ∼ 200 µT-strong-probe magnetic fields
~Bpj [j = (xc, yc, zc)] are sequentially applied along ~xc,
~yc, and ~zc, respectively, in addition to a reference field
{| ~Bref|, (α, β)ref} ≈ {300 µT, (0.1pi, 0.6pi)}. Then we
measure the total magnetic bias field ~Bmj =
~Bpj +
~Bref
(and, for completeness ~Bref) and determine ~Bpj by sub-
traction of ~Bref. The use of a reference field ~Bref 6= 0 is
not necessary, but can be useful (see supplement [38]).
All magnetic field magnitudes are found from the mean
of the atomic Zeeman-shifts of all three available tran-
sitions. The directions (α, β)j of ~B
m
j and
~Bref are de-
termined by measuring B(α,β)jσ− and B(α,β)jpi and then
use Eq. (2) to solve for (α, β)j via quadratic minimiza-
tion [38]. We also measure B(α,β)jσ+ , but use this for keep-
ing track of drifts in the amplitude of our applied mi-
crowave field.
We find {| ~Bref|, [α, β]ref} = {296.6(2)µT, [0.103(1)pi,
0.588(6)pi]} (brown lines). Sequential application of the
3 probe fields ~Bpj results in total measured fields {| ~Bmj |,
[α, β]mj } = {476.1(8)µT, [0.0636(6)pi, 0.554(6)pi]},
{301.5(3)µT, [0.108(2)pi, 0.396(4)pi]}, and {399.2(5)µT,
[0.260(1)pi, 0.577(2)pi]} [solid blue lines in Figure 3]. The
multiple lines represent measurement uncertainties from
bootstrapping the error with 200 trials. The difference
in the uncertainties for these measurements is determined
by the precision with which we measure the Ω
(α,β)
i , and
by its transfer function to the field direction. This trans-
fer function causes the uncertainties to be very asymmet-
ric (aspect ratios up to 30) and is ultimately linked to the
choice of ~Bref [38].
We determine the mean probe fields ~Bpj =
~Bmj − ~Bref
(black) as the difference between the blue ( ~Bmj ) and the
brown ( ~Bref) vectors. The probe fields that we expect
(red lines) point in ~xc, ~yc and ~zc-direction from ~B
ref, and
deviate from ~Bmj − ~Bref by 16 mrad, 79 mrad and 23
mrad, respectively. For the ~yc and ~zc-direction, these
values are just outside the confidence interval we ex-
pect based on the measurement uncertainties, but can
be fully explained when including the slow drift of the
5FIG. 3. Vector magnetometry in an orthonormal laboratory
frame L: Targeted (red) applied magnetic field vectors ~Bpj ,
j ∈ (xc, yc, zc), can be reconstructed (black) as the difference
between all measured vectors ~Bmj (dark blue lines) and an ini-
tially applied reference field ~Bref (brown lines). The multiple
lines for all displayed measured fields indicate the range of
measurement errors, determined by bootstrapping the error
with 200 trials.
microwave field strength reported earlier [38]. Over the
course of this set of measurements this drift was found to
be≤ ±0.5% as inferred from all the measured magnitudes
7.841(8) µT, 7.840(6) µT, 7.789(5) µT, and 7.815(7) µT,
respectively. The magnetometer can operate with ref-
erence or without (reference-free) ~Bref. In contrast to
the reference-free mode, in the reference-mode the uncer-
tainty of ~Bref adds to the uncertainty of our measurement
of ~Bpj , but makes the measurement of
~Bp independent of
common-mode background fields, a property specifically
useful if ~Bp is time-dependent. Furthermore, ~Bref 6= ~0 en-
ables control over the precision of the vector magnetome-
ter, and could even allow one to ”squeeze” the measured
variance in certain directions [38]. Lastly, in reference-
mode, one can avoid the complication of finding up to 4
field solutions as a result of the measurements combined
with the constraints of the trigonometric Eqs. (2) [38].
In addition to this, we discuss in the supplement other
strategies involving test-fields to determine the correct
solution in the reference-free mode (| ~Bp|  | ~Bref| ≈ 0).
Looking forward, we envision reconstruction of the mi-
crowave polarization ellipse to be a general-purpose ref-
erence for not only magnetic fields, but other excitation
fields (e.g optical fields or electric components). Further
assessment is required to understand the potential for
precision and sensitivity. Different measurement proto-
cols will also need to be developed to transition these
ideas to scalable and more-sensitive atomic vapor cells;
coherent population transport was a robust way for us
to measure microwave field strengths, but there are a
variety of ways to determine the Rabi rates, e.g. by spec-
troscopic means. As with a variety of atomic sensors, this
platform for vector magnetometry is compatible with fu-
turistic quantum-enhancement, as established with cold
atoms [41, 42].
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I. EXPERIMENTAL SETUP AND
MEASUREMENT PROCEDURE
Our experiments take place with single 87Rb atoms
loaded into a 3-by-3-square array of optical tweezers.
The tweezers have a fixed, minimal trap-spacing of ∼
1.7 µm in the (y, z)-plane [Fig.1(a) in main text [1]]
and are formed by deflecting a single 852-nm-laser
beam propagating in x-direction using two acousto-optic-
modulators [2–4]. Each trap is gaussian-shaped with
a 1/e2-radius of ∼ 0.71 µm in the radial, i.e. (y, z)-
direction, and has an adjustable trap-depth. Given the
spacing and radius of the individual traps, atoms in dif-
ferent traps can be considered independent for all mea-
surements reported. The strength of the bias field ~Bbias
we use to define the quantization axis and to split the hy-
perfine transitions is created using 3 pairs of Helmholtz
coils. The strength of ~Bbias can be varied and its direc-
tion (α, β) can be rotated within 2 ms.
A. Measurement procedure
Every experimental cycle consists of three phases; ini-
tialization, experiment and detection.
During initialization, the traps are loaded with a prob-
ability of ∼ 50% from a dilute optical molasses using
polarization-gradient cooling (PGC). To determine which
of the 9 traps are loaded, fluorescence photons of the
trapped atoms are collected on a CCD camera during
a second PG-cooling phase (PGC-image). Finally, for
| ~B|bias ∼ 300 µT and (α, β) = (0, 0), we prepare the
atoms in the |g〉 = |F = 1,mF = 1〉 hyperfine ground
state by first optically pumping the population to |2, 2〉
(> 99 % fidelity) following a 11.7 µs-long microwave pulse
of ∼ 6.834 GHz (∼ 95 % efficiency).
During the experiment phase, ~Bbias is rotated into
the direction (α, β) and the trap-depths are lowered to
∼ 0.018 mK in 3 ms, in order to minimize any trap-effects
such as Stark or vector shifts [5–9]. We then apply a mi-
crowave square-pulse of variable length ∆t, resonant with
either of the |g〉 → (|e−〉, |epi〉, |e+〉 = (|2, 0〉, |2, 1〉, |2, 2〉)
transition during which the atoms undergo coherent Rabi
oscillations [Fig. 1(b)].
The population in |g〉 is detected by pushing atoms in
the excited states out of the traps using resonant light of
∼ 780 nm at the 52S1/2|F = 2〉 → 52P3/2|F ′ = 3〉 tran-
sition. The atoms in the |g〉-state remaining in the traps
are then revealed using a second PGC-image. For each
ar
X
iv
:1
80
7.
03
61
9v
1 
 [p
hy
sic
s.a
tom
-p
h]
  1
0 J
ul 
20
18
2[α, β] ‖ ~Bµw‖ [µT] ∆Bµw [%]
[0, 0] 7.814(2) -0.26
[0, 0.5015pi] 7.906(1) 0.92
[0.102(1)pi, 0.590(5)pi] 7.842(8) 0.10
[0.0620(6)pi, 0.557(6)pi] 7.840(6) 0.08
[0.107(2)pi, 0.395(3)pi] 7.789(5) -0.57
[0.259(1)pi, 0.577(8)pi] 7.815(7) -0.24
TABLE I. Measured microwave field strengths ‖ ~Bµw‖ and
relative errors ∆Bµw w.r.t. the mean of all measured strengths
for different orientation of the bias field (α, β). The first two
entries correspond to the 2 directions for PE2 [1], the lower 4
entries are the reference field and the 3 probe fields measured
for the vector magnetometry.
trap the population in |g〉 is then given by its survival;
that is, for ∼ 30 identical repetitions of the experiment,
the average number that an atom is observed in the sec-
ond image if an atom was detected in the first image.
During the experiment cycle we observe background
loss of about ∼ 5% (black area in Fig. 1(b)), and an
additional ∼ 12% (blue area in Fig. 1(b)) due to the
temperature of the atoms compared to the shallow trap
depth.
B. Microwave setup and long-term fluctuations of
the microwave field strength
In our experiment, square microwave pulses are gener-
ated using a series of 2 switches (forward isolation: ∼ 46
dB) to shape the ∼ 6.8-GHz-microwave generated from a
signal generator (Rohde&Schwarz SMF100A). The pulses
are then amplified using a water-cooled amplifier (≥ 40
dB) and directed onto the glass vacuum cell using a
sawed-off rectangular waveguide.
For the measurements for PE2 and PE3, and static
vector magnetometry [1], we consistently extracted all 3
components (±σ, pi) of the microwave field for a given
~Bbias. With this information we can calculate the to-
tal microwave strength at the atoms using ‖ ~Bµw‖ =√∑
i∈(±σ,pi)
(
B(α,β)i
)2
[10], which is independent of the
bias-field direction (α, β).
However, as mentioned in the main article [1], we ob-
serve differences in strength between the measurements
(Tab. I), which we identify as slow drifts over the course
of several minutes. To quantify, it is instructive to calcu-
late the relative error
∆Bµw =
∥∥∥ ~Bµw∥∥∥− ∥∥∥ ~Bµw∥∥∥∥∥∥ ~Bµw∥∥∥ , (S.1)
with
∥∥∥ ~Bµw∥∥∥ the mean over all measured strengths. ∆Bµw
varies over . 1% over all our measurements taken within
∼ 24 hours, which is larger than the ∼ 0.02% (PE2/PE3-
measurement) to 0.3% (PE1-measurement) uncertainties
with which we determine the amplitudes of the individ-
ual microwave-field components (see, e.g., Sec. II and
Tab. II). This drift is not surprising, as neither the ampli-
fier nor the transition from the waveguide to air (and the
glass cell) were carefully impedance-matched, which can
lead to power reflections. Furthermore, the temperature
of the amplifier is not stabilized, while the temperature
of the cooling water drifts by ∼ ±2◦C.
II. DATA ANALYSIS
In this section we provide details on how we arrive at
the measured Zeeman shifts and amplitudes of the mi-
crowave field components used in [1]. First, we discuss
how we obtain the datapoints (Fig. 1). We then discuss
the fitting model used to extract Zeeman shifts and Rabi
rates, and how we determine the errors with bootstrap-
ping the uncertainties. Finally, we discuss the calculation
of the magnetic dipole moments that are used to convert
the measured Rabi rates to microwave field components.
A. Data points
To detect the presence of an atom, its fluorescence pho-
tons are collected on a CCD camera during a PG-cooling
phase (PGC-image) [2]. We determine the population in
|g〉 = |F = 1,mF = 1〉 for each trap k ∈ [1, 9] as the
ratio pk of the number of times that an atom is observed
in the second image and when it was loaded, i.e. it was
detected in the first image. The statistical uncertainty
δpk of pk is then given by the standard error of the mean
of a Bernoulli-distribution δpk = pk(1− pk)/
√
N .
The datapoints and errors showing the (ground-state)
population P
(α,β)
i in state |g〉 for the transition |g〉 ↔ |ei〉
[i ∈ (±, pi)], see Fig. 1 in [1], are calculated from pk by
taking the loading-weighted mean and error over all N =
9 traps as:
P
(α,β)
i =
N∑
k=1
pk
wk
w¯
±
√√√√ N∑
k=1
δp2k
N2
wk
w¯
, (S.2)
where wk is the number of times, that an atom was loaded
into trap k, and w¯ its sum over all traps.
B. Measurements and simple model based on
Rabi’s equation
For all measurements described in the main article,
we first use pulsed coherent microwave spectroscopy to
determine the atom resonance frequency ν
(α,β)
i of the
transition i [from now on: i ∈ (σ±, pi)], see example in
Fig. 1(a). For this, we apply a square microwave pulse of
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FIG. 1. Example measurements for different transitions
i ∈ (σ±, pi), when ~Bbias points in ~z-direction. (a) Measured
microwave spectrum (black data) obtained by varying the mi-
crowave detuning ∆
(0,0)
+ and measuring population in P
(0,0)
+
for ∆t = 12 µs. (b) Measured coherent population transfer
(black data) between |epi〉 and |g〉 (upper panel) and |e−〉 and
|g〉 (lower panel). The red lines in all plots are fits to Eq. (S.4)
and the shaded regions indicate either heating-induced loss
(blue) or loss from background collisions (black).
frequency ν and pulse-length ∆t ≈ pi/Ω(α,β)i (Ω(α,β)i be-
ing the inverse of the transitions Rabi rate), the detuning
∆
(α,β)
i /2pi = ν − ν(α,β)i of which we vary. Second, we set
the pulse-detuning ∆
(α,β)
i = 0 and extract the Rabi rates
Ω
(α,β)
i from coherent population transfer by changing the
length of the microwave pulse ∆t [Fig. 1(b)].
The main parameters needed to determine the polar-
ization ellipse and perform vector magnetometry [1], are
the Zeeman-shift ∆zm/2pi = ν
(α,β)
i −ν0, i.e. the difference
of the transition frequency (ν
(α,β)
i ) and the field-free hy-
perfine transition frequency (ν0), and the strength of the
microwave field component B(α,β)i that drives the transi-
tions i. To obtain small uncertainties in these quantities,
we need a model that accurately describes our data (red
lines in Fig. 1).
To formulate the model, we start with Rabis equation
P|ei〉(Ω,∆,∆t) =
Ω2
Ω2 + ∆2
sin
(√
Ω2 + ∆2
∆t
2
)2
,
(S.3)
which (for a two-level system initially in its ground state)
describes the population in the excited state after inter-
action with a square-pulse of pulse-length ∆t, frequency
ν (atom-pulse detuning: ∆), and the Rabi rate Ω. We
modify Eq. (S.3) taking into account that we detect |g〉,
state-preparation and detection errors A and C
(α,β)
i , and
a dephasing rate τ
(α,β)
i :
P
(α,β)
i = (A− C(α,β)i ) (S.4){
e
− t
τ
(α,β)
i
[
P|ei〉(Ω
(α,β)
i ,∆
(α,β)
i ,∆t)− 0.5
]
+ 0.5
}
+ C
(α,β)
i .
with the Rabi rate
Ω
(α,β)
i = µiB(α,β)i /~ (S.5)
that depends only on the amplitude of the field compo-
nent B(α,β)i and the transition dipole moment µi.
Only the σ+-component along the coil in the ~xc-
direction (0, pi/2 + δβx) (for definition of δβx, see
Sec. III A) shows a measurable decay of the Rabi con-
trast, probably because of polarization field gradients
in the traps. The exponentially decaying contrast in
Eq. (S.4) describes our data well and indicates that ul-
timately our coherence is limited by fast fluctuations of
the static magnetic field strength, and not fast fluctua-
tions of the microwave field strength that would lead to
a gaussian-shaped decay of the contrast.
C. Extraction of correct fit parameters and
uncertainties using bootstrapping
In order to determine the Zeeman-shift ∆zm/2pi and
the microwave field component B(α,β)i , we fit the data
(Fig. 1) with the points weighted by the inverse squared
of their errors. As an example, Table II summarizes the
values we extract from fits to the 6 precise measurements
performed for polarization ellipses PE2 and PE3 [1].
To determine the Zeeman-shift ∆zm/2pi from the spec-
tra [Fig. 1(a)] is straightforward, as ν
(α,β)
i can be ex-
tracted independently of other parameters.
However, because of the atom loss in our system, we
can only determine the effective Rabi rate Ω
(α,β)
i,eff =√(
Ω
(α,β)
i
)2
+
(
∆
(α,β)
i
)2
through the measurement of
coherent population transfer [Fig. 1(b)]. Because our
choice to set ∆
(α,β)
i = 0 has the uncertainty of the fitting
error of ν
(α,β)
i , simple error propagation does not allow
to determine the error in Ω
(α,β)
i . Also, as Ω
(α,β)
i,eff is posi-
tive semi-definite, the uncertainty in ∆
(α,β)
i can bias the
value of Ω
(α,β)
i toward lower values.
4i, (α, β) A C
(α,β)
i τ
(α,β)
i [ms] ∆
zm/2pi [kHz] Ω
(α,β)
i,eff /2pi [kHz] µi B(α,β)i [µT]
+, (0, 0) 0.81(2) 0.05(1) ∞ 2314.2(5) 44.327(9)
√
3
8
(gI − gS)µb 5.1692+7−18
pi, (0, 0) 0.810(6) 0.049(4) ∞ 4214.2(2) 10.031(4)
√
3
16
(−gI + gS)µb 1.6543+5−1
−, (0, 0) 0.830(7) 0.020(4) ∞ 6113.5(3) 19.721(4) 1
4
(−gI + gS)µb 5.6334+7−17
+, (0, pi/2 + δβx) 0.85(2) 0.00(2) 1.2(1) 2215.1(4) 25.85(1)
√
3
8
(gI − gS)µb 3.0144+9−16
pi, (0, pi/2 + δβx) 0.80(1) 0.031(7) ∞ 4147.9(3) 31.145(6)
√
3
16
(−gI + gS)µb 5.1365+8−12
−, (0, pi/2 + δβx) 0.831(6) 0.018(4) ∞ 6081.3(2) 18.248(4) 14 (−gI + gS)µb 5.2125+7−17
TABLE II. Summary of the fitted parameters extracted from measured spectra and coherent population transfer to determine
polarization ellipses PE2 and PE3 [1]. For these measurements, different transitions i ∈ (±σ, pi) and different orientations of
the bias field (α, β) were used. µi are the calculated transition dipole moments and B(α,β)i are the microwave field components
as calculated from the bootstrapped Ω
(α,β)
i,eff and ∆
zm, see text.
Hence, to determine the value and uncertainty of
B(α,β)i , we bootstrap the measured data by first gen-
erating 105 normal distributed values of Ω
(α,β)
i,eff and
∆
(α,β)
i with standard deviations given by the uncer-
tainties extracted from the fits. From these values
we calculate the asymmetric distribution of Ω
(α,β)
i =√(
Ω
(α,β)
i,eff
)2
−
(
∆
(α,β)
i
)2
and then quote its mean and
the lower and upper bounds of the 68% confidence in-
terval. The microwave field components B(α,β)i are then
calculated from Ω
(α,β)
i using
Ω
(α,β)
i =
µiB(α,β)i
~
, (S.6)
with the proper magnetic transition dipole moment µi
[Tab. II]. As expected one can observe from the asym-
metric errors that the distribution is biased toward lower
values.
D. Derivation of magnetic transition dipole
moments
As explained in the previous section II C, we deter-
mine the magnetic field components B(α,β)i from the cor-
responding Rabi rates Ω
(α,β)
i using Eq. (S.6). Hence, the
correct calculation of the transition dipole moment µi is
crucial for the correct determination of the microwave
polarization ellipse and the results of the article. There-
fore, for completeness, we sketch their calculation in the
following.
The coupling of a microwave field ~Bµw with rate ω =
2piν and components (Bx,By,Bz) in the laboratory frame
L [1], to the hyperfine states of alkali atoms in the 2S1/2
manifold can be described by
Hc = µB(gS~S + gI~I) · ~Bµw, (S.7)
where µB is the Bohr magneton, ~S and ~I are the electron
and nuclear spin operators, and gS and gI their Lande´
factors. In the rotating frame of ω and using the rotating
wave approximation, the Rabi frequency of the transition
|F,mF〉 and |F ′,m′F〉 is then given by:
Ω =
〈F ′,m′F|Hc|F,mF〉
~
. (S.8)
From this, using Bpi = Bz, B±σ = ∓Bx+iBy√2 , S± = Sx ±
iSy, I± = Ix ± iIy and a quantization axis chosen along
the z-direction of the laboratory frame, one finds for the
Rabi rates that drive the ∆mF = m
′
F − mF = (0,±1)
transitions:
|Ωpi| = µBBpi
2~2
〈F ′,mF|(gSSz + gIIz)|F,mF〉,
|Ω±σ| = µBB±σ
2
√
2~2
〈F ′,mF ± 1|(gSS± + gII±)|F,mF〉
A basis change from |F,mF〉 to |S, I,mS,mI〉 can
be undertaken, with Sz|S,mS〉 = ~mS |S,mS〉 and
S±|S,mS〉 = ~
√
S(S + 1)−mS(mS ± 1)|S,mS±1〉 (and
identical definitions for I and Iz). For the
87Rb ground
hyperfine states, I = 3/2 and S = 1/2, where ~F = ~I + ~S
(~L = 0). Thus, by using Clebsch-Gordon coefficients
c{mI ,mS} to express |F ′,m′F〉 =
∑
c′{mI ,mS}|mI ,mS〉 and
|F,mF〉 =
∑
c{mI ,mS}|mI ,mS〉,
µpi =
~|Ωpi|
Bpi
=
µB
2
∑
mI ,mS
c′∗{mI ,mS}c{mI ,mS}(gSmS + gImI),
µ±σ =
~|Ω±σ|
B±σ
=
µB
2
√
2
∑
mI ,mS
(
c′∗{mI ,mS±1}c{mI ,mS}gSmS
+ c′∗{mI+1±1,mS}c{mI ,mS}gImI
)
.
The relevant transition dipole moments for our measure-
ments are displayed in Tab. II, when using gS = 2.0023
and gI = −0.000995141 [11].
5III. IMPLEMENTATION AND VERIFICATION
OF SELF-CALIBRATION USING MICROWAVE
POLARIZATION ELLIPSES
In this section we provide additional details for the
self-calibration procedure [1]. Specifically, we first dis-
cuss a model that links the direction of a bias-field (α, β)
to the experimental unknowns {Uj}, j ∈ (1, Nu = 9),
i.e. (α, β) = (α({Uj}), β({Uj})). We then show how
we (self-)calibrate the polarization ellipse parameters
(Bx,By,Bz, φx, φy) and the {Uj} by quadratic minimiza-
tion of a set of equations. Finally, we verify our un-
derstanding of the bias-field and polarization ellipses by
comparison with measurements, with specific focus on
the self-calibrating aspect of the procedure.
A. Model of ~Bbias using experimental unknowns
{Uj}
In our experiments, we work with a specific model for
~Bbias in the lab frame L, that includes our control param-
eters (magnetic-field coil-currents) and additional experi-
mental sources characterized by the parameters {Uj} [1].
The three main sources we identified in our experimental
setup that change ~Bbias in addition to the applied coil-
currents are external fields, current-to-field calibration
errors, and coil orientation. In the following, we describe
how we include the {Uj} in a model that expresses the
total bias field ~Bbias = ~Bcoil + ~Bext as the sum of inten-
tionally applied coil ( ~Bcoil) and external ( ~Bext) fields.
The currents in our Helmholtz coils are controlled
by 6 independent current-controlled-current-sources (one
for each coil), the setpoints of which we vary in or-
der to change the strength and direction of ~Bbias.
The coil field can thus be parametrized as ~Bcoil =
| ~Bcoil| (xbx~xc + yby~yc + bz~zc), with
∑
k∈(x,y,z) b
2
k = 1 a
parametrization of the unit sphere, and (x, y) calibra-
tion correction factors near unity. Here, ~kc [k ∈ (x, y, z)]
are the unit vectors pointing into the direction of the
field at the atoms when a total current Ik = αk| ~Bcoil|bk
is applied in two opposite coils. The ~kc are expressed as
linear combinations of the lab-frame vectors (~x, ~y, ~z) (see
Fig. 1(a) in [1]):
~xc = cos(δβx)~x− sin(δβx)~z
~yc = cos(δβy) sin(δαy)~x+ cos(δβy) cos(δαy)~y
− sin(δβy)~z
~zc = ~z.
(bx, by, bz) = (sin(φ) sin(θ), cos(φ), sin(φ) cos(θ)) define a
parametrization of the relative coil-currents, hence vary-
ing θ and φ controls the direction of ~Bcoil. By variation
of the coils’ setpoint, we calibrate αk for each coil sep-
arately by measuring ∆zm of |2, 2〉 to extract | ~Bbias| at
the atoms. This calibration is only exact to . 1.6% of
the applied field strength. Potential calibration errors
are hence considered in the model with correction fac-
tors x and y. A potential error in the z-direction (z)
contributes to | ~Bcoil|.
We complete the set of unknown parameters {Uj} =
(δβx, δαy, δβy, B
s
x, B
s
y, B
s
z, | ~Bcoil|, x, y) using the com-
ponents of the static and ~Bcoil-independent external
fields ~Bext = (Bsx, B
s
y, B
s
z). Finally, our model of
~Bbias at
the location of the atoms is given by
~Bbias({Uj}, θ, φ) = (S.9)
| ~Bcoil| (xbx~xc + yby~yc + bz~zc) + (Bsx, Bsy, Bsz).
The Euler angles (α, β) we quote in the main article are
then simply the angular components of ~Bbias({Uj}, θ, φ)
expressed in spherical coordinates, such that [α, β] =
[α ({Uj}, θ, φ) , β ({Uj}, θ, φ)].
B. Quadratic minimization procedure
As explained in the main article [1], we determine the
polarization ellipse (PE) parameters (Bx,By,Bz, φx, φy)
for different PE by first measuring a number Nmeas of
microwave field components B(αl,βl)i,meas , for i ∈ (σ±, pi) and
l ∈ Nmeas. Second, we solve a system of equations that
is given by
B(αl,βl)i,meas = (S.10)√
fi,l (Bx,By,Bz, φx, φy;α({Uj}, θl, φl), β({Uj}, θl, φl)),
where we simplify notation by denoting the right side
of Eqs. (2) in [1] as fi,l and use α({Uj}, θl, φl) and
β({Uj}, θl, φl) for the direction of ~Bbias (see previous
Sec. III A) in the lth measurement. In order to solve this
system of equations we perform quadratic minimization
by determining a minimum of the following function
Fcomp =
Nmeas∑
l=1
[√
fi,l − B(αl,βl)i,meas
]2
(
B(αl,βl)i,meas
)2 . (S.11)
The normalization by
(
B(αl,βl)i,meas
)2
ensures that all mea-
surements are treated equally in the minimization proce-
dure.
To determine the polarization ellipse (PE1), we form
Fcomp from Nmeas = 28 measurements of B(αl,βl)σ−,meas. Only
in this case, we minimize F = a2Fcomp + Fzm with
Fzm =
Nmeas∑
l=1
[∣∣∣ ~Bbias({Uj}, θl, φl)∣∣∣− ∣∣∣ ~Bbias,(αl,βl)meas ∣∣∣]2∣∣∣ ~Bbias,(αl,βl)meas ∣∣∣ ,
(S.12)
i.e. we also take into account the Zeeman-shifts in or-
der to properly extract the length of the fields. a = 0.2
6is the ratio of the mean measurement uncertainties of∣∣∣ ~Bbias,(αl,βl)meas ∣∣∣ and B(αl,βl)i,meas , and weighs the contribution
of Fzm and Fcomp to F accordingly. F is minimized
for the 14 parameters (Bx,By,Bz, φx, φy; {Uj}) using a
Nelder-Mead algorithm (shrinking: 0.5, contraction: 0.5,
expansion: 5, reflection: 1). We constrain the solu-
tions to within (Bx,By,Bz) ∈ (0, 10 µT), (φx, φy) ∈
(−pi, pi); (δβx, δαy, δβy) ∈ (−0.1, 0.1), (Bsx, Bsy, Bsz) ∈
(−10µT, 10µT), | ~Bbias| ∈ (280µT, 320µT), (x, y) ∈
(−0.1, 0.1)].
For PE2 and PE3, we only determine the 5 polariza-
tion ellipse parameters (Bx,By,Bz, φx, φy) from 5 mea-
surements. In this case, we use a Gauss-Newton method
(Levenberg-Marquard) and solve the system of equa-
tions 104 times with randomized start positions cho-
sen from (Bx,By,Bz) ∈ (0, 10µT), (φx, φy) ∈ (−pi, pi).
From the solutions, we select only the physically relevant
ones for which (Bx,By,Bz) ≥ 0, and (φx, φy) ∈ (−pi, pi)
and remove duplicates, leaving us with 4 different solu-
tions with slightly different convergences. Because of the
non-unique character of the trigonometric functions in
Eqs. (2) in [1], these are true solutions to the system
of equations. A possible way to identify the correct one
is to add one additional independent measurement (in
addition to the 5 measurements) to the system of equa-
tions. This is equivalent to choose the unique solution out
of the 4 that correctly describes (predicts) another mea-
surement, i.e. exploiting the self-calibrating character of
the microwave magnetometry. Equivalently, we just take
the solution closest to PE1, which was determined from
more measurements.
To determine the direction (α, β) of the measured fields
~Bmj in the vector magnetometry, we invert Eqs. (2) in [1]
for the components B(α,β)σ− and B(α,β)pi with the same
Nelder-Mead algorithm as for PE1. We constrain the
possible solutions of (α, β) to lie in α ∈ (0, 0.35pi), and
β ∈ (0.5pi, pi) [except for direction ~zc: β ∈ (0, 0.5pi)],
which corresponds to a volume around ~Bref in which the
magnetometer works uniquely. Again, this is necessary
as Eqs. (2) in [1] are not unique under inversion. We will
discuss strategies to identify the correct solution in the
chapter on vector magnetometry (Sec. IV).
C. Experimental verification of self-calibration
Using the model and the quadratic minimization de-
scribed in the previous sections (Secs. III A and III B),
we determined values for the 9 unknown experimental pa-
rameters {Uj}. Most of these parameters describe setup
imperfections for which we have limited possibilities to
verify their values with separate measurements. How-
ever, in the following, we benchmark these values.
More specifically, we find (U1, U2, U3) =
(δβx, δαy, δβy) = (1.3 mrad, 10.9 mrad, 5.4 mrad), below
the precision with which can measure relative angles of
the coils, but a maximal deviation of ∼ 0.6◦ can easily be
explained by machining tolerances. Furthermore, we find
~Bext = (U4, U5, U6) = (−6.05µT, 0.14µT,−1.12µT).
We can only estimate the origin of these fields as
we only measure the total sum of all (stray) exter-
nal magnetic fields. The fact that this field points
dominantly into the x-direction - the direction of the
optical tweezers - might indicate effects of vector or
tensor fields, the dominant contribution of which is
expected to point along x. However, there are other
sources such as large moving metallic parts that might
contribute. Finally, U7 = | ~Bbias| = 302.0 µT and
(U8, U9) = (x, y) = (1.001, 0.989). Here, the relative
errors between the measured and the intended 300-µT-
large magnetic field (0.66%), and the calibration factors
x (0.1%) and y (1.1%), are indeed all smaller than our
uncertainty of the current-to-field coil calibration.
In the following we compare the model and found pa-
rameters {Uj} to measured values of both the length and
direction of ~Bbias({Uj}, θ, φ). Note, that the direction
measurements will show the self-calibrating property of
this technique.
1. Self-calibration model and | ~Bbias|
In this section we compare the length of | ~Bbias|
[Eq. (S.9)] with measurements. Fig. 2 indicates the mea-
sured field strength | ~Bbias| as a function of the program-
matically chosen angles (θ, φ) used to determine PE1 [1].
The red and brown lines indicate the fit (performed for
PE1) to the model [Eq. (S.9)]. The small differences be-
tween the model and the measured data, indicate the ac-
curate description of the variation of | ~Bbias| with its direc-
tion. The remaining discrepancies of maximally ±0.2 µT
can be attributed to fluctuations in the magnetic bias-
field strength.
2. Self-calibration and microwave field component B(α,β)σ−
With | ~Bbias| in agreement with the model of and (for
PE1) determined values of {Uj}, we now compare the di-
rection of ~Bbias with measurements. In addition, we show
the self-calibrating character of the polarization ellipse,
i.e. that knowledge of the calibrated {Uj} helps improve
predictions using a polarization ellipse, determined from
an independent set of measurements.
In the following, we consider the three polarization
ellipses PE1, PE2, and PE3. For each ellipse, we use
Eq. (2b) in [1], to predict the strength of the microwave
field component B(α,β)− for a number of bias-field direc-
tions (α, β), as shown for PE1 in Fig. 2 in [1]. In this
section, we will now focus on the differences between pre-
dicted and measured values of B(α,β)− . Note, that for
wrongly assumed {Uj} these differences are the sum of
all functionals ∆B [see Fig. 1(c) in the main article] for
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FIG. 2. (a) Measured bias field strength | ~Bbias| as the direc-
tion of the field is varied experimentally. For the blue(black)
data, θ(φ) was varied for φ = 0.6pi(θ = 0.5pi). The brown and
red lines indicate the model, Eq. (S.9), with parameters {Uj}
determined from the fit for PE1. (b) Absolute discrepancies
between measured data and model in panel (a).
all sources of experimental unknowns, evaluated at the
measured directions (α, β).
The measurements of B(α,β)− to which we compare
our predictions are variations of ~Bbias [Eq. (S.9)] that
were used to determine PE1; (pi, φ), φ ∈ (−pi, pi) (18
equidistant measurements taken in randomized order),
and (θ, 0.6pi), θ ∈ (−pi, pi) (10 equidistant measurements
taken in randomized order). When calculating the val-
ues for ~Bbias in the laboratory frame (α(θ, φ), β(θ, φ)),
we obtain three series of 9, 9 and 10 measurements each
[see left panels of Fig. 3(a-d)]; series S1 (green data):
∼ (0, β), β ∈ (0, pi), series S2 (blue data): ∼ (pi, β), β ∈
(0, pi), and series S3 (red datapoints): ∼ (α, β(α)), α ∈
(−pi, pi) and with β(α) ≈ 0.5pi + 0.1pi cos(α). We also
show the two B(α,β)− measurements used to determine
PE2 and PE3 which are indicated by arrows in Fig. 3.
Note that these measurements were taken with a 6 times
better precision than measurements in S1 − S3.
In panel (a) of Fig. 3, we compare measurement se-
ries S1 − S3 to the predictions of PE1. The left panel
shows the relative difference between the measured and
predicted values of all three series. The solid lines indi-
cate the 68%-confidence interval of the prediction, based
on the measurement uncertainties. The dashed lines in-
dicate the 68%-confidence interval of our prediction when
taking into account an additional 1%-variation of the
microwave field strength. Not surprisingly, except for
one measurement of S1, all measurements agree with our
model as they were used to fit the model parameters.
Note again, that the two measurements indicated by ar-
rows are not part of S1, S2, or S3, and thus were not
used to determine PE1. These are not in agreement with
our model uncertainties, because of a change in the mi-
crowave field strength of 1% between the measurement
sets, see below. The stacked histogram in the right panel
is identical to the (green) one in Fig. 3(c) in the main ar-
ticle [1], now colour-resolved for the three different mea-
surement series.
To determine PE2 we used measurements from se-
ries S4: B(0,0)σ+ , B(0,0)σ− , B(0,pi/2+δβx)σ+ , B(0,pi/2+δβx)pi and
B(0,pi/2+δβx)σ− , and assumed wrongly that all Uj = 0 (ex-
cept U7 = 300 µT). First, we see that the measurements
of S4 [arrows in left panel of Fig. 3(b)] are perfectly de-
scribed by the model (relative error is zero), a conse-
quence of the 5 performed measurements being the min-
imal number needed to determine a polarization ellipse.
However, the (relative) differences between the predic-
tions and (now) independent measurements of S1, S2,
and S3 span a range up larger than ±5%; discrepancies
that cannot be explained, even when taking into account
uncertainties because of microwave strength fluctuations
or drifts (dashed lines), see Sec. I B. As mentioned before,
this is a direct consequence of the wrongly assumed ex-
perimental parameters {Uj}, i.e. it constitutes the sum
of all functionals of {Uj} (see ∆B of Fig. 1(c) in [1]),
evaluated at the directions probed in S1, S2, and S3.
These differences are specifically pronounced for the mea-
surements of S3 (red data), which were taken out of the
(x, z)-plane in which directions of S4 lie.
Because of the self-calibrating character of the PE, we
expect that these relative errors disappear when com-
paring the measurements to PE3, a polarization ellipse
we determined using the S4-series measurements and in-
cluded the correct (calibrated) values of {Uj}.
Indeed, the relative errors between the prediction of
PE3 and S1 − S3 now all collapse onto a band between
(−2%, 0) (except for 2 measurements) [Fig. 3(c)]. Specif-
ically, this is true for the measurements of S3 (red data).
The systematic 1%-offset between the measurements and
predictions can be explained by a long-term fluctuation
of the microwave field strength supported by the gen-
eral ∼ ±1% drifts we observe in our microwave field
strength (see Sec. I B). To account for this fluctuation,
we multiply only the amplitudes (Bx,By,Bz) of PE3 by
1.01 [Fig. 3(d)]. The microwave-fluctuation-corrected (µ-
corrected) polarization ellipse PE3 now predicts almost
all measurements of S1 − S3 correctly within the uncer-
tainties of our model - the self-calibration works.
8FIG. 3. Relative errors of measurements of B(α,β)− and the
prediction for polarization ellipses PE1 (a), PE2 (b), PE3
(c), and corrected PE3 (d). The green, blue and red data
points correspond to measurement series S1−S3 indicated in
the panels. The points highlighted by the arrows are from
S4 and are not included in the histograms. The shaded areas
bounded by the solid (dashed) lines indicate prediction errors
based on measurement uncertainties excluding (including) an
additional 1%-drift of the microwave field strength.
IV. DETAILS ON VECTOR MAGNETOMETRY
In this section, we discuss additional technical details
of the vector magnetometry experiment described in the
main text [1]. With our proposed technique, one can in-
dependently measure the direction and length of a mag-
netic bias field ~Bm by measuring microwave spectra and
resonant Rabi oscillations (demonstrated in [1] using
transitions |g〉 ↔ (|e−〉, |epi〉), respectively). Remember,
in our technique we always determine a static field ~Bm,
that defines the quantization axis of our atoms.
Depending on the origin of ~Bm, we identified two
modes of operation [1]:
1. Reference-free mode: Passive operation mode,
where ~Bm = ~Bp the to-be-determined probe field,
i.e. the probe field determines the quantization axis
of the atoms.
This mode can in principle measure very small
probe fields, as long as | ~Bp|  ‖ ~Bµw‖. The case
| ~Bp| . ‖ ~Bµw‖ is still under investigation.
2. Reference mode: Active operation mode, where
~Bm = ~Bref + ~Bp. In contrast to the reference-free
mode, an additional (known) reference field is ac-
tively applied.
A. Determination of the length of a measured
vector | ~Bm|
We determine the length | ~Bm| of a measured static field
in the same way for both operation modes by using simple
Zeeman-spectroscopy and extract the Zeeman-shift ∆zm
(Sec. II B). From ∆zm we calculate | ~Bm| by using basic
atomic calculations:
~∆zm
(
| ~Bm|
)
= µB(gF’mF’ − gFmF)| ~Bm| (S.13)
with µB the Bohr magneton, F (F’) and mF (mF’) the
quantum numbers of the ground (excited) state, and
gF =gJ
F (F + 1)− I(I + 1) + J(J + 1)
2F (F + 1)
+ (S.14)
gI
F (F + 1) + I(I + 1)− J(J + 1)
2F (F + 1)
, (S.15)
with gJ = 2.00233 and gI = −0.00099 [11].
The field-strength sensitivity in our measurements is
estimated to be
S = P√texp = P√RNmeastrep ≈ 740 nT√
Hz
, (S.16)
where the average precision, P ≈ 51 nT, is given by the
fitting errors of the spectra (0.1 − 1.2 kHz) and using
Eq. (S.13). The duration of the experiment texp ≈ 210 s,
is given by the number of measured microwave detunings
Nmeas = 20 (pulselength: ∼ 15 µs), the number of rep-
etitions R = 30, and the duration of a single repetition
trep ≈ 350 ms.
In our experiment, P is ultimately limited to ∼ 10
nT by fast static magnetic field fluctuations. The larger
uncertainty (≤ 800 nT) we state in [1] is given by the
9standard deviation of the Zeeman shift of the three tran-
sitions after division by mF’ + 1 [mF’ ∈ (0, 1, 2)], respec-
tively. They disagree to values larger than the precision
of a single measurement, because of higher order correc-
tions of Eq. (S.13), which we did not take into account
here [11].
B. Determination of the direction (α, β) of a
measured vector ~Bm
To determine the direction of | ~Bm|, we measure the
Rabi rates B(α,β)σ− and B(α,β)pi and invert Eqs. (2) in [1]
to find (α, β) with the (calibrated) polarization ellipse
parameters from PE1, see [1] and Sec. III.
In the remainder of this section, we discuss how to
find the direction (α, β) of ~Bm (Sec. IV B 1), and how its
uncertainty depends on the measurement uncertainties
(Sec. IV B 2). As there are differences between the two
operation modes, they will be discussed separately.
1. Solution for the direction (α, β) of ~Bm
To gain more insight in the solution-finding process, it
is instructive to plot B(α,β)σ− (B(α,β)pi ) for all directions of
~Bm [top (bottom) panel in Fig. 4]. When solving Eqs. (2)
(main article [1]), we cut the hyperplane of a component
at the measured height B(α,β)σ− (B(α,β)pi ). The resulting (up
to 2) disjoint 1−dimensional curves that accommodate
the right solution, always intersect in maximally 4 po-
sitions due to the nature of Maxwells equation. Hence,
up to 4 possible (α, β)-tuplets are found that solve the
system of equations, out of which the correct one needs
to be identified.
a. Identifying the correct solution - reference-
free mode: First, note that the following discussion
involves measurements, that were artificially generated
from PE1, since we operated in the reference-mode in [1].
In the panels of Fig. 4, we indicate all solutions found by
our quadratic minimization procedure (Sec. III B) when
applying probe fields along the ~xc, ~yc, and ~zc coil di-
rections (gray dots labeled with direction and solution
number). We find 2(4) solutions for x and y(z) direc-
tions, respectively. Note, that all solutions along the gray
dashed line are independent of α (north-pole on sphere),
i.e. solutions z1 and z2 are identical.
To identify the correct direction of ~Bm (green dots),
we propose applying a small (additional) test field ~Btest
along an arbitrarily chosen solution. Measuring the new
length of the bias field (now: ~Bm = ~Bp + ~Btest), we can
directly identify the correct solution as the one for which
| ~Bm| = | ~Bp + ~Btest|.
This procedure works always, but comes with the dis-
advantage of an additional length-measurement and an
additional test-field that needs to be applied. However,
as the additional measurement only needs to discriminate
Bσ-/Bμ
R YX
Zx1
x2
y1 y2
z1 z2
z3 z4
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9-0.20.0
0.2
0.4
0.6
0.8
1.0
-1.0 -0.5 0.0 0.5 1.0
β[π]
bias-field angle, α [π ]
Bπ/Bμ
R YX
Zx1
x2
y1 y2
z1 z2
z3 z4
-1.0 -0.5 0.0 0.5 1.0-0.2
0.0
0.2
0.4
0.6
0.8
1.0
bias-field angle, α [π ]
β[π]
FIG. 4. Normalized field components B(α,β)− and B(α,β)pi used
to perform vector magnetometry. The components are shown
for all directions of the bias field as predicted using the pa-
rameters from PE1. Gray dots indicate all found solutions
for the reference-free mode, whereas green dots indicate the
correct directions. White/black dots indicate solutions to the
reference mode, see text.
between solutions, we do not expect this technique to be
particular sensitive to noise in the test-field, i.e. small
~Bp should still be measurable.
b. Identifying the correct solution - reference
mode: To identify the correct ~Bm, we can either use the
same technique as explained in the reference-free mode,
or, if we know the maximal strengths of ~Bp, we choose
| ~Bref|  | ~Bp|. In this case, the correct solutions for ~Bm
are the ones that are closest to the direction of ~Bref, as
~Bp only slightly perturbs the quantization axis. This is
illustrated in Fig. 4, where the direction for the reference
field is indicated by the white and black points labeled
’R’. The solutions we find for ~Bm when applying probe
fields along ~xc, ~yc, and ~zc all lie in its vicinity and are
close together (white/black dots labeled ’X’,’Y’, and ’Z’,
respectively). This stands in contrast, e.g., to the max-
imally spaced, measured directions in the reference-free
mode (green dots) of the same probe fields.
To be precise, as in our case | ~Bp| = 2/3| ~Bref|, we ap-
proach the situation for which | ~Bref| . | ~Bp|, i.e. | ~Bp| can
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not be treated as perturbing to | ~Bref|. Here, we suggest
to precalculate a volume V α,βref,p in (α, β)-space around the
direction of ~Bref in which the correct solutions lie. Note,
that V α,βref,p depends on | ~Bp| and ~Bref, which allows for op-
timization for a specific application. There may be other
ways to change V α,βref,p, e.g. by combining measurements
with different ~Bref or different polarization ellipses.
2. From measurement errors to uncertainties in solution
To judge the final performance of the vector magne-
tometer in terms of precision and sensitivity, one needs
to assess the uncertainties in direction (α, β) of ~Bm.
These are related to the measured uncertainties of the
microwave components B(α,β)i in a non-trivial manner as
a result of inverting (k ∈ Nk ≥ 2 instances of) Eqs. (2)
in [1].
To elucidate, we simplify notation by denoting the kth
measurement of the microwave component i as Bik, and
xj ∈ (α, β) a choice of the to-be-determined angles. With
f i the functional dependence of Bik on (α, β) (see Eqs. (2)
in [1]), we linearize the equations around their solutions
x¯j :
Bik = Bi0,k +
2∑
j=1
∂f ik(xj)
∂xj
∣∣∣∣∣
x¯j
(xj − x¯j). (S.17)
Hence, the uncertainties in Bik, ∆Bik transfer to uncer-
tainties in xj as
∆x = J−1∆B, (S.18)
where ∆x = (x1 − x¯1, x2 − x¯2) are the uncertainties in
(α, β), ∆B = (∆Bi1, ...,∆BiNk) the measurement uncer-
tainties, and Jk,j =
∂fik(xj)
∂xj
∣∣∣
x¯j
is the Jacobian Matrix.
Hence, the (2-dimensional) covariance matrix Σx of the
∆x relates to the (Nk-dimensional) covariance matrix Σ
B
of the measurements ∆B via:
Σx = J−1ΣBJ−T . (S.19)
Even for uncorrelated measurement errors (ΣB is diago-
nal), Σx is in general not diagonal. Thus, the directions
of largest and smallest uncertainties (eigenvectors of Σx)
are not in the direction of (α, β), but in a combination of
them.
Note, one can manipulate J to optimize Σx for a spe-
cific application, e.g. specific sensitivity in one direction.
One strategy is to change the functional f i(xj), e.g. by
engineering the PE parameters (possible in both opera-
tion modes). Another way is to change the ranges of x¯j ,
e.g. by choosing ~Bref (only possible in reference-mode).
a. reference-free mode: The directions of our
artificially generated (see ’reference-free mode’ in
Sec. IV B 1) measured fields are indicated by green dots
in Fig. 4. In this case, the uncertainties can be sub-
optimally large. For example, the local gradient of both
microwave components at the ~zc-solution [(α, β) = (0, 0)]
is small. As ΣB is related to Σx via the inverse of J [the
local gradient at {xj} = (0, 0)], the uncertainties in both
directions are not minimal.
b. reference mode: We chose the direction of ~Bref
[∼ (0.1pi, 0.6pi), indicated by ’R’ in Fig. 4] such that
both microwave components have a finite gradient w.r.t.
(α, β). As a result, solutions of ~Bm (labeled ’X’,’Y’,’Z’)
also have finite gradients in both field components, lead-
ing to aforementioned assymetric uncertainties when di-
agonalizing Σx.
Indeed, this assymetry is observed in the measure-
ments [1], when we plot two components of the normal-
ized measured fields ~bm = ~Bm/| ~Bm| [Fig. 5]. For each
measured field, the black dots indicate results of 200 in-
stances for which we solved Eqs. (2) (see [1]), bootstrap-
ping the uncertainties of both the measurements and of
the polarization ellipse parameters.
The precision of the different field measure-
ment, are for the (short, long) axes: Px ≈
(0.89 mrad, 10.5 mrad), Py ≈ (0.58 mrad, 17.5 mrad),
and Pz ≈ (0.82 mrad, 4.8 mrad) for the ~xc, ~yc,
and ~zc directions respectively [Fig. 5]. Consider-
ing Eq. (S.16), we obtain direction-sensitivities of
Sx ≈ (20, 243) mrad/
√
Hz, Sy ≈ (13, 401) mrad/
√
Hz,
and Sz ≈ (19, 111) mrad/
√
Hz, taking into account
texp ≈ 525 s (trep ≈ 350 ms, R = 30, and Nmeas = 50).
For completeness, we also state here the precision
and sensitivities for the corresponding Rabi measure-
ments which lie in the ranges P ≈ 3nT to 11 nT and
S ≈ 69 nT/√Hz to 252 nT/√Hz.
C. Vector magnetometer predicts ~Bp
To assess whether our magnetometer works as ex-
pected, we compare the (overlap) of the bootstrapped
components of the measured ~Bm [black data in Fig. 5]
with the expected components, calculated from the mea-
sured ~Bref (and uncertainties), and adding the expected
~Bp (red data). Note to calculate these uncertainty
ranges, both the measurement uncertainties, and the un-
certainties of the PE1 were taken into account. Whereas
the field in ~xc-direction is correctly predicted, the mea-
sured and expected fields for the ~yc and ~zc directions
agree only marginally. We attribute this to the slow drifts
in the microwave field (Sec. I B). Indeed, when taking this
drift into account, all measured fields ~Bm agree with the
predicted fields within our understanding of the errors
[opaque areas in Fig. 5].
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FIG. 5. Vector magnetometry: Field component of the
length-normalized measured (black data) static field vectors
taking into account the uncertainties of the measurements and
the microwave polarization ellipse. The red dots indicate the
expected components, based on the measurement of ~Bref and
our understanding of the added ~Bp. Remaining differences
can be attributed to the slow microwave-strength drifts, which
are taken into account by the shaded areas, that indicate the
convex hull of 200 instances of solving the system of equa-
tions. The overlap between the red and black cloud indicates
that the magnetometer works within our understanding of the
uncertainties.
D. Self-calibrating vector magnetometry in hot
vapor cells
The sensitivities of the experiments presented in the
main article [1] can not compete with other systems
dedicated to perform high-precision magnetometry and
served as proof-of-concept only. In fact, because of the
techniques presented in the main article being platform-
independent, we think other systems (e.g. hot-vapor
cells) are more appealing to show sensitive, high-precision
measurements of both static and microwave magnetic
fields. Because of this, we have not optimized either the
precision or sensitivity of our measurements.
For completeness: The largest challenges in our system
are: small atom numbers (∼ 5 atoms) provide small sig-
nals, the choice of simple, but insensitive measurements
methods (e.g. lorentzian versus dispersive line shapes for
resonance detection), and long initialization times of the
magnetometer (∼ 1750 and ∼ 23300 times larger than
the sensing (microwave pulse) time for the direction and
length measurements, respectively).
Hot-vapor cells are the current record-holder in scalar
magnetometry with sensitivities at or below values of
fT/
√
Hz [12–14], see also introduction of [1]. Here, the
strengths of hot-vapor cells such as large atom-densities
leading to large optical signals, while being able to main-
tain sufficiently long coherence times, are promising as-
sets. In our proposed technique, the length and direction
of a static (bias) field are determined independently, and
hence one ’only’ needs to identify sensitive techniques to
perform Rabi measurements equivalent to our Rabi mea-
surements in a vapor-cell platform.
In fact, sensing microwave components and field
strengths in hot-vapor cells has been achieved in ex-
periments to image microwave fields. In recent years,
microwave-field detection sensitivities of ∼ 1 µT/√Hz
(∼ 12 nT/√Hz when combining all sensors) have been
shown, limited by technical means such as detector speed
and data saving time [15]. These sensitivities are al-
ready 5 to 20 times better than the ones shown in
this experiment, such that reaching direction sensitivities
S ≈ 0.1 − 1 mrad/√Hz (for the otherwise same experi-
mental parameters) is possible.
Although S ≈ 0.5 mrad/√Hz is comparable to sen-
sitivities of recently published works [16], the authors
of [15] assess that with simple technical improvements
orders of magntitude in sensitivity could be gained.
With this improvements, a magnetometer based on
our technique could reach (record)-sensitivities below
10 µrad/
√
Hz [17]. Furthermore, it is realistic to envi-
sion further increasing sensitivities by using techniques
that continuously drive the atoms, i.e. they do not rely
on reinitialization of the atoms after readout [18].
Finally, note that in contrast to other atomic vector
magnetometers, our technique provides an absolute mea-
sure of the vector direction. For example, it is easy to
imagine to choose calibrating the orthonormal lab frame
L such that its ~z-axis points along an external object,
such as a magnetic coil or an excitation laser.
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