Abstract-Job scheduling is one of the thrust research area in the discipline of Grid computing. Scheduling in the Grid environment is not only complicated but also known to be NP-Complete problem and that is all due to its unique characteristics. Thus, there are limited opportunities to find an optimal solution. In recent past, many eminent researchers reported a variety of Scheduling Heuristics that can have a substantial impact on the performance of the Grid systems. Unfortunately, it gives rise to difficulty in evaluating and keeping track of those solutions. Therefore, the motivation of this comprehensive study is to present firstly, an in-depth review of the topic under discussion mostly in the perspective of Grid Scheduling environment, and secondly, a proposal for a new state-of-the-art classification of the existing Scheduling Heuristics. All these Heuristics in each category have been further studied based on significant parameters frequently used in Scheduling Heuristics. The final part of this study includes a fair assessment of those mostly used dominating parameters. This report deals with the key concepts behind existing Scheduling Heuristics including Objectives, Types of Job Scheduling, Functionality of Grid, Nature of Grid, and the importance of the proposed classification.
I. INTRODUCTION
In recent years, the phenomenal advancement in computing speed, development in network technologies and demand for solving large scale problems have led us into the era of high performance distributed computing widely known as Grid computing. The concept of Grid was proposed by Foster and Kesselman [1, 2] . They introduced Grid as a collection of large number of heterogeneous, distributed, decentralized and dynamic resources. The resources may be distributed over multiple control domains and interconnected through high speed communication network. The purpose of Grid is to provide a high performance computing platform for executing large scale applications, which may contain a number of dependent or independent jobs. Appropriate scheduling of the applications onto the Grid resources plays an important role in achieving the goals of Grid computing. The rest of this paper is organized as shown in the Table I , given as follows: 
II. PRELIMINARIES OF GRID COMPUTING
This section introduces some basic definitions and related terminologies generally used in Grid computing and scheduling environment [3, 4, 5] . The preliminaries are as follows:
Application: It consists of a number of jobs. Usually, a job may be single unit or a collection of tasks. Job and task can also be represented as a synonym to each other. Each job may have its own attributes like deadline, completion time, execution time etc. A job or a set of jobs can be assigned to a single resource or to a set of resources. Job can be of two types; either they are dependent or independent to each other. ii) Site: A site better known to be a node is formed with a single or multiple numbers of resources. iii) Resource: A resource can be referred as a machine, which contains individual or multiple numbers of processors to perform job execution. Resources can either be software such as program files, software programs etc. or hardware such as processors, computers, display devices, mobile devices or networks of supercomputers etc. iv) Optimisation Criterion: Optimisation criterion is used to make better scheduling decisions while achieving the desired goals. It is represented in terms of objective functions of the scheduling problem. v) Quality of Service (QoS): Quality of Service (QoS) is the degree of satisfaction of a user against the Grid services to achieve the desired level of performance.
III. GRID SCHEDULING
Scheduling is considered to be a critical part of any well defined system. It is a process that assigns jobs onto some specific available resources with respect to time [4, 6] and manages its execution by minimizing or maximizing certain objective function(s) specified by the user. Scheduling has been extensively studied with respect to traditional, single and distributed computing systems before Grid systems became apparent. But Grid concept has introduced certain additional requirements that make Grid Scheduling different than other form of distributed scheduling systems. It is really hard to study the performance of Grid scheduling strategies under classic performance models. The Conventional Scheduling Heuristics do not suit well in a dynamic and uncertain environment like Grid and also could not satisfy the requirements of the users. Therefore, some Unconventional Scheduling Heuristics are designed to satisfy the performance requirements of Grid users. The goal of Grid scheduling is to make an optimal mapping of tasks to computational resources and utilize them efficiently [7] with the objective(s) of minimizing makespan, flowtime, cost and maximizing load balancing across resources, resource utilization, throughput etc. [8, 9, 10] . Even if, the detailed information concerning to the status of jobs and resources is well-known then also optimal scheduling has been shown to be NP-complete [8, 11, 12, 13, 14, 15] . Owing to NP-complete aspect of scheduling problem and uncertainty in Grid scenario, current researches attempt to find sub-optimal or approximation strategies for Grid scheduling problems [3] . In Grid, scheduler collects the state information of resources and selects suitable resources to give best possible schedule for execution of the applications. Grid scheduling mostly depends on two factors one is ordering and other is mapping. In the case of multiple applications, ordering is needed to arrange the pending applications by means of some specific strategy. In mapping, the purpose is to select a set of suitable resources and allocating them to various applications to perform optimal or near optimal scheduling [16] . A basic Grid scheduling environment is shown in Fig. 1 .
IV. MAJOR ISSUES & ITS SIGNIFICANCE IN GRID

SCHEDULING
This section includes some issues such as Scheduling challenges, Framework, Logical architecture, Grid Middleware and Grid Tools with their significance in context of Grid scheduling.
A. Scheduling Challenges in Grid Platform:
Grid computing is not entirely different from traditional distributed systems. Because, it inherits some of its characteristics from distributed system as well as it includes some of its own unique characteristics that distinguishes it from other traditional distributed systems. Therefore, these special features make the design of Grid scheduling Heuristics more critical and challenging than other traditional distributed scheduling systems. The main characteristics of Grid are referred from [3, 5, 7, 16, 17, 18, 19, 20, 21, 22, 23] , and discussed as follows:
i)
Heterogeneity: Grid includes numerous types of heterogeneous resources that may be software and hardware. Hardware heterogeneity may be in the form of instruction set, computer architectures, number of processor, CPU speed, memory size and so on, and also networks may differ in their bandwidth and communication protocols. Similarly, software heterogeneity may be in the form of cluster management software, operating systems, file systems, and so on. For design and analysis of scheduling Heuristics in such a platform is a challenging task. ii) Site Autonomy: Grid is a collection of multiple administrative sites. Usually each site is an autonomous entity and has its own scheduling policy independent of other sites. The challenging task in site autonomy is that in Grid all sites are not controlled and maintained by the same administrative domain. Unlike most traditional schedulers, the Grid scheduler has only limited control over the resources. Thus, site autonomy greatly influences the design of effective Grid scheduling. iii) Scalability: Grid is known to be a large-scale distributed system which can be scalable from thousand to millions of nodes connected through networks. Scheduling and maintenance of such a large scale system in a controlled manner is a challenging task. iv) Performance Dynamism and Adaptability: In traditional scheduling model, such as a cluster, the pool of resources is assumed to be stable. But Grid exhibits dynamic behaviour due to the frequent failures, uncertain availability and changing capability of its resources. Making scheduling decisions in such a highly dynamic Grid platform is a difficult task. Hence, Scheduling Heuristics designed for Grid should be feasible and adaptive to such dynamic behaviours. v) Coordination: Grid users need assurances from the scheduler that they will receive expected, persistent and often desired levels of performance. So, resources must be coordinated by means of some mechanism to support the expected level of performance. Unlike most traditional schedulers, the Grid scheduler has limited control over all the resources due to its autonomy and performance dynamism nature. So, it is really a big challenge to obtain an effective scheduler for Grid system. vi) Transparency: Grid provides an abstraction by giving a single system image or behaves as a single virtual computing node to maintain transparency to the users, without providing the details of underlying complexities and physical locations of the resources. Scheduling requires the development of tools that manage transparency is a challenging task. vii) Reliability: In Grid, reliability means to find mechanisms to handle issues like heterogeneity in hardware and software, various policies of different organizations, use of combined computational power of Grid resources, continuously changing performance and availability of Grid resources and resource failures. It can be observed that overall performance fluctuation is resulted from inherent Grid characteristics. So, the interested researchers may try to make feasible scheduling Heuristics that should be adaptive to such Grid characteristics and diversity of user applications.
B. A Framework for Grid Scheduling Architecture:
A framework for scheduling is the beginning point that provides facilities, or specifies common requirements to build a complete and well defined architecture as shown in Fig. 2 .
The framework includes a scheduling policy, which is responsible for defining the performance model of a Grid system. The role of scheduling policy is to take appropriate decisions on applications execution and resource utilization. Performance model must be able to properly represent both the application model and resource model for predicting the performance potential of a schedule. As the quality of performance prediction substantially influences the effectiveness of the scheduler. Grid users are concerned about application performance through the design of a proper application model. The resource model represents resource owners' concern about overall utilization of the whole system. Application model involves representation of each characteristic of scheduled application while resource model describes the characteristics of the underlying Grid resources.
C. A Logical Architecture of Job Scheduling Sub-System:
The development of an effective scheduling system is extremely necessary to utilize the full potential of Grid system [16] . So, a logical architecture is essential for the designing of an efficient scheduling system. Some logical architecture designs are discussed in [24, 25, 26, 27] . Thus, a generic logical architecture of job scheduling system is suggested, as shown in Fig. 3 . A common scheduling architecture entails various functional components along with the defined course of interactions among them to realize the principles and flow of job scheduling process. This sub-section includes the discussion on a) Components of Job Scheduling System and their Interaction, b) The Functionality of Scheduling Components and c) The Common Job Scheduling Process in Grid Environment. [3, 5, 32, 33] . These phases are illustrated as given below:
Resource Discovery: The key role of Grid infrastructure is to support a resource discovery mechanism for an efficient management of Grid resources [34] . In this phase of resource discovery, up-to-date status information and geographical locations of authorized and reliable resources are gathered by GIS. ii) Resource Filtering: This is the resource elimination phase i.e. those resources are filtered out which do not meet the application requirements specified by the user. Therefore, in the next phase of scheduling, only those resources will participate, which satisfies the application requirements. iii) Resource Selection: This can be termed as the next phase of resource elimination, i.e. some more resources may be filtered out. The purpose of this phase is to determine a set of feasible resource(s) which better satisfies the user requirements. This selection phase requires the detailed dynamic status information for proper ranking of those resources, which most likely to satisfy the scheduling objectives. iv) Scheduling Policy: It defines a proper strategy for mapping of jobs to the resources and finally, their submission. (i) Job Mapping: Here, jobs are allocated to the selected resources based on some scheduling strategy. (ii) Job Submission and Gathering of Computed results: This is the last step of common job scheduling process. In this phase, dispatcher submits the jobs to the respective resources and keeps on monitoring till its completion. The computational results are collected from the resource(s) through the output receiver.
D. Grid Middleware:
The Grid Middleware is an essential part of the Grid system which resides between Grid applications and networked resources. Grid middleware facilitates the management of Grid applications and provides the [36] and UNICORE [37] are some examples of Grid middlewares. The middleware architecture is shown in Fig. 4 . 
Services of Grid Middleware:
The Grid middleware provides various types of services [20] designed in response to several challenges originating from the inherent characteristics of the Grid system [38] . These services create a seamless computing platform for the Grid users. Services of Grid Middleware are shown in Fig. 5 .
E. Grid Tools:
This section discusses the tools in the aspect of Grid scheduling rather than overall services provided by Grid middleware [17] . Grid tools are classified into two parts: (i) Scheduling tools and (ii) Simulation tools, described as follows:
Scheduling of applications on global resources is one of the major User-level services provided by Grid middleware. Some of the tools that have been developed to perform Grid scheduling includes Condor-G [39] , GRaDS [40] , Legion [41] etc. The tools used for scheduling is shown in Table II .
(ii )Simulation Tools:
In any research work, the design and development of a system involves constant evaluation of essential procedures for correcting the accuracy and efficiency of the proposed system before it is actually realized for use in real time environment. This also reduces the overall cost of developing and deploying the actual system. The tools used to simulate Grid environment for job scheduling is described in Table III .
V. STATE-OF-THE-ART CLASSIFICATION OF SCHEDULING
HEURISTICS
The main objective of Grid computing is to make the user available transparent and efficient access to geographically distributed and remote resources that may be under multiple administrative domains. Resource access and job mapping are two important aspects of Grid scheduling. To enhance the functional capability of the Grid system, a suitable scheduling strategy is required for coordinating the access and mapping of jobs to different resources. The purpose of scheduling Heuristic is to make the best mapping, i.e. allocating jobs to the resources in the most appropriate way [54, 55] . Heuristics may not try to optimize but rather find an approximate and effective solution using a combination of quantitative and qualitative approach. To achieve an optimal solution in a dynamic environment like Grid is computationally infeasible and also known to be NP-Complete. For this reason, suboptimal Heuristics are the better options to be applied to solve scheduling problems in Grid environment [56, 57, 58] .
The fast emergence of Grid computing motivated many eminent researchers to offer a variety of solutions for dealing with the Grid scheduling problem. As a result many Grid scheduling Heuristics have been reported in recent past using Conventional and Unconventional methods. 
Name of Grid Tool Reference Description
SimGrid [48] http://simgrid.gforge.inria.fr/ It performs simulation with distributed as well as parallel applications in heterogeneous environment of distributed computing and also in computational grid.
GridSim [49] http://www.buyya.com/gridsim/ It is a java based discreet event grid simulation toolkit used for simulation and modelling in the systems of parallel and distributed computing. It can be used for modelling of applications, users, resources, resource broker and evaluation of scheduling algorithms.
OptorSim [50] http://www.gridpp.ac.uk/demos/optorsimapplet/ It is used to test dynamic approaches for replication and optimal scheduling. It also supports peer-to-peer messaging system.
Bricks [51] http://ninf.is.titech.ac.jp/bricks/ The tool is based on java and is used to simulate scheduling heuristics, schedule programming modules, processing schemes made for servers and networks of high performance systems.
GridLab-D [52] http://www.gridlabd.org/ It provides a flexible environment for scheduling with third-party tools for analysis and management of data.
Condor [53] http://research.cs.wisc.edu/htcondor/ It supports High Throughput Computing (HTC) for huge collections of heterogeneous and distributed computing resources.
Unfortunately, this development has led to difficulty in evaluating and keeping track of those solutions, which again creates the confusion in identifying the exact methodologies applied to solve scheduling problems. Thus, overall scheduling Heuristics must be classified into some or other specialized areas so as to distinguish
Name of Scheduling Tools Reference Discussion
Condor-G [39] http://www.cs.wisc.edu/condor
To compute intensive jobs, It works as a specialized workload managing system. It manages a cluster formed by dedicated computing nodes.
GRaDS [40] http://www.hipersoft.rice.edu/grads/ It is a Grid Application Development Software (Grads). It provides launching, scheduling and monitor performance of tightly coupled grid applications.
Legion [36] http://legion.virginia.edu It is a software project for object-based and meta-systems.
NetSolve/Grid Solve [41] http://icl.cs.utk.edu/netsolve
It is a RPC based system used to perform computations with heterogeneous and geographically distributed resources connected through network.
Nimrod-G [42] http://messagelab.monash.edu.au/NimrodG
It uses heterogeneous resources in the environment of grid. It is also used to execute applications, such as parameter sweep and automated modeling.
Sun Grid Engine [43] http://web.njit.edu/all_topics/HPC/sge.html
It is used for dispatching, scheduling and for accepting parallel jobs in high performance computing environment like clusters. It is also used for scheduling of allocated distributed resources like memory, processors etc.
GAT [44] http://www.Gridlab.org/grms GAT (Grid Application Toolkit) provides a simple and unified programming interface for grid infrastructure. 
B. Job Scheduling in Grid Computing:
The Classification: After going through various existing scheduling Heuristics in Grid computing environment, it is observed that the available solutions to scheduling problem can be broadly classified into Conventional and Unconventional Scheduling Heuristics. A summarized classification is shown in Fig. 28 . It is also observed that earlier solutions to Grid scheduling problem is not only inspired from Conventional strategies designed for traditional systems but also there exists many solutions that use Unconventional approaches. The concept of scheduling is a well studied subject matter related to traditional parallel and distributed computing. In Grid computing, the well-accepted traditional scheduling schemes are used in myriad ways. Generally, the matrices used in Conventional Heuristics, under the assumptions of an underlying traditional system are not suitable in a real Grid environment. However, the research and developments on scheduling problems for traditional systems still provide the stepping-stones to solve the new generation scheduling problems [63] , such as Grid. The Conventional Scheduling Heuristics are also known as traditional or classical scheduling Heuristics. Usually, Conventional approaches are based on Optimization Techniques. These techniques are slow and lead to global convergence for small problems. The Conventional Scheduling Heuristics are divided into three categories as illustrated in Fig. 7 . One is based on standard strategies, very well known as classical scheduling Heuristics such as FCFS [64] , DSJF [65] , HTSA [66] , FT Min-Min [67] etc. Second is Modified Conventional, which is based on some modification done in standard scheduling approaches such as modified FCFS [68] , modified MCT [69] etc. And the last one is QoS based conventional, which is Standard Conventional Heuristics along with Quality of Service as required by the user. QoS is the measure of the user satisfaction for the Grid services [70] Fig.11 . These are some earlier developed Heuristics for traditional systems, as listed in Table IV. Multi Objective Standard Conventional: It contains those Heuristics which are having more than one objective functions, as depicted in Fig.12 Table VI . Its working is represented in Fig.13 with the help of a flow diagram.
iii) QoS based Conventional Scheduling Heuristics:
These are Standard and Modified Conventional Scheduling Heuristics that use one or more QoS criteria's as shown in Fig.14 and depicted through a flow diagram. These Heuristics are gathered into the Table VII . 
b. Unconventional Scheduling Heuristics:
Conventional Heuristics have limited scope and provide a poor scheduling choice to be used in Grid computing environment. Unconventional techniques commonly use some methods such as economic or approximation methods. These methods provide fast and frugal way of decision making without giving any guarantee for optimal solutions. They are broadly classified as Economic Heuristic and Soft Computing based Heuristic, as represented in Fig. 8 .
i) Economic Scheduling Heuristics:
If inspected carefully, it can be observed that Grid computing is analogous to the real-world market because both are competitive, dynamic and decentralized systems, where both consumers and producers create a win-win environment to fulfil their respective objectives. Usually, a market consists of three basic components like producers, consumers and commodities. Similarly, Grid consists of resource owners, users and various computing resources. Based on this, various types of models for Economic Heuristics are introduced in order to optimize the resource management and scheduling problems in Grid computing environment [73] . Models for Economic Heuristics are not only meant for profit but also useful in designing new scheduling strategies with traditional objectives. Generally, Economic models support independent job scheduling, but more sophisticated economic models might be required for dependent job scheduling problems [3] .
In the market based Grid, Time (minimizing completion time, makespan etc.), Price, or both Time and Price and QoS parameters are the instruments which creates a competitive market and heavily affects the decision making process of consumers and providers. Based on these instruments Economic models can further be classified as Time based, Price based Both Time and Price based and QoS based heuristics, as depicted in Fig.  9 . The details of which are given in the Tables VIII, IX, X, XI respectively. The process involved in Economic Heuristics is also shown in the form of Flow diagrams in Fig. 15, 16, 17, 18 respectively.
ii) Soft Computing Based Scheduling Heuristics:
Conventional optimization Heuristics have a limited use and fail to provide appropriate solutions in a highdimensional search space. In these problems, the search space grows exponentially with the problem size and therefore exhaustive search is not a practical solution. Hence, to solve these types of optimization problems, there have been some extensive uses of Unconventional approaches like Soft Computing approaches that make a little or no assumptions for a problem and can search for candidate solutions in a very large search space [86] . Soft computing based Heuristics are faster than Conventional Heuristics. By considering some general or specific characteristics, like computational effort, hybridization of Heuristics and QoS attributes, these are broadly classified into Generic Heuristics, Metaheuristic, Combined Heuristics and QoS based Heuristics as depicted in Fig.  10 . Generic heuristic: It is based on some Generic or specific characteristics of Soft Computing Heuristics like Fuzzy models, Neural network models etc. Some Generic Heuristic methods are Triangular pyramid scheduling [87] , Fuzzy logic model [88] , Neural network approach [89] and Compensation based approach [90] etc. Generic Heuristics are listed in Table XII and it process is shown in Fig.19 through a flow diagram.
Meta heuristic: It is another branch of Soft Computing based approach and derived from two Greek words that are -meta‖ means -higher level‖ and -heuristics‖ is from heuriskein means -to find‖ [91] . According to Laporte and Osman Metaheuristics is defined as -An iterative process, which intelligently combines different concepts of exploring and exploiting the search space, and uses learning strategies to structure the collected information to find near-optimal solutions in efficient manner‖ [92] .
Metaheuristics have been successfully used to solve scheduling problems in Grid environment. Depending on number of candidate solutions, inspiration from some successful characteristic of nature and strategy of searching, Metaheuristics can be splitted into three different sub branches such as Population based, Nature inspired and Trajectory based Heuristics respectively. Table XIII and Table XIV respectively. Single population deals with an individual population like Genetic [93] and Memetic [94] algorithms. Its process is shown in Fig. 20 through the flow diagram while in Multi-population, multiple individuals are optimized in parallel like Hierarchical Genetic Strategy [95] and Hierarchical Parallel Genetic Algorithm etc. [96] [97]. Its working diagram is represented in form of flow diagram in Fig. 21 . Genetic algorithms are inspired from biological evolution processes and natural genetics. It is widely used for evolutionary systems and uses 3 basic operators i.e. selection, mutation and crossover. Based on the objective functions it can be of two kinds Single and Multi objective Genetic Algorithms as discussed in Table  XV. and Table XVI . respectively. Nature Inspired Heuristics: The work by Iztok Fister Jr. et al. [98] has presented a review on Nature-Inspired Algorithms for optimization problems. These are inspired from characteristics of biological system, swarm Fig. 24 . Nature inspired heuristics are recorded in Table XVII , XVIII, XIX respectively. Trajectory Methods: It belongs to Metaheuristics and based on the perspective of local search. It uses a single agent or one solution at a time, which will trace out a trajectory in a search space as the iterations continue [86] . These methods are also known as popular search methods and its process is depicted in Fig. 25 . Some trajectory methods are Tabu Search [106] , Hill Climbing [107] etc. as documented in Table XX. Combined Heuristic: As the name suggests, it is a combination of more than one Heuristics strategy mentioned above. In some cases, it is shown to be efficient for several problems by outperforming any such strategies that uses only one scheduling strategy [108] . Combined Heuristics are also known to be hybrid Heuristics [109] and its working is shown through a flow diagram given in Fig.26 . Some combined Heuristics are Genetic Algorithm + Gravitational Search [110] , Genetic algorithm + Gravity Algorithm [111] , Genetic algorithm + Local Search [112] etc. as shown in Table XXI .
QoS based heuristic: In general, quality is a nonfunctional part of a Grid computing. It exhibits some attributes such as performance, security, reliability and cost etc. or any combination of these. In the classification of Soft Computing based Heuristics, QoS Heuristics are those which uses Soft Computing methods along with some QoS constraints for example ICA (Imperialist Competitive Algorithm) + QoS [113] , Max-Min PSO [114] , Local Search Based approach using SA [115] etc. as depicted in Table XXII . Its flow diagram is shown in Fig. 27 .
VI. A FAIR ASSESSMENT OF GRID ENVIRONMENTAL AND PERFORMANCE PARAMETERS OF SCHEDULING HEURISTICS UNDER STUDY
This section introduces a fair evaluation of Grid environmental and performance parameters used in Heuristics that are included in the proposed classification. The various objective functions used in Heuristics are collected and the total frequency of each objective is recorded and analyzed. Similarly, an evaluation on QoS constraints is performed. The observations made for Grid environmental parameters used in Heuristics under each classification are given in Table XXIII . A summarized observation of frequently used Grid environmental parameters (all values are in percentage) such as Type of Job Scheduling, Functionality of Grid and Nature of Grid for each category of scheduling Heuristics is shown in Table XXIV . The overall observations made in Table  XXIII , XXIV are shown in the form of pie charts as depicted in Fig. 29, 30, 31, 32, 33, 34, 35 and 36 respectively.
VII. CONCLUSIONS
The distinct characteristics of Grid Computing make the design of scheduling system more challenging than traditional distributed scheduling system. This is an effort made to look into various issues that stand in the way of Grid scheduling problem and reported a structured representation of various issues related to Grid scheduling. The survey mainly focuses on three parts, (i) the major issues influencing scheduling problem in Grid computing platform, and (ii) a state-of-the-art classification of scheduling Heuristics and (iii) An assessment of various parameters used in scheduling Heuristics. An effective and efficient scheduling system is essentially important to realize the desired performance of Grid. To make this happen, an appropriate process must be followed i.e. (i) Collecting the resource state information (Resource Discovery) (ii) Selecting suitable resources (Resource Filtering and Selection) and (iii) Scheduling Policy (Job allocation and Job submission). Each of the above steps contributes to achieve the desired performance level of Grid system. To show the summary of entire study, the following important parameters are identified and listed in the Table XXV [120] , [130] , [131] , [132] , [138] , [140] , [141] Minimize Case of Single GSP (Grid Service Provider), which dominates the market and also a single provider for a particular service.
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Type of Job Scheduling
Dependent Independent
