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A Faster Algorithm for Asymptotic Communication
for Omniscience
Ni Ding∗, Chung Chan‡, Qiaoqiao Zhou‡, Rodney A. Kennedy∗ and Parastoo Sadeghi∗
Abstract—We propose a modified decomposition algorithm
(MDA) to solve the asymptotic communication for omniscience
(CO) problem where the communication rates could be real or
fractional. By starting with a lower estimation of the minimum
sum-rate, the MDA algorithm iteratively updates the estimation
by the optimizer of a Dilworth truncation problem until the
minimum is reached with a corresponding optimal rate vector. We
also propose a fusion method implementation of the coordinate-
wise saturation capacity algorithm (CoordSatCapFus) for solving
the Dilworth truncation problem, where the minimization is done
over a fused user set with a cardinality smaller than the original
one. We show that the MDA algorithm is less complex than
the existing ones. In addition, we show that the non-asymptotic
CO problem, where the communication rates are integral, can
be solved by one more call of the CoordSatCapfus algorithm.
By choosing a proper linear ordering of the user indices in the
MDA algorithm, the optimal rate vector is also the one with the
minimum weighted sum-rate.
I. INTRODUCTION
Communication for omniscience (CO) is a problem pro-
posed in [1]. It is assumed that there is a group of users
in the system and each of them observes a component of a
discrete memoryless multiple source in private. The users can
exchange their information over lossless broadcast channels
so as to attain omniscience, the state that each user obtains
the total information in the entire multiple source in the
system. The CO problem in [1] is based on an asymptotic
source model, where the communication rates could be real
or fractional. Meanwhile, coded cooperative data exchange
(CCDE) problem proposed in [2] can be considered a non-
asymptotic CO problem where the communication rates are
required to be integral. By incorporating the idea of packet-
splitting, the CCDE problem can be easily extended to an
asymptotic setting.
Determining a rate vector that achieves omniscience with
the minimum sum-rate is a fundamental problem in CO.
Although the non-asymptotic CO problem has been frequently
studied in the literature, there still does not exist an efficient
algorithm for the asymptotic setting. The reasons are explained
as follows. The submodularity of the CO problem has been
shown in [3]–[9]. By designating a sum-rate, a submodular
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function minimization (SFM) algorithm can check whether
the sum-rate is achievable for CO and/or return an achievable
rate vector with the given sum-rate. Since the SFM algorithm
completes in strongly polynomial time, the remaining problem
is how to adapt the sum-rate to the minimum. This problem is
not difficult for non-asymptotic setting since every adaptation
should be integral. For example, the authors in [6], [7] pro-
posed efficient adaptation algorithms for non-asymptotic CO
problem, the complexity of which only grows logarithmically
in the total amount of information in the system.
However, when considering the asymptotic setting, it is not
clear how to choose the step size in each adaptation (Improper
step sizes may result in an infinite loop). More specifically,
even if we know that a sum-rate is over/below the optimum,
it is not sure how much we should decrease/increase from
the current estimation. On the other hand, the authors in
[10] proposed a divide-and-conquer (DV) algorithm for the
asymptotic setting by repetitively running a decomposition
algorithm (DA) in [11]. The idea is to first find the fundamental
partition [3], the one corresponds to the minimum sum-rate,
and then iteratively break each non-singleton element into
singletons so that each tuple in the optimal rate vector is
determined. However, the DA algorithm is able to not only
determine the fundamental partition but also return an optimal
rate vector, which we will explain in this paper. Therefore,
those further divisions of the fundamental partition in the DV
algorithm are not necessary.
In this paper, we propose a modified decomposition algo-
rithm (MDA) for solving the asymptotic CO problem based
on the DA algorithm in [11]. The MDA algorithm starts with
a lower estimation of the minimum sum-rate. In each iteration,
the step size is determined based on the finest/minimum parti-
tion of a Dilworth truncation problem. We prove the optimality
of the output rate vector and show that the estimation sequence
converges monotonically upward to the minimum sum-rate.
In addition, we propose a fusion method implementation of
the coordinate-wise saturation capacity algorithm (CoordSat-
CapFus) for solving the Dilworth truncation problem. In the
CoordSatCapFus algorithm, the SFM in each iteration is done
over a fused user set with a cardinality smaller than the original
one. We show that the MDA algorithm can reduce the cubic
calls of SFM (in the DV algorithm) to quadratic calls of SFM.
We do an experiment to show that the fusion method in the
CoordSatCapFus algorithm contributes to a considerable re-
duction in computation complexity when the number of users
grows. We also discuss how to solve the non-asymptotic CO
problem by one more run of the CoordSatCapFus algorithm.
Finally, we show how to choose a proper linear ordering to
2solve the minimum weighted sum-rate problem.
II. SYSTEM MODEL
Let V with |V | > 1 be the finite set that contains the
indices of all users in the system. We call V the ground
set. Let ZV = (Zi : i ∈ V ) be a vector of discrete random
variables indexed by V . For each i ∈ V , user i can privately
observe an n-sequence Zni of the random source Zi that is
i.i.d. generated according to the joint distribution PZV . We
allow users exchange their sources directly so as to let all
users i ∈ V recover the source sequence ZnV . We consider
both asymptotic and non-asymptotic models. In the asymptotic
model, we will characterize the asymptotic behavior as the
block length n goes to infinity. In non-asymptotic model, the
communication rates are required to be integer-valued.
Let rV = (ri : i ∈ V ) be a rate (vector). We call rV
an achievable rate if omniscience is possible by letting users
communicate with the rates designated by rV . Let r be the
function associated with rV such that r(X) =
∑
i∈X ri, ∀X ⊆
V with the convention r(∅) = 0. For X,Y ⊆ V , let H(ZX)
be the amount of randomness in ZX measured by Shannon
entropy [12] and H(ZX |ZY ) = H(ZX∪Y ) − H(ZY ) be the
conditional entropy of ZX given ZY . In the rest of this paper,
we simplify the notation ZX to X . It is shown in [1] that an
achievable rate must satisfy the Slepian-Wolf constraints:
r(X) ≥ H(X |V \X), ∀X ⊂ V. (1)
The interpretation of the Slepian-Wolf constraint on X is: To
achieve CO, the total amount of information sent from user
set X should be at least complementary to total amount of
information that is missing in user set V \X . The set of all
achievable rate vectors is
RCO(V ) = {rV ∈ R
|V | : r(X) ≥ H(X |V \X), ∀X ⊂ V }.
A. Asymptotic and No-asymptotic Models
In an asymptotic CO model, the minimum sum-rate can be
determined by the following linear programming (LP)
RACO(V ) = min{r(V ) : rV ∈ RCO(V )} (2)
and the set of all optimal rates is
R
∗
ACO(V ) = {rV ∈ RACO(V ) : r(V ) = RACO(V )}.
In a non-asymptotic CO model, H(X) ∈ Z+ for all X ⊆ V
and the minimum sum-rate can be determined by the integer
linear programming (ILP) RNCO(V ) = min{r(V ) : rV ∈
RCO(V ) ∩ Z|V |}. The optimal rate set is R∗NCO(V ) = {rV ∈
RCO(V ) ∩ Z|V | : r(V ) = RNCO(V )}.
B. Corresponding CCDE Systems
CCDE is an example of CO, where the asymptotic model
corresponds to the CCDE system that allows packet-splitting,
while the non-asymptotic model corresponds to the CCDE
system that does not allow packet-splitting. In CCDE, Zi is
the packet set that is obtained by user i, where each packet
Wj belongs to a field Fq. The users are geographically close
to each other so that they can transmit linear combinations of
their packet set via lossless wireless channels to help the others
recover all packets in ZV = ∪i∈V Zi. In this problem, the value
of H(X) can be obtained by counting the number of packets
in ZX , i.e., H(X) = |ZX | and H(X |Y ) = |ZX∪Y | − |ZY |.
Example II.1. Let V = {1, . . . , 5}. Each user observes
respectively
Z1 = (Wa,Wc,We,Wf ),
Z2 = (Wa,Wd,Wh),
Z3 = (Wb,Wc,We,Wf ,Wg,Wh),
Z4 = (Wa,Wc,Wf ,Wg,Wh),
Z5 = (Wb,Wd,Wf ),
where Wj is an independent uniformly distributed random
bit. The users exchange their private observations to achieve
the omniscience of ZV = (Wa, . . . ,Wh). In this system,
RACO(V ) =
11
2 and RNCO(V ) = 6. rV = (0,
1
2 , 2,
5
2 ,
1
2 )
is an optimal rate in R∗ACO(V ) for asymptotic model, while
rV = (0, 1, 2, 3, 0) is the optimal rate in R∗NCO(V ) for
non-asymptotic model. The method to implement rate rV =
(0, 12 , 2,
5
2 ,
1
2 ) is to let users divide each packets into two
chunks of equal length and transmit according to rate
(0, 1, 4, 5, 1) with each tuple denotes the number of packet
chunks. (0, 12 , 2,
5
2 ,
1
2 ) and
11
2 are the normalized rate and
sum-rate, respectively.
III. PRELIMINARIES
In this section, we list some existing results derived previ-
ously in [3]–[9], [13]–[16] for CO.
A. Submodularity and Nonemptiness of Base Polyhedron
It is shown in [15], [16] that the entropy function H is
the rank function of a polymatroid, i.e., it is (a) normalized:
H(∅) = 0; (b) monotonic: H(X) ≥ H(Y ) for all X,Y ⊆ V
such that Y ⊆ X ; (c) submodular:
H(X) +H(Y ) ≥ H(X ∩ Y ) +H(X ∪ Y ) (3)
for all X,Y ⊆ V . For α ∈ R+, define the set function fα as
fα(X) =
{
H(X |V \X) X ⊂ V
α X = V
.
Let f#α (X) = fα(V )−fα(V \X) = α−fα(V \X), ∀X ⊆ V
be the dual set function of fα. It is shown in [3], [9], [14]
that f#α is intersecting submodular, i.e., f#α (X) + f#α (Y ) ≥
f#α (X∩Y )+f
#
α (X∪Y ) for all X,Y ⊆ V such that X∩Y 6=
∅. The polyhedron and base polyhedron of f#α are respectively
P (f#α ,≤) = {rV ∈ R
|V | : r(X) ≤ f#α (X), ∀X ⊆ V },
B(f#α ,≤) = {rV ∈ P (f
#
α ,≤) : r(V ) = f
#
α (V )}.
It is shown in [8], [9], [13] that B(f#α ,≤) = {rV ∈
RCO(V ) : r(V ) = α}, i.e., B(f#α ,≤) denotes the set of all
achievable rates with sum-rate equal to α, and B(f#α ,≤) 6= ∅
if and only if α ≥ RACO(V ). In addition, B(f#RACO(V ),≤) =
R
∗
ACO(V ) and B(f
#
RNCO(V )
,≤) ∩ Z|V | = R∗NCO(V ).
3Algorithm 1: Modified Decomposition Algorithm (MDA)
input : the ground set V , an oracle that returns the value of
H(X) for a given X ⊆ V and a linear ordering
Φ = (φ1, . . . , φ|V |)
output: rV which is a rate vector in the base polyhedron
B(fˆ#
RACO(V )
,≤), P∗ which is the fundamental partition
and α which equals to RACO(V )
1 initiate P ← {{i} : i ∈ V } and α←
∑
X∈P
H(V )−H(X)
|P|−1
;
2 (rV ,P
∗)← CoordSatCapFus(V,H,α,Φ) ;
3 while P∗ 6= P do
4 update P ← P∗ and α←
∑
X∈P∗
H(V )−H(X)
|P∗|−1
;
5 (rV ,P
∗)← CoordSatCapFus(V,H,α,Φ) ;
6 end
7 return rV , P∗ and α;
Denote Π(V ) the set that contains all possible partitions of
V and Π′(V ) = Π(V ) \ {V }. For P ∈ Π(V ), let f#α [P ] =∑
X∈P f
#
α (X). The Dilworth truncation of f#α is [17]
fˆ#α (X) = min
P∈Π(X)
f#α [P ], ∀X ⊆ V. (4)
If α ≥ RACO(V ), fˆ#α is submodular with fˆ#α (V ) = α and
B(fˆ#α ,≤) = B(f
#
α ,≤) [13, Lemma IV.7].
B. Minimum Sum-rate and Fundamental Partition
The authors in [9], [13] show that
RACO(V ) = max
P∈Π′(V )
∑
X∈P
H(V )−H(X)
|P| − 1
(5)
and RNCO(V ) = ⌈RACO(V )⌉. Meanwhile, in the studies on
secrecy capacity in [3]–[5], it is shown that maximum secrecy
capacity in V equals to the multivariate mutual information
(MMI) I(V ), which has a dual relationship with RACO(V ):
RACO(V ) = H(V )− I(V ), and the finest/minimal maximizer
of (5) is called the fundamental partition and denoted by P∗.
IV. ALGORITHM
In this section, we propose a MDA algorithm, the modified
version of the DA algorithm in [11], in Algorithm 1 for solving
the asymptotic CO problem and show how to extend it to solve
the non-asymptotic one. The MDA algorithm starts with α, a
lower estimation of RACO(V ), and iteratively updates it by the
minimal/finest minimizer of the Dilworth truncation problem
fˆ#α = minP∈Π(V ) f
#
α [P ] until it reaches the optimal one. The
finest minimizer of the Dilworth truncation problem and a
rate vector in the base polyhedron B(fˆ#α ,≤) are determined
by the CoordSatCapFus algorithm in Algorithm 2. The Co-
ordSatCapFus algorithm is a fusion method to implement the
coordinate-wise saturation capacity (CoordSatCap) algorithm
that is proposed in [16] and adopted in [11] for the Dilworth
truncation problem. We list the notations in Algorithms 1 and
2 below.
Let χX be the characteristic vector of the subset X ⊆ V . We
shorten the notation χ{i} to χi for a singleton subset of V . Let
Φ = (φ1, . . . , φ|V |) be a linear ordering of V . For example,
Φ = (2, 3, 1, 4) is a linear ordering of V = {1, . . . , 4}. In
Algorithm 2: Coordinate-wise Saturation Capacity Algo-
rithm by Fusion Method (CoordSatCapFus)
input : the ground set V , an oracle that returns the value of
H(X) for a given X ⊆ V , α which is an estimation of
RACO(V ) and a linear ordering Φ = (φ1, . . . , φ|V |)
output: rV which is a rate vector in B(fˆ#α ,≤) and P∗ which
is the minimal/finest minimizer of minP∈Π(V ) f#α [P ]
1 rV ← (α−H(V ))χV ; // r ∈ P (f#α ,≤) by doing so.
2 initiate rφ1 ← f#α ({φ1}) and P∗ ← {{φ1}};
3 for i = 2 to |V | do
4 determine the saturation capacity
ξˆ ← min{f#α ({φi} ∪ U˜)− r({φi} ∪ U˜) : U ⊆ P
∗}
and the minimal/smallest minimizer U∗;
5 U∗φi ← U
∗ ∪ {φi};
6 rV ← rV + ξˆχφi ;
7 /* merge/fuse all subsets in P∗ that
intersect with U˜∗φi into one subset
U˜∗φi ∪ X˜ */
8 X ← {X ∈ P∗ : X ∩ U˜∗φi 6= ∅};
9 P∗ ← (P∗ \ X ) ∪ {U˜∗φi ∪ X˜};
10 endfor
11 return rV and P∗;
Section V, we will show that by choosing a proper linear
ordering of V the output rate rV of Algorithm 1 also min-
imizes a weighted sum-rate objective function. For U ⊆ P
where P is some partition in Π(V ), denote U˜ = ∪X∈UX ,
i.e., U is a fusion of all the subsets in U into one subset
of V . For example, for U = {{1, 3}, {2, 4}, {5}, {6}} ⊂
{{1, 3}, {2, 4}, {5}, {6}, {7}} ∈ Π({1, . . . , 7}), we have U˜ =
{1, . . . , 6}. By using these notations, we propose the MDA
algorithm for the asymptotic CO problem and show that
they can be easily extended to solve the non-asymptotic CO
problem as follows.
A. Asymptotic Model
The optimality of the MDA algorithm for the asymptotic
setting is summarized in the following theorem with the proof
in Appendix A, where every step in the CoordSatCapFus
algorithm is explained.
Theorem IV.1. The MDA algorithm outputs the minimum
sum-rate RACO(V ), the fundamental partition P∗ and an
optimal rate rV ∈ RACO(V ). The estimation of RACO(V ), α,
converges monotonically upward to RACO(V ).
Example IV.2. For the system in Example II.1, we start the
MDA algorithm with singleton partition P = {{1}, . . . , {5}}
and α =
∑
i∈V
H(V )−H({i})
|V |−1 =
19
4 . Let the linear ordering be
Φ = (4, 3, 2, 5, 1). By calling the CoordSatCapFus algorithm,
we have the following results.
We initiate rV = (α − H(V ))χV = (− 134 , . . . ,−
13
4 ) and
set P∗ = {{4}} and r4 = f#19/4({4}) =
7
4 so that rV =
(− 134 ,−
13
4 ,−
13
4 ,
7
4 ,−
13
4 ).
• For φ2 = 3, the values of f#α ({φ2} ∪ U˜)− r({φ2} ∪ U˜)
40 1 2
4.8
5
5.2
5.4
5.6
5.8
6
iteration index
α
estimation sequence of RACO(V )
RACO(V )
Fig. 1. The estimation sequence of RACO(V ), i.e., the value of α in each
iteration, when the MDA algorithm is applied to the system in Example IV.2.
for all U ⊆ P∗ = {{4}} are
f#19/4({3})−r({3}) = 6, f
#
19/4({3, 4})−r({3, 4}) = 21/4.
So, the saturation capacity ξˆ = 21/4, the minimal mini-
mizer U∗ = {{4}} and U∗4 = {{3}, {4}}. We update to
r3 = −
13
4 +
21
4 = 2 so that rV = (−
13
4 ,−
13
4 , 2,
7
4 ,−
13
4 ).
We have only one element {4} ∈ P∗ such that U˜∗4∩{4} 6=
∅. So, X = {{4}} and U˜∗φi ∪ X˜ = {3, 4}. We update to
P∗ = {{3, 4}}.
• For φ3 = 2, the values of f#α ({φ3} ∪ U˜)− r({φ3} ∪ U˜)
for all U ⊆ P∗ = {{3, 4}} are
f#19/4({2})− r({2}) = 3,
f#19/4({2, 3, 4})− r({2, 3, 4}) = 17/4.
We have ξˆ = 3 and U∗2 = {{2}}. We update to rV =
(− 134 ,−
1
4 , 2,
7
4 ,−
13
4 ). Since U˜
∗
2 ∩ X = ∅, ∀X ∈ P , we
have X = ∅ and P∗ = {{3, 4}, {2}}.
• For φ4 = 5, we have ξˆ = 3, U∗5 = {{5}} and X =
∅. We update to rV = (− 134 ,−
1
4 , 2,
7
4 ,−
1
4 ) and P
∗ =
{{3, 4}, {2}, {5}}.
• For φ5 = 1, we have ξˆ = 134 , U
∗
1 = {{3, 4}, {1}}
and X = {{3, 4}}. Therefore, the CoordSatCapFus
algorithm terminates with rV = (0,− 14 , 2,
7
4 ,−
1
4 ) and
P∗ = {{1, 3, 4}, {2}, {5}}.
Since P 6= P∗, we continue the iteration in the
MDA algorithm. In the second iteration, we have P =
{{1, 3, 4}, {2}, {5}} and α = 112 . The CoordSatCap-
Fus algorithm returns rV = (0, 12 , 2,
5
2 ,
1
2 ) and P
∗ =
{{1, 3, 4}, {5}, {2}}. The MDA algorithm terminates since
P = P∗. One can show that the outputs rV , P∗ and α
are respectively an optimal rate in R∗ACO(V ), the fundamental
partition and the minimum sum-rate RACO(V ) for asymptotic
model. We plot the value of α in each iteration, or the
estimation sequence of RACO(V ), in Fig. 1. It can be shown
that α converges monotonically upward to RACO(V ).
The CoordSatCap algorithm is one of the standard tools for
solving the Dilworth truncation problem in the literature, e.g.,
[11]. It is also used in [6], [7] to determine an optimal rate
vector in R∗NCO(V ) and/or checking whether a sum-rate α is
achievable for non-asymptotic setting.1 But, in these works,
the CoordSatCap algorithm is implemented on the original
user set instead of a fused one. For example, in [6], [7], the
the saturation capacity ξˆ is determined by the SFM problem
min{f#α (X)− r(X) | φi ∈ X ⊆ Vi}, (6)
where Vi = {φ1, . . . , φi}. Problem (6) can be solved in
O(SFM(|Vi−1|)) time, where SFM(|V |) denotes the complex-
ity of an SFM algorithm for a set function defined on 2V . On
the contrary, the corresponding SFM problem
min{f#α ({φi} ∪ U˜)− r({φi} ∪ U˜) : U ⊆ P
∗} (7)
in step 4 in the CoordSatCapFus algorithm is done over P∗,
a fused/merged user sets of Vi−1 that is obtained by steps 8
and 9 in the previous iterations. Here, the objective function
in (7) is submodular on 2P∗ . Problem (7) can be solved in
SFM(|P∗|) time. Since |P∗| ≤ |V2|, (7) is less complex than
(6). For example, in the first iteration of the MDA algorithm
when φ3 = 2 in Example IV.2, We have P∗ = {{3, 4}} and
V2 = {3, 4} such that |P∗| < |V2|. Problem (7) completes in
O(SFM(1)) time, while problem (6) completes in O(SFM(2))
time.2 See the experimental results in Section VI.
B. Non-asymptotic Model
The algorithms in [6], [7] for non-asymptotic CO model
can adjust α on the nonnegative integer grid until it finally
reaches RNCO(V ), where the CoordSatCap can be replaced
by the CoordSatCapFus algorithm which is less complex. See
experimental results in Section VI.
In fact, the value of RNCO(V ) and an optimal rate in
R∗NCO(V ) can be determined by one more call of the Co-
ordSatCapFus algorithm after solving the asymptotic CO
problem. Let RACO(V ) be the asymptotic minimum sum-rate
determined by the MDA algorithm. We know automatically
RNCO(V ) = ⌈RACO(V )⌉. By calling the CoordSatCapFus
algorithm with input α = RNCO(V ), we can determine the
value of an optimal rate in B(fˆ#RNCO(V ),≤)∩Z
|V | = R∗NCO(V ).
The integrality of this optimal vector is shown in Section V.
Example IV.3. Assume that we get RACO(V ) = 112 in
Example IV.2. Then, RNCO(V ) = ⌈RACO(V )⌉ = 6. By calling
(rV ,P
∗) ← CoordSatCapFus(V,H,RNCO(V ),Φ),
we have rV = (0, 1, 2, 3, 0) for linear ordering Φ =
(4, 3, 2, 5, 1) and P∗ = {{1, 2, 3, 4, 5}},3 where rV is an
optimal rate in R∗NCO(V ) for non-asymptotic model.
1If the sum-rate α is not achievable, the rate rV ∈ B(fˆ#α ,≤) returned by
the CoordSatCap algorithm has r(V ) strictly less than α.
2In the case when |V | = 1, SFM reduces to comparison between two
possible sets, empty and ground sets, i.e., it is not necessary to call the SFM
algorithm. This example just shows the difference in complexity.
3For RNCO(V ) > RACO(V ), the minimizer of minP∈Π(V ) f
#
RNCO(V )
[P]
is uniquely {V } [19].
5V. MINIMUM WEIGHTED SUM-RATE PROBLEM
Let wV = (wi : i ∈ V ) ∈ R
|V |
+ and w
⊺
V rV =
∑
i∈V wiri.
We say that Φ = (φ1, . . . , φ|V |) is a linear ordering that is
consistent with wV if wφ1 ≤ wφ2 ≤ . . . ≤ wφ|V | .
Theorem V.1. Let Φ be the linear ordering consis-
tent with wV . The optimal rate rV returned by the
MDA algorithm for asymptotic model is the minimizer of
min{w⊺V rV : rV ∈ R
∗
ACO(V )}; The optimal rate rV re-
turned by CoordSatCapFus(V,H, ⌈RACO(V )⌉,Φ) for asymp-
totic model is the minimizer of min{w⊺V rV : rV ∈ R∗NCO(V )}.
Proof: In the last iteration of the MDA algorithm, we call
the CoordSatCapFus algorithm by inputting α = RACO(V ).
The Dilworth truncation fˆ#RACO(V ) is a polymatroid rank func-
tion [3]. Let EX(fˆ#RACO(V )) be the set that contains all extreme
points, or vertices, of the base polyhedron B(fˆ#RACO(V ),≤).
We have the initial point rV = (α −H(V ))χV ≤ r′V , ∀r′V ∈
EX(fˆ#RACO(V )).
4 So, the CoordSatCapFus algorithm necessarily
returns an extreme point in B(fˆ#RACO(V ),≤) which minimizes
min{w⊺V rV : rV ∈ R
∗
ACO(V )} [16]. In the same way, we can
prove the claim for the non-asymptotic model. In addition,
f#RNCO(V ) is integer-valued. So is fˆ
#
RNCO(V )
. Therefore, all
extreme points in B(fˆ#RNCO(V ),≤) are integral.
For example, one can show that rV = (0, 12 , 2,
5
2 ,
1
2 ) in
Example IV.2 and rV = (0, 1, 2, 3, 0) in Example IV.3 are
the minimum weighted sum-rate vector in R∗ACO(V ) and
R∗NCO(V ), respectively, where the weight wV is the one that
linear ordering Φ = (4, 3, 2, 5, 1) is consistent with, e.g.,
wV = (4, 0.5, 0.5, 0.3, 3.3).
Note, any linear ordering is consistent with wV =
(1, . . . , 1), i.e., if the problem is just to determine the minimum
sum-rate and an optimal rate vector, the linear ordering can
be arbitrarily chosen.
VI. COMPLEXITY
The authors in [10] proposed a divide-and-conquer (DV) al-
gorithm for the asymptotic CO problem. The idea is to directly
apply the DA algorithm in [11] to determine the fundamental
partition and iteratively break each non-singleton subsets in it
into singletons to determine each tuple in the optimal rate.
Since the DA algorithm completes in O(|V |2 · SFM(|V |))
time, the complexity of the DV algorithm is upper bounded by
O(|V |3 ·SFM(|V |)). The complexity of the MDA algorithm is
upper bounded by O(|V |2 · SFM(|V |)),5 which is lower than
the DV algorithm.
Let |V | be the size of the SFM problem with complexity
SFM(|V |). As aforementioned, although the numbers of calls
of SFM algorithm are the same, the size of each SFM problem
in the CoordSatCapFus algorithm based on (7) is less than
that in the CoordSatCap algorithm based on (6) in general.
4
rV ≤ r
′
V
,∀r′
V
∈ EX(f) is a tighter condition than rV ∈ P (f,≤).
5The complexity of the CoordSatCapFus algorithm based on (7) in the worst
case is the same as the CoordSatCap algorithm based on (6). The worst case
is when P∗ = {{φ1}, . . . , {φi}} for all i in the CoordSatCapFus algorithm.
In the DA algorithm in [11], the CoorSatCap algorithm is implemented for
solving the Dilworth truncation problem. Therefore the complexity of MDA
algorithm is upper bounded by O(|V |2 · SFM(|V |)).
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Fig. 2. The size of SFM problem over repetitions in the experiment in
Section VI, where H(V ) is fixed to 50 and |V | varies from 5 to 50.
We do an experiment to compare the complexity of these two
algorithms. Let H(V ) be fixed to 50 and |V | vary from 5
to 30. For each value of |V |, we repeat the procedure for 20
times: (a) randomly generate a CO system; (b) apply the MDA
algorithm twice, one calls the CoordSatCapFus algorithm
and the other calls the CoordSatCap algorithm. We record
overall/summed size of the SFM algorithm in each run of the
MDA algorithm and average over the repetitions. The results
are shown in Fig. 2. It can be seen that by implementing the
CoordSatCapFus algorithm, there is a considerable reduction
in complexity when the size of user set |V | grows.
VII. CONCLUSION
We proposed an MDA algorithm for determining the min-
imum sum-rate and a corresponding optimal rate for the
asymptotic CO problem. The MDA algorithm mainly proposed
an idea on how to update the minimum sum-rate estimation: A
closer estimation to the optimum could be obtained by the min-
imal/finest minimizer of a Dilworth truncation problem based
on the current estimation. We also proposed a CoordSatCapFus
algorithm to solve the Dilworth truncation problem which was
less complex than the original CoordSatCap algorithm. We
discussed how to extend the MDA algorithm to solve the
non-asymptotic problem and how to choose a proper linear
ordering of the user set to solve a minimum weighted sum-
rate problem.
APPENDIX A
PROOF OF THEOREM IV.1
In [11], [19], the authors proposed a DA for determining the
principal partition sequence (PSP) for a clustering problem.
Since the fundamental partition is one of the partitions in
PSP [3], [18], we adapt DA to MDA to just determine the
fundamental partition. A similar approach can be found in
[18]. Based on the studies in [18], [19], if the CoordSat-
CapFus algorithm is able to determine the minimum and the
minimal/finest minimizer of the Dilworth truncation problem
minP∈Π(V ) f
#
α [P ] for a given value of α, the MDA algorithm
outputs RACO(V ), the fundamental partition and an optimal
rate rV ∈ R∗ACO(V ) = B(fˆ
#
RACO(V )
,≤). In addition, the value
6of α of the MDA algorithm converges monotonically upward
to RACO(V ).
Now, we show that CoordSatCapFus algorithm determines
the finest minimizer of minP∈Π(V ) f#α [P ]. For f#α , Consider
the (original/general) CoordSatCap algorithm [16]:
step 1: Initiate rV such that rV ∈ P (f#α ,≤);
step 2: For each dimension i ∈ {1, . . . , |V |}, do r← r+ξˆχφi ,
where ξˆ is the saturation capacity
ξˆ = min{f#α (X)− r(X) : φi ∈ X ⊆ V }. (8)
ξˆ in (8) is the maximum increment in rφi such that the
resulting rV is still in P (f#α ,≤), hence the name saturation
capacity. Due to the intersecting submodularity of f#α , (8) is an
SFM problem and the CoordSatCap algorithm finally updates
rV to a vector/rate in B(fˆ#α ,≤) with r(V ) = fˆ#α (V ).
The minimal minimizer of minP∈Π(V ) f#α [P ] is determined
as follows. Let Xˆφi be the minimal minimizer of (8) for
dimension φi. By iteratively merging dimensions φi, φj ∈ V
such that φi ∈ Xˆφj until there is no such pair left, we can
determine the finest partition in Π(V ) that minimizes f#α [P ]
[11], [16], [20].6 The implementation is as follows. Initiate
P∗ = {{φi} : i ∈ V } at the beginning of the CoordSatCap
algorithm. After obtaining each Xˆφi for i in step 2, do the
followings:
• find all elements in P∗ that intersect with Xˆφi , i.e.,
determine X = {X ∈ P∗ : X ∩ Xˆφi 6= ∅};
• merge all the elements in X to form a single element in
P∗ by P∗ = (P∗ \ X ) ∪ X˜ .
P∗ is the minimal minimizer of minP∈Π(V ) f#α [P ] at the end
of the CoordSatCap algorithm. It is easy to see that by letting
rV = (α −H(V ))χV we have rV ∈ P (f#α ,≤) initially. Let
Φ be any linear ordering of V . We have
min{f#α (X)− r(X) : φi ∈ X ⊆ V }
= min{f#α (X)− r(X) : φi ∈ X ⊆ Vi} (9)
where Vi = {φ1, . . . , φi} due to the monotonicity of the
entropy function H [16].7
Lemma A.1. Let P∗ be the partition that is updated in each
iteration of the CoordSatCap algorithm as described above,
min{f#α (X)− r(X) : φi ∈ X ⊆ V }
= min{f#α (U˜)− r(U˜ ) : {φi} ∈ U ⊆ P
∗}.
Let Xˆφi and U∗φi be the minimal minimizer of the LHS and
RHS, respectively, of the equation above. Then, Xˆi = U˜∗i .
6The minimal minimizer of minP∈Π(V ) f
#
α [P] corresponds to the min-
imal separators of a submodular system with the rank function being fˆ#α .
Define the partial order  as φi  φj if φi ∈ Xˆφj . Let G(V, E) be the
digraph with the edge set constituted by edges eφi,φj ∈ E if φi  φj . The
minimal separators are the strongly connected components of the underlying
undirected graph of G(V, E). The procedure that updates P∗ in Appendix A
is exactly the one that determines these minimal separators. For more details,
we refer the reader to [16], [20].
7This property has also been used in [6], [7] for solving the non-asymptotic
CO problem.
Proof: For any X ⊆ V , let Y = {Y ∈ P : Y ∩X 6= ∅}.
We have
f#α (X)− r(X)− f
#
α (Y˜) + r(Y˜)
= f#α (X)− f
#
α (Y˜) + r(Y˜ \X)
= f#α (X)− f
#
α (Y˜) +
∑
Y ∈Y
(
f#α (Y )− f
#
α (Y ∩X)
)
≥ 0,
where the last inequality is obtained by applying submodular
inequality (3) inductively over intersecting subsets. The min-
imality of U˜∗i over all X ⊆ V such that φi ∈ X can also be
seen by induction. So, Xˆi = U˜∗i .
Based on (9) and Lemma A.1, we can implement the
CoordSatCap algorithm by a fusion method as in the Coord-
SatCapFus algorithm, where steps 8 and 9 are equivalent to
the procedure that updates P∗ as described above.
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