Abstract. In the late 80s, V. Arnold and V. Vassiliev initiated the study of the topology of the space of real univariate polynomials of a given degree d and with no real roots of multiplicity exceeding a given positive integer. Expanding their studies, we consider the spaces P cΘ d of real monic univariate polynomials of degree d whose real divisors avoid sequences of root multiplicities taken from a given poset Θ of compositions, closed under certain natural combinatorial operations. In this paper, we calculate the fundamental group of P cΘ d and of some related topological spaces. The mechanism that generates the groups π 1 (P cΘ d ) is similar to the one that produces the braid groups as the fundamental groups of spaces of complex degree d polynomials with no multiple roots. The groups π 1 (P cΘ d ) admit an interpretation as special bordisms of immersions of 1-manifolds into the cylinder S 1 × R, immersions whose images avoid the tangency patterns from Θ with respect to the generators of the cylinder.
Introduction
In [Ar] , V. Arnold proved the following Theorems A-D, which were later generalized by V. Vassiliev, see [Va] . These results are the main source of motivation and inspiration of our study. In the formulations of these theorems, we keep the original notation of [Ar] , which we will abandon later on. (In what follows, theorems, conjectures, etc. labelled by letters are borrowed from the existing literature, while those labelled by numbers are hopefully new.) Theorem A. The fundamental group of the space of smooth functions f : S 1 → R without critical points of multiplicity higher than 2 on a circle S 1 is isomorphic to the group of integers. The spaces of smooth functions f : R → R without critical points of multiplicity higher than 2 and which, for arguments |x| > 1, coincide either with x or with x 2 have the same fundamental group.
Theorem B. The latter fundamental group is naturally isomorphic to the group B of A 3 -cobordism classes of embedded closed plane curves without vertical 1 tangential inflections. The generator of B is shown as the "kidney"-shaped loop in Figure 1 , diagram a. Remark 1.1. The multiplication of the cobordism classes in B is defined as the disjoint union of curves, embedded in the half-planes {(t, x)| t < 0} and {(t, x)| t > 0}, and the inversion is the change of sign of t. by an Euclidean space. In particular,
An analogous result holds for the space of polynomials whose sum of roots vanishes, i.e., polynomials with vanishing coefficient a d−1 .
Theorem D. The homology groups with integer coefficients of the space G d k are nonzero only for dimensions which are multiples of k − 1 and less or equal to d. More precisely, for
The main goal of this paper and its sequel [KSW] is to generalize Theorems A -D to the situation when the multiplicities of the real roots avoid a given set of patterns. In our more general situation, the fundamental groups of such spaces of polynomials can be non-trivial and deserve a separate study which is carried out below. The mechanism by which these fundamental groups are generated is similar to the one that produces the braid groups as the fundamental groups of spaces of complex degree d monic polynomials with no multiple roots.
Let P d denote the space of real monic univariate polynomials of degree d. Given a polynomial P (x) = x d + a d−1 x d−1 + · · · + a 0 with real coefficients, we define its real divisor D R (P ) as the multiset
of the real roots of P (x). The tuple ω = (ω 1 , . . . , ω ℓ ) is called the (ordered) real root multiplicity pattern of P (x). LetR ω d be the set of all polynomials with root multiplicity pattern ω, and let R ω d be the closure ofR
For a given collection Θ of root multiplicity patterns, we consider the union P Roughly speaking, in this paper and its sequel [KSW] we will be interested in describing the topology of P cΘ d in terms of combinatorial properties of Θ. Later we will make this question more precise, once more terminology will be developed.
1.1. Cell structure on the space of real univariate polynomials. Let us first introduce a well-known stratification of the space of real univariate polynomials of a given degree.
For any real polynomial P (x), we have already defined its real divisor D R (P ), i.e. the ordered set of its real zeros, counted with their multiplicities. Denote by D C (P ) its complex conjugation-invariant non-real divisor in C \ R, i.e. the set of its non-real roots with their multiplicities. (Recall that the standard divisor D(P ) of P (x) is the multiset of all its complex roots, i.e. D(P ) = D R (P ) + D C (P )).
We have already associated to a polynomial P (x) ∈ R[x] its real root multiplicity pattern (ω 1 , . . . , ω ℓ ); combinatorics of such multiplicity patterns will play the key role in our investigations. An arbitrary sequence ω = (ω 1 , . . . , ω ℓ ) of positive integers is called a composition of the number |ω| := ω 1 + · · · + ω ℓ . We also allow the empty composition ω = () of the number |()| = 0. Definition 1.3. For ω = (ω 1 , . . . , ω ℓ ), we call |ω| the norm, and |ω| ′ := |ω| − ℓ the reduced norm of ω.
Evidently, for a given composition ω, the stratum P Let us define two (sequences of) operations on Ω that will govern our subsequent considerations, see also [Ka] .
The merge operations M j : Ω → Ω, sending ω = (ω 1 , . . . , ω ℓ ) to the composition
where for any j ≥ ℓ, one has M j (ω) = ω, and for 1 ≤ j < ℓ, one has
Similarly, we define the insertion operations I j : Ω → Ω, sending ω = (ω 1 , . . . , ω ℓ ) to the composition I j (ω) = (I j (ω) 1 , . . . , I j (ω) ℓ+1 ), where for any j > ℓ + 1, one has I j (ω) = ω, and for 1 ≤ j ≤ ℓ + 1, one has
The next proposition collects some basic properties of R ω d , see [Ka, Theorem 4 .1] for details. 
Geometrically speaking, if a point moves inR , then either there is at least one value of j such that the distance between the j th and (j+1) st distinct real roots goes to 0, or there is a value of j such that two complex-conjugate real roots converge to a real root of an even multiplicity, which is then the j th largest. The first situation corresponds to the application of the merge operation M j to ω, and the second one to the application of the insertion I j .
Note that the norm |ω| = deg(D R (P )) is preserved under the merge operations, while the insert operations increase |ω| by 2 and thus preserve its parity.
The merge and insert operations can be used to define a natural partial order "≻" on the set Ω of all compositions. Definition 1.5. For ω, ω ′ ∈ Ω, we say that ω ′ is smaller than ω (notation " ω ≻ ω ′ "), if ω ′ can be obtained from ω by a sequence of merge and insert operations {M j }, j ≥ 1, and
For a fixed d, by Proposition E, the above partial order reflects the adjacency of the non-empty cells {R ω d } ω . From now on, we will consider a subset Θ ⊆ Ω as a poset, ordered by ≻. As an immediate consequence of Proposition E, we get the following statement. The corollary motivates the following definition.
Revisiting the beginning of § 1, we observe that the closed posets Θ ⊆ Ω d] are exactly the posets for which we would like to study the spaces P
We are finally in position to formulate precisely the main questions motivating this paper and its sequel [KSW] :
⊲ calculate the homotopy groups π i (P will be addressed in [KSW] . Besides the previous studies of V. Arnold [Ar] and V. Vassiliev [Va] , our major motivation for this paper comes from the results of the first author connecting the cohomology H * (P cΘ d ; Z) with certain characteristic classes arising in the theory of traversing flows, see [Ka] , [Ka1] , and [Ka3] . For traversing vector flows on compact manifolds X with boundary ∂X and with a priory forbidden tangency patterns Θ of their trajectories to ∂X, the spaces P cΘ d play a fundamental role, similar to the role of Graßmannians in the category of vector bundles.
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The following simple statement gives us a start on the homotopy of the polynomial spaces under consideration.
This transformation amounts to the multiplication of all roots of P (x) by λ and hence preserves the cells P ω d , unless λ = 0. Thus h is well-defined and is a homotopy between the identity map and the constant map which sends the whole P Θ to the polynomial x d which by (d) ∈ Θ is a point in P Θ . The assertion now follows.
In contrast to P 2.1. The fundamental group π 1 (P Θ d ). We first recall two maps p and q that have been frequently used in the literature when studying the topology of spaces of univariate polynomials.
Consider the map p :
). The map p preserves the stratification {R Next consider the map q :
In other words, q maps (P (x), λ) to the polynomial all of whose roots coincide with those of P (x) being multiplied by λ. For λ > 0, the map q preserves the strataR 
). Note that here we consider Σ ∅ as the discrete two-point space. This analysis implies the following claim.
Proof. By the arguments preceding the theorem, we haveP
Note that the argument employed in the proof of Theorem 2.2 also implies thatH
denotes the reduced homology group. 2.2. The fundamental group of the complement of the codimension two skeleton. In this section we study and determine π 1 (P
is the complement of the codimension 2 skeleton of P d in our celluation.
We associate a graph G d with the cellular space P
In particular, the edges of G d correspond to insertion and merging operations, applied to compositions from Ω d], |·| ′ =0 . As usual, we identify the graph G d with the 1-dimensional simplicial complex, defined by its vertices and edges (see Figure 4 for the example of G 6 ).
We may embed the graph
, we may arrange for the two paths,
], to share the tangent vector at their common end w ω , so that the
] is transversal to the hypersurfaceR ω d at w ω . This construction produces an embedding E :
. In what follows, often we do not distinguish between
Lemma 2.3. The graph G d is homotopy equivalent to a wedge of
circles if d is even, and
⌋ + 1, and the cardinality
there are k + 1 edges going to the vertex (1, . . . , 1
For d even, each case yields
edges. Since the graph G d is easily seen to be connected, it is homotopy equivalent to a wedge of circles. Now a simple calculation of the Euler-
circles. The calculation for d odd is analogous.
Our next result is inspired by Arnold's Theorem A. In Figure 2 , for d = 6, we illustrate the result by exhibiting the cell structure in P and its dual graph G 6 . Theorem 2.4. For d even (resp. odd), the space P
is homotopy equivalent to a wedge of
In particular, the fundamental group π 1 (P
) is the free group on
) generators.
Proof.
As an open subset of R d , the space P
. Indeed, any point x ∈ X ω either lies in: (1) one of the two d-cells and thus has an open neighborhood in P
. . By [Ka, Lemma 2.4 ] the attaching maps φ :
The preceding arguments show that the assumption of [Ha, Corollary 4G.3] are satisfied for the open covering X of P
is homotopy equivalent to the nerve N X of the covering X . We can identify N X with the simplicial complex, whose simplices are the non-empty subsets A of Ω d], |·| ′ =1 such that ω∈A X ω is non-empty. So the maximal simplices of the nerve N X are in bijection with the elements of
The maximal simplex, corresponding to ω
for which there are edges from ω ′ to ω and from
, where Y ω is the union of the two edges in G d , containing ω. Is is easy to check that the nerve of this covering
By [Bj, Theorem 10.6] , the nerve N Y and the graph G d are homotopy equivalent. Moreover, by the proof of [Ha, Corollary 4G.3] , the following claim is valid. Consider an embedding Y ֒→ X of a paracompact space Y into a paracompact space X and a locally finite open covering
If, for any nonempty intersection ∩ i X α i , the intersection ∩ i Y α i = ∅, and both intersections are contractible, then the nerves N X and N Y are naturally isomorphic (as simplicial complexes), and Y ֒→ X is a homotopy equivalence.
is a K(π, 1)-space, where π is a free group. 
), is shown as collections of curves in the cylinder with the coordinates (ψ, x) ∈ S 1 × R. Each collection of curves is generated by a specific map γ :
as the set of pairs (ψ, x) with the property γ(ψ)(x) = 0. Each line {ψ = const} is either transversal to the collection or is quadratically tangent to it. No double tangent lines are permitted. Each collection of curves is equipped with the circular word (written under each of the six diagrams) that reflects the transversal intersections of the loop γ(S 1 ) with the discriminant variety D 6 ⊂ P 6 . Therefore the embedding E :
is a homotopy equivalence. The result now follows from Lemma 2.3. Note that π 1 (G d,i ) is a free group on i generators. By collapsing a maximal tree in the graph G d to a point, we see that
Let us now give a slightly different and perhaps more natural interpretation of the computation of π 1 (P
). We use the notations from the proof of Theorem 2.4.
We orient each wall W k,i in such a way that crossing it in the preferred normal direction increases the number of simple real roots by 2.
Consider an oriented loop γ :
. By the general position arguments, we may assume that γ is smooth and transversal to each wall W k,i . In particular, since S 1 is compact, the intersection of γ(S 1 ) with each wall W k,i is a finite set. As we move along γ, we record each transversal crossing a ω ∈ γ ∩R In other words, we introduce the alphabet A ± whose letters a ω 's (without signs) are indexed by the ω's that have a single entry 2 (see Figure 2 and Figure 3) . Equivalently, these letters a ω 's label the edges of the graph G d . The signs capture possible orientations of these edges (or coorientations of the walls W k,i , see above). The sign "+" corresponds to the orientation from the vertex with less ones towards the vertex with more ones, and the sign "-" corresponds to the opposite orientation.
For d even, the total number of letters a
; for d odd, this number equals 2(2 + 4 + 6 + · · ·
. As we mentioned above,
generates a cyclic word α(γ) in the alphabet A ± .
Note that the alphabet A ± contains more letters than there are generators in the fundamental group π 1 (P
), and not all words in A ± correspond to close loops. In what follows, we will fix this problem. The alphabet A ± is very natural in our context and is useful in describing the relations for π 1 (P . By removing such a pair of letters from w we obtain its reduction. By performing all possible reductions in w, we get a uniquely defined irreducible wordw, which we call the complete reduction of w. We say that two words w 1 and w 2 are equivalent if their complete reductions coincide, i.e.w 1 =w 2 .
Definition 2.7. For d even, we say that a word w in the alphabet A ± is admissible if it satisfies the following two conditions: (a) it starts with the letter (2) + and ends with the letter (2) − ; (b) any two consecutive letters a
have the property that the number of 1's in ω 1 and ω 2 either coincide or differs by two. In the former case, the signs of the letter should coincide, and in the letter case, the signs should be different.
For d odd, condition (b) is preserved, while condition (a) is substituted by: (c) w starts with the letters (12) + or with (21) + and ends with the letters (12) − or (21) − .
Examples of admissible words:
The validation of the next claim is straightforward.
Lemma 2.8. The set of equivalence classes of admissible words in the alphabet A ± form a group G d with respect to concatenation, if one takes the equivalence class of the empty word as the unit element in G d .
Proof. Indeed, it is easy to check that concatenation of two admissible words is again an admissible word. Further, for each admissible word w, one can form its inverse by reading w from right to left and reversing the signs of all its letters.
Let us now reinterpret π 1 (P
) in terms of words in the alphabet A ± . Moving towards this goal, we pick a base point for this fundamental group in the d-cellR ω d that is formed by polynomials with the least possible number of roots. In other words, for d even, we put our base point among the polynomials with no real roots, and for d odd, among the polynomials with one real root. Let us denote such base point by ⋆. In terms of the graph G d , it means that for d even, we start a round trip at the vertex (0), and for d odd, at the vertex (1).
Lemma 2.9. The homotopy classes of loops γ ⊂ P
, based at ⋆, are in one-to-one correspondence with the equivalence classes of admissible words in the alphabet A ± . In other words, π 1 (P
generators for d even (resp. on Proof. (Sketch) By Theorem 2.4, π 1 (P
Moreover, with a bit more work, we can show that this isomorphism is induced by a map H : P ) and cobordisms of plane curves with restricted vertical tangencies. Results and constructions in this subsection are similar to the ones used in Arnold's Theorem B.
Consider a smooth n-manifold Y and an immersion β : X → R × Y of a smooth closed n-manifold X into the interior of R × Y . We denote by L the one-dimensional foliation, defined by the fibers of the projection map π : R × Y → Y . For each point x ∈ X, we define the natural number µ β (x) as the multiplicity of tangency between the x-labeled branch of β(X) -the β-image of the vicinity of x in X-and the leaf of L through β(x). In particular, if the branch is transversal to the leaf, then µ β (x) = 1.
We fix a natural number d and assume that β is such that each leaf L y , y ∈ Y , hits β(X) so that the following holds
We order the points {a i } of L y ∩ β(X) by the values of their projections on R and introduce the combinatorial pattern ω β (y) of y ∈ Y as the sequence of multiplicities ω i (y) := {x∈β −1 (a i )} µ β (x) i . We denote by D β (y) the real divisor of the intersection L y ∩ β(X) with multiplicities {ω i (y)} i .
Proposition 2.10. Given manifolds X and Y as above, for any immersion β : X → R×Y that satisfies the inequality (2.1), together with parity condition m β (y) ≡ d mod 2, there exists a continuous map Φ :
If, for a given closed poset Θ ⊂ Ω d] , the immersion β is such that no ω β (y) belongs to Θ, then Φ maps Y to P cΘ d . Proof. We claim that the loci β(X) may be viewed as the solutions of the equations
j=0 a j (y) x j = 0 y∈Y , where {a j : Y → R} j are some smooth functions. Let us justify this claim. By Lemma 4.1 from [Ka2] and Morin's Theorem [Mor1, Mor2] , if a particular branch β(X) κ of β(X) is tangent to the leaf L y 0 at a point b = (α, y 0 ) with the order of tangency j, then there is a system of local coordinates (u,ỹ,z) in the vicinity of b in R × Y such that:
(1) β(X) κ is given by the equation
(2) each nearby leaf L y is given by the equations {ỹ = − −− → const,z = −−−→ const ′ }. Setting u = x − α and writingỹ k 's as smooth functions of y, the same β(X) κ can be given by the equation
where a κ,k : Y → R are smooth functions vanishing at y 0 . Therefore, there exists an open neighborhood U y 0 of y 0 in Y such that, in R × U y 0 , the locus β(X) is given by the monic polynomial equation
Here the finite set A α labels the local branches of β(X) that contain the point (α, y 0 ) ∈ L y 0 ∩ β(X).
By multiplying P y 0 (x, y) with (x 2 + 1)
, we get a polynomialP y 0 (x, y) of degree d which for each y ∈ U y 0 , shares with P y 0 (x, y) the zero set β(X) ∩ (R × U y 0 ), as well as the divisors D β (y). For each y ∈ Y , consider the space X β (y) of monic polynomialsP (x) of degree d such that their real divisors coincide with the β-induced divisor D β (y). We view X β := y∈Y X β (y) as a subspace of Y × P d . It is equipped with the obvious projection p : X β → Y . The smooth sections of p are exactly the smooth functionsP (x, y) that interest us. Each pfiber X β (y) is a convex set. Now given several smooth sections {σ i } i of p, we conclude that i φ i · σ i is again a section of p, provided that the smooth functions φ i : Y → [0, 1] have the property i φ i ≡ 1. Note that φ i · σ i / ∈ P d . Since X is compact, π(β(X)) ⊂ Y is compact as well. So it admits a finite cover by the open sets {U y i } i as above. Let {φ i : Y → [0, 1]} i be a smooth partition of unity, subordinated to this finite cover. Then the monic polynomial
of degree d has the desired properties. In particular, its divisor is D β (y) for each y ∈ Y . Thus, usingP (x, y), any immersion β : X → R × Y , such that no ω β (y) belongs to Θ, is realized by a smooth map Φ :
We denote by L the foliation of the cylinder A = S 1 ×R, formed by the fibers {ℓ ψ } ψ∈S 1 of the obvious projection q : S 1 × R → S 1 , and by L • the 1-dimensional foliation of A × [0, 1] by the fibers of the obvious projection Q :
We pick a base point ψ ⋆ ∈ S 1 and the leaf ℓ ⋆ of L that corresponds to ψ ⋆ . Similarly, for each t ∈ [0, 1], we fix the base leaf ℓ ⋆ (t) of L
• . We consider immersions β : M → A of closed smooth 1-dimensional manifolds M such that: (P1) for each ψ ∈ S 1 , the multiplicity is bounded by m β (ψ) ≤ d; (P2) no leaf ℓ ψ of L has the combinatorial tangency pattern ω
The next definition lays the foundation for our notion of cobordism which deviates from the usual cobordism theory.
Definition 2.11. We say that a pair of immersions β 0 : M 0 → A, β 1 : M 1 → A is cobordant, if there exists a compact smooth orientable surface W with boundary ∂W = M 1 (−M 0 ) and an immersion B : W → A × R such that:
• B| M 0 = β 0 and Note that B(A; cΩ d], |·| ′ ≥2 ) is set of cobordism classes of immersed curves and not the usual set (group) of bordisms of manifolds.
In fact, the set B(A; cΩ d], |·| ′ ≥2 ) also carries a group structure, where the group operation β ⊙ β ′ is defined as follows. Since 
The next result is similar to Arnold's Theorem B.
Theorem 2.12. The cobordism group B(A; cΩ d], |·| ′ ≥2 )), where d ≡ 0 mod 2, is isomorphic to the fundamental group π 1 (P
), and thus is a free group in
generators.
See Figure 1 for the case d = 6. In this case, B(A; cΩ 6], |·| ′ ≥2 ) is the free group on 6 generators.
Proof. Each continuous loop γ : S 1 → P d produces a 1-dimensional locus Ξ γ (a collection of curves) in the cylinder A = S 1 × R by the formula
If γ is a smooth loop in P
that is either transversal to the non-singular part D
then the locus Ξ γ is an image of a compact 1-manifold M under an immersion β : M → A. Indeed, for each ψ ∈ S 1 such that γ(ψ) has only simple real roots, Ξ γ is a disjoint union of several smooth arcs over the vicinity of ψ, and the projection q : Ξ γ → S 1 is a local diffeomorphism. So we only need to sort out what happens over the vicinity of ψ ⋆ such that γ(ψ ⋆ ) has a single root x ⋆ of multiplicity 2. In the vicinity of (ψ ⋆ , x ⋆ ) in A, the intersections {Ξ γ ∩ ℓ ψ } ψ either:
(1) have cardinality 2 for all ψ = ψ ⋆ , or (2) have cardinality 2 for all ψ > ψ ⋆ and cardinality 0 all ψ < ψ ⋆ , or (3) have cardinality 2 for all ψ < ψ ⋆ and cardinality 0 all ψ > ψ ⋆ .
The case (1) arises when γ is quadratically tangent to D
where T is an x-polynomial with smooth coefficients (in ψ) and simple roots, so that T (x ⋆ , ψ ⋆ ) = 0. Then two local branches of Ξ γ intersect at (ψ ⋆ , x ⋆ ). Both branches are transversal to ℓ ψ⋆ , and the restriction of q to each branch is a diffeomorphism. So the composition q • β has no critical points in the vicinity of (2) and (3) are realized. Then the qimages of Ξ γ , localized to the vicinity of (ψ ⋆ , x ⋆ ), are semi-open intervals, bounded by ψ ⋆ . In such cases, locally γ(ψ)(
where T is an x-polynomial with smooth coefficients (in ψ) and simple roots, so that T (x ⋆ , ψ ⋆ ) = 0. The locus Ξ γ is quadratically tangent to ℓ ψ⋆ at (ψ ⋆ , x ⋆ ), and the Morse function q • β attains its extremum at the unique point in M whose β-image is (ψ ⋆ , x ⋆ ).
So the triple self-intersections of Ξ γ , the double tangencies to the leaves {ℓ ψ } ψ , and the cubic tangencies to {ℓ ψ } ψ are forbidden when γ(S 1 ) ⊂ P
Thus, if γ is a smooth loop in P
that is either transversal to D
• or quadratically tangent to it, then Ξ γ ⊂ A satisfies (P1)-(P3).
If the image γ(⋆) of the base point ⋆ ∈ S 1 belongs to the d-cell R () d ⊂ P d that represents polynomials with no real roots, then property (P4) is also satisfied.
Of course, by a small homotopy, we may assume that γ is transversal to D
• d and is a regular embedding when d > 2. For such a loop γ, Ξ γ does not have self-intersections (is a disjoint union of regularly embedded loops). However, even if the cobordism B : W → A×[0, 1] between two regular embeddings, β 0 : M 0 → A×{0} and β 1 : M 1 → A×{1}, itself is a regular embedding, some t-slices of W will develop singularities (in particular, selfintersections). For that reason there is the need to consider immersions (and not regular embeddings only) in (P1)-(P4).
Conversely, assume β : M → A is an immersion satisfying (P1)-(P4). By Proposition 2.10, we may lift β to a smooth loop γ :
such that Ξ γ = β(M), γ is transversal or quadratically tangent to D
• d , and γ(⋆) belongs to the cell with no real roots. So the correspondence γ ❀ Ξ γ is the candidate for realizing the group isomorphism Ξ * : π 1 (P
We have shown already that any immersion β : M → A which satisfies (P1)-(P4) is realizable by a loop γ :
. It remains to prove that:
(1) homotopic loops γ 0 , γ 1 :
(i.e., Ξ * is an injective map).
In order to validate these two claims, we consider the domain
We denote by ∂E d the boundary of E d , a smooth hypersurface. Let π : R × P d → P d denote the obvious projection. Then π −1 ( a) ∩ ∂E is the support of the real divisor of the x-polynomial P (x, a).
By a general position argument, we may assume that the homotopy Γ :
that links γ 0 and γ 1 is smooth and transversal to all the strata {R ω d } ω of codimension ≤ 1. Note, that by definition, it misses all the strata of codimension ≥ 2. In other words, we may assume that γ 0 , γ 1 , and Γ are transversal to the (d − 1)-cellsR
, by a general position argument, we may also assume that Γ is a regular embedding.
Set (1)t(S 1 × {0}) = t(S 1 × {0}) = 0; (2)t(S 1 × {1}) = t(S 1 × {1}) = 1; (3)t has no critical points; (4) the restrictiont : G → [0, 1] is a Morse function with critical points in the interior of G.
From now and on, we retain the old notation "t" for this perturbationt. If Γ is transversal to D
• d , then we claim that the map
Indeed, consider a line ℓ ψ, t := π −1 (Γ(ψ, t)) and a point Λ(ψ, t, x) ∈ ∂E d . If x is a simple real root of the polynomial P (∼, Γ(ψ, t)), then the line ℓ ψ, t is transversal to the hypersurface ∂E d at Λ(ψ, t, x). If x is a real root of multiplicity 2, then Γ(ψ, t) ∈ D • (the Q-fibers) in the ways that are described by the first three bullets in Definition 2.11.
To validate the last bullet from Definition 2.11, we need to check that the composition
is an open and dense subset of F d , characterized by the inequality 
−1 (∂E) delivers the desired cobordism between the loops patterns W ∩(A×{0}) and W ∩ (A × {1}). As a result, the map Ξ ⋆ is well-defined and onto.
To validate (2), we use again Proposition 2.10 to produce a smooth (ψ, t)-parameter family of x-polynomials {P (x, ψ, t)}, whose roots form the surface W . The immersion (embedding when d > 4) B : W → A×[0, 1] bounds the given immersion β : M → A×{0}. For each t ∈ [0, 1], the ψ-family {P (x, ψ, t)} ψ gives rise to a loop γ t :
that depends continuously on t. Since for some t ⋆ ∈ [0, 1], the t ⋆ -slice of W is empty, the loop γ t⋆ ⊂ R () d and thus is contractible P
We start with the following simple statement.
As a special case, we have π 1 (P
Theorem 2.14. For a closed subposet Θ ⊂ Ω d] , the fundamental group π 1 (P cΘ d ) is a quotient of the group G d (defined in Lemma 2.8) modulo the set {R τ | τ Λ(cΘ)} of relations given below.
For τ ∈ Λ(cΘ) the relation R τ is given by a word α(τ ) of length ≤ #(τ ⇑ ) in the letters {a
3 The recipe for writing R τ is as follows.
• For each τ = (. . . 3 . . . ) ∈ Λ(cΘ) that contains a single entry 3, the set τ ⇑ consists of two elements, and the corresponding relation is R τ := {a • For each τ = (. . . 2 . . . 2 . . . ) ∈ Λ(cΘ) that contains two non-adjacent 2's, the set τ ⇑ consists of four elements
and the corresponding relation is given by R τ := {a
• For each τ = (. . . 22 . . . ) ∈ Λ(cΘ) that contains two adjacent 2's, the set τ ⇑ consists of three elements π 1 (X) and π 1 (U ω ) with the amalgamation of π 1 (X ∩ U ω ). Since U ω is homotopy equivalent to the cellR 
Eventually, we will get that
where {ω, ω 1 , . . . , ω k } = Λ(cΘ).
It remains to observe that the words-relations {R ω = α(S 1 ω )} ω∈Λ(cΘ) that correspond to the loops {S can be replaced by the respective above right-hand sides. After such substitutions, the remaining admissible words will be describing the closed paths in the subgraph of the graph under consideration from which the edge ω 1 is deleted. Now the result follows. ) in Theorem 2.4, and π 1 (P cΘ d ) with π 1 (P crit cΘ d+1 ) in Theorem 2.14 and Theorem 2.12, thus rephrasing our results in the spirit of [Ar] .
Proof. By definition, is the set of all monic polynomials of degree d whose real roots have multiplicities at most 2.
Proof. Our goal is using the relations in the last two bullets of Theorem 2.14 to deduce that for Θ 3 ∪ Ω d] , π 1 (P cΘ 3 d ) ≈ Z. The argument below is very much in the spirit of Corollary 2.17.
We will first consider the case when d is even and reduce the free group π 1 (P ).
Using the relations from the third bullet of Theorem 2.14 with the latter (i − 1) compositions, we get two equalities 
