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Abstract
The objective of this thesis is to show the experimental validation of recently proposed adaptive con-
trol architecture for uncertain dynamical systems. The experimental validation is conducted on a benchmark
mechanical system setup composed of two carts, one actuated and one unactuated, physically interconnected
through a spring.
Specifically, an approach has been recently proposed to stabilize an overall interconnected system
in the presence of unknown physical interconnections as well as system uncertainties in the context of model
reference adaptive control. This uncertain dynamical system consists of actuated and unactuated portions
physically interconnected to each other. In addition, the previous work enforces performance guarantees
individually on both the actuated and unactuated portions of the interconnected system. In particular, a
set-theoretic model reference adaptive control approach has been used in conjunction with linear matrix
inequalities to enforce these performance guarantees that is restricting the respective system error trajectories
of the actuated and unactuated dynamics inside a-priori, user defined compact sets. As stated above, the
overarching contribution of this thesis is to present experimental results for the purpose of demonstrating
the efficacy of the previously proposed approach on a benchmark mechanical system setup involving an
actuated cart coupled with an unactuated cart through a spring in the presence of both unknown friction and
unknown uncertainties. It is experimentally observed that utilizing the proposed approach stabilizes and
restricts the respective system error trajectories of the interconnected system.
iv
Chapter 1: Introduction
Uncertain dynamical systems consisting of both actuated and unactuated portions physically inter-
connected to each other behave as underactuated mechanical systems, systems with more degrees of freedom
than there are actuators. A wide array of applications include slung-load systems, unactuated fuel slosh
dynamics in spacecraft and multibody mobile robots, to name but a few examples. To this end, the authors of
[1] have recently studied the uncertain dynamical systems subject to interconnected actuated and unactuated
dynamics and proposed an adaptive control architecture with individual performance guarantees enforced on
both dynamics. In order to bridge the gap between the theory and practice related to underactuated uncertain
dynamical systems, this thesis provides an experimental study on a benchmark mechanical system based on
an adaptive control architecture developed by the authors of [1]. For details on the background and literature
related to uncertain dynamical systems, we refer the readers to [1].
1.1 Model Reference Adaptive Control
Model reference adaptive control is a method consisting of two components, a reference model
and a parameter adjustment mechanism. The reference model captures the desired closed-loop dynamical
system response and is then compared with the response of the uncertain dynamical system. The parameter
adjustment mechanism is then driven by the system error signal resulting from the comparison between the
model reference system and the uncertain dynamical system. Through adjusting the controller parameters,
the parameter adjustment mechanism is designed (asymptotically or approximately) to drive the trajectories
of the uncertain dynamical system to the trajectories of the reference model [2].
This thesis demonstrates the experimental validation of a recently proposed adaptive control ar-
chitecture in [1] on a benchmark mechanical system setup composed of two carts connected by a spring
to show the efficacy of this architecture in practice, to appear in [3]. It has been shown that through
enforcing performance guarantees individually on the actuated and unactuated portions of the interconnected
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dynamical system, the respective system error trajectories are restricted to user-defined compact sets. To
display the effectiveness of the proposed adaptive control architecture, experimental plots are shown.
1.2 Main Contribution and Organization
Figure 1.1: Benchmark mechanical system setup
The main contribution of this thesis is to provide an experimental study on a benchmark mechanical
system setup. Specifically, this setup is composed of an actuated cart coupled with another unactuated cart
through a spring in the presence of unknown frictions and unknown interconnections. Consider the physical
system shown in Figure 1.1, where the cart on the left represents the actuated portion that is attached to
another cart with a spring and the cart on the right represents the unactuated portion of the dynamical
system. We are now ready to state the organization of this thesis. In particular, Chapter 2 first presents
an overview of the theory in [1] for completeness. Chapter 2 then presents an experimental study on a
benchmark mechanical system setup to show the efficacy of the proposed adaptive control architecture.
Finally, concluding remarks and future research directions are presented in Chapter 3.
2
Chapter 2: Application of a Model Reference Adaptive Control Approach
to an Interconnected Uncertain Dynamical System
2.1 Introduction
We start with outlining the key aspects of the proposed adaptive control architecture in [1], in which
the control and performance enforcement of the unactuated dynamics is accomplished through the physical
interconnection with the actuated dynamics. Specifically, the previously proposed control is applied to
stabilize the overall interconnected system in the presence of unknown physical interconnections as well as
uncertainties in both the actuated and unactuated dynamics. The performance guarantees are enforced using
a set-theoretic model reference adaptive control approach proposed in [4] such that the respective system
error trajectories of the actuated and unactuated dynamics are restricted to stay inside user-defined compact
sets. In addition, the previously proposed approach utilizes linear matrix inequalities to verify stability
of appropriate control parameters as well as the allowable system uncertainties and unknown physical
interconnections. A summary of the conditions and assumptions are given later in this thesis to be self-
contained.
In this thesis, an experimental study is provided on a benchmark mechanical system setup. In
particular, this platform is composed of an actuated cart coupled with an unactuated cart through a spring,
and is used to experimentally demonstrate the proposed adaptive control approach of [1]. Figure 1.1
shows this platform, where the cart on the left represents the actuated portion physically interconnected
with another cart and the cart on the right represents the unactuated portion of the dynamical system. We
present an overview of the results in [1], modeling, dynamical equations and the experimental results of this
benchmark mechanical system setup later in this thesis.
We are now ready to state the notation used throughout this thesis. Specifically, R denotes the set of
real numbers, Rn denotes the set of n×1 real column vectors, Rn×m denotes the set of n×m real matrices,
R+ (resp., R+) denotes the set of positive (resp., nonnegative) real numbers, Rn×n+ (resp., R
n×n
+ ) denotes
the set of n×n positive-definite (resp., nonnegative-definite) real matrices, and ",” denotes the equality by
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definition throughout this paper. In addition, we use (·)T for the transpose operator, (·)−1 for the inverse
operator, ‖ · ‖F for the Frobenius norm, ‖·‖2 for the Euclidean norm, and λmax (A) (resp., λmin (A)) for the
maximum (resp., minimum) eigenvalue of the matrix A∈Rn×m. We also refer to Appendix A for a necessary
definition.
2.2 Problem Setup
Consider the class of interconnected uncertain dynamical systems in the form given by
x˙(t) = Ax(t)+B[Jz(t)+WTu x(t)], x(0) = x0, (2.1)
z˙(t) = Fz(t)+G[u(t)+Hx(t)+WTa z(t)], z(0) = z0. (2.2)
Here, (2.1) represents the unactuated portion of the interconnected system, while (2.2) represents the actu-
ated portion. Specifically, x(t) ∈ Rn is the measurable state vector of the unactuated dynamics, z(t) ∈ Rp is
the measurable state vector of the actuated dynamics, u(t) ∈ Rq is the control input. A ∈ Rn×n is a known
system matrix, B ∈ Rn×m is a known input matrix. Note that for the unactuated dynamics it is assumed the
pair (A,B) is controllable. In (2), F ∈Rp×p is a known system matrix and G∈Rp×q is a known input matrix.
Note also that for the actuated dynamics it is assumed the pair (F,G) is controllable. In both (2.1) and (2.2),
Wu ∈Rn×m is an unknown weight matrix representing uncertainty in the unactuated dynamics andWa ∈Rp×q
is an unknown weight matrix representing uncertainty in the actuated dynamics. In addition, J ∈ Rm×p
represents the effect on the unactuated dynamics from the unknown physical interconnection with the
actuated dynamics and H ∈Rq×n represents the effect on the actuated dynamics from the unknown physical
interconnection with the unactuated dynamics. Here, we consider these unknown physical interconnections
to be parameterized as
H = H0+H∆, (2.3)
J = J0+ J∆. (2.4)
In (2.3) and (2.4), H0 ∈Rq×n and J0 ∈Rm×p are known parts of the physical interconnection whileH∆ ∈Rq×n
and J∆ ∈ Rm×p are their unknown parts. Note that the objective of [1] is to design a control signal for the
actuated dynamics given by (2.2) such that the trajectories of the actuated dynamics follow the trajectories of
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a desired reference model, the trajectories of the unactuated dynamics given by (2.1) follow the trajectories
of a desired reference model, and the respective system error trajectories of the actuated and unactuated
dynamics are restricted to a-priori, user-defined compact sets enforcing performance guarantees. To begin,
the following necessary definition from [4] (also used in [1]) is provided.
Definition 1. Let ‖y‖M =
√
yTMy be a weighted Euclidean norm with a real column vector y ∈ Rs
and a matrix M ∈ Rs×s+ . Then one can define φ(‖y‖M), φ : Rs → R, to be a restricted potential function
(barrier Lyapunov function) defined on the set Dε , y : ‖y‖M ∈ [0,ε) with a-priori, user defined constant
ε ∈ R+. In addition, if the following statements hold:
i) If ‖y‖M = 0, then φ(‖y‖M) = 0.
ii) If y ∈ Dε and ‖y‖M 6= 0, then φ(‖y‖M)> 0.
iii) If ‖y‖M→ ε , then φ(‖y‖M)→ ∞.
iv) φ(‖y‖M) is continuously differentiable on Dε .
v) If y ∈ Dε , then φd(‖y‖M)> 0, where φd(‖y‖M), dφ(‖y‖M)d‖y‖2M .
vi) If y ∈ Dε , then 2φd(‖y‖M)‖y‖2M−φ(‖y‖M)> 0.
Now, we consider the adaptive control architecture to control the actuated dynamics subject to both
system uncertainties and unknown physical interconnections with unactuated dynamics,
u(t) = −K1z(t)+K2u1(t)− (H0+ Hˆ∆(t))x(t)−WˆTa (t)z(t). (2.5)
Here, K1 ∈ Rq×p is designed such that Fr , F −GK1 is Hurwitz1, K2 ∈ Rq×m is designed such
that −J0(F−GK1)−1GK2 = I, and u1(t) ∈ Rm is an additional control signal to be designed by taking into
account the unactuated dynamics. In (2.5), Hˆ∆(t) ∈Rq×n and Wˆa ∈Rp×q are the estimates of unknown parts
of H∆ and Wa satisfying the respective projection operator based weight update laws
˙ˆH∆(t) = αProjm
[
Hˆ∆(t),φd(‖z˜(t)‖S)GTSz˜(t)xT(t)
]
, Hˆ∆ (0) = Hˆ∆0, (2.6)
˙ˆWa(t) = γaProjm
[
Wˆa(t),φd(‖z˜(t)‖S)z(t)z˜T(t)SG
]
, Wˆa (0) = Wˆa0. (2.7)
In (2.6) and (2.7), α ∈ R+ and γa ∈ R+ are the learning rates, φd(‖z˜(t)‖S) is an error dependent
learning gain, and z˜(t), z(t)−zr(t) is the system error state vector of the actuated dynamics with zr(t)∈Rp
1There exists S ∈ Rp×p+ such that 0 = FTr S+SFr+ I.
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being the reference state vector satisfying the reference model dynamics given by
z˙r(t) = Frzr(t)+Gru1(t), zr (0) = zr0. (2.8)
Here, Gr = GK2 ∈ Rp×m is the reference model input matrix. In addition, the remaining control
signal u1(t) is designed to allow command following of the unactuated dynamics. This signal is applied to
the actuated dynamics to control the unactuated dynamics through the physical interconnection of the two
dynamics and is given by
u1(t) = −L1x(t)+L2c(t)− Jˆ∆(t)z(t)+WˆTu (t)x(t), (2.9)
where L1 ∈ Rm×n is designed such that Ar , A−BL1 is Hurwitz2, L2 ∈ Rm×m is a feedforward gain, and
c(t) ∈Rm is a given uniformly continuous bounded command. In (2.9), Jˆ∆(t) ∈Rm×p and Wˆu(t) ∈Rn×m are
the estimates of unknown parts J∆ and Wu satisfying the respective projection operator based weight update
laws given by
˙ˆJ∆(t) = βProjm
[
Jˆ∆(t),φd(‖e(t)‖P)BTPe(t)zT(t)
]
, Jˆ∆ (0) = Jˆ∆0, (2.10)
˙ˆWu(t) = γuProjm
[
Wˆu(t),φd(‖e(t)‖P)x(t)eT(t)PB
]
, Wˆu (0) = Wˆu0. (2.11)
In (2.10) and (2.11), β ∈R+ and γu ∈R+ are the learning rates and e(t), x(t)−xr(t) is the system
error state vector of the unactuated dynamics with xr(t) ∈ Rn being the reference state vector satisfying the
reference model dynamics given by
x˙r(t) = Arxr(t)+Brc(t)+B[J0z(t)−u1(t)], xr (0) = xr0. (2.12)
Here, Br = BL2 ∈ Rn×m is the reference model input matrix. Now, the stability and performance
guarantees for the proposed adaptive control architecture is overviewed in [1]. The resulting actuated system
error dynamics are given by
˙˜z(t) = Frz˜(t)−GH˜∆(t)x(t)−GW˜Ta (t)z(t), z˜(0) = z˜0. (2.13)
2There exists P ∈ Rn×n+ such that 0 = ATr P+PAr + I.
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In (2.13), H˜∆(t) , Hˆ∆(t)−H∆ ∈ Rq×n and W˜a(t) , Wˆa(t)−Wa ∈ Rp×q. The resulting unactuated
system error dynamics are given by
e˙(t) = Are(t)−BJ˜∆(t)z(t)−BW˜Tu (t)x(t), e(0) = e0. (2.14)
In (2.14), J˜∆(t) , Jˆ∆(t)− J∆ ∈ Rq×n and W˜u(t) , Wˆu(t)−Wu ∈ Rn×m are weight estimation errors.
The following assumption is now needed.
Assumption 1. The matrix
A(Jˆ∆(t),Wˆu(t)) =
 A+BWˆTu (t) B(J0+ Jˆ∆(t))
−Gr(L1+WˆTu (t)) Fr−GrJˆ∆(t)
 (2.15)
is quadratically stable3.
Considering the proposed model reference adaptive control approach, one can show that if ‖z˜0‖S <
εz˜ and ‖e0‖P < εe, then under Assumption 1, the solution (z˜(t),e(t), H˜∆(t),W˜a(t), J˜∆(t),W˜u(t)) of the closed-
loop interconnected dynamical system is bounded, limt→∞ z˜(t) = 0, and limt→∞ e(t) = 0 [1]. Note that under
Assumption 1, the upper bound for ‖x˜r(t)‖2 can be written as
‖x˜r(t)‖2 ≤
√
λmax(P)
λmin(P) Θ
∗, (2.16)
where Θ∗ has the following form
Θ∗ , 2ρ−1‖PB‖F
[
ψ∗
(
εe√
λmin(P)
+ x∗r
)
+φ ∗
(
εz˜√
λmin(S)
)
+‖L2‖Fc∗
]
. (2.17)
In (2.17), ‖xidr (t)‖2 ≤ x∗r , where xidr (t) ∈ Rn is the ideal reference state satisfying x˙idr (t) = Arxidr (t)+Brc(t),
where ‖c(t)‖2 ≤ c∗. In addition, B =
[
BT,−GTr
]T, ‖L1+WˆTu (t)‖F ≤ ψ∗ and ‖J0+ Jˆ∆(t)‖F ≤ φ ∗.
2.3 Experimental Studies on a Benchmark Mechanical System Setup
A schematic of the benchmark mechanical system setup in Figure 1.1 is now shown in Figure 2.1.
This setup consists of parts produced by Quanser and assembled in our research laboratory [5]. This setup
3Since A(Jˆ∆(t),Wˆu(t)) is quadratically stable, it implies that AT(·)P+PA(·)< 0, where P ∈ R+.
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involves a cart coupled with another cart through a spring in the presence of both unknown friction and
unknown interconnections. This setup is also comprised of two carts in which the first cart is driven by
a rack and pinion mechanism using a 6 Volt DC motor, ensuring consistent and continuous traction. The
carts slide along a steel shaft using linear bearings moving only in x direction. The linear voltage controlled
power amplifier VoltPAQ-X1 is used to drive this experiment. The positions of the two carts are measured
using a sensor coupled to the rack via an additional pinion. The proposed control approach discussed in
Section 2.2 is implemented on the computer and run on MATLAB/Simulink by using Quanser Quarc Real
Time Windows Target (Win64). The data transmission between the computer and the drivers is carried out
with digital to analog converter Q8-USB data acquisition board. To summarize, the first cart represents the
actuated portion and the second cart represents the unactuated portion of the interconnected system.
Mathematically speaking, we first begin by presenting the equations of motion of this experimental
setup. The dynamics of the considered benchmark mechanical system setup satisfies
z˙(t)
z¨(t)
=
 0 1
− k0mz −
b0Rmr2mp−ηgK2gKtKm
mzRmr2mp

︸ ︷︷ ︸
F
z(t)
z˙(t)
+
 0
ηgKgKtηm
mzRmrmp

︸ ︷︷ ︸
G
(
u(t)+
[
k0Rmrmp
ηgKgKtηm 0
]
︸ ︷︷ ︸
H0
x
x˙

+
[
k∆Rmrmp
ηgKgKtηm 0
]
︸ ︷︷ ︸
H∆
x
x˙
+[−∆k −∆b]︸ ︷︷ ︸
WTa
z
z˙
),
(2.18)
x˙(t)
x¨(t)
=
 0 1
− k0mx −
b0
mx

︸ ︷︷ ︸
A
x(t)
x˙(t)
+
 0
1
mx

︸ ︷︷ ︸
B
([
k0 0
]
︸ ︷︷ ︸
J0
z
z˙
+[∆k 0]︸ ︷︷ ︸
J∆
z
z˙
+[−∆k −∆b]︸ ︷︷ ︸
WTu
x
x˙
).
(2.19)
In (2.18) and (2.19), ∆k denotes the unknown part of the spring coefficient and ∆b denotes the unknown part
of the friction, where all other known parameters are given in Table 2.1. The variables z(t) and x(t) denote
the position of cart 1 and cart 2, respectively. The variable u(t) denotes the voltage, which is applied to the
cart as a control input.
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Table 2.1: Notations used in dynamical modeling
τm Motor Efficiency 1
Rm Motor Armature Resistance 2.6
τg Planetary Gearbox Efficiency 1
g Gravitational Constant on Earth 9.79 m/s2
Kg Planetary Gearbox Gear Ratio 3.71
M (mx = mz) Mass of Cart 0.507 kg
Kt Motor Current Torque Constant 7.68×10−3Nm/A
rmp Motor Pinion Radius 6.35×10−3m
Km Motor Back-emf Constant 7.68×10−3V/(rad/s)
Jm Motor Moment of Inertia 3.9×10−7kgm2
k0 Spring Constant 160N/m
b0 Equivalent Viscous Damping Coefficient at the cart 1.1Nms/rad
Here, we consider the benchmark mechanical system setup involving an actuated cart coupled with
an unactuated cart through a spring in the presence of unknown frictions as well as unknown physical
mz mx
z x
𝑓% = 𝑏?̇? 𝑓* = 𝑏?̇?
𝑢 𝑘
Figure 2.1: Schematic of the experimental setup
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interconnections. In addition, we artificially add disturbance and matched uncertainties (i.e. δ +WTσ ,
where δ = 0.1, WT = [0.5,0.5], and σ = [z,1]). We first present the nominal control law response.
The nominal control law gain matrices K1 and L1 for the actuated and unactuated cart, respectively,
are obtained through a linear quadratic regulator designed with weightening matrices Qa = diag[8000,400]
to penalize the states of the actuated cart and Ra = 0.10 to penalize the control input, u(t). K1 is calculated
to be K1 = [204.86,60.65], allowing Fr to be designed such that it is Hurwitz for the actuated cart. The
feedfoward gain K2 is designed such that −J0(F−GK1)−1GK2 = 1, where J0 = [k0,0] which gives a value
of K2 = 1.86. The weighting matrices for the unactuated cart is selected to be Qu = diag[600,400] to penalize
the states and Ra = 0.10 to penalize the control input u1(t). For the unactuated cart, L1 = [17.76,62.34] and is
used to design a Hurwitz reference model matrix Ar. The gain L2 is calculated as L2 =−(C(A−BL1)−1)−1 =
177.76 where C = [1,0] using a pre-filter such that a desired position for the unactuated cart is followed.
Using the rectangular projection operator, the bounds are set to be [−1.5,1.5]. For both the nominal
and proposed control architectures, a command c(t) is set such that it changes smoothly from 0.05m to
−0.05m, learning rates γa,γu,α,β are set as γa = 1,γu = 1,α = 1 and β = 1. Focusing on the error dependent
learning gains φd(‖z˜(t)‖S) and φd(‖e(t)‖P) to enforce the performance bounds are set as εz˜ = εe = 0.3.
Figures 2.2 and 2.3 show the nominal control performance, control input, error dependent learning gains,
and enforced performance bounds of the actuated and unactuated cart. In addition, Figures 2.4 and 2.5 show
the nominal control performance of the actuated and unactuated carts with added artificial disturbances and
matched uncertainties, as well as control input, error dependent learning gains and enforced performance
bounds.
We now show the proposed set-theoretic adaptive control architecture response studied in Sec-
tion 2.2. In particular, Figures 2.6 and 2.7 respectively show the experimental results of the proposed
set-theoretic adaptive controller performance for interconnected actuated and unactuated carts with added
artificial disturbance and matched uncertainties as well as the control signals, error dependent learning gains
and the enforced performance bounds. The performance bound is first set to εz˜ = εe = 1 keeping the error
dependent learning gains φd(‖z˜‖S) and φd(‖e‖P) small, as shown in Figure 2.7. Figures 2.8 and 2.9 show
the experimental results of the proposed set-theoretic adaptive controller when enforcing the performance
bounds at εz˜ = εe = 0.3. Validating the illustrative numerical example in [1], once the performance bounds
were decreased the need for the error dependent learning gains is more evident. Comparing the error
dependent learning rates in Figures 2.7 and 2.9 shows a significant increase in magnitude.
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Figure 2.2: Experimental results for the nominal controller (system response and control signals without
artificial disturbance and matched uncertainties).
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Figure 2.3: Experimental results for the nominal controller (error dependent learning gains and enforced
performance bounds without artificial disturbance and matched uncertainties).
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Figure 2.4: Experimental results for the nominal controller (system response and control signals with
artificial disturbance and matched uncertainties).
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Figure 2.5: Experimental results for the nominal controller (error dependent learning gains and enforced
performance bounds with artificial disturbance and matched uncertainties).
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Figure 2.6: Experimental results for proposed set-theoretic adaptive controller (system response and
control signals with artificial disturbance and matched uncertainties).
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Figure 2.7: Experimental results for proposed set-theoretic adaptive controller (error dependent learning
gains and enforced performance bounds for εz˜ = εe = 1 with artificial disturbance and matched
uncertainties).
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Figure 2.8: Experimental results for proposed set-theoretic adaptive controller (system response and
control signals with artificial disturbance and matched uncertainties).
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Figure 2.9: Experimental results for proposed set-theoretic adaptive controller (error dependent learning
gains and enforced performance bounds for εz˜ = εe = 0.3 with artificial disturbance and matched
uncertainties).
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Chapter 3: Concluding Remarks and Future Research
3.1 Concluding Remarks
The research reported in this thesis has complemented recent theoretical studies on a proposed adap-
tive control architecture for an uncertain dynamical system. Through experimental plots, the experimental
validation for these studies was shown on a coupled rigid body system with a flexible interconnection link.
Specifically, the benchmark mechanical system setup contained an actuated cart coupled with an unactuated
cart through a spring in the presence of artificial disturbances, unknown frictions and uncertainties.
Specifically, we used the proposed adaptive control architecture in [1], which is able to individually
control and enforce performance bounds on actuated and unactuated dynamics, respectively. Using a set-
theoretic adaptive control based on restricted potential functions, the interconnected system obtained the
stability and enforced performance guarantees. In the presence of both unknown physical interconnections
and uncertainties, the system error trajectories for the actuated and unactuated dynamics, respectively, were
restricted to user-defined limits. These observations coincide with the simulated results in [1]. Experimental
plots showcasing the adaptive controller are provided to show the efficacy of the proposed adaptive control
architecture.
3.2 Future Research
In this section, we consider some research directions and suggestions for future work related to the
results in this thesis. In addition to the presented experiment in Chapter 2, additional experimentation with
an actuated cart and an unactuated cart including a pendulum could be conducted in order to further show the
effectiveness of the proposed adaptive control architecture. More complex systems can also be considered
(i.e., additional carts) to help bridge the gap between theory and application.
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Appendix A: Projection Operators
We use the following (rectangular) projection operator definition from [Exercise 11.3, [6]] and [[7]]
in this paper.
Definition A.I: Consider a convex hypercube in the formΩ=
{
θ ∈ Rn : (θmini ≤ θi ≤ θmaxi )i=1,2,··· ,n
}
,
where Ω ∈ Rn, and θmini and θmaxi respectively represent the minimum and maximum bounds for the ith
component of the n-dimensional parameter vector θ (we set θmini = −θmaxi for the results of this paper
and without loss of generality). Furthermore, for a sufficiently small positive constant ε0, consider another
hypercube in the form Ωε0 =
{
θ ∈ Rn : (θmini + ε0 ≤ θi ≤ θmaxi − ε0)i=1,2,··· ,n
}
, where Ωε0 ⊂ Ω. The pro-
jection operator Proj : Rn×Rn → Rn is then defined component-wise by Proj(θ ,y) = (θmaxi − θi)yi/ε0 if
θi > θmaxi − ε0 and yi > 0, Proj(θ ,y) = (θi− θmini )yi/ε0 if θi < θmini + ε0 and yi < 0, and Proj(θ ,y) = yi
otherwise, where y ∈ Rn.
Based on the above definition and θ ∗ ∈Ωε0 , one can show that the inequality (θ−θ ∗)T(Proj(θ ,y)−
y) ≤ 0 holds for θ ∈ Ω and y ∈ Rn. Moreover, the above definition can be similarly generalized to ma-
trices as Projm(Θ, Y ) = (Proj(col1(Θ),col1(Y )), . . . ,Proj(colm(Θ),colm(Y )) with the inequality tr [(Θ−
Θ∗)T(Projm(Θ,Y )−Y )] = ∑mi=1[coli(Θ−Θ∗)T(Proj(coli(Θ),coli(Y ))− coli(Y ))]≤ 0 for n×m matrices Y ,
Θ, and Θ∗ (here, coli(·) denotes ith column function).
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