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Abstract
This paper addresses the semantics of weighted argumentation graphs that are
bipolar, i.e. contain both attacks and supports for arguments. It builds on previous
work by Amgoud, Ben-Naim et. al. [2, 3, 4, 5]. We study the various character-
istics of acceptability semantics that have been introduced in these works, and
introduce the notion of a modular acceptability semantics. A semantics is modu-
lar if it cleanly separates aggregation of attacking and supporting arguments (for
a given argument a) from the computation of their influence on a’s initial weight.
We show that the various semantics for bipolar argumentation graphs from the
literature may be analysed as a composition of an aggregation function with an in-
fluence function. Based on this modular framework, we prove general convergence
and divergence theorems. We demonstrate that all well-behaved modular accept-
ability semantics converge for all acyclic graphs and that no sum-based semantics
can converge for all graphs. In particular, we show divergence of Euler-based se-
mantics [4] for certain cyclic graphs. Further, we provide the first semantics for
bipolar weighted graphs that converges for all graphs.
1 Introduction
Abstract argumentation has been extensively studied since Dung’s pioneering work
[20] on argumentation graphs featuring an attack relation between arguments. Dung’s
framework has been generalised to gradual (or rank-based, or weighted) argumenta-
tion graphs that assign real numbers as weights to arguments (instead of just Boolean
values), as in [2, 3, 5]. These initial weights may be interpreted as representing the
acceptability of an argument on its own, that is without considering the effects of sup-
ports or attacks by other arguments. Initial weights may be implemented in different
ways; e.g., in a previous work we calculated them based on search results [32], while
in [24] they are based on votes.
In this paper we study bipolar [17] weighted argumentation graphs that contain both
attack and support relationships, building in particular on the results of [4]. One major
research question in this area is the following: Given a collection of arguments that
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are connected by attack and support relationships and their initial weights, what is the
acceptability of the arguments? An acceptability semantics provides an answer to this
question by providing a partial function that assigns acceptability degrees to arguments
based on their initial weighs and the graph of the interactions between the arguments.
Given that there are many possible acceptability semantics, the challenge is to find
acceptability semantics that are defined for most or even all argumentation graphs and
display the expected characteristics of such a semantics.What characteristics an accept-
ability semantics should display is another research question. However, it is probably
safe to state that some characteristics express expectations that are widely shared, while
others express particular philosophical intuitions that won’t be universally accepted or
design choices that won’t translate to other application contexts. Thus, it is unlikely
that there will be the one acceptability semantics for bipolar weighted argumentation
graphs that everybody can agree on. For this reason, we believe that is fruitful not to
focus on individual acceptability semantics, but to study classes of acceptability se-
mantics and characterise them in a modular way. This allows one to choose a particular
acceptability semantics with the characteristics that are desirable in a given context.
The main contributions of this paper are the following: We show that the accept-
ability semantics for bipolar weighted argumentation graphs that have been studied in
the literature may be reformulated in a way that the acceptability degree of an argu-
ment is calculated in two steps: firstly, an aggregation function α combines the effect
of the predecessors of an argument; secondly, the influence function ι calculates the ac-
ceptability degree of the argument based on the result of the aggregation and the initial
weights (see Fig. 1). Acceptability semantics that follow this two-step approach, we
call modular. The fact that the acceptability semantics in the literature are all modular
is no accident. Authors are interested in acceptability semantics that exhibit a num-
ber of desirable characteristics and the two-step approach of a modular acceptability
semantics makes it easier to satisfy these characteristics.
Using a matrix representation of the acceptability semantics (cf. e.g. [18]), we pro-
pose a mathematical elegant reformulation of the desirable characteristics of modular
acceptability semantics. These characteristics provide requirements on the aggregation
function or the influence function (see Table 2). We distinguish between structural, es-
sential and optional characteristics, and show that some characteristics from the litera-
ture are entailed by the structural and essential characteristics. While the reformulation
of the characteristics in a matrix notation may be a little inconvenient for readers who
are already familiar with the established notation in [2, 3, 4, 5], it has major benefits:
the great elegance of Equation (5), secondly, the conciseness and ease of verification
of characteristics, also due to consistent application of a locality principle, and last but
not least, very general convergence and divergence results that we can obtain, which
crucially use matrix norms.
Further, we provide an overview of five1 possible implementations of the aggrega-
tion function and five 2 possible implementations of the influence function, show that
they meet the essential characteristics and discuss their optional characteristics (see
1In addition, we discuss two further functions from the non-bipolar literature, which satisfy the essential
characteristics only if they are restricted to argumentation graphs with either only supports or only attacks.
2Further, we discuss three additional functions from the non-bipolar literature, which, however, are not
usable for bipolar graphs in an unrestricted way.
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Figure 1: Modular structure of acceptability semantics
Table 3).
While in the literature, convergence and divergence is studied for each semantics
separately, our modular approach allows us to obtain convergence and divergence theo-
rems for whole classes of semantics. E.g., all of the 25 possible combinations of aggre-
gation functions and influence functions that we discuss in this paper lead to semantics
that are well-defined for acyclic graphs since they are well-behaved modular accept-
ability semantics (Theorem 8). However, none of the aggregation semantics from the
literature is well-defined for all bipolar argumentation graphs. We propose 3 novel se-
mantics that are well-defined for all bipolar argumentation graphs (see Table 4) and
characterise for several other semantics their convergence conditions. Following our
technical report [25], we recall some results about partially converging semantics. Fur-
ther, we show a systematic approach for proving divergence of acceptability semantics,
which are based on the most popular implementation of the aggregation function. In-
deed, we show that no such acceptability semantics can converge for all graphs.
The outline of the paper is as follows. In section 2 we introduce the basic notions.
In section 3 we discuss the characteristics an acceptability semantics should have, gen-
eralising and sometimes strengthening those of [2, 3, 4, 5, 12]. Section 4 is the central
section of the paper. It introduces our modular approach and applies it to several se-
mantics known from the literature, as well as to new ones. In section 5 we compare
some selected modular acceptability semantics with the help of an example. It illus-
trates that different modular acceptability semantics may support different philosophi-
cal intuitions and design choices, and, thus, may differ significantly in their evaluation
of arguments. Sections 6 and 7 prove general convergence and divergence results, re-
spectively. Section 8 discusses related work. Finally, in section 9 we discuss some
conclusion and future work. Some proofs have been relegated to an appendix.
2 Basic Concepts
In our definitions of weighting, argumentation graphs, and acceptability semantics we
follow to a large degree [3, 5, 4]. One difference of our approach is that we allow
weights of arguments to stem from any connected subset D ⊆ R of the reals. Such
a D is a parameter of our approach; it will serve as domain for argument valuations.
3
[3, 5] assume that D = [0, 1]. As in [13] we assume that the attack and the support
relationships are disjoint, i.e. no argument simultaneously attacks and supports another
one. We organise argumentation graphs into incidence matrices with attack represented
by −1 [18].
We assume that 0 ∈ D is the neutral acceptability degree. Attacks or supports by
arguments with the neutral acceptability degree will have no effect. Thus, arguments
with neutral acceptability degree are semantically inert. In [25] we allowed NeutralS
to be any value in D. In this paper we follow the convention in the literature to assume
that NeutralS = 0. It has the benefit to simplify the presentation of some definitions
and theorems.
IfD has a minimum,we denote it by MinS, otherwise, MinS is undefined. Likewise
with MaxS for maximum. Note that in [3, 4, 5], the minimum degree MinS = 0 (char-
acterising a worthless argument, which cannot be weakened further) is the same as the
neutral degree (characterising a semantically inert argument, which cannot influence
other arguments). We generalise this approach by allowing the differentiation between
minimum and neutral value. For example, if D = [−1, 1], then the minimum accept-
ability (or maximum unacceptability) is differentiated from the neutral acceptability
degree. Unacceptable arguments can be modelled using a negative degree. The neutral
value 0 can be used for arguments that are right on the boundary between acceptabil-
ity and unacceptability. This is particularly useful for initial weights, if we intend to
represent an open mind about the acceptability of an argument. Note that an attack on
a neutral argument may turn it into an unacceptable argument, and a support by an
unacceptable argument may weakens the acceptability degree of an argument.
Definition 1 (Argumentation Graph) Aweighted attack/support argumentation graph
(WASA) is a triple A = 〈A, G, w〉, where
• A is a vector of size n (where n ∈ N+), where all components ofA are pairwise
distinct;
• G = {Gij} is a square matrix of order n with Gij ∈ {−1, 0, 1}, where Gij =
−1means that argument aj attacks ai;Gij = 1means that argument aj supports
ai; andGij = 0 if neither of these;
• w ∈ Dn is a vector of initial weights.
Gi denotes the i-th row of G and represents the parents (supporters and attackers) of
argument ai. By abuse of notation, for a = ai, we will also write Ga for Gi and w(a)
for wi.
Example 1 Aex1 =
〈 a1a2a3
a4
a5
a6

 ,

 0 0 0 0 0 00 0 0 0 0 0−1 0 0 0 0 0
0 −1 0 0 0 0
0 0 0 1 0 −1
0 0 0 0 −1 1

 ,

 010.4
0
0.5
1

〉
The WASA Aex1 consists of the arguments a1, a2, . . . , a6. a1 and a2 are neither
attacked nor supported. a1 attacks a3 and a2 attacks a4, which in turn supports a5. a5
and a6 attack each other, while a6 supports itself.
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Figure 2: Graphical rep-
resentation of Aex1
In the graphical representation the attack relationships are
drawn as normal arrows and support relationships as dashed
arrows (see Fig. 2).
The initial weight of an argument in a WASA represents its
initial acceptability, that is the acceptability of the argument
without consideration of its relation to other arguments. In the
graphical representation we write the initial weights directly
under the names of the arguments (see Fig. 2). The semantics
of the initial weights depends on the choice of D. For exam-
ple, if D = [−10, 10], there is not much difference between
the initial acceptability of the arguments in Aex1. In contrast,
if D = [0, 1], then a1 is valued as an argument with the low-
est possible acceptability and a6 is considered as a ‘perfect’
argument.
Given that 0 is the neutral acceptability degree, the attack of a1 on a3 in A
ex1
should have no effect, thus the acceptability degree of a3 should equal its initial weight,
namely 0.4. In contrast, the effect of a2 on a4 depends on the choice ofD. As mentioned
above, in [3, 4, 5], D = [0, 1]. In this context, a4 is already valued as an argument with
the worst possible acceptability degree. Thus, the attack of a2 on a4 cannot lower its
acceptability any further. Thus, the acceptability degree of a4 stays at 0. Since 0 is the
neutral acceptability degree, the support of a4 for a5 has no effect on the acceptability
degree of a5.
However, NeutralS = MinS = 0 is not the only reasonable choice. Assume that
the initial weights of arguments are determined based on upvotes and downvotes on
a social media site, whose voters evaluate the merit of arguments. In this context, it
is natural to represent acceptance and rejection in a symmetric way. For example, one
could calculate the initial value of an argument subtracting the number of downvotes
from the number of upvotes and dividing it by the total of the votes. Thus, the initial
weight 1 would represent that 100% of voters accept the argument, the initial weight of
-1 would represent that 100% of the voters reject the argument and 0 would represent
that acceptance and rejection are in balance. Hence D = [−1, 1]. Under this interpreta-
tion a1 and a4 in A
ex1 are neither accepted nor rejected by the voting community, the
community as a whole is undecided about the merits of a1 and a4. For this reason, as
in the previous case, the attack of a1 on a3 would have no impact on the acceptabil-
ity degree of a3. However, in contrast to the previous case the strong attack of a2 on
a4 would push the acceptability below 0, representing the rejection of a4. One open
question is whether the support of an unacceptable argument has no effect or should be
counted against the supported argument. E.g., should the rejection of a4 inA
ex1 impact
the acceptability degree of a5. And if so, how much?
These questions are instances of a more general question: Given a WASA, how do
we calculate the acceptability of the arguments based on their initial weights and their
relations? Following [3, 4, 5], an answer to this question is called an acceptability
semantics:
Definition 2 (Acceptability Semantics) An acceptability semantics is a partial func-
tion S transforming any WASA A = 〈A, G, w〉 into a vector DegS
A
in Dn, where n
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is the number of arguments in A. For any argument ai in A, (DegSA)i (also noted as
DegS
A
(ai)) is called the acceptability degree of ai.
We define an acceptability semantics to be a partial function on argumentation graphs
because some semantics only converge for a subclass of graphs. For example, in [4],
Euler-based semantics is explicitly defined only for a subclass of graphs.
Example 2 One Example for an acceptability semantics is the matrix exponential se-
mantics. It is straightforward to see that matrix multiplicationG ·G computes all two-
step relations between arguments, where an attacker of an supporter is regarded as a
two-step attacker, an attacker of a attacker is regarded as a two-step supporter etc. Sim-
ilarly, Gk computes all k-step ancestors (i.e. with path length k from the ancestor to
the argument). Based on this, the matrix exponential semantics is defined as follows:
Deg
exp
〈A,G,w〉 = e
G · w = (
∑
k∈N
Gk
k!
)w
computes the acceptability degree of an argument by summing up initial weights of all
ancestors of a given argument, weighted by the factorial of the length of the path from
the ancestor to the argument. See [18] for a use of matrix exponentials in a related but
different context.
3 Characteristics of Acceptability Semantics
Obviously, there are many possible acceptability semantics, including trivial (e.g. con-
stant) ones. This raises the question of desirable characteristics for acceptability se-
mantics.
Table 1 provides an overview over most of the characteristics that were discussed
for the semantics in [3, 4, 5].3 We have added additional useful characteristics, namely
modularity, continuity, stickiness and symmetry.
While the intuitions behind these characteristics are stable, their formalisations
vary. Some differences are mere technicalities that reflect that [3] is concerned only
with support relationships, [5] is only about attack relationships, and [4] is about bipo-
lar graphs. However, there are somemajor conceptual differences. For example, strength-
ening andweakening in [3, 5] differ very substantially from the corresponding concepts
in [4]. Some of characteristics in [2, 3, 4, 5] are formulated using two argumenta-
tion graphs, some (e.g. reinforcement) one argumentation graph only. For reinforce-
ment (and other characteristics), we have found a version involving two argumenta-
tion graphs in [25] which is stronger than the one-graph version but still follows the
same intuition. Thus, there is no formulation of the characteristics that is in some sense
canonical.
The characteristics in Table 1 vary in their nature. Some characteristics are essen-
tial in the sense that any well-behaved acceptability semantics should exhibit them.
3We omitted Cardinality Preference, Quality Preference und Compensation, which characterise alterna-
tive answers on the question whether the quality or the quantity of attacks (and supports, respectively) is
more important.
6
Support Graphs in [3] Attack Graphs in [5] Bipolar Graphs in [4] Our terminology
Equivalence Equivalence Bi-variate Equivalence Equivalence
– – – Modularity
Anonymity Anonymity Anonymity Anonymity
Independence Independence Bi-variate Independence Independence
Reinforcement Reinforcement Bi-variate Reinforcement Reinforcement
Coherence Proportionality – Initial monotonicity
Minimality Maximality Stability Stability
– – – Continuity
Dummy Neutrality Neutrality Neutrality
Non-dilution Directionality Bi-variate Directionality Directionality
Monotony – Bi-variate Monotony Parent monotonicity
Strengthening Soundness Weakening Soundness – Soundness
Strengthening – Strengthening Strengthening
– Weakening Weakening Weakening
Boundedness – – Compactness
Imperfection Resilience Resilience Resilience
– – – Stickiness
– – Franklin Franklin
Counting Counting Bi-variate Monotony Counting
– – – Symmetry
Table 1: Characteristics of acceptability semantics
For example, neutrality states that an argument with the neutral acceptability degree 0
should not impact the acceptability degree of other arguments.
Another kind of characteristics do not describe essential features of acceptabil-
ity semantics, but provide a framework for the kind of semantics one is considering.
For example, anonymity implies that the acceptability degree of a given argument de-
pends only on the structure of the argumentation graph and the initial weights. Hence,
anonymity prohibits a semantics from considering other factors, for example the in-
ternal structure of the arguments including their premises and consequences. This is
clearly not an essential characteristic in the sense that all acceptability semantics should
exhibit it. On the contrary, an acceptability semantics that takes the internal structure
of arguments into account may lead to interesting results. Therefore, anonymity is not
an essential nor even always desirable characteristic. Rather, anonymity expresses a
choice concerning the scope of the semantics one intends to study. Moreover, when
adopted, it simplifies the notation of the other characteristics, and therefore is a fun-
damental prerequisite for these. These kind of characteristics we call structural. In a
sense, they set up the framework in which the other characteristics are formulated.
A third kind of characteristics highlight interesting features of acceptability seman-
tics. These are often the result of philosophical choices and their desirability may be
contentions (e.g., stickiness or Franklin). These characteristics we call optional.4
In the following we formulate these characteristics in a way that fits our matrix
representation of the acceptability semantics and is tailored to modular acceptability
semantics. One goal of the reformulation is to link each characteristic to conditions on
the aggregation function or the influence function. (Some characteristics impose con-
ditions on only one of the functions, others on both. See Table 2.) Another goal of the
4 The distinction between structural, essential and optional characteristics is somewhat similar to the
distinction between mandatory and optional axioms in [3]. However, note in [3] both essential and structural
characteristics would be considered as mandatory and the top-based semantics in [3] does not satisfy all the
axioms which are said to be “mandatory”.
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redesign was to achieve more compact and mathematically elegant representations of
the characteristics, when possible. Note that we sometimes have slightly strengthened
the characteristics in a useful way, while always ensuring that (1) they imply the char-
acteristics of [4] (Thm. 4 below) and (2) they hold for the semantics studied in the
literature.
3.1 Structural Characteristics
Equivalence requires that if two arguments start out with the same initial weight and
they share the same degree of attack and support, they have the same acceptability de-
gree. This is a locality principle: the degree of an argument can explained in terms of
the degrees of its parents — without knowing all degrees in the graph. This reduces the
cognitive complexity of understanding the resulting acceptability degrees in essential
way. This holds even in cyclic graphs, where an argument can belong to its own ances-
tors, which of course leads to a recursion. This recursion can be expressed as follows,
whereGi is the i-th row of G:
Deg
S
〈G,w〉(i) = deg(Gi,Deg
S
〈G,w〉, wi) (i = 1, . . . , n) (1)
for a degree function deg : {−1, 0, 1}n×Dn×D→ D satisfying the property that the
order of arguments does not matter, i.e. for any permutation matrix P , we have
deg(g, d, w) = deg(gP−1, Pd, w) (2)
Theorem 1 The principle “if two arguments start out with the same initial weight and
they share the same degree of attack and support, they have the same acceptability
degree” follows from the existence of a function deg : {−1, 0, 1}n × Dn × D → D
satisfying equations (1) and (2).
Proof: Given arguments ai and aj with wi = wj and bijections on their support-
ers and attackers, these bijections can be combined into a permutation matrix P such
that PDegS〈G,w〉 = Deg
S
〈G,w〉 and GiP
−1 = Gj . Then, using the equations, we have
DegS〈G,w〉(j) = deg(Gj ,Deg
S
〈G,w〉, wj) = deg(GiP
−1, PDegS〈G,w〉, wi) = deg(Gi,Deg
S
〈G,w〉, wi) =
DegS〈G,w〉(i). 
Example 3 The matrix exponential semantics in Example 2) fails to satisfy equiva-
lence. Consider the graph
a1
1
✤
✤
✤
a2
1
✤
✤
✤
a4
2
✤
✤
✤
a3
1
a5
1
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The matrix exponential semantics leads to the degree
(
1
2
2.5
2
3
)
. Hence the parents of a3
and a5 have the same degree, and a3 and a5 have the same initial weight. Still, their
degrees are different (2.5 and 3). This means that degrees cannot be explained locally,
but only by looking at all paths into an argument.
Below, we introduce direct aggregation semantics, which has an intuition similar to
matrix exponential semantics while enjoying the equivalence property.
Modularity strengthens5 the locality principle expressed by equivalence in that the
degree function is a composition of two functions:
deg(g, d, w) = ι(α(g, d), w), (3)
namely an aggregation function α : {−1, 0, 1}n × Dn → R and an influence function
ι : R × D → D. The compositionality expressed by this can be detailed as follows
(see also Fig. 1): First, α aggregates all the degrees of the parent arguments that in-
fluence a given argument according to the graph structure of G. Second, ι determines
how the aggregated parent arguments actually modify the initial weight of the given
argument. The condition corresponding to equation (2) is stated as anonymity-2 below.
Equation (1) now becomes
Deg
S
〈G,w〉(i) = ι(α(Gi,Deg
S
〈G,w〉), wi) (i = 1, . . . , n) (4)
By entrywise action, we extend α to ~α : {−1, 0, 1}n×n × Dn → Rn and ι to
~ι : Rn × Dn → Dn. Equation (4) then becomes
Deg
S
〈G,w〉 = ~ι(~α(G,Deg
S
〈G,w〉), w) (5)
Anonymity expresses that acceptability degrees are invariant under renaming and
reshuffling of the arguments. Firstly, this means that only the incidence matrix G of
a graph matters, while the set of arguments A does not (Anonymity-1). We thus for-
mulate all characteristics using incidence matrices, as already explained above. Hence,
as already done in equations (1), (4) and (5), we identify a WASA with a pair 〈G,w〉,
omitting A. Secondly, anonymity means invariance under graph isomorphism. This is
not a structural, but an essential characteristics and is therefore discussed below.
With these structural prerequisites, we are now ready for the following definition
that is fundamental to our approach:
Definition 3 (Modular Acceptability Semantics) Amodular acceptability semantics
(D, α, ι) consists of a connected domain D ⊆ R with neutral value 0 ∈ D, an aggrega-
tion function α : {−1, 0, 1}n × Dn → R and an influence function ι : R × D → D,
satisfying the structural characteristics in Table 2.
5 A example semantics that satisfies equivalence, but violates modularity would be a semantics that
computes two aggregations, one for attackers and one for supporters, and then combines these with the initial
weight using a ternary influence function. While modularity is stronger than equivalence, all semantics (in
the sense of Def. 2) in the literature satisfy modularity.
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It is clear that, using equation (5), each modular acceptability semantics induces an ac-
ceptability semantics (see Def. 2), but not every acceptability semantics is modular. In
the following we will consider only modular acceptability semantics. Assuming mod-
ularity in the formulation of other characteristics has the benefit that it simplifies their
formulation and makes it easier to test, for a given acceptability semantics, whether
it possesses these characteristics. Further, it enables the recombination of different in-
fluence and aggregation functions. As we will show, all acceptability semantics (in
the sense of Def. 2) that have been studied in the literature are modular acceptability
semantics. This illustrates that modular acceptability semantics form a rich and inter-
esting subclass of acceptability semantics.
3.2 Essential Characteristics
Anonymity-2 expresses that acceptability degrees are invariant under bijectively re-
ordering (via a graph isomorphism) the arguments. It can be expressed in the simplest
form as
α(gP−1, Pd) = α(g, d) (Anonymity-2)
for any permutation matrix P . (Graph isomorphisms can, at the level of matrices, be
expressed as permutation matrices.)
Lemma 1 Anonymity-2 implies that ifP is a permutationmatrix, then ~α(GP−1, Pd) =
~α(G, d) and ~α(PGP−1, Pd) = P~α(G, d).
Proof: The first equation follows because ~α is computed row-wise. Multiplying left
with P gives P~α(GP−1, Pd) = P~α(G, d). Since multiplying P from the left swaps
rows, we have ~α(PGP−1, Pd) = P~α(GP−1, Pd). Combining these two equations
gives the second result. 
Independence states that acceptability degrees for disjoint unions of graphs are
built component-wise. In general, this means that
G =
(
G1 0
0 G2
)
∧ w = (w1w2 )→ Deg
S
〈G,w〉 =
(
Deg
S
〈G1,w1〉
Deg
S
〈G2,w2〉
)
By equation (5), in our modular setting, it suffices to express this using ~α:
~α
( (
G1 0
0 G2
)
, (w1w2 )
)
=
(
~α(G1,w1)
~α(G2,w2)
)
In terms of α, this can be expressed as the invariance under addition of new single
disconnected components to the graph:
α(( 0 g ) , ( xd )) = α(g, d) = α(( g 0 ) , (
d
x ))
Reinforcement requires that if an attacker of an argument is weakened or a sup-
porter is strengthened, then the acceptability degree of the argument increases. This
characteristic leads to two axioms, one for α and one for ι.
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Consider a vector g = Gj that is a row of the matrix G, that is, we consider the
j-th argument aj . g induces a partial ordering on vectors d expressing the degree of all
arguments (including the parents of our given argument aj):
d1 ≤g d
2 iff for all i = 1 . . . n, gid
1
i ≤ gid
2
i
Since gi expresses whether argument ai attacks (-1) or supports (1) argument aj or
does neither of these (0), d1 ≤g d2 can be rewritten in more conventional terms as
d1 ≤Gj d
2 iff for all i = 1, . . . , n
{
d1i ≤ d
2
i if ai supports aj and
d1i ≥ d
2
i if ai attacks aj
Altogether, if g = Gj is the row for argument aj , d
1 ≤g d2 expresses that support of
aj by its parents is weaker (and attack stronger) in d
1 than in d2.
Reinforcement-α can now be expressed by
d1 ≤g d
2 → α(g, d1) ≤ α(g, d2)
Moreover, Reinforcement-ι expresses that a stronger support by its parents leads to a
stronger acceptability degree of an argument, in case its initial weight w remains the
same:
s1 < s2 → ι(s1, w) ≺ ι(s2, w)
where v ≺ w means that v < w or v = w = MinS or v = w = MaxS. The latter is
needed since one cannot expect strict monotonicity at the boundary points.
Initial monotonicity means that a stronger initial weight should also lead to a
stronger acceptability degree of an argument:
w1 < w2 → ι(s, w1) ≺ ι(s, w2).
Stability requires that in the absence of supports or attacks the acceptability degree
of an argument coincides with its initial weight. Hence, α(0, d) = 0 and ι(0, w) = w.
Here, the first argument of α is the zero vector 0, expressing absence of supports and
attacks. Moreover, the result of α(0, d) (that is fed into the first argument of ι) is the
real number 0, representing zero influence from parents.
Continuity excludes chaotic behaviour, where small differences in the initial weight
lead to widely divergent acceptability degrees (cf. also [30]). This amounts to requir-
ing ι to be continuous (we call this continuity-ι), as well as α in the second argument
(called continuity-α).
Neutrality expresses that, given an argument ak with neutral acceptability degree
0, one can remove all attack and support relationships that ak is involved in, since ak
has no impact on the acceptability degrees of rest of the arguments. This is formalised
as:
d ≥ 0 ∧ (∀j 6= k.gj = g
′
j) ∧ dk = 0 → α(g, d) = α(g
′, d).
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Here, the conjunct ∀j 6= k.gj = g′j of the antecedens expresses that g
′ and g coincide
except possibly regarding attack and/or support relationships involving ak.
Directionality captures the idea that attack and support are directed relationships,
that is, the attacker (supporter) influences the attacked (supported), but not vice versa.
While in [4] this is expressed using paths in the argumentation graph, we here express
it in terms of α, which considers only one step. The formulation in [4] follows from
this using induction over the path and equation (4), see Thm. 4. If two arguments a1, a2
have the same number of attackers and supporters with identical acceptability degrees,
then the aggregation of effect of the parents of a1 equals the aggregation of effect of
the parents of a2. Formally, given a row g ∈ {−1, 0, 1}n of the argumentation matrix
G, define an equivalence relation on degree vectors d ∈ Dn by
d1 ≡g d2 iff (for j = 1, . . . , n, gj 6= 0 implies d1j = d
2
j )
Here, d1 (or d2) is the vector of degrees of the possible parents of a1 (or a2) respec-
tively. Then directionality can be expressed as
d1 ≡g d
2 → α(g, d1) = α(g, d2).
ParentMonotonicity is called monotony in [3, 5] and (when combinedwith count-
ing) bi-variate monotony in [4]. It requires that, for any given argument a in a WASA,
if one weakens or removes attackers of a or strengthens or adds supporters of a, then
this leads to a stronger or equal acceptability degree of a. This is expressed by two
monotonicity requirements here, which together ensure the desired monotonicity. The
first one is Parent Monotonicity-α:
(d ≥ 0 ∧ g1 ≤ g2)→ α(g1, d) ≤ α(g2, d)
Note that we include d ≥ 0 in the antecedent because we want to allow for accept-
ability semantics where the support of an argument with acceptability less than the
neutral degree 0 does not strengthen the supported argument. The second monotonicity
requirement is Parent Monotonicity-ι:
s1 ≤ s2 → ι(s1, w) ≤ ι(s2, w),
The idea underlying strengthening and weakening as in [4] is that attackers and
supporter can counter-balance each other, but the stronger of them wins. More pre-
cisely, weakening states that if attackers overcome supporters, the degree of an argu-
ment should be less than its initial weight. Dually, strengtheningmeans that if supporter
overcome attackers, the degree of an argument should be greater than its initial weight.
As usual, we split our consideration into axioms for α and for ι. Concerning the lat-
ter, strengthening-ι requires that the acceptability degree of a supported argument6 is
higher than its initial weight. This is expressed as
s > 0→ w ≺ ι(s, w).
6Understood in the sense that α has a positive value.
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Dually, weakening-ι requires that the acceptability degree of an attacked argument is
lower than its initial weight, thus
s < 0→ ι(s, w) ≺ w.
Note that in [4], MinS or MaxS need to be explicitly excluded. The use of ≺ instead of
< frees us from doing so.
We now come to the α parts of strengthening and weakening. These are the most
complex of all characteristics. This complexity is already visible in [4]. The general
idea is that if supporters outweigh attackers, the supporters strengthen the argument.
Strengthening-α can be axiomatised as follows:
Given a vector g ∈ {−1, 0, 1}n (that typically is a row of the attack/support
matrixG) and a vector 0 ≤ d ∈ Dn of parent’s degrees, if f : {1, . . . , n} →
{1, . . . , n} is a bijection7 mapping attacks to supports that are at least as
strong, i.e. for i = 1, . . . , n,
gi = −1→
(
gf(i) = 1 ∧ di ≤ df(i)
)
,
then we have α(g, d) ≥ 08. Moreover, if for some attack, the correspond-
ing support is strictly stronger, i.e. for some i with gi = −1, di < df(i),
or if there is some non-zero support that does not correspond to an attack,
i.e. there is some i with gi 6= −1, gf(i) = 1 and df(i) 6= 0, we have
α(g, d) > 0.
Dually, weakening-α can be axiomatised as follows:
Given g ∈ {−1, 0, 1}n and 0 ≤ d ∈ Dn, if f : {1, . . . , n} → {1, . . . , n}
is a bijection that satisfies, for i = 1, . . . , n,
gi = 1 →
(
gf(i) = −1 ∧ di ≤ df(i)
)
,
then we have α(g, d) ≤ 0. Moreover, if for some support, the correspond-
ing attack is strictly stronger, i.e. for some i with gi = 1, di < df(i),
or if there is some non-zero attack that does not correspond to a support,
i.e. there is some i with gi 6= 1, gf(i) = −1 and df(i) 6= 0, we have
α(g, d) < 0.
We now develop an equivalent formulation at the vector level, i.e. without using indices.
We need two auxiliary functions extracting the non-zero supporting or attacking parents
of a vector g ∈ {−1, 0, 1}n:
supports(g, d)i =
{
1 gi = 1, di 6= 0
0 otherwise
7In [4], a partial injective function (defined only on attacking arguments) is used. However note that any
partial injection on {1, . . . , n} can be extended to a total bijection on {1, . . . , n}. The additional function
values of the bijection can be arbitrarily chosen as they do not matter here.
8Note that this non-strict part does not occur in [4], but nevertheless we consider it to be useful
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attacks(g, d)i =
{
1 gi = −1, di 6= 0
0 otherwise
Filtering out attacks and supports with neutral degree 0 is needed for the case where the
“surplus” support or attack needs to be non-zero (see above). The role of the bijection
f is now played by a permutation matrix P . The vectorised form of strengthening-α is
then: for a permutation matrix P and 0 ≤ d ∈ Dn, we have that
attacks(g, d) ≤ supports(Pg, Pd)
and
attacks(g, d) ◦ d ≤ supports(Pg, Pd) ◦ Pd
imply
α(g, d) ≥ 0,
and if one of the two first inequalities is strict, the third one is so as well. Note that ◦
denotes entrywise multiplication of vectors (Hadamard product).
Dually, the vectorised form of weakening-α is: for a permutation matrix P and
0 ≤ d ∈ Dn, we have that
supports(g, d) ≤ attacks(Pg, Pd)
and
supports(g, d) ◦ d ≤ attacks(Pg, Pd) ◦ Pd
imply
α(g, d) ≤ 0,
and if one of the two first inequalities is strict, the third one is so as well.
Soundness expresses that any difference between an initial weight and the accept-
ability degree of an argument is caused by some supporting (attacking, respectively)
argument. This leads to
ι(s, w) 6= w → s 6= 0.
3.3 Optional Characteristics
Compactness expresses that D has a minimum MinS and a maximum MaxS. Bound-
edness as defined in [3] follows directly from our notions of compactness and parent
monotony.
Resilience ensures that an argument may have a perfect (MaxS) or a worthless
(MinS) degree only if its initial weight is of the same value: if MaxS is defined, then
w < MaxS → ι(s, w) < MaxS (resilience-max)
and if MinS is defined, then
w > MinS → ι(s, w) > MinS (resilience-min).
If neither MaxS nor MinS are defined, then resilience is satisfied vacuously.
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Stickiness expresses, dually, that arguments cannot escape the minimum or maxi-
mum value. Stickiness-min means that MinS is defined, and
ι(s,MinS) = MinS.
Dually, Stickiness-max means that MaxS is defined, and
ι(s,MaxS) = MaxS.
Franklin expresses that if argument a is attacked by b and supported by c and the
acceptability degrees of b and c are identical, then c and b neutralise each other (w.r.t.
a). Formally, this can be expressed as
gi = −gj ∧ di = dj → α(g, d) = α(g[i : 0][j : 0], d)
where
(g[i : x])k =
{
x i = k
gk otherwise
Here, g represents the vector of a’s parents, while g[i : 0][j : 0] is like g, but with one
attacker and one supporter removed.
Counting requires that any additional support (attack) increases (decreases) the
acceptability more. Formally,
(d ≥ 0 ∧ ∀i 6=k.gi=hi)→ sgn(α(g, d)− α(h, d)) = sgn(gk − hk).
The condition ∀i 6=k.gi=hi ensures that the parent vectors g and h can differ only at
position k. Now for example if gk = 1 (support) but hk = −1 (attack), then α(g, d) >
α(h, d) (the support increases the aggregated value).
Note that the counting axiom typically is useful if gk 6= hk. However, we did not
add gk 6= hk as an assumption, because in case that gk = hk, then the first assumption
implies g = h, and the axiom then just states the trivial logical consequence α(g, d) =
α(h, d).
We have required d ≥ 0 in various axioms, because α might ignore parents with
degree less than 0. On the other hand, it is quite natural not to ignore such parents.
Symmetry expresses that a support with degree d is equivalent to an attack with degree
−d (and vice versa). Formally,
α(g, d) = α(−g,−d).
Altogether, we arrive at the principles summarised in Table 2. Note that the axioms
that are derived from the characteristics axiomatise either α or ι, except formodularity,
which provides their link. Therefore, the conditions respect the orthogonal structure of
our semantics.
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Structural Characteristics
Anonymity-1 DegS〈A,G,w〉 = Deg
S
〈G,w〉
Equivalence DegS〈G,w〉(i) = deg(Gi, Deg
S
〈G,w〉, wi) (i = 1, . . . , n)
Modularity DegS〈G,w〉(i) = ι(α(Gi, Deg
S
〈G,w〉), wi) (i = 1, . . . , n)
Conditions on α
Essential Characteristics
Conditions on ι
Reinforcement-ι s1 < s2 → ι(s1, w) ≺ ι(s2, w)
Initial monotonicity w1 < w2 → ι(s, w1) ≺ ι(s, w2)
Stability-ι ι(0, w) = w
Continuity-ι ι is continuous
Conditions on α
Anonymity-2 α(gP−1, Pd) = α(g, d) if P is a permutation matrix
Independence α(( 0 g ) , ( xd )) = α(g, d) = α(( g 0 ) ,
(
d
x
)
)
Reinforcement-α d1 ≤g d
2 → α(g, d1) ≤ α(g, d2)
Parent monotonicity-α d ≥ 0 ∧ g1 ≤ g2 → α(g1, d) ≤ α(g2, d)
Stability-α α(0, d) = 0
Continuity-α α(g, ) is continuous
Neutrality d ≥ 0 ∧ (∀j 6= k.gj = g
′
j) ∧ dk = 0 → α(g, d) = α(g
′, d)
Strengthening-α for d ≥ 0, P a permutation matrix, attacks(g, d) ≤ supports(Pg, Pd)
and attacks(g, d) ◦ d ≤ supports(Pg, Pd) ◦ Pd imply α(g, d) ≥ 0,
If one of the two first inequalities is strict, the third one is so as well
Weakening-α for d ≥ 0, P a permutation matrix, supports(g, d) ≤ attacks(Pg, Pd)
and supports(g, d) ◦ d ≤ attacks(Pg, Pd) ◦ Pd imply α(g, d) ≤ 0,
If one of the two first inequalities is strict, the third one is so as well
Entailed Characteristics
Conditions on ι
Parent monotonicity-ι s1 ≤ s2 → ι(s1, w) ≤ ι(s2, w)
Soundness ι(s, w) 6= w → s 6= 0
Strengthening-ι s > 0 → w ≺ ι(s, w)
Weakening-ι s < 0 → ι(s, w) ≺ w
Conditions on α
Directionality d1 ≡g d
2 → α(g, d1) = α(g, d2)
Optional Characteristics
Conditions on ι
Compactness there is a MinS ∈ D and a MaxS ∈ D
Resilience w > MinS → ι(s, w) > MinS w < MaxS → ι(s, w) < MaxS
Stickiness-min ι(s, MinS) = MinS
Stickiness-max ι(s, MaxS) = MaxS
Conditions on α
Franklin gi = −gj ∧ di = dj → α(g, d) = α(g[i : 0][j : 0], d)
Counting (d ≥ 0 ∧ ∀i6=k.gi=hi) → sgn(α(g, d)− α(h, d)) = sgn(gk − hk)
Symmetry α(g, d) = α(−g,−d)
Table 2: Overview of characteristics. ≺, ≤g , ≡g , supports and attacks are defined in the text.
16
Definition 4 (Well-Behaved Modular Acceptability Semantics) Awell-behavedmod-
ular acceptability semantics (D, α, ι) is a modular acceptability semantics (D, α, ι) sat-
isfying the axioms for the essential characteristics in Table 2.
Theorem 2 All essential axioms are independent of each other.
Theorem 3 Reinforcement-ι entails parent monotonicity-ι. Stability entails soundness.
Reinforcement-ι and stability together entail strengthening-ι andweakening-ι.Reinforcement-
α entails directionality.
We can show that our characteristics entail all characteristics from [4] listed in
Table 1.
Theorem 4 Any well-behaved modular acceptability semantics S (i.e., a semantics
that satisfies our structural and essential characteristics in Table 1 above) satisfies the
following characteristics defined in [4] (with 0 replaced by MinS and 1 by MaxS):
anonymity, bi-variate independence, bi-variate equivalence, bi-variate directionality
(under the assumption of convergence as in Def. 5), stability, neutrality, the parent
monotonicity part of bi-variate monotony non-strict bi-variate reinforcement, weaken-
ing, strengthening and resilience.
Note that strict bi-variate reinforcement from [4] is not necessarily entailed, because it
would assume that, for example, if a supporter is strictly strengthened, the degree of an
argument strictly increases. Assuming this as an axiom would rule out e.g. top-based
semantics as discussed in the next section. Hence, our version of reinforcement is more
liberal and does not impose this strictness requirement.
4 Implementing the modular parts of a semantics
Several different principles to implement α have been studied in the literature. We
formulate them here concisely and add two sigmoid variants.
Sum all supporting and attacking arguments are considered and summed up, while
support and attack cancel each other out [3, 5, 4, 25]. This is realised by using
matrix multiplication for argument aggregation
αsum(g, d) = gd
This implies ~αsum(G, d) = Gd. Note that with sum, attacks with negative degree
are effectively supports and vice versa.
Sum-pos is a variant of sum where only parents with positive degrees are taken into
account. That is,
αsum-pos(g, d) =
∑
i=1,...,n;di≥0
gidi.
Note that the semantics in [3, 5, 4] do not use domains with negative values,
hence, one could equally well argue that their semantics are based on sum or
sum-pos.
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Sum-σ This is similar to sum, but the second argument is first fed into the inverse of
a sigmoid function: αsum-σ(g, d) = gσ−1(d). A sigmoid function is a bijection
σ : R → (−1, 1) that is continuous and strictly increasing. For definiteness, we
will use the hyperbolic tangent
σ(x) = tanh(x).
Top only the strongest supporter and the strongest attacker have influence [3, 5]. Si-
multaneously, only parents with positive degrees are taken into account, like for
sum-pos9. This can be achieved by
αtop(g, d) = top(g, d)d
where top(g, d) removes those entries from g which do not correspond to a
strongest support or strongest attack:
top(g, d)i =


gi, if dk < di for 1 ≤ k < i, sgn(gk) = sgn(gi)
and dk ≤ di for i < k ≤ n, sgn(gk) = sgn(gi)
and di ≥ 0
0, otherwise
Note that in case of several equally strong arguments, this first one is chosen for
definiteness.
Top-σ like top, but again the second argument is first fed into σ−1 (cf. sum-σ).
Reward the number of supporters is more important than their quality [3]. Let the
number of founded (i.e. non-neutral) arguments be represented by n = g ·
abs(sgn(d)). abs and sgn are taken entrywise, and abs(sgn(d)) is a vector that
has a 1 for each argument with nonzero degree. g · abs(sgn(d)) counts these
nonzero arguments, where attacks are counted negatively (extending the frame-
work of [3], which is restricted to supporters only). The quality of arguments is
computed by s = gd, as for sum. Then
αreward (g, d) =
{
0 n = 0
s
|n|2|n|
+ sgn(s)
∑|n|−1
j=1
1
2j otherwise
Card a second version of the principle “the number of attackers is more important than
their quality” is given in [5] (we here extend this to supporters as well). Let n
and s be as under reward. Then
αcard(g, d) =
{
0 n = 0
n+ s|n| otherwise
Note that attacks count negatively here, and we get the formula of [5] by using a
negative fraction for ι.
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requirements ref.
Suited for unipolar graphs only
reward s
|n|2|n|
+ sgn(n)
∑|n|−1
j=1
1
2j
X X X X − − supports only D =
[0, 1]
[3]
card n+ s
|n|
X X X X − − attacks only D =
[0, 1]
[5]
n = g · abs(sgn(d)), s = gd
Suited for bipolar graphs
sum gd X X X X X X − [3]
sum-pos
∑
i=1,...,n;di≥0
gidi X X X X X − − [3]
sum-σ gσ−1(d) X X X X X X − [25]
top top(g, d)d X X X − − − − [3]
top-σ top(g, σ−1(d))σ−1(d) X X X − − − −
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Suited for unipolar graphs only
multilinear [0, 1] w + (1− w)s [0, 1] X – – X [3]
positive fractional [0, 1] w+s
1+s
s≥0 X X – X [3]
negative fractional [0, 1] w
1−s
s≤0 X X – – [5]
Suited for bipolar graphs
combined fractional [0, 1]
{
w
1−s
, s ≤ 0
w+s
1+s
, s ≥ 0
any X X – – [25]
Euler-based [0, 1) 1− 1−w
2
1+wes
any – X X – [4]
linear(δ) R
s
δ
+ w any – X – – [25]
sigmoid(δ) (−1, 1) σ(
s
δ
+ σ−1(w)) any – X – – [25]
QMax [0, 1]


w − w s
2
1+s2
, s ≤ 0
w + (1− w) s
2
1+s2
, s ≥ 0
any X X – – [28]
Table 3: Overview of different implementations of α and ι. top and σ are defined in the text.
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Theorem 5 The implementations of α sum, sum-pos, sum-σ, top, and top-σ satisfy
all structural and essential characteristics as shown in Table. 3. If reward is restricted
to graphs with support relations only and D = [0, 1], and if card is restricted to graphs
with attack relations only and D = [0, 1], then reward and card satisfy all structural
and essential characteristics as shown in Table. 3.10
Indeed, without the restrictions in Theorem 5, reward satisfies neither parent mono-
tonicity-α nor weakening, and card does not satisfy parent monotonicity-α. This shows
that these aggregation functions are only suitable for unipolar argumentation graphs.
The other implementations of α may be applied to bipolar argumentation graphs (even
if also some of them have been invented for unipolar semantics).
Coming now to possible influence functions, various implementations of ι from the
literature are listed in Table 3. The implementations of ι are partially motivated by the
need to ensure that a semantics is well-defined and that the essential characteristics are
met. However, they also represent interesting choices about the role of the minimum
and maximum acceptability degrees MinS and MaxS. The multilinear, positive frac-
tional, negative fractional, the combined fractional influence functions and QMax are
all compact, thus, MinS and MaxS are acceptability degrees that may be assigned to ar-
guments. But except in the case of the multilinear influence function, MinS and MaxS
play a special role: MinS and MaxS are not accessible to arguments that were not as-
signed these values already as initial weights (resilience). Thus, if an argument was not
initially weighted as maximum acceptability, the amount of support from other argu-
ments does not matter, it will never reach MaxS as acceptability degree. (Analogously
for attacks and MinS.)
The Euler-based influence function displays an interesting asymmetry: it has a min-
imum acceptability degree but no maximum. Thus, within the context of the Euler-
based influence function, the ‘perfect acceptability degree’ (the supremum) may only
be approximated, while it is possible to assign arguments the lowest acceptability. And
if an argument is initially weighted as MinS, then its acceptability degree is MinS –
regardless of the strength of its support from other arguments (stickiness-min).
Both the linear and the sigmoid influence function are defined with respect to a
damping factor δ, which dampens the role of the aggregation argument s. The linear
influence function is the only one which uses R as the value space and, thus, lacks both
MinS and MaxS. The sigmoid influence function is the result of mapping R onto the
interval (−1, 1). Hence, for the sigmoid influence function, both the supremum and the
infimum of all acceptability degrees may only be approximated, but never reached.
Theorem 6 All implementations of ι shown in Table 3 satisfy all the structural and es-
sential characteristics for ι shown in Table 1, if the listed conditions on s are respected.
Note that functions ι acting on positive s or on negative s only are suited for unipo-
lar graphs only. This is because weakening and strengthening imply that s = α(g, d)
takes both positive and negative values for suitable bipolar graphs.
9Of course, it is also possible to consider a variant where all parents are taken into account, such that the
strongest parents can have negative degree. However, we found it more natural to require a positive degree
for “top” parents.
10These restrictions are exactly those made in the original papers introducing these semantics [3, 5].
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semantics α ι converges for counterexample ref.
Semantics not covering mixed support/attack graphs
aggregation-based sum positive fraction supports G has attacks [3]
weighted h-categorizer sum negative fraction attacks G has supports [5]
combined aggregation/h-
categorizer
sum combined fraction supports only or at-
tacks only
G mixes supports and at-
tacks
Exs. 5, 6
top-based top multilinear supports G has attacks [3]
weighted max-based top negative fraction attacks G has supports [5]
Reward-based reward multilinear supports G has attacks [3]
Card-based card negative fraction attacks G has supports [5]
Semantics covering mixed support/attack graphs
Euler-based sum Euler-based indegree(G) ≤ 4 indegree(G) = 6 [4], Thm. 10, Ex. 6
max Euler-based top Euler-based all graphs — Thm. 14
direct aggregation sum linear(δ) indegree(G) < δ indegree(G) ≥ δ + 1 Thm. 12, Exs. 6, 7
positive direct aggregation sum-pos linear(δ) indegree(G) < δ indegree(G) ≥ δ + 1 Thm. 12, Ex. 6
sigmoid direct aggregation sum-σ sigmoid(δ) indegree(G) < δ indegree(G) ≥ δ + 1 Thm. 16, Exs. 6, 7
damped max-based top linear(δ), with
δ > 2
all graphs — Thm. 15
sigmoid damped max-based top-σ sigmoid(δ), with
δ > 2
all graphs — Thm. 17
quadratic energy sum QMax indegree(G) ≤ 1 indegree(G) = 2 Thm. 11, Exs. 6
Table 4: Overview of semantics. All semantics converge for acyclic graphs (Thm. 8).
Corollary 1 Every combination of one of the aggregation functions sum, sum-pos,
sum-σ, top, and top-σ with one of the influence functions combined fractional, Euler-
based, linear(δ) sigmoid(δ), QMax yields a well-behaved modular acceptability se-
mantics.
5 Comparison of Modular Acceptability Semantics
Due to the modular structure of our approach, any implementation of α can be com-
bined with any implementation of ι whose domain (for s) matches the range of α,
resulting in an acceptability semantics. Table 4 lists some of the possible combina-
tions, focussing on those that have appeared in the literature and those that provide
new insights. Moreover, we list the class of graphs for which the respective semantics
is known to convergence, and counterexamples to convergence. We also include net-
works that contain only attacks or only supports in Table 4 by treating them as special
cases of bipolar networks. In this way, we provide a better overview over approaches
from the literature and their combination into bipolar approaches. In particular, we ob-
tained the biplor aggregation-based/h-categorizer semantics as a naı¨ve combination of
the weighted h-categorizer semantics for attacks from [5] with the aggregation-based
semantics for supports from [3], and below we show that this naı¨ve combination does
in general not converge.
As Table 3 illustrates, our modular approach enables a choice of different accept-
ability semantics. But is this choice meaningful? In other words, is our definition of
well-behaved modular acceptability semantics so restrictive that they all behave simi-
lar?
In order to answer this question we discuss a selection of modular acceptability
semantics from Table 3 that are well-defined for bipolar argumentation graphs and use
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them to evaluate an Example.
The Euler-based semantics was proposed in [4]. It calculates the acceptability de-
gree of an argument by considering the sum of the acceptability degrees of its parents
and combining it with its initial weight via the Euler-based influence function. The
neutral acceptability degree 0 is also the minimum acceptability degree. The use of
sum as aggregation function represents the intuition that the calculation of the accept-
ability degree of an argument should consider all of its parents weighted according to
their acceptability degrees. Unfortunately, as will discuss in section 6 in more detail,
the Euler-based semantics does not converge for all WASAs. Further, the Euler-based
semantics inherits from its influence function the asymmetry between the minimum
acceptability degree and the lack of a maximum, since its acceptability value space
is [0, 1). Another notable property of the Euler-based semantics is that it treats sup-
ports and attacks asymmetrically: many supports for an argument a quickly lead to an
acceptability degree of a near 1, while many attacks on a lead near an acceptability
degree of w(a)2 (and never below that).
The direct aggregation semantics is also based on sum. Its differs from the Euler-
based semantics because it involves a damping parameter δ that is used to dampen the
influence that parent arguments have on their children. Thus, the larger the δ, the more
important are the initial weights and the less important are attackers and supporters.
For any WASA A there is a δ, such that the direct aggregation semantics converges for
A (see section 6). In contrast to the Euler-based semantics, both attacks and supports
are treated symmetrically. Since for the direct aggregation semantics D = R, there is
no acceptability minimum or maximum.
The main motivation for the sigmoid aggregation semantics is basically to keep
the acceptability degrees in a bounded interval. This is achieved by mapping the value
space of the direct aggregation semantics onto (-1,1).
In [3] the authors discuss three possible design choices for an acceptability seman-
tics: cardinality precedence, quality precedence, and compensation. Sum is an imple-
mentation of compensation, since it allows, for example, a small number of strong
supporters to compensate for a large number of weak attackers. In contrast, cardinality
precedence would favour the larger number of weak attackers over the few strong sup-
porters, while quality precedence would favour the quality of the arguments of the few
supporters over the number of weak attackers.
The Euler-based semantics and the direct aggregation semantics are based on sum
and the sigmoid aggregation semantics is based on sum-σ. Thus, all three implement
compensation. To illustrate the benefits of our approach, we consider for each an al-
ternative semantics that is the result of replacing sum by top (sum-σ by top-σ, re-
spectively). The aggregation functions top and top-σ are implementations of quality
preference (based on the top-based semantics in [3]). The idea behind top and top-σ is
basically to consider only the strongest attackers and supporters of each argument.
The direct aggregation semantics has an interesting property: it allows for under-
mining supports and strengthening attacks.11 E.g., if an argument a is supported by
an argument b with the acceptability degree of −1, then this support has the same ef-
fect as if b would attack a with an acceptability degree of +1. Thus, effectively, a’s
11 The same is true for its sigmoid alternative and their top-based variants.
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support undermines the acceptability of b. Vice versa, an attack by an unacceptable
argument will strengthen the argument that is attacked. For example, imagine that in
a public debate on minimum wage the proponent argues: “Minimum wage should be
increased, because it would improve the living conditions of poor people”. And the
opponent responds: “Poor people do not deserve any help, since poverty is God’s pun-
ishment for sinners.” We would expect that most members of the audience would reject
the opponent’s argument as completely unacceptable. According to the direct aggre-
gation semantics this implies that the attack of the opponent leads to an increase the
acceptability of the proponent’s argument. However, alternatively one could argue that
unacceptable arguments should have no impact on other arguments. This intuition is
implemented in the positive direct aggregation semantics.
Example 4 Aex2 =
〈(
a1
a2
a3
a4
)
,
(
0 0 0 0
1 1 1 0
−1 −1 0 −1
0 −1 0 0
)
,
(
0.8
0.7
0.001
0.7
)〉
a1
0.8
//❴❴❴

a2
0.7
 ☞
❄r
⑦⑦
⑦⑦
⑦⑦
⑦⑦
⑦

a3
0.001
??⑦
⑦
⑦
⑦
⑦
a4
0.7
oo
Figure 3: Graphical rep-
resentation of Aex2
Table 5 illustrates the differences between the different se-
mantics by applying them to Aex2 in Example 4. Due to sta-
bility, all well-behaved modular acceptability semantics agree
that DegA
ex2
(a1) = 0.8, since a1 is neither supported nor at-
tacked. But otherwise the results vary significantly. E.g., a3
starts with an initial weight of close to 0. Since Euler-based
and max Euler-based semantics treat 0 as the minimum de-
gree, the attacks of the other arguments on a3 have little effect
but to push the acceptability degree of a3 even closer to 0.
By contrast, according to the other semantics a3 starts out as
marginally above the neutral value and the combined attacks of the other arguments
push it deep into unacceptability. The main difference between the semantics in the
second group and the third group in Table 5 is that the the sigmoid semantics provide
an upper and a lower bound for the possible acceptability degrees by limiting D to
(−1, 1). This enables a more convenient interpretation of the acceptability degrees.
The difference between max-based semantics and their counterparts is that they
utilise top. Thus, these semantics only consider the strongest attackers and support-
ers. Compare, for example, the evaluation of a2 by Euler-based and max Euler-based
semantics. a2 is supported by three arguments. However, max Euler-based semantics
only uses the strongest; this is why the acceptability degree of a2 is only 0.801 instead
of 0.894. Note that direct aggregation semantics evaluates a2 lower than its top-based
counterpart, i.e., damped max-based semantics. As in the previous case, damped max-
based semantics only considers the strongest support (namely, the support of a2), while
direct aggregation considers all three supports for a2. But because a3 has a negative
acceptability degree, its support undermines a2. This effect is stronger than the addi-
tional support from a1, which explains why direct aggregation semantics evaluates the
acceptability degree of a2 lower than damped max-based semantics.
Positive direct aggregation semantics ignores attacks and supports from a3, since its
acceptability degree is negative. Thus, for a2 only the supports from a1 and a2 matter,
which leads to an acceptability degree of 2.2 for a2. Note that this local explanation of
acceptability degrees of arguments in terms of those of their parents is possible due to
independence.
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Deg
Aex2 δ a1 a2 a3 a4
Euler-based - 0.8 0.894 0.000 0.604
max Euler-based - 0.8 0.801 0.000 0.612
direct aggregation 2 0.8 1.161 -1.039 0.120
damped max-based 2 0.8 1.400 -0.699 0.000
positive direct aggregation 2 0.8 2.200 -1.499 -0.400
sigmoid direct aggregation 2 0.8 0.902 -0.875 0.126
sigmoid damped max-based 2 0.8 0.940 -0.699 0.000
Table 5: Acceptability semantics applied to Aex2 in Example 4
A
ex2 is only one example and, thus, may only be used to highlight some differences
between the differentmodular acceptability semantics. However, Table 5 illustrates that
our approach is flexible enough to support a wide range of acceptability semantics that
reflect different design choices and philosophical intuitions. It further illustrates that
these choices make a difference for the evaluation of arguments. For example, accord-
ing to direct aggregation semantics, a4 in A
ex2 is acceptable, according to damped
max-based semantics its acceptability degree is neutral, and according to positive di-
rect aggregation semantics it is not acceptable.
6 Convergence
Let us now look at the convergence properties of some of the semantics. We first prove
general results that hold for an arbitrary well-behaved modular acceptability semantics
(D, α, ι).
Theorem 7 Assume convergence of the following limit:
f0 = w, f i+1 = ι(~α(G, f i), w), D = lim
i→∞
f i (6)
ThenD satisfies equation (5), i.e.D = DegS〈G,w〉.
Proof: Apply Continuity-ι and Continuity-α. 
Definition 5 We call a semantics convergent (divergent), if the sequence (f i) con-
verges (diverges).
By Thm. 7, the limit of a convergent semantics provides a solution of the fixpoint
equation (5). It is possible that also a divergent semantics has solutions of the fixpoint
equation in some cases; however, it may be difficult to compute these solutions. Direct
aggregation semantics is a special case: computation of a fixpoint solution here just
means solving the system of linear equationsD = 1
δ
GD+w. However, depending on
G and w, the system may have no or more than one solution. Hence, here we concen-
trate on convergence, which always gives us at most one solution, and (if existing) a
way to compute it.
Theorem 8 All well-behavedmodular acceptability semantics converge for all acyclic
graphs.
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Proof: For a node a, let la be the length of the longest path into a. Prove by induction
that f ia is constant from i = la onwards, using stability and directionality. 
We now come to more specific results concerning semantics using α = sum.
Theorem 9 Assume that we use sum or sum-pos for aggregation α. Fix 〈G,w〉. If
m = sup
i=1,...,n,s∈R
(
∂ι(x,w)
∂x
∣∣
(s,wi)
)
exists and indegree(G) < 1
m
(where indegree(G) is the maximal indegree of G), then
limi→∞ f
i converges.
Proof: We will make use of the maximum row sum norm for matrices, defined by
9G9∞ = maxi=1,...,n
∑
j=1,...,n |Gij |, of the maximum norm for vectors, defined by
9w9∞ = maxi=1,...,n |wi|, and of the inequality 9Gw9∞ ≤ 9G9∞9w9∞ [23].
Note that the norm coincides with the maximal indegree, i.e. 9G9∞ = indegree(G).
Let ε = m · indegree(G). By assumption, ε < 1. We have
9f i+1 − f i9∞ = 9~ι(Gf i, w) −~ι(Gf i−1, w)9∞
≤ m9Gf i −Gf i−19∞
= m9G(f i − f i−1)9∞
≤ m9G9∞9f
i − f i−19∞
= m · indegree(G)9f i − f i−19∞
≤ ε9f i − f i−19∞.
Hence, (f i) is a Cauchy sequence and converges. The proof for sum-pos is similar,
considering thatG needs to be replaced by a submatrix ofG that also depends of f i.
Theorem 10 Given 〈G,w〉, Euler-based semantics converges if indegree(G) < 4
1−mini w2i
,
in particular, if indegree(G) ≤ 4.
Proof:
∂ι(x,w)
∂x
= (1−w2) we
x
(1+wex)2 = (1−w
2) y(1+y)2 for y = we
x. Since the maxi-
mum of y(1+y)2 is
1
4 (for y = 1), we get supi=1,...,n,s∈R
(
∂ι(x,w)
∂x
∣∣
(s,wi)
)
≤ 1−mini w
2
i
4 .
Hence by Thm. 9, Euler-based semantics converges if indegree(G) < 4
1−mini w2i
. This
covers also the case of indegree(G) ≤ 4 in case that wi > 0 for all i. Since Euler-
based semantics satisfies stickiness-min, all arguments with initial weight 0 stay at 0
and hence have no influence by stability and directionality. Hence, we can ignore them.

Theorem 11 Given 〈G,w〉, quadratic energy semantics converges if indegree(G) ≤
1.
Proof: By Thm. 9, since supi=1,...,n,s∈R
(
∂qmax(x,w)
∂x
∣∣
(s,wi)
)
≤ 0.65. 
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Theorem 12 For indegree(G) < δ, direct aggregation semantics converges; indeed,
it converges to (I − 1
δ
G)−1w.
Proof: Since
∂ι(x,wi)
∂x
= 1
δ
, convergence follows already from Thm. 9. A more specific
convergence proof uses
9
1
δ
G9∞ =
indegree(G)
δ
< 1
By [23], Corollary 5.6.16, this implies that
∑∞
i=0 (
1
δ
G)i = (I − 1
δ
G)−1, hence
Deg
dir
A,δ = lim
i→∞
f i =
∞∑
i=0
(
1
δ
G)iw = (I −
1
δ
G)−1w

For semantics using top, we can obtain stronger convergence results.
Lemma 2
9top(G, d1)d1 − top(G, d2)d29∞ ≤ 29d1 − d29∞
Proof: This is shown by considering that for a node j, the maximum support of j in
d1 and that in d2 can differ by at most 9d1 − d29∞, and likewise for attacks (hence
the factor 2). 
Theorem 13 Assume that we use top for aggregation α. Fix 〈G,w〉. If
m = sup
i=1,...,n,s∈R
(
∂ι(x,w)
∂x
∣∣
(s,wi)
)
<
1
2
,
then limi→∞ f
i converges.
Proof: Analogous to the proof of Thm. 9, but replacing 9G9∞ with 2, which is
justified by Lemma 2. 
Theorem 14 Max Euler-based semantics converges.
Proof: By Thm. 13 and the fact thatm ≤ 14 obtained from the proof of Thm. 10. 
Theorem 15 Damped max-based semantics converges for δ > 2.
Proof: By Thm. 13 and the fact thatm = 1
δ
. 
The results for linear ι transfer to the sigmoid case, because σ is a continuous
bijection with continuous inverse:
Theorem 16 For δ > indegree(G), sigmoid direct aggregation semantics converges;
indeed, it converges to σ((I − 1
δ
G)−1σ−1(w)).
Proof: Easy from Thm. 12 by noticing that σ is a continuous bijection with continuous
inverse. 
Theorem 17 Sigmoid damped max-based semantics converges for δ > 2.
Proof: Easy from Thm. 15 in the same way as in the proof of Thm. 16. 
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7 Divergence
Avery simple example of divergence can be obtained for combined aggregation-based/h-
categorizer semantics:
Example 5 For theWASA 34 a
 oo //❴❴❴ b

1
4 , with combined aggregation-based/h-
categorizer semantics, we have f2i = ( 34
1
4 )
T
and f2i+1 = ( 12
1
2 )
T
. Thus, the f i do
not converge.
We now prove a far more general divergence result for semantics based on sum.
Theorem 18 Assume α = sum. If there are numbers v > w ∈ D and k ∈ N, k ≥ 1
with
ι(k(v − w), w) ≥ ι(k(w − v), v)
then there is a WASA with maximal indegree 2k that leads to divergence.
Proof: Consider the WASA
v a1, . . . , ak
 oo //❴❴❴ b1, . . . , bk

w
i.e. all the ai attack each other, all the bi attack each other, all ai support all bj , and
vice versa. By stability-ι and reinforcement-ι, f1ai = ι(k(w − v), v) < v = f
0
ai
and
f1bi = ι(k(v − w), w) > w = f
0
bi
. Moreover, the assumption can be rewritten as
f1bi ≥ f
1
ai
. By induction over j, we simultaneously prove that
f jai ≤ f
j+2
ai
if j is even f jai ≥ f
j+2
ai
if j is odd
f
j
bi
≥ f j+2bi if j is even f
j
bi
≤ f j+2bi if j is odd
Induction basis: we have f0ai = v = ι(0, v) using stability-ι. By reinforcement-ι, from
f1bi ≥ f
1
ai
we get ι(0, v) ≤ ι(k(f1bi − f
1
ai
), v) = f2ai . Also, f
0
bi
= w = ι(0, w) ≥
ι(k(f1ai − f
1
bi
), w) = f2bi . Induction step: assume that j + 1 is odd. Then f
j+1
ai
=
ι(Gf j , wai) = ι(k(f
j
bi
− f jai), wai). By induction hypothesis and reinforcement-ι, this
is ≥ ι(k(f j+2bi − f
j+2
ai
), wai) = ι(Gf
j+2, wai) = f
j+3
ai
. Similarly for the case that
j + 1 is even, and for bi.
Altogether, we have
. . . ≤ f5ai ≤ f
3
ai
≤ f1ai < f
0
ai
≤ f2ai ≤ f
4
ai
≤ . . .
. . . ≥ f5bi ≥ f
3
bi
≥ f1bi > f
0
bi
≥ f2bi ≥ f
4
bi
≥ . . .
which means that the sequence f j diverges. 
Example 6 Thm. 18 can be applied as follows:
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ι k v w
multilinear 1
1
2
2
5
QMax 1 1 0
combined fractional 2
1
2
2
5
Euler-based 3
1
2
2
5
linear(δ)
δ′
2
2
3
3
5
sigmoid(δ)
δ′
2
2
3
3
5
Here, δ′ =
{
δ + 2 if δ is even
δ + 1 if δ is odd
In particular, there is a WASA with maximal indegree of 6 for which Euler-based
semantics diverges, and for each δ, there is a WASA with maximal indegree of δ + 1
(for odd δ) or δ+2 (for even δ) for which (sigmoid) direct aggregation semantics with
parameter δ diverges. 
Example 7 Given δ ∈ N even, there is a WASA with maximal indegree of δ for which
(sigmoid) direct aggregation semantics with parameter δ diverges. Let k = δ2 , use the
graph from Thm. 18 and initial weights ai =
3
4 and bi =
3
4 . Then the behaviour is like
that in Ex. 5.
Indeed, there is a deeper reason for the many counterexamples in Ex. 6:
Theorem 19 For any function ι satisfying the essential characteristics, there are num-
bers v > w ∈ D and k ∈ N, k ≥ 1 with
ι(k(v − w), w) ≥ ι(k(w − v), v)
Proof: Choose w ∈ D such that if MaxS exists, then w 6= MaxS. Choose ε > 0 such
that w + ε ∈ D. Choose k ∈ N such that k ≥ ε
ι(ε,w)−w ≥ 0 (the latter inequality
holds due to reinforcement-ι and stability-ι). Let v = w+ ε
k
. This is in D since w ∈ D,
w+ε ∈ D andD is connected. Due to reinforcement-ι and stability-ι, ι(k(w−v), v) ≤
ι(0, v) = v = w + ε
k
≤ w + ε ι(ε,w)−w
ε
= ι(ε, w) = ι(k(v − w), w). 
Combining Thm. 18 and Thm. 19, we obtain:
Theorem 20 There is no well-behaved modular semantics based on sum that con-
verges for all WASAs.
8 Related Work
Argumentation graphs that assign real numbers as weights to arguments have been
widely discussed, in particular in [15, 16, 1], and also for the bipolar case (involving
both attack and support relations) [14, 13]. However, these works do not consider initial
weightings. The latter are considered mainly in [3] (for support relationships only) and
in [5] (for attack relationships only), see also [9] for a different approach.
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The need for bipolar argumentation graphs has been empirically supported in [27].
Our central reference for bipolar weighted argumentation graphs with initial weight-
ings is [4]. We are in particular building on the notions and results developed there,
including their Euler-based semantics. With our framework, we can explore the bor-
derline between convergence and divergence of Euler-based semantics, and propose a
variant of Euler-based semantics that always converges.
We propose a novel modular approach to bipolar weighted argumentation. There
are some other modular approaches to argumentation in the literature, where the valua-
tion of arguments is obtained as modular composition of some functions, notably social
abstract argumentation [24, 22] and the local valuation approach of [6]. These however
do neither match our topic of weighted argumentation as studied in [2, 3, 4, 5] and
captured by our Def. 2. Nor do these modular approaches lead to general convergence
and divergence results.
A study of characteristics of (bipolar weighted) argumentation frameworks has
been given in [3]. Characteristics have been systematically grouped in [8]. Our modular
approach leads to a more orthogonal formulation of characteristics, since they can be
split in properties of aggregation α and if influence ι.
We use matrix notation for argumentation graphs. Such a notation has been used
e.g. [33] in order to prove characterisations of different types of extensions (stable,
complete, . . . ) for a Dung-style framework with attacks only. In [18], matrices for
bipolar graphs have been introduced, and matrix exponentials have been used for char-
acterising weighted paths in argumentation graphs. This resembles the use of a limit of
matrix powers in the proof of convergence of direct aggregation semantics (Thm. 12).
We also build a semantics based on matrix exponentials. While it always converges,
it does not satisfy the equivalence characteristics, a crucial locality principle. Conver-
gence for direct aggregation semantics can be proved for bounded indegree, using the
maximum row sum norm, which coincides with the maximal indegree of the argumen-
tation graph. Also for other semantics like Euler-based semantics, matrix norms play a
crucial role for proving convergence. Note that to our knowledge, matrix norms have
not been used for argumentation graphs before.
For the specification of the resulting degrees of arguments, our approach uses a
discrete iteration in order to reach a fixpoint (see the limit formula (6) in Thm. 7),
following and generalising the approaches of [2, 4, 5]. Using differential equations,
[28] introduces a continuous version of this discrete iteration for one specific semantics,
the quadratic energy model. While the continuous approximation of the degree seems
to convergemore often than the discrete version, in [28] only a rather weak convergence
result is proved, namely for acyclic graphs. By contrast, we prove convergence results
for cyclic graphs as well. We have included a discrete version of Potyka’s quadratic
energy model in our overview above.
Our work has stimulated new research: [29] uses our modular approach, acknowl-
edging that it leads to easier verification of characteristics. In [29], our convergence re-
sults are generalised using Lipschitz continuity. Actually, our use of a maximal deriva-
tive of the influence function ι can be replaced by the Lipschitz constant of ι. Lipschitz
constants cannot only be provided for ι, but also for the aggregation functionα. In [29],
a new (optional) characteristics duality is introduced in terms of α and ι; it requires a
certain symmetry (w.r.t. the mean value of D) in the behaviour of supports and attacks.
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Note that duality is different from and complementary to our symmetry. [29] introduces
a further aggregation function α, product-aggregation, which captures the DF-QuAD
algorithm [30]. [29] also generalises our modular semantics to the continuous case and
provides a continuous version of our limit formula (6), again using differential equa-
tions. The latter can be approximately solved using e.g. Euler’s method, and then our
limit formula (6) turns out to be the special case where a step-size of 1 is used. This
means that the continuous version will converge in more cases than our discrete ver-
sion. However, no general convergence results are known for the continuous case.
9 Conclusion and Future work
In this work we have focussed on well-behaved modular acceptability semantics for
bipolar weighted argumentation graphs. The semantics are modular in the sense that
the acceptability degree of an argument is calculated in two steps: firstly, an aggre-
gation function α combines the effect of the predecessors of an argument; secondly,
the influence function ι calculates the acceptability degree of the argument based on
the result of the aggregation and the initial weights. Well-behaved modular accept-
ability semantics are defined based on a set of structural and essential characteristics.
Many of these characteristics have already been studied in the literature. Our modular
matrix-based approach allowed us to axiomatise them in a mathematically elegant way
that links the characteristics to requirements on aggregation function and the influence
function.
For the aggregation function α, we discuss several alternatives from the literature,
including sum, which sums up all the weights of parent arguments, top, which only
consider the strongest supporter and the strongest attacker, and reward and card, which
favour number of arguments over the quality.We also discuss eight different implemen-
tation of the influence functions. All implementations of α and ι satisfy the axioma-
tisation of the essential characteristics, although some of them only under restricting
assumptions. Five implementations of the influence function and five implementations
of the aggregation function satisfy the essential characteristics unconditionally. These
can be modularly combined, leading to different acceptability semantics. We discussed
a selection of these acceptability semantics, and illustrate their differences with the
help of an example.
Our modular matrix-based approach simplifies the study the convergence of seman-
tics, since a semantics is built compositionally of two orthogonal parts. In this general
setting, we can already prove that all well-behaved modular acceptability semantics
converge for all acyclic graphs.
In this work, have have concentrated on acceptability semantics based on sum and
top. We show that no well-behaved modular acceptability semantics based on sum con-
verges for all graphs.We also give specific counterexamples for Euler-based semantics,
direct aggregation semantics and sigmoid direct aggregation semantics. We provide
convergence and divergence theorems that explore the boundary between convergence
and divergence for sum-based semantics. Instantiating these theorems, we can show
that Euler-based semantics converges for cyclic graphs of indegree at most 4 and in
general does not converge for a maximal indegree of 6. For (sigmoid) direct aggrega-
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tion semantics (which is based on a parameter δ), convergence holds for graphs with
indegree smaller than δ, and we can show divergence for indegree δ (for even δ) or
δ + 1 (for odd δ).
The situation is much better for top. It does not exhibit the problem with large
indegrees: since only the top supporter and attacker are considered, the indegree is
irrelevant here. We show that three max-based semantics built on top converge. These
are the first semantics that converge for all bipolar weighted argumentation graphs.
It has been argued that top, i.e., consideration of only the strongest attacker and
supporter, is an unintuitive principle. In general, our goal is to show that our framework
enables the definition and study of convergence/divergenceproperties for a wide variety
of semantics that cover different intuitions. Hence we do not want to exclude top, if it
is supported by some intuitions. Indeed, [3] argue that there are different intuitions
about whether the cardinality of arguments or their quality should be given preference.
They suggest the top-based semantics as implementation of the quality preferences. [5]
argue:
“If a Fields medal[ist] says P , whilst three students say ¬P , we probably
believe P . [...] this principle is similar to the Pessimistic rule in decision
under uncertainty [Dubois and Prade, 1995].”
This is applied by Wikipedia, where expert arguments are regularly given precedence
over a multitude of arguments by less informed contributors.
Still, some of the literature seems to favour sum over other aggregation functions.
Our divergence results show that there is no sum-based semantics that converges for all
graphs. The best compromise seems then to be the use of (sigmoid) direct aggregation
semantics, while choosing the parameter δ large enough such it will be greater than the
indegrees of the considered argumentation graphs.
A possible direction of future research is to equip attack and support relations with
weights, e.g. in the interval [−1, 1]. Our matrix-based approach greatly eases working
out such an approach. Indeed, due to the use of a matrix norm, many of our theorems
already generalise to this case. See [21, 19, 26] for work in this direction, but in a dif-
ferent context: only attacks and supports are equipped with weights, not the arguments
themselves.
Also the study of characteristics leaves some open questions. For example, is it
possible to generalise counting in a way that one does not consider exactly the same
set of attackers, but a set of comparable attackers?
Moreover, [29] provides a continuous version of the limit formula (6) in Thm. 7.
An important open question is convergence for the continuous case, but general con-
vergence results seem much harder to obtain here.
Also, we would like to use our framework to define a semantics for the Argument
Interchange Format (AIF, [31]) that is simpler and more direct than the one given in
the literature [11].
Finally, large argumentation graphs will benefit from a modular design; e.g. in [10]
they are often divided into subgraphs, e.g. by drawing boxes around some groups of ar-
guments. The characteristics of our semantics suggest that modularity can be obtained
by substituting suitable subgraphs with discrete graphs whose arguments are initially
weighted with their degrees in the original graph.
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A Proofs
Theorem 2 All essential axioms are independent of each other.
Proof: It suffices to prove independence for the aggregation and influence axioms
separately, since these sets of axioms are orthogonal.
We prove independence of the influence axioms by giving, for each axiom, an im-
plementation based on D = [−1, 1] that falsifies the axiom while satisfying all the
others. For reinforcement-ι, use ι(s, w) = w. For initial monotonicity, use ι(s, w) =
w(s+ 1). For stability-ι, use ι(s, w) = s+ w + 1. For continuity-ι, use
ι(s, w) =


w s = 0
s+ w − 1 s < 0
s+ w + 1 s > 0
We now come to the axioms for α, using the same method.
Anonymity-2: use α(g, d) = gd ·
{
1 k = 0
0 otherwise
, where
k =
∑
i=1,...,n,gi<0,di<0
di · |{j ∈ {1 . . . i} | gj < 0, dj < 0}|.
Independence: use α(g, d) = gd
n
.
Reinforcement-α: use α(g, d) = g · abs(d), where abs is taken entrywise.
Parent monotonicity-α: use α(g, d) = gd · |k| where
k =
∑
i=1,...,n,di 6=0
gi.
Stability-α: use α(g, d) = gd+ k where
k =
∑
i=1,...,n,di<0
di.
Continuity-α: use α(g, d) =
{
gd− 1 gd < 0 ∧ ∃i ∈ {1 . . . n}.di < 0
gd otherwise
.
Neutrality: use α(g, d) = gd′ where d′i = di + 1.
Strengthening-α, weakening-α: use α(g, d) = 0. Note that this only proves the
disjunction of strengthening-α and weakening-α to be independent from the remaining
essential axioms. However, it is clear that the remaining essential axioms do not entail
the symmetry conditions that are needed to prove strengthening-α from weakening-α
or vice versa. Such symmetry conditions would be symmetry together with duality-α
from [29].

Theorem 3 Reinforcement-ι entails parent monotonicity-ι. Stability entails soundness.
Reinforcement-ι and stability together entail strengthening-ι andweakening-ι.Reinforcement-
α entails directionality.
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Proof: Mostly straightforward. For directionality, note that d1 ≡g d2 implies d1 ≤g d2
and d2 ≤g d1. 
Theorem 4 Any well-behaved modular acceptability semantics S (i.e., a semantics
that satisfies our structural and essential characteristics in Table 1 above) satisfies the
following characteristics defined in [4] (with 0 replaced by MinS and 1 by MaxS):
anonymity, bi-variate independence, bi-variate equivalence, bi-variate directionality
(under the assumption of convergence as in Def. 5), stability, neutrality, the parent
monotonicity part of bi-variate monotony non-strict bi-variate reinforcement, weaken-
ing, strengthening and resilience.
Proof: We need some notation from [4]. AttA(ai) is the set of all attackers of ai in
A, that is AttA(ai) = {aj| gij = −1}, and SupA(ai) is the set of all supporters of
ai in A, that is SupA(ai) = {aj| gij = 1}. Moreover, sAttA(ai) is the the set of
significant attackers of ai, i.e. attackers a with Deg
S
A
(a) 6= 0. Likewise, sSupA(ai) is
the the set of significant supporters of ai.
Anonymity is stated in [4] as follows: for any two WASA A = 〈A, G, w〉 and A′ =
〈A′, G′, w′〉 and for any isomorphism f from A to A′, the following property holds:
for any a in A, DegS
A
(a) = DegS
A′
(f(a)). This follows from our anonymity-2 with
Lemma 1, since any graph isomorphism induces a permutation matrix transforming
the incidence matrix of the source graph into that of the target graph.
Bi-variate independence is stated in [4] as follows: for any twoWASAA = 〈A, G, w〉
and A′ = 〈A′, G′, w′〉 such that A and A′ do not share a component, the following
property holds: for any a in A, DegS
A
(a) = DegS
A⊕A′ (a). This property easily follows
from
G =
(
G1 0
0 G2
)
∧ w = (w1w2 )→ Deg
S
〈G,w〉 =
(
Deg
S
〈G1,w1〉
Deg
S
〈G2,w2〉
)
which in turn follows from repeated application of our independence, using equa-
tion (4).
Bi-variate equivalence is stated in [4] as follows: for any weighted argumentation
graph A = 〈A, G, w〉 and for any a, b in A, if
• w(a) = w(b),
• there exists a bijective function f from AttA(a) to AttA(b) such that ∀x ∈
AttA(a), Deg
S
A
(x) = DegS
A
(f(x)),
• there exists a bijective function g from SupA(a) to SupA(b) such that ∀x ∈
SupA(a), Deg
S
A
(x) = DegS
A
(g(x)),
then DegS
A
(a) = DegS
A
(b). This follows using Thm. 1, noting that equation (3) turns
equation (4) into equation (1) and anonymity-2 into equation (2).
Bi-variate directionality is stated in [4] as follows: for any twoWASAA = 〈A, G, w〉
and A′ = 〈A′, G′, w′〉 such that A = A′, w = w′12, G′ is obtained from G by
adding an attack or support from a to b, and there is no path from b to x, we have
DegS
A
(x) = DegS
A′
(x). To prove this, we need to assume that the limit in equation (6)
converges. Assume thatG′ is obtained fromG by adding a new edge from a to b (either
12Actually this condition is missing in [4].
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support or attack), and there is no path from b to x. Let C be the set of ancestors of x,
hence b 6∈ C. Then by induction over i, we can prove that (f i(G,w))c = (f
i
(G′,w))c for
all c ∈ C. The induction base follows from w = w′. Concerning the inductive step, let
c ∈ C by arbitrary. From the inductive hypothesis, we get f i(G,w) ≡Gc f
i
(G,w′) because
b 6∈ C. By applying our directionality, we obtain α(Gc, f i(G,w)) = α(Gc, f
i
(G,w′)).
Then (f i+1(G,w))c = ι(α(Gc, f
i
(G,w)), wc) = ι(α(Gc, f
i
(G,w′)), wc) = (f
i+1
(G′,w))c. Hence
(f i(G,w))c = (f
i
(G′,w))c for all c ∈ C. By Thm. 7, Deg
S
A
(c) = DegS
A′
(c) for all c ∈ C,
in particular for c = x.
Stability is stated in [4] as follows: for any WASA A = 〈A, G, w〉, for any argument
a in A, if AttA(a) = SupA(a) = ∅, then Deg
S
A
(a) = w(a). But if the set of attackers
and supporters of an argument a is empty, the corresponding row inG is 0. By our two
stability axioms, DegS
A
(a) = ι(α(0,DegS
A
), wa) = ι(0, wa) = wa.
Neutrality is stated in [4] as follows: for anyWASA A = 〈A, G, w〉, for all a, b ∈ A,
if w(a) = w(b), AttA(a) ⊆ AttA(b) SupA(a) ⊆ SupA(b), AttA(b) ∪ SupA(b) =
AttA(a)∪SupA(a)∪{x} and Deg
S
A
(x) = 0, then DegS
A
(a) = DegS
A
(b). This follows
directly from our neutrality. The argument with number k is the additional argument x
with neutral initial weight 0.
The parent monotonicity part13 of bi-variate monotony in [4] can be stated as fol-
lows: for any WASA A = 〈A, G, w〉 and any arguments a b, if w(a) = w(b) ≥ 014,
AttA(a) ⊆ AttA(b) and SupA(b) ⊆ SupA(a), then Deg
S
A
(b) ≤ DegS
A
(a). In or-
der to show this, assume that the supporters of b are included in those of a and the
attackers of a included in those of b. In our matrix notation, this means that Gb ≤ Ga.
Moreover, assume that wa = wb ≥ 0. Let D = DegSA. By our parent monotonicity-
α, α(Gb, D) ≤ α(Ga, D). By our parent monotonicity-ι, Db = ι(α(Gb, D), wb) =
ι(α(Gb, D), wa) ≤ ι(α(Ga, D), wa) = Da.
Non-strict bi-variate reinforcement is stated in [4] as follows: for any WASA A =
〈A, G, w〉, C,C′ ⊆ A, arguments a, b ∈ A and x, x′, y, y′ ∈ A \ (C ∪ C′) such that:
1. w(a) = w(b)15
2. DegS
A
(x) ≤ DegS
A
(y),
3. DegS
A
(x′) ≥ DegS
A
(y′),
4. AttA(a) = C ∪ {x}
5. AttA(b) = C ∪ {y}
6. SupA(a) = C
′ ∪ {x′}
7. SupA(b) = C
′ ∪ {y′}
we have DegS
A
(a) ≥ DegS
A
(b). Assume the above conditions. Let P be the permu-
tation matrix that exchanges x with y, and x′ with y′. Then conditions 2 and 3 mean
that D ≥Ga PD, where D = Deg
S
A
. Conditions 4–7 mean that Ga = GbP
−1. By
13Note that we consider the counting part separately, because it is optional.
14Note that we do not need the stronger condition w(a) > 0 from [4] here.
15The condition w(a) > 0 from [4] is not needed for the non-strict version.
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our reinforcement-α, α(Ga, D) ≥ α(Ga, PD). But α(Ga, PD) = α(GbP−1, PD) =
α(Gb, D) by anonymity-2. Using reinforcement-ι, we then getDa = ι(α(Ga, D), w(a)) =
ι(α(Ga, D), w(b)) ≥ ι(α(Gb, D), w(b)) = Db.
Note that top violates strict bi-variate reinforcement; therefore we do not impose
an axiom that would entail it.
Resilience is stated in [4] as follows: if MinS < w(a) < MaxS, then MinS <
DegS
A
(a) < MaxS. This easily follows from our resilience.
Weakening is stated in [4] as follows: for any WASA A = 〈A, G, w〉, for all a ∈ A,
if w(a) > MinS and there exists an injective function f from SupA(a) to AttA(a)
such that:
• for all x ∈ SupA(a), Deg
S
A
(x) ≤ DegS
A
(f(x)), and
• either sAttA(a) \ {f(x) | x ∈ SupA(a)} 6= ∅ or there is some x ∈ SupA(a)
such that DegS
A
(x) < DegS
A
(f(x)),
then DegS
A
(a) < w(a). Under the above assumptions, we can extend f to bijec-
tion on all arguments. Let P be the corresponding permutation matrix. The condition
that f maps SupA(a) into AttA(a) means attacks(Ga, D) ≤ supports(PGa, PD),
where D = DegS
A
. The first assumption above means that attacks(Ga, D) ◦ D ≤
supports(PGa, PD) ◦ PD. The second assumption means that either the first or the
second above inequality is strict.With ourweakening-α, we now can infer thatα(Ga,Deg
S
〈G,w〉) <
0. With ourweakening-ι, we get that ι(α(Ga,Deg
S
〈G,w〉), w(a)) ≺ w(a). Sincew(a) >
MinS, even ι(α(Ga,Deg
S
〈G,w〉), w(a)) < w(a). Hence by equation (4), Deg
S
A
(a) <
w(a).
Strengthening is dual to weakening.

Theorem 5 If reward is restricted to graphs with support relations only, card is re-
stricted to graphs with attack relations only, and both are restricted to the domain [0, 1],
then the different implementations of α satisfy all structural and essential characteris-
tics as shown in Table. 3.
Proof: Anonymity-2: For sum, we have α(gP−1, Pd) = gP−1Pd = gd = α(g, d).
The other semantics use matrix multiplication in a more complicated way, but it is clear
that this remains isomorphism-invariant.
Independence follows since matrix multiplication ignores zeros.
Reinforcement-α: If ∀i = 1 . . . n.gid1i ≤ gid
2
i , then also gd
1 =
∑
i=1...n gid
1
i ≤∑
i=1...n gid
2
i = gd
2. This easily carries over to the other aggregation functions.
Parent monotonicity-α: sum, sum-pos and top: this is an easy property of the scalar
product. For card, this means s1 ≤ s2 and n1 ≤ n2. Now the formulas for these two
aggregations are monotonic in both arguments, if one takes into account that n = 0
implies si = 0. Moreover, if the graph contains attacks only, then also |n1| ≥ |n2|,
hence 1|n1| ≤
1
|n2|
and thus αcard(g1, d) ≤ αcard(g2, d). Concerning reward, parent
monotonicity has been proved already in [5] (under the name of monotony).
Stability-α: for sum and top, we have 0d = 0. For reward and card, g = 0 implies
n = s = 0, hence the result is 0.
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Continuity-α: matrix-vector multiplication is continuous in the vector. Moreover,
the formulas for reward and card are continuous in s.
Neutrality: The only possible difference of G andG′ is in row k. Since dk = 0, we
obtainGd = G′d. For reward and card, we additionally need to use that only founded
attackers and supporters count.
Directionality: Since d and d′ can only differ for indices where g is 0, we get that
gd = gd′. For reward and card, this means n = n′ and s = s′.
Strengthening-α: The assumptions mean that all negative entries in g have corre-
sponding positive entries in g with a larger or equal value (for the same index) in d.
Thus, in the sum of the scalar product, the positive entries in g can counterbalance the
negative entries. Since also d ≥ 0, we get gd ≥ 0. This leads to a positive result also
for reward and card. For top, the counterbalancing needs to consider only the strongest
attack and support.
Weakening-α: dual to Strengthening-α.
Franklin: it is clear that matrix multiplication leads to attacks and supports cancel-
ing out each other.
Counting: it is clear that matrix multiplication leads to additional support (attack)
increasing (decreasing) the acceptability more.
The proofs for the sigmoid semantics are similar. Here, we need to use that σ−1(0) =
0. 
Theorem 6 All implementations of ι shown in Table 3 satisfy all the structural and es-
sential characteristics for ι shown in Table 1, if the listed conditions on s are respected.
Proof: Reinforcement-ι is easy to see in most cases. For Euler-based, it follows from
the double anti-monotonic position of s.
Initial monotonicity also is easy to see in most cases. Rewrite the multilinear ι(s, w)
to s+ (1 − s)w.
Stability-ι is also easy.
Continuity follows since only continuous functions are combined, and noting that
for combined fractional, both formulas agree on 0.
For those semantics where it holds, compactness is clear. Likewise, resilience,
stickiness-min and stickiness-max are easy to see. 
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