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The optical spectrum of various gas-phase diatomic molecules containing transition
and actinide metals were collected and studied using the resonant two-photon ionization
spectroscopic method. The molecules of interest reported here are uranium nitride (UN),
chromium tungsten (CrW), and six iron- and nickel-containing molecules: FeX and NiX (X
= C, S, Se).
The optical transitions of UN were investigated from 19 200 to 23 900 cm−1, resulting
in a very large number of bands being observed. The rotational structure of seven of these
bands were collected and analyzed, all originating from the same ground electronic state.
It was determined that the ground state of UN has Ω = 3.5, with a bond length, r0, of
1.7650(12) A˚. Additionally, comparisons were made to isovalent species.
The vibronically resolved spectrum of CrW was recorded over the region 21 100 to 23
400 cm−1, which also exhibited a very large number of bands. Seventeen of these bands
were rotationally resolved and analyzed, all found to originate from the ground 1Σ+ state
of the molecule and terminating on states with Ω′ = 0. Across the isotopologues studied,
the average bond length of the ground state was determined to be 1.8814(4) A˚. In addition
to this information, the bond dissociation energy, D0, of CrW was observed to be 2.867(1)
eV and a multiple bonding radius was able to be calculated to be 1.037 A˚.
The bond dissociation energies of FeC, NiC, FeS, NiS, FeSe, and NiSe have been mea-
sured by the observation of a predissociation threshold in the optical spectra of these species.
From the observed thresholds, dissociation energies have been measured as D0(FeC) =
3.961(19), D0(NiC) = 4.167(3), D0(FeS) = 3.240(3), D0(NiS) = 3.651(3), D0(FeSe) =
2.739(3), and D0(NiSe) = 3.218(3) eV. Through the use of thermochemical cycles, these
values have been combined with other well-known quantities to improve the accuracy of
other quantities. The periodic trends noted are discussed in terms of a molecular orbital
diagram for these species. Finally, these results have also been used to calculate 0 K
enthalpies of formation of the MX molecules.
For my mother, who always encourages me to keep pushing myself to greater heights.
“Learn from yesterday, live for today, hope for tomorrow. The important
thing is not to stop questioning.”
– Albert Einstein
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1.1 A Historical Perspective of Spectroscopy
At its very core, spectroscopy can simply be defined as the interaction of matter with
light. A molecule’s spectrum is as unique a human’s fingerprint. While a lot is now known
about spectroscopy, to fully understand the importance it plays in the scientific community,
one must look back to the history of how spectroscopy and quantum theory came to be.
The first spectrum ever observed, and is still today probably the most commonly
observed, was when Isaac Newton procured a “Triangular glass-Prisme, to try therewith
the celebrated Phenomena of Colours” in 1666. That is, he saw the dispersion of the sun’s
wavelengths through a simple glass prism.1 While there was a lot for Newton to study
here in terms of refraction of differing wavelengths, there were subtle details that he did
not see. In fact, it was not until William Hyde Wollaston repeated Newton’s experiment
in 1802 that these details came to light. By allowing the sunlight to pass through a slit
while holding the prism close to his eye, Wollaston was able to observe dark lines within the
rainbow of colors.2 Slightly more than a decade later, Joseph von Fraunhofer independently
observed the lines seen by Wollaston, as well as nearly 600 more. He concluded that the
sun was responsible for these dark lines, rather than borders between colors or a result of
light diffracting through the slit, but he did not know exactly what caused them.3 This
continued on like this for decades. Scientists would observe these dark lines that they knew
were characteristic of specific atoms, but no one could explain exactly how or why they saw
what they saw.
During the winter of 1859-1860, Gustav Kirchhoff theorized the concept of blackbody
radiation in an attempt to explain this unknown interaction between light and matter.4 In
short, the blackbody radiation model describes the ability for objects to emit radiation as
a function of temperature (i.e., increasing the temperature of the body causes an increase
in frequency of radiation it emits). The blackbody refers to a body that both absorbs
and emits all frequencies. There was a problem with this theory, however, as it cannot
2accurately describe, using what physics was known at the time, what happens at short
wavelengths. This failure in the model is what is now known as the ultraviolet catastrophe.5
It was not until the turn of the twentieth century that this idea of blackbody radiation
was able to be better understood when Max Planck proposed the idea that energy exists in
discrete “packets” of energy; what he called “light quanta”.5,6 Combining this crucial detail
with what was previously known in statistical thermodynamics, Planck was able to derive
the relationship between radiant energy density, frequency of radiation, and temperature,
introducing what is now one of the most crucial constants in physics, the Planck constant,
h (6.626×10−34 J·s).5
Up to this point, light had always been thought of as having wave-like properties only.
It was not until Heinrich Hertz in 1887,7 which was further investigated and explained
using Planck’s theory of energy packets by Albert Einstein in 1905,8 stumbled upon the
photoelectric effect that this classical view of light would be forever changed. Here, Hertz
discovered that by exposing a metallic surface to ultraviolet radiation, the surface would
eject electrons. The classical approach to light being a wave would explain this phenomenon
by saying the electrons would oscillate with the incident radiation and as the intensity of the
light increases, the amplitude of its wave increases, causing the electron to oscillate more.
Eventually, with enough intensity, the electron would break free. This is not what Hertz
observed, however. He found that the ability for electrons to eject from the surface was
directly correlated to the frequency, or energy per photon, of the light and not the intensity.
This observation came as a consequence to there being a threshold frequency over which
the electron would be ejected. Unless the radiation is above this threshold, the metallic
surface would not eject any electrons. Furthermore, any energy greater than the threshold
would be imparted into the ejected electron as kinetic energy.5 All of this set in motion a
new way of thinking. That is, light can no longer be thought of in the classical sense of
being purely wave-like.
Within thirty years from this point, the scientific community effectively formed, in its
entirety, Quantum Theory, as we know it today. In 1913, Niels Bohr published his work
explaining that the electrons in a hydrogen atom are able to absorb and emit as quantized
transitions.9 Roughly ten years later, in 1925, Louis de Broglie added to Bohr’s work by
stating that the quantum orbits of the electron in hydrogen must allow for an integral
number of what he called “pilot waves”.10 The work by de Broglie was shortly followed up
on by two independent parties, Erwin Schrdinger and Werner Heisenberg, who both derived,
using entirely different means, the wave mechanics governing all atomic phenomena.11,12
3Shortly after this simultaneous development, Paul Dirac was able to combine this Theory
of Quanta with Einstein’s Special Relativity, resulting in his famous “relativistic wave
equation” that provides an accurate description of electrons approaching the speed of light
as they orbit the nucleus in an atom. At this point, the world of quantum theory, as we
know it today, has essentially been developed, accurately describing matter not only on the
molecular and atomic scale, but on the subatomic scale.6
Now that the development of the understanding of quantized energy levels has been
presented, it is important to discuss how one goes about probing these states. Often, lasers
are used in spectroscopy to interrogate atoms and molecules due to their intense, narrow
linewidth. When lasers were first introduced in the mid-to-late twentieth century, they
were fixed frequency, which really made for difficult work for spectroscopists. Once tunable
lasers were developed, the spectroscopy field was able to expand vastly. Depending on
the resolution of the laser, one can gain understanding of electronic structure of atoms
and molecules by probing electronic states. Vibrational frequencies are often used for
identification purposes by probing vibrational energy levels. By investigating rotational
states, geometric molecular properties, such as bond lengths and angles, can be extracted. In
the Morse group, we look at combinations of all three of these, depending on the resolution
of laser we use, often determining bond lengths and electronic structure of traditionally
transition metal or actinide containing molecules. While our results do not often have
direct impact on applied research, it is still crucial to obtain fundamental understanding of
some of these systems in order to fully grasp the “big picture”.
1.2 Overview of Dissertation
Following this introductory chapter, five additional chapters can be found. Chapter
2 goes into great detail on how the resonant two-photon ionization spectroscopy experi-
ments are performed in the Michael Morse group at the University of Utah, with some
details pertaining specifically to the studies covered in this dissertation. In general, this
experimental methods chapter is not intended to provide the specific details (e.g., carrier
gas backing pressures and concentrations, reaction channel dimensions, and wavelengths
scanned) needed to reproduce each individual study, but instead discusses how the instru-
ment itself is constructed and used. The specific experimental details of each study are
outlined in the chapters that follow.
Chapters 3 and 4 contain the results from the resonant two-photon ionization spectro-
scopic studies of the gas-phase diatomic molecules uranium nitride (UN) and chromium
4tungsten (CrW), respectively. Within these chapters, a subset of both vibronically and
rotationally resolved spectra of the species of interest are presented. From these spec-
tra, fundamental information of the molecules are determined, such as bond lengths and
bonding characteristics. In the CrW study, the bond dissociation energy was able to also
be measured. Chapter 5 goes in a different direction for the Morse group. Instead of
looking at rotationally resolved spectra of electronic transitions in molecules, attention
was instead directed toward measuring the bond dissociation energies, D0, of various iron-
and nickel-containing molecules. In this study, the bond dissociation energies that were
measured were of iron carbide (FeC), iron sulfide (FeS), iron selenide (FeSe), nickel carbide
(NiC), nickel sulfide (NiS), and nickel selenide (NiSe).
Chapter 6 concludes the work performed and considers further studies that could be done
to supplement the information determined in these studies. Some of the molecules discussed
here have been started by the author, but due to various reasons were not completed.
The appendices at the end of this dissertation include a complete list of spectra collected,
along with tabulated line positions and fitted parameters of each of the molecules studied,
where appropriate. For the CrW study, the results of numerical Hartree-Fock calculations
are also included in its appendix.
1.3 References
[1] Newton, I. Phil. Trans. Roy. Soc. 1672, 80, 3075–3087.
[2] Wollaston, W. H. Phil. Trans. Roy. Soc. 1802, 92, 365–380.
[3] Pearson, T. H.; Ihde, A. J. J. Chem. Educ. 1951, 28, 267.
[4] Kuhn, T. S. Black-body Theory and the Quantum Discontinuity, 1894-1912 ; New York:
Oxford University Press, 1978.
[5] McQuarrie, D. A. Physical Chemistry: A Molecular Approach; Sausalito, California:
University Science Books, 1997.
[6] Gamow, G. Thirty Years That Shook Physics: The Story of Quantum Theory ; Dover:
New York, 1985.
[7] Hertz, H. Annalen der Physik 1887, 267, 983–1000.
[8] Einstein, A. Annalen der Physik 1905, 322, 132–148.
[9] Bohr, N. Phil. Mag. 1913, 26, 1–25.
[10] de Broglie, L. J. Phys. Radium 1927, 8, 225–241.
[11] Schro¨dinger, E. Phys. Rev. 1926, 28, 1049–1070.




While spectroscopy can mean many things to many different fields, it is most simply
described as how light and matter interact. In the Morse group, we use light to probe
electronic energy states, or eigenstates, of neutral molecules in the gas phase. By probing
these eigenstates, highly precise molecular constants may be extracted. Ground and excited
state rotational constants, often leading to bond lengths in both states, and harmonic
and anharmonic vibrational constants are among the fundamental constants that may be
determined by our spectroscopic studies. Over the last few decades, the group has studied
many types of molecules, mostly containing transition metals. These molecules include,
but are not limited to, metal dimers,1–5 metal carbides,6–11 metal silicides,12–15 metal
nitrides,16,17 metal halides,18,19 metal acetylides,20,21 and metal carbonyls.22 For these
studies, the Morse group has utilized several spectroscopic methods including resonant-two
photon ionization (R2PI) spectroscopy, laser induced fluorescence (LIF) spectroscopy,23
and infrared (IR) diode laser spectroscopy.24 In the R2PI studies, the probed molecules
themselves are detected following ionization. For the LIF studies, photons are captured
after they fluoresce from the molecules upon excitation. Finally, in the IR studies, the
absorption is measured directly by monitoring the intensity of the light as it passes through
a sample. This chapter will discuss in detail all aspects of the R2PI spectroscopic technique:
the technique used in all of the work presented in this dissertation. For more information
regarding the specifics of the other two spectroscopy methods used in the Morse group,
please see the references associated with each of them above.
2.2 Vacuum Chamber
As mentioned in the Introduction to this chapter, the resonant two-photon ionization
spectroscopic method involves the detection of ions. These ions are formed by sequential
absorption of two photons within the extraction region of a time-of-flight spectrometer.
6Because of this, it is necessary to perform these studies within a vacuum chamber. The
instrument used for the R2PI studies presented in this dissertation is illustrated in Figure
2.1. The molecules are created within the right portion of the instrument, the Source
Chamber, and are probed in the left portion, the Analytical Chamber.
2.2.1 Source Chamber
The Source Chamber, on the right in Figure 2.1, houses the sample holder assembly.
This is where the molecules of interest are formed. The inside of the chamber measures 66.0
cm long, 35.6 cm high, and 40.6 cm wide, yielding a volume of approximately 95.4 L. This
volume does not take into account the space taken up by the light collection optics that are
used in LIF studies which are suspended from the top of the chamber. Doing so gives a total
volume of approximately 94.3 L. This volume is evacuated down to approximately 2×10−6
torr using a 10-in. vapor diffusion pump (Varian VHS-10), backed by a large rotary vane
dual stage mechanical pump (Edwards E2M-175). The mechanical pump is also used to
rough out the chamber to approximately 30 mtorr through a manual Speedivalve, connecting
it directly to the chamber while bypassing the diffusion pump. Once it achieves this pressure,
a 10-in. electropneumatic gate valve interfacing the chamber to the diffusion pump is
opened, the diffusion pump is turned on, and another electropneumatic valve interfacing
the foreline of the diffusion pump to the input of the mechanical pump is opened. Finally,
the Speedivalve is closed, allowing the mechanical pump to evacuate the foreline of the
diffusion pump directly.
The process outlined above is performed daily, as the vacuum pumps on the Source
Chamber are shut down nightly. Starting with the cold diffusion pump and the chamber
still under partial vacuum from the previous day, it only takes approximately twenty to
thirty minutes for the chamber to reach pressures around 10−6 torr. If the chamber is
opened to atmosphere, it takes anywhere from one to two hours to reach these pressures,
depending on the length of time the chamber is open and how long the diffusion pump has
been allowed to cool.
While this setup allows for the chamber to reach pressures in the low 10−6 torr region, or
lower if left pumping long enough, the experiment requires gas to be injected into the system,
which increases the pressure by a couple orders of magnitude within the chamber. While
the exact operating pressure varies between experiments, the chamber typically operates
somewhere between 5×10−5 and 2×10−4 torr, prior to correction of the ion gauge for its
low sensitivity to helium, the primary species that is injected into the vacuum chamber.

















Figure 2.1: Vacuum chamber used in R2PI studies. The Source Chamber is on the right
while the Analytical Chamber is on the left. The Source Chamber also houses optics that
can be used for Laser Induced Fluorescence studies.
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2.2.2 Analytical Chamber
The left portion of the instrument shown in Figure 2.1 is the Analytical Chamber.
This is where the molecules are interrogated with laser radiation. This chamber has two
parts: the lower part where the molecules enter and are exposed to laser radiation, and
the flight tube where any ions formed by the interaction with the lasers are accelerated
through to reach the detector located at the top. The lower portion of the chamber is
cubic shaped, measuring 25.4 cm in each dimension, enclosing a volume of approximately
16.4 L. The flight tube has an inner diameter of 12.7 cm and rises to a height of 125.7 cm,
giving a volume of approximately 15.9 L. Together, the Analytical Chamber encompasses a
volume of approximately 32.3 L. This chamber is pumped by a 6-in. diffusion pump (Varian
VHS-6) that is backed by a small rotary vane dual state mechanical pump (Alcatel 2015
SD), achieving a pressure around 5×10−7 torr. If this chamber is opened to atmosphere,
it is pumped down in a similar manner as the Source Chamber, with one major difference.
Here, the mechanical pump only backs the VHS-6, meaning that it is not plumbed into the
chamber directly. Therefore, the volume must be roughed out using the mechanical pump
attached to the Source Chamber, with the gate valve between the chambers left open. While
the chamber is roughing out, the mechanical pump on the Analytical Chamber is started
and the electropneumatic foreline valve is opened allowing for the diffusion pump to be
roughed out, as well. Once the chamber and the pump are both down to approximately
30 mtorr, the diffusion pump is turned on and the 6-in. manual gate valve between the
diffusion pump and the Analytical Chamber is opened. Starting with the chamber open to
atmosphere and a cold diffusion pump, it can take up to three or four hours for the chamber
to pump down to the 10−7 torr range. If the pump is still warm, as it is when the chamber
is opened momentarily for minor maintenance, it only takes approximately an hour or so
to reach the necessary pressure for running experiments.
In order to keep moisture from building up on the microchannel plate detector, which
can cause serious damage, this chamber is typically kept under vacuum, with the pumps
running, day and night. When the chamber needs to be opened for any maintenance
procedures, such as cleaning windows, the chamber is vented to atmosphere through the
instrument vent located on the Source Chamber.
92.3 Molecular Source
With the description of the design and operation of the vacuum chamber, as a whole,
complete, attention is now directed to the formation of molecules of interest. There are two
key details to discuss here: vaporization of a metal sample and supersonic expansion into
the vacuum chamber.
2.3.1 Pulsed Laser Vaporization of a Metal Sample
The experiments conducted by the Morse group via the R2PI spectroscopic technique are
performed on gas phase molecules. This allows individual molecules to be probed without
any interaction with neighboring species. The molecules of interest in the group cannot be
purchased. Instead, they are formed in situ via pulsed laser ablation.
The molecular source used to create the molecules of interest for this dissertation is
shown in Figure 2.2. This assembly is housed within the Source Chamber, mounted to
a flange that is attached to the chamber on the right wall, from the perspective shown in
Figure 2.1. The fundamental output of a pulsed Nd:YAG laser (1064 nm; Big Sky CFR-200,
10-20 mJ/pulse) is focused onto a metal sample, through the vaporization channel. There
is a viewing window on the backside of the chamber (not shown in the figure) where the
laser light enters the chamber and is aligned into the vaporization channel.
Typically, the metal samples used in the Morse group are either a pure sample of one
metal, or an alloy of two or three metals. In some cases, a specific metal dimer is desired, so
an alloy is purchased that contains both metals. Occasionally, the needed metal is brittle
in the bulk state. At times like these, the metal may be alloyed with another material in an
attempt to make the metal sample stronger and eliminate the possibility of it crumbling in
the hands of the user mounting it to the sample holder. When alloys are used, homogeneity
is extremely important. If the sample is not homogeneous, fluctuations can be seen in the
data, often making it uninterpretable. The same is true for samples that have an uneven
surface. Any pits or crevices on the surface of the sample can cause similar fluctuations in
the data. To avoid drilling any holes in the sample during the experiment, the sample is
mounted on a dual motor assembly (not shown in figure) that simultaneously rotates and
translates it so the surface is removed evenly upon ablation.
The motor assembly with the sample attached is mounted so that the sample is pressed
up against the vaporization block. It is necessary to keep the sample as flush to the surface
of the block as possible, and stay flush as the sample rotates and translates. If a gap forms
during its travel, it can cause the plasma that forms during the ablation process to leak





Figure 2.2: A cross-sectional schematic of the molecular source used in the R2PI studies.
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carrier gas. If the plasma leaks around the sample, this will drastically lower the molecular
signal. This can lead to the signal fluctuating wildly if the leakage comes and goes while the
sample travels. Upon starting the work supported by this dissertation, the metal samples
were mounted in a manner that held the sample rigidly perpendicular to the axis of the
rotational motor. While this in theory should not be a problem, it became evident that the
surface of the vaporization block that the sample butted up against was not parallel with
the sample. Additionally, due to the way the whole assembly was designed, the motor was
able to tilt in place at times, lifting one edge of the sample away from the block. While the
gaps that formed were minor, they were still large enough to cause plasma to leak out and
cause the signal to fluctuate. The only way around this problem was to modify the sample
holder assembly in some manner to keep the sample flush to the block even if the motor
tilts in place.
To avoid redesigning the whole assembly, a modification was made to the way the sample
was attached to the mount that is connected to the motor. The sample holder before
and after this modification is shown in Figure 2.3. Figure 2.3a shows how the sample was
mounted originally, as described above. Figure 2.3b shows the end result after modifications
were made. In both cases, the motor that is responsible for rotating the sample is rigidly
attached to the holder going off to the right. The goal here was to make it possible for
the sample to remain absolutely flush against the surface of the vaporization block during
any rocking motion the motor may experience. It was understood that a spring of some
sort was needed in order have a force pushing the sample up against the block. In the
redesigned sample mount, the metal sample is held against the vaporization block using
a spring, allowing it to “float”. To do this, four small holes were drilled into the original
sample holder mount 90◦ apart, at a radius of 0.05 inches from the center of the holder.
A new mounting surface was then machined to have four posts that match these holes to
allow the two pieces to mate. A groove was cut into this mounting surface to allow a wave
spring washer to be held outside the posts, successfully allowing the mounted sample to
float. The wave spring washer is represented in Figure 2.3b by the angled line at the top
and bottom of the image between the floating sample holder and the rigid mount.
2.3.2 Supersonic Expansion
When obtaining rotationally resolved spectra, it is important to cool all of the degrees of
freedom of the investigated molecules as much as possible. Molecules that are not sufficiently
cooled have numerous vibrational and rotational levels populated, which can lead to a highly
congested spectrum. This spectral congestion is made even worse when the molecule at hand
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Figure 2.3: Floating sample holder modification. A comparison of the sample holder used
in the R2PI studies discussed in this dissertation both before, a), and after, b), modifications
were made.
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has a large density of excited electronic states. Additionally, when a large number of states
is populated, the number of molecules in each state is reduced. This reduces the signal in
each transition present, as there are fewer molecules to be found in the originating energy
level than there would be if the molecule were cooled more. In these experiments, the
molecules are cooled via supersonic expansion down to temperatures on the scale of tens of
kelvin.
The packet of ablated material that the carrier gas pulse picks up primarily consists
of metal atoms, metal cations, and electrons, and has an estimated temperature around
104 to 105 K.25,26 A large portion of this energy is removed via collisions with the room
temperature carrier gas (helium in all experiments discussed in this dissertation) within
the 1.9 cm long reaction channel, prior to expansion into the vacuum chamber. In some
experiments, extensions to the reaction channel were attached to improve formation of the
molecules of interest. In this channel, reactions readily occur between metal atoms, seeded
reactive gas molecules within the carrier gas, and the cations and electrons present, forming
a wide variety of species. The molecules formed have a large amount of energy that can
be in the form of vibrational energy. If too much of this energy is present, the molecule
can dissociate. This is a particular problem in the formation of metal dimers, which are
produced by collisions between atomic species. The helium atoms help mediate the bond
formation by absorbing some of this excess energy in a three-body collision between it
and the two reacting species. Using gas-kinetic collision theory, it is estimated that any
molecules formed at the point of ablation will experience approximately 107 collisions with
helium by the time it exits the block, expanding into the vacuum chamber. The number
of collisions the molecules experience is more than enough to thermalize them down to
approximately room temperature.
It can be difficult to produce the target molecules to be investigated. To make any
species that contains more than just metals, it is necessary to seed the carrier gas with a
viable reaction candidate to make the sought after species. For example, to create uranium
nitride, UN, the carrier gas contained a small percentage of ammonia, NH3. Other carrier
gases used in these studies were methane (CH4), hydrogen sulfide (H2S), and hydrogen
selenide (H2Se). The exact concentration of seed gas needed to produce the species at hand
varies from metal to metal, and often requires trial and error to even yield a small amount
of the target molecule. Besides adjusting the concentration of the seed gas, the pressure at
which the gas is introduced into the system can also vastly affect the products created.
Supersonic expansion of the molecules into the vacuum chamber provides additional
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cooling, generally to temperatures near 10 K. A supersonic expansion can be effectively
modeled as an adiabatic isentropic expansion, in which the random thermal energy of the
helium atoms is converted into directed flow with a small dispersion of velocities. To obtain
a supersonic expansion, the nozzle diameter, D, must be many times greater than the mean
free path of the carrier gas molecules in the source reservoir, λ0. The mean free path of a





where kB is the Boltzmann constant (1.3806488 × 10−23 J/K), T is temperature in kelvin,
d is the diameter of the gas molecules (or atoms), and P is the pressure of the gas in
Pascals.27 For a frame of reference, the mean free path of helium is approximately 100
nm at room temperature (300 K) and 1 atm, or approximately 101 kPa. With a nozzle
diameter of approximately 1 cm, or 107 nm, the ratio D/λ0 greatly exceeds what is required
for supersonic expansion. Depending on the experiment, the backing pressure of the gas
can run from approximately 10 to 250 psi, which equates to a range of approximately 1 to
15 atm, or approximately 100 to 1500 kPa.
With high backing pressures, one can neglect any effects of gas viscosity and heat transfer
that may occur during the gas flow through the nozzle and into the chamber. This flow
is able to be treated as an adiabatic, isentropic expansion. With this treatment, it can be
shown that the sum of the enthalpy and the kinetic energy due to mass flow is conserved




mu(x)2 = constant (2.2)
Here, H(x) represents the molar enthalpy of gas at position x downstream from the point of
expansion, u(x) is the average flow velocity of the gas at the same position x, and m is the
molar mass of the gas.28 During the time prior to expansion into vacuum, the molecules
produced by laser ablation are thought to be cooled to close to room temperature via
collisions with the helium carrier gas, which is in great excess. Thus, most molecules are in
their ground electronic and vibrational states. Upon expanding into the chamber, it is the
more closely spaced energy levels that get cooled more efficiently. In other words, during
the supersonic expansion process, the primary degree of freedom that is cooled, besides
translational motion, is that of rotational motion.
Ultimately, the maximum velocity at which the gas pulse expands into vacuum is
dependent upon the molar mass, m, of the molecule and the temperature, T0, at which
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Here, H(T0) is the molar enthalpy of the gas at the temperature within the source reser-
voir.28 For a gas that has a constant-pressure molar heat capacity, Cp, with no dependence
on temperature, dH = CpdT is a true statement. Therefore, H(T0) in Equation 2.3 can be






A gas that can be represented in this manner is referred to as a calorically perfect gas.
Going one step further in simplifying things, if the gas is assumed to be ideal (p = ρkT ),
which is a good approximation for light monatomic gases such as helium, relationships
between the initial conditions (p0, T0, ρ0) to the final conditions, postexpansion (p1, T1, ρ1)
can be made. The relationship between temperature and pressure is expressed in Equation

















Here, it can be readily seen that a large pressure drop in the expansion leads to a large
decrease in temperature. Using the assumption that the carrier gas is indeed ideal gives a
maximum velocity for room temperature helium during supersonic expansion of 1.77× 105
cm/s. In order for an object to be considered to be traveling at ‘supersonic’ speeds, it must
travel faster than the speed of sound in the medium in which the object travels. The speed
of sound, a, at a given temperature, T , through a medium composed of an ideal gas with






The process at which sound travels through a gas is another example of an adiabatic,
nearly isentropic process.28 As long as u(x), the velocity of the expanding gas at position x
from the point of expansion, is greater than a(x), the speed of sound at the same position
x, the gas is considered to be expanding supersonically into the vacuum chamber. In fluid
dynamics, the ratio between these two values is known as the Mach number of the traveling






During expansion, the velocity of the gas, u(x), increases due to the conversion of random
motion into directed flow as it passes through the nozzle and expansion orifices (never
exceeding umax). Simultaneously, since the temperature of the gas decreases tremendously,
so does the velocity of sound in the gas. Under these conditions, Mach numbers greater
than 20 are easily achieved experimentally.28
2.4 R2PI Spectroscopy in the Analytical Chamber
As mentioned, all interrogation of the molecules is conducted within the Analytical
Chamber of the instrument. Upon expanding into the Source Chamber, the pulse of gas
that contains all of the species formed throughout the ablation and expansion process is
sent into the Analytical Chamber through a 1.3 cm diameter conical skimmer. The purpose
of using the skimmer is two-fold. First, the small opening between the two chambers allows
for a larger pressure difference between them. While the gas is pulsing, the Source Chamber
operates at uncorrected pressures ranging from approximately 5 × 10−5 to 2 × 10−4 torr.
With the small aperture of the skimmer, the Analytical Chamber is able to maintain a
pressure around 5× 10−7 torr or lower while the nozzle is firing. The secondary purpose of
the skimmer is to roughly collimate the expanding gas to produce a molecular beam with
the major component of its velocity being along the axis of the instrument and minimal
components in the perpendicular directions. This small dispersion in molecular velocity
helps to obtain well-resolved mass peaks via time-of-flight mass spectrometry (discussed
below). An additional benefit of well-resolved mass peaks is an improvement in the signal-
to-noise ratio of the mass spectrum itself.
2.4.1 The Two-Photon Ionization Process
As with many types of spectroscopic studies, the goal of these R2PI experiments is to
investigate the energies at which the species of interest absorbs photons. The detection
method can vary depending on the nature of the spectroscopic study, however. The
utilization of a subsequent source of high energy photons to ionize the molecules after
excitation is the key to detection in the resonant two-photon ionization spectroscopic
method. Thus, two sources of laser radiation are required for these studies, as the name
implies.
While traveling down the axis of the instrument, the molecular beam meets the output of
a tunable dye laser (Continuum ND6000 or Quanta-Ray PDL-2) pumped by a Nd:YAG laser
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(Continuum Surelite II-10), counterpropagated along the molecular beam. Approximately
20 ns after exposing the molecular beam with the excitation laser’s radiation, the fifth
harmonic output of another Nd:YAG laser (212.8 nm, 5.83 eV; Quantel Brilliant B) is sent
into the chamber, intersecting the molecular and excitation laser beams at right angles,
within the Wiley-McLaren ion extraction region.29 When the energy of the excitation
photon coincides with the amount of energy required to promote a molecule to an excited
state, the molecule will be successfully excited and then ionized by the absorption of a 212.8
nm photon. Any ions produced in this way are then accelerated into the the time-of-flight
mass spectrometer. This ionization pathway is shown in Figure 2.4a. The excitation photon
is shown as hν1, the ionization photon as hν2. This scenario can also be referred to as a
two-color, two-photon ionization pathway.
While all of the studies presented in this dissertation used the ionization laser listed
above, some molecular systems may require an ionization photon of a different energy. The
goal in selecting an appropriate ionization wavelength for a given experiment is to use
photons that have sufficient energy to ionize the excited state, yet lack sufficient energy to
ionize the ground state. These two situations, depicted in Figure 2.4b and 2.4c, guarantee
failure to observe excitations. In Figure 2.4b, the ionization laser energy is too low. The
molecule may absorb the excitation photon, hν1, but the subsequent absorption of an
ionization photon, hν2, cannot ionize the molecule, leaving the excited molecule stranded
in the Wiley-McLaren extraction region, unable to be accelerated up toward the detector.
On the other hand, if the energy of the ionization laser is too high, all of the molecules of
interest can be ionized, whether they have absorbed an excitation photon or not. This is
depicted in Figure 2.4c. This results in an extremely high background signal that seldom
allows excitation events to be discerned. Striking a balance between these two scenarios
may seem difficult, but if the ionization energy of the molecule in question is known, or
can be calculated, selection of an ionization laser wavelength is straightforward. Ideally,
a tunable UV source would be perfect for these studies. Not only would it be easier to
achieve the pathway shown in Figure 2.4a, scanning hν2 while holding hν1 on resonance
would allow for the ionization energy of the molecule to be measured.
What is most beneficial for the ideal R2PI pathway is the ability to have zero background
signal unless the excitation photon is absorbed. Unfortunately, this is not the only pathway
that molecules can proceed to an ionized state. The pathway shown in Figure 2.4d is
the main contributor to a nonzero background signal. Here, we have a one-color, two-
photon ionization process where both photons come from the ionization laser output. The
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Figure 2.4: Comparison of possible ionization processes that can occur during an R2PI
study. Scenario (a) depicts an ideal situation, a two-color, two-photon ionization pathway.
Scenarios (b) and (c) demonstrate what happens when the ionization photon is either too
low or too high in energy, respectively. Lastly, Scenario (d) is an example of a one-color, two-
photon resonant ionization process, often responsible for any observed background signal.
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intermediate state that the molecule resides in after the first absorption can either be a
real electronic state or what is referred to as a “virtual state”. If the intermediate state is
indeed a real state with an energy level that is resonant with the ionization photons, as is
illustrated in Figure 2.4d, this can lead to a large background signal that is very similar
to the one-color, one-photon ionization process depicted in Figure 2.4c. This can be an
unfortunate outcome that is only remedied by choosing a different ionization wavelength.
If this one-color, two-photon ionization pathway proceeds through a virtual state, the
resulting background signal is greatly reduced. While this virtual state is not a molecular
eigenstate, it can be described as a linear combination of eigenstates that can be accessed
for a short time, even though the photon is not resonant with them. As such, this process
can allow for the observation of the molecule of interest by non-resonant absorption of two
ionization laser photons. As long as the enhancement is strong when an excitation photon
is absorbed through the ideal ionization pathway (Figure 2.4a), the weak background signal
produced by the one-color, two-photon non-resonant ionization pathway is acceptable.
An example mass spectrum is shown in Figure 2.5. Here, a small region of a mass
spectrum taken during the uranium nitride studies (see Chapter 3) is shown, from 235 amu
to 260 amu. Spectrum (b) shows the background signal produced by the ionization laser
alone. Here, all ions are produced by a nonresonant, two-photon ionization process. Atomic
uranium-238 and uranium oxide (238U16O) are present in large quantities. Also present is
a small amount of uranium nitride (238U14N), the molecule of interest in this study. Upon
radiating the molecular beam with the dye laser tuned to the resonant frequency of a
transition in UN, mass spectrum (a) was obtained. The large enhancement on the UN mass
demonstrates the ideal absorption pathway shown in Figure 2.4a while the background signal
seen in spectrum (b) is due to the non-resonant one-color, two-photon ionization pathway.
The large feature that appears at a slightly lighter mass than uranium oxide in spectrum (a)
appeared as a result of UO being ionized by the dye laser alone via a one-color, multiphoton
process. Because the mass spectrum is obtained via time-of-flight (see next section), this
feature appears at an apparently light mass, even though it is the same [238U16O]+ species.
This is because the dye laser is fired a short time before the ionization laser. So, a portion
of the UO molecules are ionized when the dye laser fires, getting sent up the flight tower,
followed in short order by another portion being ionized by the ionization laser. In this
example, the dye laser is resonant with transitions in both UN and UO, simultaneously.
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Figure 2.5: Comparison of mass spectra taken during the uranium nitride study. Spectrum
(a) represents the mass spectrum with the dye laser interacting with the molecular beam,
tuned to a frequency resonant with a transition in UN while (b) represents the same region
with the dye laser blocked from entering the chamber.
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2.4.2 Time-of-Flight Mass Spectrometer
As mentioned above, ionization of the molecules is the first step toward detection in the
R2PI technique. The mass spectrometric method employed in these studies is time-of-flight
mass spectrometry (TOF-MS). In TOF-MS, ions in the gas phase are accelerated by an
electric field into a drift region, allowing the ions to be separated by mass. In an ideal
situation, all species within a packet of ions are accelerated with the same amount of kinetic
energy toward the detector. Since all of the ions of differing masses are imparted with equal
kinetic energy, they assume different velocities as they travel away from the point of origin.





In practice, when the ions are formed, they take up space in the dimension perpendicular
to the electrode that generates the potential field used for acceleration. This causes ions to
feel a different electrostatic potential depending on their position relative to this electrode.
The ions that are born closer to the electrode feel a higher potential relative to the ions
born further away. The net effect is that as the packet of ions travels up the flight tube,
its volume becomes thinner in the vertical dimension, eventually passing through a planar
focus on its way toward the detector. Ideally, the detector should be placed at the distance
where the planar focus resides to have optimal resolution of the generated mass spectrum.
An alternative way to get around this is to utilize the electrode design of W. C. Wiley and
I. H. McLaren.29
2.4.2.1 Wiley-McLaren Ion Source
A schematic of the Wiley-McLaren ion source used in these studies is shown in Figure 2.6.
The Repeller electrode is supplied with a high, positively-biased potential. An adjustable
positive potential is applied to the Draw-Out Grid (D.O.G.), at a value that is typically
around 80% of the Repeller voltage. The electrodes encompassed by the Repeller and
D.O.G., forming the Extraction Region, are connected with resistors to allow for a constant
electric field within the Extraction Region. The electrodes of the Acceleration Region are
connected similarly. With this assembly, there are two different electric fields: that of the
Extraction Region, Ee, and that of the Acceleration Region, Ea. The location of spatial
focus, mentioned above, of the ionized species is dependent on the ratio of these two electric
fields, Ea/Ee.
29
In the schematic shown in Figure 2.6, the collimated molecular beam enters between
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Figure 2.6: Schematic of the Wiley-McLaren ion source region.
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the bottom two electrode plates. The molecules are interrogated within this region by the
excitation and ionization lasers and any cations formed in the process are accelerated away
from the Repeller, up the flight path toward the detector.
2.4.2.2 The Deflector
When the ions are accelerated, how completely their momentum vector is turned toward
the upward direction depends on their mass. The forward velocity of the beam is close to
the beam velocity of the helium carrier gas, approximately 1.77 × 105 cm/s, and is nearly
independent of the mass of the molecule. This component of velocity is unaffected by the
extraction/acceleration assembly. The upward velocity, however, is strongly dependent on
the ion mass, which is the basis of mass separation in the TOF-MS technique. Hence, after
acceleration, the velocity vector of a light ion will point nearly directly upward while that
of a heavier species will be pointed more toward the forward direction. To counteract the
forward component of velocity, an additional electrode has been installed in the ion source.
This electrode, the Deflector in Figure 2.6, only needs a small potential applied, usually less
than 100 V to get the job done. Of course, the magnitude of this applied potential depends
on the mass of the ion(s) of interest. For a given Deflector voltage, there is a corresponding
range of masses that make it to the detector.
There is a secondary purpose that the Deflector serves. Due to the nature of how the
vacuum chambers are pumped, there are always some ambient oil vapors present. When
these vapors diffuse into the extraction region of the ion source, they can be ionized by laser
radiation along with the species in the molecular beam. Since these oil molecules exhibit
random motion characterized by a room temperature Maxwell-Boltmann distribution, in-
stead of the directed velocity of the molecular beam, voltage applied to the Deflector will
cause the ionized oil molecules to be deflected into the wall of the flight tube. This effect is
very beneficial in reducing the oil background signal in these experiments.
2.4.2.3 Ion Detection
At the end of the ion flight path is a chevron configuration dual microchannel plate
detector. As the name implies, each microchannel plate is composed of rows of channels
that are approximately 10 µm in diameter, manufactured with a bias angle of approximately
10◦. When a high energy species strikes the wall of one of the channels, it causes a release
of multiple electrons from the wall. These electrons are then accelerated to the opposite
wall of the channel, causing more electrons to be released upon collision. This cascade of
electron amplification continues until the electrons reach the exit of the channel. A second
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microchannel plate is placed at the exit of the first in an arrangement that forms a chevron
shape between the channels of the two plates. This adds to the amplification by continuing
the cascade of electrons through the second channel. A net gain of 106 to 107 may be
achieved with this device.
The resulting cascade of electrons that exit the second microchannel plate is collected
on a gold plated anode that is conical in shape, generating a current that is sent through
a preamplifier and processed by a digitizer, converting the analogue signal into a digital
signal that can be read by the computer. The signal that is read varies as a function of
time, providing a mass spectrum. For all mass regions studied within the chapters of this
dissertation, the temporal resolution was sufficient to resolve masses that were 1 amu apart.
2.4.2.4 Calibration of the Mass Spectrum
Before the mass spectrum can be of any use, it must be converted from a function of
time to a function of mass. Using the definition of velocity as distance divided by time,





Here, t is the time required for an ion of mass m to travel the length of the flight path, D,
given that it has a kinetic energy, T . Although this derivation assumes a constant velocity,
and thus ignores the time spent accelerating the ion, more sophisticated treatments show
that the mass remains proportional to the time-of-flight squared, but D is replaced with
an effective flight path, D′. In practice, we calibrate our instrument using an expression
m = K(t− t0)2, where K and t0 are fitted parameters. The parameter t0 accounts for the
delay between when the ionization laser is triggered and the laser emission itself while K
includes the effective flight path, D. By ionizing a sample of known species (often a metal
that has a unique isotopic profile) as a reference, K and t0 are obtained as a least-squares
fit of a set of {ti, mi} data points.
2.4.2.5 Optimization of Mass Spectrum
Before any spectroscopic data can be collected, the molecule of interest must be opti-
mized within the mass spectrum. That is, various parameters must be adjusted to try to
create the largest, most stable signal in the mass spectrum for that species. Among the
items to be adjusted are the backing pressure of the carrier gas, the concentration of seeded
reactant gas, if present, and the fluence with which the vaporization laser ablates the metal
sample. When adjusting these fails to produce sufficient amounts of the molecule, other
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measures are required. These might include alterations of the length and diameter of the
expansion channel. Of the studies presented here, that of CrW was the only one to require
any modification to the expansion channel. The description of the channel used in the CrW
study can be found in Chapter 4.
Every day, before performing any spectroscopic scans, a “time of arrival” scan is per-
formed, to ensure that the probing lasers are interrogating the molecular beam at the most
opportune time. To do this, the source components (nozzle and vaporization laser) are
held fixed in time while the spectroscopy components (ionization laser and data collection
elements) are scanned in time. The mass spectrum is recorded at a series of specific delays
between the molecular production and detection steps. When the scan commences, there
are little to no features present in the spectrum. Then, as the scan proceeds, all of the
masses grow in intensity, reach a maximum, then fade away in the mass spectrum. The
maximum signal seen in the mass spectrum represents the optimum position in time to
probe the molecular beam. The timings of each of the components at this point are then
saved and used to carry out the optical spectroscopic scans.
2.4.3 Vibronically Resolved Optical Spectra
Using a lower resolution excitation, often a dye laser with a linewidth of approximately
0.06 - 0.10 cm−1, a vibrationally resolved survey scan may be recorded for the molecule
of interest. In these experiments, the excitation laser operates in the visible region, or
occasionally in the near infrared or ultraviolet regions, so all observed transitions occur
between electronic states. With this resolution, it is possible to observe transitions from the
vibrational eigenstates of the ground electronic state to those of the excited electronic state,
providing a so-called “vibronic” spectrum. This often allows the assignment of multiple
features in the spectrum to a vibrational progression. A vibrational progression is seen
when, for example, a transition from v” = 0 on the ground electronic state to the v’ = 0
level in the excited electronic state is accompanied by transitions from the same originating
state up to v’ = 1, 2, 3, and so on. These are often denoted with the format v’-v”. So,
one might see the 0-0 band, followed by the 1-0 band, at a somewhat higher energy, then
by the 2-0 band, and so on. An example schematic of a few possible vibronic transitions is
shown in Figure 2.7. Labels (a) through (d) in Figure 2.7 are used to indicate the 0-0, 1-0,
2-0, and 3-0 transitions, respectively.
If a progression is seen, the harmonic vibrational constant, ωe, and anharmonic vibra-

















Figure 2.7: Schematic of a few possible vibronic transitions in a molecule. All transitions
shown are originating from the ground vibrational level (v” = 0) within the ground electronic
state. Transitions (a) through (d) represent the 0-0, 1-0, 2-0, and 3-0 bands, respectively,





)− ωexe (v + 12)2 . (2.10)
As long as at least three members of a vibronic progression are found, both of these
vibrational constants can be determined. Any more than three progression members will
also allow for an estimation of the error in the calculation of the constants. If only the first
two transitions are seen, then the vibrational interval, denoted as ∆G1/2, is reported.
There are times when hot bands can be seen in the vibronic spectrum. Hot bands are
transitions that originate from a vibrationally hot molecule, that is, a molecule in an excited
vibrational level within the ground electronic state. Since these transitions originate from
a level that is slightly higher in energy, they are observed at a lower frequency than the
fundamental transitions and can also be present in a progression. An example of a hot
band progression would be labeled 0-1, 1-1, 2-1, and so on. An important requirement in
identifying a hot band progression is that each hot band is displaced to lower frequency from
its corresponding cold band by a fixed amount. Thus, the wavenumber difference between
a 0-0 band and a 0-1 band must match the 1-0 to 1-1 difference, which must match the
2-0 to 2-1 difference, and so on. These differences are all equal because they provide the
vibrational difference between the v′′ = 1 and v′′ = 0 levels of the ground state. Depending
on which hot bands are observed, vibrational constants for the group electronic state may
also be determined.
2.4.3.1 Data Collection
In order to record an optical spectrum, the various species of interest must be mon-
itored in the mass spectrum as the excitation laser is scanned. With time-of-flight mass
spectrometry employed as the detection method in the R2PI technique, the intensity of a
mass within the mass spectrum will increase when the frequency of the dye laser is resonant
with a transition of that species, as described in Section 2.4.1 and shown in Figure 2.5. The
data points that make up each mass peak of interest are stored separately and summed
with each shot of the dye laser, with typically thirty shots averaged to make a single data
point in the optical spectrum before moving to the next wavelength. With this technique,
multiple masses may be monitored at the same time, allowing their optical spectra to be
simultaneously collected.
Using various dyes, it is possible to scan the dye laser over the approximate wavelength
range of 400 to 900 nm. For the dissociation studies presented in Chapter 5, a tunable optical
parametric oscillator (OPO) laser was used. This laser can effectively scan continuously over
a range of approximately 200 to 2750 nm. Multiple spectra, either from adjacent regions or
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over duplicate regions, are summed together to create an overall vibronic spectrum of the
molecule. A portion of the vibronically resolved spectrum of 238U14N is shown in Figure
2.8, over the region 17 800 to 18 800 cm−1.
2.4.3.2 Calibration
It is typical practice in the Morse lab to record the optical spectrum of any atomic
species in the mass spectrum while simultaneously collecting the spectrum of the molecule
of interest. As atomic energies are well known,30 this allows for the vibronically resolved
optical spectra to be calibrated. Sometimes, if there is a region where the atomic species
have no transitions, transitions of well-studied molecules may be used in their place for
calibration purposes. Alternatively, rotationally resolved and calibrated transitions in the
molecule of interest may also be used to calibrate the vibronically resolved spectrum.
2.4.4 Rotationally Resolved Optical Spectra
Upon collecting a vibronically resolved survey scan, the spectrum is analyzed to deter-
mine which of the bands will be rotationally resolved. These scans are done similarly to
the lower resolution vibronically resolved scans except we must use the dye laser, scanned
in a higher resolution mode with a linewidth of approximately 0.04 cm−1 to 0.08 cm−1,
depending on the dye laser used. In some cases where there are only a few electronic
states present in the region scanned, most, or all, of the bands observed will be rotationally
resolved. In other cases where electronic states are much more abundant, more care is taken
in deciding which bands to study further. The goal is to find isolated bands that are less
likely to be perturbed via interactions with adjacent electronic states. It is often the case
that there are fewer electronic states at lower wavenumbers, as the number of electronic
states increases and vibronic bands become more dense as the energy increases. Due to
this, scanning further to the can prove useful when there are an overabundance of vibronic
transitions observed.
Typically, three to five spectra over a given band are collected and averaged to give a
resulting spectrum with increased signal-to-noise. Once summed, the bands are able to be
fit to the formula
ν = ν0 +B
′J ′
(
J ′ + 1
)−B′′J ′′ (J ′′ + 1) (2.11)
to obtain the ground and excited state rotational constants, B′′ and B′, respectively. If all
bands of a given molecule are believed to originate from the same lower vibronic state, they
are all fit simultaneously to get the best fit possible for the ground rotational constant.
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Figure 2.8: Vibronically resolved spectrum of 238U14N (17 800 to 18 800 cm−1).
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When upper or lower state perturbations are believed to exist, another method of fitting
the spectral lines can be used that is immune to these perturbations. This method uses
combination differences of specific line positions to obtain the ground and excited state
rotational constants independently. The relevant equations for this process are
R(J − 1)−Q(J) = 2JB′′, (2.12)
Q(J)− P (J + 1) = (2J + 2)B′′, (2.13)
R(J − 1)− P (J + 1) = (4J + 2)B′′, (2.14)
Q(J)− P (J) = 2JB′, (2.15)
R(J)−Q(J) = (2J + 2)B′, (2.16)
and
R(J)− P (J) = (4J + 2)B′. (2.17)
Equations 2.12, 2.13, and 2.14 are used to determine B′′. This is done by plotting the
differences R(J − 1)−Q(J), Q(J)− P (J + 1), and R(J − 1)− P (J + 1) versus 2J , 2J + 2,
and 4J + 2, respectively, on the same plot. The slope of a line fit through all data points
and passing through the origin provides the value for B′′. B′ can be found in a similar
manner using Equations 2.15, 2.16, and 2.17. Here, it is necessary to plot the differences
Q(J)− P (J), R(J)−Q(J), and R(J)− P (J) versus 2J , 2J + 2, and 4J + 2, respectively.
The slope of the fitted line to these differences will give B′. Deviations from a line in either
plot is indicative of perturbations in the corresponding vibronic level.
The bond length(s) between atoms, in both upper and lower electronic states, can be
calculated by first using Equation 2.18 to determine the moment of inertia, I, where h is









The exact formula to be used for the moment of inertia depends on the geometry of the
molecule. For a diatomic molecule A B, it is simply
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I = µr2, (2.19)





and r is the internuclear distance. All molecules presented in this dissertation are diatomic
molecules, therefore, equations for the moments of inertia of other molecular geometries
will not be discussed.
2.4.4.1 Data Collection
In order to collect higher resolution spectra, the dye laser needs to be placed into a
higher resolution mode. This is done differently depending on which laser is used. For
the Continuum ND6000 dye laser, a dual grating mode is used to obtain a linewidth of
approximately 0.08 cm−1. The exact linewidth depends on the wavelength region and the
choice of diffraction gratings. The gratings used in the studies within this dissertation used
either a dual 2400 lines per millimeter or a dual 3000 lines per millimeter setup. In order for
the Quanta-Ray PDL-2 dye laser to operate in higher resolution mode, an intracavity e´talon
is placed within the oscillator cavity, which is then sealed, evacuated, and slowly pressurized
with sulfur hexafluoride, SF6, resulting in scanning of the output wavenumber. This is also
known as pressure scanning. This method achieves a resolution down to approximately 0.04
cm−1.
Just as in the lower resolution vibronically resolved studies, each data point within
the higher resolution spectrum is typically an average of 30 cycles of the instrument.
Multiple masses can be simultaneously investigated here, as well. While it may be rare
that multiple molecules may have transitions in the same region, this feature is a major
advantage in capturing the transitions of multiple isotopologues of the same molecule, even
with isotope shifts. In fact, a major advantage of the R2PI method is that it allows spectra
of isotopically pure molecules to be collected, without requiring an isotopically enriched
source. As mentioned in the previous section, three to five scans over the same band are
typically collected and averaged to improve the signal-to-noise of each spectra.
2.4.4.2 Calibration
While scanning, a portion of the dye laser output is sent through an evacuated cell
containing a gaseous species with a well known atlas of transitions while another portion
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of the output is sent through a 0.22 cm−1 free spectral range e´talon. The gases used
for calibration are either iodine, I2, for wavenumber regions lower than approximately
20 000 cm−1 or tellurium-130, 130Te2, for wavenumber regions higher than approximately
20 000 cm−1.31–33 By collecting the transmitted intensity of the light passing through this
calibration cell while simultaneously collecting the spectrum of the molecule of interest, a
spectrum is collected that can be compared to the reference gas atlas for absolute calibra-
tion. Monitoring the transmitted light passing through the e´talon (the fringes) allows for
linearization of the spectrum if something causes the scan rate to be nonlinear. This is
typically never an issue when the dye laser is scanned using its motorized drive, but it is
common practice to monitor the fringes anyway. When pressure scanning, however, the
scan rate slows as the oscillator cavity pressurizes. Therefore, it is very important to record
fringes when using a dye laser that pressure scans. Monitoring the fringes can make obvious
any inconsistencies in scanning that can occasionally happen. Figure 2.9 shows a portion of
the spectrum of a rotationally resolved band of UN, along with the measured transmission
through the e´talon and iodine reference cell. The top, (a), and middle, (b), traces are the
iodine spectrum and fringe pattern collected, respectively, while the bottom trace, (c), is
the optical spectrum of UN for this region.
Once the calibration has been completed, one or two additional corrections need to
be made, depending on the spectroscopic region scanned. The first is a small correction
made for the Doppler shift experienced by the molecules as they travel toward the dye
laser radiation. In these studies, the molecular beam velocity is approximated to that of a
supersonic beam of helium, which is 1.77 × 105 cm/s.28 Since the molecules are traveling





where v is the velocity of the molecular beam, c is the speed of light in vacuum, and ν is
the frequency of the dye laser. Using the velocity of helium given above, this correction has
the value of 5.904× 10−6ν.
The second correction that must be made is only necessary for scans conducted in the
range 14 800 to 20 000 cm−1, using iodine as the reference gas. As reported, there is an
error in the original I2 atlas of -0.0056 cm
−1.34 Overall, these two corrections add up to be
a positive shift, typically less than 0.15 cm−1.
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Figure 2.9: Rotationally resolved spectrum of 238U14N−showing calibration channels.
Shown is a portion of the rotationally resolved optical spectrum collected for 238U14N located
at approximately 18 011 cm−1 along with the signals used for calibration. Plot (a) is the
collected transmission of dye laser light passing through an evacuated cell containing gaseous
iodine, I2. Plot (b) is the fringe pattern collected by sending the dye laser light through a
0.22 cm−1 free spectral range e´talon. Plot (c) is a portion of a rotationally resolved band of
238U14N. All three of these are simultaneously collected and allow for an absolute calibration
of the optical spectrum.
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2.4.5 Excited State Lifetimes
While trying to assign members of a vibrational progression, it is useful to measure the
excited state lifetime of each of the bands studied, as unperturbed members of the same
progression typically have very similar excited state lifetimes. In order to determine the
lifetime of a band, first the excitation laser must be tuned to the frequency to excite the
molecule. Once this has been done, the time at which the excitation laser fires is varied,
relative to when the ionization laser fires. The detected ion signal samples the population
of molecules that remain in the initially excited level at various times following excitation.
Typically, the resulting curve is simply an exponential decay curve that can be fitted to
obtain the lifetime of the excited state.
For some of the bands investigated in this dissertation, the lifetimes measured were
exceptionally short (approximately 100 ns, or less). When this is the case, a deconvolution
is required during the fitting process. In these situations, the lifetime profile is so short
compared with the laser profiles and the jitter in when the laser fires that the curve lacks a
sharp rising edge. To perform the deconvolution, the instrument function is modeled as a
Gaussian, convoluted with a standard exponentially decaying profile. An example for both
this and a longer lifetime are displayed in Figure 2.10. The upper trace here is a case where
the lifetime is long enough (577 ns) that a standard exponential decay function can be used
to fit the profile. The lower trace is a case where the lifetime is so short (30.9 ns) that
deconvolution was needed to obtain an accurate lifetime value.
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Figure 2.10: Example of long (a) and short (b) excited state lifetime profiles measured in
CrW. This study discussed in more detail in Chapter 4.
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CHAPTER 3
RESONANT TWO-PHOTON IONIZATION




Interest in uranium nitrides has increased over the past several years due to their
potential use in the next generation of nuclear reactors. Solid uranium nitride (UN) is
of particular interest because it has the advantages of a higher melting point and enhanced
thermal conductivity compared to oxide-based nuclear fuels.1,2 Compared to small uranium
oxide compounds, such as diatomic UO,3,4 UO2,
5,6 and the uranyl ion, [O U O]2+,7–9
however, little is known about the small uranium nitride species that can shed light on the
uranium-nitrogen bond. In recent years, the U N triple bond has received considerable
attention in synthetic chemistry, with N UF3 being produced and studied via matrix iso-
lation experiments.10 In related experiments, organometallic syntheses have recently been
successful in preparing complexes containing the U N linkage, generally by decomposition
of an azide compound.11–13 The infrared spectra of diatomic UN and NUN are known from
matrix isolation spectroscopy,14,15 but electronic spectra have not been reported for either
species.
In this article, we report the first spectroscopic study of gaseous UN, which was
conducted using resonant two-photon ionization (R2PI) spectroscopy. Our goal in this
rotationally resolved investigation is to determine the ground state bond length and to
identify the ground electronic configuration. As always, it is useful to examine what is known
about isovalent molecules when considering the electronic structure of a new molecule. In
the lanthanide series, the known isovalent molecules are CeF and PrO; among the actinides,
the known isoelectronic species are ThF, PaO (known through calculations only), and UO+.
This chapter was adapted from J. Chem. Phys. 138, 184303 (2013), with the permission of AIP Publishing.
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In all five cases, the molecule is best considered to be ionic with a Ce+F−, Pr2+O2−, Th+F−,
Pa2+O2−, U3+O2− structure, respectively. In each example, the anion has a closed-shell 1S
configuration, so the central electronic question concerns the location of the three valence
electrons in the metal ion.
In these early members of the lanthanide and actinide series, the nf, (n+1)d, and (n+2)s
orbitals all lie close in energy, and shift relative to one another according to the nuclear
charge on the metal (Z), the oxidation state of the metal (+1, +2, or +3), the charge on
the ligand (-1 or -2), and the distance of the ligand from the metal ion. Surprisingly, this
leads to different ground configurations in all five known species. The ground state of CeF
derives from the 4f 15d16s1 configuration of Ce+, giving a 4H7/2 ground molecular term (S
= 3/2, Λ = 5, Ω = 3.5).16–18 In contrast, the PrO molecule derives from the 4f 2 (3H4) 6s
1,
Ja = 3.5 state of the Pr
2+ ion, leading to a ground level of PrO that is also characterized
by Ω = 3.5,19 even though it derives from a different atomic configuration than CeF.
Moving to the actinides, the analog of CeF is ThF. Spectroscopic work clearly shows a
different ground state in this case, with Ω = 1.5.20 Two computation studies show that the
ThF ground state derives from a Th+ ion in the 7s26d1, 2D3/2 term, leading to a molecular
ground level of X 2∆3/2.
20,21 The actinide analog of PrO is PaO, which is calculated to have
an X 2Φ5/2 ground state deriving from the 7s
25f 1, 2F◦5/2 term of Pa
2+.22 In PrO and PaO,
the ground state differs from that of CeF and ThF, respectively, due to the destabilization
of the (n+1)d orbitals relative to the nf orbitals when the atomic number and oxidation
state of the metal are increased. Finally, the last isovalent species to UN to have been
previously studied is UO+, a molecule for which pulsed field-ionization zero electron kinetic
energy (PFI-ZEKE) spectroscopy has been extraordinarily successful in mapping out the
ten lowest electronic states.23 The results show a ground Ω value of 4.5,23 differing from
that found for CeF(Ω = 3.5), PrO(Ω = 3.5), ThF(Ω = 1.5), and PaO(Ω = 2.5). In the case
of UO+, MCSCF/CI computations24,25 and ligand field theory23,26 both predict a ground
configuration and term of the underlying U3+ ion of 5f 3, 4I◦9/2, leading to the observed Ω
= 4.5 ground state.
All of these isovalent molecules have 3 metal-centered electrons, but provide examples
of ground states deriving from the f 1d1s1 (CeF), f 2s1 (PrO), s2d1 (ThF), s2f 1 (PaO), and
f 3 (UO+) configurations. To which example will UN conform, or will it adopt yet another
electronic configuration? That is the question we seek to answer in the present investigation.
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3.2 Experimental
Diatomic UN was investigated by R2PI spectroscopy with time of flight mass spectro-
metric detection using the instrument described in Chapter 2. The molecule was produced
by focusing a pulsed Nd:YAG laser (1064 nm) onto a depleted uranium foil that was rotated
and translated to prevent deep holes from being drilled into the sample. The laser-ablated
metal atoms were entrained in a flow of helium carrier gas (15 psi) seeded with 0.8%
ammonia. After traveling down a 1.9 cm long reaction zone, the products of ablation
expanded through a 2 mm orifice into a low pressure (2 × 10−5 Torr) vacuum chamber.
The resulting supersonic expansion was then roughly collimated by a 1.3 cm diameter
skimmer, after which the beam entered the Wiley-McLaren ion source of a linear time of
flight mass spectrometer.27 In the ion source, the molecular beam was exposed to tunable
dye laser radiation that counter propagated along the molecular beam path. After a delay
of about 20 ns, the fifth harmonic output of a Nd:YAG laser (212.8 nm, 5.83 eV) intersected
the molecular beam at right angles. The ions produced by this process were accelerated up
the flight tube to a chevron configuration dual microchannel plate detector. The resulting
ion signal was preamplified, digitized, and stored using a personal computer for further
processing. The entire experimental cycle was repeated at a rate of 10 Hz.
Survey spectra of 238U14N (mass 252) were recorded from 14 923 to 18 211 cm−1 and
from 19 604 to 20 402 cm−1, and were calibrated using uranium atomic transitions that were
simultaneously recorded at mass 238. To reveal the rotational structure of the observed
vibronic bands, the dye laser was scanned in high resolution mode (dual grating, ∼0.08
cm−1 resolution) over seven different bands. At the same time, a portion of the dye laser
output radiation was sent through a cell containing gaseous I2; another portion was sent
through a 0.22 cm−1 free spectral range etalon. The transmitted intensities were recorded
and were used to provide an absolute calibration of the spectrum using the precisely known
wavenumbers of the iodine lines in the I2 atlas.
28 In our instrument, the UN molecules travel
toward the dye laser at the beam velocity of helium (1.77 × 105 cm/s),29 therefore, a small
correction for the Doppler shift experienced by the molecules was required. At the same
time, a correction for the error in the I2 atlas (−0.0056 cm−1) was also made.30 Together,
these corrections amounted to less than 0.11 cm−1 for all the bands reported here.
For the rotationally resolved bands, excited state lifetimes were measured. To do so, the
ionization laser was fired at the time of greatest UN signal intensity and the dye laser was
scanned in time relative to the ionization laser. The measured ion signal as a function
of delay time between the lasers was then fitted to an exponential decay curve using
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the Levenberg-Marquardt nonlinear least-squares algorithm.31 For each band that was
measured, three independent lifetime curves were collected and fitted, the fitted lifetimes
were averaged, and the standard deviation of the three values is reported as the 1σ error
limit.
Although conditions were optimized for the production of UN, diatomic UO was much
more abundant in the molecular beam than UN. Accordingly, the vibronically resolved
spectrum of UO was also recorded. Some of the rotationally resolved bands of UN coincided
with transitions in UO, allowing rotationally resolved spectra of UO to be obtained as an
added benefit of this investigation. These results are also reported in this article.
3.3 Results
3.3.1 Vibronic Spectrum of UN
Survey scans of UN over the 19 604 to 20 402 cm−1 range proved to have a large number
of transitions and offered no likely unperturbed candidates for rotationally resolved work, so
further scans were conducted at lower wavenumbers. Displayed in Figure 3.1 is the spectrum
for the range 16 100 to 18 400 cm−1. Seven bands that were rotationally resolved within
this range are identified in the figure. Expanded views of the vibronically resolved spectra
of UN and UO, rotationally resolved spectra of UN and UO, tables of line assignments, and
fitted parameters are available in the supplementary material located in Appendix A.
The observation of transitions using the 5th harmonic of the Nd:YAG laser implies that
the ionization energy of UN is greater than 5.83 eV. In addition, the red most transition
that we observed using this laser was at 15 031 cm−1, implying that the ionization energy
of UN is less than 7.70 eV.
3.3.2 Rotationally Resolved Spectra of UN
The bands that were rotationally resolved included four Ω’ = 4.5 ← Ω” = 3.5 bands
(∆Ω = +1), one Ω’ = 3.5 ← Ω” = 3.5 bands (∆Ω = 0), and two Ω’ = 2.5 ← Ω” = 3.5
bands (∆Ω = −1). The ∆Ω = 0 band, located near 17 011 cm−1, is displayed in Figure
3.2. This band shows nicely separated P, Q, and R branches with a large gap between the
first Q and R lines, indicative of large Ω values in the upper and lower states. Detailed
analysis shows that the band can only be fitted adequately with Ω’ = Ω” = 3.5. All seven
bands that were rotationally resolved and analyzed originate from an Ω” = 3.5 state, and
all could be fitted to the formula
ν = ν0 +B




























































Figure 3.2: Rotationally resolved scan over the 17 011 cm−1 band of 238U14N. The
molecular scan is shown in the upper trace and a simulated spectrum at 35 K is shown
in the lower trace.
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Further, the lower state of all seven bands has the same rotational constant, and must be
the ground vibronic level of the molecule. Accordingly, the bands were simultaneously fitted
with B′′ constrained to the same value for all bands. The lower trace in Figure 3.2, and in
subsequent figures of rotationally resolved bands, is a simulated spectrum that is plotted
using the PGOPHER program.32 All rotational fits, however, were performed using the
simplified expression (3.1).
Figure 3.3 displays the rotationally resolved spectrum of the band near 16 421 cm−1,
which corresponds to an Ω’ = 4.5 ← Ω” = 3.5 transition. As expected for a ∆Ω = +1
transition that originates from a state with a large value of Ω, the R branch is extremely
intense and the P branch is exceedingly weak. With effort, however, five P branch lines
were located, allowing for the band to be analyzed.
Figure 3.4 displays the rotationally resolved spectrum for the 16 177 cm−1 band. This is
an example of the third type of band observed, which is an Ω’ = 2.5← Ω” = 3.5 transition.
This band shows a strong P branch and a weaker R branch, although the R branch is not
as weak as expected based on the simulation. The reason for this is that we intentionally
increased the intensity of the dye laser when scanning over the R branch of this band, in
order to bring out the weaker lines so that they could be included in the rotational fit.
A simultaneous fit of all seven bands to Equation 3.1 provides B′′ = 0.40894(30) cm−1,
where the value in parentheses is the 1σ error limit. An alternative analysis method, which
is immune to the possible existence of upper state perturbations, is based on combination
differences. These allow differences between lower state values to be directly obtained from
the spectrum. The relevant equations are
R(J − 1)−Q(J) = 2JB′′, (3.2)
Q(J)− P (J + 1) = (2J + 2)B′′, (3.3)
and
R(J − 1)− P (J + 1) = (4J + 2)B′′. (3.4)
By plotting the differences R(J − 1) − Q(J), Q(J) − P (J + 1), and R(J − 1) − P (J + 1)
versus 2J , 2J + 2, and 4J + 2, respectively, the differences may be placed on the same plot
and fitted to a line that passes through the origin. The slope of the line provides B′′. This
method gives a slightly different value of B′′, namely, B′′ = 0.40947(11) cm−1. Given the
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Figure 3.3: Rotationally resolved scan over the 16 421 cm−1 band of 238U14N. The
molecular scan is shown in the upper trace and a simulated spectrum at 35 K is shown
in the lower trace.
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Figure 3.4: Rotationally resolved scan over the 16 177 cm−1 band of 238U14N. The
molecular scan is shown in the upper trace and a simulated spectrum at 35 K is shown
in the lower trace.
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high density of states in this molecule, it was thought that perturbations would be likely,
making the combination differences method preferable. However, plots of the upper state
combination differences show no obvious perturbations. The simultaneous fitting method
has the advantage of including lines for which no ground state combination difference can be
formed, however, thereby increasing the size of the fitted dataset. Thus, each method has
its advantages. To be conservative, we recommend the average of the two methods, with an
error limit set to encompass both values and their 1σ error limits. This procedure provides
B′′0 = 0.40918(54) cm−1. Inverting this value to obtain the r0 bond length, we obtain
1.7650(12) A˚. This is significantly shorter than the crystallographically determined bond
length found in an organometallic compound with a terminal U N bond of 1.825(15) A˚.13
Spectroscopic constants obtained by fitting the rotational lines of all rotationally resolved
bands of UN, along with fitted excited state lifetimes, are provided in Table 3.1.
3.3.3 Spectra of UO
Although it was not the object of this investigation, diatomic UO was always present in
our mass spectra, and we recorded the transitions occurring in this species while we were
scanning for the spectrum of UN. Although the conditions of the scans were not optimized
for UO, acceptable spectra were nevertheless obtained. Vibronically resolved spectra are
reproduced in the supplementary material located in Appendix A. Additionally, in scanning
several of the bands of UN, we simultaneously recorded rotationally resolved bands of UO.
None of the rotationally resolved bands that we located in UO had been previously reported
to our knowledge. Accordingly, the line positions and rotational fits are also reported in the
supplementary material. A list of the spectroscopic constants for these new bands of UO
is provided in Table 3.2. As UO was not the primary object of this investigation, however,
these results will not be discussed further here.
3.4 Discussion
The r0 bond length determined for UN in this study, 1.7650(12) A˚, is considerably
shorter than that of the ground state of UO (1.8369 A˚)3 or UO+ (1.8012 A˚),23 despite the
face that the 2p orbitals of the oxygen atom are smaller than those of nitrogen. Although
covalent interactions probably make a contribution, it is straightforward to understand the
pattern of bond lengths if we consider the three uranium molecules to be ionic species.
Treating the molecules as ionic species is also quite reasonable given the success of ligand
field treatments of the electronic structure of UO and UO+.23,33 For ionic molecules, the























































































































































































































































































































































































































































































































Table 3.2: Spectroscopic constants for the 238U16O bands that were rotationally resolved.a
Constants from least-squares fit
State ν0 (cm
−1) B (cm−1) r (A˚)
[16.228]4 16228.2908(50) 0.33694(5) 1.8271(1)
[16.241]3 16240.9378(106) 0.33901(7) 1.8215(2)
[16.426]4 16425.7379(189) 0.32897(17) 1.8491(5)
[16.814]4 16814.0248(168) 0.32074(14) 1.8726(4)
[18.326]4 18326.4646(63) 0.33903(22) 1.8214(6)
[18.338]3 18338.5082(69) 0.32482(33) 1.8608(9)
X4 0.0000 0.33333b 1.8369
a Error limits (1σ) are provided in parentheses after the value, in units of the last digits
provided.
b The rotational constant of the X4 ground state was held fixed at the value determined
in Ref. 3.
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for UO (U2+O2−), larger for UO+ (U3+O2−), and largest for UN (U3+N3−). Because of the
greater Coulomb attraction between the ions, UN has the shortest bond length.
In the Introduction, we pointed out that the known isovalent diatomic 4f and 5f mole-
cules that have three valence electrons on the metal ion all possess different ground electronic
configurations. The observed (or, in the case of PaO, calculated) ground configurations are
4f 15d16s1 (CeF), 4f 26s1 (PrO), 7s26d1 (ThF), 7s25f 1 (PaO), and 5f 3 (UO+), leading to
ground Ω values of 3.5, 3.5, 1.5, 2.5, and 4.5, respectively. Our measured value of Ω” = 3.5
for UN suggests a ground configuration of the U3+ ion within the UN molecule of either
5f 16d17s1 (analogous to CeF) or 5f 27s1 (analogous to PrO). According to Hund’s rules,
the 5f 16d17s1 of Ce+ in CeF leads to a ground atomic level of 4H3.5 (S = 1.5, L = 5, J
= 3.5), which resolves into Ω = 3.5, 2.5, 1.5, and 0.5 levels in the axial field of the CeF
molecule. The Ω = 3.5 component is calculated to lie lowest in energy for CeF,17,18,34,35
and the observed splitting between these levels in CeF is very well-explained by ligand field
theory.16
In the case of the 5f 27s1 configuration (analogous to PrO), the configuration is different,
but the ground Ω level is the same. The 5f 2 portion of the configuration is L-S coupled to
give a 3H ground term, for which the 3H4 (S = 1, L = 5, J = 4) level lies lowest in energy.
Coupling of this level to the 7s electron is best considered in terms of J−j coupling, leading
to states of total J given by J = 3.5 or 4.5, with 3.5 lying lowest. Alternatively, one can
view the 5f 2, 3H term as coupling with the 7s electron to form a 4H term, for which the J
= 3.5 level lies lowest. Either coupling mode gives the same predicted ground level, which
is purely 4H3.5 in either coupling scheme. In the axial field of the PrO molecule, the J =
3.5 level splits into Ω = 3.5, 2.5, 1.5, and 0.5, again with the Ω = 3.5 level lying lowest in
energy. The observed low-lying energy levels of PrO are also very well-explained by ligand
field theory.19,36
To understand the trends in the electronic configuration of the three-electron actinide
ions, Th+, Pa2+, and U3+, we have performed numerical Hartree-Fock calculations on all of
the configurations that place the three valence electrons in the 7s, 6d, or 5f orbitals.37 Al-
though these calculations do no use the full Dirac-Fock relativistic Hamiltonian, relativistic
corrections have been included. A large number of atomic terms and levels result from these
various configurations, but to see the broad trends, we have only considered the average
energies of the various configurations. The results are displayed in Figure 3.5. For each of
the three actinide ions, the average energy of the terms resulting from a given configuration
has been computed and is plotted relative to the average energy of all the configurations.
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Figure 3.5: Average energies of various configurations of the Th+, Pa2+, and U3+ ions.
The energies are relative to the average energy of all configurations listed. The number of
states arising from each configuration is provided in parentheses. The massive configurations
reordering with nuclear charge explains why ThF, PaO, and UN have different ground states.
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Lines connecting the results for the corresponding configurations of the Th+, Pa2+, and
U3+ ions show a dramatic reordering of the electronic configurations as the nuclear charge
is increased in this isoelectronic series. In Th+, the lowest energy configurations are 7s16d2,
7s26d1, 6d3, and 7s25f 1, while these are the highest energy configurations in U3+. Likewise,
the highest energy configurations in Th+ are 5f 3, 6d15f 2, and 7s15f 2, but these are the
lowest energy configurations in U3+. As shown in the supplementary material in Appendix
A, a very similar configurational reordering also occurs in the isovalent series of Ce+, Pr2+,
and Nd3+. The massive configurational reordering as a function of nuclear charge shows
that it would be quite surprising if UN adopted the same ground configuration as ThF.
Table 3.3 lists all of the atomic configurations in which the three valence electrons are
placed in the 7s, 6d, or 5f orbitals, along with the average energies of these configurations,
the lowest atomic term, and the resulting lowest molecular Ω value. Examples are provided
of molecules whose ground level derives from the various configurations as well. The only
configurations that lead to a ground level with Ω = 3.5 are the 7s15f 2 configuration
(analogous to PrO) and the 7s16d15f 1 configuration (analogous to CeF). Based on the
relative energies of these two configurations in the U3+ ion, it is apparent that the ground
state of UN derives from the 7s15f 2 configuration. The surprise is that this differs from the
isoelectronic molecule, UO+, for which the ground state derives from the 5f 3 configuration.23
When a negatively shared ligand is brought up to a positively charged lanthanide or
actinide ion, all of the atomic orbitals of the metal are shiftd upward in energy due to the
repulsion between the incoming negatively charged ligand and the electrons on the metal.
However, the more diffuse orbitals undergo a smaller upward shift than do the more compact
orbitals, leading to a ligand-induced relative stabilization of configurations in which the
diffuse orbitals are occupied.38 In essence, this occurs because there is a finite probability
that the more diffuse electron is found at a larger distance from the metal nucleus than
the ligand, and this allows the ligand to feel a larger positive charge on the metal center.
A quantitative treatment of these effects can be provided by treating the ligand as a point
charge of magnitude −ZL located a distance re from the metal ion. Ignoring the mixing of
atomic orbitals due to the ligand field and the splitting of the n` orbitals due to the ligand
field, this overall upward shift of the n` group of orbitals is given by the isotropic part of
















where Rn`(r) is the normalized radial wave function for the n` orbital.





































































































































































































































































































































































































































































































































































































































































it is clear that if Rn`(r) has reached zero by the position r = re, the second term vanishes, the




. Thus, it is the varying
extent to which the orbitals of different n` extend past re that causes the configurations
to reorder in the presence of the ligand. As shown in Figure 3.6, the 5f orbital lies nearly
completely inside re for both UO
+ and UN, and the 6d orbital lies mainly inside this radius.
The 7s orbital, however, is more diffuse and a significant portion lies outside the re value
for these two molecules.
Using the atomic orbitals calculated by the numerical Hartree-Fock procedure, for U3+
in the 5f 16d17s1 configuration, we have calculated the value of B00(n`;n`) for the 5f, 6d,
and 7s orbitals and have added the corresponding corrections to the average configurations
energies plotted in Figure 3.5. The results, displayed in Figure 3.7, show a significant
relative stabilization of configurations in which the 7s orbital is singly or doubly occupied,
particularly in UN. The primary reason why this effect is larger in UN compared to
UO+ is that the N3− ligand has a greater charge (ZL = 3) compared to O2− (ZL = 2).
These results definitely rule out the 5f 16d17s1 configuration as a contender for the ground
configuration in UN, leaving the 7s15f 2 configuration as the only reasonable explanation for
the observed Ω = 3.5 ground state. Even so, it seems that the B00(n`;n`) term is insufficient
to explain the emergence of the 7s15f 2 configuration as the ground configuration in this
molecule. It is likely that the numerical Hartree-Fock procedure overestimates the energy
of this configuration in the isolated U3+ ion, preventing it from emerging as the ground
configuration in the UN molecule.
We are currently undertaking dispersed fluorescence experiments that seek to determine
the pattern of low-lying electronic states in UN, along with further ligand field calculations
to clarify these effects. Irrespective of these studies, however, the assignment of the ground
level of UN as having Ω = 3.5 is secure, and as a result it is definite that the ground atomic
configuration of U3+ in the field of the molecule is 7s15f 2.
3.5 Conclusion
Through resonant two-photon ionization spectroscopic experiments, the ground state of
UN has been determined to be an Ω = 3.5 state with a bond length, r0, of 1.7650(12) A˚.
As might be expected for a triply charged nitride (N3−) ligand, this is considerably shorter
than the bond length of UO (1.8369 A˚) or UO+ (1.8012 A˚), for which the ligand (O2−)
is only doubly charged. A comparison has been made to the known isovalent lanthanide
and actinide molecules and the difference in ground configuration has been rationalized in
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Figure 3.6: Normalized radial probability density plots of the 5f, 6d, and 7s orbitals of
U3+. These were calculated using numerical Hartree-Fock methods for the [Rn]5f 16d17s1
configuration. It is obvious that a significant fraction of the 7s electron density lies outside
the internuclear distance in UO+ and UN.
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Figure 3.7: Average energy of the states deriving from the various configurations listed for
U3+, UO+, and UN. The energies are all relative to the average energy of all configurations
listed, showing the effect of the B00(n`;n`) term on the configurational energy. This term
leads to the stabilization of the 7s15f 2 configuration in UN, but is not quite sufficient to
explain its emergence as the ground state. As in Figure 3.5, the number of states arising
from each configurations is provided in parentheses.
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terms of the configurational reordering that occurs as the nuclear and ligand charges are
varied. The ground state of UN has been shown to derive from the 7s15f 2 configuration of
the U3+ ion, making the electronic structure of UN analogous to PrO, at least in regards
to the ground state.
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CHAPTER 4
THE BOND LENGTH AND BOND ENERGY OF
GASEOUS CrW
4.1 Introduction
Beginning with the discovery of multiple bonds between transition metal atoms in the
1960s, inorganic chemists have studied a large number of ligated multiply-bonded diatomic
transition metals, including triply-bonded divanadium, dimolybdenum, and ditungsten com-
pounds, quadruply-bonded dirhenium(III) and ditechnetium compounds, and many, many
others.1 Relatively little work has been done on multiply-bonded ligated metals that are
composed of two different metal atoms, heterobimetallics, an omission that has been recently
addressed by the work of C.C. Lu and others.2–9
In the gas phase, the early spectra recorded for the possibly sextuply-bonded metal
dimers Cr2, CrMo, and Mo2, generated by flash photolysis of the corresponding hexac-
aronyls (or in the case of CrMo, their mixtures),10–12 prompted an explosion of scientific
interest, particularly due to the computational difficulties in handling such complex sys-
tems. Diatomic Cr2 was reinvestigated spectroscopically shortly after the laser ablation
technique was developed and was confirmed to have an exceptionally short bond length.13–15
Subsequent studies of Mo2
16 and CrMo17 have likewise shown that these molecules also
have extremely short bonds. All of these 12-electron species have ground states with




2, 1Σ+(g), in which all twelve electrons are
in nominally bonding orbitals. The electron correlation problem for Cr2, in particular, is
horrific, due to the highly contracted nature of the 3d5 subshell. Due to these electron
correlation difficulties, Cr2 provides an important benchmark that has been used to test a
wide variety of computational methods.18–34
Gas-phase work has been extended to many other multiply-bonded transition metal
diatomics, including V2,
35–41 VNb,40,42 Nb2,
40,43,44 VCr,45 NbCr,45 VMo,46 and NbMo.47
This chapter was adapted from J. Chem. Phys. 144, 214306 (2016), with the permission of AIP Publishing.
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All ten of the diatomic molecules formed from V, Cr, Nb, and Mo have now been rotationally
resolved, and their measured bond lengths have been fitted to extract multiple bonding
covalent radii for these atoms. The fitted bonding radii of V, Cr, Nb, and Mo reproduce the
bond lengths of the diatomics to an accuracy of better than 0.0125 A˚.47 In addition to the
molecules mentioned, other 12-electron molecules that are isoelectronic with Cr2 and CrMo,
but which have asymmetric nuclear charge distributions, such as TiFe,48 ZrFe,49 ScCo,50
and YCo50 have been studied to investigate how quickly the multiple bonding seen in Cr2
and CrMo degrades as the nuclear charge distribution is made more asymmetric.
Despite all of these studies of the 3d, 4d, and mixed 3d -4d dimers, very little work
has been performed on their 5d analogues. Although matrix isolation work has been
done on W2,
51 and a laser-induced fluorescence spectrum has been reported in the context
of a reactivity study,52 no detailed spectroscopic investigation has been reported for this
interesting molecule, despite the large amount of theoretical attention it has received.53–58
Likewise, no spectroscopic data on CrW or MoW have been reported, despite theoretical
calculations that provide values of the molecule constants including equilibrium bond length,
dissociations energy, ground state vibrational interval (∆G1/2), ionization potential, electron
affinity, an excited electronic states.59 In this article, we report the first spectroscopic study
of CrW, and provide experimental measurements of its ground state bond length and bond
dissociation energy.
The optical spectra of Cr2, CrMo, and Mo2 are quite sparse, showing one extremely
strong transition in the 400-520 nm region, of 1Σ+(u) ← X1Σ+(g) symmetry, with a negligible
change in bond length. This system is association with the excitation of an sσ(g)
1sσ(u)
1
configuration. This type of transition may also be considered as an excitation from a
covalent ground state that correlates to two ground state d5s1 atoms to an ion-pair excited
state that correlates to a d5s0 metal cation and a d5s2 metal anion. Thus, these excitation
are metal to metal charge transfer transitions that are extremely intense. Fluorescence
lifetimes are less that 10 ns in Cr2
13 and approximately 15 ns for CrMo and Mo2,
16,17
corresponding to absorption oscillator strengths of 0.32 for Cr2, and approximately 0.23 for
CrMo and Mo2. Accordingly, we expected to find the spectrum of CrW to be dominated
by a single band system in the blue region of the spectrum with a small change in the bond
length, and with an exceptionally short fluorescence liftetime. Our spectroscopic findings
are nearly the exact opposite of this expectation.
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4.2 Experimental
Gas-phase diatomic CrW was investigated using the resonant two-photon ionization
spectroscopic method. While described in detail within Chapter 2, a short description
of the experimental method is provided here. Pulsed laser ablation of a metal alloy disk
composed of a 4:1 molar ratio of Cr:W was performed while a pulse of ultra-high purity
helium (250 psi) was passed over the alloy surface. Given the high bond energy of W2
(5.55±0.42 eV),60 we chose to ablate an alloy that was highly enriched in Cr, in order to
limit the displacement reaction
CrW + W→ Cr + W2. (4.1)
In light of the similar electronegativites of Cr (1.7) and W (1.7), the much higher bond
energy of W2, as compared to Cr2 (1.44±0.05 eV)61 led us to believe that the bond energy
of CrW would be intermediate in value, perhaps near the geometric mean (2.83 eV), as
suggested by Pauling.62 If the CrW bond energy is of this magnitude, then Reaction
4.1 would be highly exothermic and likely to occur with a high reaction probability. As
determined below, the geometric mean turns out to be a good approximation for the CrW
bond energy.
The products of ablation are transported in the helium carrier gas down a reaction
channel that has two stages. The first stage is a narrow channel that is 2 mm in diameter and
1.9 cm in length. In the second stage, the channel abruptly expands to a diameter of 3.8 mm
and then smoothly increases to a final orifice diameter of 9 mm over a length of 4.5 cm. At
the final orifice, the sample undergoes supersonic expansion into the low pressure (2× 10−5
torr) vacuum chamber.63 This complicated channel structure and high backing pressure are
required to form diatomic CrW in adequate yield for the spectroscopic studies. Molecules
entrained in the gas pulse are cooled upon supersonic expansion into the vacuum chamber.
Following this chamber, the expanding gases are roughly collimated by passage through
a 1.3 cm diameter skimmer orifice into the Wiley-McLaren ion source of a time-of-flight
mass spectrometer,64 located in a differentially pumped secondary chamber. At this point,
the molecular beam is exposed to radiation from two lasers. First, a tunable dye laser,
counterpropagating along the molecular beam axis, is used to excite the molecule. After a
delay of about 20 ns, the 5th harmonic of a Nd:YAG laser (212.8 nm, 5.83 eV) is directed into
the chamber perpendicularly to the molecular and dye laser beams. The combination of the
two photons is sufficient to ionize the molecule; neither photon alone is capable of doing so.
Any ions generated in this process are accelerated in the Wiley-McLaren assembly toward
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a dual microchannel plate detector. The resulting analog signal is amplified, digitized,
and stored on a computer for further processing. This entire process is repeated at a 10
Hz rate. Particular masses of interest are monitored as the dye laser is scanned, allowing
simultaneous recording of the spectra of those species.
Survey spectra for several chromium- and tungsten-containing species were simultane-
ously recorded over the range from 21 100 to 23 400 cm−1. The CrW masses of interest
that were recorded are 234 amu (94.29% 52Cr182W; 5.70% 50Cr184W), 235 amu (82.74%
52Cr183W; 17.26% 53Cr182W), and 238 amu (97.06% 52Cr186W; 2.94% 54Cr184W). Spectra
for 50Cr, 52Cr, 186W, and 186W16O were also recorded. The spectra of atomic 52Cr and 186W,
along with simultaneously recorded transmission fringes of a 3.3 cm−1 free spectral range
e´talon were used to calibrate the survey spectra. To investigate some of the vibronic bands
in greater detail, an intracavity e´talon was placed within the oscillator cavity of the dye
laser and the cavity was sealed, evacuated, and slowly pressurized with sulfur hexafluoride
to scan the wavenumber of the output radiation. While conducting these higher resolution
scans, a portion of the radiation was passed through an e´talon with a smaller free spectral
range (0.22 cm−1) and another portion was sent through a cell containing gaseous Te2,
allowing for absolute calibration of the rotationally resolved scans by comparison to the
tellurium atlas.65,66 Because the molecular beam traveled toward the dye laser at the beam
velocity of helium (1.77×10−5 cm/s),63 a small correction for the Doppler shift experienced
by the CrW molecules was required. This was approximately 0.13 cm−1 for all of the bands
that were rotationally resolved.
For some bands, excited state lifetimes were measured. To obtain the excited state
decay curves, the ionization laser is fired at a fixed time that produces the greatest CrW
signal while the timing of the excitation dye laser is varied. The ion signal intensity is then
plotted as a function of the delay between the two lasers, and the resulting curve is fitted to
an exponential decay using the Levenberg-Marquardt nonlinear least-squares algorithm.67
In cases of especially short lifetimes (100 ns, or less), a deconvolution was required to fit
the lifetime profile accurately. On this timescale, the finite duration of the laser pulses,
combined with the jitter in their firing, caused the lifetime curve to have a rise time that is
a significant fraction of the width of the profile. For these fits, the instrument function was
modeled as a Gaussian, which was then convoluted with an exponential decay to obtain a
good match to the measured lifetime profile. For each lifetime reported here, at least three
independent curves were collected and fitted. The average of the resulting fitted lifetimes is
reported, accompanied by the standard deviation of the set of values as the 1σ error limit.
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4.3 Results
4.3.1 Vibronically Resolved Spectrum of CrW
A survey scan of the spectrum of CrW over the region 21 100 to 23 400 cm−1 resulted
in a very large number of observed bands. Our goal was to rotationally resolve these
bands in order to report the ground state bond length and electronic symmetry, but the
spectral congestion was so severe that it was difficult to find isolated bands that might be
unperturbed. Figure 4.1 displays the vibronically resolved spectrum over the region scanned.
The trace along the top is that for mass 234 (94.29% 52Cr182W), below it is mass 235
(82.74% 52Cr183W), followed by mass 238 (97.06% 52Cr186W) along the bottom. Attempts
were made to rotationally resolve and analyze a number of bands, of which seventeen were
successful. This breaks down to seven bands of 52Cr182W and five each for 52Cr183W and
52Cr186W. We assume that the minor isotopologues at the monitored masses are present
in sufficiently low quantity that all of the recorded and analyzed features arise from the
more abundant species. All of the bands that were rotationally resolved and successfully
analyzed are marked in Figure 4.1 by an asterisk above the band.
It is interesting that unlike the other sextuply bonded Group 6 metal dimers, Cr2, CrMo,
and Mo2, where only a single strong band system was observed,
10–17 CrW displays an
exceptionally large density of spectroscopically accessible excited states. This fact reflects a
fundamental difference in the electronic structure of these species, which is discussed below.
The lowest energy transition observed was located at approximately 21 130 cm−1 (varies
slightly between isotopologues). This implies that the ionization energy of CrMo must be
greater than the energy of the ionization wavelength (the 5th harmonic of a Nd:YAG laser,
5.83 eV), but less than the sum of this energy and the energy of the dye laser photon
(8.45 eV). Observation of transitions further to the red (a region we did not investigate),
or scanning the ionization laser, would permit this range to be narrowed.
4.3.2 Rotationally Resolved Spectra of CrW
As mentioned above, seventeen bands were rotationally resolved across the three masses
of CrW that were recorded. All of the bands that were rotationally resolved exhibited an
extremely large change in bond length upon excitation, leading to a near immediate band
head in the R branch. All of the bands also lacked a Q branch, which is only possible in an
Ω′ = 0 ← Ω′′ = 0 transition. This observation, combined with the lack of observable spin
substructure, is in agreement with the computational study of the molecule, which predicts
a 1Σ+ ground term.59 Therefore, we assign the ground state as X 1Σ+, with Ω′′ = 0+.






























































































































All bands of a given isotopologue were fitted simultaneously, constraining the lower state
to have the same rotational constant in all the bands. This allowed the most precise values
of the ground state rotational constant, B′′, and the ground state bond length, r′′0 , to be
obtained. The bands recorded for each isotopologue were fitted to the formula
ν = ν0 +B
′J ′(J ′ + 1)−B′′J ′′(J ′′ + 1) (4.2)
to obtain the ground state rotational constant, B′′, for each isotopologue, along with the
excited state band origin, ν0, and rotational constant, B
′, for each excited state. Figure 4.2
displays the rotationally resolved spectrum of the 52Cr186W band with its origin located at
about 21 635 cm−1, along with a simulated spectrum as the lower trace, plotted using the
PGOPHER program.68
In the 21 635 cm−1 band, and in all the other bands that were investigated, the location
of the band origin was not obvious. Typically, it is straightforward to locate the band origin
of an Ω′ = 0 ← Ω′′ = 0 transition, since it falls at a position that has the appearance of
a missing line. When the location of the band origin is clear, the assignment of the R
and P lines is obvious. This luxury was not found in the case of CrW. The fitting process
began by tracing the P branch back, starting with the highest J lines, using the alternating
intensities in the lines to differentiate between the P and returning R lines. Assigning an
arbitrary J -numbering to the set of P lines and fitting the lines to Equation 4.2 allowed the
location of the R branch band head and the returning R lines to be determined, so that
lines in both the R and P branches could be assigned. An unfortunate drawback to having
only R and P branches, however, without knowing the location of the band origin, is that
the line assignment can be shifted by incrementing J in one branch and decrementing it
in the other. This moves the location of the band origin and changes the fitted values of
B′ and B′′ by their difference, B′ − B′′. The shifted assignment still results in a fit with
exactly the same residuals, however. The new assignment can also be shifted the same
way, again giving exactly the same residuals, and again shifting the values of B′ and B′′ by
their difference. In essence, this moves the Fortrat parabola while maintaining precisely the
same fit.69 It is even possible to shift the assignment so far that negative fitted rotational
constants are obtained, which is of course nonsensical.
To find the appropriate assignment, we adopted a two-step approach. First, only one
assignment for each band gave a ground state bond length that was close to the calculated
value of 1.919 A˚, as obtained by Ruipe´rez, et al.59 The assignments that gave a bond length
close to this value were used in a combined fit, constrained to use the same value of B′′ for
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Figure 4.2: Rotationally resolved spectrum of the 21 635 cm−1 band of 52Cr186W. The
molecular scan is shown in the upper trace and a simulated spectrum is shown in the lower
trace.
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all bands. This results in a root-mean-squared (rms) error in the fit of 0.0107 cm−1 for the
bands of 52Cr182W. Shifting J assignments in either direction left the fit of any single band
unchanged, but the combined fit because much worse, giving rms errors of 0.0465 cm−1
when all the bands were shifted in one direction, and 0.0604 cm−1 when they were shifted
in the other direction. With larger shifts, the rms errors became much worse. Thus, by
measuring many different bands, we were able to obtain the correct assignment with high
confidence.
The method described above determined the ground state rotational constant, B′′,
for 52Cr182W, 52Cr183W, and 52Cr186W to be 0.11788(8) cm−1, 0.11767(11) cm−1, and
0.11734(10) cm−1, respectively. These values convert to bond lengths, r′′0 , of 1.8813(6)
A˚, 1.8818(9) A˚, and 1.8811(8) A˚, respectively. All of these results are reported with
their 1σ error limits provided in parentheses, in units of the last digits provided. Fitted
molecular constants for the bands that were rotationally analyzed are provided in Table 4.1.
Vibronically resolved spectra, line positions, rotational fits, and rotationally resolved spectra
for all bands, including the remaining sixteen bands not mentioned here, are reported in
Appendix B, located at the end of this dissertation. A weighted average of the three bond
lengths for the different isotopologues provides r′′0 = 1.8814(4) A˚.
4.3.3 Dissociation Limit of CrW
Upon fitting the rotationally resolved bands, it was striking that the upper state bond
lengths are much longer than that of the ground state. Simple inversion of the B′ values
to obtain excited state bond lengths, r′, shows an increase in bond length by 0.38 to 0.58
A˚ upon electronic excitation. This large increase in bond length suggested that the states
probed in our experiment may be close to the molecular dissociation limit. Accordingly, we
scanned the spectrum further to the blue, in hope of observing a continuing increase in band
density followed by a sudden drop to the baseline due to the onset of predissociation, as
has been observed for other diatomic transition metals, both in the Morse group38,39,70,71
and elsewhere.40 While scanning to higher energies, the density of observed transitions
increased, as expected, then suddenly diminished at approximately 23 120 cm−1. Displayed
in Figure 4.3 is the portion of the survey scan over this higher energy region. Despite the
abrupt drop in vibronic band density, a few transitions were observed above this energy.
If we are indeed observing the dissociation limit, then the transitions above the pre-
dissociation threshold are expected to have shortened excited state lifetimes due to pre-
dissociation. This has been previously observed in the studies of Pt2 and Ni2.
72,73 To
determine if this is the case, survey scans over the proposed dissociation threshold were
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Table 4.1: Molecular constants for rotationally resolved bands of CrW.





































Figure 4.3: Vibronically resolved spectrum of CrW showing predissociation threshold.
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conducted with different delays between the excitation and ionization lasers. Any bands
above the dissociation limit are expected to dissociate readily, and not appear in scans
conducted with larger excitation-ionization delays. This is exactly what was found. The
scans collected for 52Cr182W that demonstrate this phenomenon are displayed in Figure 4.4.
To further support the presence of a sharp predissociation threshold, excited state life-
times were measured for a handful of transitions above and below the proposed dissociation
limit. Figure 4.5 displays a lifetime curve for the highest energy band below the dissociation
threshold (52Cr183W; top trace) along with a lifetime curve for the lowest energy band
observed above the threshold (52Cr186W; bottom trace). The average fitted lifetimes over
multiple data collections for these two bands are 960(160) ns and 40(8) ns, respectively,
where the numbers in parentheses indicate the 1σ error limit. To obtain a clearer picture,
Figure 4.6 displays a plot of all of the measured lifetimes as a function of the wavenumber of
the band. The predissociation threshold is assigned as halfway between the two bands whose
excited state lifetime profiles are given in Figure 4.5, with the error given as one-half the
energy separation between the bands. Assuming that the molecule predissociates promptly
as soon as the energy of the ground separated atom limit is exceeded, this places the bond
dissociation energy of CrW at 23 127(10) cm−1, or 2.867(1) eV. This is close to the geometric
mean of the bond dissociation energies of Cr2 and W2, which is 2.83 eV.
4.4 Discussion
4.4.1 Vibronic Spectrum of CrW
Two aspects of the vibronic spectrum of CrW and its congeners require explanation:
(1) Why is the spectrum of CrW so congested, while the spectra of Cr2, CrMo, and Mo2
are so sparse? And (2), why do all of the excited states found in CrW, Cr2, CrMo, and
Mo2 (below 25 000 cm
−1) have Ω′ = 0+(u)? In other words, why are no perpendicular
(Ω′ = 1(u) ← Ω′′ = 0+(u)) transitions observed at low energies in these species?
To answer these questions and obtain a better understanding of the electronic structure
and electronic spectra of these 12 valence electron molecules, a good starting point is the
separated atom limits for the various species. An important fact is that the ground states of
atomic Cr and Mo have the highest spin that is possible in a transition metal atom; for these
atoms, the ground term is a high-spin (S=3) 7Sg term, deriving from the d
5s1 configuration.
All of the low-lying excited electronic states of these atoms have S=2, arising from either
(1) coupling the s electron to the high-spin d5(6Sg) core in the opposite sense, leading to a
5Sg, (2) promoting a d electron to the s orbital, leading to a d
5s2 configuration that must
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Vibronic Spectrum of CrW-234 Over Dissociation Limit 
 
Wavenumber (cm-1)
(a) 25 ns delay
Figure 4.4: CrW predissociation region scanned with varying ionization-excitation delays.
A delay of (a) 25 ns and (b) 250 ns between the excitation and ionization lasers is shown,
demonstrating the absence of the higher energy, shorter lived states with the longer delay.
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Excited State Lifetime Profiles of CrW 
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Figure 4.5: Excited state lifetime profiles for CrW − before and after predissociation limit.
Shown are the profiles of (a) the highest energy band below the dissociation limit and (b)
the lowest energy band above the dissociation limit. Note the difference in time scales in
the two plots.
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(CrW) = 23127(10) cm-1
                = 2.867(1) eV
Figure 4.6: Excited state lifetimes of bands across the dissociation threshold. Masses 234,
235, and 238 are represented by black squares, red triangles, and blue circles, respectively.
The sharp decrease in excited state lifetime shows that the dissociation limit has been
exceeded in energy.
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have S=2 or lower, or (3) spin-pairing at least two of the electrons in the d5 core, again
leading to a term that must have S=2 or less. As a result, most of the low-lying excited
separated atom limits in these species combine a ground state atom (S=3) with an excited
atom (S=2 or less) and generate molecular terms that have spin multiplicities of triplet
(S=1) or higher. These are inaccessible in spin-conserving electronic transitions from the
1Σ+(g) ground state. To illustrate these effects, Table 4.2 lists the separated atom limits of
Cr2 that lie below 23 000 cm
−1 with spin-orbit splitting omitted. These term energies have
been obtained by calculating the average of the corresponding Cr atomic levels, weighted
by a degeneracy factor of 2J + 1.74 Also listed are the low-spin molecular terms that arise
from these separated atom limits.
It is obvious from Table 4.2 that although a large number of electronic states are
generated from these separated atom limits, very few are spectroscopically accessible in
the absence of spin-orbit mixing. Out of the 227 molecular terms of Cr2 that arise from
separated atom limits lying below 23 000 cm−1,69 only one 1Σ+u state and three 1Πu states
may be reached in electric dipole-allowed transitions from the ground state. Furthermore,
two of the 1Πu states are formed from the interaction of the two 3d
44s2, 5Dg atoms. These
states have van der Waals minima at large internuclear distances and then become repulsive
at shorter distances due to the Pauli repulsion of the filled 4s2 subshells, in much the same
way that two 3d44s2, 3Fg Ti atoms or two 3d
64s2, 5Dg Fe atoms generate only van der
Waals minima.77,78 Vertical transitions to these 1Πu states will place the molecule in the
repulsive part of the potential curve, leading to dissociation.
The upper states reached in the A1Σ+(u) ← X1Σ+(g) transitions of Cr2, CrMo, and Mo2
actually correlate diabatically to an entirely different separated atom limit, the ion-pair
limit. For Cr2, the Cr
+ 3d5, 6Sg + Cr
− 3d54s2, 6Sg ground separated ion limit lies at
an energy of 49 126 cm−1,75,76 but the long-range Coulombic attraction between these
ions causes the molecular states generated from it to be dramatically lowered in energy.
Adding a pure Coulomb attractive potential to the separated ion energy, the resulting
ion-pair potential curve drops below the ground separated atom limit at an internuclear
separation of 2.36 A˚, which is considerably longer than the ground state bond length of
1.68 A˚. From the ion-pair limit, a single molecular state of 1Σ+u symmetry is the only
spectroscopically accessible state. This state, however, is expected to have an extremely
large oscillator strength in transitions from the ground state, because the transition corre-
sponds to a strongly allowed metal-to-metal charge transfer transition. As pointed out in
the Introduction to this chapter, the A 1Σ+(u) ←1 Σ+(g) transitions of Cr2, CrMo, and Mo2
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Table 4.2: Separated atom limits below 23 000 cm−1 and resulting molecular states of Cr2.a
Separated Energy
Atom Limit (cm−1) Molecular Terms Generated
























3d44s2, 5Dg and 24 terms with higher spin multiplicity



















and 18 terms with higher spin multiplicity
3d44s2, 5Dg + 16180.4
1Σ+g (3),
1Σ−u (2), 1Πg(2), 1Πu(2), 1∆g(2), 1∆u, 1Φg, 1Φu, 1Γg
3d44s2, 5Dg, and 60 terms with higher spin multiplicity











3d54s1, 5Gg and 40 terms with higher spin multiplicity
3d54s1, 7Sg + 21846.4
3Σ−g , 3Σ−u , 3Πg, 3Πu,
3d54s1, 5Pg and 16 terms with higher spin multiplicity







11Σ+g ,Cr− 3d54s2, 6Sg 1Σ+u , 3Σ+u , 5Σ+u , 7Σ+u , 9Σ+u , 11Σ+uion pair
a Data are taken from References 74, 75, and 76. Terms given in bold are accessible via
electric dipole transitions from the 1Σ+g ground state without spin-orbit mixing.
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have extremely large oscillator strengths, as expected for such transitions. An alternate
way of viewing these transitions is that the multiply-bonded core of the molecule remains





shell singlet, or equivalently, to the 1Σ+(u) ion-pair state.
79–83 The importance of the ion-pair
state in the excited states of these molecules has been very nicely illustrated in the case of
Au2, where an early computational study of the molecule clearly shows the ion-pair state
descending into the region that is spectroscopically accessible near 3-3.5 eV.84
Diatomic CrMo and Mo2 also have few low-lying separated atom limits that provide
spectroscopically accessible molecular states. In CrMo, three 1Σ+ and two 1Π molecular
terms arise from separated atom limits in the range of 18 000 to 19 000 cm−1. Apart from
van der Waals states, these are the only spectroscopically accessible states that arise from
separated atom limits within 23 000 cm−1 of the ground separated atom limit. In Mo2,
only one 1Σ+(u) and one
1Πu term arise from the separated atom limits below 23 000 cm
−1.
In both CrMo and Mo2, however, the
1Σ+(u) term that is generated from the ion-pair limit
drops below the ground separated atom limit at accessible internuclear distances, ignoring
any repulsive interactions. In CrMo, the Cr+Mo− curve drops below the ground separated
atom limit at a separation of 2.39 A˚. Similarly, the Mo+Mo− curve drops below the energy
of the ground state atoms at 2.27 A˚.
In CrW, the Cr+W− ion-pair state, which lies 47 992.0 cm−1 above the ground state
atoms,85,86 also plays a large role. Assuming a pure Coulomb attraction between the ions,
the ion pair potential curve crosses the ground separated atom limit at an internuclear sepa-
ration of 2.42 A˚, assuring that the 1Σ+ ion-pair state will provide a huge source of oscillator
strength in this molecule. Unlike chromium and molybdenum, however, the ground level
in tungsten is 5d46s2, 5D0g, due to the combined effects of relativistic stabilization of the
6s orbital and spin-orbit stabilization of the J = 0 level of the 5Dg term. Even when the
spin-orbit splitting is removed by performing a weighted average of the levels deriving from
the various terms, the stabilization of the 6s orbital leads to a large number of low-lying
atomic terms that derive from the 5d46s2 configuration. This effect is seen in Table 4.3,
which summarizes the low-lying separated atom limits in CrW in the absence of spin-orbit
interaction, along with the low-spin molecular terms that drive from them. In contrast to
Cr2, where 227 molecular terms arise from separated atom limits within 23 000 cm
−1 of the
ground limit, 783 molecular terms arise from separated atom limits within this range in the
case of CrW. This partially explains the increase in spectral congestion in CrW, compared
to Cr2, CrMo, and Mo2.
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Table 4.3: Separated atom limits below 23 000 cm−1 and resulting molecular states of
CrW.a
Separated Energy
Atom Limit (cm−1) Molecular Terms Generated
Cr 3d54s1, 7Sg + 0.0 1Σ+, 3Σ+, 5Σ+, 7Σ+, 9Σ+, 11Σ+, 13Σ+
W 5d56s1, 7Sg
Cr 3d54s1, 7Sg + 1505.6
3Σ+, 3Π, 3∆, 5Σ+, 5Π, 5∆, 7Σ+, 7Π, 7∆,
W 5d46s2, 5Dg
9Σ+, 9Π, 9∆, 11Σ+, 11Π, 11∆
Cr 3d54s1, 5Sg + 7593.2 3Σ+, 5Σ+, 7Σ+, 9Σ+, 11Σ+
W 5d56s1, 7Sg
Cr 3d44s2, 5Dg + 8090.2
3Σ+, 3Π, 3∆, 5Σ+, 5Π, 5∆, 7Σ+, 7Π, 7∆,
W 5d56s1, 7Sg
9Σ+, 9Π, 9∆, 11Σ+, 11Π, 11∆
Cr 3d54s1, 5Sg + 9098.8
1Σ+, 1Π, 1∆, 3Σ+, 3Π, 3∆, 5Σ+, 5Π, 5∆,
W 5d46s2, 5Dg
7Σ+, 7Π, 7∆, 9Σ+, 9Π, 9∆
Cr 3d54s1, 7Sg + 9595.8
1Σ+(3), 1Σ−(2), 1Π(4), 1∆(3), 1Φ(2), 1Γ,
W 5d56s1, 7Sg
3Σ+(3), 3Σ−(2), 3Π(4), 3∆(3), 3Φ(2), 3Γ,
and 45 terms with higher spin multiplicity
Cr 3d54s1, 7Sg + 12089.2
5Σ−, 5Π, 5∆, 5Φ, 5Γ, 5H,
W 5d46s2, 3Hg
7Σ−, 7Π, 7∆, 7Φ, 7Γ, 7H,
9Σ−, 9Π, 9∆, 9Φ, 9Γ, 9H,
Cr 3d54s1, 7Sg + 12872.0 5Σ+, 5Π, 5∆, 7Σ+, 7Π, 7∆, 9Σ+, 9Π, 9∆
W 5d46s2, 3Dg
Cr 3d54s1, 7Sg + 13239.5 5Σ−, 5Π, 7Σ−, 7Π, 9Σ−, 9Π
W 5d46s2, 3Pg
Cr 3d54s1, 7Sg + 13561.1 5Σ−, 5Π, 5∆, 5Φ, 7Σ−, 7Π, 7∆, 7Φ, 9Σ−, 9Π, 9∆, 9Φ
W 5d46s2, 3Fg
Cr 3d54s1, 7Sg + 14063.8
5Σ+, 5Π, 5∆, 5Φ, 5Γ, 7Σ+, 7Π, 7∆, 7Φ, 7Γ,
W 5d46s2, 3Gg
9Σ+, 9Π, 9∆, 9Φ, 9Γ,
a Data are taken from References 74, 85, and 86. Terms given in bold are accessible via




Atom Limit (cm−1) Molecular Terms Generated
Cr 3d54s1, 7Sg +
15329.2
3Σ+, 5Σ+, 7Σ+, 9Σ+, 11Σ+
W 5d56s1, 5Sg
Cr 3d54s1, 7Sg + 16316.0
3Σ+, 3Π, 3∆, 3Φ, 3Γ, 5Σ+, 5Π, 5∆, 5Φ, 5Γ,
W 5d56s1, 5Gg
7Σ+, 7Π, 7∆, 7Φ, 7Γ, 9Σ+, 9Π, 9∆, 9Φ, 9Γ,
11Σ+, 11Π, 11∆, 11Φ, 11Γ
Cr 3d54s1, 7Sg + 17222.9 7Σ+
W 5d46s2, 1Sg
Cr 3d54s1, 7Sg + 17381.5 3Σ−, 3Π, 5Σ−, 5Π, 7Σ−, 7Π, 9Σ−, 9Π, 11Σ−, 11Π
W 5d56s1, 5Pg
Cr 3d54s1, 5Sg + 19682.4
3Σ−, 3Π, 3∆, 3Φ, 3Γ, 3H, 5Σ−, 5Π, 5∆, 5Φ, 5Γ, 5H,
W 5d46s2, 3Hg
7Σ−, 7Π, 7∆, 7Φ, 7Γ, 7H
Cr 3d44s2, 5Dg + 20179.4
3Σ+(2), 3Σ−(3), 3Π(5), 3∆(5), 3Φ(5), 3Γ(4), 3H(3), 3I(2), 3K,
W 5d46s2, 3Hg and 60 terms with higher spin multiplicity
Cr 3d54s1, 5Sg + 20465.2 3Σ+, 3Π, 3∆, 5Σ+, 5Π, 5∆, 7Σ+, 7Π, 7∆
W 5d46s2, 3Dg
Cr 3d54s1, 5Gg + 20521.4
3Σ+, 3Π, 3∆, 3Φ, 3Γ, 5Σ+, 5Π, 5∆, 5Φ, 5Γ,
W 5d56s1, 7Sg
7Σ+, 7Π, 7∆, 7Φ, 7Γ, 9Σ+, 9Π, 9∆, 9Φ, 9Γ,
11Σ+, 11Π, 11∆, 11Φ, 11Γ
Cr 3d54s1, 5Sg + 20832.7 3Σ−, 3Π, 5Σ−, 5Π, 7Σ−, 7Π
W 5d46s2, 3Pg
Cr 3d44s2, 5Dg + 20962.2
3Σ+(3), 3Σ−(2), 3Π(4), 3∆(3), 3Φ(2), 3Γ,
W 5d46s2, 3Dg and 30 terms with higher spin multiplicity
a Data are taken from References 74, 85, and 86. Terms given in bold are accessible via




Atom Limit (cm−1) Molecular Terms Generated
Cr 3d54s1, 7Sg + 21154.2 3Σ−, 3Π, 3∆, 3Φ, 5Σ−, 5Π, 5∆, 5Φ, 7Σ−, 7Π, 7∆, 7Φ
W 5d56s1, 7Sg
Cr 3d44s2, 5Dg + 21329.7
3Σ+, 3Σ−(2), 3Π(3), 3∆(2), 3Φ,
W 5d46s2, 3Pg and 18 terms with higher spin multiplicity
Cr 3d44s2, 5Dg + 21651.3
3Σ+(2), 3Σ−(3), 3Π(5), 3∆(4), 3Φ(3), 3Γ(2), 3H,
W 5d46s2, 3Fg and 40 terms with higher spin multiplicity
Cr 3d54s1, 5Sg + 21657.0
3Σ+, 3Π, 3∆, 3Φ, 3Γ, 5Σ+, 5Π, 5∆, 5Φ, 5Γ,
W 5d46s2, 3Gg
7Σ+, 7Π, 7∆, 7Φ, 7Γ
Cr 3d54s1, 5Pg + 21846.4 3Σ−, 3Π, 5Σ−, 5Π, 7Σ−, 7Π, 11Σ−, 11Π
W 5d56s1, 7Sg
Cr 3d54s1, 5Gg + 22027.0
1Σ+(3), 1Σ−(2), 1Π(5), 1∆(5), 1Φ(4), 1Γ(3), 1H(2), 1I,
W 5d46s2, 5Dg
3Σ+(3), 3Σ−(2), 3Π(5), 3∆(5), 3Φ(4), 3Γ(3), 3H(2), 3I,
and 75 terms with higher spin multiplicity
Cr 3d44s2, 5Dg + 22154.0
3Σ+(3), 3Σ−(2), 3Π(5), 3∆(5), 3Φ(4), 3Γ(3), 3H(2), 3I,
W 5d46s2, 3Gg and 50 terms with higher spin multiplicity
Cr 3d54s1, 7Sg + 22555.4
1Σ+, 1Π, 1∆, 1Φ, 3Σ+, 3Π, 3∆, 3Φ, 5Σ+, 5Π, 5∆, 5Φ,
W 5d546s16p1, 7Fu
7Σ+, 7Π, 7∆, 7Φ, 9Σ+, 9Π, 9∆, 9Φ, 11Σ+, 11Π, 11∆, 11Φ,
13Σ+, 13Π, 13∆, 13Φ
Cr 3d54s1, 5Sg + 22922.3 1Σ+, 3Σ+, 5Σ+, 7Σ+, 9Σ+
W 5d56s1, 5Sg
Cr+ 3d5, 6Sg +
47992.0 1Σ+, 3Σ+, 5Σ+, 7Σ+, 9Σ+, 11Σ+W− 5d56s2, 6Sg
ion pair
a Data are taken from References 74, 85, and 86. Terms given in bold are accessible via
electric dipole transitions from the 1Σ+ ground state without spin-orbit mixing.
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Despite the large number of molecular terms arising from low-energy separated atom
limits in CrW, only nine 1Σ+ terms and eleven 1Π terms arise within this range. Further,
three of the 1Σ+ terms and four of the 1Π terms arise from 3d44s2 + 5d46s2 atomic
configurations, leading to a long-range van der Waals well, followed by repulsive interactions
at shorter internuclear separations. Thus, only six 1Σ+ terms and seven 1Π terms are
expected to contribute to the spectrum. This is not sufficient to account for the observed
spectral congestion.
Another major contributing factor to the spectral congestion that is observed in CrW is
a second relativistic effect: spin-orbit interaction. To compare the strength of the spin-orbit
interaction in the Group 6 atoms, Cr, Mo, and W, it is useful to compare the orbital spin-
orbit parameters, ζnd, for these atoms. The values of ζ3d(Cr) = 243 cm
−1, ζ4d(Mo) = 679
cm−1, and ζ5d(W)=2436 cm−1 show that spin-orbit mixing will be much more favorable in
tungsten-containing diatomics than in the analogous chromium and molybdenum species.87
The combination of a higher density of states and much stronger spin-orbit interaction in
the case of CrW allows the 1Σ+ ion-pair state to mix with other 0+ states that derive
from triplet states, so that enormous oscillator strength provided by the ion-pair state is
shared among many other states of 0+ symmetry. This mechanism explains why all of
the rotationaly resolved bands that have been investigated are of Ω′ = 0+ ← Ω′′ = 0+
symmetry, as well as explaining the high density of vibronic bands in the CrW molecule.
Extending these observations to the MoW and W2 species, we also expect a high density
of Ω′ = 0+ ← Ω′′ = 0+ (MoW) or Ω′ = 0+u ← Ω′′ = 0+u (W2) vibronic bands in these
molecules.
In contrast to experiment, the computational study of CrW only predicts two allowed
Ω′ = 0+ ← Ω′′ = 0+ transitions below 25 000 cm−1.59 One of these has an extremely large
oscillator strength, f = 0.184. This is the ion-pair state that is found to promiscuously
share its intensity with other nearby states in our experimental study.
4.4.2 Bond Length of CrW
The average ground state bond length across the three isotopologues studies is 1.8814(4)
A˚. This agrees relatively well with the theoretical study conducted by Ruipe´rez, et al., who
calculated re to be 1.919 A˚.
59 By subtracting the value of the covalent multiple bonding
radius for Cr (Ref. 47) from the bond length of CrW found in this study, a preliminary
value of the multiple bonding radius for W is determined to be 1.0373 A˚. Furthermore,
combining this value with the other covalent multiple bonding radii determined in Ref. 47
allows bond lengths for VW, NbW, MoW, and W2 to be estimated. The resulting values
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are provided in Table 4.4, where they are compared to computation results. As with our
experimentally determined bond length for CrW, these predicted values agree reasonably
well with computational results.
4.4.3 Bond Dissociation Energy of CrW
In Section 4.3.3 of this chapter, we identified the predissociation threshold of CrW at 23
127(10) cm−1, or 2.867(1) eV, and asserted that this corresponds to the bond dissociation
energy of the molecule. Rigorously, this threshold provides an upper limit on the bond
dissociation energy, but if a barrier exists to dissociation, the thermochemical bond energy
could be lower. In the case of CrW, however, the ground level of the separated atoms, Cr
3d54s1, 7S3g + W 5d
46s2, 5D0g, is attractive at long range. This is because the outermost
electrons, 4s1 on chromium and 6s2 on tungsten, combine to form a σ2σ∗1 molecular
configuration, which has a bond order of 0.5, leading to long-range attractive behavior.
Therefore, no barrier to dissociation is expected.
Another consideration is whether the dissociating molecule can preserve its good quan-
tum numbers as it dissociates to ground level atoms. For a heavy molecule such as CrW,
which has a high density of electronic states, spin-orbit interaction mixes the various
molecular terms quite strongly. In such a situation, S, Λ, and Σ become ill defined. However,
no matter how strong spin-orbit interaction may be, or how closely spaced the interacting
potential curves may be, Ω remains a good quantum number. Likewise, for Ω = 0, the
0+/0− character also remains well-defined as the molecule dissociates. Therefore, it is
useful to examine whether or not the values of Ω′ that are reached in allowed excitations
from the ground state can dissociate to ground state atoms. For CrW, the ground 1Σ+
state has Ω′′ = 0+, so excited states with Ω′ = 0+ or 1 may be populated in dipole-allowed
excitations.69 The lowest spin-orbit level of the separated atoms, Cr 3d54s1, 7S3g + W
5d46s2, 5D0g, generates molecular states with Ω = 3, 2, 1, and 0
−.69 As a result, any Ω′ = 1
states that are populated can readily dissociate to ground state atoms, but Ω′ = 0+ states
may be unable to dissociate to ground state atoms, because the ground separated atom
limit generates no Ω = 0+ potential curves. The first excited limit, Cr 3d54s1, 7S3g + W
5d46s2, 5D1g at 1670.29 cm
−1, however, generates two potential energy curves with Ω = 0+
(among others).69 Given that the spectrum is dominated by transitions to Ω′ = 0+, could
it be that the observed sharp predissociation threshold corresponds to the energy of the Cr
3d54s1, 7S3g + W 5d
46s2, 5D1g separated limit? If so, this would imply that the true CrW
bond dissociation energy is 1670.29 cm−1 lower than the measured threshold.
Based on our experience with other transition metal molecules, particularly V2 and
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Table 4.4: Measured and calculated bond lengths of tungsten-
containing diatomic metals.
Molecule This Study, r0 (A˚)









a The reported value for CrW is the experimental value obtained
from this study, the rest are calculated based on this value and
the multiple bonding radii reported in Ref. 47.
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Zr2,
36,38,39,70 we believe that the measured predissociation threshold does correspond to
formation of the separated atoms in their ground levels. Although nonrotating Ω′ = 0+
excited states are unable to dissociate to separated atoms in their ground levels, when these
states are allowed to rotate, Ω ceases to be a rigorously well-defined quantum number. This
is because the Sˆ-uncloupling and Lˆ-uncoupling operators mix rotating Ω′ = 0+ states with
states having Ω′ = 1.87 When this occurs, predissociation on potential curves with Ω′ = 1
then leads to production of separated atoms in their ground levels. The only CrW excited
states that can be formed by absorption of radiation from the ground state that cannot
exploit this process are molecules with J ′ = 0 and Ω′ = 0+. Because these states are not
rotating, the matrix elements connecting these Ω′ = 0+ states to Ω′ = 1 states are rigorously
zero.
This process has been observed in the examples of V2 and Zr2, which have ground
molecular levels with Ω = 0+g (from X
3Σ−g ) and 1g (from X3∆g), respectively.35,89 In the
case of V2, excited states with Ω
′ = 0+u and 1u can be reached by optical absorptions, but
the ground separated atom limit of 4F3/2g +
4F3/2g only generates molecular states with





69 A sharp predissociation threshold at the ground
separated atom limit is nevertheless observed,36 despite the fact that nonrotating molecules
excited to Ω = 0+u levels cannot dissociate until the first spin-orbit excited separated atom
limit is reached. A much weaker ion signal persists to higher energies, but ceases abruptly
when the 4F3/2g +
4F5/2g excited separated atom limit is reached.
36 In Zr2, the situation
is similar.70 Excited states with Ω′ = 2u, 1u, 0+u and 0−u are optically accessible, but the
ground separated atom limit of 4F2g +
4F2g generates molecular states with Ω = 4g, 3g,





69 Again, the states populated with Ω′ = 0+u lack a matching
potential energy curve that dissociates to the ground state atoms, and if these states have
J ′ = 0, they rigorously cannot dissociate until the first spin-orbit excited limit, 3F2g + 3F3g,
is reached. A sharp, definitive predissociation threshold is observed at the ground separated
atom limit, but again a much weaker signal persists to higher energies until the first excited
separated atom limit is reached. At that point, all of the electronically excited molecules
are able to dissociate promptly.
These observations suggest that the observed predissociation threshold in CrW does
correspond to production of ground state separated atoms, and is the true thermochemical
bond dissociation energy of the molecules. However, just as in the cases of V2 and Zr2,
some features persist to higher energies as is evident in Figure 4.3. We believe that these
features correspond to excitation to states of Ω′ = 0+ symmetry that for some reason are not
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strongly rotationally coupled to states with Ω′ = 1. Presumably, if the scan were extended
further to the blue, these more widely separated features would cease when the energy of
the Cr 3d54s1, 7S3g + W 5d
46s2, 5D1g separated atom limit at 1670.29 cm
−1 is exceeded.
On this basis, we assign the bond energy of CrW as D0(CrW) = 2.867(1) eV.
The bond dissociation energy computed in the CASPT2 calculation, including spin-orbit
and relativistic effects,59 2.73 eV, is within 5% of our measured result. For a molecule with
the electronic complexity of CrW, this should be considered good agreement.
The bond dissociation energies of a few other multiply-bonded transition metal diatomics
composed of Group 5 or 6 atoms have also been measured by the onset of predissociation
in the dense vibronic spectrum. These include NbCr (D0 = 3.0263(6) eV),
45 V2 (D0 =
2.753(1) eV),36,38 VNb (D0 = 3.789(1) eV),
40 and Mo2 (D0 = 4.476(10) eV).
90 The bond
energy of CrW is found to be similar to NbCr and V2, and nearly 1 eV smaller than VNb.
In addition to these species, the bond energy of Cr2 is well established as D0(Cr2) = 1.53(6)
eV through collision-induced dissociation measurements on Cr+2 D0(Cr
+
2 ) = 1.30(6) eV,
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combined with the ionization energies of Cr2, 6.999(1),
90 and atomic Cr, 6.76651(4) eV,75
using the thermochemical cycle
D0(Cr2) = D0(Cr
+
2 ) + IE(Cr). (4.3)
Finally, the bond energy of Nb+2 is known from both collision-induced dissociation measure-
ments (5.87(12) eV)92 and from a predissociation threshold study (5.94(1) eV).93 When
combined with the ionization energies of Nb2 (6.3677(12) eV)
40 and atomic Nb (6.75885(4)
eV) and the analogous thermochemical cycle is employed, the bond energy of Nb2 is obtained
as D0(Nb
+
2 ) = 5.48(12) eV from the collision-induced dissociation result, or D0(Nb
+
2 ) =
5.55(1) eV from the predissociation threshold study.
For the set of known Group 5 and 6 diatomic metals, bond energies range from 1.53(6)
eV (Cr2) to 5.55(1) eV (Nb2). There is absolutely no correlation to the nominal bond order
of the molecule. Instead, what matters is how accessible the d orbitals are for forming
chemical bonds. Thus, the 3d series, for which the d orbitals are quite compact, produces
molecules with rather weak bonds, while the 4d and 5d series produce much stronger bonds,
due to the larger size of the d orbitals in these heavier metals. To investigate this effect,
we have performed numerical Hartree-Fock calculations on the ground terms of the dns1
configurations of the metal atoms, and have computed the expectation values of the radial
coordinate, 〈r〉, for the corresponding d orbitals. For this purpose, we have used the program
HARTREE, written by Charlotte Froese Fischer.94 The results are listed in Table 4.5 and
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Table 4.5: Bond dissociation energies and d-orbital sizes for the Group 5 and 6 diatomic
metals.
Molecule 〈r〉nd; atom A (A˚) 〈r〉nd; atom B (A˚) 〈r〉nd, A + 〈r〉nd, B (A˚) D0 (eV)
Cr2 0.7239 0.7239 1.4478 1.53(6)
V2 0.8052 0.8052 1.6104 2.753(1)
CrW 0.7239 1.0608 1.7847 2.867(1)
NbCr 1.0960 0.7239 1.8199 3.0263(6)
VNb 0.8052 1.0960 1.9012 3.789(1)
Mo2 0.9923 0.9923 1.9846 4.476(10)
Nb2 1.0960 1.0960 2.1920 5.55(1)
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displayed in Figure 4.7 for the molecules Cr2, V2, CrW, NbCr, VNb, Mo2, and Nb2. The
bond dissociation energy is clearly strongly correlated with the size of the d orbitals, which
determines their ability to overlap and form bonds. If the fitted line remains valid for
other diatomics formed from the Group 5 and 6 elements, Ta2 may be expected to have
the strongest bond of these species, with D0(Ta2) ≈ 5.97 eV. A table providing the results
of the numerical Hartree-Fock calculations for the radial expectation values, 〈r〉d and 〈r〉s,
along with values of the spin-orbit parameter, ζd, calculated for both the d
ns2 and dn+1s1
configurations is provided in Appendix B. Also provided in Appendix B are the estimated
bond energies for all of the Group 5 and 6 diatomic metals, obtained from the linear fit to
the data points in Figure 4.7. At a minimum, these values provide a useful starting point
for a more accurate determination of the bond dissociation energies of these species.
4.5 Conclusion
In this resonant two-photon ionization spectroscopic study, the ground state of CrW was
determined to have 1Σ+ symmetry and a bond length, r0, of 1.8814(4) A˚. Using information
from a previous study, the multiple bonding radius for W is determined to be 1.037 A˚.
Additionally, the bond dissociation of CrW was determined to be 2.867(1) eV, which agrees
very well with Pauling’s postulate that the covalent bond energies are equal to, or greater
than, the geometric mean of the bond energies of the corresponding homonuclear dimers
(2.83 eV). The known bond dissociation energies of the Group 5 and 6 diatomic metals
were examined and a strong correlation with the sum of the d orbital radii was found.
This empirical relationship suggests the Ta2 will be the most strongly bound of all of these
species.
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Figure 4.7: Correlation between D0 and d orbital sizes in various Group 5 and 6 diatomics.
The fitted line is given by D0(eV) = -6.068 + 5.517(〈r〉nd, A + 〈r〉nd, B)(A˚).
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CHAPTER 5
DETERMINATION OF THE BOND DISSOCIATION
ENERGIES OF FeX AND NiX (X=C, S, Se)
5.1 Introduction
As one of its core elements, a key component of chemistry is the controlled breaking of
chemical bonds, followed by the formation of new chemical bonds, allowing new compounds
with potentially useful properties to be synthesized. Among the most fundamental goals
of chemistry, therefore, is understanding the nature of the chemical bond, both in terms
of its electronic structure and of its bond strength, or bond dissociation energy (BDE).
In past work, a major focus of this group has been to understand the chemical bonding
between transition metal atoms, including measurements of their BDEs. In those studies,
we have measured the BDEs of more than 20 transition metal dimers, including V2, TiV,
TiCo, VNi, Zr2, YCo, YNi, ZrCo, ZrNi, NbCo, and NbNi by observing an abrupt onset of
predissociation in a congested electronic spectrum.1,2 More recently, we have turned to the
accurate and precise measurement of BDEs between transition metal atoms and main group
atoms. We have recently reported precise measurements of the BDEs of VC, VN, VS, TiSe,
ZrSe, HfSe, VSe, NbSe, and TaSe, again using the onset of predissociation in a congested
vibronic spectrum as the indicator of the BDE.3,4 In this article, we report precise BDEs
for the iron- and nickel-containing molecules, FeC, NiC, FeS, NiS, FeSe, and NiSe. The
goal of our work is to provide precise and accurate values of the BDEs of a number of MX
diatomic molecules in the gas phase, so that chemical bonding in these systems may be
better understood.
Because transition metals are of tremendous importance in catalyzing chemical transfor-
mations, precise knowledge of the BDEs between the transition metals and the main group
elements is highly desired. Unfortunately, our knowledge of these quantities is compromised
by the experimental limitations that have hampered previous investigations. Many chemical
This chapter was adapted from J. Chem. Phys. 146, 144310 (2017), with the permission of AIP Publishing.
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systems have received no study whatsoever, and when experimental measurements have
been made, the results are frequently associated with large error limits. One of the most
commonly used techniques to measure BDEs is Knudsen effusion mass spectrometry.5 In
this technique, a gas-phase equilibrium such as
FeC(g) 
 Fe(g) + C(g) (5.1)
or
FeC(g) + Ni(g) 
 Fe(g) + NiC(g) (5.2)
in mass spectrometrically measured, and the resulting equilibrium constant, as a function
of temperature, is analyzed using statistical thermodynamics to deduce the BDE (or the
differences in BDEs, in the case of Reaction 5.2).5 Because of the difficulty in controlling the
high temperatures needed for these gas-phase reactions, as well as the assumptions required
to evaluate the molecular partition functions, Knudsen effusion methods typically report
uncertainties in the range of 0.1 to 0.4 eV.6–9 For the FeS and NiS molecules investigated
in this study, previous Knudsen effusion measurements provided error estimates of about
0.15 eV.10
In the present study, we recognize that near the ground separated atom limit, transition
metal molecules generally have an exceptionally high density of electronic and vibrational
states, and nonadiabatic and spin-orbit interactions among these Born-Oppenheimer states
allow an electronically excited molecule to hop from one potential energy curve to another.
In the case of Fe + C/S/Se, the ground separated atom limit of 3d64s2, 5D + 3P gives 180
states; for Ni + C/S/Se, the 3d94s1, 3D + 3P and 3d84s2, 3F + 3P separated atom limits
are nearly degenerate, and generate 135 and 189 states, respectively. In this situation, it is
fundamentally wrong to think of the molecule as moving on a single potential curve. When
the energy of the ground separated atom limit is exceeded, the molecule finds a way to fall
apart, on likely a subnanosecond time scale. By locating the threshold for predissociation,
we have found that it is generally possible to determine the bond dissociation energy of the
molecule to a precision better than 0.01 eV.3,4
Transition metal carbides, sulfides, and selenides have proven to be important or poten-
tially important in a variety of fields. Their applications have been found in disciplines
including catalysis, medicine, electrochemistry, and superconductors. The use of iron
carbide materials, in particular, seems to have really blossomed in these areas. For example,
iron carbide has been used for drug delivery through targeted nanoparticle therapy, which
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can be used to target cancer cells.11 It has also seen applications in catalytic processes,
such as Fischer-Tropsch chemistry,12 as well as showing promise as a contrast agent in
magnetic resonance imaging (MRI).13 Transition metal sulfides have also found a number
of innovative uses, including acting as a catalyst for the carbonylation of ethylene,14 as a
binder-free cathode in lithium-ion batteries,15 and even in cancer treatment as inhibitors
of angiogenesis.16 As for the transition metal selenides, iron selenide has superconductive
properties17 while nickel selenide nanoparticles have been shown to be effective in reducing
nitroaromatic compounds to aromatic amines.18
Another area where precise bond dissociation energies are needed is in the testing of
computational approximations, particularly for density functional theory (DFT). Chemical
computations on transition metal-containing systems are notoriously difficult, particularly
for larger systems where variationally-based methods are out of the question. For such sys-
tems, DFT methods are the only practical alternative. Accordingly, computational chemists
are testing various DFT methods against measured bond dissociation energies, to determine
which functionals perform best.19–25 Unfortunately, the large errors in experimental BDEs
make such comparisons difficult, at best. It is our hope that the precise BDEs reported in
our previous work3,4 and in this article will provide the benchmarks computational chemists
need to test their methods.
5.2 Experimental
In this work, FeC, NiC, FeS, NiS, FeSe, and NiSe were investigated to measure their
bond dissociation energies by the observation of a sharp predissociation threshold in a
congested electronic spectrum. For these studies, the resonant two-photon ionization (R2PI)
spectroscopic method was employed. While the R2PI method has been described in detailed
in Chapter 2, some details pertinent to the present study are provided here.
5.2.1 Resonant Two-Photon Ionization Spectroscopy
For each of the molecules studied, the gaseous metal molecules were generated by laser
ablation of a metal target disk. The metal target differed between the studies, but a
nickel-containing alloy was used for the NiX studies while a pure iron sample was used for
the FeX studies. Various alloys were used in the NiX studies in order to calibrate the optical
spectra, as discussed in greater detail below. In all cases, the disk, which was rotated and
translated continuously to allow for the uniform removal of material, was vaporized using
the focused fundamental output of a pulsed Nd:YAG laser (1064 nm; approximately 10
mJ/pulse). The ablation took place during a pulse of carrier gas that flowed over the surface
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of the sample, picking up the ablated material. The carrier gas in all studies was ultra-high
purity (UHP) helium seeded with a small percentage of reactive gas: 0.2% methane (CH4)
for FeC and NiC, 0.7% hydrogen sulfide (H2S) for FeS and NiS, and 0.6% hydrogen selenide
(H2Se) for FeSe and 0.25% H2Se for NiSe. Hydrogen selenide gas was synthesized from
ZnSe as previously described.4 In all cases, the backing pressure of the carrier gas was in
the range of 20 to 70 psig.
After entrainment in the carrier gas, the products of ablation flow down a reaction
channel approximately 1.9 cm in length, during which time they react to form, among other
species, the molecule of interest and undergo collisional cooling with helium, likely reaching
temperatures near room temperature. The resulting species then expand into the vacuum
chamber through a 2 mm orifice, undergoing rapid cooling via supersonic expansion.26 The
operating pressure in this vacuum chamber varies depending on the backing pressure used
for the carrier gas, but is typically in the range of 8×10−6 to 4×10−5 torr (calibrated for
air) as measured with an ionization gauge. The on-axis portion of the expansion is roughly
collimated through a 1.3 cm diameter skimmer, after which it enters the Wiley-McLaren ion
source of a linear time-of-flight mass spectrometer (TOFMS), located in a second chamber.27
Within the ion source, the molecular beam is sequentially exposed to the radiation from
two lasers. The first is a tunable optical parametric oscillator (OPO) laser system that
counterpropagates along the molecular beam axis. Approximately 50 ns after this laser
is fired, the fifth harmonic output of a Nd:YAG laser (212.8 nm, 5.83 eV) intersects the
molecular beam at right angles. Any ions that are created from the interaction of these two
lasers are then accelerated toward the chevron-oriented dual microchannel plate detector,
after which the signal is amplified, digitized, and stored for analysis on the computer.
This ion signal is recorded as a function of the wavelength of the tunable laser. For each
molecule investigated, the OPO was scanned red-to-blue, starting at an energy believed to
be below the BDE of the molecule. The laser was then scanned until there was a complete
depletion of the ion signal for the molecule. Once the predissociation threshold was located,
multiple spectra of that region were collected and summed, to improve the signal-to-noise
ratio of the spectrum.
5.2.2 Calibration of Spectra
Since mass resolution is achieved in the TOFMS detection scheme, multiple masses
can be concurrently monitored, allowing for simultaneous recording of the optical spectra
of several species. This proves to be very useful for calibration of the spectrum of the
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species of interest. In each case, the well-known wavenumbers of atomic transitions near
the dissociation threshold were used to calibrate the spectrum.28
For each of the FeX molecules studied, a pure iron sample was used as the ablation
target. There were a large number of atomic iron transitions neighboring the dissociation
threshold for each of the FeX molecules, so calibration was straightforward.
In the case of the NiX molecules, calibration was more difficult. When these studies
began, an alloy of 1:2 Fe:Ni was used in the hope that the BDEs of the NiX and FeX
molecules could be simultaneously measured, without the need to change samples. While
this alloy worked for measuring the BDE of NiS, it was not successful for NiC. Precisely in
the vicinity of the dissociation threshold for NiC, there were a large number of extremely
intense transitions in atomic iron, which lead to a decrease in the overall mass spectrum
intensity due to what we believe to be a Coulomb space-charge effect. Although the Fe
atomic signals were huge, all other species in the mass spectrum showed a strong depletion
at these wavelengths. This decrease in signal precisely at the predissociation threshold made
it difficult to determine its exact location. Changing to a pure nickel sample produced a
similar, but slightly less severe effect, due to strong transitions in atomic nickel. It was
not until we changed to an alloy of Ni:Pd, which reduced the amount of atomic nickel in
the mass spectrum, that a clean NiC spectrum could be observed. A small amount of iron
was still present in the molecular beam, likely coming from the vaporization block; this
produced a nice atomic spectrum that was suitable for calibration.
While studying NiSe, a different issue arose. Here, only a few widely spaced atomic
transitions were observed in the vicinity of the predissociation threshold. In order to
calibrate the spectrum, the ablation target was changed to a Ni:V alloy; the abundant
atomic transitions of vanadium were then used for calibration.
5.3 Results
Figures 5.1 through 5.6 display the portion of the optical spectrum where the predis-
sociation threshold is found for FeC, NiC, FeS, NiS, FeSe, and NiSe, respectively. In all
cases, the arrow identifies the assigned predissociation threshold, which corresponds to the
BDE; a horizontal bar on the tail of the arrow corresponds to the proposed error limit for
D0. The assignment of error limits have been discussed in detail in our previous article on
the BDEs of TiSe, ZrSe, HfSe, VSe, NbSe, and TaSe.4 Figures 5.1 through 5.6 also display
the atomic spectra that were used for calibration. The measured bond dissociation value
for all six molecules are summarized in Table 5.1. In both the figures and in Table 5.1, the
proposed error limit is reported in parentheses, in units of the last digits quoted.
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Figure 5.1: Predissociation threshold of FeC. Optical spectrum of 56Fe12C showing its
predissociation threshold (upper trace) along with the spectrum of 57Fe, used for calibration
(lower trace). The horizontal bar on the tail of the arrow is a visual representation of the
assigned error.
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Figure 5.2: Predissociation threshold of NiC. Optical spectrum of 58Ni12C showing its
predissociation threshold (upper trace) along with the spectra of 56Fe and 64Ni, used
for calibration (lower traces). The horizontal bar on the tail of the arrow is a visual
representation of the assigned error.
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Figure 5.3: Predissociation threshold of FeS. Optical spectrum of 56Fe32S showing its
predissociation threshold (upper trace) along with the spectrum of 56Fe, used for calibration
(lower trace). The horizontal bar on the tail of the arrow is a visual representation of the
assigned error.
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Figure 5.4: Predissociation threshold of NiS. Optical spectrum of 58Ni32S showing its
predissociation threshold (upper trace) along with the spectra of 56Fe and 64Ni, used
for calibration (lower traces). The horizontal bar on the tail of the arrow is a visual
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Figure 5.5: Predissociation threshold of FeSe. Optical spectrum of 56Fe80Se showing its
predissociation threshold (upper trace) along with the spectrum of 54Fe, used for calibration
(lower trace). The horizontal bar on the tail of the arrow is a visual representation of the
assigned error.
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Figure 5.6: Predissociation threshold of NiSe. Optical spectrum of 58Ni80Se showing
its predissociation threshold (upper trace) along with the spectra of 56Fe and 58Ni, used
for calibration (lower traces). The horizontal bar on the tail of the arrow is a visual
representation of the assigned error.
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Table 5.1: Bond dissociation energies of FeX and NiX (X = C, S, Se).
Molecule D0 (eV) D0 (cm
−1) D0 (kJ mol−1) D0 (kcal mol−1)
FeC 3.961(19) 31 950(150) 382.2(1.8) 91.34(44)
NiC 4.167(3) 33 613(25) 402.1(3) 96.11(7)
FeS 3.240(3) 26 132(25) 312.6(3) 74.72(7)
NiS 3.651(3) 29 450(25) 352.3(3) 84.20(7)
FeSe 2.739(3) 22 090(25) 264.3(3) 63.16(7)
NiSe 3.218(3) 25 954(25) 310.5(3) 74.21(7)
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5.4 Discussion
5.4.1 Bond Dissociation Energy of FeC
The spectrum of FeC, displayed in Figure 5.1, shows discrete features with increasing
intensity toward the blue until the spectrum drops to the baseline near 31 890 cm−1. Because
the spectrum is relatively sparse, we have assigned a rather large uncertainty to our proposed
value of the bond dissociation energy, D0(FeC) = 3.961(19) eV. The magnitude of our
assigned error was chosen to account for the relatively large spacing between adjacent
vibronic levels.
Table 5.2 provides a comparison of our measured value of D0(FeC) to the results of
previous experiments and computations. The BDE of FeC has previously been estimated
from experimental data by two other methods. In the first method, the thermochemical
cycle
D0(FeC) + IE(Fe) = D0(Fe
+ − C) + IE(FeC) (5.3)
was used, in combination with experimental values of D0(Fe
+−C) and IE(FeC), to solve for
D0(FeC). In this cycle, the bond energy of Fe
+−C was measured in an ion photodissociation
experiment30 and the ionization energy of FeC was estimated in a resonant two-photon
ionization experiments from our group,29 resulting in D0(FeC) = 3.9(3) eV.
29 Subsequently,
a far more accurate measurement of IE(FeC) was made using the pulsed-field-ionization
zero electron kinetic energy (PFI-ZEKE) technique,31 leading to a revised value of D0(FeC)
= 3.8(3) eV. In a 1997 experiment, the appearance potential for production of FeC+ from
Fe(CO)5 was measured and combined with other data to obtain a somewhat lower value of
D0(Fe
+ − C),32 leading to an estimate of D0(FeC) = 3.34(18) eV. In the thermochemical
cycle, the ionization energies IE(Fe) and IE(FeC) are now extremely well-known, so the
weak link is the BDE of the FeC+ cation. In the ion photodissociation work,30 the study
was limited by the low intensity of the excitation light and its poor spectral resolution. In
the subsequent study on the appearance potential of FeC+ from Fe(CO)5,
32 the indirect
nature of the photochemical process, along with the gradual rise of the FeC+ signal from
the background, introduce significant error. For these reasons, we believe that our direct
measurement of the predissociation threshold provides a more accurate result.
In a spectroscopic study conducted in high resolution, the vibrational levels of the ground
X 3∆ state of FeC were fitted to a modified Morse potential, providing D0(FeC) = 2.858
eV.33 This result is obtained from the fitted vibrational constants ωe = 867.32(15) cm
−1
and ωexe = 7.9799(21) cm
−1. The functional form
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Table 5.2: Measured and calculated bond dissociation energies of FeC.a
Investigators Ref. Method D0(FeC) (eV)
This work Predissociation Threshold 3.961(19)
Brugh and Morse (1997);
29; 30 D0(Fe
+ − C) + IE(FeC)− IE(Fe) 3.9(3)
Hettich and Freiser (1986)
Chang, et al. (2009);
31; 30 D0(Fe
+ − C) + IE(FeC)− IE(Fe) 3.8(3)
Hettich and Freiser (1986)
Chang, et al. (2009);
31; 32 D0(Fe
+ − C) + IE(FeC)− IE(Fe) 3.34(18)
Angeli, et al. (1997)
Fujitake, et al. (2001) 33 Morse potential extrapolation 2.858
Sosa, et al. (1997) 34 DFT LDA/BP 6.748 b
Shim and Gingerich (1999) 35 CASSCF-MRCI 2.74
Itono, et al. (2001) 36 MR-SDCI + Q 3.47
Tzeli and Mavridis (2002) 37 MRCI 3.705




Lau, et al. (2009) 39 CCSDTQ(Full)/CBS 3.778






Li, et al. (2013) 22
DFT M11L 3.58
DFT SOGGA11 4.25













a Experimental values are given in boldface.
b This value is De, not D0.
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G(v) = (v + 12)ωe − (v + 12)2ωexe (5.4)










as long as the higher anharmonic terms are negligible, even at high vibrational levels. If
higher-order anharmonicities are significant or if the fitted vibrational levels are systemati-
cally perturbed, however, the results can be seriously in error. The value obtained in this
case is more than 1 eV smaller than our measurement, and is substantially less than the
other experimental values. It seems that either the observed vibrational levels are perturbed,
or a larger number of vibrational levels are required to obtain a good extrapolation to D0
for this example.
Also displayed in Table 5.2 are all of the computational results for D0(FeC) that we
could find in the literature. It is obvious that the calculation of the BDE of this molecule is
a tremendous challenge for theory. As noted by Tzeli and Mavridis, FeC “is a genuine
multireference system,” making it nearly impossible to tackle using a single reference
method.37 Even the most extensive calculation, the CCSDTQ(Full)/CBS study by Lau, et
al., provides a value of D0(FeC) that is about 0.2 eV below our result.
39 This molecule also
provides a tremendous challenge for density functional methods, with different functionals
giving values ranging from 0.86 eV to 6.75 eV.
Equation 5.3 may be used to combine our value of D0(FeC) with the precisely known
ionization energies, IE(Fe) = 7.9024678(12) eV28 and IE(FeC) = 7.59318(6) eV.31 to obtain
an improved value of the FeC+ bond dissociation energy. The result is D0(Fe
+ − C) =
4.270(19) eV.
5.4.2 Bond Dissociation Energy of NiC
The predissociation threshold in the spectrum of NiC (Figure 5.2) is more clearly defined
than in FeC, allowing more restrictive error limits to be assigned: D0(NiC) = 4.167(3)
eV. Very limited experimental data exists for comparison to this value. The available
experimental and computational points of comparison are presented in Table 5.3. In our
previous resonant two-photon ionization study of NiC, transitions were observed as far to
the blue as 3.34 eV, placing D0(NiC) ≥ 3.34 eV.41 Although not very restrictive, this is
in agreement with the present result. Subsequent to our initial study, Rao, Reddy, and
Potukuchi examined our experimental data and fitted the results to a modified Lippincott
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Table 5.3: Measured and calculated bond dissociation energies of NiC.a
Investigators Ref. Method D0(NiC) (eV)
This work Predissociation Threshold 4.167(3)
Brugh and Morse (2002) 41 Lack of predissociation ≥3.34
Rao, et al. (2006) 42 Lippincott extrapolation 3.454
Brugh and Morse data (2002) 41 Morse potential extrapolation 4.357
Mukund, et al. data (2014) 44 Morse potential extrapolation 3.96(14)
Kitaura, et al. (1982) 45 GVB 0.92
Sosa et al. (1997) 34 DFT LDA/BP 6.13 b
Shim and Gingerich (1999) 46 CASSCF-MRCI 2.70
Borin (2001) 36 MRCI 2.7 1




Borin and Macedo (2004) 47 CASSCF-MRCI 2.92
Tzeli and Mavridis (2007) 43 C-MRCI+DKH2(+Q)/C5Z 3.95
Lau et al. (2010) 48 CCSDTQ(Full)/CBS 4.048








a Experimental values are given in boldface.
b This value is De, not D0.
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potential, obtaining D0(NiC) = 3.454 eV,
42 a value that is not very close to the present
result. In our original article on the spectroscopy of NiC,41 the vibrational intervals
∆G1/2 and ∆G3/2 were measured, and from these intervals the vibrational constants ωe
= 875.155 cm−1 and ωexe = 5.382 cm−1 were deduced using Equation 5.4. Because only
two vibrational intervals were used to deduce two parameters, no error limits could be
assigned. Using these values in Equation 5.5 gives D0(NiC) = 3.96(14) eV, about 0.2 eV
less than the present result. For the example of NiC, it appears that extrapolation to the
dissociation limit while ignoring the higher anharmonic terms leads to a reasonable result,
in contrast to the behavior shown by FeC. It is possible that problems show up in the
extrapolation for FeC due to spin-orbit perturbations between the 3∆ ground term and the
low-lying isoconfigurational 1∆ term. In NiC, the 1Σ+ ground term is widely separated
from other terms,43 and has no isoconfigurational spin-orbit interactions. As a result, it is
not expected to be significantly perturbed.
Computational work on NiC has been nearly as extensive as work on FeC. Beginning in
1982,45 a series of computational studies of ever-increasing accuracy have been performed.
Of those based on wavefunction methods, the landmark studies of Tzeli and Mavridis43
and Lau, et al.48 are particularly noteworthy. The results obtained, D0(NiC) = 3.95 and
4.048 eV, respectively, lie only 0.22 and 0.12 eV below our result, respectively. As was the
case for FeC, the BDEs calculated using density functional methods depend very strongly
on the particular functional that was used, and vary over an extremely broad range. This
illustrates the need for further development of density functionals so that transition metal
systems may be accurately calculated.
As in the case of FeC, the ionization energy of NiC is extremely well-known based on
a PFI-ZEKE spectroscopic study that provided IE(NiC) = 8.37205(6) eV.49 Combining
our measurement of D0(NiC) with this value and the ionization energy of atomic nickel,
IE(Ni) = 7.639877(17) eV,28 Equation 5.3, modified for nickel, allows the BDE of NiC+ to
be obtained: D0(Ni
+ − C) = 3.435(3) eV.
5.4.3 Bond Dissociation Energies of FeS, NiS, FeSe, and NiSe
The results of previous measurements and calculations on FeS, NiS, FeSe, and NiSe are
presented in Table 5.4. Both FeS and NiS have been investigated by Knudsen effusion mass
spectrometry, where the equilibrium constant of the displacement reaction
Mn + M
 Mn + MS (M = Fe, Ni) (5.6)
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Table 5.4: Measured and calculated bond dissociation energies of FeS, NiS, FeSe, and NiSe.a
eV
Investigators Ref. Method D0(FeS) D0(NiS) D0(FeSe) D0(NiSe)
This work
Predissociation






















53 ASED-MO 3.41 3.62
(1987)
Bauschlicher and











57 DFT LSD 3.94 3.68
Rothery (2000)
Hu¨bner and













Lu¨chow (2011) DMC/PPII 2.77(2)
a Experimental values are given in boldface.
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was evaluated by the third-law method to obtain the BDEs of FeS and NiS, relative to
the BDE of MnS. As the BDE of MnS had been previously measured, values of D0(FeS)
= 3.31(17) eV and D0(NiS) = 3.53(15) eV were obtained. The BDE of FeS has also been
estimated as D0(FeS) ≤ 3.34 eV in a previous mass spectrometric study.50 All of the
Knudsen effusion results are in good agreement with our results, which are considerably
more precise.
We have also considered the most accurate spectroscopic data for FeS and NiS, to
determine whether the Morse potential extrapolation given in Equation 5.5 provides any
reliable results. As was found for FeC, this procedure gives significant errors compared to
all other methods. This may again be related to the fact that FeS and NiS are open-shell
molecules that are subject to spin-orbit perturbations from nearby states.
Diatomic FeS, in particular, has been the subject of a number of computational studies.
This is largely a result of the importance of iron-sulfur clusters in biological chemistry. For
the FeS molecule, the more recent calculations have been in reasonably good agreement
with our BDE, particularly those performed with the B3LYP method,58,59 or the CASPT2
method.60 An exception is the diffusion Monte Carlo/pseudopotential method, which
predicts a BDE that is too low by about 0.5 eV.61 Fewer computational studies have been
performed on NiS, providing BDEs ranging from 3.12 to 3.68 eV.53,54,57,59
To our knowledge, this work is the first to provide bond dissociation energies of FeSe
and NiSe. As might be expected, through comparison to other MS/MSe species,7 the M–Se
bond is weaker than the M–S bond. Our value of D0(FeSe) = 2.739(3) eV is in reasonably
good agreement with the DFT B3LYP computation of this quantity, 2.83 eV.59 The same
method, however, gives a value for D0(NiSe) that is 0.35 eV less than our result.
59
Accurate bond dissociation energies are known for FeS+ and NiS+, D0(Fe
+−S) = 3.08(4)
eV and D0(Ni
+−S) = 2.47(4) eV, respectively.62,63 Combining these results with our values
of D0(FeS) and D0(NiS), and the well-known ionization energies IE(Fe) = 7.9024678(12)
eV and IE(Ni) = 7.639877(17) eV,28 the analogues of Equation 5.3 may be solved for the
ionization energies of the metal sulfides. The results are IE(FeS) = 8.06(4) eV and IE(NiS)
= 8.82(4) eV, with an error listed as either 0.2, 0.3, or 0.6 eV in three different places in
the article.64 Our result is in agreement, but provides a reduction in the error limit by a
factor of 5 or more.
The electron affinity (EA) of FeS has been determined in two different experiments,
resulting in values of 1.76(10) and 1.725(10) eV.65,66 The anionic analogue of the thermo-
chemical cycle given in Equation 5.3,
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D0(M−X−) + EA(X) = EA(MX) +D0(MX), (5.7)
then allows the value of D0(Fe−S−) to be derived using our value of D0(FeS) and the
well-known electron affinity of sulfur, EA(S) = 2.077120(1) eV.67 The result is D0(Fe−S−)
= 2.92(10) eV or 2.89(10) eV. These values are much greater than the electron affinity of
FeS, indicating that FeS− will photodetach at lower energies than it will photodissociate.
5.4.4 Determination of ∆H◦f,0K for FeX and NiX (X = C, S, Se)
Having measured the bond dissociation energies of these molecules, the enthalpies of






The calculated enthalpies of formation for the molecules presented are reported in Table 5.5.
The 0 K enthalpies of formation for Fe(g), Ni(g), C(g), and S(g) were taken from Reference
68; that of Se(g) was taken from Reference 69. These values are listed in boldface around
the perimeter of the table, while the ∆H◦f,0K(MX) values are presented in the appropriate
row and column. The large errors in the calculated ∆H◦f,0K(MX) values, particulary for the
nickel-containing molecules, are primarily due to the large errors in the ∆H◦f,0K(M) values.
Our calculated values for ∆H◦f,0K(FeS) and ∆H
◦
f,0K(NiS) agree very well with the previous
values of 370(16) and 357(17) kJ/mol, respectively.70 For both molecules, our values fall
well within the quoted error limits; further, our results reduce the uncertainties in these
quantities by factors of roughly 10 and 2, respectively.
5.4.5 Molecular Electronic Structure and Periodic Trends
To place these bond dissociation energies into perspective, it is useful to consider the
molecular orbitals that are formed from the valence 3d and 4s orbitals of Fe and Ni in
combination with the valence ns and np orbitals of C, S, and Se. A schematic molecular
orbital diagram for these molecules is presented in Figure 5.7. Numbering the orbitals so
that only those deriving from the valence orbitals are considered, at the lowest energy lies
the 1σ orbital, which is primarily C 2s, S 3s, Se 4s in character. Although the 1σ orbital
may have some bonding character, it is best considered to be nearly a core orbital. Next are
the 2σ and 1pi orbitals, which are bonding combinations of the metal 3dσ and 3dpi orbitals
with the nonmetal npσ nppi orbitals, respectively. Above these lie the 1δ and 3σ orbitals,
which are mainly non-bonding in character and are composed primarily of the metal 3dδ
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Table 5.5: Calculated enthalpies of formation at 0 K for FeX and
NiX molecules (X = C, S, Se).a
∆H◦f,0K(kJ mol
−1) C S Se
711.19(0.45) 274.73(0.15) 235.4(1.5)
Fe 413.1(1.3) 742.1(2.3) 375.2(1.4) 384.2(2.0)
Ni 428.1(8.4) 737.2(8.4) 350.6(8.4) 353.0(8.5)
a The values along the perimeter, in boldface, are the atomic
enthalpies of formation used in the calculations, taken from Ref-














Figure 5.7: Schematic molecular orbital diagram for the MX molecules (M = Fe, Ni; X =
C, S, Se) studied.
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and 4sσ atomic orbitals. Finally at the highest energy are the 2pi and 4σ orbitals, which
are antibonding combinations of the metal 3dpi and 3dσ orbitals with the nonmetal nppi
and npσ orbitals, respectively. Although the relative energies of these orbitals vary among
the six molecules considered here to some degree, the overall trends are well-understood
through this generic diagram.
In all of the molecules considered here, the 1σ, 2σ, and 1pi orbitals are filled. The FeC
molecule has 12 valence electrons, while FeS, FeSe, and NiC have 14 valance electrons.
Finally, NiS and NiSe have 16 valence electrons. Rotationally resolved spectroscopy,71,72 as
well as quantum chemical computations,37,39 have determined that the ground configuration
and term of FeC is 1σ22σ21pi41δ33σ1, 3∆3, a triply-bonded molecule.
37 In moving to NiC,
the two additional electrons fill the 3δ and 4σ orbitals giving 1σ22σ21pi41δ43σ2, 1Σ+ state,
again demonstrated by rotationally resolved spectroscopy and quantum chemistry.41,43,48,73
As is the case for FeC, NiC has a triple bond that arises from the presence of 6 electrons in
the 2σ and 1pi bonding orbitals.43 The existence of a triple bond in both molecules accounts
for the strong bonds in these species.
Although FeO, FeS, and FeSe have the same number of valence electrons as NiC,
the ground states of FeS and FeS, which have been experimentally determined, are quite
different from that of NiC. Both FeO74,75 and FeS51,76,77 place the two additional electrons
in the 2pi antibonding orbital, rather than filling the 1δ and 3σ non-bonding orbitals, leading
to a ground term of 1σ22σ21pi41δ33σ12pi2, 5∆4. Although
5∆ is apparently the ground state
of FeS, the 1σ22σ21pi41δ23σ22pi2, 5Σ+ state lies very low in energy and has been obtained
as the ground state in some computations.56,59,60 In the one computational study available,
FeSe is also calculated to have a ground state of 5Σ+.59 Whether the ground state arises
from a 1δ33σ1 or a 1δ23σ2 occupation of the nonbonding orbitals is of little importance as far
as the bond dissociation energy is concerned. These differences amount to rearrangements
of electrons within the non-bonding orbitals, and are not expected to significantly change
the BDE.
The weakened chemical bonds in FeS and FeSe, compared to FeC, may result from
the placement of the additional electrons in the 2pi antibonding orbital, which reduces the
bond order from 3 to 2. However, this invites the question: Why does the molecule place
these electrons in the antibonding 2pi orbital, rather than in the non-bonding orbitals?
The triple-bonded 1Σ+ ground state that is found in the 14 valence electron NiC molecule
correlates to the ground states of the atoms: Ni, 3D and C, 3P . It is not possible, however,
to form the corresponding 1Σ+ state in the isovalent FeS and FeSe molecules from the
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ground separated atom limit of Fe, 5D + S/Se 3P , which generates only triplets, quintets,
and septets (S = 1, 2, or 3). The lowest energy separated atom limit that can form the
triply-bonded 1Σ+ state in either FeS or FeSe is the Fe, 3F + S/Se, 3P limit, near 12 000
cm−1.28 This triply-bonded 1Σ+ state originates from too high an energy to emerge as the
ground state.
Finally, the 16 electron species NiO78,79 and NiS52,80,81 are also spectroscopically known,
both having a ground state of 1σ22σ21pi41δ43σ22pi2, 3Σ−. Diatomic NiSe is also calculated
to have the same ground state.59 As these states differ from those of FeS and FeSe only by
the addition of the two electrons to the non-bonding orbitals, they are also double-bonded
molecules that are expected to have smaller BDEs than the corresponding carbide, NiC.
It is not surprising that the MSe molecules have weaker bonds than the MS molecules,
owing to the reduced capacity of heavier elements in a group to form strong bonds. Going
down a column in the p or s blocks invariably results in weaker bonds as the orbitals
become larger, giving reduced orbital overlap. A more surprising result is that the chemical
bonding of Ni to C, S, and Se is uniformly stronger than the bonding of Fe to these atoms.
At present, we do not have a good explanation for this phenomenon.
5.5 Conclusion
By the observation of a sharp predissociation threshold in a congested electronic spec-
trum, the bond dissociation energies of FeC, NiC, FeS, NiS, FeSe, and NiSe have been
measured. The results generally lie within the expected range, compared to results avail-
able from previous experiments, but the proposed error limits are greatly reduced. From
these data and other high-quality data in the literature, improved values of D0(Fe
+ − C)
D0(Ni
+−C), IE(FeS), IE(NiS), and D0(Fe−S−) have been derived. Finally, by combining
the measured bond dissociation energies with the enthalpies of formation of the gaseous
elements, enthalpies of formation of the gaseous FeC, NiC, FeS, NiS, FeSe, and NiSe
molecules at 0 K have also been derived.
In previous work, we have shown that the high density of vibronic states near the
ground separated atom limit has permitted successful measurements of the BDEs of VC,
VN, VS,TiSe, ZrSe, HfSe, VSe, NbSe, and TaSe.3,4 A related investigation of the BDEs
of the transition metal silicides TiSi, ZrSi, HfSi, VSi, NbSi, and TaSi is forthcoming.82
In the present study, we have demonstrated that the technique of measuring BDEs by
observing the onset of predissociation in a highly congested spectrum is not limited to
the transition metals belonging to Groups 3 and 4, but also is successful when applied to
iron- and nickel-containing molecules. High densities of vibronic states are expected at the
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ground separated atom limit for the molecules formed from a transition metal having a
ground term with L = 2 (D or F terms) in combination with a main group element having
L = 1 (P term), so we anticipate that this method may be extended to a large fraction of
the transition metal MX molecules.
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CHAPTER 6
WRAPPING UP AND LOOKING TO THE FUTURE
6.1 Conclusion
This dissertation reported on the work published by Daniel Jordan Matthew in the
Department of Chemistry at the University of Utah. All studies discussed here were
performed using the resonant two-photon ionization (R2PI) spectroscopic method. For the
uranium nitride (UN) and chromium tungsten (CrW) studies, this spectroscopic method
was used to obtain rotationally resolved electronic spectra, leading to an understanding of
the bond length and electronic structure of the molecules. For the third study presented,
this method was used to measure the bond dissociation energies, D0, of six iron and nickel
containing molecules: iron carbide (FeC), iron sulfide (FeS), iron selenide (FeSe), nickel
carbide (NiC), nickel sulfide (NiS), and nickel selenide (NiSe).
For UN, the ground state was determined to be an Ω = 3.5 state having a bond length, r0,
of 1.7650(12) A˚. In this study, the bonding nature of UN was compared to other isovalent
lanthanide and actinide containing diatomic molecules. The drastic deviation from the
configurational reordering was attributed to the variation in nuclear and ligand charges
among the different species. In the end, it was shown that the ground state of UN derives
from the 7s15f2 configuration of the U3+ ion, which means it has similar ground state
electronic structure to that of praseodymium oxide, PrO.
Switching gears to a diatomic molecule where both atoms are metals, CrW was investi-
gated next. The ground state of this molecule was determined to have 1Σ+ symmetry with a
bond length, r0, of 1.8814(4) A˚. Once the ground state bond length was found, the multiple
bonding radius of tungsten was able to be determined using the previously determined value
for chromium. This value was calculated to be 1.037 A˚. In addition to the spectroscopic
findings from the rotationally resolved spectra, the bond dissociation energy of CrW was
determined to be 2.867(1) eV. For some extra insight into the bonding characteristics of the
Group 5 and 6 diatomic metals, the known bond energies of said molecules were compared
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to calculated d orbital radii. This led to the suggestion that Ta2 should be the most strongly
bound of all of the molecules investigated.
It was found that the bond dissociation energies of the iron and nickel containing com-
pounds studied are as follows: D0(FeC) = 3.954(12) eV, D0(FeS) = 3.240(3) eV, D0(FeSe)
= 2.739(3) eV, D0(NiC) = 4.167(3) eV, D0(NiS) = 3.651(3) eV, and D0(NiSe) = 3.218 eV.
With this information, enthalpies of formation at 0 K were able to be calculated for each
of these molecules. Furthermore, using appropriate thermodynamic cycles with previous
experimentally reported values by others, improved values of D0(Fe
+ − C) D0(Ni+ − C),
IE(FeS), IE(NiS), and D0(Fe− S−) have been derived. The measurements made here for
the bond dissociation energies of the neutral molecules provide at least a 25-fold increase
in precision for some molecules while providing the first experimental measurements for
others.
6.2 Retrospective
In many ways, the work described within this dissertation has made a large impact
within the scientific community. Despite the large promise of nuclear energy, little is really
known about the species that are often used in these facilities. While there is not a direct
application to what was investigated here on uranium nitride, it is certainly a step toward
understanding actinide-containing species more, which is incredibly important.
The CrW study is really the first peek into the bonding nature of tungsten. Only
with future studies that are certain to come will the complete picture of how tungsten
behaves be seen. Furthermore, this study has added to the collective knowledge of heavy,
multiply-bonded transition metal molecules, which is of great interest as their bonding can
be very unique.
Probably the largest impact of all of the investigations discussed herein is the measure-
ments of the bond dissociation energies of the iron- and nickel-containing species. This
study was performed using a technique recently employed by the Morse group and has
proven to be a very large boon for the group. Of all of the possible transition metal-main
group element diatomic molecules that can be made, there have not been too many that
have had their bond dissociation energies measured experimentally. With this technique,
bond dissociation energies are able to be measured with great precision, often increasing
precision by factors of ten or greater, as well as pursue molecules that either only theoretical
calculations have been performed or no information is known at all.
With all of these studies, there is an additional scientific impact, and that is on the side
of providing precise benchmark data for theoreticians to be able to test and improve their
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computational algorithms on. By providing these benchmarks for relatively safe actinides,
one can imagine being more confident in some calculations made for the other, much
more dangerous, species that are not safe to work with in a laboratory setting without
extreme precautions. With the complicated structure of the multiply-bonded transition
metal diatomics discussed in Chapter 4, computations can be very difficult to obtain
accurate results with modest computation times. Therefore, the values provided in studies
such as this can be very helpful. Lastly, precise bond dissociation energies of transition
metal-containing molecules have been notoriously difficult to calculate for. So far, there has
really been a lack of experimental data for such species, and where there is data available,
the precision is often quite large. Combining the 25 bond dissociation energies measured in
just the past year with the inevitable many more to come, the Morse group will definitely be
one of the major providers of the testbed of values for this class of molecules going forward.
6.3 Future Insights
While this dissertation only focuses on the published work of the author, there were
plenty of other projects that were started but were not finished for various reasons. The
most common reasons typically stemming from experimental issues such as not being able
to make the molecule in adequate quantities, not having the appropriate line width on the
laser to resolve rotational features, and so forth. Some of these studies, however, that are
related to the molecules discussed in this dissertation do have a promising future to be
continued, and would be carried out by the author if time allowed.
Since not much is known about actinide- and lanthanide-containing species, any infor-
mation that can be known about them is crucial to furthering our collective understanding
of these species. Some work was started on the gas-phase spectroscopy of thorium carbide,
ThC. At the time, the the only excitation laser available was the Continuum ND6000, which
has a line width of approximately 0.08 cm−1. Unfortunately, this did not seem to be good
enough to resolve the rotational features in the numerous bands investigated. Now that
the Morse group has another tunable laser with a narrower line width (the Quanta-Ray
PDL-2), it would be a perfect time to revisit this molecule. Furthermore, other actinide
and lanthanide containing molecules of interest, such as US, UC, ThCH, and ThO2, were
touched on but were not carried out the the same extent as ThC.
Over the past few decades, there has been a large amount of focus on multiply-bonded
transition metal diatomics. The work presented here on CrW added tungsten to this growing
list. To be more complete, it would be good to investigate further tungsten containing
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transition metal diatomics. The author dipped his toes into the spectroscopic waters of
a few of these, including VW and W2. Knowing the ground state bond lengths of these
two molecules (along with any others containing tungsten) would allow for a more precise
calculation of the multiple-bonding radius of tungsten. A few other molecules along these
lines that were started and would like to be completed include VTa, VMn, and Ta2.
An effort was made to measure the bond dissociation energies of lanthanum dimer, La2,
yttrium dimer, Y2, and their heteronuclear dimer, YLa in collaboration with the theoretical
work of Angela K. Wilson at Michigan State University. At the time of the study, there were
issues with the molecular source on the instrument giving a stable signal. It was originally
thought to be an issue with the samples used, so attention was redirected to the FeX and
NiX studies. Going back to continue the work on these molecules would be very interesting.
In addition to investigating the bond dissociation energies of these molecules, it would be
fascinating to also look at any dimers formed by main group elements bonding with any
lanthanides or safe-to-handle actinides (such as uranium and thorium).
APPENDIX A
SUPPLEMENTAL SPECTRA, TABULATED LINE
POSITIONS, AND FITTED PARAMETERS
OF UN AND UO
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UO Vibronically Resolved Spectrum
Figure A.1: Vibronically resolved spectrum of 238U14N (14 800 to 16 000 cm−1). No bands
in this region were rotationally resolved.
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Figure A.2: Vibronically resolved spectrum of 238U14N (15 800 to 17 000 cm−1). The
bands identified by their wavenumber were rotationally resolved.
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Figure A.3: Vibronically resolved spectrum of 238U14N (16 800 to 18 000 cm−1). The
bands identified by their wavenumber were rotationally resolved.
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Figure A.4: Vibronically resolved spectrum of 238U14N (17 800 to 19 000 cm−1). The
bands identified by their wavenumber were rotationally resolved.
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Figure A.5: Vibronically resolved spectrum of 238U14N (19 400 to 20 600 cm−1). No bands
in this region were rotationally resolved.
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Figure A.6: Rotationally resolved scan over the [16.18]2.5← X3.5 band of 238U14N. Below
the experimental spectrum is a simulation employing the fitted constants, performed using
the PGOPHER program (PGOPHER, a Program for Simulating Rotational Structure,
C. M. Western, University of Bristol, http://pgopher.chm.bris.ac.uk). A second band is
present in this spectrum, as evidenced by the extra features in the region of the Q branch
and between some of the P lines.
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Table A.1: Fitted rotational lines of the [16.18]2.5 ← X3.5 band of
238U14N.a




























a In this fit, all seven rotationally resolved bands of 238U14N were
constrained to have the same value of B′′. It is thought that the
ground state bond length is correct, although a somewhat better
value is obtains from the combination differences analysis. The upper
state bond length, however, may be compromised by perturbations.
Because of the high density of states in this molecule, such pertur-
bations are likely.
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Figure A.7: Rotationally resolved scan over the [16.18]2.5← X3.5 band of 238U14N. Below
the experimental spectrum is a simulation employing the fitted constants, performed using
the PGOPHER program (PGOPHER, a Program for Simulating Rotational Structure, C.
M. Western, University of Bristol, http://pgopher.chm.bris.ac.uk).
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Table A.2: Fitted rotational lines of the [16.22]2.5 ← X3.5 band of
238U14N.a































a In this fit, all seven rotationally resolved bands of 238U14N were
constrained to have the same value of B′′. It is thought that the
ground state bond length is correct, although a somewhat better
value is obtains from the combination differences analysis. The upper
state bond length, however, may be compromised by perturbations.
Because of the high density of states in this molecule, such pertur-
bations are likely.
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Figure A.8: Rotationally resolved scan over the [16.42]4.5← X3.5 band of 238U14N. Below
the experimental spectrum is a simulation employing the fitted constants, performed using
the PGOPHER program (PGOPHER, a Program for Simulating Rotational Structure, C.
M. Western, University of Bristol, http://pgopher.chm.bris.ac.uk).
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Table A.3: Fitted rotational lines of the [16.42]4.5 ← X3.5 band of
238U14N.a


























a In this fit, all seven rotationally resolved bands of 238U14N were
constrained to have the same value of B′′. It is thought that the
ground state bond length is correct, although a somewhat better
value is obtains from the combination differences analysis. The upper
state bond length, however, may be compromised by perturbations.
Because of the high density of states in this molecule, such pertur-
bations are likely.
137
16805 16810 16815 16820 16825










Figure A.9: Rotationally resolved scan over the [16.82]4.5← X3.5 band of 238U14N. Below
the experimental spectrum is a simulation employing the fitted constants, performed using
the PGOPHER program (PGOPHER, a Program for Simulating Rotational Structure, C.
M. Western, University of Bristol, http://pgopher.chm.bris.ac.uk).
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Table A.4: Fitted line positions and spectroscopic constants of the
[16.82]4.5 ← X3.5 band of 238U14N.a
































a In this fit, all seven rotationally resolved bands of 238U14N were
constrained to have the same value of B′′. It is thought that the
ground state bond length is correct, although a somewhat better
value is obtains from the combination differences analysis. The upper
state bond length, however, may be compromised by perturbations.
Because of the high density of states in this molecule, such pertur-
bations are likely.
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Figure A.10: Rotationally resolved scan over the [17.01]3.5← X3.5 band of 238U14N. Below
the experimental spectrum is a simulation employing the fitted constants, performed using
the PGOPHER program (PGOPHER, a Program for Simulating Rotational Structure, C.
M. Western, University of Bristol, http://pgopher.chm.bris.ac.uk).
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Table A.5: Fitted line positions and spectroscopic constants of the
[17.01]3.5 ← X3.5 band of 238U14N.a




























a In this fit, all seven rotationally resolved bands of 238U14N were
constrained to have the same value of B′′. It is thought that the
ground state bond length is correct, although a somewhat better
value is obtains from the combination differences analysis. The upper
state bond length, however, may be compromised by perturbations.
Because of the high density of states in this molecule, such pertur-
bations are likely.
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Figure A.11: Rotationally resolved scan over the [18.01]4.5← X3.5 band of 238U14N. Below
the experimental spectrum is a simulation employing the fitted constants, performed using
the PGOPHER program (PGOPHER, a Program for Simulating Rotational Structure, C.
M. Western, University of Bristol, http://pgopher.chm.bris.ac.uk).
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Table A.6: Fitted line positions and spectroscopic constants of the
[18.01]4.5 ← X3.5 band of 238U14N.a























a In this fit, all seven rotationally resolved bands of 238U14N were
constrained to have the same value of B′′. It is thought that the
ground state bond length is correct, although a somewhat better
value is obtains from the combination differences analysis. The upper
state bond length, however, may be compromised by perturbations.
Because of the high density of states in this molecule, such pertur-
bations are likely.
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Figure A.12: Rotationally resolved scan over the [18.35]4.5← X3.5 band of 238U14N. Below
the experimental spectrum is a simulation employing the fitted constants, performed using
the PGOPHER program (PGOPHER, a Program for Simulating Rotational Structure, C.
M. Western, University of Bristol, http://pgopher.chm.bris.ac.uk).
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Table A.7: Fitted line positions and spectroscopic constants of the
[18.35]4.5 ← X3.5 band of 238U14N.a

























a In this fit, all seven rotationally resolved bands of 238U14N were
constrained to have the same value of B′′. It is thought that the
ground state bond length is correct, although a somewhat better
value is obtains from the combination differences analysis. The upper
state bond length, however, may be compromised by perturbations.
Because of the high density of states in this molecule, such pertur-
bations are likely.
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Slope gives B" = 0.40947 +/- 0.00011 cm-1
corresponding to r" = 1.76436 +/- 0.00024 A 
UN X3.5 combination differences
Figure A.13: Combination differences plot of the X3.5 state of 238U14N. Data was used
from all rotationally resolved bands to determine the B′′0 value. Three types of combination
difference are plotted here using the equations
R(J − 1)−Q(J) = 2JB′′, where the index is 2J ,
Q(J)− P (J + 1) = (2J + 2)B′′, where the index is 2J + 2, and
R(J − 1)− P (J + 1) = (4J + 2)B′′, where the index is 4J + 2.
A plot of the combinations difference versus index then gives a linear plot passing through
the origin, with slope equal to B′′. By performing a linear fit constrained to pass through
the origin, the value of B′′ is determined, along with the 1σ error limit, which is listed
above.
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16176 Upper State Combination Differences
B' = 0.40571 +/- 0.00067 cm-1
giving r' = 1.7725 +/- 0.0015 A
Figure A.14: Combination differences plot of the [16.18]2.5 ←X3.5 band of 238U14N. The
data from this band was used to calculate the upper state rotational constant, B′. Three
types of combination difference are plotted here using the equations
R(J)−Q(J) = (2J + 2)B′, where the index is 2J + 2,
Q(J)− P (J) = 2JB′, where the index is 2J , and
R(J)− P (J) = (4J + 2)B′, where the index is 4J + 2.
A plot of the combinations difference versus index then gives a linear plot passing through
the origin, with slope equal to B′. By performing a linear fit constrained to pass through
the origin, the value of B′ is determined, along with the 1σ error limit, which is listed above.
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B' = 0.40639 +/- 0.00052 cm-1
giving r' = 1.7710 +/- 0.0011 A



















Figure A.15: Combination differences plot of the [16.22]2.5 ←X3.5 band of 238U14N. The
data from this band was used to calculate the upper state rotational constant, B′. Three
types of combination difference are plotted here using the equations
R(J)−Q(J) = (2J + 2)B′, where the index is 2J + 2,
Q(J)− P (J) = 2JB′, where the index is 2J , and
R(J)− P (J) = (4J + 2)B′, where the index is 4J + 2.
A plot of the combinations difference versus index then gives a linear plot passing through
the origin, with slope equal to B′. By performing a linear fit constrained to pass through
the origin, the value of B′ is determined, along with the 1σ error limit, which is listed above.
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16420 Upper State Combination Differences
B' = 0.40457 +/- 0.00041 cm-1



















Figure A.16: Combination differences plot of the [16.42]4.5 ←X3.5 band of 238U14N. The
data from this band was used to calculate the upper state rotational constant, B′. Three
types of combination difference are plotted here using the equations
R(J)−Q(J) = (2J + 2)B′, where the index is 2J + 2,
Q(J)− P (J) = 2JB′, where the index is 2J , and
R(J)− P (J) = (4J + 2)B′, where the index is 4J + 2.
A plot of the combinations difference versus index then gives a linear plot passing through
the origin, with slope equal to B′. By performing a linear fit constrained to pass through
the origin, the value of B′ is determined, along with the 1σ error limit, which is listed above.
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B' = 0.35686 +/- 0.00022 cm-1
giving r' = 1.8899 +/- 0.0006 A



















Figure A.17: Combination differences plot of the [16.82]4.5 ←X3.5 band of 238U14N. The
data from this band was used to calculate the upper state rotational constant, B′. Three
types of combination difference are plotted here using the equations
R(J)−Q(J) = (2J + 2)B′, where the index is 2J + 2,
Q(J)− P (J) = 2JB′, where the index is 2J , and
R(J)− P (J) = (4J + 2)B′, where the index is 4J + 2.
A plot of the combinations difference versus index then gives a linear plot passing through
the origin, with slope equal to B′. By performing a linear fit constrained to pass through
the origin, the value of B′ is determined, along with the 1σ error limit, which is listed above.
150










17012 Upper State Combination Differences
B' = 0.38243 +/- 0.00038 cm-1



















Figure A.18: Combination differences plot of the [17.01]3.5 ←X3.5 band of 238U14N. The
data from this band was used to calculate the upper state rotational constant, B′. Three
types of combination difference are plotted here using the equations
R(J)−Q(J) = (2J + 2)B′, where the index is 2J + 2,
Q(J)− P (J) = 2JB′, where the index is 2J , and
R(J)− P (J) = (4J + 2)B′, where the index is 4J + 2.
A plot of the combinations difference versus index then gives a linear plot passing through
the origin, with slope equal to B′. By performing a linear fit constrained to pass through
the origin, the value of B′ is determined, along with the 1σ error limit, which is listed above.
151







12 B' = 0.37330 +/- 0.00041 cm-1
giving r' = 1.8479 +/- 0.0010 A



















Figure A.19: Combination differences plot of the [18.01]4.5 ←X3.5 band of 238U14N. The
data from this band was used to calculate the upper state rotational constant, B′. Three
types of combination difference are plotted here using the equations
R(J)−Q(J) = (2J + 2)B′, where the index is 2J + 2,
Q(J)− P (J) = 2JB′, where the index is 2J , and
R(J)− P (J) = (4J + 2)B′, where the index is 4J + 2.
A plot of the combinations difference versus index then gives a linear plot passing through
the origin, with slope equal to B′. By performing a linear fit constrained to pass through
the origin, the value of B′ is determined, along with the 1σ error limit, which is listed above.
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18352 Upper State Combination Differences
B' = 0.37639 +/- 0.00024 cm-1



















Figure A.20: Combination differences plot of the [18.35]4.5 ←X3.5 band of 238U14N. The
data from this band was used to calculate the upper state rotational constant, B′. Three
types of combination difference are plotted here using the equations
R(J)−Q(J) = (2J + 2)B′, where the index is 2J + 2,
Q(J)− P (J) = 2JB′, where the index is 2J , and
R(J)− P (J) = (4J + 2)B′, where the index is 4J + 2.
A plot of the combinations difference versus index then gives a linear plot passing through
the origin, with slope equal to B′. By performing a linear fit constrained to pass through
the origin, the value of B′ is determined, along with the 1σ error limit, which is listed above.
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UO Vibronically Resolved Spectrum
Figure A.21: Vibronically resolved spectrum of 238U16O (14 800 to 16 000 cm−1).
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UO Vibronically Resolved Spectrum
Figure A.22: Vibronically resolved spectrum of 238U16O (15 800 to 17 000 cm−1).
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UO Vibronically Resolved Spectrum
Figure A.23: Vibronically resolved spectrum of 238U16O (16 800 to 18 000 cm−1).
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UO Vibronically Resolved Spectrum
Figure A.24: Vibronically resolved spectrum of 238U16O (17 800 to 19 000 cm−1).
157
16220 16225 16230 16235 16240
4











Figure A.25: Rotationally resolved spectrum of 238U16O (16 219 to 16 243 cm−1). Shown
are the [16.228]4← X4 and [16.241]3← X4 bands. Because we were primarily interested in
recorded the 238U14N [16.22]2.5← X3.5 band, which lies in the 16 208 to 16 232 cm−1 range,
the R branch of the [16.241]3 ← X4 band of 238U16O was not recorded. Lines belonging to
the [16.228]4← X4 band are labeled P(J), Q(J), and R(J); those belonging to the [16.241]3
← X4 band are labeled P’(J), Q’(J), and R’(J). The odd structure between 16 231 and
16 239 cm−1 is due to the overlap of the R(J) and P’(J) lines in this region. Below the
experimental spectrum is a simulated spectrum, obtained using the PGOPHER program
(PGOPHER, a Program for Simulating Rotational Structure, C. M. Western, University of
Bristol, http://pgopher.chm.bris.ac.uk).
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Table A.8: Fitted line positions and spectroscopic constants of the
[16.228]4 ← X4 band of 238U16O.a
























B′′0 (cm−1) 0.33333 (held fixed)
r′′0 (A˚) 1.8369
a In this fit, the rotational constant of the ground state of 238U16O was
held fixed at the value determined in Ref. 3 from Chapter 3.
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Table A.9: Fitted line positions and spectroscopic constants of the
[16.241]3 ← X4 band of 238U16O.a

















B′′0 (cm−1) 0.33333 (held fixed)
r′′0 (A˚) 1.8369
a In this fit, the rotational constant of the ground state of 238U16O was
held fixed at the value determined in Ref. 3 from Chapter 3.
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UO [16.426]4     X4 band




Figure A.26: Rotationally resolved spectrum of 238U16O (16 417 to 16 437 cm−1). Shown
is the [16.426]4 ← X4 band. The data recorded for this band is not of high quality, because
we had optimized the system for producing and recording the spectrum of 238U14N. Below
the experimental spectrum is a simulated spectrum, obtained using the PGOPHER program
(PGOPHER, a Program for Simulating Rotational Structure, C. M. Western, University of
Bristol, http://pgopher.chm.bris.ac.uk).
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Table A.10: Fitted line positions and spectroscopic constants of the
[16.426]4 ← X4 band of 238U16O.a



















B′′0 (cm−1) 0.33333 (held fixed)
r′′0 (A˚) 1.8369
a In this fit, the rotational constant of the ground state of 238U16O was
held fixed at the value determined in Ref. 3 from Chapter 3.
162
16800 16805 16810 16815 16820





4 6 8 105791113 4
Figure A.27: Rotationally resolved spectrum of 238U16O (16 800 to 16 822 cm−1). Shown
is the [16.814]4← X4 band. Additional bands are present in this region, but these have not
been analyzed. Below the experimental spectrum is a simulated spectrum, obtained using
the PGOPHER program (PGOPHER, a Program for Simulating Rotational Structure, C.
M. Western, University of Bristol, http://pgopher.chm.bris.ac.uk).
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Table A.11: Fitted line positions and spectroscopic constants of the
[16.814]4 ← X4 band of 238U16O.a


























B′′0 (cm−1) 0.33333 (held fixed)
r′′0 (A˚) 1.8369
a In this fit, the rotational constant of the ground state of 238U16O was
held fixed at the value determined in Ref. 3 from Chapter 3.
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Figure A.28: Rotationally resolved spectrum of 238U16O (18 317 to 18 346 cm−1). Shown
are the [18.326]4 ← X4 and [18.339]3 ← X4 bands. Lines belonging to the [18.326]4 ← X4
band are labeled P(J), Q(J), and R(J); those belonging to the [18.339]3 ← X4 band are
labeled P’(J), and Q’(J). The odd structure between 18 330 and 18 336 cm−1 is due to the
overlap of the R(J) and P’(J) lines in this region. Additional bands are present farther to
the blue. Below the experimental spectrum is a simulated spectrum, obtained using the
PGOPHER program (PGOPHER, a Program for Simulating Rotational Structure, C. M.
Western, University of Bristol, http://pgopher.chm.bris.ac.uk).
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Table A.12: Fitted line positions and spectroscopic constants of the
[18.326]4 ← X4 band of 238U16O.a

























B′′0 (cm−1) 0.33333 (held fixed)
r′′0 (A˚) 1.8369
a In this fit, the rotational constant of the ground state of 238U16O was
held fixed at the value determined in Ref. 3 from Chapter 3.
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Table A.13: Fitted line positions and spectroscopic constants of the
[18.339]3 ← X4 band of 238U16O.a



















B′′0 (cm−1) 0.33333 (held fixed)
r′′0 (A˚) 1.8369
a In this fit, the rotational constant of the ground state of 238U16O was















5f 3       (364)
6d15f 2  (910)
7s15f 2  (182)
6d25f 1  (630)
7s16d15f 1(280)
7s25f 1 (14)


























Configurational Reordering in Th+, Pa2+, and U3+
Figure A.29: Average energies of various configurations of the Th+, Pa2+, and U3+
ions. All energies are relative to the average energy of all configurations listed. The
number of states arising from each configuration is provided in parentheses. The massive








4f 3       (364)
5d14f 2  (910)
6s14f 2  (182)
5d24f 1  (630)
6s15d14f 1(280)
6s24f 1 (14)


























Configurational Reordering in Ce+, Pr2+, and Nd3+
Figure A.30: Average energies of various configurations of the Ce+, Pr2+, and Nd3+
ions. All energies are relative to the average energy of all configurations listed. The
number of states arising from each configuration is provided in parentheses. The massive
configurational reordering with nuclear charge explains why CeF and PrO have different
ground states, and strongly suggests a ground state for NdN that is also different from CeF
and PrO.
APPENDIX B
SUPPLEMENTAL SPECTRA, TABULATED LINE































Figure B.1: Vibronic spectra of CrW isotopologues in the 21 500 to 22 100 cm−1 range.
Bands marked with asterisks were rotationally resolved and analyzed.
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Figure B.2: Vibronic spectra of CrW isotopologues in the 21 000 to 21 600 cm−1 range.
Bands marked with asterisks were rotationally resolved and analyzed.
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Figure B.3: Vibronic spectra of CrW isotopologues in the 22 000 to 22 600 cm−1 range.
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Figure B.4: Vibronic spectra of CrW isotopologues in the 22 500 to 23 100 cm−1 range.
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Figure B.5: Vibronic spectra of CrW isotopologues in the 23 000 to 23 600 cm−1 range.
The increase in baseline at higher wavenumbers is due to amplified spontaneous emission
of the dye, which excites bands that lie near the center of the dye curve.
175












Rotationally Resolved CrW Near 21340 cm-1 
Wavenumber (cm-1)
52Cr182W - 21346.6
Figure B.6: Rotationally resolved spectra of CrW isotopologues near 21 340 cm−1. Bands
that were fit are shown with their simulation (below, in blue) and designated by their
band origin. Simulations were performed using the PGOPHER program (PGOPHER,
a Program for Simulating Rotational Structure, C. M. Western, University of Bristol,
http://pgopher.chm.bris.ac.uk.). The appearance of a less dense structure in the 52Cr186W
band is due to the returning R lines lying direction on top of the P lines.
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Rotationally Resolved CrW Near 21340 cm-1 
Wavenumber (cm-1)
52Cr182W
Figure B.7: Rotationally resolved spectra of CrW isotopologues near 21 340 cm−1.
The fitted band is shown with its simulation (below, in blue) and designated by its
band origin. The simulation was performed using the PGOPHER program (PGOPHER,
a Program for Simulating Rotational Structure, C. M. Western, University of Bristol,
http://pgopher.chm.bris.ac.uk.). The appearance of a less dense structure in the 52Cr186W
band is due to the returning R lines lying direction on top of the P lines.
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Table B.1: Fitted line positions and spectroscopic constants for CrW bands near 21
340 cm−1, part 1.
Line Position (residual) cm−1
Rotational Line 52Cr182W 52Cr183W 52Cr186W
P(2) 21346.072(-10) – –
P(3) 21345.663(-4) 21344.023(-9) –
P(4) 21345.167(6) 21343.522(5) –
P(5) 21344.601(1) – 21337.362(24)
P(6) 21343.950(-3) 21342.300(-1) 21336.714(-25)
P(7) – – 21335.912(-12)
P(8) 21342.375(13) 21340.725(10) 21335.011(7)
P(9) 21341.481(2) – –
P(10) 21340.485(8) – 21332.966(11)
P(11) 21339.421(0) – 21331.813(5)
R(1) 21346.847(-9) – –
R(2) – 21345.178(-4) 21339.630(4)
R(3) 21346.727(-4) 21345.096(-23) 21339.484(14)
R(4) 21346.540(1) 21344.875(12) –
R(5) 21346.262(13) 21344.614(5) 21338.961(-10)
R(6) 21345.920(4) 21344.242(24) 21338.556(-18)
R(7) 21345.498(-8) 21343.840(-12) –
R(8) 21344.979(-6) 21343.301(5) 21337.436(0)
R(9) 21344.357(15) – –
R(10) 21343.704(-16) 21342.022(-11) –
R(12) 21342.070(-4) – –
Fitted Molecular Constants (1σ error limit)a
ν0 21346.6176(32) 21344.9723(63) 21339.4848(91)
B′ 0.07604(6) 0.07563(14) 0.07110(21)
r′ 2.3424(10) 2.3473(22) 2.4166(35)
B′′ 0.11788(8) 0.11767(11) 0.11734(10)
r′′ 1.8813(6) 1.8818(9) 1.8811(8)
a In this fit, all collected rotationally resolved bands for a given isotopologue of CrW
were constrained to have the same B′′. Additionally, error limits (1σ) are provided
in parentheses after the value, in units of the last digits given. Residuals in the fit
are provided in parentheses after each line position, in units of 0.001 cm−1.
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Rotationally Resolved CrW Near 21474 cm-1 
Wavenumber (cm-1)
52Cr182W - 21477.4
Figure B.8: Rotationally resolved spectra of CrW isotopologues near 21 474 cm−1. Bands
that were fit are shown with their simulation (below, in blue) and designated by their
band origin. Simulations was performed using the PGOPHER program (PGOPHER,
a Program for Simulating Rotational Structure, C. M. Western, University of Bristol,
http://pgopher.chm.bris.ac.uk.).
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Table B.2: Fitted line positions and spectroscopic constants for CrW bands near
21 340 cm−1, part 2.
Line Position (residual) cm−1
Rotational Line 52Cr182W 52Cr183W 52Cr186W
P(7) – – 21337.114(-1)
P(8) – – 21336.235(-9)
P(9) – – 21335.257(-11)
P(10) – – 21334.197(-24)
R(1) – – 21340.906(-5)
R(2) – – 21340.859(-3)
R(3) – – 21340.730(-11)
R(4) – – 21340.474(13)
R(5) – – 21340.149(14)
R(6) – – 21339.735(11)
R(7) – – 21339.228(8)
R(8) – – 21338.615(18)
Fitted Molecular Constants (1σ error limit)a
ν0 – – 21340.7110(79)
B′ – – 0.07077(22)
r′ – – 2.4222(37)
B′′ – – 0.11734(10)
r′′ – – 1.8811(8)
a In this fit, all collected rotationally resolved bands for a given isotopologue of
CrW were constrained to have the same B′′. Additionally, error limits (1σ) are
provided in parentheses after the value, in units of the last digits given. Residuals
in the fit are provided in parentheses after each line position, in units of 0.001
cm−1.
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Rotationally Resolved CrW Near 21484 cm-1 
Wavenumber (cm-1)
52Cr182W - 21487.8
Figure B.9: Rotationally resolved spectra of CrW isotopologues near 21 474 cm−1. Bands
that were fit are shown with their simulation (below, in blue) and designated by their
band origin. Simulations was performed using the PGOPHER program (PGOPHER,
a Program for Simulating Rotational Structure, C. M. Western, University of Bristol,
http://pgopher.chm.bris.ac.uk.). The appearance of a less dense structure in the 52Cr182W
and 52Cr183W bands is due to the returning R lines lying direction on top of the P lines.
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Table B.3: Fitted line positions and spectroscopic constants for CrW bands near
21 474 cm−1.
Line Position (residual) cm−1
Rotational Line 52Cr182W 52Cr183W 52Cr186W
P(1) – 21475.602(4) –
P(2) 21476.784(12) – –
P(3) 21476.379(8) 21474.882(-4) –
P(4) 21475.902(-8) 21474.383(2) –
P(5) 21475.321(-8) 21473.809(-1) –
P(6) 21474.644(3) – –
P(7) 21473.896(-1) 21472.416(-23) –
P(8) 21473.071(-15) 21471.558(0) –
P(9) 21472.127(3) 21470.638(-1) –
P(10) 21471.114(6) – –
R(1) 21477.553(13) 21477.553(13) –
R(2) 21477.553(-9) 21476.033(0) –
R(3) 21477.453(-18) 21475.909(17) –
R(4) 21477.231(9) 21475.736(-4) –
R(5) 21476.961(-2) 21475.445(8) –
R(6) 21476.579(13) 21475.097(-9) –
R(7) 21476.142(-3) 21474.625(13) –
R(8) 21475.602(-3) 21474.087(15) –
R(9) 21474.973(1) 21473.471(9) –
R(10) 21474.274(-12) 21472.781(-9) –
R(11) 21473.454(10) 21471.984(-5) –
R(12) – 21471.101(-1) –
Fitted Molecular Constants (1σ error limit)a
ν0 21477.3532(35) 21475.8413(35) –
B′ 0.07482(7) 0.07481(11) –
r′ 2.3614(10) 2.3601(18) –
B′′ 0.11788(8) 0.11767(11) –
r′′ 1.8813(6) 1.8818(9) –
a In this fit, all collected rotationally resolved bands for a given isotopologue of
CrW were constrained to have the same B′′. Additionally, error limits (1σ)
are provided in parentheses after the value, in units of the last digits given.
Residuals in the fit are provided in parentheses after each line position, in
units of 0.001 cm−1.
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Rotationally Resolved CrW Near 21585 cm-1 
Wavenumber (cm-1)
52Cr182W - 21591.3
Figure B.10: Rotationally resolved spectra of CrW isotopologues near 21 585 cm−1.
Bands that were fit are shown with their simulation (below, in blue) and designated by
their band origin. Simulations was performed using the PGOPHER program (PGOPHER,
a Program for Simulating Rotational Structure, C. M. Western, University of Bristol,
http://pgopher.chm.bris.ac.uk.).
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Table B.4: Fitted line positions and spectroscopic constants for CrW bands near
21 484 cm−1.
Line Position (residual) cm−1
Rotational Line 52Cr182W 52Cr183W 52Cr186W
P(5) 21485.651(11) 21483.991(18) –
P(6) 21484.969(-14) 21483.324(-21) –
P(7) 21484.155(-3) 21482.523(-20) –
P(8) 21483.241(15) 21481.613(-5) –
P(9) 21482.269(-3) 21480.612(9) –
P(10) 21481.202(-21) – –
P(11) 21479.996(6) – –
R(0) 21487.926(0) – –
R(1) 21487.985(-12) 21486.301(15) –
R(2) 21487.926(0) – –
R(3) 21487.778(6) – –
R(4) 21487.537(10) 21485.898(-6) –
R(5) 21487.216(2) 21485.569(-6) –
R(6) 21486.798(-5) 21485.136(3) –
R(7) 21486.265(9) 21484.608(13) –
R(8) 21485.651(9) – –
R(9) 21484.969(-17) – –
R(10) 21484.155(-5) – –
R(11) 21483.241(12) – –
Fitted Molecular Constants (1σ error limit)a
ν0 21487.7845(43) 21486.1272(107) –
B′ 0.07070(8) 0.07061(18) –
r′ 2.4292(14) 2.4293(30) –
B′′ 0.11788(8) 0.11767(11) –
r′′ 1.8813(6) 1.8818(9) –
a In this fit, all collected rotationally resolved bands for a given isotopologue of
CrW were constrained to have the same B′′. Additionally, error limits (1σ)
are provided in parentheses after the value, in units of the last digits given.
Residuals in the fit are provided in parentheses after each line position, in
units of 0.001 cm−1.
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Rotationally Resolved CrW Near 21635 cm-1 
Wavenumber (cm-1)
52Cr182W - 21683.6
Figure B.11: Rotationally resolved spectra of CrW isotopologues near 21 635 cm−1.
Bands that were fit are shown with their simulation (below, in blue) and designated by
their band origin. Simulations was performed using the PGOPHER program (PGOPHER,
a Program for Simulating Rotational Structure, C. M. Western, University of Bristol,
http://pgopher.chm.bris.ac.uk.).
185
Table B.5: Fitted line positions and spectroscopic constants for CrW bands near 21
585 cm−1.
Line Position (residual) cm−1
Rotational Line 52Cr182W 52Cr183W 52Cr186W
P(2) 21590.766(-2) 21589.329(7) 21585.190(21)
P(3) 21590.363(-12) 21588.923(0) 21584.812(-7)
P(4) 21589.823(28) 21588.405(15) 21584.297(15)
P(5) 21589.257(4) 21587.816(12) 21583.726(7)
P(6) 21588.584(-1) 21587.151(-4) 21583.082(-14)
P(7) 21587.838(-20) 21586.397(-21) 21582.331(-14)
P(8) 21586.978(-15) 21585.513(4) 21581.472(7)
P(9) 21586.035(-14) 21584.578(-10) 21580.567(-11)
P(10) 21584.975(14) 21583.503(28) 21579.531(16)
P(11) 21583.873(-4) – 21578.440(11)
R(0) 21591.466(6) – 21585.914(2)
R(1) 21591.531(0) – –
R(2) – – 21585.947(8)
R(3) – 21589.943(3) 21585.855(-10)
R(4) 21591.174(3) 21589.736(0) 21585.645(4)
R(5) 21590.883(0) 21589.441(-5) 21585.370(-3)
R(6) 21590.493(7) 21589.068(-21) 21584.998(2)
R(7) 21590.031(-3) 21588.576(-7) 21584.566(-20)
R(8) 21589.463(6) 21588.004(-2) 21584.001(4)
R(9) 21588.824(-4) 21587.352(-7) 21583.395(-16)
R(10) – 21586.589(11) –
R(11) 21587.252(7) – 21581.890(-21)
R(14) – – 21578.939(19)
Fitted Molecular Constants (1σ error limit)a
ν0 21591.3238(42) 21589.8960(55) 21585.7672(43)
B′ 0.07369(8) 0.07309(10) 0.07429(11)
r′ 2.3794(13) 2.3877(16) 2.3640(17)
B′′ 0.11788(8) 0.11767(11) 0.11734(10)
r′′ 1.8813(6) 1.8818(9) 1.8811(8)
a In this fit, all collected rotationally resolved bands for a given isotopologue of CrW
were constrained to have the same B′′. Additionally, error limits (1σ) are provided
in parentheses after the value, in units of the last digits given. Residuals in the fit














Rotationally Resolved CrW Near 21757 cm-1 
Wavenumber (cm-1)
52Cr182W - 21756.9
Figure B.12: Rotationally resolved spectra of CrW isotopologues near 21 757 cm−1.
Bands that were fit are shown with their simulation (below, in blue) and designated by
their band origin. Simulations was performed using the PGOPHER program (PGOPHER,
a Program for Simulating Rotational Structure, C. M. Western, University of Bristol,
http://pgopher.chm.bris.ac.uk.).
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Table B.6: Fitted line positions and spectroscopic constants for CrW bands near 21
340 cm−1.
Line Position (residual) cm−1
Rotational Line 52Cr182W 52Cr183W 52Cr186W
P(1) – 21637.350(21) 21634.596(-15)
P(2) – 21637.043(19) 21634.270(3)
P(3) 21637.681(-16) 21636.689(-9) 21633.901(-7)
P(4) 21637.225(-16) – 21633.437(6)
P(5) 21636.685(-7) 21635.692(5) 21632.927(-8)
P(6) 21636.077(-2) 21635.095(-1) 21632.337(-14)
P(7) 21635.387(11) 21634.432(-13) 21631.657(-2)
P(8) 21634.634(12) 21633.678(-8) 21630.909(5)
P(9) 21633.804(18) 21632.838(10) 21630.085(15)
P(10) 21632.944(-21) 21631.933(20) 21629.216(-1)
P(11) 21631.938(13) 21630.982(2) –
P(12) – 21629.961(-19) –
P(14) 21628.592(1) – –
R(2) 21638.867(-7) 21637.863(9) –
R(3) – 21637.816(-2) –
R(4) 21638.665(3) 21637.689(-6) –
R(5) 21638.448(14) 21637.493(-15) 21634.705(0)
R(6) 21638.169(14) 21637.201(-1) 21634.440(-7)
R(7) 21637.827(2) 21636.860(-11) 21634.077(12)
R(8) 21637.381(21) 21636.420(5) 21633.656(18)
R(9) – 21635.922(4) 21633.169(16)
R(10) 21636.357(-29) 21635.376(-21) 21632.623(1)
R(11) 21635.679(1) 21634.730(-20) 21631.983(8)
R(12) 21634.986(-28) 21633.981(11) 21631.299(-14)
R(13) 21634.150(13) 21633.201(0) 21630.524(-16)
R(14) 21633.290(4) 21632.325(11) –
R(15) – 21631.387(11) –
Fitted Molecular Constants (1σ error limit)a
ν0 21638.5938(55) 21637.6062(40) 21634.8154(41)
B′ 0.08106(7) 0.08100(12) 0.08118(10)
r′ 2.2686(10) 2.2681(16) 2.2616(14)
B′′ 0.11788(8) 0.11767(11) 0.11734(10)
r′′ 1.8813(6) 1.8818(9) 1.8811(8)
a In this fit, all collected rotationally resolved bands for a given isotopologue of CrW
were constrained to have the same B′′. Additionally, error limits (1σ) are provided
in parentheses after the value, in units of the last digits given. Residuals in the fit














Rotationally Resolved CrW Near 21771 cm-1 
Wavenumber (cm-1)
52Cr182W - 21770.8
Figure B.13: Rotationally resolved spectra of CrW isotopologues near 21 771 cm−1.
The fitted band is shown with its simulation (below, in blue) and designated by its
band origin. The simulation was performed using the PGOPHER program (PGOPHER,
a Program for Simulating Rotational Structure, C. M. Western, University of Bristol,
http://pgopher.chm.bris.ac.uk.).
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Table B.7: Fitted line positions and spectroscopic constants for CrW bands near
21 757 cm−1.
Line Position (residual) cm−1
Rotational Line 52Cr182W 52Cr183W 52Cr186W
P(2) – – 21759.843(2)
P(3) 21755.866(13) – 21759.411(5)
P(4) 21755.330(21) – 21758.885(4)
P(5) 21754.740(-17) – 21758.264(0)
P(6) 21753.981(18) – 21757.538(5)
P(7) 21753.192(-15) – 21756.720(3)
P(8) 21752.254(4) – 21755.803(3)
P(9) – – 21754.786(5)
P(10) – – 21753.693(-14)
P(11) – – 21752.462(8)
R(1) 21757.068(-10) – 21760.584(6)
R(2) 21757.012(-11) – 21760.533(-2)
R(3) 21756.853(-8) – 21760.381(-5)
R(4) 21756.588(5) – 21760.132(-9)
R(5) 21756.235(7) – 21759.782(-8)
R(6) 21755.793(1) – 21759.334(-9)
R(7) 21755.260(-12) – 21758.785(-4)
R(8) 21754.613(-10) – 21758.154(-17)
R(9) 21753.854(9) – 21757.381(16)
R(10) 21753.012(11) – 21756.550(9)
R(11) 21752.092(-6) – 21755.606(19)
R(12) – – 21754.611(-19)
Fitted Molecular Constants (1σ error limit)a
ν0 21756.8797(46) – 21760.4128(34)
B′ 0.06902(8) – 0.06859(11)
r′ 2.4586(15) – 2.4604(20)
B′′ 0.11788(8) – 0.11734(10)
r′′ 1.8813(6) – 1.8811(8)
a In this fit, all collected rotationally resolved bands for a given isotopologue of
CrW were constrained to have the same B′′. Additionally, error limits (1σ)
are provided in parentheses after the value, in units of the last digits given.
Residuals in the fit are provided in parentheses after each line position, in
units of 0.001 cm−1.
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Table B.8: Fitted line positions and spectroscopic constants for CrW bands near
21 771 cm−1.
Line Position (residual) cm−1
Rotational Line 52Cr182W 52Cr183W 52Cr186W
P(3) 21769.884(2) – –
P(4) 21769.403(1) – –
P(5) 21768.841(-1) – –
P(6) 21768.204(-10) – –
P(7) 21767.454(13) – –
R(0) 21770.998(-5) – –
R(3) 21770.950(12) – –
R(4) 21770.793(-5) – –
R(5) 21770.527(4) – –
R(6) 21770.201(-8) – –
R(7) 21769.784(-11) – –
R(8) 21769.262(8) – –
Fitted Molecular Constants (1σ error limit)a
ν0 21770.8393(42) – –
B′ 0.07687(14) – –
r′ 2.3297(21) – –
B′′ 0.11788(8) – –
r′′ 1.8813(6) – –
a In this fit, all collected rotationally resolved bands for a given isotopologue of
CrW were constrained to have the same B′′. Additionally, error limits (1σ) are
provided in parentheses after the value, in units of the last digits given. Residuals
in the fit are provided in parentheses after each line position, in units of 0.001
cm−1.
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Table B.9: Hartree-Fock calculations for 〈r〉d and 〈r〉s, and ζd for the dns2 and dn+1s1
configurations of the transition metal atoms. These values were obtained using the program
described in C. F. Fischer, The Hartree-Fock Method for Atoms (John Wiley & Sons, New
York, 1977).
Atom dns2 configuration dns2 configuration
Term 〈r〉d (A˚) 〈r〉s (A˚) ζd (cm−1) Term 〈r〉d (A˚) 〈r〉s (A˚) ζd (cm−1)
Sc 4Fg 1.0949 2.2233 56.1
2Dg 0.8866 2.0954 77.2
Ti 5Fg 0.9131 2.1140 95.8
3Fg 0.7725 1.9997 122.6
V 6Dg 0.8052 2.0194 145.0
4Fg 0.7002 1.9190 176.6
Cr 7Sg 0.7239 1.9448 207.1
5Dg 0.6452 1.8489 242.9
Mn 6Dg 0.6748 1.8927 278.9
6Sg 0.5980 1.7897 324.8
Fe 5Fg 0.6292 1.8542 367.6
5Dg 0.5677 1.7243 417.3
Co 4Fg 0.5898 1.8197 473.8
4Fg 0.5377 1.6688 529.7
Ni 3Dg 0.5556 1.7882 599.7
3Fg 0.5105 1.6188 662.5
Cu 2Sg 0.5245 1.7627 748.2
2Dg 0.4859 1.5734 817.9
Y 4Fg 1.4564 2.3380 204.7
2Dg 1.2887 2.2755 260.7
Zr 5Fg 1.2340 2.2095 320.4
3Fg 1.1136 2.1653 388.2
Nb 6Dg 1.0960 2.1090 448.8
4Fg 1.0053 2.0788 525.3
Mo 7Sg 0.9923 2.0331 595.4
5Dg 0.9245 2.0076 678.7
Tc 6Dg 0.9237 1.9987 757.1
6Sg 0.8574 1.9499 852.6
Ru 5Fg 0.8626 1.9768 942.7
5Dg 0.8113 1.8868 1040.9
Rh 4Fg 0.8104 1.9593 1152.3
4Fg 0.7679 1.8347 1256.4
Pd 3Dg 0.7652 1.9446 1389.0
3Fg 0.7291 1.7891 1498.9
Ag 2Sg 0.7249 1.9349 1636.0
2Dg 0.6943 1.7484 1772.0
Lu 4Fg 1.4748 2.3061 921.0
2Dg 1.3152 2.2536 1155.6
Hf 5Fg 1.2765 2.1903 1320.7
3Fg 1.1614 2.1604 1581.3
Ta 6Dg 1.1539 2.0979 1724.7
4Fg 1.0671 2.0859 1999.1
W 7Sg 1.0608 2.0269 2155.1
5Dg 0.9960 2.0239 2436.5
Re 6Dg 1.0001 1.9990 2600.3
6Sg 0.9359 1.9738 2906.5
Os 5Fg 0.9446 1.9828 3087.9
5Dg 0.8956 1.9166 3384.2
Ir 4Fg 0.8966 1.9709 3613.7
4Fg 0.8564 1.8699 3911.6
Pt 3Dg 0.8546 1.9621 4184.1
3Fg 0.8207 1.8289 4483.3
Au 2Sg 0.8167 1.9583 4752.5
2Dg 0.7882 1.7925 5105.5
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Table B.10: Predicted bond energies of Group 5/6 diatomic metals. These
values were predicted using the linear regression formula displayed in Figure
4.3 in Chapter 4.a
Molecule 〈r〉nd, A + 〈r〉nd, B (A˚) Predicted D0 (eV) Measured D0 (eV)
Cr2 1.4478 1.49 1.53(6)
VCr 1.5291 1.91 –
V2 1.6104 2.33 2.753(1)
CrMo 1.7162 2.89 –
CrW 1.7847 3.24 2.867(1)
VMo 1.7975 3.31 –
NbCr 1.8199 3.43 3.0263(6)
VW 1.8660 3.67 –
TaCr 1.8778 3.73 –
VNb 1.9012 3.85 3.789(1)
VTa 1.9591 4.15 –
Mo2 1.9846 4.29 4.476(10)
MoW 2.0531 4.64 –
NbMo 2.0883 4.83 –
W2 2.1216 5.00 –
TaMo 2.1462 5.13 –
NbW 2.1568 5.18 –
Nb2 2.1920 5.37 5.55(1)
TaW 2.2147 5.49 –
NbTa 2.2499 5.67 –
Ta2 2.3078 5.97 –
a The formula employed is D0(eV) = −6.068 + 5.217(〈r〉nd, A + 〈r〉nd, B) (A˚).
