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CONSERVATION DE CERTAINES PROPRIÉTÉS À TRAVERS UN
CONTRÔLE ÉPARS D’UN OPÉRATEUR ET APPLICATIONS AU
PROJECTEUR DE LERAY-HOPF
CRISTINA BENEA & FRÉDÉRIC BERNICOT
Résumé. Nous poursuivons l’étude d’un contrôle épars d’un opérateur singulier. Plus
précisément nous expliquons comment on peut conserver certaines propriétés de l’opé-
rateur initial à travers un tel contrôle et décrivons quelques applications : bornitude de
l’adjoint de la transformée de Riesz et du projecteur de Leray. De plus, nous nous intéres-
serons à donner un regard nouveau sur les dominations éparses à travers les oscillations
et les fonctions carrées localisées. Aussi, nous dévoilerons une connexion entre les bons
intervalles de la décomposition éparse et une décomposition atomique.
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1. Introduction
Ce travail a pour but de poursuivre l’étude d’un contrôle épars d’un opérateur, et de
comprendre comment on peut conserver certaines propriétés au travers d’un tel contrôle.
Rappelons tout d’abord qu’une collection de cubes S := (Q)Q∈S de l’espace Euclidien Rn
est dite éparse si il existe une collection d’ensembles majeurs disjoints (voir Definition 1).
Associé à une telle collection, on peut considérer l’opérateur épars défini par :
TS(f) := x 7→
∑
Q∈S
(
−
ˆ
Q
f(z) dz
)
1Q(x), ∀f ∈ L1loc.
L’étude des opérateurs épars a commencé dans [Ler11, CUMP12] où il est démontré que ces
opérateurs vérifient des estimations à poids Lp(ω) optimales pour des poids de Muckenhoupt
ω ∈ Ap.
Récemment, ces opérateurs ont connu un très grand intéret, puisqu’ils permettent d’avoir
une preuve relativement simple du théorème A2 (Lerner [Ler10, Ler13a, Ler13b] et La-
cey [Lac15]) et de nombreux travaux ont contribué au développement de cette approche :
contrôle ponctuel d’un opérateur de Calderón-Zygmund par un opérateur épars, contrôle de
différents opérateurs singuliers (transformées de Riesz associées à un semi-groupe [BFP16],
Bochner-Riesz [BBT16], BHT [CDPO16], opérateurs singuliers homogènes [CACDPO16],
...) à travers une forme bilinéaire (ou trilinéaire) éparse ...
La domination éparse d’un opérateur linéaire T ou de sa forme bilinéaire ΛT = (f, g) 7→
〈Tf, g〉 s’est révélée utile pour montrer des estimations aux poids optimales : en effet “ le
caractère épars laisse de la place au poids pour n’intervenir qu’une seule fois”. Un aspect
important vient aussi de l’opérateur maximal à poids qui est borné sur des espaces Lp à
poids de manière indépendante de la caractéristique du poids.
En général, le mieux qu’on peut espérer pour la forme bilinéaire d’un opérateur de
Calderón-Zygmund, est la domination éparse (dans le sens que la collection S est éparse)
avec des moyennes dans L1 :
(1) |〈Tf, g〉| .
∑
Q∈S
−
ˆ
Q
|f |dx · −
ˆ
Q
|g|dx · |Q|.
La philosophie d’un contrôle épars d’un opérateur est la suivante : dominer un opéra-
teur singulier par une représentation géométrique (sur une collection d’intervalles ou cubes
éparses, c’est à dire ’raréfié’) à l’aide d’opérateurs élémentaires positifs (localisés à l’échelle
des différents cubes) qui sont facilement estimables (dans le cas ci-dessus, des opérateurs
de moyennes dans L1).
Dans le membre de droite du contrôle épars, on a une expression qui semble avoir perdu
les propriétés de l’opérateur de Calderón-Zygmund initial, mais on a une forme bilinéaire
qui implique la bornitude Lp → Lp de l’opérateur T ainsi que des estimations à poids. Dans
ce travail, nous souhaitons comprendre quelles sont les informations supplémentaires que
l’on peut conserver au travers d’un contrôle épars et nous décrirons plusieurs applications.
Avant d’expliciter les différentes propriétés que nous allons étudier, nous souhaitons moti-
ver l’obtention d’un contrôle épars, autrement que par l’obtention des estimations à poids :
un opérateur (ou une forme bilinéaire) épars est un opérateur auto-adjoint (positif), qui
vérifie de bonnes estimations (quantifiées) dans des espaces à poids, ainsi que des estima-
tions de type faible L1 (ce qu’on peut montrer en utilisant une décomposition de Calderón-
Zygmund (sic !)). Par conséquent, si un opérateur admet un contrôle épars, alors son adjoint
est de type faible L1 (voir Corollaire 7). Nous appliquerons ce principe dans le cadre des
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transformées de Riesz, fonctionnelles carrés, et projecteur de Leray associés à un opérateur
elliptique du second ordre div(A∇·), obtenant de nouvelles estimations de type faible L1
pour ces opérateurs (voir Section 7).
Estimation éparse et régularité. Les sections 4 et 5 sont dédiées à l’étude de
propriétés de régularité, et comment on peut les conserver via un contrôle épars.
En particulier, nous obtiendrons d’abord une représentation éparse d’un opérateur
de Calderón-Zygmund vérifiant la condition T (1) = 0 en termes d’oscillation. Ces
oscillations permettent de conserver le caractère T (1) = 0 à l’échelle élémentaire
de la représentation éparse. Une telle amélioration nous permettra de faire quelques
observations sur la composition d’opérateurs de Calderón-Zygmund.
Puis en Section 5, nous nous intéresserons au gradient d’un opérateur de Calderón-
Zygmund régulier, et nous verrons que l’on peut, en un certain sens, commuter
l’opérateur gradient avec la propriété de représentation éparse. Ceci nous permettra
d’en déduire des estimations optimales pour un tel opérateur dans des espaces de
Sobolev à poids.
Estimation éparse pour un multiplicateur de Fourier/Haar via un prin-
cipe de localisation. Le fait qu’un opérateur T borné sur L2 puisse admettre un
contrôle épars comme (1) est un peu surprenant : si on utilise la bornitude L2 → L2
de l’opérateur, on obtient
|〈Tf, g〉| . ‖f‖2 · ‖g‖2,
et si on localise ce résultat, on peut dire que la version localisée sur un cube Q de
ΛTQ est bornée par des moyennes en L
2 :
(2) |〈TQf, g〉| .
(−ˆ
Q
|f |2dx) 12 · (−ˆ
Q
|g|2dx) 12 · |Q|.
Mais en effet, l’idée du contrôle épars est de dire qu’en choisissant les bons cubes sur
lesquels on décompose, on peut avoir des moyennes L1.
Dans la section 6, nous allons nous spécialiser à un cadre où l’opérateur T (et
sa forme bilinéaire) peuvent facilement être localisés. Cette situation est le cas des
multiplicateurs de Fourier, ou de Haar. Nous verrons alors comment peut-on tirer
avantage et conserver la structure fréquentielle de l’opérateur initial à travers une
estimation éparse.
En effet, par exemple si T admet une représentation simple par des ondelettes, alors
(2) est remplacée par la même estimation, mais avec des moyennes L2 de la fonction
carrée (localisée) de f et de g, respectivement. Après, on peut se servir du théo-
rème de John-Nirenberg pour obtenir des moyennes dans L1,∞ de la fonction carrée,
chacune d’elles précédée par un ‘sup’ sur une collection d’intervalles (ou cubes) dya-
diques. Avec un temps d’arrêt soigneusement construit, on peut à la fin obtenir une
domination éparse, avec des moyennes L1 des fonctions f et g.
Dans l’analyse de temps-fréquence, on utilise souvent des structures contenues dans
le plan espace-fréquence, et l’information sur la fonction f est conservée dans deux
quantités : le ‘size’ et l’‘energy’. L’énergie concerne plutôt l’orthogonalité des paquets
d’onde, et pour un opérateur de Fourier classique, on peut le transformer en ‘size’
(qui est une moyenne maximale en L1 ou L1,∞), en localisant sur des bons intervalles.
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Cette idée de transformer les moyennes L2 en moyennes L1 apparait souvent dans ce
secteur de l’analyse.
De plus, la localisation, comme presentée dans la Proposition 13, est déjà apparue
dans [BM16], où les auteurs emploient une telle localisation en espace (construite
par un temps d’arrêt gouverné par les ensembles de niveau du ‘size’) afin de montrer
des estimations à valeurs vectorielles pour les paraproduits et pour la transformé
bilinéaire de Hilbert BHT .
Observons que dans le cas le plus facile, d’un multiplicateur de Haar, la moyenne
L2 de la fonction carrée de f correspond exactement à l’oscillation L2 de f , et il
est alors plus évident qu’on doit utiliser le théorème de John-Nirenberg pour obtenir
l’oscillation L1.
Ces idées sont présentées dans section 6. Plus précisément, dans la sous-section
6.1, on expose ces idées pour obtenir une estimation éparse, permettant de retrouver
les estimations à poids dans Lp(ω) pour p > 1. Dans la sous-section 6.2, on décrit
comment on peut conserver l’information fréquentielle, à l’aide des fonctions carrées
localisées dans la représentation éparse. Le théorème de John-Nirenberg, dans la
forme de [MS13], qu’on peut généraliser pour des espaces à poids (d’une manière
indépendante du poids), nous permet d’employer n’importe quelle moyenne Lp de
la fonction carrée, avec 0 < p < ∞. Par conséquent, en utilisant un temps d’arrêt
similaire à celui pour la décomposition atomique éparse, on en déduit alors dans
la sous-section 6.3, des estimations dans des espaces de Hardy à poids Hp(ω) pour
p ∈ (0, 1] :
T : Hpω → Hpω, pour tout poids ω et pour tout 0 < p ≤ 1,
avec une norme indépendante du poids (améliorant ainsi des résultats de Lee,Lin
[LL02] et Lee,Lin,Yang [LLY05]) !
Application à la transformée de Riesz et au projecteur de Leray. La sec-
tion 7 est dédiée à des applications dans le cadre des transformées de Riesz, associées
à un opérateur elliptique sous forme divergence L = − divA∇. Plus précisément,
nous verrons que sous l’hypothèse que cet opérateur génère un semi-groupe, dont
le gradient admet des estimations Gaussiennes ponctuelles, alors la transformée de
Riesz RL := ∇L−1/2 a un comportement vraiment similaire à celui des opérateurs de
Calderón-Zygmund. En particulier, nous obtiendrons les nouveaux résultats suivants
• L’opérateur dual (RL)∗ est de type faible L1, ainsi que différentes fonction-
nelles carrées.
• Le projecteur de Leray πL := RL(RL∗)∗ est aussi de type faible L1 et admet
des estimations Lp(ω) à poids optimales si p ∈ (1,∞) et Hp(ω) si p ∈ (0, 1].
Lien entre contrôle épars et oscillation. D’autre part, dans le cadre des fonc-
tions de Haar, on obtient (sous-section 8.1) une décomposition atomique et simulta-
nément éparse pour une fonction (générique) de l’espace de HardyHp, 0 < p ≤ 1. Jus-
qu’ici les différentes décompositions atomiques obtenues ne permettaient pas d’avoir
le caractère épars des supports des atomes. Nous l’obtenons par une construction
similaire à celle de la domination éparse, en utilisant un bon temps d’arrêt basé sur
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les fonctions carrées localisées, pour prendre en compte les oscillations d’une fonction
de l’espace de Hardy.
Nous finissons par la sous-section 8.2, dans laquelle on décrit une sorte d’inégalité
de polarisation, du résultat de Fefferman-Stein permettant d’estimer la norme L2
d’une fonction par celle de sa fonction maximale dièse. Ce nouveau résultat repose
là aussi sur une gestion optimisée des oscillations, à travers un contrôle épars.
2. Préliminaires
Notations. Lors de tout ce travail, on se placera dans Rn muni de sa structure
Euclidienne, mais tout pourrait être écrit dans un espace homogène. En effet, les
techniques et outils utilisés reposent sur la structure dyadique et le caractère doublant
de l’espace ambiant.
Avant de faire quelques rappels sur les grilles dyadiques et les collections éparses,
fixons quelques notations, qui seront régulièrement utilisées dans l’ensemble de l’ar-
ticle : pour une boule (cube ou intervalle) de l’espace Euclidien, on note oscB l’oscil-
lation sur B définie par
oscB(f) :=
(−ˆ
B
∣∣∣∣f −−ˆ
B
fdx
∣∣∣∣ dx).
Si I est un intervalle, un cube ou une boule, on note aussi χI(x) :=
(
1 + d(x,I)
ℓ(I)
)−1
la
fonction de localisation autour de I.
Les différentes preuves présentées ici auront pour but de construire une collection
éparse de cubes dyadiques, celle-ci sera obtenue via des temps d’arrêt. Tout au long du
papier, IStock dénotera la collection des intervalles (ou cubes) disponibles au moment
du temps d’arrêt. On notera aussi M la fonction maximale de Hardy-Littlewood, et
Mp denote sa version Lp : Mp(f) = (M|f |p)1/p.
Grilles dyadiques et collection éparses. Sur Rn, associée à un paramètre
α ∈ {0, 1
3
}n, on peut considérer la grille dyadique (translatée)
D
α :=
{
2−k
(
[0, 1]n +m+ (−1)kα) , k ∈ Z, m ∈ Zn}
et on note D := ∪αDα. Pour un cube dyadique Qα ∈ Dα, on note ℓ(Q) la longueur
de son coté. Un résultat bien connu est alors que pour tout cube Q de Rn, il existe
α ∈ {0, 1
3
}n et un cube Qα ∈ Dα tel que
Q ⊂ Qα et ℓ(Qα) ≤ 6ℓ(Q).
Définition 1. Une collection S ⊂ D est dite η-éparse pour un certain η ∈ (0, 1)
si on peut trouver une collection d’ensembles mesurables disjoints (EQ)Q∈S telle que
pour tout Q ∈ S
EQ ⊂ Q et |EQ| ≥ η|Q|.
Il existe aussi la formulation suivante équivalente :
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Définition 2. Une collection S ⊂ D0 est dite éparse, si il existe η ∈ (0, 1) tel que
pour tout Q ∈ S, ∑
P∈chS(Q)
|P | ≤ η|Q|,
où chS(Q) représente la collection des descendants directs de Q dans S, c’est à dire
les intervalles maximaux de S strictement contenus dans Q.
Définition 3. Une collection S ⊂ D est dite Λ-Carleson pour un certain Λ > 1 si
pour tout Q ∈ S on a ∑
P∈S
P⊂Q
|P | ≤ Λ|Q|.
On a alors l’équivalence entre ces deux notions ([LN15, Lemme 6.3]) :
Proposition 4. Une collection S ⊂ D est η-éparse si et seulement si elle est η−1-
Carleson.
Cette équivalence nous permet donc d’utiliser simultanément les propriétés ’faciles’
dues à chacune des propriétés (voir [LN15]). Dans la suite, nous appellerons une
collection éparse, si elle est η-éparse avec un paramètre η ∈ (0, η0) pour un certain
paramètre η0 < 1 implicite.
Nous avons aussi la propriété suivante ([LN15, Sections 12-13]) :
Proposition 5. Soit S une collection éparse et ρ une fonction continue croissante
sur [0, 1] telle que ρ(0) = 0. Supposons que ρ vérifie∑
k≥1
kρ(2−k) <∞.
Alors pour toute fonction f, g ∈ L1
loc
, il existe une collection éparse enlargie S˜ telle
que∑
k≥0
ρ(2−k)
∑
Q∈S
(
−
ˆ
2kQ
|f |dx
)(
−
ˆ
2kQ
|g|dx
)
|Q| .
∑
Q∈S˜
(
−
ˆ
Q
|f |dx
)(
−
ˆ
Q
|g|dx
)
|Q|.
Les constantes implicites sont indépendantes de f, g et de S et ne dépendent que de
ρ.
3. La propriété du type faible (1, 1) et de la bornitude L∞-BMO
3.1. Type faible (1, 1) comme conséquence d’un contrôle épars.
Proposition 6. Soit T un opérateur linéaire borné sur L2, vérifiant un contrôle
épars via la forme bilinéaire. Plus précisément, supposons que pour toutes fonctions
(compactement supportées) f, g ∈ L2 il existe une collection éparse S telle que
|〈Tf, g〉| .
∑
Q∈S
(
−
ˆ
Q
|f | dx
)(
−
ˆ
Q
|g| dx
)
|Q|.
Alors T est de type faible (1, 1).
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Ce résultat n’est pas nouveau, et on peut trouver une preuve dans [CACDPO16,
Théorème E]. Nous allons cependant donner une preuve un peu différente, qui met
en lumière la connexion avec la décomposition de Calderón-Zygmund.
Démonstration. Nous allons utiliser la caractérisation suivante de l’espace L1,∞ : pour
une fonction mesurable φ alors φ ∈ L1,∞ si
(3) ‖φ‖L1,∞ ≃ sup
E⊂Rn
inf
E⊂E′
2|E′|≥|E|
ˆ
E′
|f(x)| dx.
On fixe donc une fonction f ∈ L1∩L2, normalisée dans L1 (‖f‖1 = 1) et on souhaite
vérifier que T (f) ∈ L1,∞. Donc pour tout ensemble mesurable E de mesure finie, on
considère l’ensemble E ′ défini par
E ′ :=
{
x ∈ E, M(f)(x) < K|E|−1} ,
pour une constante K numérique suffisamment grande. Cet ensemble est majeur
dans E et vérifie 2|E ′| ≥ |E|. Il nous reste alors à estimer
(4)
ˆ
E′
|Tf(x)| dx = sup
h
|〈Tf, h〉|
où le supremum est pris sur toutes les fonctions h ∈ L2 supportée sur E ′ avec
‖h‖∞ ≤ 1. Fixons une telle fonction h et utilisons l’hypothèse de contrôle épars. Il
existe donc une collection éparse S telle que
|〈Tf, h〉| .
∑
Q∈S
(
−
ˆ
Q
|f | dx
)(
−
ˆ
Q
|h| dx
)
|Q|.
Supposons que toute la collection éparse soit incluse dans une des grilles dyadiques :
il existe α tel que S ⊂ Dα (ce qu’il est toujours possible de supposer). Utilisons
maintenant une décomposition de Calderón-Zygmund de |f | ∈ L1 au niveau K|E|−1 :
il existe une ’bonne’ fonction g, des cubes Qi, et des ’mauvaises’ fonctions bi telles
que
|f | = g +
∑
i
bi, ‖g‖∞ . |E|−1, ‖g‖1 . 1
et bi est supporté dans Qi avec une intégrale nulle. En fait, les cubes Qi peuvent
être choisis comme un recouvrement maximal dyadique de l’ensemble de niveau
{x, M(f)(x) > K|E|−1} de sorte que tous les cubes Qi sont inclus dans (E ′)c.
En utilisant la bornitude L2 des formes éparses, on obtient que∑
Q∈S
(
−
ˆ
Q
g dx
)(
−
ˆ
Q
|h| dx
)
|Q| .
ˆ
M(|g|)M(|h|) dx
. ‖g‖2‖h‖2 . (‖g‖∞‖g‖1)1/2 ‖h‖∞|E ′|1/2
. 1.
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Pour chaque cube Qi fixé, puisque bi est d’intégrale nulle et est supportée sur Qi, la
structure dyadique entraîne :∑
Q∈S
(
−
ˆ
Q
bi dx
)(
−
ˆ
Q
|h| dx
)
|Q| =
∑
Q∈S
Q⊂Qi
(
−
ˆ
Q
g dx
)(
−
ˆ
Q
|h| dx
)
|Q| = 0
car h est supposée être supportée sur E ′ qui ne rencontre pas Qi. À la fin, on obtient
que
|〈Tf, h〉| . 1
uniformément en h, ce qui entraîne (par (4))ˆ
E′
|Tf(x)| dx . 1
et donc conclut la preuve de ‖Tf‖L1,∞ . 1. 
Remarque. • L’hypothèse de la bornitude L2 de l’opérateur n’est pas impor-
tante, c’est juste pour donner un cadre et pouvoir évaluer T (f), pour f ∈ L2.
• On observe donc que l’évaluation du type faible L1 de l’opérateur T , cor-
respond exactement à l’évaluation de l’opérateur sur la ’bonne’ partie de la
décomposition de Calderón-Zygmund.
Le contrôle d’un opérateur linéaire, par une forme bilinéaire éparse permet d’ob-
tenir un contrôle par une forme auto-adjointe (alors que l’opérateur considéré initia-
lement ne l’est pas forcément), qui implique le type faible L1. On en déduit donc le
corollaire suivant :
Corollaire 7. Soit T un opérateur linéaire, tel que T admet un contrôle par une
forme bilinéaire éparse. Alors l’opérateur dual T ∗ est de type faible L1.
3.2. Lien entre la propriété éparse d’une collection et BMO.
Proposition 8. Soit (I)I une collection d’intervalles dyadiques et φ :=
∑
I h˜I , où
h˜I sont les fonctions de Haar L
∞-normalisées. Alors la collection est éparse si et
seulement si φ ∈ BMO
Démonstration. Cette proposition est une conséquence de la caractérisation des fonc-
tions de BMO par des mesures de Carleson et fonctions carrées ([Ste93, Théorème
3 page 159]). Ou, encore plus direct, on peut utiliser la caractérisation de BMO
avec des ondelettes, comme décrite dans [Mey90] : “les coefficients d’ondelettes d’une
fonction de BMO satisfont les célèbres conditions quadratiques de Carleson”.
En effet, si on emploie les ondelettes de Haar, la condition éparse, qui traduit une
condition d’ordre 1 de Carleson (definition 3), devient équivalente à l’appartenance
de certaines fonctions φ à BMO. Pour une telle fonction φ, on doit avoir
|〈φ, hI〉|2 = |I|, pourt tout I dans la collection éparse.
On peut donc prendre φ =
∑
I∈S ǫI h˜I , pour toute suite (ǫI)I = ±1.

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4. La propriété “T (1) = 0” et application pour la composition
d’opérateurs
On rappelle qu’un opérateur linéaire borné sur L2 est dit de Calderón-Zygmund
si il est associé à un noyau K : Rn × Rn → R tel que pour un certain ǫ > 0 et tout
x 6= y ∈ Rn alors
|K(x, y)| . 1|x− y|n
et pour tout z ∈ Rn avec 2|z| < |x− y|
|K(x+ z, y)−K(x, y)|+ |K(x, y + z)−K(x, y)| . |z|
ǫ
|x− y|n+ǫ .
Il est maintenant classique que si T est un opérateur linéaire de Calderón-Zygmund
alors on peut définir T (1) dans BMO (et plus généralement montrer que T admet
une extension continue de L∞ dans BMO). L’espace BMO étant défini modulo les
constantes, la condition T (1) = 0 ∈ BMO signifie plus exactement que T (1) est une
fonction constante.
Proposition 9. Soit T un opérateur de Calderón-Zygmund vérifiant T (1) = 0 ∈
BMO. Alors pour toute fonction f ∈ L2 il existe une collection éparse S telle que,
pour presque tout x ∈ Rn
|T (f)(x)| .
∑
Q∈S
oscQ(f)1Q(x).
L’oscillation oscQ(f) est plus précise que la moyenne et encode exactement le
caractère T (1) = 0. On obtient donc un contrôle épars, en préservant cette propriété
à l’échelle élémentaire de la représentation.
Démonstration. Il n’est pas clair comment utiliser la propriété T (1) = 0 à travers
les plus récentes preuves de Lacey [Lac15] ou Lerner [Ler16], qui utilisent un ’bon’
opérateur maximal tronqué. Nous préférons donc utiliser la preuve initiale de Lerner
[Ler13b] qui repose sur les oscillations locales en moyenne. Rappelons tout d’abord
sa définition : pour φ une fonction mesurable sur Rn et une boule B, l’oscillation
locale en moyenne de φ sur B au niveau λ ∈ (0, 1) est définie par
ωλ(φ;B) := inf
c∈R
((φ− c)1B)∗ (λ|B|)
où ∗ correspond au réarrangement décroissant. Fixons alors le niveau λ suffisamment
petit, en utilisant la formule de Lerner (see [Ler10]) et [LN15, Theorem 10.2], pour
toute fonction f ∈ L2 (de sorte que Tf a aussi un sens dans L2) il existe une collection
éparse S = (Q)Q de cubes telle que pour presque tout x, nous avons
|Tf(x)| .
∑
Q∈S
ωλ(Tf ;Q)1Q(x).
De plus, T étant un opérateur de Calderón-Zygmund, on sait que pour un certain
δ := δ(n, ǫ)
ωλ(Tf ;Q) .
∑
ℓ≥0
2−ℓδ
(
−
ˆ
2ℓQ
|f | dµ
)
.
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Étant donné que T (1) = 0 ∈ BMO et que l’oscillation est invariante par les
constantes, on peut soustraire la moyenne et obtenir
ωλ(Tf ;Q) .
∑
ℓ≥0
2−ℓδ
(
−
ˆ
2ℓQ
∣∣∣∣f −−ˆ
Q
fdµ
∣∣∣∣ dµ) .
Par conséquent, il vient
|Tf(x)| .
∑
ℓ≥0
∑
Q∈S
2−ℓδ
(
−
ˆ
2ℓQ
∣∣∣∣f −−ˆ
Q
fdµ
∣∣∣∣ dµ)1Q(x).
En utilisant que (
−
ˆ
2ℓQ
∣∣∣∣f −−ˆ
Q
fdµ
∣∣∣∣ dµ) . ℓ∑
k=0
osc2kQ(f)
on en déduit
|Tf(x)| .
∑
ℓ≥0
∑
Q∈S
ℓ∑
k=0
2−ℓδosc2kQ(f)1Q(x) .
∑
k≥0
∑
Q∈S
2−kδosc2kQ(f)1Q(x).
Il nous suffit maintenant d’estimer la double somme par une somme sur une seule
collection éparse. Cette étape est expliquée dans [LN15, Sections 12-13], en utilisant
un temps d’arrêt supplémentaire. Il repose uniquement sur le fait que pour une
collection disjointe de boules B1, ..., BN incluses dans B alors
N∑
i=1
|Bi|oscBi(f) ≤ 2
N∑
i=1
|Bi|
(
−
ˆ
Bi
∣∣∣∣f −−ˆ
B
fdµ
∣∣∣∣ dµ)
≤ 2oscB(f).
Cette propriété est utilisée pour vérifier que la collection agrandie est bien toujours
éparse. Donc en appliquant cet argument, il existe une collection éparse agrandie S˜
telle que
|Tf(x)| .
∑
Q∈S˜
oscQ(f)1Q(x).

Nous allons maintenant étudier la composition de deux opérateurs de Calderón-
Zygmund, S et T . Par composition des estimations à poids, nous savons que pour
tout p ∈ (1,∞) et tout poids ω ∈ Ap alors
‖T ◦ S‖Lpω→Lpω . [ω]2max{1,(p−1)
−1}
Ap
.
Nous allons voir comment ces estimations peuvent être améliorées en fonction d’une
condition du type T (1) et/ou S∗(1) = 0. Tout d’abord, nous observons que pour
améliorer cette estimation, nous avons besoin de comprendre profondément la com-
position en utilisant que les deux opérateurs T et S ont des “annulations” qui doivent
intéragir. Plus précisément, pour la composition T ◦S, les interactions entre T et S∗
semblent être les plus importantes et il est donc naturel de s’intéresser aux condi-
tions T (1) = 0 et S∗(1) = 0. Ceci a déjà été observé dans [CM97, Section 9] pour
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montrer que la composition T ◦S est encore un opérateur de Calderón-Zygmund sous
la condition T (1) = 0 = S∗(1).
• Si T, S sont deux opérateurs de Calderón-Zygmund, alors ils sont tous les
deux controlés ponctuellement par un opérateur épars. Il est alors facile d’en
déduire que pour tout exposant r ∈ (1,∞) nous avons le contrôle suivant :
pour toutes fonctions f, g ∈ L2 il existe une collection éparse S telle que
|〈T ◦ Sf, g〉| = |〈Sf, T ∗g〉| .
∑
Q∈S
(
−
ˆ
Q
|f |r dx
)1/r (
−
ˆ
Q
|g|r dx
)1/r
|Q|.
En utilisant [BFP16, Proposition 6.4], on obtient que pour tout p ∈ (1,∞),
tout exposant r > 1 tel que r < p < r′ et tout poids ω ∈ Ap/r ∩RH(r′/p)′ alors
‖T ◦ S‖Lpω→Lpω .
(
[ω]Ap/r [ω]RH(r′/p)′
)α
,
avec α := max{ 1
p−r
, r
′−1
r′−p}. On peut donc améliorer l’exposant sur la caracté-
ristique du poids, si on s’autorise à perdre un peu sur la classe du poids.
• Dans l’autre cas extrême où on suppose une double condition T (1) = 0 et
S∗(1) = 0 alors nous savons de [CM97, Section 9] qu’il existe suffisamment
d’interaction de sorte que T ◦S est encore un opérateur de Calderón-Zygmund
et est donc borné ponctuellement par un opérateur épars avec des moyennes
L1.
• Interéssons nous maintenant au cas intermédiaire où nous supposons seule-
ment que T vérifie la condition T (1) = 0. Alors en utilisant la proposition
précédente avec le fait que pour tout cube Q et tout exposant r ∈ (1,∞)
oscQ(Sf) .
(
−
ˆ
Q
|f |r
)1/r
+ inf
Q
M [f ]
on peut déduire que T ◦S admet un contrôle ponctuel par un opérateur épars
avec des moyennes Lr. Cette observation permet ainsi d’améliorer le contrôle
de la forme bilinéaire de la façon suivante :
|〈T ◦ Sf, g〉| = |〈Sf, T ∗g〉| .
∑
Q∈S
(
−
ˆ
Q
|f |r dx
)1/r (
−
ˆ
Q
|g| dx
)
|Q|,
où l’exposant d’intégrabilité des moyennes de g est maintenant égal à 1. Selon
[BFP16] pour les estimations à poids obtenues par une telle forme bilinéaire,
nous obtenons que l’on peut supprimer la condition de Hölder inverse RH ,
dans la classe de poids considérée : pour tout exposant r ∈ (1, p) et tout poids
ω ∈ Ap/r alors
‖T ◦ S‖Lpω→Lpω .
(
[ω]Ap/r
)α
,
avec α := max{ 1
p−r
, 1}. Par symétrie, si S∗(1) = 0 alors l’exposant d’intégra-
bilité des moyennes de f peut être choisi égal à 1.
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5. Le contrôle par le gradient et estimations optimales dans des
espaces de Sobolev à poids
Proposition 10. Soit T un opérateur de Calderón-Zygmund avec un noyau K vé-
rifiant |∇x,yK(x, y)| . |x− y|−n−1 et |∇2x,yK(x, y)| . |x− y|−n−2. Supposons de plus
que
• T (1) = 0 dans BMO
• L’opérateur ∇T vérifie l’estimation L2 suivante :
‖∇T (f)‖2 . ‖∇f‖2, ∀f ∈ W 1,2.
Alors pour toute fonction f ∈ W 1,2, il existe une collection éparse S = (Q)Q∈S telle
que
|∇Tf(x)| .
∑
Q
(
−
ˆ
Q
|∇f |
)
1Q(x).
Remarque. On observe que :
• Une régularité d’ordre 1 + ǫ sur le noyau est en fait suffisante.
• Cette propriété traduit une certaine commutativité entre la domination éparse
et le gradient dans le cas des opérateurs de Calderón-Zygmund suffisamment
réguliers.
• La preuve que nous allons détailler reprend la preuve de Lerner [Ler13b], basée
sur une représentation avec des oscillations locales. Nous la détaillons, pour
voir comment y intégrer le gradient.
Démonstration. Étape 1 : Nous allons d’abord vérifier que l’opérateur ∇T vérifie
une estimation de type faible L1, plus précisément :
(5) ‖∇Tf‖L1,∞ . ‖∇f‖L1.
Pour cela, nous allons utiliser une décomposition de Calderón-Zygmund pour les
fonctions “gradient”, développée par Auscher dans [Aus07] (voir aussi [Aus08] pour
une explication supplémentaire). La preuve n’est pas originale et a été souvent utilisée
dans le cadre de différentes transformées de Riesz. Pour être complet, nous détaillons
la preuve dans ce contexte. Fixons donc une fonction f ∈ W 1,2 telle que |∇f | ∈ L1
ainsi qu’un niveau α > 0. Nous savons qu’il existe une “bonne” fonction g et une
collection de cubes Qi vérifiant la propriété de recouvrement borné ainsi que des
fonctions bi ∈ W 1,10 (Qi) supportées dans Qi telles que
‖∇g‖∞ . α, ‖∇g‖1 . ‖∇f‖1,∑
i
|Qi| . α−1‖∇f‖1 et −
ˆ
Qi
|∇bi| dz . α.
On souhaite maintenant estimer
|{x, |∇Tf | > α}| ≤ |{x, |∇Tg| > α/2}|+ |{x, |∇Tb| > α/2}| ,
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avec b =
∑
bi. Pour le premier ensemble de niveau, on utilise l’hypothèse L2 pour
déduire que
|{x, |∇Tg| > α/2}| . α−2‖∇Tg‖22 . α−2‖∇g‖22 . α−1‖∇f‖1.
Pour le second ensemble de niveau, étant donné que ∪i(2Qi) a une mesure controllée
par α−1‖∇f‖1, nous avons seulement à estimer
|{x ∈ ∩i(2Qi)c, |∇Tb(x)| > α/2}| .
Pour chaque indice i et un point x ∈ (2Qi)c, on note ci (resp. ℓi) le centre (resp. la
longueur du coté) de Qi et alors par la condition T (1) = 0 ∈ BMO, on a
∇T (bi)(x) = ∇T
(
bi −−
ˆ
Qi
bi
)
(x)
= ∇T
[(
bi −−
ˆ
Qi
bi
)
χi
]
(x) +
(
−
ˆ
Qi
bi
)
∇T (1− χi)(x)
où χi est une fonction Lipschitz, égale à 1 sur Qi, supportée sur 2Qi et avec un
gradient uniformément borné par ℓ−1i . Par l’estimation de régularité sur le noyau
(puisque d(x,Qi) ≃ |x− ci|), on obtient∣∣∣∣∇T (bi −−ˆ
Qi
bi
)
(x)
∣∣∣∣ . ˆ
Qi
∣∣∣∣bi(y)−−ˆ
Qi
bi
∣∣∣∣ 1|x− ci|n+1dy
.
(
ℓi
|x− ci|
)n+1
ℓ−1i oscQi(bi)
.
(
ℓi
|x− ci|
)n+1(
−
ˆ
Qi
|∇bi| dz
)
.
(
ℓi
|x− ci|
)n+1
α,
où nous avons utilisé que bi est supporté sur Qi et l’inégalité de Poincaré L1. De
manière similaire, nous obtenons∣∣∣∣(−ˆ
Qi
bi
)
∇T (1− χi)(x)
∣∣∣∣ . ℓi(−ˆ
Qi
|∇bi| dz
)
|∇T (χi)(x)|
. ℓi
(
−
ˆ
Qi
|∇bi| dz
)
ℓni
|x− ri|n+1
.
(
ℓi
|x− ci|
)n+1
α.
En conséquence, pour tout x ∈ ∩i(2Qi)c nous avons montré que
|∇Tb(x)| . α
∑
i
(
ℓi
ℓi + |x− ci|
)n+1
,
ce qui est exactement la fonction de Marcinkiewicz associée à la collection (Qi), qui
vérifie une estimation de type faible L1 puisque la collection vérifie la propriété de
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recouvrement borné. On conclut donc que∣∣∣∣∣
{
x,
∑
i
∑
i
(
ℓi
ℓi + |x− ci|
)n+1
& 1
}∣∣∣∣∣ .∑
i
|Qi| . α−1‖∇f‖1,
ce qui finit la preuve de |{x, |∇Tf | > α}| . α−1‖∇f‖1.
Étape 2 : Nous allons maintenant obtenir le contrôle épars de l’opérateur ∇T .
En utilisant la formule de Lerner (sur les oscillations locales) (on renvoie le lecteur à
la preuve de la Proposition 9 pour les notations), [Ler10] et [LN15, Theorem 10.2] :
pour toute fonction f ∈ W 1,2 (de sorte que ∇Tf a aussi un sens dans L2) il existe
une collection éparse S = (Q)Q de cubes telle que pour presque tout x, on a avec un
certain paramètre λ
|∇Tf(x)| .
∑
Q∈S
ωλ(∇Tf ;Q)1Q(x).
Fixons une des boules Q, et une fonction Lipschitz χQ, égale à 1 sur 2Q, supportée
sur 4Q et avec un gradient uniformément borné par ℓ(Q)−1. Alors puisque T (1) =
0 ∈ BMO, on a ∇T (f) = ∇T (f1) +∇T (f2) avec
f1 :=
(
f −−
ˆ
Q
f
)
χQ et f2 :=
(
f −−
ˆ
Q
f
)
(1− χQ) .
En utilisant l’inégalité (5) sur la première fonction f1 avec l’inégalité de Poincaré L1,
on obtient que
ωλ(∇Tf1;Q) . 1|Q|
∥∥∥∥(f −−ˆ
Q
f
)
χQ
∥∥∥∥
L1
.
1
ℓ(Q)
osc4Q(f) +
(
−
ˆ
4Q
|∇f | dz
)
.
(
−
ˆ
4Q
|∇f | dz
)
.
Pour la seconde partie, on utilise c le centre du cube Q, pour avoir
ωλ(∇Tf2;Q) . ‖∇Tf2 −∇Tf2(c)‖L∞(Q).
Pour tout point x ∈ Q, on vérifie en utilisant la régularité du noyau K que
|∇Tf2(x)−∇Tf2(c)| .
ˆ
y∈(2Q)c
|∇K(x, y)−∇K(c, y)| |f(y)− fQ| dy
.
∑
j≥0
2−j
1
2jℓ(Q)
(
−
ˆ
2jQ
|f − fQ| dy
)
.
∑
j≥0
j∑
k=0
2−j
(
−
ˆ
2kQ
|∇f | dy
)
.
∑
k≥0
2−k
(
−
ˆ
2kQ
|∇f | dy
)
,
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où nous avons utilisé l’inégalité de Poincaré L1 et la notation fQ pour la moyenne de
f sur la boule Q. On conclut donc que
ωλ(∇Tf ;Q) .
∑
k≥0
2−k
(
−
ˆ
2kQ
|∇f | dy
)
,
d’où
|∇Tf(x)| .
∑
k≥0
2−k
∑
Q∈S
(
−
ˆ
2kQ
|∇f | dy
)
1Q(x).
On obtient le résultat énoncé en utilisant la méthode de [LN15, Sections 12-13], qui
permet d’estimer la double somme par une seule somme sur une collection éparse. 
Corollaire 11. Soit T un opérateur comme dans la proposition précédente. Alors
l’opérateur T vérifie des estimations optimales dans des espaces de Sobolev à poids :
pour tout p ∈ (1,∞) et tout poids ω ∈ Ap alors T est continu sur W 1,p(ω) et
‖T‖W 1,p(ω)→W 1,p(ω) . [ω]max{1,(p−1)
−1}
Ap
.
6. Représentation de multiplicateurs de Fourier généralisés,
applications à la bornitude dans des espaces de Hardy à poids
Dans cette section, nous allons nous intéresser au contrôle épars d’un opérateur,
admettant une certaine représentation (généralisant le cas des multiplicateurs de
Fourier).
Pour simplifier, nous allons travailler en dimension 1 avec les intervalles dyadiques
D
0 de R. Tous les résultats s’étendent de façon automatique au cas de la dimension
plus grande avec les cubes dyadiques.
Plus précisément, on considère un opérateur linéaire T borné sur L2 tel qu’il existe
des coefficients aI(f), indexés par les intervalles dyadiques I ∈ D0, et tel que, pour
toutes fonctions f, g ∈ L2
|〈Tf, g〉| .
∑
I∈D0
|aI(f)| · |aI(g)|.
Remarque. On pourrait supposer une décomposition sur l’ensemble des intervalles
dyadiques D. Une telle représentation généralise la décomposition en ondelettes d’un
multiplicateur de Fourier, et permet de considérer d’autres types d’opérateurs (voir
section 7).
De plus on pourrait considérer deux types de coefficients aI(f) et bI(g), en supposant
les mêmes hypothèses sur les deux collections de coefficients.
Les coefficients aI(f) doivent être considérés comme une version élémentaire loca-
lisée de l’opérateur T en espace (autour de l’intervalle I) et en fréquence (à l’échelle
ℓ(I)−1). L’exemple canonique dans cette situation est donné par aI(f) = 〈f, φI〉,
où φI est un paquet d’onde : φI décroit très vite loin de I et φˆI est supporté dans[
1/ℓ(I), 2/ℓ(I)
]
.
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En suivant la terminologie de [MTT04] ou la présentation de [MS13] : pour un
intervalle I0, on définit le ’size maximal’ par
size I0f := sup
I⊂I0
( 1
|I|
∑
J⊂I
|aJ(f)|2
)1/2
.
Nous allons faire les deux hypothèses suivantes :
• Condition d’ énergie : Pour tout intervalle I0
(6)
∑
I⊂I0
|aI(f)|2 . ‖f · χMI0 ‖22
où M est un entier assez grand.
• Condition de Carleson sur le “size” : pour tout intervalle I0
(7) size I0f . sup
I⊂I0
( 1
|I|‖f · χ
M
I ‖1
)
.
Remarque. Si aI(f) = |〈f, φI〉|, la condition (6) est une conséquence de la bornitude
L2 de la fonction carrée
(8) SI0(f)(x) :=
(∑
I⊆I0
|aI(f)|21I(x)|I|
)1/2
.
Aussi, la condition sur le “size” est une conséquence du théorème de John-Nirenberg,
car le “size” se comporte comme la norme BMO. Cela devient plus évident dans le
cas aI(f) = 〈f, hI〉 (où (hI)I est la base de Haar) : on a alors∑
I⊆I0
I∈D0
|aI(f)|2 =
∑
I⊆I0
I∈D0
|〈f, hI〉|2 =
∥∥(f −−ˆ
I0
f
) · 1I0∥∥22
et par le théorème de John-Nirenberg,
sup
I⊆I0
1
|I|1/2
∥∥(f −−ˆ
I
f
) · 1I∥∥2 ∼ sup
I⊆I0
1
|I|
∥∥(f −−ˆ
I
f
) · 1I∥∥1.
Nous allons tout d’abord obtenir un contrôle épars classique de l’opérateur T , par
la forme bilinéaire, ceci permettant d’en déduire des estimations à poids Lp(ω) et le
type faible L1 de l’opérateur T et de son dual T ∗. Puis dans un second temps, nous
allons montrer comment on peut conserver la structure ’fréquentielle’ (décomposition
en terme de coefficients localisés en espace et en fréquence) à travers un contrôle
épars. Ceci nous permettra alors d’en déduire et de quantifier de manière précise des
estimations dans des espaces de Hardy à poids.
6.1. Domination éparse et estimation dans des espaces Lp à poids pour
1 < p <∞.
Théorème 12. Sous les hypothèses (6) et (7), pour toutes fonctions f, g ∈ L2 il
existe une collection éparse S telle que
|〈Tf, g〉| .
∑
Q∈S
(
−
ˆ
Q
|f | dx
)(
−
ˆ
Q
|g| dx
)
|Q|.
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Les opérateurs T et T ∗ sont de type faible L1 et vérifient pour p ∈ (1,∞)
‖T‖Lp(ω)→Lp(ω) + ‖T ∗‖Lp(ω)→Lp(ω) . [ω]max{1,(p−1)
−1}
Ap
.
Ce théorème est la conséquence de la Proposition 14 ci-dessous, ainsi que du Co-
rollaire 7 avec la Proposition 5.
On considère un modèle de l’opérateur T , pour lequel la forme bilinéaire est donnée
par
ΛI(f, g) :=
∑
I∈I
ǫIaI(f)aI(g)
où I est une collection finie des intervalles dyadiques, et (ǫI)I est une suite bornée
uniformément (pour simplicité, on suppose que |ǫI | ≤ 1 pour tout I ∈ I). Les estima-
tions obtenues ne dépenderont pas des coefficients ni de la collection I. On rappelle
que le prototype est celui de la forme bilinéaire ΛI(f, g) :=
∑
I∈I ǫI〈f, φI〉〈g, φI〉, où
les φI sont des paquets d’onde L2-normalisées.
Remarque. Etant donné que les fonctions f, g sont fixées dans L2 et grâce à (6),
on a la situation suivante : ou bien 〈Tf, g〉 = 0 et il n’y a rien à montrer, ou alors
il existe une sous collection finie I ⊂ D0 telle que∑
I∈D0\I
|aI(f)| · |aI(g)| ≤ 1
2
|〈Tf, g〉|.
Il suffit donc d’estimer seulement ΛI(f, g) ce qui montre que l’on peut bien se res-
treindre à une collection finie d’intervalles.
La propriété la plus importante est le caractère local de la forme bilinéaire. On
commence avec I0 un intervalle dyadique fixé, qui n’est pas nécessairement contenu
dans la collection I. On dénote
I(I0) := {I ∈ I : I ⊆ I0} et I+(I0) := I(I0) ∪ {I0}.
On a alors le résultat suivant :
Proposition 13 (Localisation de la forme bilinéaire).∣∣ΛI(I0)(f, g)∣∣ . s˜ize I0f · s˜ize I0g · |I0|,
où le nouveau “s˜ize " est défini par
s˜ize I0f := sup
J∈I+(I0)
1
|J |
ˆ
R
|f | · χ˜MJ dx.
Démonstration. On peut estimer la forme bilinéaire, en appliquant Cauchy-Schwartz,
par
|ΛI(I0)(f, g)| .
∥∥( ∑
I∈I(I0)
|aI(f)|2 1I|I|
)1/2∥∥
2
· ∥∥( ∑
I∈I(I0)
|aI(g)|2 1I|I|
)1/2∥∥
2
.
1
|I0|1/2
∥∥( ∑
I∈I(I0)
|aI(f)|2 1I|I|
)1/2∥∥
2
· 1|I0|1/2
∥∥( ∑
I∈I(I0)
|aI(g)|2 1I|I|
)1/2∥∥
2
· |I0|
. size I+(I0)f · size I+(I0)g · |I0|.
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Bien que size I+(I0) est une quantité dans L
2, par John-Nirenberg et la bornitude
L1 7→ L1,∞ de la fonction carrée, on peut remplacer size I+(I0) par s˜ize I+(I0), qui
est une quantité dans L1. L’estimation size I+(I0)f . s˜ize I+(I0)f est présentée dans
[MS13, Lemma 2.13], [MTT04, Lemma 4.2]. 
Remarque. D’une manière générale, les intervalles I0 qui seront considérés ulté-
rieurement, seront choisis par un temps d’arrêt et vérifierons la propriété que
s˜ize II0f .
1
|I0|
ˆ
R
|f | · χ˜MI0 dx
et l’analogue pour g. Autrement dit, le s˜ize qui est un supremum sur la collection
II0 est controlé par l’information à l’échelle de I0. Dans un tel cas, le s˜ize peut-
être vu comme une fonction maximale MI(I0). Ainsi, le temps d’arrêt choisi les bons
intervalles I0 et collections II0 ⊆ I(I0) tels qu’on a, en utilisant la Proposition 13
|ΛII0 (f, g)| . infy∈I0MII0 (f)(y) · infy∈I0MII0 (g)(y) · |I0|.
De façon similaire au Théorème 12, on obtiendra :
Proposition 14. Il existe une collection éparse S d’intervalles telle que
(9)
∣∣ΛI(f, g)∣∣ .∑
Q∈S
(
1
|Q|
ˆ
R
|f | · χ˜MQ dx
)
·
(
1
|Q|
ˆ
R
|g| · χ˜MQ dx
)
· |Q|.
Démonstration. Dans le cas présent, nous allons considérer la formulation - définition
2 pour le caractère épars de la collection, avec un paramètre η = 1
2
.
La collection S sera construite de manière récursive, de sorte qu’on peut l’écrire
comme S = ⋃k Sk. En effet, chaque intervalle Q représente un bon support pour
la forme bilinéaire localisée ΛI, et il ne doit pas appartenir à la collection I. Pour
chaque Q ∈ S on aura une collection d’intervalles IQ ⊆ I(Q) associée telle que∣∣ΛIQ(f, g)∣∣ . ( 1|Q|
ˆ
R
|f | · χ˜MQ dx
)
·
(
1
|Q|
ˆ
R
|g| · χ˜MQ dx
)
· |Q|.
On commence par poser IStock := I. On définit la collection S0 (le niveau zéro de
la collection éparse) comme l’ensemble des intervalles maximaux Q0 ∈ I, et pour
chacun d’entre eux, on définit IQ0 comme la collection d’intervalles I ∈ IStock(Q0)
telle que
(10)
1
|I|
ˆ
R
|f |·χ˜MI dx ≤ C
1
|Q0|
ˆ
R
|f |·χ˜MQ0dx et
1
|I|
ˆ
R
|g|·χ˜MI dx ≤ C
1
|Q0|
ˆ
R
|g|·χ˜MQ0dx.
Après, on réinitialise IStock := IStock \
⋃
Q0∈S0
IQ0, et il nous reste à définir les
descendants de chaque Q0. Les intervalles I ∈ IStock(Q0), s’il y en a encore, ils
satisfont une des deux conditions suivantes : soit
1
|I|
ˆ
R
|f |·χ˜MI dx > C
1
|Q0|
ˆ
R
|f |·χ˜MQ0dx ou
1
|I|
ˆ
R
|g|·χ˜MI dx > C
1
|Q0|
ˆ
R
|g|·χ˜MQ0dx.
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L’ensemble des descendants de Q0, chS(Q0), se compose des intervalles maximaux
Q ⊂ Q0 qui contiennent au moins un intervalle I ∈ IStock(Q0) (donc, la moyenne de
|f | · χ˜Q0 sur I est trop grande, ou celle de |g| · χ˜Q0), et pour lesquels on a
1
|Q|
ˆ
R
|f |·χ˜MQ dx > C
1
|Q0|
ˆ
R
|f |·χ˜MQ0dx où
1
|Q|
ˆ
R
|g|·χ˜MQ dx > C
1
|Q0|
ˆ
R
|g|·χ˜MQ0dx.
De cette façon, chS(Q0) est une collection d’intervalles disjoints, dont l’union est
contenue dans{
x :M(|f | ·χ˜MQ0) > C 1|Q0|
ˆ
R
|f | ·χ˜MQ0dx
}∪{x :M(|g| ·χ˜MQ0) > C 1|Q0|
ˆ
R
|g| ·χ˜MQ0dx
}
.
La bornitude L1 → L1,∞ de la fonction maximale entraine alors que
∑
Q∈chS(Q0)
|Q| ≤
1
2
|Q0|, si la constante C est choisie assez grande, ce qui correspond à la condition
“éparse” désirée.
Avant de décrire la construction itérative (k ⇒ k + 1), les observations suivantes
sont nécessaires :
(a) Dans la construction de S0, chaque Q0 est contenu dans IQ0, donc celle-ci
n’est pas vide. Ça ne sera pas toujours le cas pour k ≥ 1 (il est possible que
IQ0 = ∅), mais ça n’aura aucune conséquence pour le temps d’arrêt.
(b) On a s˜ize IQ0f .
1
|Q0|
´
R
|f | · χ˜MQ0dx et de même pour g.
Supposons maintenant que Sk a été déjà définie, et que pour chaque Q0 ∈ Sk,
on a une collection éparse des descendants directs chS(Q0), ainsi qu’une collection
IQ0 ⊂ I. On rappelle que IStock := I\
⋃
j≤k
⋃
K∈Sj
IK est constitue par les intervalles I ∈ I
qui n’ont pas été choisis par le temps d’arrêt.
On défini alors Sk+1 := ∪Q0∈Sk{Q : Q ∈ chS(Q0)}, et il reste à définir IQ et chS(Q)
pour chaque Q ∈ Sk+1. On cherche des intervalles I ∈ IStock ∩ I(Q) telle que
(11)
1
|I|
ˆ
R
|f | · χ˜MI dx ≤ C
1
|Q|
ˆ
R
|f | · χ˜MQ dx et
1
|I|
ˆ
R
|g| · χ˜MI dx ≤ C
1
|Q|
ˆ
R
|g| · χ˜MQ dx.
Il est possible qu’il n’y a pas d’intervalles satisfaisant cette propriété, donc pour
k ≥ 1 il peut arriver que IQ = ∅. Après avoir construit la collection IQ, on réinitialise
IStock := IStock \
⋃
Q∈Sk+1
IQ.
Les descendants directs chS(Q) deQ sont des intervalles maximaux P qui contiennent
au moins un I ∈ IStock∩ I(Q) (pour un tel I, la condition (11) est fausse), et de plus,
on veut aussi que
1
|P |
ˆ
R
|f |·χ˜MP dx > C
1
|Q|
ˆ
R
|f |·χ˜MQ dx où
1
|P |
ˆ
R
|g|·χ˜MP dx > C
1
|Q|
ˆ
R
|g|·χ˜MQ dx.
Comme on l’a déjà vu, la bornitude de la fonction maximale implique que
∑
P∈chS(Q)
|P | ≤
1
2
|Q|. Si on arrive à avoir IStock ∩ I(Q) = ∅, alors on choisi chS(Q) = ∅.
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La procédure s’arrêtera après un nombre fini d’étapes car la collection initiale I
était finie. Pour chaque I ∈ I il existe un unique Q ∈ ∪kSk telle que I est contenu
dans IQ : on peut voir qu’il existe un certain Q (qui doit être choisi par le temps
d’arrêt) pour lequel
1
|I|
ˆ
R
|f | · χ˜MI dx ≤ C
1
|Q|
ˆ
R
|f | · χ˜MQ dx et
1
|I|
ˆ
R
|g| · χ˜MI dx ≤ C
1
|Q|
ˆ
R
|g| · χ˜MQ dx.
La propriété ci-dessus est vraie pour Q = I, mais ça peut être vrai avec un intervalle
Q ∈ S dont I est strictement contenu.
De plus, le processus de sélection implique que pour chaque Q0 ∈ S, on a
s˜ize IQ0f .
1
|Q0|
ˆ
R
|f | · χ˜MQ0dx et s˜ize IQ0g .
1
|Q0|
ˆ
R
|g| · χ˜MQ0dx.
Cela permet d’estimer la forme bilinéaire par :∣∣ΛI(f, g)∣∣ .∑
k
∑
Q∈Sk
∣∣ΛIQ(f, g)∣∣
.
∑
Q∈S
s˜ize IQf · s˜ize IQg · |Q|
.
∑
Q∈S
(
1
|Q|
ˆ
R
|f | · χ˜MQ dx
)
·
(
1
|Q|
ˆ
R
|g| · χ˜MQ dx
)
· |Q|,
qui correspond à l’estimation éparse de (9). 
6.2. Domination éparse via des fonctions carrées. Pour les multiplicateurs de
Fourier, qui sont plus réguliers que les opérateurs de Calderón-Zygmund généraux,
on peut montrer une domination éparse avec des fonctions carrées. C’est le but de
cette sous-section, d’obtenir cette estimation plus précises, qui conserve la structure
fréquentielle de l’opérateur initial.
Comme précédemment, on considère la forme bilinéaire modèle :
(12) ΛI(f, g) :=
∑
I∈I
cIaI(f)aI(g)
où I ⊂ D0 est une collection finie d’intervalles dyadiques, {cI}I est une suite de
nombres complexes uniformément bornés.
On va montrer alors le résultat suivant :
Théorème 15. Fixons des exposants p, q ∈ (0,∞). Pour toutes fonctions f, g ∈ L2
il existe une collection éparse S telle que
|ΛI(f, g)| .
∑
Q∈S
(
−
ˆ
Q
|SQf |pdx
)1/p
·
(
−
ˆ
Q
|SQg|qdx
)1/q
· |Q|.
Proposition 16. Si I0 est un intervalle dyadique fixé et si I(I0) := {I ∈ I : I ⊆ I0},
alors∣∣ΛI(I0)(f, g)∣∣ . sup
I′∈I(I0)
1
|I ′| 1p
∥∥( ∑
I⊆I′
I∈I(I0)
|aI(f)|2
|I| 1I
)1/2∥∥
p,∞
· sup
I′∈I(I0)
1
|I ′| 1q
∥∥( ∑
I⊆I′
I∈I(I0)
|aI(g)|2
|I| 1I
)1/2∥∥
q,∞
·|I0|
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pour tous 0 < p, q <∞.
Démonstration. L’inégalité de Cauchy-Schwartz implique immédiatement l’estima-
tion∣∣ΛI(I0)(f, g)∣∣ . 1|I0| 1p
∥∥( ∑
I∈I(I0)
|aI(f)|2
|I| 1I
)1/2∥∥
2
· 1
|I0|
1
p
∥∥( ∑
I∈I(I0)
|aI(g)|2
|I| 1I
)1/2∥∥
2
· |Q0|,
qui entraîne la conclusion pour p = q = 2, avec des norme L2. Pour obtenir le cas
général pour tous 0 < p, q < ∞, il suffi d’invoquer le lemme de John-Nirenberg,
comme présenté dans [MS13, Section 2.6]. 
Preuve du Théorème 15. L’objectif est d’obtenir une collection éparse S d’intervalles
dyadiques qui satisfont les conditions suivantes :
— pour chaque Q ∈ S, il existe une collection chS(Q) des descendants directs
telle que la condition éparse est vérifiée :∑
P∈hS(Q)
|P | ≤ 1
2
|Q|.
— également, pour chaque Q ∈ S il existe une sous-collection IQ ⊆ I(Q) com-
posée par de “bons intervalles” telle que
|ΛIQ(f, g)| .
1
|Q| 1p
∥∥( ∑
I∈I(Q)
|aI(f)|2
|I| 1I
)1/2∥∥
p
· 1
|Q| 1q
∥∥( ∑
I∈I(Q)
|aI(g)|2
|I| 1I
)1/2∥∥
q
· |Q|.
On commence en initialisant IStock := I et en choisissant Q0 ∈ IStock un intervalle
maximal (ceux-ci forment S0). La collection IQ0 se compose par les intervalles I ′ ∈
IStock(Q0) telle que
(13)
1
|I ′| 1p
∥∥( ∑
I∈IStock(I′)
|aI(f)|2
|I| 1I
)1/2∥∥
p
≤ C · 1
|Q0|
1
p
∥∥( ∑
I∈IStock(Q0)
|aI(f)|2
|I| 1I
)1/2∥∥
p
et simultanément pour la fonction g
(14)
1
|I ′| 1q
∥∥( ∑
I∈IStock(I′)
|aI(g)|2
|I| 1I
)1/2∥∥
q
≤ C · 1
|Q0|
1
q
∥∥( ∑
I∈IStock(Q0)
|aI(g)|2
|I| 1I
)1/2∥∥
q
.
Pour chaque Q0 ∈ S, on choisit ses descendants parmi les intervalles Q ∈ IStock(Q0)
pour lesquels une des conditions (13) ou (14) est fausse, et qui, de plus, sont maxi-
maux. Donc pour un tel intervalle Q on a
1
|Q| 1p
∥∥( ∑
I∈IStock(Q)
|aI(f)|2
|I| 1I
)1/2∥∥
p
> C · 1
|Q0|
1
p
∥∥( ∑
I∈IStock(Q0)
|aI(f)|2
|I| 1I
)1/2∥∥
p
,
ou la condition similaire pour g. Dans les deux cas, l’inégalité au-dessus implique que
inf
y∈Q
Mp
(( ∑
I∈IStock(Q0)
|aI(f)|2
|I| 1I
)1/2)
(y) > C · 1
|Q0|
1
p
∥∥( ∑
I∈IStock(Q0)
|aI(f)|2
|I| 1I
)1/2∥∥
p
.
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Maintenant on peut vérifier la condition éparse :
∑
Q∈hS(Q0) |Q| ≤ 12 |Q0|. On note
que chaque Q est contenu dans l’ensemble{
x :Mp
( ∑
I∈IStock(Q0)
|aI(f)|2
|I| 1I(x)
)1/2
> C
1
|Q0|
1
p
∥∥( ∑
I∈IStock(Q0)
|aI(f)|2
|I| 1I
)1/2∥∥
p
}
,
où dans l’ensemble correspondant à la fonction g.
On utilise la bornitude Lp → Lp,∞ de l’opérateur Mp et la maximalité des inter-
valles Q ∈ chS(Q0) pour calculer∑
Q∈chS(Q0)
|Q| .
(
C
1
|Q0| 1p
∥∥( ∑
I∈IStock(Q0)
|aI(f)|2
|I| 1I
)1/2∥∥
p
)−p∥∥Mp( ∑
I∈IStock(Q0)
|aI(f)|2
|I| 1I(x)
)1/2∥∥p
p,∞
. C−1|Q0|.
En effet, on doit prendre en considération les intervalles Q ∈ chS(Q0) pour lesquels
la condition (14) est fausse pour la fonction g. En choisissant une constante C assez
grande, on obtient la condition éparse.
Après avoir construit les collections IQ0 et chS(Q0), on réinitialise IStock := IStock \
∪Q0∈S0IQ0. D’ici, on réitère la procédure d’une manière claire pour obtenir une col-
lection éparse S.
Cela permet d’estimer la forme bilinéaire par
(15)
|ΛI(f, g)| .
∑
Q∈S
1
|Q| 1p
∥∥( ∑
I∈I(Q)
|aI(f)|2
|I| 1I
)1/2∥∥
p
· 1
|Q| 1p
∥∥( ∑
I∈I(Q)
|aI(g)|2
|I| 1I
)1/2∥∥
q
· |Q|,
pour tous 0 < p, q <∞. 
6.3. Application à la bornitude dans des espaces de Hardy Hp à poids pour
0 < p ≤ 1. Pour I0 un intervalle, on considère la fonction carrée localisée
SI0(f) := x 7→
(∑
I⊂I0
|aI(f)|21I(x)|I|
)1/2
.
Pour un poids ω ∈ L1loc, on défini l’espace de Hardy à poids Hpω pour p ∈ (0, 1] par
la norme ‖Sf‖Lpω et l’espace CMOpω par la norme
sup
I0
1
ω(I0)
1
p
(
ω(I0)
∑
I⊆I0
|aI(f)|2 |I|
ω(I)
)1/2
.
Ici, on identifie le poids ω avec la mesure ωdx, pour noter ω(I) =
´
I
ω(x)dx. Nous
allons montrer l’estimation suivante :
Proposition 17. Sous les hypothèses (6) et (7), fixons un exposant p ∈ (0, 1], un
poids ω et deux fonctions f ∈ Hpω et g ∈ CMOpω. Alors pour toute collection finie I
de cubes
|ΛI(f, g)| . ‖f‖Hpω · ‖g‖CMOpω ,
avec une constante implicite indépendante des fonctions f, g et du poids ω.
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Démonstration. On suit la même approche que celle de la sous-section précédente.
On a d’abord une estimation à poids localisée. Si I0 est un intervalle fixé alors
|ΛI0(f, g)| .
∑
I⊂I
|aI(f)| · |aI(g)| =
∑
I⊆I0
|aI(f)|ω(I)
1
2
|I| · |aI(g)|
|I| 12
ω(I)
1
2
.
1
ω(I0)
1
2
∥∥(∑
I⊆I0
|aI(f)|2 · 1I|I|
) 1
2
∥∥
L2(ω)
· 1
ω(I0)
1
p
(
ω(I0)
∑
I⊆I0
|aI(f)|2 |I|
ω(I)
)1/2
· ω(I0)
1
p
.
1
ω(I0)
1
2
∥∥(∑
I⊆I0
|aI(f)|2 · 1I|I|
) 1
2
∥∥
L2(ω)
· ‖g‖CMOpω · ω(I0)
1
p
. sup
I˜⊆I0
1
ω(I˜)
1
2
∥∥(∑
I⊆I˜
|aI(f)|2 · 1I|I|
) 1
2
∥∥
L2(ω)
· ‖g‖CMOpω · ω(I0)
1
p .
Grâce au théorème de John-Nirenberg, qui reste vrai même si on ajoute un poids (la
preuve et identique à celui de Théorème 2.7 du [MS13]), on obtient
|ΛI0(f, g)| . sup
I˜
1
ω(I˜)
1
p
∥∥(∑
I⊆I˜
|aI(f)|2 · 1I|I|
) 1
2
∥∥
Lp(ω)
· ‖g‖CMOpω · ω(I0)
1
p .
Dès qu’on a ces estimations localisés, on peut refaire le même temps d’arrêt pour
obtenir une domination ω-éparse (éparse relative à la mesure ωdx). En effet, la condi-
tion dans le temps d’arrêt pour choisir IQ0 est donnée par
1
ω (I ′)
1
r
∥∥( ∑
I⊆I′
I∈IStock
|aI(f)|2 1I|I|
) 1
2
∥∥
Lr(ω)
≤ C · 1
ω (Q0)
1
r
∥∥( ∑
I⊆Q0
I∈IStock
|aI(f)|2 1I|I|
) 1
2
∥∥
Lr(ω)
,
avec un r < p qui sera choisi ultérieurement.
L’estimation ω-éparse qu’on obtient à la fin est
|ΛI(f, g)| .
∑
Q∈S
1
ω (Q)
1
r
∥∥(∑
I∈IQ
|aI(f)|2 1I|I|
) 1
2
∥∥
Lr(ω)
· ∥∥g∥∥
CMOpω
· ω(Q) 1p .
On fait alors apparaître l’opérateur maximal à poids Mr,ω défini par
Mr,ωf(x) := (Mω|f |r)1/r ,
qui est borné sur Lp(ω) uniformément en fonction du poids ω, car Mω est borné sur
Lp/r(ω) (voir [LN15, Théorème 15.1] ou [BFP16]).
En utilisant que la collection S est ω-éparse, pour chaque Q ∈ S on peut trouver
E(Q) ⊆ Q telle que ω(E(Q)) > 1
2
ω(Q) et tels que les ensembles {E(Q)}Q∈S sont
deux à deux disjoints. Avec ces observations, on peut estimer la forme bilinéaire par
|ΛI(f, g)| . inf
y∈E(Q)
Mr,ω
(∑
I∈IQ
|aI(f)|2 1I|I|
) 1
2 (y) · ‖g‖CMOpω · ω(E(Q))
1
p
.
(ˆ
R
|Mr,ω
((∑
I∈IQ
|aI(f)|2 1I|I|
) 1
2
)|pω(x)dx) 1p · ‖g‖CMOpω
. ‖Sf‖Lp(ω) · ‖g‖CMOpω .
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
Remarque. On observe que le temps d’arrêt qu’on a utilise est vraiment similaire
à celui qui sera utilisé ultérieurement dans la sous-section 8.1. La condition pour le
temps d’arrêt et toujours donnée par une inspection de la moyenne de la fonction
carrée dans Lr, avec r < p.
D’après [LLL09], CMOpω est l’éspace dual de H
p
ω, de manière indépendante du
poids. En fait, les énoncés dans [LLL09] sont décrits avec un poids ω ∈ A∞ car
l’espace de Hardy est défini en termes d’une fonction maximale. Si on choisit (comme
c’est le cas ici) la norme de l’espace de Hardy définie en terme de la fonction carrée
alors, les résultats de [LLL09] décrivent la dualité de manière indépendante du poids.
On obtient alors le résultat suivant :
Théorème 18. Soit T un opérateur vérifiant les hypothèses (6) et (7). Pour tout
exposant p ∈ (0, 1], il existe une constante C = C(T, p) telle que pour tout poids ω,
T est continu sur Hpω avec
‖T‖Hpω→Hpω . C.
7. Application à la transformée de Riesz et au projecteur de Leray
Sur l’espace Euclidien Rn, considérons l’opérateur du second ordre L = − divA∇,
avec les hypothèses suivantes :
Hypothèses sur L. • Soit A = A(x) une application à valeurs matricielles
complexes, définie sur Rn et vérifiant une condition d’accrétivité (ellipticité)
(16) λ1|ξ|2 ≤ ℜ〈A(x)ξ, ξ〉 and |〈A(x)ξ, ζ〉| ≤ λ2|ξ||ζ |,
pour des constantes numériques λ1, λ2 > 0 et tout x ∈ Rn, ξ, ζ ∈ Rn. On y
associe alors l’opérateur du second ordre défini par
L = LAf := − div(A∇·).
On sait que L est un opérateur injectif, sectoriel et maximal accretif sur L2, et
donc admet un calcul fonctionnel holomorphe borné H∞ sur L2. De plus −L
est le générateur d’un semi-groupe (e−tL)t>0 sur L
2, qui vérifie des estimations
de Davies-Gaffney L2-L2 (ainsi que
√
te−tL div).
• On suppose que le semi-groupe e−tL a une représentation intégrale par un
noyau Kt tel que ce noyau et son gradient vérifient des estimations Gaus-
siennes ponctuelles : pour tout t > 0,
(17) |Kt(x, y)|+
√
t |∇x,yKt(x, y)| . |B(x,
√
t)|−1e−c |x−y|
2
t
avec des constantes implicites uniformes en t > 0 et x, y ∈ Rn.
Remarque. Tous les résultats de cette section pourraient être écrits dans le contexte
d’une variété Riemannienne doublante non-bornée (M, g) munie de son semi-groupe
de la chaleur (e−t∆)t>0 (où ∆ est l’opérateur positif de Laplace), sous l’hypothèse que
le semi-groupe et son gradient admettent une représentation intégrale avec un noyau,
vérifiant des estimations ponctuelles Gaussiennes.
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Dans un tel cadre (ou celui d’une variété Riemanienne avec son semi-groupe de
la chaleur), on définit la transformée de Riesz RL := ∇L−1/2 et le projecteur de
Leray πL(f) := A∇L−1 div. Nous allons nous intéresser à l’étude de ces opérateurs
et utiliser les résultats précédents sur le contrôle épars pour obtenir de nouveaux
résultats sur les bornitudes de ces opérateurs.
Précisons ici que le projecteur de Leray πL ou le dual de la transformée de Riesz
R∗L agissent sur un espace de champs de vecteurs. Pour les espaces de Lebesgue
et un poids ω, on doit donc distinguer l’espace Lpω = L
p
ω(R
n;R) de fonctions et
Lpω = L
p
ω(R
n;Rn) l’espace de champs de vecteurs, où les deux espaces Lp sont définis
par la norme (ˆ
Rn
|f(x)|p ω(x)dx
)1/p
avec | · | étant le module ou une norme de Rn (selon que f est une fonction ou un
champ de vecteur.
Par simplicité, on gardera la même notation Lp de ces espaces, ainsi par exemple
‖πL‖Lp→Lp := ‖πL‖Lpω(Rn;Rn)→Lpω(Rn;R).
Pour différentier, nous allons prendre dans cette section, la notation suivante : une
lettre majuscule (resp. minuscule) pour un champ de vecteurs (resp. fonction) et
alors implicitement sa norme Lpω correspond à l’espace L
p
ω = L
p
ω(R
n;Rn) (resp. =
Lpω(R
n;R)).
7.1. Type faible L1 pour le dual de la transformée de Riesz et autres fonc-
tionnelles carrées verticales. Sous les hypothèses faites sur L, les transformées
de Riesz RL := ∇L−1/2 et RL∗ := ∇(L∗)−1/2 sont continues sur tous les espaces Lp
pour p ∈ (1,∞) et sont de type faible L1 (voir par exemple [Aus07]). Par dualité, les
opérateurs adjoint R∗L = (L
∗)−1/2 div et (RL∗)∗ = L−1/2 div (agissant sur les champs
de vecteurs) sont aussi continus sur Lp pour p ∈ (1,∞). Sous les conditions ci-dessus,
il est montré dans [BFP16] que les transformées de Riesz admettent un contrôle épars
sous la forme suivante :
Proposition 19 ([BFP16]). Pour toutes fonctions f, g ∈ L2 il existe une collection
éparse S telle que
|〈RL∗(f), g〉|+ |〈RL(f), g〉| .
∑
Q∈S
(
−
ˆ
3Q
|f | dx
)(
−
ˆ
3Q
|g| dx
)
|Q|.
En appliquant le Corollaire 7, on obtient donc le résultat suivant :
Proposition 20. Sous les hypothèses faites sur L, les opérateurs adjoints des trans-
formées de Riesz R∗L et (RL∗)
∗ sont de type faible L1 : pour tout champ de vecteur
F ∈ L1
‖(L∗)−1/2 divF‖L1,∞ + ‖(L)−1/2 divF‖L1,∞ . ‖F‖L1 .
On obtient aussi le même résultat pour les fonctions carré associées :
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Proposition 21. Sous les hypothèses faites sur L, on fixe Qt(L) = (tL)Ne−tL pour
un certain N > 1/2. Alors les fonctions carré(ˆ ∞
0
∣∣∣√tQt(L) div(·)∣∣∣2 dt
t
)1/2
et
(ˆ ∞
0
∣∣∣√tQt(L∗) div(·)∣∣∣2 dt
t
)1/2
sont de type faible L1 et bornées sur Lp pour p ∈ (1,∞).
Démonstration. La bornitude Lp pour p ∈ (1,∞) est bien connue par dualité. On va
donc se concentrer sur le type faible L1, qui est nouveau et nécessite une preuve plus
compliquée. On ne traite par symétrie que le cas de l’opérateur L. On commence
par linéariser la fonctions carré, en utilisant ǫt : [0, 1] → [0, 1] un bon système de
fonctions de Rademacher, on sait que(ˆ ∞
0
∣∣∣√tQt(L) div(F )∣∣∣2 dt
t
)1/2
= Eω
[∣∣∣∣ˆ ∞
0
ǫt(ω)
√
tQt(L) div(F )
dt
t
∣∣∣∣]
Fixons F ∈ L1 et un ensemble mesurable E arbitraire, de mesure finie et notons E ′
le sous-ensemble majeur donné par
E ′ := {x ∈ E, M(F )(x) > K|E|−1}
pour une certaine constante numérique K. Alors, on sait que (uniformément en
ω ∈ [0, 1]) ˆ
E′
∣∣∣∣ˆ ∞
0
ǫt(ω)
√
tQt(L) div(F )
dt
t
∣∣∣∣ dx . ‖F‖L1
car on peut appliquer la preuve de la Proposition 6 et le fait que [BFP16] s’applique
pour obtenir le contrôle épars de l’opérateur dual(ˆ ∞
0
ǫt(ω)
√
tQt(L) div(·) dt
t
)∗
=
ˆ ∞
0
ǫt(ω)
√
t∇Qt(L∗) dt
t
(avec des constantes uniformes en ω ∈ [0, 1]). En intégrant 1 alors par rapport au
paramètre ω ∈ [0, 1] et par le théorème de Fubini, on obtient que
ˆ
E′
Eω
[∣∣∣∣ˆ ∞
0
ǫt(ω)
√
tQt(L) div(F )
dt
t
∣∣∣∣] dx . ‖F‖L1,
ce qui conclut la preuve de∥∥∥∥∥
(ˆ ∞
0
∣∣∣√tQt(L) div(F )∣∣∣2 dt
t
)1/2∥∥∥∥∥
L1,∞
. ‖F‖L1,
de par la caractérisation (3) de la norme L1,∞. 
1. On note ici qu’il est très important que la construction de l’ensemble majeur E′ est indépendant du
paramètre ω.
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7.2. Étude du projecteur de Leray. Associé à un tel opérateur L, on peut consi-
dérer le projecteur de Leray πL défini (formellement) par
πL(f) := A∇L−1 div .
Cet opérateur a été introduit pour l’étude des équations de Navier-Stokes, puisque
Id − πL peut être vu comme le projecteur sur les champs de vecteurs à divergence
nulle. En effet, pour un champ de vecteur F : Rn → Rn, on a la décomposition
F = G+ πL(F )
avec G := F − πL(F ) et la propriété π2L = πL. De plus, par définition, on a
div(G) = div(F )− div(πLF ) = 0
ce qui nous permet de décomposer un champ de vecteur F comme la somme d’un
champ de vecteur à divergence nulle G et d’un champ de vecteur de type ’gradient’
πL(F ) (relatif à A).
Remarque. Il est plus naturel d’écrire les choses en termes de métrique perturbée.
Soit B := B(x) une application à valeurs matricielles vérifiant une condition d’ellip-
ticité et définissons A := B∗B. On peut alors définir les opérateurs de gradient et de
divergence relatifs à B : ∇B := B∇ et divB := divB∗, de sorte que divB∇B = −LA.
Le projecteur de Leray πL := ∇BL−1A divB permet alors de décomposer un champ de
vecteur, comme la somme d’un champ de vecteur à divergence nulle (divB) et d’un
champ de vecteur de type gradient (∇B).
Un tel choix d’application B correspond à une structure Riemannienne (éventuelle-
ment non régulière) sur Rn. En effet, il existe une équivalence entre les deux points
de vue : perturber l’opérateur Laplacien par une telle application B et perturber la
métrique Riemannienne sur l’espace Euclidien de manière quasi-isométrique (pour
plus de détails, voir [Bar96] et [CD07, Section 4]).
En définissant la transformée de Riesz RL := ∇L−1/2, on observe que
πL = ARL (RL∗)
∗ .
Donc le projecteur de Leray πL est la composition de deux opérateurs singuliers non-
intégraux. Sous les hypothèses précédentes, [BFP16] montre que les transformées de
Riesz RL et RL∗ vérifient les estimations à poids optimales suivantes : pour tout
p ∈ (1,∞) et tout poids ω ∈ Ap alors
‖RL‖Lpω→Lpω + ‖RL∗‖Lpω→Lpω . |ω]max{1,1/(p−1)}Ap .
Par dualité (avec le poids dual σ := ω1−p
′
), on en déduit que
‖ (RL∗)∗ ‖Lpω→Lpω = ‖RL∗‖Lp′σ →Lp′σ . [ω
1−p′]
max{1,1/(p′−1)}
Ap′
. [ω]
(p′−1)max{1,1/(p′−1)}
Ap
. [ω]
max{1,1/(p−1)}
Ap
.
En composant ces deux estimations, on obtient
‖πL‖Lpω→Lpω . [ω]2max{1,1/(p−1)}Ap .
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La transformée de Riesz est un opérateur qui vérifie RL(1) = 0 donc en suivant
la ’philosophie’ de la section 4 (la fin sur la composition d’opérateurs de Calderón-
Zygmund), on doit s’attendre à pouvoir faire intéragir cette cancellation et obtenir
de meilleures estimations pour le projecteur de Leray, en tant que composition de
deux opérateurs singuliers. La proposition suivante montre en effet que même si les
transformées de Riesz ne sont pas des opérateurs de Calderón-Zygmund, la composée
πL vérifie bien de meilleures estimations à poids, de manière analogue à la composi-
tion de deux opérateurs de Calderón-Zygmund vérifiant la condition T (1) = 0 (voir
la fin de la section 4) :
Proposition 22. Sous les hypothèses précédentes, pour tout champs de vecteurs
F,G ∈ L2 alors il existe une collection éparse S telle que
|〈πL(F ), G〉| .
∑
Q∈S
(
−
ˆ
Q
|F | dx
)(
−
ˆ
Q
|G| dx
)
|Q|.
En conséquence, pour tout p ∈ (1,∞) et poids ω ∈ Ap, on a
‖πL‖Lpω→Lpω .η [ω]max{1,1/(p−1)}Ap .
et πL est de type faible L
1.
Remarque. En appliquant le Théorème 18, on obtient aussi des estimations du
projecteur de Leray dans des espaces de Hardy à poids.
Dans le cas classique où A = Id alors L est le Laplacien Euclidien et il est bien
connu que le projecteur de Leray πL est un multiplicateur de Fourier vérifiant les
conditions de Mikhlin et donc est en particulier un opérateur de Calderón-Zygmund.
Ici, on étend les différentes estimations (type faible L1 et estimations Lp à poids),
dans le cas où πL n’est pas un opérateur de Calderón-Zygmund.
Démonstration. On utilise une formule de reproduction de Calderón, pour obtenir
pour tout champ de vecteur F,G ∈ L2
〈πL(F ), g〉 =
ˆ ∞
0
〈√t(tL)N+1e−tL div(F ),√t(tL∗)Ne−tL∗ div(A∗G)〉 dt
t
=
ˆ ∞
0
〈tA∇(tL)Ne−tL div(F ), t∇(tL∗)Ne−tL∗ div(A∗G)〉 dt
t
.
En particulier pour le choix N = 0, on obtient
〈πL(F ), g〉 =
ˆ ∞
0
〈tA∇e−tL div(F ), t∇e−tL∗ div(A∗G)〉 dt
t
=
∑
k∈Z
ˆ 2k+1
2k
〈tA∇e−tL div(F ), t∇e−tL∗ div(A∗G)〉 dt
t
.
Considérons alors la grille dyadique dans Rn
D := {2k ([0, 1]n +m) , k ∈ Z, m ∈ Zn} ,
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ce qui permet d’écrire
|〈πL(F ), G〉| .
∑
I∈D
aI(F )a
∗
I(G)|I|
avec les coefficients définis pour I = 2k ([0, 1]n + j) par
aI(F ) :=
(ˆ 22k+2
22k
‖t∇e−tL div(F )‖2L2(I)
dt
t
)1/2
et
a∗I(G) :=
(ˆ 22k+2
22k
‖t∇e−tL∗ div(A∗G)‖2L2(I)
dt
t
)1/2
.
Il nous reste alors à vérifier la propriété principale (7) pour les coefficients aI(F ) et
a∗I(G). Étant donné que les hypothèses sur L sont symétriques et la multiplication
par A∗ sur les champs de vecteurs laisse invariante les normes et moyennes Lp, il
nous suffit de vérifier pour aI(F ).
Fixons un intervalle dyadique I0 et on souhaite controler supI1⊂I0 size (·, I1) où
size (F, I1) :=
( 1
|I1|
∑
I⊂I1
|aI(F )|2
)1/2
.
Comme décrit dans [MTT04, Lemma 4.2], cette quantité satisfait une inégalité de
John-Nirenberg et on a
(18) sup
I1⊂I0
size (F, I1) . sup
I1⊂I0
s˜ize (F, I1)
avec la nouvelle quantité
s˜ize (F, I1) :=
1
|I1|
∥∥∥(∑
I⊂I1
|aI(F )|2|I|−11I
)1/2∥∥∥
L1,∞(I1)
.
Examinons alors la fonction carrée apparaissant dans l’expression ci-dessus : pour
tout intervalle I1 ⊂ I0 et tout point x ∈ I1∑
I⊂I1
|aI(F )|2|I|−11I(x) =
∑
k∈Z
2k≤|I1|
∑
j
j2k∈I1
ˆ 22k+2
22k
‖t∇e−tL div(F )‖2L2(I)2−kn1|x−j2k|≤2k
dt
t
.
¨
y,t
|x−y|.√t.ℓI1
∣∣t∇e−tL div(F )(y)∣∣2 dydt
t1+n/2
.
Donc pour une certaine constante numérique κ, on en déduit que(∑
I⊂I1
|aI(F )|2|I|−11I
)1/2
. Cκ,I1(F )
où Cκ,I1 est la fonction carré conique tronquée, définie par
Cκ,I1(F )(x) :=
(¨
|x−y|≤κ√t√
t≤κℓI1
∣∣t∇e−tL div(F )(y)∣∣2 dydt
t1+n/2
)1/2
.
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Ici, ℓI1 est la longueur du cube I1. Notons aussi Cκ := Cκ,Rn la fonction conique
complète.
En utilisant le lemme 23, on en déduit que la fonction carré conique tronquée Cκ,J
vérifie l’estimation de type faible suivante :
1
|J | ‖Cκ,J(F )‖L1,∞(J) .κ
∑
ℓ≥0
2−ℓN
(
−
ˆ
2ℓJ
|F (y)| dy
)
,
où N est un entier fixé (aussi grand que l’on veut). On obtient donc l’estimation
suivante : pour tout cube dyadique I1,
s˜ize (F, I1) .
∑
ℓ≥0
2−ℓN
(
−
ˆ
2ℓI1
|F (y)| dy
)
.
(
1
|I1|
ˆ
|F (y)|χI1(y)M dy
)
.
De (18), on conclut que
sup
I1⊂I0
s˜ize (F, I1) . sup
I1⊂I0
(
1
|I1|
ˆ
|F (y)|χI1(y)M dy
)
,
qui correspond à (7). On peut donc appliquer les résultats de la section précédente,
Théorèmes 12 et 18. 
Lemme 23. La fonction carrée conique tronquée Cκ,J vérifie l’estimation de type
faible suivante :
1
|J | ‖Cκ,J(F )‖L1,∞(J) .κ
∑
ℓ≥0
2−ℓN
(
−
ˆ
2ℓJ
|F (y)| dy
)
.
Démonstration. On rappelle la définition de la fonction conique
Cκ,J(F )(x) :=
(¨
|x−y|≤κ√t√
t≤κℓJ
∣∣t∇e−tL div(F )(y)∣∣2 dydt
t1+n/2
)1/2
.
En suivant [AR03] (ou [AMR08, Section 7.3] dans un cadre géométrique), on introduit
aussi la fonction maximale non-tangentielle
Mmaxκ,J (F )(x) := sup
|x−y|≤κ√t√
t≤κℓJ
∣∣∣√te−tL div(F )(y)∣∣∣ .
Alors par [AR03, Lemma 9] (ou [AMR08, Section 7.3] dans un cadre géométrique),
la fonction carré conique satisfait une estimation aux “bons-λ” par rapport à la
fonction maximale non-tangentielle. Il est bien connu qu’une telle inégalité permet
alors d’avoir l’estimation suivante :
‖Cκ,J(F )‖L1,∞(J) .
∥∥Mmaxκ,J (F )∥∥L1,∞(J) .
En utilisant les hypothèses faites sur le semi-groupe, il est maintenant facile de contrô-
ler ponctuellement la fonction maximale non-tangentielle : en effet pour tout x ∈ J
et tout (y, t) tel que |x− y| ≤ √t ≤ κℓJ alors, on a∣∣∣√te−tL div(F )(y)∣∣∣ .κ M
[(
1 +
d(·, J)
r(J)
)−N
F
]
(x)
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où M est la fonction maximale de Hardy-Littlewood. En utilisant le type L1-faible
de M, on en déduit donc
1
|J |
∥∥Mmaxκ,J (F )∥∥L1,∞(J) . 1|J |
∥∥∥∥∥M
[(
1 +
d(·, J)
r(J)
)−N
F
]∥∥∥∥∥
L1,∞(J)
.
∑
ℓ≥0
2−ℓN
(
−
ˆ
2ℓJ
|F (y)| dy
)
où N est un entier aussi grand que l’on souhaite (pouvant changer d’une ligne à une
autre). 
8. Espace BMO, mesures de Carleson
Dans [AHM+02], les auteurs présentent le lien entre les ‘size’, comme ils sont
utilisés dans l’analyse de temps-fréquence, l’espace BMO, et les mesures de Carleson.
Les mesures de Carleson sont apparues pour la première fois dans la décomposition
en couronnes de [Car62], et elles ont joué un rôle important aussi dans le problème
de racine carrée de Kato.
Le ‘size’ est d’habitude un opérateur maximal défini sur des arbres (structure dans
le plan de temps-fréquence). Mais si l’information fréquentielle depend seulement de
la longueur de l’intervalle spatial (dans ce cas-là on dit qu’on a une collection de rang
0), le ’size‘ devient un sup après des collections d’intervalles, comme défini au début
de section 6. En utilisant des ondelettes de Haar, on peut voir que la norme BMO
et le ’size‘ sont vraiment la même chose... Dans ce même cadre, nous allons montrer
deux autres propriétés : l’existence d’une décomposition atomique éparse ainsi que
la domination éparse par des oscillations.
8.1. Une décomposition atomique éparse pour des fonctions de l’espace
de Hardy. Dans cette section, on montre l’existence d’une décomposition atomique
éparse, dans le cadre spécial des espaces de Hardy associés aux fonctions des Haar.
On considère donc (hI) le système de fonctions de Haar (normalisées dans L2) adapté
à la collection dyadique D0. Pour un exposant p ∈ (0, 1] l’espace de Hardy Hp est
associé à la quasi-norme Lp de la fonction carrée
(19) S(f) :=
(∑
I∈D0
|〈f, hI〉|2 1I|I|
)1/2
.
Nous allons montrer le résultat suivant :
Proposition 24. Soit f une fonction appartenant à l’espace de Hardy Hp, qu’on
peut écrire comme une combinaison linéaire finie des fonctions de Haar :
f(x) =
∑
I∈I
〈f, hI〉hI(x),
où I est une collection finie des intervalles dyadiques. 2 Alors, il existe une collection
S d’intervalles, une collection de coefficients (cQ)Q∈S et des atomes (aQ)Q associés
à S tels que
2. On rappelle que ce sous-espace de Hp est dense dans Hp.
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• On a une décomposition atomique de
f =
∑
Q∈S
cQaQ
• S est une collection éparse
• la décomposition atomique réalise la norme Hp, c’est à dire que∑
Q∈S
cpQ . ‖f‖pHp.
On rappelle tout d’abord qu’un atome aQ est une fonction de L2(Q), telle que´
Q
aQdx = 0, et avec la normalisation
‖aQ‖2 ≤ |Q|
1
2
− 1
p .
La nouveauté de ce résultat est d’obtenir une décomposition atomique qui est
simultanément supportée sur une collection éparse. La décomposition atomique pré-
sentée en [AHM+02] a des propriétés similaires, mais les supports des atomes ne
forment pas une collection éparse.
Démonstration. Pour simplicité, on suppose que ‖Sf‖p = 1 et on veut écrire f comme
f(x) =
∑
Q∈S
cQaQ(x), où ‖aQ‖2 ≤ |Q|
1
2
− 1
p et
∑
Q∈S
cpQ . 1.
On choisi r un nombre réel telle que 0 < r < p, et on veut construire (d’une manière
itérative) une collection éparse S d’intervalles dyadique satisfaisant les propriétés
suivantes :
(i) S = ⋃k≥0 Sk.
(ii) Pour chaque Q0 ∈ Sk, il existe une collection IQ0 ⊆ I associée à l’intervalle
Q0, ainsi qu’une collection chS(Q0) formée par des descendants directs de Q0.
(iii) D’ailleurs, Sk+1 :=
⋃
Q0∈Sk
chS(Q0).
(iv) La condition éparse est équivalente à
∑
Q∈chS(Q0)
|Q| ≤ 1
2
|Q0|.
Comme avant, on initialise IStock := I, et on défini S0 comme la collection des
intervalles maximaux :
S0 := {Q0 : Q0 ∈ I intervalle maximal}.
Pour chaque Q0 ∈ S0, la collection IQ0 se constitue par les intervalles I ′ ∈ IStock avec
la propriété
1
|I ′|1/r
∥∥( ∑
I∈IStock
I⊆I′
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
≤ C · 1|Q0|1/r
∥∥( ∑
I∈IStock
I⊆Q0
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
.
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De l’autre côté, la collection des descendants chS(Q0) se compose des intervalles
dyadiques maximaux Q ∈ IStock, avec Q ⊆ Q0, pour lesquels
1
|Q|1/r
∥∥( ∑
I∈IStock
I⊆Q
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
> C · 1|Q0|1/r
∥∥( ∑
I∈IStock
I⊆Q0
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
.
Ainsi les intervalles des chS(Q0) sont deux à deux disjoints et ils sont contenus dans
l’ensemble {
x :Mr (SQ0f) > C
1
|Q0|1/r ‖
( ∑
I∈IStock
I⊆Q0
|〈f, hI〉|2 1I|I|
)1/2‖r}.
Cela permet de montrer la condition éparse :∑
Q∈chS(Q0)
|Q| ≤ ∣∣{x :Mr(( ∑
I∈IStock
I⊆Q0
|〈f, hI〉|2 1I|I|
)1/2)
> C
1
|Q0|1/r ‖
( ∑
I∈IStock
I⊆Q0
|〈f, hI〉|2 1I|I|
)1/2‖r}∣∣
.
(
C
1
|Q0|1/r ‖
( ∑
I∈IStock
I⊆Q0
|〈f, hI〉|2 1I|I|
)1/2‖r)−r∥∥Mr(( ∑
I∈IStock
I⊆Q0
|〈f, hI〉|2 1I|I|
)1/2)∥∥r
r,∞
. C−r|Q0|,
qui est borné par 1
2
|Q0| pour une valeur de C assez grande.
Après avoir défini S0 et, pour chaque Q0 ∈ S0, les collections associées IQ0 et
chS(Q0), on réinitialise IStock := IStock \
⋃
Q0∈S0
IQ.
La procédure continue par itération, mais seulement pour un nombre fini des pas,
car la collection initiale des intervalles I est finie.
À la fin, on a une collection éparse S et une décomposition de la fonction f :
f(x) :=
∑
Q∈S
∑
I∈IQ
〈f, hI〉hI(x) =
∑
Q∈S
cQaQ(x),
où
cQ := |Q|
1
p · 1|Q| 12
∥∥(∑
I∈IQ
|〈f, hI〉|2 1I|I|
)1/2∥∥
2
et aQ := c
−1
Q
∑
I∈IQ
〈f, hI〉hI(x).
Il n’est pas difficile de vérifier que chaque aQ est un atome dans Hp, dans le sens
de [AHM+02] (la propriété de cancellation de l’atome aQ est impliquée par le fait
que l’atome est engendré par des fonctions de Haar hI avec I ⊂ Q). Il reste à vérifier
que
∑
Q∈S c
p
Q . 1. On remarque que∑
Q∈S
cpQ =
∑
Q∈S
( 1
|Q| 12
∥∥(∑
I∈IQ
|〈f, hI〉|2 1I|I|
)1/2∥∥
2
)p
· |Q|
.
∑
Q∈S
(
sup
Q˜∈IQ
1
|Q˜| 12
∥∥(∑
I∈IQ
I⊆Q˜
|〈f, hI〉|2 1I|I|
)1/2∥∥
2
)p
· |Q|,
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car IQ contient Q. Grâce à l’inégalité de John-Nirenberg, les moyennes L2 et Lr de
l’oscillation sont comparables :
sup
Q˜∈IQ
1
|Q˜| 12
∥∥(∑
I∈IQ
I⊆Q˜
|〈f, hI〉|2 1I|I|
)1/2∥∥
2
∼r sup
Q˜∈IQ
1
|Q˜| 1r
∥∥(∑
I∈IQ
I⊆Q˜
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
.
Maintenant on utilise les propriétés des collections construites par le temps d’arrêt :
chaque intervalle I ′ ∈ IQ est tel que
1
|I ′| 1r
∥∥( ∑
I∈I∗Stock
I⊆I′
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
≤ C 1|Q| 1r
∥∥( ∑
I∈I∗Stock
I⊆Q
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
,
où par ∈ I∗Stock on dénote la collection des intervalles disponibles au moment du
temps d’arrêt où IQ a été construit. En particulier, IQ est contenue dans ∈ I∗Stock et
en conséquence, on a
sup
Q˜∈IQ
1
|Q˜| 1r
∥∥(∑
I∈IQ
I⊆Q˜
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
≤ C 1|Q| 1r
∥∥(∑
I∈D0
I⊆Q
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
.
Dans l’expression ci-dessus, D0 dénote la collection de tous intervalles dyadiques, et
on rappelle la notation Sf(x) pour la fonction carrée “totale” associée :
Sf(x) :=
(∑
I∈D0
|〈f, hI〉|2 1I|I|
)1/2
.
D’autre part, le caractère épars de la collection S implique, pour tout Q ∈ S,
l’existence d’un sous-ensemble majeur E(Q) ⊆ Q telle que les ensembles {E(Q)}Q∈S
sont deux par deux disjoints. En observant que
1
|Q| 1r
∥∥(∑
I∈IQ
I⊆Q
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
. inf
y∈E(Q)
Mr(Sf)(y),
on obtient l’estimation∑
Q∈S
cpQ .
∑
Q∈S
(
inf
y∈E(Q)
Mr(Sf)(y)
)p
· 2|E(Q)|
.
ˆ
R
|Mr(Sf)(x)|pdx .
ˆ
R
|Sf(x)|pdx . 1.
Ci-dessus on utilise la bornitude Lp de la fonction maximale Mr, qui est une consé-
quence de la condition r < p. 
Remarque. On remarque que les atomes contiennent l’information des paquets
d’onde de la collection IQ, qui a été choisie telle que
1
|Q| 12
∥∥( ∑
I∈IQ
I⊆Q
|〈f, hI〉|2 1I|I|
)1/2∥∥
2
∼ 1|Q| 1r
∥∥( ∑
I∈IQ
I⊆Q
|〈f, hI〉|2 1I|I|
)1/2∥∥
r
∼ ∥∥( ∑
I∈IQ
I⊆Q
|〈f, hI〉|2 1I|I|
)1/2∥∥
BMO
.
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8.2. Une certain regard sur la domination éparse par des oscillations. On
reste toujours dans le cadre de fonctions de Haar, et on considère un multiplicateur
de Haar associe à une collection finie des intervalles I ⊂ D0 :
Tf(x) :=
∑
I∈I
ǫI〈f, hI〉hI(x),
et sa forme bilinéaire ΛI(f, g) :=
∑
I∈I
ǫI〈f, hI〉〈g, hI〉. Ici les coefficients aI sont uni-
formément bornes : |ǫI | . 1 pour tous I ∈ I.
Proposition 25. Si T est un multiplicateur de Haar comme défini ci-dessus, et si f
et g sont deux fonctions dans L2, alors il existe une collection éparse S, dépendant
de f et g, telle que
|ΛI(f, g)| .
∑
Q∈S
(
1
|Q|
ˆ
Q
|f(x)−−
ˆ
Q
f |dx
)
·
(
1
|Q|
ˆ
Q
|g(x)−−
ˆ
Q
g|dx
)
· |Q|.
Remarque. Dans le cas particulier où l’opérateur coïncide à l’identité, on obtient
pour deux fonctions f, g ∈ L2
ˆ
R
f(x) · g(x)dx .
ˆ
R
M#f(x) · M#g(x)dx.
Ceci améliore l’inégalité de dualité [Ste93, (16) page 146] et correspond à une version
“polarisée” de l’inégalité L2 de Fefferman-Stein [Ste93, Corollary 1, page 154].
Démonstration. On commence par deux observations :
(i) si FQ(x) :=
(
f(x)− −´
Q
f
)
· 1Q(x), alors
(∑
I⊂Q
|〈f, hI〉|2 · 1I(x)|I|
)1/2
=
(∑
I⊂Q
|〈FQ, hI〉|2 · 1I(x)|I|
)1/2
.
(ii) Si f admet une représentation dans la base de Haar f =
∑
I∈D0
〈f, hI〉hI , alors
pour tout intervalle dyadique Q, on a∑
I∈D0
I⊂Q
|〈f, hI〉|2 =
∥∥(∑
I∈D0
I⊂Q
|〈f, hI〉|2 · 1I(x)|I|
)1/2∥∥2
2
=
ˆ
Q
|f(x)−−
ˆ
Q
f |2dx.
La preuve de la Proposition 25 est toujours fondée sur un temps d’arrêt, mais avec
des conditions un peu différentes. On initialise IStock := I et
S0 := {Q0 ∈ IStock : Q0 maximal par rapport à l’inclusion}.
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Pour tout Q0 ∈ S0, la collection IQ0 est formée d’intervalles dyadiques I ′ ∈ IStock
contenus dans Q0, telle que
1
|I ′|
∥∥(∑
I⊂I′
|〈f, hI〉|2 · 1I(x)|I|
)1/2∥∥
1,∞
≤ C · 1|Q0|
ˆ
Q0
|f(x)−−
ˆ
Q0
f |dx et
1
|I ′|
∥∥(∑
I⊂I′
|〈g, hI〉|2 · 1I(x)|I|
)1/2∥∥
1,∞
≤ C · 1|Q0|
ˆ
Q0
|g(x)−−
ˆ
Q0
g|dx
On note que Q0 ∈ IQ0 : par l’observation (i), l’expression à gauche est ‖SFQ0‖1,∞,
qui est contrôlée par ‖FQ0‖1. La même observation est vraie pour la fonction g. On
rappelle que S est la fonction carrée complète introduit en (19).
Les descendants deQ0 sont les sous-intervalles maximaux pour lesquels la condition
du temps d’arrêt n’est plus vraie. C’est à dire, chS(Q0) est formé par des intervalles
de IStock, contenus dans Q0, tels que
1
|Q|
∥∥( ∑
I⊂Q
I∈IStock
|〈f, hI〉|2 · 1I(x)|I|
)1/2∥∥
1,∞
> C · 1|Q0|
ˆ
Q0
|f(x)−−
ˆ
Q0
f |dx ou
1
|Q|
∥∥( ∑
I⊂Q
I∈IStock
|〈g, hI〉|2 · 1I(x)|I|
)1/2∥∥
1,∞
> C · 1|Q0|
ˆ
Q0
|g(x)−−
ˆ
Q0
g|dx.
Puis on réinitialise IStock := IStock \
⋃
Q0∈S
IQ0 et on redémarre la procédure en choisis-
sant d’une manière similaire les collections IQ et chS(Q) pour tout Q ∈ chS(Q0). À
la fin on obtient S := ∪k≥0Sk.
Il reste à montrer la propriété éparse de la collection S, i.e. pour chaque Q0 ∈ S,∑
Q∈chS(Q0)
|Q| ≤ 1
2
|Q0|.
La définition de la collection chS(Q0) garantit que les intervalles Q ∈ chS(Q0) sont
deux à deux disjoints et qu’ils sont contenus dans l’ensemble
(20)
{
Mw
(( ∑
I⊂Q0
|〈FQ0, hI〉|2 ·
1I
|I|
)1/2)
(x) > C · 1|Q0|
ˆ
Q0
|f(x)−−
ˆ
Q0
f |dx
}
,
où, bien sûr, dans l’ensemble définit similairement par g. Ici l’opérateur Mw est la
fonction maximale faible définie par
Mw(f)(x) := sup
B∋x
1
|B|
∥∥f · 1B∥∥1,∞,
où on considère le sup après tout boules contenant x. La fonction maximale faible
Mw n’agit pas de L1,∞ dans L1,∞ ([Neu87]), mais sa composition avec un opérateur
de Calderón-Zygmund agit de L1 dans L1,∞ ([BK87]).
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Par conséquent, la mesure de l’ensemble de (20) est majorée par(
C · 1|Q0|‖FQ0‖1
)−1 ∥∥Mw( ∑
I⊂Q0
|〈FQ0, hI〉|2 ·
1I
|I|
)1/2∥∥
1,∞
. C−1|Q0|,
qui entraine la propriété éparse, en choisissant une constante C assez grande.
À la fin, pour tout Q ∈ S, on a une sous-collection IQ des intervalles dyadiques et
I :=
⋃
Q∈S
IQ. Ainsi
ΛI(f, g) =
∑
Q∈S
ΛIQ(f, g).
L’estimation locale pour la forme bilinéaire, ainsi que l’inégalité de John-Nirenberg,
impliquée par Proposition 16
|ΛIQ(f, g)| ≤ sup
I∈IQ
|ǫI | sup
I′∈IQ
1
|I ′|
∥∥( ∑
I⊆I′
I∈IQ
|〈f, φI〉|2
|I| 1I
)1/2∥∥
1,∞
· sup
I′∈IQ
1
|I ′|
∥∥( ∑
I⊆I′
I∈IQ
|〈g, φI 〉|2
|I| 1I
)1/2∥∥
1,∞
· |Q|
. sup
I∈IQ
|ǫI | ·
(
1
|Q|
ˆ
Q
|f(x)−−
ˆ
Q
f |dx
)
·
(ˆ
Q
|g(x)−−
ˆ
Q
g|dx
)
,
ce qui conclut l’estimation éparse. 
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