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Zusammenfassung
Die Replikation von Daten stellt in heterogenen, autonomen Informationssystemen hohe An-
spru¨che an eine geeignete Replikationsstrategie. So mu¨ssen Schreib- und Lesezugriffe auf die
Replikate derart koordiniert werden, dass ein optimaler Kompromiss hinsichtlich der konkur-
rierenden Replikationsziele Verfu¨gbarkeit, Performance und Konsistenz erreicht wird. Dieses
Abwa¨gen hinsichtlich der Replikationsziele wird dadurch erschwert, dass die beteiligten Infor-
mationssysteme ihre Systemzusta¨nde a¨ndern und dass auf diese Vera¨nderungen reagiert werden
muss. Fu¨r diese Anwendungsbereiche wurden adaptive Replikationsstrategien entwickelt, die sich
zur Laufzeit den vera¨nderten Systemzusta¨nden anpassen.
In dieser Dissertation wird die regelbasierte Replikationsstrategie RegRess sowie die Regel-
sprache RRML vorgestellt, die die Formulierung von Replikationsregeln fu¨r RegRess ermo¨glicht.
Bei RegRess erfolgt die Koordination fu¨r Schreib- und Lesezugriffe auf Basis dieser Regeln, indem
vor jedem Zugriff eine Inferenz der Regeln durchgefu¨hrt wird, wodurch die von dem Zugriff be-
troffenen Replikate ermittelt werden. Durch diese Vorgehensweise wird unterschiedlichstes Kon-
sistenzverhalten von RegRess realisiert, insbesondere werden tempora¨re Inkonsistenzen toleriert.
Eine Regelmenge mit fu¨r den Anwendungsfall spezifizierten Regeln bildet die Konfiguration von
RegRess. Weil in den Regeln Systemzusta¨nde beru¨cksichtigt werden ko¨nnen, kann zur Laufzeit
das Verhalten angepasst werden. Somit handelt es sich bei RegRess um eine konfigurierbare,
adaptive Replikationsstrategie.
Mit der Regelsprache RRML ko¨nnen so genannte Reaktionsregeln formuliert werden. Bei
einer Regel der RRML wird auf Zugriffe auf Replikationseinheiten, die Teilmengen aller logi-
schen Objekte bilden, reagiert, indem die Bedingung der Regel gepru¨ft wird. Die Bedingung
einer Replikationsregel beinhaltet neben Gu¨ltigkeitszeitra¨umen vor allem fachliche und techni-
sche Konsistenzbedingungen, die z.B. eine Reaktion auf zeitlichen Verzug der Aktualisierungen
oder Nicht-Verfu¨gbarkeit eines Rechners erlauben. Wenn die Bedingung einer Replikationsregel
erfu¨llt ist, dann wird im Aktionsteil der Regel die Zugriffsart auf die Replikate festgelegt. Weil
die Replikationsregeln widerspru¨chliche Aktionen auslo¨sen ko¨nnen, beinhaltet die RRML eine
Widerspruchsbehandlung.
Zur Realisierung der Replikationsstrategie RegRess dient der Replikationsmanager KARMA,
der neben den Protokollen fu¨r die Schreib- und Lesezugriffe einen Regelinterpreter fu¨r die Repli-
kationsregeln der RRML beinhaltet. Fu¨r den KARMA wird eine Softwarearchitektur konzipiert,
wobei eine Spezifikation der einzelnen Komponenten des KARMA vorgenommen wird. Ein wich-
tiger Aspekt bei den Zugriffen auf die Replikate ist die transaktionale Anbindung der beteiligten
Systeme. Daher werden Transaktionskonzepte spezifiziert, die bei der Umsetzung der Protokolle
beno¨tigt werden.
Der Replikationsmanager KARMA ist mittels Plugin-Mechanismus in den Simulator F4SR
integriert, der im Rahmen dieser Dissertation entstanden ist. Mit dem F4SR ko¨nnen Repli-
kationsstrategien oder unterschiedliche Konfigurationen einer Replikationsstrategie verglichen
werden. So kann beispielsweise das Verhalten hinsichtlich der Replikationsziele Verfu¨gbarkeit,
Performance und Konsistenz fu¨r verschiedene Regelmengen untersucht werden. Der F4SR bietet
fu¨r die Analyse verschiedene Diagramme, die die Ergebnisse eines Simulationslaufs illustrieren.
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1. Einleitung
Die Replikation von Daten, d.h. das mehrfache Speichern von Datenkopien auf verschiedenen
Rechnern, war, ist und bleibt ein relevantes Forschungsthema im Bereich von Datenbanken und
Informationssystemen. Der Grund fu¨r die Datenreplikation (im Folgenden einfach Replikation)
liegt darin, dass die Verfu¨gbarkeit und/oder Performance des Gesamtsystems erho¨ht werden soll
bzw. zwischen bereits bestehenden autonomen Anwendungssystemen Daten abgeglichen werden
sollen. Mit Replikation soll erreicht werden, dass alle Kopien eines Objekts den gleichen Wert
haben und bei A¨nderung einer Kopie automatisch die A¨nderung auch an den anderen Kopien
durchgefu¨hrt wird. Durch das mehrfache Speichern identischer Kopien eines Objekts kann dann
auf eine beliebige Kopie des Objekts zugegriffen werden, um z.B. den Wert des Objekts zu lesen.
Der Vorteil dieser erho¨hten Verfu¨gbarkeit wird dadurch erkauft, dass eine Replikationsstrategie
umgesetzt werden muss, die die Schreib- und Lesezugriffe koordiniert. Durch eine geeignete
Koordination sollen vor allem Konsistenzeigenschaften gewa¨hrleistet werden.
In einem homogenen Systemumfeld, in dem z.B. einheitliche Datenbankmanagementsysteme
(DBMS, siehe z.B. [HR01, EN02]) eingesetzt werden, kann die Replikation im Allgemeinen vom
DBMS selbst u¨bernommen werden. Es muss lediglich bestimmt werden, welche Daten repliziert
werden sollen. Demgegenu¨ber mu¨ssen in einer heterogenen Systemlandschaft zusa¨tzlich Fragen
wie die Interoperabilita¨t der Systeme, lokale Schemata oder Semantik der Daten gekla¨rt werden.
Ha¨ufig wird zusa¨tzlich Autonomie der betroffenen Systeme gefordert, d.h. durch die Koordina-
tion der Replikationsstrategie darf die Eigensta¨ndigkeit der Systeme nicht bzw. nicht zu stark
eingeschra¨nkt werden. Als Beispiel heterogener Systeme dienen Krankenhausinformationssyste-
me (KIS), die in der Praxis immer aus vielen unterschiedlichen Anwendungssystemen bestehen.
Zwischen den meisten dieser Systeme mu¨ssen Patientendaten ausgetauscht, sprich repliziert wer-
den.
Die wachsende Komplexita¨t der verteilten Systeme und die gestiegenen Anforderungen an die
Datenhaltung erfordern ha¨ufig eine hohe Flexibilita¨t der Replikationsstrategie. Daher werden
vermehrt Replikationsstrategien entwickelt, die sich zur Laufzeit den Zustandsa¨nderungen des
zugrunde liegenden, verteilten Systems anpassen. Auch die in dieser Dissertation entwickelte
Replikationsstrategie RegRess (Regelbasierte Replikationsstrategie) reiht sich in dieser Kate-
gorie ein. Bei RegRess erfolgt die Konfiguration durch die Spezifikation von Replikationsregeln,
die in einer eigens entwickelten Sprache formuliert werden. Eine Adaption zur Laufzeit ergibt
sich dadurch, dass die Koordination der Schreib- und Lesezugriffe auf Basis einer Inferenz der
Regeln bestimmt wird. Dabei erfolgt die Schlußfolgerung der Regeln bei jedem Zugriff, um ak-
tuelle Kennzahlen des Systems zu beru¨cksichtigen. Somit handelt es sich bei RegRess um eine
konfigurierbare, adaptive Replikationsstrategie.
Nachfolgend wird in Abschnitt 1.1 die Motivation fu¨r diese Dissertation vorgestellt, die im
Wesentlichen auf der Integration von klinischen Informationssystemen beruht. Der Abschnitt 1.2
beschreibt die Problemstellung und die Ziele, die mit dieser Arbeit erreicht werden sollen. Ne-
ben der Konzeption der regelbasierten Replikationsstrategie RegRess ist die Entwicklung der
Regelsprache RRML (Replication Rule Markup Language) sowie eine Softwarearchitektur fu¨r
einen Replikationsmanager zu nennen, der die regelbasierte Replikationsstrategie RegRess inklu-
sive eines geeigneten Regelinterpreters implementiert. Abschließend wird in Abschnitt 1.3 der
Aufbau dieser Dissertation erla¨utert.
1
1. Einleitung
Abbildung 1.1.: Ausschnitt aus der elektronischen ADT- und Leistungsdatenkommunikation am
Universita¨tsklinikum Leipzig [NHW+02]
1.1. Motivation
Krankenhausinformationssysteme (KIS) wie das des Universita¨tsklinikums Leipzig (UKL) be-
stehen oft aus vielen unterschiedlichen Anwendungssystemen, die auf Produkten verschiedener
Hersteller basieren. Die verschiedenen Anwendungssysteme speichern gemeinsame Patientenda-
ten. Fu¨r den Datenabgleich dieser Patientendaten werden im UKL unterschiedliche Techniken
eingesetzt, wobei hauptsa¨chlich, wie auch ha¨ufig in anderen Kliniken, ein nachrichtenorientierter
Kommunikationsserver [LPH99] fu¨r den Datenaustausch verwendet wird. In Abbildung 1.1 ist
ein Ausschnitt der Systemlandschaft des UKL mit Kommunikationswegen abgebildet. Weil die
Anwendungssysteme durch die Kopplung nicht bzw. nicht zu stark in ihrer Autonomie einge-
schra¨nkt werden du¨rfen, um nicht die Patientenversorgung zu gefa¨hrden, handelt es sich um
heterogene, autonome Informationssysteme.
Im Kooperationsprojekt EKKIS (Enge Kopplung klinischer Informationssysteme [NHW+02])
wurden in Zusammenarbeit des UKL mit dem OFFIS (Oldenburger Forschungs- und Entwick-
lungsinstitut fu¨r Informatik-Werkzeuge und Systeme, http://www.offis.de) und der Meierhofer
AG (http://www.meierhofer.de) Kopplungsstrategien fu¨r KIS-Komponenten entwickelt. Insbe-
sondere wurde untersucht, wie die Anwendungssysteme des KIS enger gekoppelt werden ko¨nnen
als u¨ber die eher lose Kopplung mittels eines nachrichtenorientierten Kommunikationsservers.
Es sollte also neben der asynchronen Kommunikation u¨ber den Kommunikationsserver auch
eine synchrone Kommunikation (siehe Abschnitt 2.1.2) mo¨glich sein. Eine derartige Kombina-
tion von synchroner und asynchroner Kommunikation zum Zwecke des Datenabgleichs ist in
Abbildung 3.4 auf Seite 50 dargestellt.
Das theoretische Konzept fu¨r den Datenabgleich bilden Replikationsstrategien, die ausfu¨hrlich
im Kapitel 3 vorgestellt werden. Einerseits sorgen Replikationsstrategien fu¨r die Konsistenz der
Replikate (Kopien), worunter hier zuna¨chst vereinfacht verstanden werden soll, dass alle Repli-
kate eines logischen Objekts den gleichen Wert speichern, andererseits sollen, wie oben erwa¨hnt,
die Verfu¨gbarkeit und die Performance gesteigert werden. Diese Ziele der Replikation sind ge-
genla¨ufig bzw. konkurrierend, d.h. wenn z.B. die Konsistenz erho¨ht wird, dann mu¨ssen mo¨glichst
viele Replikate synchron gea¨ndert werden, was im Allgemeinen zu Lasten der Verfu¨gbarkeit oder
Performance geschieht.
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1.2. Problemstellung und Zielsetzung
Demnach soll hier vereinfacht unter Wahrung der Autonomie verstanden werden, dass die
lokalen Informationssysteme in ihrer Verfu¨gbarkeit und Performance nicht bzw. nicht zu stark
durch die Replikationsstrategie eingeschra¨nkt werden. Wie oben erwa¨hnt, gilt dies besonders fu¨r
klinische Informationssysteme. Auf der anderen Seite mu¨ssen Patientendaten natu¨rlich mo¨glichst
konsistent sein, um die Behandlung der Patienten auf Basis korrekter Daten durchfu¨hren zu
ko¨nnen. Um diesen Konflikt hinsichtlich Verfu¨gbarkeit, Performance und Konsistenz zu lo¨sen,
wird eine flexible Replikationsstrategie beno¨tigt, die z.B. hohen Wert auf Konsistenz legt, aber
bei Nicht-Verfu¨gbarkeit einzelner Systeme ein lokales Weiterarbeiten ermo¨glicht.
Ein weiterer Aspekt ist es, dass bei Patientendaten zwischen wichtigen und weniger wichtigen
Daten unterschieden werden kann. Aus Sicht der medizinischen Versorgung sind z.B. Diagnose-
daten eines Patienten weitaus wichtiger als Adressdaten. Durch diesen Sachverhalt, der durchaus
auf andere Anwendungsdoma¨nen u¨bertragbar ist, folgt, dass ein unterschiedliches Verhalten der
Replikationsstrategie im Hinblick der zu replizierenden Daten selbst gewu¨nscht ist. Somit ist
eine Replikationsstrategie erforderlich, die die Koordination der Schreib- und Lesezugriffe auf
Basis des aktuellen Systemzustands und der zu replizierenden Daten vornimmt.
Wa¨hrend in der Forschung zuna¨chst Replikationsstrategien entwickelt wurden, bei denen die
Art der Koordination von Schreib- und Lesezugriffen fest vorgegeben war, werden in der ju¨nge-
ren Vergangenheit hauptsa¨chlich adaptive Replikationsstrategien vorgestellt, die ihr Verhalten
zur Laufzeit anpassen. Ha¨ufig werden dabei Erweiterungen und/oder Kombinationen von tra-
ditionellen Replikationsstrategien vorgenommen (siehe verwandte Arbeiten in Abschnitt 3.4).
Grundsa¨tzlich wird diese Idee bei der in dieser Dissertation vorgestellten Replikationsstrategie
RegRess aufgegriffen, wobei eine mo¨glichst große Flexibilita¨t dadurch erreicht wird, dass bei
jedem Zugriff die Menge der betroffenen Replikate ermittelt wird.
Ob nun die Gewichtung bei einer A¨nderungspropagierung auf Konsistenz oder auf Autonomie
(Verfu¨gbarkeit/Performance) liegt, soll nicht fest vorgegeben werden, sondern durch die Fa¨hig-
keiten und Eigenschaften der beteiligten Systeme zu einem bestimmten Zeitpunkt ermittelt und
festgelegt werden. Der Grundgedanke der Replikationsstrategie RegRess ist es, die betroffenen
Replikate bei einer A¨nderung mo¨glichst konsistent zu aktualisieren. Die Replikate, die jedoch
die Autonomie spezieller Systeme gefa¨hrden bzw. zu stark einschra¨nken, werden zeitversetzt
aktualisiert, d.h. hier werden Inkonsistenzen tempora¨r in Kauf genommen.
Damit mo¨glichst situationsabha¨ngig die Menge der betroffenen Replikate bei einem Zugriff
bestimmt werden kann, war die Idee, die Bestimmung auf Basis von Regeln durchzufu¨hren. In
den Regeln sollen Kennzahlen der beteiligten Informationssysteme wie z.B. Konsistenz speziel-
ler Daten, Performance der beteiligten Informationssysteme, etc. beru¨cksichtigt werden, um eine
mo¨glichst optimale Koordination der Zugriffe zu erreichen. Daher handelt es sich bei RegRess
um eine regelbasierte Replikationsstrategie. Die Verwendung von Regeln bietet den Vorteil, dass
die Anwendungslogik von der
”
Replikationslogik“, also der Art der Koordination von Zugrif-
fen, getrennt ist. Der Nachteil liegt darin, dass bei jedem Zugriff eine Inferenz auf den Regeln
durchgefu¨hrt werden muss.
1.2. Problemstellung und Zielsetzung
Replikation in einer heterogenen, autonomen Systemlandschaft bedeutet, dass neben einer ge-
eigneten Replikationsstrategie auch technische Aspekte wie z.B. die Kopplung der beteiligten
Informationssysteme beachtet werden muss. In diesem Zusammenhang wird von Integration
der Informationssysteme gesprochen. Zur systematischen Behandlung dieser Thematik wurden
verschiedene Modelle geschaffen. In [Has00] wird die Integration z.B. an Hand eines 3-Ebenen
Modells diskutiert, das in Abbildung 1.2 dargestellt ist. Die Organisationseinheiten werden in
dem Modell durch drei Architekturebenen beschrieben: Gescha¨ftsarchitektur, Anwendungsar-
chitektur und technologische Architektur.
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Abbildung 1.2.: Horizontale Integration zur Unterstu¨tzung der Gescha¨ftsprozesse [Has00]
Eine mo¨glichst effektive Unterstu¨tzung der u¨bergreifenden Gescha¨ftsprozesse erfordert nach
diesem Modell eine horizontale Integration auf den verschiedenen Ebenen. Auf der obersten Ebe-
ne erfolgt die Gescha¨ftsprozessintegration durch eine Gescha¨ftsprozessanalyse. Die Integration
auf der Anwendungsebene ist auch als EAI (Enterprise Application Integration, [Lin99]) be-
kannt. Auf der technologischen Ebene setzt Middleware [BN96] dabei die Integration technisch
um, z.B. durch CORBA Object Request Broker [COR02]. Hinsichtlich dieser Ebenen ko¨nnen
idealerweise fu¨r die Replikation folgende Arbeitsbereiche identifiziert werden:
1. Gescha¨ftsprozessintegration → Identifikation der betroffenen Daten
2. EAI → Schemaintegration
3. EAI → Replikationsstrategie
4. Middleware → Transaktionskonzept
5. Middleware → Technische Anbindung der Systeme
In den ersten beiden Arbeitsbereichen, die in dieser Dissertation nicht behandelt werden, wer-
den eher semantische Aspekte gekla¨rt, zum Thema Gescha¨ftsprozesse siehe z.B. [Sch98] bzw. fu¨r
Schemaintegration z.B. [Con02]. Der Fokus in der vorliegenden Arbeit wird auf die eher tech-
nologischen Arbeitsbereiche 3. bis 5. gelegt, wobei die Replikationsstrategie den Schwerpunkt
bildet. Wie in Abschnitt 1.1 dargestellt, soll durch die Replikationsstrategie die Replikation von
Daten fu¨r den Anwendungsbereich heterogener, autonomer Informationssysteme ermo¨glicht wer-
den, d.h. bei weitestgehender Wahrung der Autonomie sollen A¨nderungen mo¨glichst konsistent
durchgefu¨hrt werden.
Zwar wurde im Kontext dieser Dissertation ein Transaktionsmanager fu¨r so genannte High-
Level-Services entwickelt (siehe Abschnitt 6.3.2) und in verschiedenen Prototypen die Anbindung
von Informationssystemen mittels der Java Platform Enterprise Edition (siehe Abschnitt 7.2)
untersucht, trotzdem wird in dieser Dissertation hauptsa¨chlich die Entwicklung der Replikations-
strategie RegRess betrachtet. Das Transaktionskonzept und die technische Anbindung wird nur
insoweit thematisiert, wie es fu¨r RegRess beno¨tigt wird. Dabei wird davon ausgegangen, dass
die beteiligten Informationssysteme bekannt und
”
stationa¨r“ sind, d.h. es werden keine mobilen
Systeme oder Peer-To-Peer-Systeme betrachtet.
Damit ist das Hauptziel dieser Dissertation die Entwicklung der regelbasierten Replikations-
strategie RegRess. Damit einher geht die Entwicklung einer Regelsprache, die es erlaubt, Replika-
tionsregeln zu formulieren, sowie die Implementierung eines Replikationsmanagers, der RegRess
umsetzt. Im einzelnen sind folgende Ziele zu nennen:
4
1.3. Aufbau der Arbeit
1. Konzeption der regelbasierten Replikationsstrategie RegRess: Die Protokolle von RegRess
(Regelbasierte Replikationsstrategie) fu¨r die Koordination von Schreib- und Lesezugriffen
werden spezifiziert und das Konsistenzverhalten von RegRess wird festgelegt. Dazu erfolgt
die Definition des Konsistenzbegriffes
”
Konsistenzgrad“.
2. Entwicklung der Regelsprache RRML: Die Syntax und die Semantik der Regelsprache
RRML (Replication Rule Markup Language), die die Formulierung von Replikationsregeln
erlaubt, wird vereinbart. Fu¨r eine Regelmenge wird eine XML-Repra¨sentation angegeben,
um die Regeln persistieren und austauschen zu ko¨nnen.
3. Entwurf des Replikationsmanagers KARMA: Es wird eine Softwarearchitektur fu¨r den
KARMA (Konfigurierbarer, adaptiver Replikationsmanager) entworfen, der die Replika-
tionsstrategie RegRess implementiert. Hierbei wird eine Spezifikation der einzelnen Kom-
ponenten und der Transaktionsverarbeitung vorgenommen.
4. Simulation der Replikationsstrategie RegRess: Zur Evaluation wird die Replikationsstrate-
gie RegRess bzw. der Replikationsmanager KARMA in ein Simulationsframework einge-
bunden. Hierdurch ist die Analyse von Kennzahlen mo¨glich, die das Verhalten von RegRess
bei Simulationsla¨ufen beschreibt.
Angemerkt sei, dass das Simulationsframework F4SR (siehe Abschnitt 7.3.1) im Rahmen dieser
Dissertation durch eine studentische Arbeit entwickelt wurde, um Replikationsstrategien mittels
Simulation zu analysieren. Der F4SR bietet einen Plugin-Mechanismus, der das Einbinden von
Replikationsstrategien erlaubt.
1.3. Aufbau der Arbeit
Diese Arbeit gliedert sich in vier Teile plus dem Anhang. Nachfolgend werden diese Teile mit
den darin enthaltenen Kapiteln kurz vorgestellt:
1. Teil: Grundlagen und verwandte Arbeiten
Im ersten Teil werden die theoretischen Grundlagen vorgestellt, die zum Versta¨ndnis dieser
Dissertation no¨tig sind. Neben einer allgemeinen Einfu¨hrung, die sowohl fu¨r replizierte als
auch fu¨r nicht-replizierte Datenbanken relevant ist, folgt der Schwerpunkt mit dem The-
ma Datenreplikation. Weil hier u.a. Replikationsstrategien vorgestellt werden, wird hier auf
verwandte Arbeiten eingegangen. Der erste Teil besteht aus den folgenden Kapiteln:
2. Kapitel: Grundlegende Konzepte
In den grundlegenden Konzepten werden zuna¨chst einige Begriffe erla¨utert, die allgemein
fu¨r Datenbanken gelten. Anschließend werden Transaktionen betrachtet, wobei insbeson-
dere die fu¨r diese Arbeit beno¨tigten, so genannten weiterfu¨hrenden Transaktionskonzepte
diskutiert werden. Abschließend werden allgemeine Konsistenzbegriffe vorgestellt.
3. Kapitel: Datenreplikation und verwandte Arbeiten Dieses Kapitel bildet den
Hauptteil der Grundlagen. Es beinhaltet die beno¨tigten Begriffe und Definitionen, um
die in dieser Arbeit verwendete Terminologie festzulegen. Dabei werden neben allge-
meinen Definitionen vor allem verschiedene Definitionen fu¨r Konsistenz in replizierten
Datenbanken aus der Literatur erla¨utert. Des Weiteren werden verschiedene Replika-
tionsstrategien vorgestellt, wobei die adaptiven Replikationsstrategien, die ihr Verhalten
zur Laufzeit dem Systemzustand anpassen, im Wesentlichen die verwandten Arbeiten
bilden.
2. Teil: Regelbasierte Replikationsstrategie
Das in dieser Arbeit entwickelte Konzept einer regelbasierten Replikationsstrategie wird im
zweiten Teil dargestellt. Neben den Protokollen fu¨r die Koordination von Schreib- und Le-
sezugriffen sowie der Spezifikation des Konsistenzverhaltens wird in den folgenden Kapiteln
die Regelsprache RRML dargeboten:
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4. Kapitel: Regelbasierte Replikationsstrategie RegRess
Zuna¨chst werden Annahmen getroffen, die ohne Beschra¨nkung der Allgemeinheit die
Konzeption der regelbasierten Replikationsstrategie RegRess erleichtert. Die Koordinati-
on von Schreib- und Lesezugriffen wird durch Protokolle fu¨r die Verarbeitung der Zugriffe
definiert. Darauf folgt die Festlegung des Konsistenzverhaltens von RegRess durch eine
Anforderungsanalyse fu¨r fachliche und technische Konsistenzbedingungen. Abschließend
wird gezeigt, wie ein Trade-Off hinsichtlich der Replikationsziele Verfu¨gbarkeit, Perfor-
mance und Konsistenz erreicht werden kann, wodurch die Auswahl geeigneter Regeln
unterstu¨tzt wird.
5. Kapitel: Regelsprache RRML
Der Schwerpunkt dieses Kapitels ist der konzeptionelle Entwurf der Regelsprache RRML,
d.h. die Syntax und die Semantik der Replikationsregeln wird spezifiziert. Dabei wird
ggf. das beno¨tigte Verhalten eines Regelinterpreters festgelegt. Abschließend wird kurz
die XML-Repra¨sentation der Regeln gezeigt und eine Analyse der RRML vorgenommen.
3. Teil: Software-Entwurf und Evaluation
Der dritte Teil zeigt zuna¨chst einen exemplarischen Software-Entwurf eines Replikationsma-
nagers, der die regelbasierte Replikationsstrategie implementiert, sowie verschiedene expe-
rimentelle Prototypen, die im Kontext dieser Dissertation entstanden sind. Diese Themen
sind auf folgende Kapitel verteilt:
6. Kapitel: Replikationsmanager KARMA
Neben der Softwarearchitektur des Replikationsmanagers KARMA werden dessen Kom-
ponenten beschrieben und die Funktionsweise aufgezeigt. Weiterhin wird das beno¨tigte
Transaktionskonzept erla¨utert.
7. Kapitel: Prototypische Implementierung und Evaluation
In diesem Kapitel wird neben den Prototypen, die durch studentische Arbeiten erstellt
wurden, der Prototyp KARMA vorgestellt. Des Weiteren wird das KARMA-Plugin fu¨r
den Simulator F4SR erkla¨rt, womit der F4SR die Replikationsstrategie RegRess simu-
lieren kann. Die Evaluation erfolgt abschließend auf Basis von Simulationsexperimenten
mit dem F4SR.
4. Teil: Zusammenfassung und Ausblick
Die Arbeit schließt mit dem vierten Teil, der folgende Kapitel beinhaltet:
8. Kapitel: Zusammenfassung
Dieses Kapitel fasst die Ergebnisse der Dissertation zusammen.
9. Kapitel: Ausblick
Im Ausblick werden mo¨gliche Erweiterungen und zuku¨nftige Arbeiten beschrieben.
Anhang
Der Anhang entha¨lt neben den Verzeichnissen einen kurzen Einstieg zu regelbasierten Sys-
temen. Weiterhin werden die Anforderungen an das Konsistenzverhalten von RegRess tabel-
larisch aufgelistet sowie das UML-Modell des KARMA-Prototypen demonstriert.
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Bevor na¨her auf Replikation, d.h. beispielsweise auf Definitionen und Replikationsstrategien, ein-
gegangen wird, folgen in diesem Kapitel einige grundlegende Konzepte, die im Wesentlichen die
Basis fu¨r Anwendungen mit replizierten Daten darstellen. So bedeutet die Speicherung von Daten
an verschiedenen Lokalisationen, dass mehrere Rechner involviert sind. Diese Rechner mu¨ssen
miteinander interagieren, um ihre Daten abzugleichen. Daher ist ein Versta¨ndnis daru¨ber, wie
Rechner verteilt kooperieren und kommunizieren, unerla¨sslich.
Ein wichtiger Punkt bei verteilten Daten ist es, dass eine ordnungsgema¨ße Verarbeitung
gewa¨hrleistet wird. Insbesondere im Mehrbenutzerbetrieb ist eine Koordination von gleichzeitig
durchgefu¨hrten Zugriffen auf die Daten von großer Bedeutung, um unerwu¨nschte Nebeneffekte
bzw. Fehler zu vermeiden. Fu¨r einzelne Operationen bzw. Prozesse ist ein widerspruchsfreier
Zugriff, d.h. ein konsistenter Zugriff, auf die Datenobjekte elementar.
Daher wird zuna¨chst in Abschnitt 2.1 auf verteilte Systeme eingegangen, um anschließend im
Abschnitt 2.2 eine ordnungsgema¨ße Verarbeitung mittels Transaktionen zu beschreiben. Zum
Abschluss wird in Abschnitt 2.3 diskutiert, was unter Konsistenz und Korrektheit bei verteilten
Systemen bzw. verteilten Daten zu verstehen ist.
2.1. Verteilte Systeme
Verteilte Systeme bieten gegenu¨ber zentralisierten Systemen bzw. zentralen Rechnern verschiede-
ne Vorteile, z.B. Wirtschaftlichkeit, Geschwindigkeit, inha¨rente Verteilung, Zuverla¨ssigkeit und
Skalierbarkeit [Web98]. Die Nachteile liegen z.B. im hohen Bedienungs- und Wartungsaufwand,
in Sicherheitsproblemen und in der Komplexita¨t des Kommunikationssystems. Ha¨ufig treten
Probleme auf, weil Heterogenita¨ten u¨berwunden werden mu¨ssen, insbesondere dann, wenn ein-
zelne,
”
isolierte“ Systeme gekoppelt werden, um Ressourcen gemeinsam zu nutzen. In diesem
Zusammenhang wird auch von Integration von Informationssystemen gesprochen [Has00], was
z.B. im Anwendungsbereich Krankenhausinformationssysteme eine große Herausforderung dar-
stellt [GGH00].
Fu¨r tiefergehende Informationen zu verteilten Systemen sei auf die einschla¨gige Literatur
verwiesen, z.B. [CDK00, TvS02]. An dieser Stelle werden nur die Punkte detaillierter erla¨utert,
die im Hinblick auf die vorliegende Arbeit relevant sind:
• Definition, Transparenz und Zeitstempel (Abschnitt 2.1.1)
• Kommunikationsmodelle, Kommunikationsfehler und Middleware (Abschnitt 2.1.2)
• Klassifizierung (Abschnitt 2.1.3)
2.1.1. Definition, Transparenz und Zeitstempel
In [TvS02] wird ein verteiltes System wie folgt definiert:
”
Ein verteiltes System ist eine Men-
ge unabha¨ngiger Computer, die dem Benutzer wie ein einzelnes, koha¨rentes System erschei-
nen.“ Hierbei handelt es sich um eine mitunter schwer zu erfu¨llende Anforderung an das ver-
teilte System, weil die einzelnen Rechner sich wie eine vollsta¨ndige Einheit darstellen mu¨ssen.
Dafu¨r mu¨ssen im Grunde die wesentlichen Transparenzeigenschaften (siehe unten) vollsta¨ndig
erfu¨llt werden, was sich letztlich schwer realisieren la¨sst. Eine abgeschwa¨chte Definition ist in
[CDK00] angegeben:
”
Ein verteiltes System ist ein System, in welchem Hardware- und Software-
Komponenten, die auf im Netzwerk arbeitenden Computern lokalisiert sind, kommunizieren und
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ihre Aktivita¨ten nur durch Austausch von Nachrichten koordinieren.“ Es wird also darauf abge-
stellt, dass die beteiligten Rechner in irgendeiner Form interagieren, ohne jedoch eine zu strenge
Forderung hinsichtlich der Art der Integration zu stellen. Diesem Versta¨ndnis von verteilten
Systemen wird sich in dieser Arbeit angeschlossen, weil Replikationsstrategien fu¨r Systeme ent-
wickelt werden, die so weit wie mo¨glich ihre Eigensta¨ndigkeit bewahren sollen.
Zu dem allgemeinen Forschungsbereich
”
Verteilte Systeme“ [TR85, Web98, CDK00] haben
sich spezielle Forschungsbereiche entwickelt, wie z.B.
”
Verteilte Betriebssysteme“ [Gal99],
”
Ver-
teilter, gemeinsamer Speicher“ [PTM97] oder
”
Verteilte Datenbanken“ [Ozs99] bzw.
”
Verteil-
te Datenbankmanagementsysteme (VDBMS)“. Speziell der zuletzt genannte Forschungsbereich
befasst sich u.a. mit Datenreplikation. In [Rah94] werden Mehrrechner-Datenbanksysteme in
”
shared-everything“,
”
shared-disk“ und
”
shared-nothing“ klassifiziert, wobei die Externspeicher-
zuordnung (gemeinsam oder partitioniert), die ra¨umliche Verteilung (lokal oder ortsverteilt) und
die Rechnerkopplung (eng, nahe oder lose) beru¨cksichtigt werden. Nach [Rah94] sind verteilte
Datenbanksysteme integrierte, geographisch verteilte Mehrrechner-Datenbanksysteme vom Typ
”
shared-nothing“, wobei
”
shared-nothing“ wie folgt charakterisiert wird:
”
Die Datenbank-Verarbeitung erfolgt durch mehrere, im Allgemeinen lose gekoppelte Rechner,
auf denen jeweils ein DBMS abla¨uft. Die Externspeicher sind unter den Rechnern partitioniert,
so dass jedes DBMS nur auf Daten der lokalen Partition direkt zugreifen kann. Die Rechner
ko¨nnen lokal oder geographisch verteilt angeordnet sein. Multiprozessoren sind als Rechnerknoten
mo¨glich, d.h. die lokalen DBMS ko¨nnen vom Typ
”
shared-everything“ sein.“
Nach [TvS02] ist ein wichtiges Ziel von verteilten Systemen, die Verteilung der Ressourcen
auf mehrere Rechner zu verbergen, wobei unterschiedliche Formen der Transparenz betrachtet
werden ko¨nnen: Zugriff, Position, Migration, Relokation, Replikation, Nebenla¨ufigkeit, Fehler
und Persistenz. Fu¨r einen Benutzer soll z.B. transparent sein, wo sich eine Ressource befindet
(Positionstransparenz bzw. Lokalisationstransparenz). Je vollsta¨ndiger diese Transparenzeigen-
schaften von dem verteilten System erfu¨llt werden, um so mehr erscheint es nach außen als ein
zentrales System.
Fu¨r verteilte Datenbanken wurden in [Dat03] 12 Regeln angegeben, deren Erfu¨llung die Ver-
teilung der Datenbank vor dem Benutzer versteckt: Lokale Autonomie, keine Abha¨ngigkeit von
einer zentralen Stelle, ho¨here Verfu¨gbarkeit und Zuverla¨ssigkeit, Ortstransparenz, Fragmentie-
rungsunabha¨ngigkeit, Replikationstransparenz, verteilte Anfragebearbeitung, verteiltes Transak-
tionsmanagement, Hardware-, Betriebssystem-, Netzwerk- und Datenbankmanagementsystem-
Unabha¨ngigkeit. Diese 12 Regeln lassen sich jedoch nicht immer vollsta¨ndig erfu¨llen, weil sie
zumindest teilweise in Widerspruch zueinander stehen (siehe Abschnitt 3.1).
In verteilten Systemen spielt Zeit eine bedeutende Rolle, um Ereignissen, wie z.B. eine Da-
tena¨nderung, eine exakte (Uhr-)Zeit, einen so genannten
”
Zeitstempel“, zuordnen zu ko¨nnen
oder um Ereignisse bzw. Prozesse zeitlich sortieren zu ko¨nnen und damit eine Synchronisation
zu ermo¨glichen. Wa¨hrend in einem zentralen System auf eine einzige Uhr Bezug genommen
werden kann, muss in einem verteilten System fu¨r alle Rechner eine gemeinsame Zeitbasis er-
mittelt werden. Somit mu¨ssen in verteilten Systemen die Uhren der einzelnen Rechner selbst
synchronisiert werden [SWL90, FL04], um zeitabha¨ngige Aufgaben zu bewa¨ltigen. Beispiele fu¨r
die Verwendung von synchronisierten Uhren sind in [Lis91] zu finden, u.a. die Realisierung der
Fehlersemantik At-Most-Once (siehe Abschnitt 2.1.2). Auch bei Replikationsstrategien (siehe
Abschnitt 3.3) werden Zeitstempel verwendet, um ein aktuelles Replikat zu bestimmen.
Eine exakte Synchronisation mehrerer Rechneruhren auf eine absolute physikalische Realzeit
ist nicht mo¨glich [CDK00], sondern je nach Aktualisierungsintervall kann bestenfalls garantiert
werden, dass die Rechneruhren sich innerhalb eines bestimmten Bereichs bewegen. Die Synchro-
nisation von Uhren kann unterteilt werden in externe Synchronisation, bei der auf eine externe
Referenzzeit synchronisiert wird, und in interne Synchronisation, bei der ausschließlich die inter-
nen Uhren der Rechner verwendet werden. Eine physikalische Referenzzeit ist UTC (Universal
Coordinated Time, siehe z.B. [TvS02]), die per Kurzwelle bzw. per Satellit ausgestrahlt wird.
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Beispiele fu¨r externe Synchronisation, die UTC verwenden, sind die Methode von Cristians
[Cri89] und das Network Time Protocol (NTP, [Mil03]). Der Berkeley Algorithmus [GZ89] ist
beispielsweise der internen Synchronisation zuzuordnen.
Wenn nur die zeitliche Sortierung von Ereignissen beno¨tigt wird, dann ist keine physikali-
sche Realzeit erforderlich. In diesem Fall kann eine so genannte logische Uhr verwendet wer-
den, mittels derer eine logische Reihenfolge von Ereignissen bestimmt werden kann. Logische
Uhren werden im Allgemeinen als Za¨hler realisiert, die bei bestimmten Ereignissen inkremen-
tiert werden. Die Synchronisation von logischen Uhren wird in [Lam78] durch eine
”
passiert-
vor“-Relation realisiert, wobei entweder Ereignisse innerhalb eines Prozesses oder Sendeereignis
und Empfangsereignis unterschiedlicher Prozesse in Beziehung zueinander gesetzt werden. Eine
Erweiterung hierzu sind
”
Vektor-Zeituhren“ (auch
”
Versionsvektoren“, [PPR83, Mat89]), u¨ber
die weitere Kausalita¨tsbeziehungen erkennbar sind.
2.1.2. Kommunikationsmodelle, Kommunikationsfehler und Middleware
Damit die Rechner eines verteilten Systems untereinander Nachrichten austauschen ko¨nnen,
mu¨ssen sie durch ein Rechnernetzwerk (oder einfach Netzwerk) miteinander verbunden sein.
Die Vernetzung der einzelnen Rechner, Netzwerk-Topologien, Protokolle und Technologien sind
beispielsweise in [Tan96] beschrieben. An dieser Stelle wird nicht detailliert auf die Netzwerk-
technik eingegangen, sondern es sollen verschiedene Kommunikationsmodelle erla¨utert werden.
In [Web98] werden die unterschiedlichen Formen anhand folgernder Kriterien klassifiziert: Adres-
sierung (direkt oder indirekt), Blockierung (synchron oder asynchron), Pufferung (ungepuffert
oder gepuffert) und Kommunikationsform (meldungsorientiert oder auftragsorientiert).
Im Hinblick auf die Klassifizierung von Replikationsstrategien (siehe Abschnitt 3.2.4) bzw. auf
die zur Datenreplikation geho¨rende Transaktionsverarbeitung (siehe Abschnitt 2.2) ist die Blo-
ckierung von besonderem Interesse: Bei blockierender Kommunikation, sprich synchroner Kom-
munikation, ist der Sender einer Nachricht (Anforderung, request) solange blockiert, bis eine
Antwort (reply) vom Empfa¨nger gegeben wird. Bei nicht-blockierender Kommunikation, sprich
asynchroner Kommunikation, kann der Sender dann weiter arbeiten, wenn die Nachricht vom
Transportsystem entgegengenommen ist. Der Sender weiß nicht, wann die Nachricht zugestellt
wird und wann ggf. die Antwort abgeholt werden kann. Durch eine synchrone Kommunikation
ist ohne weitere Hilfe eine Synchronisation von Prozessen mo¨glich. Dieser Vorteil ist jedoch mit
dem Nachteil verbunden, dass mo¨glicherweise ein Prozess auf Dauer blockiert wird, falls ein
Teilnehmer an der Kommunikation ausfa¨llt. Bei der asynchronen Kommunikation erfolgt eine
zeitliche Entkopplung, wodurch Parallelarbeit ermo¨glicht wird bzw. ein Ausfall eines Teilneh-
mers u¨berbru¨ckt werden kann. Auf Synchronisation wird im Allgemeinen bei der asynchronen
Kommunikation verzichtet. Weiterhin wird in diesem Fall eine persistente Pufferung beno¨tigt,
um eine zuverla¨ssige Nachrichtenzustellung zu gewa¨hrleisten.
Eine wichtige Eigenschaft von verteilten Systemen ist die Zuverla¨ssigkeit, mit der die einzelnen
Rechner untereinander kommunizieren. In [HT94] werden Kommunikationsfehler klassifiziert,
wobei insbesondere eine Unterscheidung zwischen Fehlern von Prozessen (Dienst-, Rechneraus-
fall) und von Kommunikationskana¨len (Nachrichtenverlust) vorgenommen wird. Falls Fehler auf
Kommunikationskana¨len vorliegen, kann es zu Netzwerkpartitionierung (oder Netzpartitionie-
rung) kommen, die nach [Rah94] wie folgt definiert ist:
”
Bei Netzwerkpartitionierung entstehen
auf Grund von Fehlern im Kommunikationssystem disjunkte Teilnetze oder Partitionen, so dass
Rechner verschiedener Partitionen nicht mehr miteinander kommunizieren ko¨nnen.“ Im Allge-
meinen kann jedoch nicht festgestellt werden, ob der Grund eines Kommunikationsfehlers eine
Netzpartitionierung oder ein Rechnerausfall ist [Dav84].
Zur Beschreibung des Verhaltens im Fehlerfall wurden die so genannten Fehlersemantiken
fu¨r Kommunikationsmodelle entwickelt [Spe82, TR85]. Es werden vier verschiedene Klassen
unterschieden:
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1. Maybe: Ein Auftrag wird entweder gar nicht oder ho¨chstens einmal durchgefu¨hrt, d.h. Fehler
werden nicht behandelt.
2. At-Least-Once: Ein Auftrag wird mindestens einmal durchgefu¨hrt. Bei Nachrichtenverlusten
wird der Auftrag bis zum Erfolg wiederholt. Bei einem Rechnerausfall wird ggf. gewartet, bis
der Rechner wieder zur Verfu¨gung steht oder es wird mit einem anderen Rechner verbunden.
Da Auftragsduplikate nicht erkannt werden, kann ein Auftrag mehrfach ausgefu¨hrt werden.
3. At-Most-Once: Ein Auftrag wird ho¨chstens einmal ausgefu¨hrt. Bei Nachrichtenverlusten
wird der Auftrag wiederholt, wobei Auftragsduplikate vom Empfa¨nger erkannt werden. Bei
Rechnerausfall wird keine Antwort erwartet, d.h. es wird ein Fehler an den Sender gemeldet,
der fu¨r eine Behandlung des nicht ausgefu¨hrten Auftrags sorgen muss.
4. Exactly-Once: Ein Auftrag wird genau einmal durchgefu¨hrt, d.h. der Absturz und Wieder-
anlauf von Rechnern bzw. Diensten wird eingeschlossen. Nach [Web98] kann diese Fehler-
semantik durch persistente Datenhaltung und verteilte Transaktionsmechanismen auf ein
At-Most-Once-Protokoll implementiert werden, ist aber nach [TvS02] im allgemeinen Fall
nicht realisierbar.
Die meisten RPC-Implementierungen (remote procedure call, entfernter Prozeduraufruf [BN84])
bzw. hierauf basierende Erweiterungen verwenden die Fehlersemantik At-Most-Once. Bei der Da-
tenreplikation muss fu¨r die erfolgreiche Propagierung einer A¨nderung, also einer Aktualisierung
aller Kopien, die Fehlersemantik Exactly-Once implementiert werden [FG01], d.h. es wird eine
geeignete Transaktionsverarbeitung beno¨tigt (siehe Abschnitt 2.2).
Ein Dienst bzw. eine Menge von Diensten, die eine Kommunikation in einem verteilten System
erlaubt, wird als Middleware bezeichnet [BN96], wobei je nach Definition die Dienste bestimmte
Eigenschaften aufweisen mu¨ssen. Der entfernte Prozeduraufruf bzw. darauf basierende Erwei-
terungen wie z.B. der entfernte Objektmethodenaufruf (remote method invocation, [Gro01])
ist Middleware, die normalerweise fu¨r eine synchrone Kommunikation verwendet wird. Fu¨r die
asynchrone Kommunikation werden im Allgemeinen Nachrichtendienste genutzt, man spricht
von Message-oriented Middleware (MOM, [BCSS99]), wobei ha¨ufig Warteschlangen (queues)
fu¨r die Pufferung genutzt werden. Nach [Men05] haben sowohl RPC als auch MOM je nach
Anwendungsszenario Performancevorteile. Ein Server, der neben der Grundfunktionalita¨t eines
Nachrichtendienstes weitere Funktionen bereitstellt, um z.B. Heterogenita¨ten wie unterschied-
liche Schemata zu u¨berwinden, wird Kommunikationsserver genannt. Kommunikationsserver
werden z.B. in klinischen Informationssystemen eingesetzt [LPH99], um zwischen den einzelnen
Systemen insbesondere Patientendaten auszutauschen.
2.1.3. Klassifizierung
Verteilte Systeme ko¨nnen nach den verschiedensten Kategorien klassifiziert werden, z.B. Vertei-
lungsmodell (welche Ressourcen werden wie verteilt, siehe z.B. [Neu94]), Heterogenita¨t [Con97],
Kommunikationsmodell (siehe Abschnitt 2.1.2), Netzwerktopologien [Mul93], Sicherheitsmo-
dell [And01, Bo¨r03], Hardware- bzw. Software-Architektur [VR01, DGH03] etc. Ha¨ufig werden
fu¨r bestimmte Gesichtspunkte nur ausgewa¨hlte Dimensionen betrachtet. So sind fu¨r die Sicht
auf die physikalische Verbindung der einzelnen Rechner in erster Linie die Netzwerktopologie
und die Netzwerkprotokolle von Interesse.
Hinsichtlich der Datenreplikation sollen an dieser Stelle zwei Aspekte betrachtet werden: Einer-
seits die Heterogenita¨t der beteiligten Systeme und andererseits die
”
Kommunikationsfa¨higkeit“
bestimmter Typen von Systemen. Verteilte Systeme ko¨nnen in homogene und heterogene Sys-
teme unterteilt werden: Homogene Systeme sind gleichartig aufgebaute Systeme, wa¨hrend sich
heterogene Systeme beispielsweise in der Hardware-Plattform, dem Betriebssystem, dem Da-
tenbankmanagementsystem und/oder den Datenschemata unterscheiden ko¨nnen. In homogenen
Systemen kann die Umsetzung einer Replikationsstrategie im Allgemeinen vom Datenbankma-
nagementsystem selbst u¨bernommen werden [HLUA02], wa¨hrend in heterogenen Systemen die
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Implementierung einer Replikationsstrategie ho¨here Anspru¨che stellt, weil die Heterogenita¨ten
u¨berwunden werden mu¨ssen. Beispielsweise ist bei vorliegen unterschiedlicher Datenschemata
eine Schemaintegration erforderlich [Con02].
Mit
”
Kommunikationsfa¨higkeit“ sind hier Charakteristika spezieller Rechner bzw. Systeme ge-
meint, na¨mlich von mobilen Systemen [PS97] und von Peer-To-Peer-Systemen (P2P-Systemen,
[Sch01a, SW04a]). Die Besonderheit bei mobilen Systemen liegt darin, dass diese Systeme ha¨ufig
keine Verbindung zu anderen Rechnern haben, obwohl im eigentlichen Sinn kein Kommunikati-
onsfehler vorliegt. Auf Grund der Tatsache, dass mobile Systeme des O¨fteren ihre Lokalisation
wechseln, besteht mitunter keine physikalische Verbindung zu anderen Kommunikationspart-
nern. Bei P2P-Systemen ist insbesondere der Verzeichnisdienst (Look Up Service, [BKK+03])
von Bedeutung, um das gegenseitige Finden der durch die Peers (gleichberechtigte Rechner)
bereitgestellten Daten zu ermo¨glichen. Bei P2P-Systemen ist es auf Grund der Suche von Kom-
munikationspartnern u¨ber den Verzeichnisdienst nicht von vornherein festgelegt, wer die Kom-
munikationspartner sind bzw. ob ein ehemaliger Kommunikationspartner noch erreicht wird.
Sowohl bei mobilen Systemen als auch bei P2P-Systemen werden im Allgemeinen wegen ihrer
besonderen Charakteristika spezielle Replikationsstrategien beno¨tigt (siehe Abschnitt 3.3.2).
Im Titel dieser Arbeit
”
Regelbasierte Replikationsstrategien fu¨r heterogene, autonome Infor-
mationssysteme“ wird durch Informationssysteme ausgedru¨ckt, dass es sich um Systeme handelt,
die insbesondere Daten verwalten. Im Wesentlichen handelt es sich um verteilte Mehrrechner-
Datenbanksysteme vom Typ
”
shared-nothing“ (siehe Abschnitt 2.1.1). Diese Systeme ko¨nnen
heterogen sein, wobei auch mobile Systeme eingeschlossen sind. P2P-Systeme werden in dieser
Arbeit nicht betrachtet. Durch das Adjektiv
”
autonom“ wird zusa¨tzlich darauf hingewiesen, dass
die einzelnen Rechner bzw. Informationssysteme durch eine Replikationsstrategie nicht zu stark
eingeschra¨nkt werden du¨rfen, d.h. die lokalen Anwendungen sollen so wenig wie mo¨glich durch
die Replikationsstrategie beeinflusst werden.
2.2. Transaktionen
Sowohl in zentralen als auch in verteilten Datenbanken oder Anwendungen ist eine ordnungs-
gema¨ße Verarbeitung unentbehrlich. Dies beinhaltet, dass ein einzelner Benutzer sich auf seine
durchgefu¨hrten Operationen verlassen kann und dass auch im Mehrbenutzerbetrieb keine un-
akzeptablen Nebeneffekte oder Fehler auftreten. Zur Vermeidung dieser Ma¨ngel wird auf die so
genannte Transaktionsverarbeitung gesetzt, die im Folgenden kurz dargestellt wird.
Die Bedeutung der Transaktionsverarbeitung zeigt sich in der Vergangenheit darin, dass eine
Vielzahl Vero¨ffentlichungen zu diesem Thema publiziert wurden. Umfassende U¨berblicke und
Zusammenfassungen sind z. B. in [BGMS92, GR93, BN97, WV01] zu finden. Folgende, fu¨r diese
Arbeit relevante Punkte sollen genauer untersucht werden:
• Definition, ACID-Eigenschaften und elementare Operationen (Abschnitt 2.2.1)
• Commit-Protokolle und XA-Protokoll (Abschnitt 2.2.2)
• Synchronisation von Nebenla¨ufigkeit und Serialisierbarkeit (Abschnitt 2.2.3)
• Abgeschwa¨chte Serialisierbarkeitskriterien (Abschnitt 2.2.4)
• Weiterfu¨hrende Transaktionskonzepte: Sagas und Queued Transactions (Abschnitt 2.2.5)
2.2.1. Definition, ACID-Eigenschaften und elementare Operationen
In der Literatur sind verschiedene Definitionen vom Begriff Transaktion zu finden, die ha¨ufig je
nach Anwendungsgebiet variieren, aber im Allgemeinen sinngema¨ß gleiche Aussagen beinhalten.
Eine allgemeine Definition aus einem Lexikon [Klu01] lautet:
”
Allgemein der kleinste, unteilbare
und daher an einem Stu¨ck ununterbrochen abzuarbeitende Prozess einer Anwendung. Transak-
tionen werden daher vollsta¨ndig oder gar nicht abgearbeitet.“ Im Datenbankbereich hat sich eine
Referenzdefinition etabliert, die in [SH99] wie folgt wiedergegeben ist:
”
Eine Transaktion ist
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eine Folge von Operationen (Aktionen), die die Datenbank von einem konsistenten Zustand in
einen konsistenten, eventuell vera¨nderten, Zustand u¨berfu¨hrt, wobei das ACID-Prinzip eingehal-
ten werden muss.“
Ein wichtiges Merkmal einer Transaktion ist also, dass das ACID-Prinzip bzw. die so genann-
ten ACID-Eigenschaften (Atomicity, Consistency, Isolation, Durability, nach [HR83], basierend
auf [Gra78, Gra81]) eingehalten werden:
Atomicity (Atomarita¨t): Eine Transaktion wird ganz oder gar nicht ausgefu¨hrt, d.h. alle
Operationen einer Transaktion werden als logische Einheit gesehen. Insbesondere bei Ab-
bruch der Transaktion werden keine Zwischenergebnisse gespeichert, sondern der Zustand
zu Beginn der Transaktion wird wieder hergestellt.
Consistency (Konsistenz): Eine Transaktion, die ihr normales Ende erreicht, bewahrt die
Konsistenz der Datenbank, d.h. insbesondere, dass nach Ende einer Transaktion sa¨mtliche
physischen und logischen Integrita¨tsbedingungen erfu¨llt sind (siehe Abschnitt 2.3).
Isolation (Isolation): Durch die Transaktion bzw. durch das Transaktionssystem wird ein
”
logischer Einbenutzerbetrieb“ geboten, d.h. parallele Datenbankzugriffe durch nebenla¨ufige
Prozesse bleiben unsichtbar. Hiermit eingeschlossen ist, dass keine unerwu¨nschten Neben-
wirkungen auftreten, auch dann nicht, wenn eine Transaktion zuru¨ckgesetzt werden muss.
Durability (Dauerhaftigkeit): Nach dem erfolgreichen Ende einer Transaktion sind die Er-
gebnisse dieser Transaktion dauerhaft, d.h. die A¨nderungen u¨berstehen Fehler wie Rechner-
ausfall, Speicherfehler, Kommunikationsfehler etc.
Die Einhaltung der ACID-Eigenschaften wird auch als
”
das Transaktionskonzept“ [Rah93] be-
zeichnet. Eine
”
ACID-Transaktionen“ ist eine Transaktion, die die ACID-Eigenschaften einha¨lt.
Da neben diesen so genannten
”
flachen Transaktionen“ weiterfu¨hrende Transaktionsmodelle
bzw. -konzepte insbesondere fu¨r den verteilten Fall beno¨tigt wurden und werden, sind unter
anderem die
”
geschachtelten Transaktionen“ entwickelt worden (siehe Abschnitt 2.2.5), wobei
mitunter die ACID-Eigenschaften nur in abgeschwa¨chter Form umgesetzt werden. Beispielsweise
ist bei
”
langlebigen Transaktionen“, also Transaktionen mit langer Ausfu¨hrungszeit, ein Zuru¨ck-
setzen im Allgemeinen sehr aufwa¨ndig, so dass die Eigenschaft Atomarita¨t nur auf eine Teilfolge
der Operationen (
”
Teiltransaktion“) angewandt wird.
Die Gewa¨hrleistung der ACID-Eigenschaften, auch in abgeschwa¨chter Form, wird vom so
genannten
”
Transaktionssystem“ u¨bernommen. Die Eigenschaften Atomarita¨t und Dauerhaf-
tigkeit werden dabei von Freigabe- bzw. Commit-Protokollen (siehe Abschnitt 2.2.2) und die
Eigenschaft Isolation wird im Mehrbenutzerbetrieb durch Synchronisation erreicht (siehe Ab-
schnitt 2.2.3). Die U¨berwachung der Konsistenzeigenschaft ist schwer u¨berpru¨fbar. Falls so ge-
nannte Konsistenz- oder Integrita¨tsbedingungen (siehe Abschnitt 2.3.2) vorliegen, kann deren
Einhaltung u¨berpru¨ft werden. Andernfalls muss das Transaktionssystem davon ausgehen, dass
erfolgreiche Transaktionen die Datenbank wiederum in einen konsistenten Zustand u¨berfu¨hren
(siehe Abschnitt 2.3).
Damit ein Anwendungsprogramm transaktionsorientiert arbeiten kann, muss es dem Transak-
tionssystem zumindest den Anfang und das Ende einer Transaktion mitteilen. Da aus Sicht des
Anwendungsprogramms eine Transaktion eine Einheit darstellt, die entweder komplett wirksam
wird oder gar nicht (ein Abbruch der Transaktion kann auf Grund eines Systemfehlers oder auf
Grund der Anwendungslogik erfolgen), muss es fu¨r das Ende einer Transaktion zwei Operatio-
nen geben: Eine zum erfolgreichen Beenden einer Transaktion und eine zum Zuru¨cksetzen der
Transaktion. Weiterhin sollen innerhalb der Transaktionen Operationen mo¨glich sein, wobei an
dieser Stelle die elementaren Operationen Lesen und Schreiben eines Objekts eingefu¨hrt werden.
Somit ergeben sich fu¨nf elementare Operationen:
1. BOT: Begin of Transaction, Beginn einer Transaktion.
2. Commit: Erfolgreiches Ende einer Transaktion, d.h. die A¨nderungen werden gu¨ltig.
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3. Abort bzw. Rollback: Abbruch einer Transaktion, d.h. A¨nderungen werden zuru¨ckgesetzt.
4. ri(A): Lesen (read) eines Objektes A von der Transaktion i.
5. wi(A): Schreiben (write) eines Objektes A von der Transaktion i.
In dieser Dissertation werden Transaktionen im Datenbank-Kontext untersucht, so dass mit
diesen elementaren Operationen aus Sicht des Anwendungsprogramms die notwendige Funk-
tionalita¨t gegeben ist. Beispielsweise ko¨nnen die A¨nderungsanweisungen der Datenbanksprache
SQL (Structured Query Language [For99]), die den Standard bei relationalen Datenbanken bil-
det [Cod90], wie folgt durch write-Operationen abgebildet werden:
”
insert“ durch erstmaliges
Schreiben,
”
update“ durch erneutes Schreiben und
”
delete“ durch Schreiben von Nullwerten.
In [Dad96] werden lokale und globale Transaktionen, die auch verteilte Transaktionen genannt
werden, sinngema¨ß wie folgt definiert:
”
Transaktionen, die zu ihrer Ausfu¨hrung nur auf die lo-
kal vorhandenen Daten zugreifen mu¨ssen und keine Abstimmung mit Transaktionen an anderen
Rechnern erfordern, werden als lokale Transaktionen (local transactions) bezeichnet. Im Ge-
gensatz hierzu stehen Transaktionen, die rechneru¨bergreifend ausgefu¨hrt werden mu¨ssen. Diese
bezeichnet man als globale Transaktionen (global transactions) oder auch als verteilte Transak-
tionen (distributed transactions).“
Verteilte Transaktionen werden an irgendeinem Rechner gestartet und breiten sich von dort auf
andere Rechner aus. Somit teilt sich die globale Transaktion in mehrere
”
Teiltransaktionen“ oder
”
Subtransaktionen“, wobei eine Teiltransaktion auf einem Rechner als lokale Transaktion auf die-
sem Rechner gesehen werden kann. Die initiierende (Teil-)Transaktion wird als
”
Prima¨rtrans-
aktion“ (primary transaction, master transaction) bezeichnet. Eine Teiltransaktion kann ggf.
weitere Teiltransaktionen erzeugen, so dass sich ein hierarchischer
”
Transaktionsbaum“ ergeben
kann, an dessen Wurzel die Prima¨rtransaktion steht. Bei verteilten Transaktionen handelt es sich
nach [Rah94] nicht um so genannte geschachtelte Transaktionen (nested transactions [Mos85],
siehe Abschnitt 2.2.5), weil geschachtelte Transaktionen z.B. isolierte Zuru¨cksetzung von Teil-
transaktionen erlauben.
Die Beendigung einer Transaktion durch die Operation
”
commit“ bzw.
”
abort“ wird, wie be-
reits erwa¨hnt, von einem Transaktionssystem bzw. Transaktionsmanager u¨bernommen. Bei ei-
ner lokalen Transaktion wird die Einhaltung der ACID-Eigenschaften vom Transaktionssystem
u¨berwacht. Bei einer verteilten Transaktion mu¨ssen zusa¨tzlich die Teiltransaktionen koordiniert
werden, d.h. es muss sichergestellt werden, dass alle Teiltransaktionen entweder erfolgreich abge-
schlossen oder zuru¨ckgesetzt werden. Im Allgemeinen wird angenommen, dass an jedem Rechner
ein lokaler Transaktionsmanager existiert. Bei einer verteilten Transaktion wird ein Transakti-
onsmanager zum Koordinator, der sich mit den anderen beteiligten Transaktionsmanagern u¨ber
das Ende der verteilten Transaktion koordiniert. Der Koordinator kann der Transaktionsmanager
sein, auf dem die Prima¨rtransaktion gestartet wurde, oder ein gesondertes Transaktionssystem.
Fu¨r die Koordination wurden so genannte
”
Commit-Protokolle“ entwickelt.
2.2.2. Commit-Protokolle und XA-Protokoll
Commit-Protokolle dienen im Wesentlichen dazu, um von den ACID-Eigenschaften die Atoma-
rita¨t und die Dauerhaftigkeit durch geeignete Logging- und Recovery-Maßnahmen einzuhalten.
Bei lokalen Transaktionen wird dazu zuna¨chst ein so genannter
”
Commit-Satz“ in die Log-
Datei geschrieben. Wenn der Commit-Satz z.B. wegen eines Rechnerausfalls nicht vollsta¨ndig
geschrieben werden konnte, dann wird bei Wiederanlauf des Rechners der ju¨ngste transaktions-
konsistente Datenbankzustand durch Zuru¨cksetzen (Rollback, Abort) der Transaktionen herge-
stellt (Undo-Recovery). Andernfalls ist das erfolgreiche Ende der Transaktion garantiert, weil
durch das Schreiben in die Log-Datei die Wiederholbarkeit der Transaktion garantiert ist (Redo-
Recovery). Nach dem Schreiben des Commit-Satzes werden die A¨nderungen der erfolgreichen
Transaktion anderen Transaktionen sichtbar gemacht, z.B. durch Freigabe von Sperren (siehe
Abschnitt 2.2.3).
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Bei verteilten Transaktionen sind nach [Lam94] zusa¨tzlich folgende Anforderungen an das
Commit-Protokoll zu stellen: Wenn ein Rechner bzw. Transaktionsmanager fu¨r einen Abbruch
stimmt, dann muss der Koordinator ein
”
globales Abort“ ausrufen. Wenn alle Rechner bzw.
Transaktionsmanager fu¨r ein erfolgreiches Transaktionsende (Commit) stimmen, dann muss
der Koordinator die verteilte Transaktion mit Commit beenden. Die einfache Erweiterung der
Commit-Behandlung fu¨r den lokalen Fall auf mehrere Rechner reicht zur Erfu¨llung der Anfor-
derungen nicht aus. Wu¨rde z.B. ein Koordinator die lokalen Transaktionsmanager zum Commit
ihrer lokalen Transaktionen aufrufen und anschließend vor dem Schreiben des lokalen Commit-
Satzes ein beteiligter Rechner ausfallen, dann wu¨rde dieser Rechner bei Wiederanlauf ein Zuru¨ck-
setzen (Abort) durchfu¨hren, wa¨hrend andere Rechner ihre Teiltransaktionen erfolgreich beendet
haben. Daher sind im verteilten Fall erweiterte Protokolle no¨tig.
Das bekannteste Commit-Protokoll fu¨r verteilte Transaktionen ist das 2-Phasen-Commit-
Protokoll (2PC-Protokoll [Gra78]). Das 2PC-Protokoll basiert auf dem Grundgedanken, dass
alle an einer verteilten Transaktion T beteiligten Rechner bzw. Transaktionsmanager daru¨ber
abstimmen, ob T global
”
committed“ oder
”
aborted“ wird. Hierzu dienen die folgenden beiden
Phasen:
Phase 1
”
Prepare to Commit“: Der Koordinator fordert die Teilnehmer auf, das Com-
mit von T vorzubereiten, und erwartet das Abstimmungsergebnis:
”
Ready-to-Commit“ oder
”
Abort“.
Phase 2
”
Commit / Abort“: Falls der Koordinator von allen Knoten Zustimmung erha¨lt,
dann meldet der Koordinator
”
Commit“. Andernfalls, wenn nur ein Knoten seine Zustim-
mung verweigert, wird
”
Abort“ gemeldet.
Eine wichtige Voraussetzung fu¨r das Funktionieren des 2PC-Protokolls ist es, dass jeder Rech-
ner, der Ready-to-Commit gemeldet hat, das folgende Commit oder Abort des Koordinators
dann auch tatsa¨chlich ausfu¨hren kann. Insbesondere darf ein Rechner seine Zustimmung nicht
wieder zuru¨cknehmen bzw. die lokale Transaktion nach seiner Ready-to-Commit-Meldung aus
eigener Entscheidung abbrechen oder zuru¨cksetzen. Daher muss ein Rechner, der bei Wieder-
anlauf nach einem Absturz eine Teiltransaktion im Ready-to-Commit-Zustand hat, sich beim
Koordinator melden und dort die endgu¨ltige Entscheidung erfragen. Hier offenbart sich auch die
Schwa¨che des 2PC-Protokolls, weil bei einem dauerhaften Ausfall des Koordinators beteiligte
Rechner ggf. blockiert bleiben. Abhilfe gegen derartige Blockierungen sind unter bestimmten
Einschra¨nkungen durch das 3-Phasen-Commit-Protokoll [BHG87] mo¨glich.
Die Open Group (http://www.opengroup.org/, vormals die X/Open-Organisation), ein Kon-
sortium verschiedener Hersteller von IT-Technologien, entwickelt unter anderem auch Standards
fu¨r verteilte Transaktionsverarbeitung. Unter X/Open DTP (Distributed Transaction Processing
[Ope03]) wurden Schnittstellen und Kommunikationsprotokolle fu¨r eine herstelleru¨bergreifende
Transaktionsverarbeitung spezifiziert, die auf dem 2PC-Protokoll basieren und zu einem De-
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Abbildung 2.1.: X/Open-Modell eines zentralisierten Transaktionssystems (nach [Lam94])
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facto-Standard geworden sind. In Abbildung 2.1 ist das X/Open-Modell fu¨r den zentralen Fall
dargestellt. Ein Resource-Manager (RM), der im obigen Sinne ein Transaktionsmanager ohne
Koordinationsfunktionalita¨t ist, u¨bernimmt die lokale Transaktionsverarbeitung, wobei die lo-
kalen Anwendungen nicht nur Datenbanken, sondern beliebige Ressourcen sein ko¨nnen, wie z.B.
ein Drucker, ein Dateisystem oder ein Mail-Server. Ein Transaction-Manager (TM) u¨bernimmt
die Rolle des Koordinators. Fu¨r die Resource-Manager wurde die so genannte XA-Schnittstelle
und fu¨r die Transaction-Manager die so genannte TX-Schnittstelle spezifiziert.
Bei einer Transaktionsausfu¨hrung u¨bermittelt eine Anwendung u¨ber die TX-Schnittstelle dem
TM den Beginn, das Ende oder den Abbruch einer verteilten Transaktion. Nach dem Beginn der
Transaktion, fu¨r die der TM eine eindeutige Transaktionsnummer vergibt, kann die Anwendung
u¨ber die RM API (Application Programming Interface, Anwendungsschnittstelle) Operationen
auf die Ressource durchfu¨hren, z.B. SQL-Statements fu¨r Resource-Manager einer relationalen
Datenbank. Wenn die verteilte Transaktion erfolgreich beendet werden soll, muss die Anwendung
lediglich dem TM ein
”
Commit“ senden. Der TM fu¨hrt dann u¨ber die XA-Schnittstelle ein 2PC-
Protokoll mit den Resource-Managern durch.
Auch fu¨r verteilte Transaktionssysteme hat die Open Group unter X/Open DTP ein Modell
entwickelt (siehe z.B. [GR93]). In diesem Fall gibt es mehrere Transaction-Manager, die jeweils
auf
”
ihre“ Resourcen-Manager zugreifen, also analog zur Abbildung 2.1. Zusa¨tzlich existiert
zu jedem Transaction-Manager ein Communication-Manager (CM), der die Kommunikation zu
anderen Transaction-Manager u¨ber deren CM herstellt. Neben X/Open DTP gibt es weitere
Standardisierungsansa¨tze, wie beispielsweise Remote Database Access (RDA) etc. (siehe z.B.
[GR93, Rah94, Lam94]).
In Abschnitt 1.1 wurde motiviert, dass in dieser Arbeit die Replikation von Daten insbe-
sondere im Kontext von Systemintegration betrachtet wird. Wenn Altanwendungen integriert
werden mu¨ssen, ist die Fa¨higkeit der Altanwendungen, an einer verteilten Transaktionsverar-
beitung teilnehmen zu ko¨nnen, von zentraler Bedeutung. Weil so genannte Integrations- bzw.
Applikationsserver (siehe z.B. [Gor00]) im Allgemeinen Transaktionsdienste gema¨ß der X/Open-
DTP-Spezifikation bereitstellen, ko¨nnen bei Verwendung dieser Transaktionsdienste Altanwen-
dungen genau dann an verteilten Transaktionen teilnehmen, wenn sie die XA-Schnittstelle bzw.
das XA-Protokoll unterstu¨tzen.
2.2.3. Synchronisation von Nebenla¨ufigkeit und Serialisierbarkeit
Durch die Eigenschaft Isolation der ACID-Eigenschaften (siehe Abschnitt 2.2.1) soll im Mehrbe-
nutzerbetrieb ein logischer Einbenutzerbetrieb erreicht werden. Die nebenla¨ufige Verarbeitung
(u¨berlappende bzw. konkurrierende Verarbeitung) von Transaktionen soll den Benutzern verbor-
gen bleiben. Wenn alle Transaktionen seriell, also nacheinander, ausgefu¨hrt werden, dann ist ohne
Synchronisationsmaßnahmen ein logischer Einbenutzerbetrieb erreicht. Eine serielle Ausfu¨hrung
von Transaktionen geht aber zu Lasten des Gesamtdurchsatzes, d.h. es ist mit nicht akzepta-
blen Leistungseinbußen zu rechnen, weil z.B. bei Transaktionsunterbrechungen auf Grund von
E/A-Vorga¨ngen die Prozessoren nicht ausgelastet sind.
Demgegenu¨ber birgt die nebenla¨ufige Verarbeitung ohne jegliche Kontrolle die Gefahr der so
genannten
”
Nebenla¨ufigkeitsanomalien“: Verlorengegangene A¨nderungen (lost update), Lesen
schmutziger A¨nderungen (dirty read), inkonsistente Analyse (non-repeatable read) und Phan-
tome [Reu87, HR01]. Zur Vermeidung dieser Nebenla¨ufigkeitsanomalien werden Synchronisati-
onsverfahren verwendet, deren Ziel es ist, das so genannte Korrektheitskriterium
”
Serialisier-
barkeit“ [EGLT76, Pap86, BHG87] zu erfu¨llen. Serialisierbarkeit bzw. serialisierbare Ausfu¨hrung
bedeutet, dass die nebenla¨ufige Ausfu¨hrung von Transaktionen a¨quivalent zu irgendeiner seriel-
len Ausfu¨hrung der Transaktionen ist. Hiermit ist nach [Rah94] gemeint:
”
A¨quivalent bedeutet
in diesem Zusammenhang, dass fu¨r jede der Transaktionen dieselbe Ausgabe wie in der seriel-
len Abarbeitungsreihenfolge abgeleitet wird und dass der gleiche Datenbank-Endzustand erzeugt
wird.“
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In [Dad96] werden
”
korrekte Transaktionsausfu¨hrungen“ anhand des Kriteriums Serialisier-
barkeit definiert, wobei zwischen dem lokalen und dem verteilten Fall unterschieden wird. Es
wird angemerkt, dass es im verteilten Fall nicht hinlangt, wenn die lokalen (Teil-)Transaktions-
ausfu¨hrungen serialisierbar sind, sondern dass eine A¨quivalenz zu einer seriellen Ausfu¨hrung
auch fu¨r die verteilte Transaktion gelten muss. Eine Pru¨fung der Serialisierbarkeit ist durch so
genannte Transaktionsabha¨ngigkeitsgraphen mo¨glich, wobei das Ergebnis im Allgemeinen leider
erst nachtra¨glich ermittelt wird [Pei87]. Daher werden zur Synchronisation eher Verfahren ein-
gesetzt, fu¨r die nachgewiesen wurde, dass sie die Serialisierbarkeit gewa¨hrleisten. Nach [Rah94]
lassen sich die Mehrzahl der vorgeschlagenen Verfahren entweder den Sperrverfahren, den opti-
mistischen Protokollen sowie den Zeitmarkenverfahren zuordnen.
Beim Sperrverfahren belegen Transaktionen wa¨hrend ihrer Verarbeitung die beno¨tigten Ob-
jekte mit Sperren, wobei ha¨ufig zwischen Lesesperren (vertra¨glich zu weiteren Lesesperren)
und Schreibsperren (exklusive Sperren) unterschieden wird. Das so genannte
”
Zwei-Phasen-
Sperrprotokoll“ (2-Phase-Locking, 2PL-Protokoll [Gra78]) garantiert Serialisierbarkeit dadurch,
dass in der Sperrphase beno¨tigte Objekte vor dem Zugriff gesperrt werden und in der Freiga-
bephase die Sperren freigegeben werden, ohne nach einer Freigabe weitere Sperren anzufordern.
Falls andere Transaktionen auch auf gesperrte Objekte zugreifen mo¨chten, mu¨ssen sie warten,
bis diese Objekte wieder freigegeben werden. Dadurch kann es zu Verklemmungen von Trans-
aktionen kommen, zu so genannten
”
Deadlocks“, d.h. dass Transaktionen zyklisch aufeinander
warten. Diese Deadlocks mu¨ssen vermieden oder erkannt und behandelt werden (siehe z.B.
[CES71, Elm86, Lev03]).
Die optimistischen Protokolle bzw. Synchronisationsverfahren (optimistic concurrency con-
trol [KR81]) gehen von der Annahme aus, dass Zugriffskonflikte selten und die Transaktionen
eher kurz sind. Deshalb ist eine Wiederholung der Transaktion im Konfliktfall billiger als ei-
ne Blockierung und eine eventuelle Analyse auf Verklemmungen. Beim optimistischen Protokoll
durchla¨uft eine Transaktion drei Phasen: In der Lesephase werden beno¨tigte Objekte ohne Setzen
irgendwelcher Sperren gelesen. A¨nderungsoperationen werden auf Kopien im privaten Adress-
bereich ausgefu¨hrt. In der Validationsphase, die exklusiv durchlaufen wird, wird gepru¨ft, ob
mo¨glicherweise inkonsistente Daten gelesen wurden. Hierzu wird gepru¨ft, ob andere Transaktio-
nen mittlerweile Objekte gea¨ndert haben. Wenn die Validationsphase erfolgreich u¨berstanden
ist, dann werden in der Schreibphase alle gea¨nderten Objekte gespeichert.
Die Zeitmarkenverfahren verwenden Zeitstempel (siehe Abschnitt 2.1.1), die bei Beginn einer
Transaktion gesetzt werden (Begin-of-Transaction-Zeitmarke, BOT-Zeitmarke). Ein Vertreter
der Zeitmarkenverfahren ist beispielsweise das
”
Basic Timestamp Ordering“ [BG81]. In der
Serialisierungsreihenfolge ist die Position einer Transaktion durch die BOT-Zeitmarke festgelegt.
Falls zwei Transaktionen miteinander in Konflikt geraten, so
”
gewinnt“ je nach angewendetem
Verfahren entweder stets die
”
a¨ltere“ oder stets die
”
ju¨ngere“ und die andere Transaktion wird
abgebrochen oder erneut aufgesetzt.
2.2.4. Abgeschwa¨chte Serialisierbarkeitskriterien
Das in Abschnitt 2.2.3 vorgestellte Korrektheitskriterium Serialisierbarkeit wird auch
”
Kon-
fliktserialisierbarkeit“ genannt (siehe z.B. [Pap86]). Es gewa¨hrleistet eine korrekte, nebenla¨ufige
Verarbeitung von Transaktionen. Die Folge ist jedoch, dass Transaktionen unter Umsta¨nden
abgebrochen werden mu¨ssen. Daher versuchte eine Reihe von Forschungsarbeiten, die Transak-
tionsverwaltung durch Unterstu¨tzung schwa¨cherer Korrektheitskriterien als der Konfliktseriali-
sierbarkeit zu erleichtern, d.h. durch Erweiterungen und/oder Nutzen weiterer Informationen
die Anzahl der Transaktionsabbru¨che im Vergleich zur Konfliktserialisierbarkeit zu reduzieren.
Diese Arbeiten werden nach [RMB+93] in drei Kategorien klassifiziert:
1. Nutzen der Semantik von Datenbankoperationen: Bei diesen Arbeiten (siehe z.B. [Kor83,
Wei88, Wei91, BR92]) werden im Allgemeinen Transaktionen als eine Folge von ho¨her stufi-
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gen Operationen (high-level operations) aufgefasst. Anstatt der einfachen Folge von Schreib-
und Leseoperationen wird Kommutativita¨t dieser ho¨her stufigen Operationen genutzt, um
Konflikte zu erkennen, die einen Abbruch von Transaktionen erfordern.
2. Nutzen der Semantik von Transaktionen: Allgemein fallen unter dieser Kategorie diejenigen
Arbeiten, die Erweiterungen bzw. Abschwa¨chungen der Serialisierbarkeit von Transaktionen
ausschließlich auf Basis elementarer Transaktionsoperationen vornehmen (siehe z.B. [GM83,
FO¨89]). Hierunter fallen beispielsweise auch die so genannten geschachtelten Transaktionen
(siehe Abschnitt 2.2.5) oder abgeschwa¨chte Serialisierbarkeitskriterien (siehe unten).
3. Nutzen von Integrita¨tsbedingungen: Bei diesen Arbeiten werden die Integrita¨tsbedingun-
gen der beteiligten Datenbanken genutzt. Nebenla¨ufige Transaktionen werden zugelassen,
wenn nach bestimmten Regeln die Integrita¨tsbedingungen nicht verletzt werden. Der be-
kannteste Vertreter dieser Kategorie ist die pra¨dikatenweise Serialisierbarkeit (predicatewise
serializability [KS88, KKB88]).
Fu¨r die vorliegende Arbeit ist die zweite Kategorie von besonderem Interesse und davon speziell
die abgeschwa¨chten Serialisierbarkeitskriterien. Hier werden nebenla¨ufige Transaktionen auch
dann noch zugelassen, obwohl im Sinne der Konfliktserialisierbarkeit Konflikte aufgetreten sind,
die jedoch aus Anwendungssicht toleriert werden ko¨nnen. Folgende Serialisierbarkeitskriterien
werden detaillierter betrachtet:
• Quasi-Serialisierbarkeit [DE89]
• Mehrversionen-Serialisierbarkeit [BG83a]
• Epsilon-Serialisierbarkeit [PL90, PL92]
• Konsistenzstufen [GLPT76], Isolationslevel [DD97] und Konsistenzanforderungen [GMW82]
Bei der Quasi-Serialisierbarkeit mu¨ssen die lokalen Transaktionsausfu¨hrungen serialisierbar und
die globalen Transaktionsausfu¨hrungen mu¨ssen a¨quivalent zu einer quasi-seriellen Ausfu¨hrung
sein. Nach [DE89] bedeutet eine quasi-serielle Ausfu¨hrung:
”
Wenn eine totale Ordnung auf den
globalen Transaktionen existiert, so dass, wenn Gi vor Gj in dieser Ordnung steht, in jeder loka-
len Abarbeitungsreihenfolge gilt: wenn Operationen von Gi und Gj in der Abarbeitungsreihenfolge
enthalten sind, dann stehen alle solche Operationen von Gi vor allen solchen Operationen von
Gj.“ Nach [Rah94] sind globale Transaktionsausfu¨hrungen, die auf Grund von lokalen Trans-
aktionen ohne Wechselwirkung auf die globalen (Teil-)Transaktionen nicht-serialisierbar sind,
ha¨ufig quasi-serialisierbar und ko¨nnen damit zugelassen werden. Eine weitere Abschwa¨chung
zur Quasi-Serialisierbarkeit stellt die zweistufige Serialisierbarkeit (Two-Level Serializability
[MRKS98]) dar, bei der die globalen und die lokalen Transaktionsausfu¨hrungsfolgen getrennt
betrachtet werden.
Die Mehrversionen-Serialisierbarkeit zeichnet sich dadurch aus, dass fu¨r gea¨nderte Objekte
zumindest zeitweise mehrere Versionen gefu¨hrt werden. Wa¨hrend Schreiboperationen immer auf
das aktuelle Objekt zugreifen und bei der A¨nderung eine neue Version erzeugen, wird bei Lese-
zugriffen entschieden, welche Version des Objekts gelesen wird. Dabei soll sichergestellt werden,
dass nur solche Versionen gelesen werden, die eine konsistente Sicht auf die Datenbank gewa¨hr-
leisten. Dafu¨r wird im Allgemeinen der Stand herangezogen, der zu Beginn der Transaktion gu¨ltig
war, wie z.B. bei der
”
Snapshot Isolation“ [BBG+95]. Fu¨r die Synchronisation der Schreibzugrif-
fe kann nach [Rah94] jedes Synchronisationsverfahren verwendet werden. Transaktionen, die nur
lesend zugreifen, mu¨ssen nicht synchronisiert werden, weil u¨ber die Versionen eine konsistente
Sicht gewa¨hrleistet ist. Der Nachteil besteht darin, dass mo¨glicherweise veraltete Daten gelesen
werden, insbesondere bei langlebigen Transaktionen.
Die Epsilon-Serialisierbarkeit verwendet so genannte Epsilon-Transaktionen (ET) anstatt der
ACID-Transaktionen. Transaktionen werden unterteilt in Query-ET und Update-ET. Query-
ET fu¨hren nur Lesezugriffe auf Daten durch. Demgegenu¨ber enthalten Update-ET mindestens
einen Schreibzugriff. Wa¨hrend Update-ET nach wie vor untereinander serialisiert werden, kann
fu¨r eine Query-ET der tolerierbare Grad der Inkonsistenz spezifiziert werden. Dazu wird ein
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Abstandsmaß zum aktuellen Objekt festgelegt, z.B. Anzahl erfolgter Aktualisierungen oder eine
Wertdifferenz. Innerhalb eines Epsilon-Bereichs wird dann das Lesen
”
veralteter“ Daten toleriert.
A¨hnlich wird bei dem Korrektheitskriterium
”
bounded ignorance“ [KB91] verfahren, bei dem eine
bestimmte Zahl ausgelassener Schreibtransaktionen toleriert wird.
Durch das 2-Phasen-Sperrprotokoll (siehe Abschnitt 2.2.3) wird Konfliktserialisierbarkeit ga-
rantiert, aber die Lese- und Schreibsperren mu¨ssen
”
lange“ gesetzt bleiben, d.h. bis zum Transak-
tionsende. In [GLPT76] werden vier Konsistenzstufen mittels
”
kurzer“ Sperren definiert: Je nach
Konsistenzstufe sind Schreib- bzw. Lesesperren mo¨glich, die schon vor Transaktionsende freige-
geben werden. Dadurch ko¨nnen mehr Transaktionen parallel ausgefu¨hrt werden, aber es werden
Nebenla¨ufigkeitsanomalien in Kauf genommen (siehe Abschnitt 2.2.3). Im SQL92-Standard (sie-
he z.B. [DD97]) werden ebenfalls vier Konsistenzstufen (so genannte Isolationslevel) definiert,
bei denen in Abha¨ngigkeit der Stufe jeweils die Nebenla¨ufigkeitsanomalien
”
Dirty Reads“,
”
Non-
repeatable Reads“ oder
”
Phantome“ toleriert werden. In [GMW82] werden abgestufte Konsis-
tenzanforderungen fu¨r Lese-Transaktionen definiert, d.h. fu¨r Transaktionen, die nur Lesezugriffe
durchfu¨hren, kann zwischen starker, abgeschwa¨chter und keiner Konsistenzanforderung (strong,
weak and no consistency requirements) unterschieden werden.
Wenn die Quasi-Serialisierbarkeit als Korrektheitskriterium fu¨r die Synchronisation von ne-
benla¨ufigen Transaktionen eingesetzt wird, mu¨ssen im Vergleich zur Konfliktserialisierbarkeit
im Allgemeinen weniger Transaktionen abgebrochen werden. Dennoch wird die Konsistenz ge-
wahrt. Bei der Mehrversionen-Serialisierbarkeit wird ebenfalls eine konsistente Sicht auf die
Datenbank gewa¨hrleistet, jedoch sind bei Lesezugriffen die Daten mitunter veraltet. Bei der
Epsilon-Serialisierbarkeit werden bewusst Inkonsistenzen bei Lesezugriffen in Kauf genommen,
d.h. es werden mo¨glicherweise sowohl veraltete als auch aktuelle Daten gelesen. Bei Verwendung
von Konsistenzstufen ist in der schwa¨chsten Form sogar das Lesen ungu¨ltiger Daten mo¨glich.
Insbesondere die Mehrversionen- und die Epsilon-Serialisierbarkeit spielen bei der Replikation
eine Rolle, weil sich der Korrektheitsbegriff auf die replizierten Daten u¨bertragen la¨sst (siehe
Abschnitt 3.2.2).
2.2.5. Weiterfu¨hrende Transaktionskonzepte: Sagas und Queued Transactions
Als Erweiterung zu dem Transaktionskonzept, das auf den ACID-Eigenschaften (siehe Ab-
schnitt 2.2.1) basiert, wurden Konzepte entwickelt, in denen innerhalb einer Transaktion weitere
Transaktionen gestartet werden ko¨nnen, d.h. eine Vater-Transaktion kann Kind-Transaktionen
starten, die auch wiederum weitere Kind-Transaktionen starten ko¨nnen. Die Kind-Transaktionen
werden auch als Teil- oder Subtransaktionen bezeichnet, wobei es sich hier im Gegensatz zu
den Subtransaktionen einer verteilten Transaktion, die eine Strukturierung hinsichtlich der
ausfu¨hrenden Rechner darstellt (siehe Abschnitt 2.2.1), um eine Strukturierung von
”
Anwen-
dungsfunktionen“ handelt. Mit diesen Konzepten werden somit geschachtelte Transaktionen
(nested transactions [Mos85]) mo¨glich. Durch diese weiterfu¨hrenden Transaktionskonzepte sol-
len vor allem lange Blockierungen vermieden werden, die durch zu langes Sperren von Objekten
entstehen ko¨nnen.
Je nachdem, ob die Vater-Transaktion erst nach dem Ende der Kind-Transaktion commit-
ted oder auch vor dem Ende der Kind-Transaktion bereits committed hat, kann zwischen
geschlossen- und offen-geschachtelten Transaktionen unterschieden werden [HR01]. Geschlossen-
geschachtelte Transaktionen gewa¨hrleisten weiterhin die ACID-Eigenschaften, bieten aber iso-
lierte Zuru¨cksetzbarkeit der Subtransaktionen und damit intern differenzierte Ru¨cksetzmo¨glich-
keiten. Demgegenu¨ber garantieren die offen-geschachtelten Transaktionen nicht mehr die Isola-
tion und haben abgeschwa¨chte Konsistenzbegriffe, d.h. die ACID-Eigenschaften werden nicht
vollsta¨ndig erfu¨llt.
Im Folgenden sollen zwei Transaktionskonzepte der offen-geschachtelten Transaktionen detail-
lierter betrachtet werden, die fu¨r die vorliegende Arbeit von Interesse sind (siehe Abschnitt 6.3):
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Client
Transaktion T1:
Start
get input
construct request
Enqueue (request queue)
Commit
Request 
queue
Server
Transaktion T2:
Start
Dequeue (request queue)
process request
Enqueue (reply queue)
CommitTransaktion T3:Start
Dequeue (reply queue)
decode reply
process output
Commit
Reply 
queue
ACID-Eigenschaften
Abbildung 2.2.: Queued Transaction Processing Modell (nach [BN97])
• Sagas [GMS87] (auch
”
verkettete Transaktion“)
• Queued Transactions [BHM90, BN97]
Eine Saga-Transaktion besteht aus einer Folge von einzelnen (Teil-)Transaktionen T1,...,Tn. Bei
Abbruch ko¨nnen die bis dahin abgeschlossenen Einzeltransaktionen Ti (i ∈ 1,..,n) nicht mehr
zuru¨ckgesetzt werden, da sie bereits erfolgreich beendet wurden, d.h. sie mu¨ssen jeweils durch
geeignete Kompensationstransaktionen [KLS90] in ihrer Wirkung ru¨ckga¨ngig gemacht werden.
Somit muss zu jeder Transaktion Ti eine geeignete Kompensationstransaktion Ci existieren. In
[GMS87] wird diese Form als Backward Recovery bezeichnet. Alternativ kann ab einer geeigne-
ten Stelle (
”
Saga Save Point“) ein Forward Recovery durchgefu¨hrt werden, d.h. es erfolgt ein
Zuru¨cksetzen bis zum Saga Save Point und ein neues Aufsetzen der nicht ausgefu¨hrten Teiltrans-
aktionen. Fu¨r verkettete Transaktionen treffen isolierte Zuru¨cksetzbarkeit und Serialisierbarkeit
im Sinne der ACID-Eigenschaften nicht mehr zu. Sie sind fu¨r Anwendungen geeignet, die auf die-
se Eigenschaften nicht unbedingt angewiesen sind und diese abgeschwa¨chte Form der Konsistenz
tolerieren.
Das Queued Transaction Processing Modell wird in Abbildung 2.2 anhand des Client/Server-
Modells erla¨utert. Eine Transaktion zerfa¨llt in drei Teiltransaktionen, wobei die Kommunikation
u¨ber zwei Warteschlangen, der
”
request queue“ und der
”
reply queue“, erfolgt:
T1 Ein Client stellt eine Anfrage in die request queue.
T2 Der Server holt die Anfrage aus der request queue, bearbeitet sie und stellt eine Antwort
in die replay queue.
T3 Der Client holt die Antwort aus der reply queue und bearbeitet sie.
Die drei Teiltransaktionen unterliegen jeweils den ACID-Eigenschaften, beispielsweise muss die
Teiltransaktion T2, d.h. das Holen der Anfrage, die Bearbeitung und das Bereitstellen der Ant-
wort, atomar verarbeitet werden (in Abbildung 2.2 durch die gepunktete Linie angedeutet).
Durch die Entkopplung u¨ber die Warteschlangen wird unter anderem eine gro¨ßere Unabha¨ngig-
keit der Systeme erreicht, die durch einen ho¨heren Kommunikationsaufwand erkauft wird.
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Um bewerten zu ko¨nnen, ob die Daten bzw. die Zugriffe auf die Daten insbesondere im Mehr-
benutzerbetrieb widerspruchsfrei sind, wurden Konsistenzbegriffe und Korrektheitskriterien ein-
gefu¨hrt. Bevor im Abschnitt 3.2.2 auf die Konsistenz und Korrektheit von Replikaten eingegan-
gen wird, werden die Begriffe in diesem Abschnitt im Allgemeinen diskutiert. Speziell im Daten-
bankbereich wird auch der Begriff Integrita¨t verwendet, mit dem Aussagen zu einer zula¨ssigen
Verarbeitung von Operationen und Transaktionen gemacht werden.
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Obwohl die Begriffe in der Literatur unterschiedlich definiert werden, kann vereinfacht gesagt
werden, dass mittels der Begriffe Konsistenz, Korrektheit und Integrita¨t die Menge der zula¨ssi-
gen Transaktionen festgelegt wird, d.h. beispielsweise, dass Transaktionen, die die Konsistenz
verletzen, abgebrochen werden. Wenn z.B. eine
”
starke“ Definition von Konsistenz angewandt
wird, dann werden mitunter mehr Transaktionen abgebrochen als no¨tig. Daher wurden auch so
genannte
”
abgeschwa¨chte“ Konsistenz- bzw. Korrektheitsbegriffe definiert, die zwar eine gro¨ßere
Anzahl nebenla¨ufiger Transaktionen zulassen, aber dennoch den Anforderungen spezieller An-
wendungsbereiche genu¨gen. Wa¨hrend U¨berblicke z.B. in [EGLT76, TGGL82, Pap86] niedergelegt
sind, sollen die fu¨r diese Arbeit wichtigen Aspekte im Folgenden diskutiert werden:
• Konsistenz, Korrektheit und Integrita¨t (Abschnitt 2.3.1)
• Integrita¨ts- bzw. Konsistenzbedingungen (Abschnitt 2.3.2)
• Daten- und Transaktionskonsistenz, abgeschwa¨chte Konsistenz (Abschnitt 2.3.3)
• Konsistenzmodelle verteilter, gemeinsamer Speicher (Abschnitt Abschnitt 2.3.4)
2.3.1. Konsistenz, Korrektheit und Integrita¨t
In der Literatur werden die Begriffe Konsistenz, Korrektheit und Integrita¨t nicht einheitlich
verwendet. Integrita¨t wird z.B. in [TvS02] hinsichtlich der Zuverla¨ssigkeit verteilter Systeme
wie folgt definiert:
”
Integrita¨t ist die Eigenschaft, dass A¨nderungen an einem System nur von
autorisierten Benutzern vorgenommen werden ko¨nnen.“ Im Datenbankbereich bezieht sich In-
tegrita¨t auf den Zustand der Daten, z.B. nach [Dat03]:
”
Vertraulichkeit (Security) meint Schutz
der Daten gegen nicht autorisierte Benutzer. Integrita¨t meint Schutz der Daten gegen autorisier-
te Benutzer.“ Selbst in der Datenbank-Literatur werden die Begriffe Integrita¨t, Konsistenz und
Korrektheit unterschiedlich definiert: Einerseits werden Abgrenzungen zwischen den Begriffen
vorgenommen, andererseits werden sie mehr oder weniger synonym verwendet.
In [Sch90] wird Integrita¨t und Konsistenz wie folgt unterschieden:
”
Integrita¨t bezeichnet die
U¨bereinstimmung der Datenbank mit der realen Welt, was nicht vom Datenbanksystem u¨berpru¨ft
werden kann. Konsistenz bedeutet das Erfu¨llen von Konsistenzbedingungen. Konsistenzbedingun-
gen sind explizit spezifizierte Regeln zur genaueren Modellierung des abzubildenden Ausschnitts
der realen Welt. Diese Regeln ko¨nnen vom Datenbanksystem u¨berpru¨ft und sichergestellt wer-
den.“ In a¨hnlicher Weise werden die Begriffe ha¨ufig gegeneinander abgegrenzt, d.h. durch Ein-
halten spezieller Bedingungen wird Konsistenz erreicht, wa¨hrend bei Integrita¨t bzw. Korrektheit
ein Vergleich zur realen Welt hergestellt wird. So auch in [Dat03]:
”
Integrita¨t bedeutet, sicherzu-
stellen, dass die Dinge, die Benutzer tun, korrekt sind.“ und
”
Ein System kann nicht Wirklich-
keit erzwingen, nur Konsistenz.“ Hier wird also Integrita¨t und Korrektheit in a¨hnlicher Weise
verwendet, wobei Korrektheit als U¨bereinstimmung mit der realen Welt definiert wird.
Andere Autoren beziehen auch den Begriff Konsistenz auf die reale Welt, so dass die Be-
griffe Integrita¨t, Konsistenz und Korrektheit synonym verwendet werden ko¨nnen. So auch nach
[SS83a]:
”
Synonym zum Begriff der Integrita¨t der Daten verwenden wir den Begriff Konsistenz.
Mit Konsistenz hat man den Blick auf die Widerspruchsfreiheit (auch gegenu¨ber der Realwelt)
und die Vollsta¨ndigkeit der Daten im Auge, weniger die technischen Aspekte, die zu ihrer Erhal-
tung zu beru¨cksichtigen sind. Letzten Endes ist mit beiden Begriffen die Korrektheit der Daten in
Bezug auf die Realwelt gemeint.“ Eine a¨hnliche Auffassung ist im Glossar von [GR93] zu finden,
wo konsistent mit korrekt erkla¨rt wird.
Einigkeit besteht daru¨ber, dass nicht u¨berpru¨ft werden kann, ob die Daten einer Datenbank
mit der realen Welt u¨bereinstimmen. Es kann beispielsweise bei Adressdaten gepru¨ft werden, ob
eine zula¨ssige Postleitzahl eingegeben wurde, aber es la¨sst sich nicht pru¨fen, ob eine zula¨ssige
Adresse dem wirklichen Wohnsitz einer Person entspricht oder ob diese Daten mittlerweile nicht
mehr aktuell sind, weil die Person umgezogen ist. Es kann lediglich untersucht werden, ob die
zuletzt eingegebenen Daten speziellen Bedingungen genu¨gen. Diese Bedingungen werden
”
Inte-
grita¨tsbedingungen“ oder auch
”
Konsistenzbedingungen“ genannt (siehe Abschnitt 2.3.2). Auch
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die Einbeziehung so genannter Gu¨ltigkeitszeiten, mit denen Zustandsa¨nderungen von Objekten
der realen Welt in temporalen Datenbanken (siehe z.B. [Sno99]) beru¨cksichtigt werden, schafft
keine Abhilfe, weil auch diese Zeiten erst bei Eingabe in die Datenbank auf Integrita¨ts- bzw.
Konsistenzbedingungen gepru¨ft werden ko¨nnen, selbst bei automatischer Eingabe beispielswei-
se u¨ber Sensoren. In [Ram93] wird demzufolge ein Datenobjekt als korrekt definiert, wenn es
”
logisch konsistent“ ist, d.h. Integrita¨tsbedingungen werden eingehalten, und wenn es
”
zeitlich
konsistent“ ist, d.h. spezielle zeitliche Bedingungen werden erfu¨llt.
In dieser Arbeit werden die Begriffe Integrita¨t, Konsistenz und Korrektheit analog zu [SS83a]
(siehe oben) synonym verwendet. Da, wie bereits angemerkt, nicht u¨berpru¨ft werden kann, ob
die Daten mit der realen Welt u¨bereinstimmen, wird das Augenmerk im Allgemeinen auf die
zuletzt eingebrachten A¨nderungen gelegt, also nach [Ram93] auf die
”
logische Konsistenz“. In
[Rah94] wird Konsistenz als zweite der ACID-Eigenschaften (siehe Abschnitt 2.2.1) wie folgt
definiert:
”
Die Transaktion ist die Einheit der Datenbank-Konsistenz. Dies bedeutet, dass bei
Beginn und nach Ende einer Transaktion sa¨mtliche physischen und logischen Integrita¨tsbedin-
gungen [SW85, Reu87] erfu¨llt sind.“ A¨nderungen sind demnach genau dann konsistent und
korrekt, wenn sa¨mtliche Integrita¨tsbedingungen erfu¨llt sind.
2.3.2. Integrita¨ts- bzw. Konsistenzbedingungen
Wie auch in [GR93], wo im Glossar Integrita¨ts- und Konsistenzbedingungen gleich gesetzt wer-
den und Konsistenzbedingungen das Einhalten von Vor-, Nach- und Transformationsbedingun-
gen bei der Transaktionsverarbeitung meint, soll in dieser Arbeit kein Unterschied hinsichtlich
dieser Begriffe erfolgen. In der deutschsprachigen Datenbank-Literatur wird im Allgemeinen von
Integrita¨tsbedingungen anstatt von Konsistenzbedingungen gesprochen. So wird der Begriff In-
tegrita¨tsbedingung z.B. in [HS00] wie folgt definiert:
”
Allgemein wird als Integrita¨tsbedingung
eine Bedingung fu¨r die
”
Zuverla¨ssigkeit“ oder
”
Korrektheit“ bezeichnet. In Bezug auf Datenban-
ken kann diese Bedingung einzelne Datenbankzusta¨nde, Zustandsu¨berga¨nge oder auch langfristige
Datenbankentwicklungen betreffen.“
Integrita¨tsbedingungen ko¨nnen nach verschiedenen Dimensionen klassifiziert werden, z.B. in
operationale und semantische Integrita¨tsbedingungen [SS83a]. Die operationalen Integrita¨ts-
bedingungen sind Bedingungen, die nicht vom Datenbankprogrammierer beeinflusst werden
ko¨nnen, sondern vom Datenbankmanagementsystem und dem zugrunde liegenden Betriebssys-
tem. Hierunter fallen die so genannten physischen Integrita¨tsbedingungen, die die Vollsta¨ndigkeit
der Zugriffspfade und der physischen Speicherstrukturen beinhalten, und die Ablaufintegrita¨ts-
bedingungen, die die Korrektheit der ablaufenden Programme im Mehrbenutzerbetrieb betreffen.
Letzteres wird im Allgemeinen durch ein Transaktionssystem (siehe Abschnitt 2.2) gewa¨hrleistet.
Semantische Integrita¨tsbedingungen sind Bedingungen, die vom Datenbankprogrammierer be-
einflusst werden ko¨nnen. Insbesondere mittels der semantischen Integrita¨tsbedingungen ist es
mo¨glich, Bedingungen der realen Welt in das Datenbankmanagementsystem zu u¨bernehmen
und so die Benutzer vor Fehleingaben zu schu¨tzen. Nach [HR01] lassen sich semantische Inte-
grita¨tsbedingungen hinsichtlich folgender Kategorien klassifizieren:
• Modellinha¨rente versus modellunabha¨ngige Integrita¨tsbedingungen: Modellinha¨rente Bedin-
gungen sind abha¨ngig vom jeweiligen Datenmodell, z.B. fu¨r relationale Datenmodelle Prima¨r-
schlu¨sseleigenschaften, referentielle Integrita¨t (fu¨r Fremdschlu¨ssel) oder Wertebereiche fu¨r
Attribute.
• Reichweite der Bedingungen: Unterscheidung nach Attributwert-, Satz- und Satztyp-Bedin-
gungen sowie satztypu¨bergreifende Bedingungen.
• Statische und dynamische Bedingungen: Wa¨hrend die statischen Bedingungen die Zusta¨nde
der Datenbank beschra¨nken, z.B. Gehalt kleiner als Grenzwert, legen die dynamischen Be-
dingungen zula¨ssige Zustandsu¨berga¨nge fest, z.B. Gehalt darf nicht kleiner werden.
• Zeitpunkt der U¨berpru¨fbarkeit: Unverzo¨gerte versus verzo¨gerte Integrita¨tsbedingungen.
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Ein Datenbankmanagementsystem pru¨ft bei einer A¨nderung durch die so genannte
”
Integrita¨ts-
kontrolle“, ob alle Integrita¨tsbedingungen eingehalten werden. Wenn das der Fall ist, dann kann
die A¨nderung gu¨ltig gemacht werden und der neue Zustand wird als korrekt und konsistent
eingestuft.
2.3.3. Daten- und Transaktionskonsistenz, abgeschwa¨chte Konsistenz
Eine Datenbank ist konsistent, wenn alle Konsistenz- bzw. Integrita¨tsbedingungen eingehal-
ten werden (siehe Abschnitt 2.3.2). Damit ist die Datenbank entweder konsistent oder sie ist
inkonsistent. Da es Anwendungsbereiche gibt, in denen nicht alle Integrita¨tsbedingungen zu
jedem Zeitpunkt vollsta¨ndig erfu¨llt werden ko¨nnen, wurden in der Literatur so genannte
”
abge-
schwa¨chte Konsistenzbegriffe“ oder, hier synonym,
”
abgeschwa¨chte Korrektheitskriterien“ defi-
niert. Abgeschwa¨chte Konsistenz spielt ha¨ufig bei Verwendung von Replikaten eine Rolle (siehe
Abschnitt 3.2.2). An dieser Stelle wird zuna¨chst kurz auf abgeschwa¨chte Konsistenz im Allge-
meinen eingegangen.
In [RC96] wird eine Taxonomie fu¨r Korrektheitskriterien in Datenbank-Anwendungen vorge-
stellt, wobei zuerst eine grobe Klassifizierung nach Konsistenz von Datenbank-Zusta¨nden und
Korrektheit von Transaktionen vorgenommen wird. Da in dieser Arbeit die Begriffe synonym
verwendet werden, wird dementsprechend von Daten- und Transaktionskonsistenz gesprochen.
In [Len97] erfolgt eine Unterteilung der Datenkonsistenz in physische und logische Datenkon-
sistenz. Diesen Konsistenzbegriffen ko¨nnen folgende Integrita¨tsbedingungen zugeordnet werden
(vergleiche Abschnitt 2.3.2):
• physische Datenkonsistenz: physische Integrita¨tsbedingungen
• logische Datenkonsistenz: semantische Integrita¨tsbedingungen
• Transaktionskonsistenz: Ablaufintegrita¨tsbedingungen
Eine Abschwa¨chung der Konsistenzbegriffe kann nun daraus resultieren, dass die zugeho¨rigen
Integrita¨tsbedingungen nicht vollsta¨ndig bzw. abgeschwa¨cht erfu¨llt werden und/oder nur zu
bestimmten Zeitpunkten gelten [WQ87, SR90]. Eine Abschwa¨chung der physischen Datenkon-
sistenz wird im Allgemeinen nicht betrachtet, d.h. es wird davon ausgegangen, dass ein Rechner
entweder die Daten korrekt speichert und korrekt kommuniziert oder aber ausfa¨llt. Im For-
schungsgebiet
”
Verla¨ssliche Systeme“ [ALRL04] werden auch Fehler betrachtet, die auf Grund
fehlerhafter Speicherung oder Kommunikation entstehen, ob durch Sto¨rung oder bo¨swilligen
Eingriff. Diese so genannten
”
Byzantinischen Fehler“ (siehe z.B. [MR98, CL99]), in dessen Zu-
sammenhang auch von
”
interaktiver Konsistenz“ gesprochen wird [LSP82], werden in dieser
Arbeit nicht behandelt.
Die logische Datenkonsistenz kann dadurch abgeschwa¨cht sein, dass die semantischen Inte-
grita¨tsbedingungen nicht fu¨r die komplette Datenbank gelten, ob zentral oder verteilt, sondern
beispielsweise nur fu¨r Mengen von Objekten bzw. fu¨r einzelne Objekte. Insbesondere in ver-
teilten Datenbanken kann zwischen lokaler, logischer Datenkonsistenz und globaler, logischer
Datenkonsistenz unterschieden werden (siehe z.B. [Len97]). Dabei ist es mo¨glich, dass jede loka-
le Datenbank die logische Datenkonsistenz erfu¨llt, aber global gesehen Inkonsistenzen auftreten
ko¨nnen. Insbesondere bei ressourcenschwachen Systemen wie z.B. bei mobilen Systemen, ist
eine derartige Unterscheidung sinnvoll. In [PB99] werden so genannte
”
logische Cluster“ fu¨r
Daten bzw. Integrita¨tsbedingungen eingefu¨hrt, wobei die Cluster z.B. auf Basis der physika-
lischen Lokalisation der Daten gebildet werden ko¨nnen. Hieru¨ber werden dann abgeschwa¨chte
Konsistenzbegriffe fu¨r mobile Datenbanken definiert (siehe auch Abschnitt 3.2.2).
Da die Ablaufintegrita¨tsbedingungen wesentlich die nebenla¨ufige Verarbeitung von Transak-
tionen im Mehrbenutzerbetrieb betrifft, ergibt sich eine abgeschwa¨chte Transaktionskonsistenz
durch abgeschwa¨chte Serialisierbarkeitskriterien. Wie in Abschnitt 2.2.4 dargestellt, gewa¨hr-
leistet die Konfliktserialisierbarkeit eine korrekte, nebenla¨ufige Verarbeitung, wa¨hrend z.B. die
Mehrversionen-Serialisierbarkeit und die Epsilon-Serialisierbarkeit den Zugriff auf
”
veraltete“
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Daten erlauben. Bei der Epsilon-Serialisierbarkeit kann ein Abstandsmaß vom aktuellen Ob-
jekt zum veralteten Objekt festgelegt werden, dass demnach als
”
Konsistenzmaß“ betrachtet
werden kann. Unter
”
Konsistenzmaß“ soll hier ein Maß verstanden werden, mit dem die ab-
geschwa¨chte Konsistenz bzw. das Verha¨ltnis konsistenter Daten zu inkonsistenter Daten oder
a¨hnliches nummerisch ausgedru¨ckt wird. Auch die Serialisierbarkeitskriterien Konsistenzstufen
bzw. Isolationslevel ko¨nnen als Konsistenzmaß aufgefasst werden (siehe Abschnitt 2.2.4).
2.3.4. Konsistenzmodelle verteilter, gemeinsamer Speicher
Im Forschungsbereich
”
verteilter, gemeinsamer Speicher“ (distributed shared memory, DSM)
wurden so genannte
”
Konsistenzmodelle“ entwickelt, die nach [Web98] wie folgt definiert sind:
”
Unter einem Konsistenzmodell versteht man eine Vereinbarung zwischen der u¨bergeordneten,
benutzenden Software und dem verteilten Speicher.“ Im Wesentlichen geht es darum, dass Pro-
zesse, die Lese- und Schreibzugriffe auf einen gemeinsamen Speicher durchfu¨hren, bestimmte
Garantien vom Speichersystem gewa¨hrleistet bekommen. Zwar wird in [TvS02] allgemein vom
Datenspeicher gesprochen, womit Speicher, Datenbanken und Dateisysteme gemeint sind, aber
ha¨ufig wird auf den Kontext Speicher bezogen, so dass auch von Speicher-Konsistenzmodellen
(memory consistency models) gesprochen wird. U¨berblicke sind z.B. in [GLL+90, Mos93, AG96]
zu finden.
Die
”
strikte Konsistenz“ oder auch strenge Konsistenz, der
”
sta¨rkste“ Konsistenzbegriff, be-
deutet, dass jeder Lesezugriff auf die Speicherstelle x den Wert der global zeitlich letzten Schreib-
operation auf x liefert. In verteilten Systemen ist strenge Konsistenz im Allgemeinen aber nicht
realisierbar, weil hierfu¨r eine absolute, zeitliche Ordnung der Zugriffe beno¨tigt wird und eine
Synchronisation aller Rechner auf eine absolute, physikalische Realzeit nicht mo¨glich ist (sie-
he Abschnitt 2.1.1). Beispiele fu¨r abgeschwa¨chte Konsistenzmodelle, aufgefu¨hrt in absteigender
Reihenfolge, ist die
”
sequentielle Konsistenz“ [Lam79], die
”
kausale Konsistenz“ [HA90], die
”
PRAM-Konsistenz“ [LS88], die
”
schwache Konsistenz“ [DSB88] oder die
”
Release-Konsistenz“
[GLL+90]. Bei den beiden letztgenannten Konsistenzmodellen werden explizite Synchronisati-
onsoperationen verwendet. Die Abschwa¨chung ergibt sich im Allgemeinen durch die Art und
Weise, wie die Zugriffe paralleler Prozesse auf die Speicher synchronisiert werden.
Nach [TvS02] ist die sequentielle Konsistenz mit der Serialisierbarkeit von Transaktionen ver-
gleichbar (siehe Abschnitt 2.2.4), wobei der Unterschied in der Granularita¨t liegt:
”
Die sequenti-
elle Konsistenz ist fu¨r Lese- und Schreiboperationen definiert, wa¨hrend die Serialisierbarkeit fu¨r
Transaktionen ist, die solche Operationen in sich aufnehmen.“ In dieser Arbeit werden Replikate
betrachtet, die in Datenbanken lokalisiert sind, auf denen mit Transaktionen zugegriffen wird.
Daher sind weniger die Speicher-Konsistenzmodelle von Interesse, sondern eher die Serialisier-
barkeit von Transaktionen bzw. die Konsistenzbegriffe aus dem Forschungsgebiet Datenbanken
(siehe Abschnitt 2.3.3).
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Die Replikation von Daten, d.h. das mehrfache, redundante Speichern von Kopien an verschie-
denen Lokalisationen, ist ein wichtiges Thema in verteilten Systemen. Der Grund fu¨r die Da-
tenreplikation (im Folgenden einfach Replikation; Begriffsdefinitionen folgen im Abschnitt 3.2.1)
liegt darin, dass die Verfu¨gbarkeit und/oder Performance des Gesamtsystems erho¨ht werden soll
bzw. zwischen bereits bestehenden autonomen Anwendungssystemen Daten abgeglichen werden
mu¨ssen. Mit Replikation soll erreicht werden, dass alle Kopien eines Objekts den gleichen Wert
haben und bei A¨nderung einer Kopie automatisch die A¨nderung auch an den anderen Kopien
durchgefu¨hrt wird. Durch das mehrfache Speichern identischer Kopien eines Objekts kann dann
auf eine beliebige Kopie zugegriffen werden, um z.B. den Wert des Objekts zu lesen. Der Vorteil
dieser erho¨hten Verfu¨gbarkeit wird dadurch erkauft, dass eine Strategie umgesetzt werden muss,
die bei A¨nderung einer Kopie die anderen Kopien automatisch aktualisiert, d.h. die A¨nderung
muss propagiert werden.
Der weitere Aufbau dieses Kapitels gliedert sich wie folgt: Zuna¨chst werden in Abschnitt 3.1
die Ziele der Replikation und die damit einhergehenden Konflikte erla¨utert. Anschließend werden
in Abschnitt 3.2 die Grundlagen von Datenreplikation aufgefu¨hrt, insbesondere werden Begriffe
definiert, Konsistenz und Korrektheit erla¨utert sowie Klassifizierungen von Replikationsstrate-
gien aufgezeigt. Der Abschnitt 3.3 bescha¨ftigt sich mit den traditionellen Replikationsstrategien,
wobei u¨ber eine geeignete Klassifizierung eine kurze Vorstellung verschiedener Strategien vor-
genommen wird. Im Abschnitt 3.4 wird abschließend auf verwandte Arbeiten mit den Themen
adaptive Replikationsstrategien und Datenintegration eingegangen.
3.1. Ziele der Replikation
Replikation wird im Allgemeinen in verteilten Systemen durchgefu¨hrt (siehe Abschnitt 2.1). In
[Dat03] werden 12 Regeln angegeben, die fu¨r ein verteiltes Datenbanksystem gelten sollten. Diese
Regeln lassen sich jedoch nicht immer vollsta¨ndig erfu¨llen, weil sie zumindest teilweise in Wi-
derspruch zueinander stehen. Aus Sicht der Replikation seien zwei relevante Regeln aufgefu¨hrt,
die in [Rah94] wie folgt wiedergegeben sind:
Lokale Autonomie: Jeder Rechner sollte ein Maximum an Kontrolle u¨ber die bei ihm ge-
speicherten Daten haben. Insbesondere sollte der Zugriff auf diese Daten nicht von anderen
Rechnern abha¨ngen.
Replikationstransparenz: Die replizierte Speicherung von Teilen der Datenbank sollte fu¨r
den Benutzer unsichtbar bleiben; die Wartung der Redundanz obliegt ausschließlich der
Datenbank-Software.
Einerseits soll also ein lokaler Rechner mo¨glichst autonom die bei ihm gespeicherten Daten
kontrollieren, andererseits bedarf es einer rechneru¨bergreifenden Koordination, um die bei der
Replikation auftretende Redundanz zu warten. Diese Anforderungen stehen sich somit kontra¨r
gegenu¨ber. In der Literatur wurden weitere, sich a¨hnelnde Anforderungen und Ziele aufgefu¨hrt,
wobei die Ziele im Allgemeinen ein gewisses Konfliktpotential besitzen. In [Len97] wird festge-
stellt, dass
”
Konsistenz und Effizienz gegenla¨ufige Zielsetzungen sind“. Als Hauptbestandteile
von Effizienz werden kurze Antwortzeiten und hohe Verfu¨gbarkeit und Zuverla¨ssigkeit gese-
hen. Neben der Beschreibung und Klassifizierung verschiedener Replikationsstrategien werden
in [BD96] drei in Konflikt zueinander stehende Ziele bei der Replikation angegeben:
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Verfügbarkeit
 KonsistenzPerformance
Ziele:
- viele Kopien
- Zugriff zu jeder Kopie
Ziele:
- wenige Kopien
- asynchrone Änderung
Ziele:
- 1-Kopie-Äquivalenz
- wenige Kopien
- synchrone Änderung
Abbildung 3.1.: Zielkonflikte der Datenreplikation (nach [Has97])
1. Erhaltung der Datenkonsistenz
2. Erho¨hung der Verfu¨gbarkeit und des effizienten Zugriffs
3. Minimierung des Aufwands einer A¨nderungsoperation
An Stelle des dritten Punktes wird in [Has97] Performance als ein Ziel genannt, wobei die Au-
toren die Anforderung
”
Aufwand“ und
”
Performance“ im Wesentlichen gleich verstehen. In den
beiden letzt genannten Papieren werden die drei Ziele in einem Konfliktdreieck dargestellt, wie
es z.B. in Abbildung 3.1 zu sehen ist. Die Kernaussage dabei lautet, dass die Verbesserung
eines dieser Ziele im Allgemeinen eine Verschlechterung der anderen Ziele nach sich zieht. Bei-
spielsweise ist eine Verbesserung der Konsistenz ha¨ufig nur zu Lasten der Verfu¨gbarkeit und
der Performance zu erreichen oder eine Erho¨hung der Performance ist nur dann mo¨glich, wenn
Abstriche bei der Verfu¨gbarkeit und der Konsistenz hingenommen werden.
Weiterhin zeigt Abbildung 3.1, dass fu¨r jedes der drei Ziele Konsistenz, Performance und
Verfu¨gbarkeit einerseits die Anzahl an Kopien und andererseits die Art des Zugriffs eine ge-
wichtige Rolle spielen. Wenn z.B. eine hohe Konsistenz gefordert wird, dann sollten mo¨glichst
wenig Kopien vorhanden sein und diese sollten bei einer A¨nderung mo¨glichst synchron aktuali-
siert werden. Es sei angemerkt, dass die Konflikte der Replikation in Abbildung 3.1 vereinfacht
dargestellt sind, trotzdem ein erstes Versta¨ndnis der Problematik erkennen lassen. Bei einer
detaillierteren Darstellung sollte z.B. darauf eingegangen werden, ob es sich bei dem Zugriff
auf die Kopien um Lese- oder um Schreibzugriffe handelt bzw. wie die Abha¨ngigkeiten sind.
Beispielsweise wird bei Lesezugriffen die Verfu¨gbarkeit erho¨ht, wenn viele Kopien vorhanden
sind und eine beliebige Kopie gelesen werden darf. Allerdings kann eine hohe Anzahl an Kopien
die Verfu¨gbarkeit bei Schreibzugriffen stark einschra¨nken, insbesondere dann, wenn A¨nderungen
synchronisiert durchgefu¨hrt werden mu¨ssen.
Es la¨sst sich somit festhalten, dass bei der Replikation die Anzahl der Kopien und die Art
des Zugriffs wichtige Faktoren sind, wobei diese Faktoren voneinander abha¨ngen. Mit
”
Art des
Zugriffs“ ist die Koordination von Lese- und Schreibzugriffen gemeint, d.h. die Replikationsstra-
tegie (siehe auch Definition 10 in Abschnitt 3.2.1). Wa¨hrend bei der Anzahl der Kopien im All-
gemeinen wenig Spielraum gegeben ist, z.B. durch die vorhandenen Systeme vorgegeben, ko¨nnen
verschiedene Replikationsstrategien zum Einsatz kommen. Je nach Zielsetzung, genauer gesagt,
je nach Priorisierung der Ziele Konsistenz, Performance und Verfu¨gbarkeit in Abha¨ngigkeit des
Anwendungsbereichs sind unterschiedliche Replikationsstrategien denkbar. Daher wurden in der
Vergangenheit bereits die unterschiedlichsten Replikationsstrategien fu¨r verschiedene Bereiche
und Zielsetzungen vorgestellt. U¨bersichten sind z.B. in [DGMD85, BD96, Len97] zu finden.
Die
”
traditionellen“ Replikationsstrategien sind dabei eher von einem starren Gesamtsystem
ausgegangen, d.h. sie wurden fu¨r ein bestimmtes Anwendungsszenario bzw. fu¨r eine bestimmte
Zielsetzung entwickelt, ohne aber flexibel auf dynamische Zustandsa¨nderungen des verteilten
Systems einzugehen.
”
Adaptive“ Replikationsstrategien versuchen diesen Gedanken dahingehend
aufzugreifen, dass die Koordination der Zugriffe dem sich dynamisch a¨ndernden Gesamtsystem
angepasst wird. Eine Anpassung kann z.B. durch Ausfall von Rechnern begru¨ndet sein, aber
auch durch U¨berlastung eines Rechners, was zu geringerer Performance fu¨hren wu¨rde. Allgemein
28
3.2. Grundlagen der Replikation
gesagt kann eine Adaption auf Grund des sich a¨ndernden Anwendungsverhaltens oder auf Grund
des sich a¨ndernden technischen Umfelds erforderlich sein. Durch die Adaption werden dann im
Allgemeinen die Ziele, genauer gesagt, die Gewichtung der Ziele, vera¨ndert.
3.2. Grundlagen der Replikation
In diesem Abschnitt werden einige grundlegende Anmerkungen zu Replikation ausgefu¨hrt, wo-
bei insbesondere eine geeignete Terminologie festgelegt wird. Zuna¨chst werden die wichtigsten
Fachbegriffe in Abschnitt 3.2.1 definiert. Anschließend wird in Abschnitt 3.2.2 auf Konsistenz
und Korrektheit in replizierten Datenbanken eingegangen. Da abgeschwa¨chte Konsistenz einen
hohen Stellenwert in dieser Arbeit hat, folgt in Abschnitt 3.2.3 eine ausfu¨hrliche Betrachtung von
abgeschwa¨chten Konsistenzbegriffen aus der Literatur. Abschließend werden in Abschnitt 3.2.4
Klassifizierungsmo¨glichkeiten diskutiert.
3.2.1. Begriffe und Definitionen
In dieser Arbeit wird, wie bereits erwa¨hnt, ausschließlich die Replikation von Daten untersucht.
Daher werden einleitend die Abstraktionsebenen von Datenbanksystemen (3-Schichten-Modell,
siehe z.B. [EN02]) betrachtet. Eine Schicht in diesem Modell wird als Sicht oder Schema be-
zeichnet:
• Externe Sichten: Spezielle Sichten fu¨r Benutzergruppen.
• Konzeptuelle Sicht: Logische Daten und Strukturen als Abbild der realen Welt.
• Interne Sicht: Implementierung der Datenbank.
Bei Datenbanksystemen wird also insbesondere eine Unterscheidung zwischen logischer und phy-
sischer Ebene vorgenommen. Auf logischer Ebene werden die Daten der realen Welt mo¨glichst
in integrierter einheitlicher Darstellung abgebildet. Auf der physischen Ebene geht es u.a. um
die Speicherung der Daten. Diese Unterscheidung ist daher auch fu¨r einzelne Datenobjekte als
Teil des Gesamtbestandes der Daten sinnvoll. Somit folgen zuna¨chst Definitionen fu¨r logische
und physische Datenobjekte:
Definition 1 (nach [Len97]) Logisches Datenobjekt: Ein logisches Datenobjekt beschreibt
eine Menge von Aussagen zur Darstellung von Sachverhalten, die sich auf denselben Gegenstand
der realen Welt beziehen. Die Menge der Aussagen, die zu einem Zeitpunkt durch das logische
Objekt beschrieben werden, ist der momentane Wert des logischen Objekts. Der Wertebereich
eines logischen Objekts ist die Menge der zula¨ssigen Werte. Der momentane Wert ist immer ein
Element des Wertebereichs.
Definition 2 (nach [Len97]) Physisches Datenobjekt: Ein physisches Datenobjekt ist die
physische Auspra¨gung eines logisches Datenobjekts, d.h. die Speicherung des logischen Datenob-
jekts auf einem Speichermedium eines Rechners. Ein physisches Datenobjekt hat stets denselben
Wertebereich wie das zugeho¨rige logische Objekt.
Ha¨ufig wird Replikation dahingehend erkla¨rt, dass es sich um das mehrfache, redundante Spei-
chern von Kopien an verschiedenen Lokalisationen handelt (siehe z.B. [BG84]). Replikation geht
also mit
”
gewollter“ Redundanz einher. Angemerkt sei, dass Redundanz nicht nur durch Re-
plikation entsteht, sondern auch durch
”
abgeleitete“ Daten. Mit abgeleiteten Daten sind Daten
gemeint, die sich beispielsweise aus anderen Daten errechnen lassen, aber trotzdem abgespei-
chert werden. Mittels der Definitionen 1 und 2 werden nun die Begriffe Replikation und Replikat
definiert:
Definition 3 Replikation: Replikation liegt vor, wenn ein logisches Datenobjekt repliziert ist.
Ein logisches Datenobjekt ist genau dann repliziert, wenn mehrere physische Datenobjekte zum
logischen Datenobjekt existieren.
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Definition 4 Replikat: Wenn ein logisches Datenobjekt repliziert ist, dann wird jedes physische
Datenobjekt als Replikat bezeichnet.
Ein Replikat wird oft auch einfach
”
Kopie“ des logischen Datenobjekts genannt. Nach [Len97]
ist der Wert eines Replikats gu¨ltig, wenn er identisch ist mit dem momentanen Wert des zu-
geho¨rigen logischen Datenobjekts. Das hat zur Folge, dass es bei einer A¨nderung des logischen
Datenobjekts, also der realen Welt, erst dann wieder gu¨ltige Replikate gibt, wenn die A¨nderung
physisch eingebracht wurde. Dieses Problem ist vergleichbar mit den Begriffsdefinitionen
”
Kon-
sistenz“ bzw.
”
Korrektheit“, die je nach Definition auch auf die reale Welt bezogen werden, aber
deren U¨berpru¨fbarkeit erst bei Eingabe von Daten mo¨glich ist (siehe Abschnitt 2.3.1).
Um den zeitlichen Versatz von der A¨nderung der realen Welt bis zur Aktualisierung der
physischen Datenobjekte durch einen Benutzer zu umgehen, wird auf die zuletzt eingebrachte
A¨nderung bezogen. Hierdurch werden insbesondere Konsistenzaussagen erleichtert (siehe Ab-
schnitt 3.2.2). Man spricht in diesem Zusammenhang vom
”
aktuellen Wert“ (
”
current value“).
In [DGMD85] wird angemerkt, dass dieser aktuelle Wert
”
Sinn machen muss“, d.h. der aktuel-
le Wert eines Objekts beruht auf Transaktionen, die auf dieses Objekt ausgefu¨hrt wurden. Da
Transaktionen der Integrita¨tskontrolle unterliegen, ist gewa¨hrleistet, dass der aktuelle Wert be-
stimmten Integrita¨tsbedingungen genu¨gt (siehe Abschnitt 2.3.2). Mit Hilfe des aktuellen Wertes
wird nun ein aktuelles Replikat definiert:
Definition 5 (nach [DGMD85]) Aktuelles Replikat: Ein Replikat ist ein aktuelles Repli-
kat oder ein Replikat ist aktuell, wenn es den aktuellen Wert repra¨sentiert. Der aktuelle Wert
eines logischen Datenobjekts ist derjenige, der durch die letzte Transaktion, die dieses logische
Datenobjekt gea¨ndert hat, geschrieben wurde.
In einigen Fa¨llen wird Replikation auch als Kopie eines Datenbestandes aufgefasst. Das bedeutet,
dass ein
”
urspru¨nglicher“ Datenbestand besonders ausgezeichnet ist. Somit gibt es ein
”
Original“
und dazu Replikate, wobei es sich bei dem Original ebenfalls um eine physische Speicherung von
logischen Datenobjekten handelt (siehe Definition 1). Die Nachteile dieser Sichtweise werden am
Ende dieses Abschnitts diskutiert. An dieser Stelle wird dadurch auch die Frage aufgeworfen, ob
mit
”
mehrere physische Datenobjekte“ in Definition 3 auch der Sonderfall
”
ein physisches Da-
tenobjekt“ eingeschlossen ist. Auch diese Fragestellung wird am Ende des Abschnitts diskutiert.
Es bleibt festzuhalten, dass die Anzahl der Replikate, nicht nur auf Grund dieser Fragestellung,
eine Rolle spielt. Dadurch ist folgende Definition motiviert:
Definition 6 (nach [Len97]) Replikationsgrad: Der Replikationsgrad eines logischen Da-
tenobjekts ist die Anzahl der Replikate des logischen Datenobjekts. Der Replikationsgrad einer
(verteilten) Datenbank ist der maximale Replikationsgrad aller logischen Datenobjekte.
Mit Hilfe des Replikationsgrads wird nun definiert, wann von einer replizierten Datenbank bzw.
von einer nicht-replizierten Datenbank gesprochen wird:
Definition 7 (nach [BG83b]) Replizierte und nicht-replizierte Datenbank: In einer re-
plizierten Datenbank sind einige logische Datenobjekte jeweils durch mehrere physische Datenob-
jekte repra¨sentiert, d.h. der Replikationsgrad der Datenbank ist gro¨ßer als eins. In einer nicht-
replizierten Datenbank (auch Ein-Kopien Datenbank) ist jedes logische Datenobjekt durch genau
ein physikalisches Datenobjekt repra¨sentiert, d.h. der Replikationsgrad der Datenbank ist eins.
Es wurde bereits erwa¨hnt, dass die Replikate im Allgemeinen an unterschiedlichen Stellen in
einem verteilten System lokalisiert sind. Aber in einem verteilten System mu¨ssen nicht alle
Rechner zwangsla¨ufig Replikate lokal gespeichert haben. Zur Identifizierung der Rechner, die ein
Replikat lokal beherbergen, dient folgende Definition:
Definition 8 Rechner mit Replikat: Ein Rechner mit Replikat ist ein Rechner, auf dem
mindestens ein Replikat lokal gespeichert ist.
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An Stelle von
”
Rechner mit Replikat“ wird in der Literatur auch von
”
Knoten mit Replikat“
gesprochen, wobei beide Ausdru¨cke gleichermaßen verbreitet sind. In [NHW+02] wird
”
System
mit Replikat“ geschrieben. Hierbei sollte auf den speziellen Kontext des Anwendungsbereichs
Systemintegration eingegangen werden: Es wurde ein Datenabgleich zwischen Anwendungssys-
temen mit lokalen Daten durch Replikation realisiert. Die Zugriffe auf die Daten, also auf die
Replikate, erfolgt ausschließlich u¨ber die Anwendungssysteme. Obwohl dieser Sachverhalt der
Replikationstransparenz (siehe Abschnitt 3.1) widerspricht, sei diese Definition hier angefu¨hrt:
Definition 9 (nach [NHW+02]) System mit Replikat: Ein System mit Replikat ist ein
Anwendungssystem, das jeweils genau ein Replikat eines logischen Datenobjekts kontrolliert,
d.h. Zugriffe auf diese Replikate erfolgen u¨ber das Anwendungssystem.
Um
”
ordnungsgema¨ße“ Zugriffe auf die Replikate zu gewa¨hrleisten, mu¨ssen diese Zugriffe ko-
ordiniert werden. Nach dem Gedanken der Replikationstransparenz sollte diese Koordination
vor dem Benutzer versteckt sein, d.h. sie sollte beispielsweise von der Datenbank-Software u¨ber-
nommen werden [Rah93]. Die Aufgabe, die hierbei neben der Synchronisation der nebenla¨ufigen
Verarbeitung zu erfu¨llen ist, lautet vereinfacht gesagt: Lese- und Schreibzugriffe auf die Replikate
sind derart zu koordinieren, dass Lesezugriffe mo¨glichst auf aktuellen Replikaten (siehe Definiti-
on 5) durchgefu¨hrt werden und dass Schreibzugriffe mo¨glichst alle Replikate aktualisieren. Wie
tiefgreifend die Koordination erfolgen muss, liegt an dem von der Anwendung akzeptierten Kor-
rektheitskriterium (siehe Abschnitt 3.2.2). Welcher Art die Koordination sein soll, kann durch
eine geeignete Strategie festgelegt werden, was zu folgender Definition fu¨hrt:
Definition 10 (nach [ASC85]) Replikationsstrategie: Eine Replikationsstrategie ist fu¨r die
Koordination der Zugriffe auf die Replikate verantwortlich, wobei ein bestimmtes Korrektheits-
kriterium verwendet wird. Dabei wird ein Schreibzugriff auf ein logisches Datenobjekt in eine
Menge von Schreibzugriffen auf physikalische Datenobjekte und ein Lesezugriff auf ein logisches
Datenobjekt in eine Menge von Lesezugriffen auf ein oder mehrere physikalische Datenobjekte
u¨bersetzt. Eine Replikationsstrategie ist erst bei einem Replikationsgrad gro¨ßer als eins no¨tig.
Statt
”
Replikationsstrategie“ sind in der deutschsprachigen Literatur auch die Begriffe
”
Repli-
kationsverfahren“ oder
”
Replikationsprotokoll“ u¨blich. In der englischsprachigen Literatur sind
Begriffe wie
”
replication scheme“ oder
”
replication control“ gebra¨uchlich. Insbesondere die im
Abschnitt 3.3 vorgestellten Replikationsstrategien werden ha¨ufig als Replikationsverfahren be-
zeichnet.
In [ASC85] wird in der Definition davon gesprochen, dass eine Replikationsstrategie die
”
1-
Kopien-Serialisierbarkeit“ erfu¨llen muss (siehe Abschnitt 3.2.2). Hier wurde die Definition da-
hingehend erweitert, dass auch
”
abgeschwa¨chte Korrektheitskriterien“ zula¨ssig sind, d.h. es wird
von einer Replikationsstrategie gesprochen, wenn bei der Replikation ein beliebiges Korrekt-
heitskriterium eingesetzt wird. Zusa¨tzlich zur Koordination der betroffenen Replikate muss eine
nebenla¨ufige Verarbeitung u¨ber eine geeignete Transaktionsverarbeitung synchronisiert werden
(siehe Abschnitt 2.2), um das gewu¨nschte Korrektheitskriterium zu erreichen. So muss bei einem
starken Korrektheitskriterium wie dem der 1-Kopien-Serialisierbarkeit auf die betroffenen Re-
plikate in einer so genannten ACID-Transaktion zugegriffen werden, wa¨hrend bei schwa¨cheren
Korrektheitskriterien auch schwa¨chere Transaktionskonzepte verwendet werden ko¨nnen (siehe
abgeschwa¨chte Serialisierbarkeitskriterien in Abschnitt 2.2.4 bzw. erweiterte Transaktionskon-
zepte in Abschnitt 2.2.5).
Weiterhin wird in Definition 10 angefu¨hrt, dass eine Replikationsstrategie erst dann beno¨tigt
wird, wenn der Replikationsgrad gro¨ßer als eins ist. Das ist insofern selbstversta¨ndlich, als dass
bei einem Replikationsgrad von eins keine Koordination zwischen mehreren Replikaten eines
logischen Datenobjekts no¨tig ist.
Ein wichtiges Unterscheidungsmerkmal von Replikationsstrategien ist es, ob grundsa¨tzlich alle
Replikate gea¨ndert, sprich geschrieben, werden du¨rfen oder ob es Replikate gibt, die nur gelesen
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werden. Im letzten Fall kann die Koordination im Allgemeinen vereinfacht werden. Es muss
aber sichergestellt werden, dass die Replikate nach irgendwelchen Regeln
”
aufgefrischt“, also
aktualisiert, werden. Zur Kennzeichnung dieser Replikate dient folgende Definition:
Definition 11 Lese-Replikat: Ein Lese-Replikat ist ein Replikat, das von einem Anwendungs-
programm nur gelesen wird. Ein Lese-Replikat wird nur in bestimmten Intervallen oder nach
bestimmten Ereignissen von einem Rechner mit Replikat aktualisiert, d.h. mit einem aktuellen
Replikat abgeglichen.
In [NHW+02] wurden zwei Spezialfa¨lle fu¨r Replikate betrachtet, deren Definitionen folgend
angegeben sind:
Definition 12 Unikat: Ein Unikat ist ein Replikat, wobei der Replikationsgrad gleich eins ist.
Definition 13 Duplikat: Ein Duplikat ist ein Replikat, wobei der Replikationsgrad gro¨ßer als
eins ist. Aber es wird keine Replikationsstrategie eingesetzt, um die Duplikate bei einer A¨nderung
automatisch zu aktualisieren.
Wie bereits oben erwa¨hnt, wird bei Unikaten keine Replikationsstrategie beno¨tigt, weil keine
Koordination no¨tig ist. Es handelt sich also um eine nicht-replizierte Datenbank. Duplikate
hingegen treten dann auf, wenn es zwar mehrere physische Datenobjekte eines logischen Da-
tenobjekts gibt, aber Zugriffe auf diese physischen Datenobjekte nicht koordiniert werden. Es
gibt also keine Replikationsstrategie, die dafu¨r sorgt, dass
”
automatisch“ bei einer A¨nderung
alle physischen Datenobjekte mit dem gleichen Wert aktualisiert werden. Die Folge ist, dass die
Duplikate divergieren.
Durch die nebenla¨ufige Verarbeitung im Mehrbenutzerbetrieb ist es mo¨glich, dass unterschied-
liche Prozesse auf das selbe physische Datenobjekt zugreifen. Handelt es sich bei diesem konkur-
rierenden Zugriff jeweils um Lesezugriffe, entstehen keine Probleme. Falls jedoch mindestens ein
Zugriff ein Schreibzugriff ist, ko¨nnen unter Umsta¨nden Nebenla¨ufigkeitsanomalien (siehe Ab-
schnitt 2.2.3) auftreten. Durch diese konkurrierenden Zugriffe ko¨nnen so genannte
”
Konflikte“
entstehen:
Definition 14 (nach [ES83, ACPT99]) Konflikt: Eine Aktion ai steht in Konflikt zu Ak-
tion aj, wobei i 6= j, wenn beide auf das selbe physische Datenobjekt zugreifen und mindestens
eine der beiden Aktionen eine Schreibaktion ist. Es gibt einerseits Schreib-/Lesekonflikte,
d.h. eine der beiden Aktionen ist eine Leseaktion und die andere Aktion ist eine Schreibaktion,
und andererseits Schreib-/Schreibkonflikte, d.h. beide Aktionen sind Schreibaktionen.
Zwei Transaktionen stehen demnach in Konflikt, wenn eine Aktion (Operation, Lese- bzw.
Schreibzugriff) der einen Transaktion in Konflikt zu einer Aktion in einer anderen Transaktion
steht. Wenn eine Transaktionsausfu¨hrung das Korrektheitskriterium
”
Konfliktserialisierbarkeit“
(siehe Abschnitt 2.2.4) erfu¨llen soll, dann mu¨ssen derartige Konflikte vermieden werden, was
z.B. durch Abbruch von konfligierenden Transaktionen erreicht wird. Wenn abgeschwa¨chte Se-
rialisierbarkeitskriterien verwendet werden und damit mit abgeschwa¨chter Konsistenz (siehe
Abschnitt 2.3.3) gearbeitet wird, dann ko¨nnen ggf. die genannten Konflikte auftreten und es
kommt zu den bereits erwa¨hnten Nebenla¨ufigkeitsanomalien (siehe Abschnitt 2.2.3).
In nicht-replizierten Datenbanken, in denen jedes logische Datenobjekt durch genau ein phy-
sisches Datenobjekt repra¨sentiert wird, ist somit ein Konflikt auf ein physisches Datenobjekt
gleichbedeutend mit konfligierenden Zugriffen auf das entsprechende logische Datenobjekt. Wenn
die Konflikte nicht vermieden werden, treten z.B. bei Schreib-/Schreibkonflikten
”
lost updates“
auf. In replizierten Datenbanken sind bei Zugriffen mehrere physische Datenobjekte (Replikate)
eines logischen Datenobjekts involviert. Falls die konfligierenden Aktionen unterschiedliche Re-
plikate betreffen, ko¨nnen Erweiterungen zu den in Definition 14 genannten Schreib-/Lese- bzw.
Schreib-/Schreibkonflikten definiert werden, die zur Unterscheidung mit dem Index R gekenn-
zeichnet werden:
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Definition 15 Schreib-/LesekonfliktR: Eine Aktion ai steht in Schreib-/LesekonfliktR zu ei-
ner Aktion aj (i 6= j), wenn beide auf unterschiedliche Replikate eines logischen Datenobjekts
zugreifen, eine Aktion eine Schreibaktion und die andere Aktion eine Leseaktion ist. Die Lese-
aktion erfolgt auf ein nicht-aktuelles Replikat.
Definition 16 Schreib-/SchreibkonfliktR: Eine Schreibaktion ai steht in Schreib-/Schreib-
konfliktR zu einer Schreibaktion aj (i 6= j), wenn beide auf unterschiedliche Replikate eines
logischen Datenobjekts mit unterschiedlichen Werten schreibend zugreifen.
Je nach Replikationsstrategie werden diese Sonderfa¨lle von Konflikten unter Umsta¨nden tole-
riert, was zu
”
abgeschwa¨chter Konsistenz“ in replizierten Datenbanken fu¨hrt (vergleiche Definiti-
on 20). In diesem Fall speichern die Replikate eines logischen Datenobjekts zumindest tempora¨r
unterschiedliche Werte und die Zugriffe auf die Replikate werden nicht derart koordiniert, dass
die 1-Kopien-Serialisierbarkeit gewa¨hrleistet ist. Einfach gesagt, treten die genannten Konflikte
dann auf, wenn die Schreibaktionen
”
zeitverzo¨gert“ bzw.
”
verspa¨tet“ propagiert werden.
Bei Schreib-/LesekonfliktenR wird auf Replikate zugegriffen, die nicht aktuell sind. Wenn
diese
”
veralteten“ Daten aus Anwendungssicht dennoch brauchbar sind, so ko¨nnen derartige
Konflikte akzeptiert werden. Wa¨hrend zugelassene Schreib-/Schreibkonflikte in nicht-replizierten
Datenbanken zu lost updates fu¨hren, koexistieren bei zugelassenen Schreib-/SchreibkonfliktenR
zwei unabha¨ngige A¨nderungen auf ein logisches Datenobjekt. Bei der Zusammenfu¨hrung, d.h.
wenn die konfligierenden Schreibaktionen ein Replikat erreichen, muss ein Abgleich im Rahmen
einer Konfliktbehandlung durchgefu¨hrt werden (siehe Abschnitt 3.3.2). Im Allgemeinen muss
entweder eine u¨berlebende A¨nderung oder eine resultierende A¨nderung bestimmt werden.
Anmerkung:
Abschließend soll in diesem Abschnitt noch diskutiert werden, ob erst dann von Replikation
gesprochen wird, wenn der Replikationsgrad gro¨ßer als eins ist, also bezugnehmend auf Definiti-
on 3, ob es
”
echt“ mehrere physische Datenobjekte zu einem logischen Datenobjekt geben muss.
Nach Definition 7 liegt eine replizierte Datenbank erst dann vor, wenn zumindest fu¨r einige
Objekte der Replikationsgrad gro¨ßer als eins ist. Dieser Auffassung wird sich hier angeschlossen,
was auch in der Definition 10 zum Ausdruck kommt: Eine Replikationsstrategie wird erst dann
beno¨tigt, wenn die Anzahl der Replikate fu¨r ein logisches Datenobjekt gro¨ßer als eins ist. Die
Unterscheidung, ein physisches Datenobjekt (also eine bestimmte Kopie) sei das Original und
erst die weiteren Kopien sind die Replikate, wird hier nicht als sinnvoll erachtet. Zwar gibt es
die Replikationsstrategie Primary Copy (siehe Abschnitt 3.3.1), bei dem eine bestimmte Kopie
eine Sonderstellung einnimmt, aber bei den anderen Replikationsstrategien sind die Replikate
”
gleichberechtigt“. Auch im Sinne der Replikationstransparenz ist eine Unterscheidung Original
und (
”
weitere“) Replikate abwegig.
3.2.2. Konsistenz in replizierten Datenbanken
Eine wichtige Qualita¨tseigenschaft von Replikationsstrategien ist die Konsistenz der Replikate
bzw. das Korrektheitskriterium, nach dem die Replikationsstrategie die Zugriffe auf die Replikate
koordiniert. In Abschnitt 2.3 wurden die Begriffe Konsistenz und Korrektheit, die in dieser Ar-
beit synonym verwendet werden, im allgemeinen Datenbank-Kontext erla¨utert. Die allgemeinen
Begriffsdefinitionen und Anmerkungen gelten ebenfalls fu¨r replizierte Datenbanken. Insbesonde-
re mu¨ssen auch Replikate die in der Datenbank hinterlegten Integrita¨tsbedingungen einhalten,
was u.a. auch eine geeignete Transaktionsverarbeitung und damit eine Synchronisation im Mehr-
benutzerbetrieb einschließt.
Bei einer nicht-replizierten Datenbank ist bei A¨nderung eines logischen Datenobjekts genau
ein physisches Datenobjekt betroffen, fu¨r das die Integrita¨tsbedingungen eingehalten werden
mu¨ssen. Bei einer replizierten Datenbank sind bei einer A¨nderung eines logischen Datenobjekts
mehrere physische Datenobjekte, also Replikate, betroffen, die jeweils die Integrita¨tsbedingungen
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erfu¨llen und mit dem gleichen Wert aktualisiert werden mu¨ssen. Welche Replikate des logischen
Datenobjekts betroffen sind, ist von der gewa¨hlten Replikationsstrategie abha¨ngig. Neben der
Integrita¨tskontrolle (siehe Abschnitt 2.3.2) ist bei replizierten Datenbanken also zusa¨tzlich eine
Replikationsstrategie no¨tig. Es sei angemerkt, dass in diesem Zusammenhang anstatt von Inte-
grita¨tskontrolle und Replikationsstrategie in der Literatur ha¨ufig von Nebenla¨ufigkeitskontrolle
und Replikationsstrategie (concurrency control und replication control [BG84]) gesprochen wird.
In a¨hnlicher Weise wird in [ES83] der konsistente Zustand einer replizierten Datenbank defi-
niert:
”
Eine replizierte Datenbank ist genau dann in einem konsistenten Zustand, wenn erstens
alle Kopien jedes logischen Objekts den gleichen Wert haben und zweitens dieser Wert den
Integrita¨tsbedingungen genu¨gt. In [Tho79] werden diese Anforderungen
”
wechselseitige Konsis-
tenz“ (mutual consistency) und
”
interne Konsistenz“ (internal consistency) genannt.“ In der
Literatur wird ha¨ufig der Konsistenzbegriff
”
wechselseitige Konsistenz“ derart aufgefasst, dass
alle Replikate eines logischen Datenobjekts den gleichen Wert repra¨sentieren mu¨ssen (siehe z.B.
[GA02]), allerdings wird in der oben genannten Definition von [ES83] die Referenz [Tho79] falsch
wiedergegeben:
”
Mit
”
wechselseitiger Konsistenz“ meinen wir, dass alle Kopien zum gleichen
Zustand konvergieren und identisch sind, wenn A¨nderungsoperationen unterbleiben.“ Nach die-
ser Definition du¨rfen also tempora¨r
”
Inkonsistenzen“ auftreten, d.h. Replikate eines logischen
Datenobjekts beinhalten zumindest zeitweise unterschiedliche Werte.
Eine weitere Variante der Begriffsdefinition
”
wechselseitiger Konsistenz“ ist in [DGMD85]
zu finden:
”
Alle Kopien eines logischen Datenobjekts mu¨ssen sich exakt auf einen aktuellen
Wert fu¨r das logische Datenobjekt versta¨ndigen.“ Auch hier mu¨ssen also nicht alle Replikate
den gleichen Wert gespeichert haben, aber es muss eine Mo¨glichkeit geben, den aktuellen Wert
(siehe Definition 5) zu identifizieren. Basierend auf diesen drei Varianten, werden die folgenden
Begriffe definiert, die ebenfalls in der Literatur verbreitet sind:
Definition 17 (nach [Len97]) Replikationskonsistenz: Die Replikationskonsistenz ist ge-
nau dann gewa¨hrleistet, wenn alle Replikate eines logischen Datenobjekts stets den selben Wert
besitzen.
Definition 18 (nach [BHG87]) 1-Kopien-Serialisierbarkeit (1SR, one-copy-serializabili-
ty): Eine nebenla¨ufige Ausfu¨hrung von verteilten Transaktionen ist 1-Kopien-serialisierbar, wenn
sie zu einer sequentiellen Ausfu¨hrung dieser Transaktionen auf einer nicht-replizierten Daten-
bank a¨quivalent ist.
Definition 19 (nach [TPST98]) Letztendliche Konsistenz (eventual consistency): Eine
replizierte Datenbank ist dann
”
letztendlich konsistent“, wenn alle Replikate letztendlich alle
Schreiboperationen empfangen und je zwei Replikate, die die gleiche Menge an Schreibopera-
tionen empfangen haben, einen identischen Wert repra¨sentieren.
In [Len97] wird Replikationskonsistenz in globale und lokale Replikationskonsistenz unterteilt,
wobei bei der globalen Replikationskonsistenz alle Replikate eines logischen Datenobjekts ange-
sprochen sind und bei der lokalen Replikationskonsistenz ein einzelnes Replikat eines logischen
Datenobjekts. Lokale Replikationskonsistenz ist gleichbedeutend damit, dass das Replikat aktu-
ell ist (siehe Definition 5). Daher ist in dieser Arbeit bei Replikationskonsistenz grundsa¨tzlich
die globale Replikationskonsistenz gemeint und
”
wechselseitige Konsistenz“ (siehe oben) wird
als Replikationskonsistenz betrachtet.
Die
”
1-Kopien-Serialisierbarkeit“ (1SR) ist der wichtigste Konsistenzbegriff bzw. das wich-
tigste Korrektheitskriterium fu¨r replizierte Datenbanken. 1SR geht mit der so genannten
”
Re-
plikationstransparenz“ einher, die nach [TGGL82] wie folgt definiert ist:
”
Obgleich ein logisches
Datenobjekt auf mehreren Rechnern repliziert gespeichert ist, erscheint es einem Benutzer, als
wa¨re es nur einmal auf einem Rechner gespeichert.“ Zur Gewa¨hrleistung der 1SR-Konsistenz ist
eine geeignete Integrita¨tskontrolle inklusive Konfliktserialisierbarkeit und eine geeignete Repli-
kationsstrategie no¨tig, d.h. eine Replikationsstrategie, die die Schreibzugriffe derart koordiniert,
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dass Lesezugriffe immer auf das aktuelle Replikat zugreifen (vergleiche die Definition
”
wech-
selseitige Konsistenz“ von [DGMD85], siehe oben). Die Replikationskonsistenz ist hierfu¨r nicht
no¨tig. Einige Replikate sind ggf. nicht aktuell, aber es wird sich auf aktuelle Replikate versta¨ndigt
(siehe z.B. Votierungsverfahren in Abschnitt 3.3.1). Wenn bei Schreib- oder Lesezugriffen die
Replikationsstrategie umgangen wird, kann es folglich zu inkonsistenten Zugriffen kommen.
Die Gewa¨hrleistung der
”
Letztendlichen Konsistenz“ ist gleichbedeutend damit, dass alle
Replikate eines logischen Datenobjekts zum selben Zustand konvergieren, falls keine weiteren
Schreiboperationen auftreten. Zwischenzeitlich ko¨nnen Inkonsistenzen auftreten. In Definition 19
wird außerdem explizit darauf eingegangen, dass ausgelassene Schreiboperationen auch die Repli-
kate erreichen sollten. Wenn dafu¨r nicht Sorge getragen wird, dann findet durch die Replikations-
strategie keine
”
Propagierung“ statt, d.h. es handelt sich um Duplikate (siehe Definition 13).
In [Len97] wird analog zur letztendlichen Konsistenz der Konsistenzbegriff
”
Konvergenz“ fu¨r
Replikationsstrategien definiert, wobei zusa¨tzlich gefordert wird, dass freigegebene A¨nderungen
nicht ru¨ckga¨ngig gemacht werden du¨rfen.
3.2.3. Abgeschwa¨chte Konsistenzbegriffe in replizierten Datenbanken
Bei der 1-Kopien-Serialisierbarkeit wird der Vorteil der konsistenten Zugriffe durch einen hohen
Synchronisationsaufwand erkauft. Die Folge ist, dass insbesondere bei Schreibzugriffen die Per-
formance leidet und mo¨glicherweise Transaktionen abgebrochen werden. Wenn Anwendungen
auch mit
”
weniger“ Konsistenz zu Recht kommen, dann kann zu Gunsten der Performance und
der Verfu¨gbarkeit (siehe Abschnitt 3.1) mit so genannter
”
abgeschwa¨chter Konsistenz“ gearbeitet
werden:
Definition 20 Abgeschwa¨chte Konsistenz in replizierten Datenbanben: Abgeschwa¨chte
Konsistenz in replizierten Datenbanken liegt dann vor, wenn die 1-Kopien-Serialisierbarkeit nicht
eingehalten wird. Insbesondere kann in replizierten Datenbanken eine Abschwa¨chung der Konsis-
tenz dadurch toleriert werden, dass die Replikate eines logischen Datenobjekts unterschiedliche
Werte repra¨sentieren.
In Abschnitt 2.3.3 wurde abgeschwa¨chte Konsistenz in nicht-replizierten Datenbanken diskutiert,
in denen eine Abschwa¨chung dadurch realisiert wird, dass eingeschra¨nkte bzw. abgeschwa¨chte
Integrita¨tsbedingungen verwendet werden. Da die 1-Kopien-Serialisierbarkeit neben der Inte-
grita¨tskontrolle eine geeignete Replikationsstrategie beno¨tigt, ist in replizierten Datenbanken
zusa¨tzlich eine Abschwa¨chung der Konsistenz dadurch mo¨glich, dass eine Replikationsstrate-
gie eingesetzt wird, die tempora¨re Inkonsistenzen der Replikate eines logischen Datenobjekts
zula¨sst. Dieser Fokus auf Replikation, der dieser Arbeit zugrunde liegt, wird durch den zweiten
Satz der Definition 20 verdeutlicht.
Ein Beispiel fu¨r die abgeschwa¨chte Konsistenz ist die letztendliche Konsistenz (siehe De-
finition 19). Weil hier kaum Aussagen daru¨ber gemacht werden, wann genau die Konsistenz
wieder erreicht wird bzw. welche Garantien zwischenzeitlich gewa¨hrleistet werden, handelt es
sich um eine sehr schwache Form von Konsistenz bei replizierten Datenbanken. Angemerkt sei,
dass die Verletzung der 1-Kopien-Serialisierbarkeit in Definition 20 eine notwendige Vorausset-
zung fu¨r die Zuordnung zur abgeschwa¨chten Konsistenz darstellt. Votierungsverfahren (siehe
Abschnitt 3.3.1), die die 1-Kopien-Serialisierbarkeit gewa¨hrleisten, lassen zwar unterschiedliche
Werte von Replikaten eines logischen Datenobjekts zu, aber za¨hlen dennoch nicht zu den Repli-
kationsstrategien mit abgeschwa¨chter Konsistenz.
Wa¨hrend die 1-Kopien-Serialisierbarkeit konsistente Zugriffe gewa¨hrleistet, sind bei der letzt-
endlichen Konsistenz inkonsistente Zugriffe mo¨glich, wobei Angaben u¨ber die
”
Gu¨te“ der Daten
nicht mo¨glich sind. Daher wurden in der Forschung Konzepte entwickelt, die einen
”
Konsistenz-
grad“ (degree of consistency, siehe z.B. [Len96]) beinhalten, mittels dem einzuhaltende Garantien
fu¨r Zugriffe auf Replikate spezifiziert werden ko¨nnen. Folgende abgeschwa¨chte Konsistenzbegriffe
werden detaillierter diskutiert:
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• Session-Garantien
• Koha¨renzbedingungen und Aktualisierungszeitpunkte
• Datenfrische
• Probabilistische Konsistenzbegriffe
Session-Garantien
Nach [Dat03] bedeutet Replikationstransparenz, dass die replizierte Speicherung vor dem An-
wender verborgen bleibt. Bei Zugriffen auf ein logisches Datenobjekt wird durch die Replika-
tionsstrategie bestimmt, auf welches Replikat bzw. auf welche Replikate zugegriffen wird. Damit
besteht die Mo¨glichkeit, dass ein Anwender bzw. ein Prozess bei zwei Lesezugriffen auf das gleiche
logische Datenobjekt auf unterschiedliche Replikate zugreift. Wenn nun die Replikationsstrate-
gie nicht der 1-Kopien-Serialisierbarkeit genu¨gt und es Replikate eines logischen Datenobjekts
gibt, die unterschiedliche Werte gespeichert haben, dann werden unterschiedliche Werte fu¨r ein
logisches Datenobjekt gelesen. Insbesondere ko¨nnte der zweite Lesezugriff auf ein
”
a¨lteres“ Re-
plikat zugreifen als der erste Lesezugriff, d.h. auf eine a¨ltere Version. Es ist auch mo¨glich, dass
ein Prozess den eigenen Schreibzugriff bei einem folgenden Lesezugriff nicht
”
sieht“, weil fu¨r den
Lesezugriff ein Replikat zugewiesen wird, bei dem die A¨nderung noch nicht angelangt ist.
Diese Besonderheiten bei replizierten Datenbanken ergeben sich dann, wenn abgeschwa¨chte
Konsistenz verwendet wird und der Anwender bzw.
”
Client“ keinen Einfluss darauf hat, wel-
che Replikate fu¨r einen Zugriff herangezogen werden. Um in diesem Fall Abhilfe zu schaffen,
wurden in [TDP+94] vier so genannte Session-Garantien definiert, die auch als Client-zentrierte
Konsistenz bezeichnet werden:
Definition 21 (nach [TDP+94]) Session-Garantie: Eine Session-Garantie ist eine Garan-
tie innerhalb einer Session, in der Schreib- und Lesezugriffen auf eine replizierte Datenbank mit
abgeschwa¨chter Konsistenz durchgefu¨hrt werden. Es werden vier Session-Garantien unterschie-
den:
1. Read your Writes: Wenn in einer Session ein Lesezugriff einem Schreibzugriff folgt und
der Lesezugriff auf das Replikat r erfolgt, dann beinhaltet das Replikat r den Schreibzugriff
der Session.
2. Monotonic Reads: Wenn in einer Session ein Lesezugriff L2 einem Lesezugriff L1 folgt,
L1 das Replikat r1 und L2 das Replikat r2 liest, wobei r1 und r2 Replikate des selben logischen
Datenobjekts sind, dann beinhaltet r2 alle Schreibzugriffe von r1.
3. Writes follows Read: Wenn in einer Session ein Schreibzugriff einem Lesezugriff folgt
und der Schreibzugriff auf das Replikat r erfolgt, dann beinhaltet r mindestens alle Schreib-
operationen, die das gelesene Replikat auch beinhaltet hat.
4. Monotonic Writes: Wenn in einer Session ein Schreibzugriff S2 einem Schreibzugriff S1
folgt, S1 das Replikat r1 und S2 das Replikat r2 schreibt, wobei r1 und r2 Replikate des selben
logischen Datenobjekts sind, dann beinhaltet r2 mindestens alle Schreibzugriffe von r1.
Bei der Entwicklung der Replikationsstrategie Bayou [TTP+95] wurde von einer Systemum-
gebung ausgegangen, bei der mobile Systeme zum Einsatz kommen. Diese mobilen Systeme
verfu¨gen nicht u¨ber eine sta¨ndige Netzanbindung und wechseln unter Umsta¨nden den Server,
den sie kontaktieren. Die Session-Garantien werden in Bayou verwendet, um den mobilen Clients
zumindest aus ihrer Sicht eine bestimmte Konsistenz zu gewa¨hrleisten.
Koha¨renzbedingungen und Aktualisierungszeitpunkte
Wenn Lesezugriffe auf
”
veraltete“ Daten aus Anwendungssicht akzeptiert werden ko¨nnen, dann
ko¨nnen aus dieser Kenntnis Vorteile erzielt werden: Replikate ko¨nnen lokal gepuffert werden
(caching) und eine Transaktionssynchronisation auf diese Replikate ist nicht no¨tig, wenn die
Transaktionen ausschließlich lesend zugreifen. Es handelt sich somit um Lese-Replikate (sie-
he Definition 11) und Schreib-/LesekonflikteR (siehe Definition 15) werden toleriert. Um aber
bei Lesezugriffen auf diese mitunter veralteten Daten bestimmte Garantien gewa¨hrleisten zu
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ko¨nnen, werden die Daten nach speziellen Regeln aktualisiert bzw. als ungu¨ltig erkla¨rt, sofern
die Aktualisierung fehlschla¨gt.
Grundsa¨tzlich ko¨nnen zwei Methoden unterschieden werden, wann die Replikate aktualisiert
werden: Entweder wird ein
”
Abstand“ des veralteten Replikats zum aktuellen Replikat als Be-
dingung herangezogen oder es werden Zeitpunkte definiert, an denen eine Aktualisierung durch-
zufu¨hren ist. Abstandsmaße bzw. Koha¨renzbedingungen wurden in der Replikationsstrategie
”
Quasi-Copies“ [ABGMA88] vorgestellt, wobei drei Typen von Bedingungen identifiziert wur-
den:
Definition 22 (nach [ABGMA88]) Koha¨renzbedingung (coherency condition): Eine Ko-
ha¨renzbedingung ist eine Bedingung, mit der der Abstand eines
”
veralteten“ Lese-Replikats zu
einem aktuellen Replikat spezifiziert werden kann. Eine Default-Bedingung ist, dass das Lese-
Replikat irgendwann den gleichen Wert wie das aktuelle Replikat hatte. Es ko¨nnen folgende drei
Typen von Koha¨renzbedingungen unterschieden werden:
1. Zeitverzug (Delay Condition): Hieru¨ber kann eine Zeitspanne angegeben werden, die ein
Lese-Replikat gegenu¨ber dem
”
ersten“ A¨nderungszeitpunkt des aktuellen Replikats in Verzug
sein darf.
2. Versionsabstand (Version Condition): Mit einem Versionsabstand wird festgelegt, wie
viele Versionen ein Lese-Replikat gegenu¨ber einem aktuellen Replikat in Ru¨ckstand sein
darf. Die Version eines Replikats ist ein Za¨hler, der bei einem Schreibzugriff auf das Replikat
inkrementiert wird.
3. Wertdifferenz (Arithmetic Condition): Die Aktualisierung eines Lese-Replikats erfolgt,
wenn das aktuelle Replikat außerhalb eines Wertintervalls liegt. Das Intervall kann absolut
oder relativ angegeben werden, ggf. wird eine Abstandsfunktion beno¨tigt.
Der Versionsabstand kann als Za¨hler fu¨r A¨nderungstransaktionen aufgefasst werden. Damit
ergibt sich eine Analogie zur Epsilon-Serialisierbarkeit (siehe Abschnitt 2.2.4). Wa¨hrend bei
”
Quasi-Copies“ ein Abstandsmaß vom Lese-Replikat zum aktuellen Replikat dient, um eine
Aktualisierung anzustoßen, werden hierfu¨r bei
”
Snapshots“ [AL80] ausschließlich spezielle Zeit-
punkte bestimmt. Dabei gibt es zwei Varianten:
Definition 23 (nach [AL80]) Snapshot-Aktualisierungszeitpunkt: Ein Snapshot-Aktua-
lisierungszeitpunkt ist der Zeitpunkt, an dem ein Snapshot aktualisiert wird, wobei zwei Varian-
ten unterschieden werden:
1. Ereignisorientierte Aktualisierung: Ein Snapshot wird von einem Anwender bzw. ei-
ner Anwendung auf Anforderung aktualisiert (on demand), d.h. es handelt sich um eine
ereignisorientierte Aktualisierung.
2. Periodische Aktualisierung: Beim Anlegen des Snapshots wird festgelegt, nach welchen
Zeitintervallen eine Aktualisierung erfolgt, d.h. es wird eine periodische Aktualisierung vor-
genommen.
Es sei angemerkt, dass ein Snapshot nicht nur aus Lese-Replikaten bestehen muss, sondern dass
auch aggregierte Daten in einem Snapshot vorkommen ko¨nnen. Aus Datenbanksicht handelt
es sich um eine materialisierte Sicht (View), d.h. um einen View, dessen Daten physikalisch
gespeichert werden. Gegenu¨ber der Implementierung von Quasi-Copies, wo die
”
Differenz“ von
Lese-Replikaten zu den aktuellen Replikaten ermittelt werden muss, ist die Implementierung von
Snapshots relativ einfach, weil die Aktualisierung unabha¨ngig vom Zustand der Lese-Replikate
zu bestimmten Zeitpunkten vorgenommen wird.
Datenfrische (Data Freshness)
In der Literatur wurde fu¨r abgeschwa¨chte Konsistenz von Lese-Replikaten auch ha¨ufig der Be-
griff
”
Datenfrische“ (data freshness) gepra¨gt, wobei je nach Anwendungskontext unterschiedliche
37
3. Datenreplikation und verwandte Arbeiten
Definitionen und Metriken eingefu¨hrt wurden. In [BP04] wird eine Taxonomie hinsichtlich ver-
schiedener Arbeiten vorgestellt. An dieser Stelle folgt eine allgemeine Definition, die die beiden
Hauptkategorien der verschiedenen Vorschla¨ge aus der Literatur aufgreift:
Definition 24 Datenfrische: Die Datenfrische ist ein Maß fu¨r abgeschwa¨chte Konsistenz von
Lese-Replikaten, wobei verschiedene Metriken zur Messung der Konsistenz bzw. Inkonsistenz
herangezogen werden ko¨nnen. Diese Metriken ko¨nnen grob in zwei Kategorien unterteilt wer-
den:
1. Abstandsmaße: Es wird ein Abstand von einem
”
veralteten“ Lese-Replikat zu einem ak-
tuellen Replikat als Maß spezifiziert.
2. Quote: Es wird eine Quote von aktuellen Replikaten zum gesamten Datenbestand bzw. einer
Teilmenge ermittelt.
Die erste Kategorie, die Abstandsmaße, stellen eine Analogie zu den Koha¨renzbedingungen dar
(siehe Definition 22), wobei je nach Anwendungsbereich auf einige der drei Typen eingeschra¨nkt
wird und/oder Erweiterungen vorgenommen werden. In [PS00] wird z.B. der Versionsabstand
herangezogen, wobei zusa¨tzlich eine Normierung vorgenommen wird, die als
”
Frischegrad“ (de-
gree of freshness) bezeichnet wird. Der Zeitverzug wird in [RBSS02] verwendet, um hieru¨ber
einen normierten
”
Frischeindex“ (freshness index) zu definieren. Alle drei Typen der Koha¨renz-
bedingungen sowie lineare Kombinationen werden in [PGV04] genutzt, wobei zusa¨tzlich Ab-
standsfunktionen fu¨r komplexe Datentypen angegeben werden.
Mit der zweiten Kategorie von Definition 24, der Quote, wird ein Verha¨ltnis von konsistenten
Daten zum gesamten Datenbestand ausgedru¨ckt. Hierbei werden im Allgemeinen die physischen
Datenobjekte geza¨hlt, die aktuell sind, und in Relation zu der Anzahl physischer Datenobjekte in
der Datenbank gesetzt. In [CGM00] wird ein physisches Datenobjekt dann als
”
frisch“ eingestuft,
wenn es
”
topaktuell“ ist (up-to-date), wobei topaktuell bedeutet, dass das physische Datenobjekt
der realen Welt entspricht. Die Schwierigkeiten beim Vergleich eines physischen Datenobjekts
mit der realen Welt wurden bereits in Abschnitt 2.3.1 diskutiert. Daher werden nachfolgend
Definitionen angegeben, die Datenfrische auf replizierte Datenbanken beziehen und auf dem
aktuellen Replikat basieren (siehe Definition 5):
Definition 25 (nach [CGM00]) Frische eines Replikats: Die Frische F(r,t) eines Repli-
kats r zum Zeitpunkt t ist definiert als:
F (r, t) =
{
1, falls r gleich dem aktuellen Replikat zum Zeitpunkt t ist
0, sonst
Definition 26 (nach [CGM00]) Frische einer replizierten Datenbank: Die Frische
F(D,t) einer replizierten Datenbank D mit n Replikaten zum Zeitpunkt t ist definiert als:
F (D, t) =
1
n
n∑
i=1
F (r, t)
In [CGM00] wird durch den Limes t → ∞ des Produkts von 1/t und dem Integral vom Zeit-
punkt 0 bis zum Zeitpunkt t u¨ber die Funktionen F(r,t) bzw. F(D,t) eine
”
mittlere Frische“ fu¨r
ein Replikat bzw. eine lokale Datenbank definiert. Anstatt der bina¨ren Funktion F(r,t) ko¨nnte
auch jeder Typ der Koha¨renzbedingungen herangezogen werden. So wird in [CGM00] neben der
Frische auch das
”
Alter eines Replikats“ u¨ber den Zeitverzug definiert und damit in analoger
Weise das Alter einer replizierten Datenbank bzw. das mittlere Alter.
In analoger Weise zu den Definitionen 25 bzw. 26 wird in [LR03] die Frische einer Webseite
bzw. die Frische eines Webrepositories definiert. Dabei setzt sich die Frische einer Webseite aus
der Frische der Elemente der Webseite zusammen. In [HCH04] wird zusa¨tzlich eine Gewichtung
in die Frische-Definitionen aufgenommen, um die
”
Wichtigkeit“ von Webseiten beru¨cksichtigen
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zu ko¨nnen. Eine a¨hnliche Quote wird in [KSSA02] gebildet, wobei hier aber die Zugriffe bewertet
werden: Es wird das Verha¨ltnis von der Anzahl der Zugriffe auf frische Daten zu der Anzahl
der gesamten Zugriffe in einem bestimmten Zeitraum gebildet. Diese Frische wird als
”
bemerkte
Frische“ bezeichnet:
Definition 27 (nach [KSSA02]) Bemerkte Frische: Die bemerkte Frische (PF, perceived
freshness) wird in Prozent gemessen und ist durch folgende Formel definiert:
PF = 100 ·
Nfresh
Naccessed
[%]
mit Nfresh: Anzahl Zugriffe auf aktuelle Replikate, Naccessed: gesamte Anzahl Zugriffe auf Repli-
kate in einem bestimmten Zeitraum.
Probabilistische Konsistenzbegriffe
Die Datenfrische (siehe Definition 24) kann als Verha¨ltnis der Anzahl aktueller Replikate zu
der Gesamtanzahl Replikate ausgedru¨ckt werden bzw. bei der bemerkten Frische (siehe Defi-
nition 27) wird entsprechend das Verha¨ltnis der Zugriffe gebildet. Ein anderer Ansatz ist es,
die Wahrscheinlichkeit dafu¨r anzugeben, dass bei einem Lesezugriff ein aktuelles Replikat ge-
lesen wird. Da grundsa¨tzlich ein Lesezugriff auf ein logisches Datenobjekt auf eine Menge von
Lesezugriffen auf Replikate u¨bersetzt wird (siehe Definition 10), kann eine Wahrscheinlichkeit
dafu¨r ermittelt werden, dass bei der Menge von zugegriffenen Replikaten ein aktuelles Replikat
betroffen ist. Dieser Konsistenzbegriff wird zuna¨chst allgemein definiert:
Definition 28 Probabilistische Konsistenz: Die probabilistische Konsistenz ist ein wahr-
scheinlichkeitstheoretisches Maß dafu¨r, dass bei einem Lesezugriff auf eine Menge von Replikaten
eines logischen Datenobjekts ein aktuelles Replikat des logischen Datenobjekts gelesen wird.
In [LPST95, LPST96] wird die probabilistische Konsistenz als Vertrauenslevel (level of confi-
dence, LOC) bezeichnet. Bei einem Lesezugriff wird der LOC dem Wert des Replikats beigefu¨gt,
d.h. das gelesene Replikat ist mit der Wahrscheinlichkeit
”
LOC“ aktuell. Bei der Bestimmung
des LOC wird in der genannten Arbeit von Quoren-basierten Replikationsstrategien ausgegangen
(siehe Abschnitt 3.3.1). Dabei werden Schreibzugriffe mit einem vollsta¨ndigen Schreibquorum
durchgefu¨hrt, bei einem Lesezugriff muss jedoch kein vollsta¨ndiges Lesequorum erreicht werden.
Der LOC ist nun die Wahrscheinlichkeit dafu¨r, dass bei dem unvollsta¨ndigen Lesequorum, also
der Menge der gelesenen Replikate, ein aktuelles Replikat enthalten ist.
In [ZJ98, ZSJ00] werden so genannte
”
probabilistische Datenzugriffsgarantien“ vorgeschlagen,
die hier in Abgrenzung zur Definition 28 als
”
probabilistische Frische“ bezeichnet werden und
fu¨r ein Replikat wie folgt definiert ist:
Definition 29 (nach [ZSJ00]) Probabilistische Frische: Die probabilistische Frische PRi
eines Replikats i, das am Rechner R lokalisiert ist, zum Zeitpunkt t ist definiert als:
PRi (t) =


1
0
1− piu,−R
1− (t− δ − tiu)/pi
t ≤ tiu + δ
t ≥ tiu + pi + δ
sonst, falls zufa¨llige Aktualisierung
sonst, falls periodische Aktualisierung
mit tiu: Updatezeitstempel des Replikats i, δ: Latenzzeit, pi: Aktualisierungsperiode, p
i
u,−R: Wahr-
scheinlichkeit, dass an einem anderen Rechner wie Rechner R eine A¨nderung des entsprechenden
Replikats durchgefu¨hrt wurde.
Das Replikat i ist bei der probabilistischen Frische genau dann konsistent, d.h. hat den Wert 1,
wenn der Zeitpunkt t gegenu¨ber dem Zeitstempel tiu eine Latenzzeit nicht u¨bersteigt. Wenn der
Zeitpunkt t den Zeitstempel tiu um die Latenzzeit und die Aktualisierungsperiode pi u¨bersteigt,
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hat die probabilistische Frische den Wert 0. Im dazwischen liegenden Zeitraum wird bei der
Berechnung der probabilistischen Frische unterschieden, ob die Replikate periodisch oder zufa¨llig
aktualisiert bzw. gea¨ndert werden.
Bei der periodischen Aktualisierung wird angenommen, dass Lese-Replikate (siehe Defini-
tion 11 auf Seite 32) periodisch von einem ausgezeichneten Rechner aktualisiert werden, an
dem A¨nderungen vorgenommen werden du¨rfen. Die probabilistische Frische wird in diesem Fall
im Wesentlichen als Verha¨ltnis der gegenu¨ber dem Zeitstempel tiu vergangenen Zeit und der
Aktualisierungsperiode pi gebildet. Bei der zufa¨lligen Aktualisierung wird angenommen, dass
A¨nderungen unabha¨ngig an allen Rechnern vorgenommen werden ko¨nnen. Fu¨r die Berechnung
der probabilistischen Frische wird dann die Wahrscheinlichkeit piu,−R beno¨tigt, d.h. die Wahr-
scheinlichkeit, dass das Replikat i an einem anderen Rechner als Rechner R gea¨ndert wurde. Die
Berechnung der piu,−R stellt im Allgemeinen ein gro¨ßeres Problem dar. In [ZSJ00] wird p
i
u,−R
u¨ber piu,r berechnet, wobei p
i
u,r die Wahrscheinlichkeit dafu¨r ist, dass mindestens eine A¨nderung
des Replikats i am Rechner r 6= R im Zeitintervall [tiu + δ, t] vorgenommen wurde. Fu¨r p
i
u,r wird
eine exponentielle Wahrscheinlichkeitsdichtefunktion angenommen.
3.2.4. Klassifizierungen
In diesem Abschnitt werden Klassifizierungsmo¨glichkeiten von Replikationsstrategien gezeigt,
die einerseits zum Versta¨ndnis der Funktionsweise von Replikationsstrategien beitragen und
andererseits eine Basis fu¨r die strukturierte Vorstellung einzelner Replikationsstrategien in Ab-
schnitt 3.3 bieten. In [War05] werden sechs Dimensionen vorgestellt, nach denen eine Klassi-
fizierung von Replikationsstrategien vorgenommen werden kann, wobei die Dimensionen nicht
absolut orthogonal zueinander sind:
D1 Korrektheitskriterium (siehe Abschnitt 3.2.2): Replikationsstrategien ko¨nnen dahin ge-
hend klassifiziert werden, welcher Konsistenzbegriff bzw. welches Korrektheitskriterium
ihnen zugrunde liegt.
D2 Verteilung der Replikate: Es kann differenziert werden, wie viele Replikate angelegt und
wo sie lokalisiert werden. Zusa¨tzlich ist eine Unterscheidung mo¨glich, ob alle logischen
Datenobjekte repliziert werden oder eine Teilmenge bzw. ob logische Datenobjekte frag-
mentiert werden und nur bestimmte Fragmente repliziert werden.
D3 Verteilung der Updates: Zuna¨chst kann zwischen eifriger und tra¨ger Replikation bzw.
synchroner und asynchroner Replikation getrennt werden (siehe unten). Weiterhin kann
die Verteilung in direkte und indirekte Verteilung zerlegt werden. Bei der indirekten
Verteilung kann ein so genannter
”
Propagierungsgraph“ oder eine
”
epidemische Kom-
munikation“ [AAS97] genutzt werden. Auch hinsichtlich der betroffenen Replikate kann
unterteilt werden, na¨mlich ob alle Replikate betroffen sind oder jeweils ein bestimmtes
”
Quorum“ (siehe Abschnitt 3.3.1).
D4 Grad der Zentralisierung: Hiermit wird unterschieden, auf welche Replikate bei Schreib-
operationen zugegriffen wird. Es ergibt sich eine Unterscheidung in
”
primary copy“ und
”
update everywhere“.
D5 Reaktion auf Partitionierung: Es erfolgt eine Abgrenzung zwischen
”
pessimistischen Stra-
tegien“ und
”
optimistischen Strategien“. Die pessimistischen Strategien schra¨nken im
Fall einer Netzpartitionierung die Verfu¨gbarkeit derart ein, dass weiterhin Konsistenz
gewa¨hrleistet wird. Im Allgemeinen sind damit Schreibzugriffe bestenfalls in einer Par-
tition zula¨ssig. Die optimistischen Strategien schra¨nken nicht die Verfu¨gbarkeit ein. Die
Folge ist, dass bei Behebung der Netzpartitionierung eine Zusammenfu¨hrung (siehe Ab-
schnitt 3.3.2) erfolgen muss.
D6 Synchronisation der Zugriffsoperationen: Hierdurch wird eine Klassifizierung nach
”
syn-
taktischen Strategien“ und
”
semantischen Strategien“ mo¨glich. Die Einteilung wird nach
[DGMD85] wie folgt vorgenommen:
”
Syntaktische Strategien verwenden als Korrektheits-
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kriterium die 1-Kopien-Serialisierbarkeit, wa¨hrend semantische Strategien die Semantik
der Transaktionen oder der Datenbank nutzen. Letzteres kann auch als
”
Sonstiges“ auf-
gefasst werden.“
In [CHKS91] werden zur Klassifizierung von Replikationsstrategien die Dimensionen D4, D3
(feingranularere Unterteilung als eifrige und tra¨ge Replikation) und, eingeschra¨nkt, D1 verwen-
det. Im Kontext des Anwendungsbereichs mobiler Systeme wird in [GHOS96] eine Klassifizierung
bzgl. der Dimensionen D3 (eifrige und tra¨ge Replikation) und D4 (Master und Group) vorgeschla-
gen. Fu¨r Replikationsstrategien, die zur eifrigen Replikation (D3) za¨hlen, wird in [WSP+00] eine
Unterteilung nach folgenden Dimensionen vorgenommen: D4, D3 (constant und linar interacti-
on) und
”
Transaction Termination“. Ein U¨berblick inklusive Klassifizierung fu¨r optimistische
Replikation (beinhaltet die tra¨ge Replikation) ist in [SS05] zu finden, wobei im Wesentlichen alle
sechs Dimensionen genutzt werden.
Eine ha¨ufig referenzierte Klassifizierung wurde in [DGMD85] vorgestellt, wobei die Dimen-
sionen D6 und D5 verwendet werden. Diese Klassifizierung wurde in [BD96] aufgegriffen und
hinsichtlich der Einordnung von Replikationsstrategien genutzt. Die Kombination der Dimen-
sionen D6 und D5 fu¨hrt zu syntaktisch-pessimistischen, syntaktisch-optimistischen, semantisch-
pessimistischen und semantisch-optimistischen Replikationsstrategien. Problematisch sind die
syntaktisch-optimistischen Strategien, weil einerseits die 1-Kopien-Serialisierbarkeit erhalten
bleiben soll, aber andererseits keine Einschra¨nkung der Verfu¨gbarkeit bei Netzpartitionierung
erfolgen darf. In [Dav84], wo das
”
optimistische Protokoll“ als syntaktisch-optimistische Repli-
kationsstrategie vorgestellt wird, wird das Commit der Transaktionen bis zur Reparatur der
Partitionierung verzo¨gert, um ggf. konfligierende Transaktionen zuru¨ckzusetzen.
In [GHOS96] wird Replikation in
”
eifrige Replikation“ und
”
tra¨ge Replikation“ unterteilt
(eager and lazy replication), wobei folgende Definition zugrunde gelegt wird:
Eifrige Replikationsstrategien: Eifrige Replikationsstrategien sind diejenigen, die alle Re-
plikate in einer origina¨ren Transaktion aktualisieren.
Tra¨ge Replikationsstrategien: Tra¨ge Replikationsstrategien sind diejenigen, bei der ein Re-
plikat in der origina¨ren Transaktion gea¨ndert wird und die u¨brigen Replikate asynchron
aktualisiert werden.
Unter einer
”
origina¨ren Transaktion“ wird eine Transaktion verstanden, die den ACID-Eigen-
schaften [HR83] genu¨gt, also insbesondere atomar ist und isoliert ausgefu¨hrt wird. An der obigen
Einteilung ist zu kritisieren, ob es nicht auch Mischformen geben kann bzw. wo diese zuzuordnen
sind. Eine Strategie, die beispielsweise eine bestimmte Anzahl gro¨ßer als eins in der origina¨ren
Transaktion und den Rest asynchron aktualisiert, ist nicht eindeutig zu klassifizieren. Um al-
le Replikationsstrategien eindeutig zuordnen zu ko¨nnen, erscheint es besser, fu¨r eifrige bzw.
synchrone Replikation eine Definition zu geben und den
”
Rest“ als tra¨ge bzw. asynchrone Re-
plikation zu bezeichnen. Weiterhin kann festgestellt werden, dass nach [GHOS96] von eifriger
Replikation nur dann gesprochen wird, wenn alle(!) Replikate beteiligt sind. Damit wu¨rde nur
die ROWA-Strategie (siehe Abschnitt 3.3.1) zur eifrigen Replikation za¨hlen.
Eine Klassifizierung in synchrone und asynchrone Replikationsstrategien wird in [PL91] vor-
genommen. Zu den synchronen Replikationsstrategien za¨hlen diejenigen, die in einer atomaren
Transaktion
”
einige Replikate“ aktualisieren, um wechselseitige Konsistenz zu erreichen (siehe
Abschnitt 3.2.2). Auch hier bestehen kleine Ungenauigkeiten in der Einteilung, da
”
wechselsei-
tige Konsistenz“ und
”
einige Replikate“ nur vage festgelegt sind. Daher wird in [NHHT03], wo
ebenfalls nach synchronen und asynchronen Replikationsstrategien klassifiziert wird, von den
”
notwendigen Replikaten“ gesprochen, wobei u¨ber
”
notwendig“ die 1-Kopien-Serialisierbarkeit
(siehe Definition 18) erreicht werden soll.
Auch in der D6 erfolgt die Unterteilung in syntaktische und semantische Replikationsstrate-
gien u¨ber die 1-Kopien-Serialisierbarkeit. Fu¨r die 1-Kopien-Serialisierbarkeit ist nach [HAA99,
WSP+00] eine eifrige Replikation notwendig und die eifrige Replikation wird gleich der syn-
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chronen Replikation gesetzt. Hiermit wird nochmals die Wichtigkeit des Konsistenzbegriffs bzw.
des Korrektheitskriteriums 1-Kopien-Serialisierbarkeit unterstrichen, die damit pra¨destiniert ist
fu¨r eine Klassifizierung von Replikationsstrategien. Wenn die Definitionen der Klassifizierungen
syntaktisch / semantisch, eifrig / tra¨ge, pessimistisch / optimistisch bzw. synchron / asynchron
u¨ber dieses Kriterium erfolgen, so fu¨hren sie zu gleichen Einteilungen und ko¨nnen synonym ver-
wendet werden. Da fu¨r die 1-Kopien-Serialisierbarkeit eine Synchronisation nebenla¨ufiger Trans-
aktionen und damit letztendlich ein geeignetes Kommunikationsmodell beno¨tigt wird (siehe Ab-
schnitt 2.1.2), wird in dieser Arbeit analog zur Klassifizierung von synchroner und asynchroner
Kommunikation im Weiteren nach synchroner und asynchroner Replikation klassifiziert:
Definition 30 Synchrone Replikationsstrategie: Synchrone Replikationsstrategien sind die-
jenigen, die die 1-Kopien-Serialisierbarkeit (1SR) gewa¨hrleisten.
Definition 31 Asynchrone Replikationsstrategie: Asynchrone Replikationsstrategien sind
diejenigen, die die 1-Kopien-Serialisierbarkeit (1SR) nicht gewa¨hrleisten.
Mittels der Definitionen 30 und 31 ko¨nnen Replikationsstrategien somit zuna¨chst in zwei Klassen
unterteilt werden. Innerhalb einer Klasse ko¨nnen dann die oben aufgefu¨hrten Dimensionen fu¨r
eine weitere Gliederung verwendet werden. Auf diese Weise wird in Abschnitt 3.3 eine detaillierte
Klassifizierung der in dieser Arbeit vorgestellten Replikationsstrategien vorgenommen.
3.3. Traditionelle Replikationsstrategien
Um die adaptiven Replikationsstrategien, die in Abschnitt 3.4.2 vorgestellt werden, als verwandte
Arbeiten besser einordnen zu ko¨nnen, werden in diesem Abschnitt
”
traditionelle“ Replikations-
strategien kurz pra¨sentiert. Ausfu¨hrliche U¨berblicke sind z.B. in [DGMD85, CHKS91, BD96,
Len97, WSP+00, SS05] zu finden. Mit
”
traditionelle“ Replikationsstrategien sind an dieser Stel-
le eher a¨ltere Replikationsstrategien gemeint, bei denen Dynamik und Adaption keine bzw. eine
untergeordnete Rolle spielen. Weiterhin wird angenommen (siehe Abschnitt 4.1.1), dass eine voll-
replizierte Datenbank vorliegt, d.h. die Rechner mit Replikat sind bekannt und speichern jeweils
alle Replikate. Daher werden in dieser Arbeit keine Replikationsstrategien betrachtet, die sich mit
der Lokalisation von Replikaten bescha¨ftigen. Hierfu¨r siehe z.B. in [WJH97, LA00, CN01, RF02].
Wie bereits in Abschnitt 3.2.4 erwa¨hnt, gibt es unterschiedliche Mo¨glichkeiten der Klassifi-
zierung von Replikationsstrategien, die sich in den oben genannten U¨berblicken widerspiegeln.
Gema¨ß den Definitionen 30 und 31 erfolgt hier zuna¨chst eine Unterteilung in synchrone Repli-
kationsstrategien, die in Abschnitt 3.3.1 beschrieben werden, und in asynchrone Replikations-
strategien, die in Abschnitt 3.3.2 ero¨rtert werden. In Abbildung 3.2 wird diese erste Aufteilung
in einer zweiten Stufe weiter untergliedert und fu¨r jede Klasse zwei Beispiele angegeben.
Replikationsstrategien (RS) 
synchrone RS asynchrone RS 
absolutistische RS unidirektionale RS bidirektionale RS unstrukturiertes Votieren strukturiertes Votieren 
ROWA
Primary Copy 
Majority Consensus 
Weighted Voting 
Grid Protocol 
Tree Quorum 
Snapshot
Quasi Copies 
Independent Updates 
Data Patches 
Abbildung 3.2.: Klassifizierung von Replikationsstrategien mit jeweils zwei Beispielen
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3.3.1. Synchrone Replikationsstrategien
Die synchronen Replikationsstrategien (siehe Definition 30 auf Seite 42) nach der hier verwen-
deten Klassifizierung gewa¨hrleisten Konsistenz nach der 1-Kopien-Serialisierbarkeit (1SR, siehe
Abschnitt 3.2.2), d.h. Zugriffe mu¨ssen derart koordiniert werden, dass Schreib-/LesekonflikteR
und Schreib-/SchreibkonflikteR (siehe Definitionen 15 und 16 auf Seite 33) vermieden werden.
Eine derartige Koordination bedeutet Aufwand, der entweder zu Lasten der Schreib- und/oder
der Lesezugriffe geht. Die Koordination erfolgt derart, dass bei Zugriffen die involvierten Repli-
kate entweder durch so genannte
”
absolutistische Replikationsstrategien“ festgelegt werden oder
durch Abstimmung bei den so genannten
”
Votierungsstrategien“ ermittelt werden. Gema¨ß der
Abbildung 3.2 werden die synchronen Replikationsstrategien somit wie folgt unterteilt:
• Absolutistische Replikationsstrategien
• Unstrukturierte Votierungsstrategien
• Strukturierte Votierungsstrategien
Neben synchronen Replikationsstrategien, die eindeutig einer der oben genannten Gruppen zu-
geordnet werden ko¨nnen, wurden auch so genannte
”
Mischverfahren“ entwickelt. Diese Ver-
fahren reagieren auf Rechnerausfa¨lle durch Wechsel der Replikationsstrategie und werden in
Abschnitt 3.4.2 erla¨utert.
Absolutistische Replikationsstrategien
Bei absolutistichen Replikationsstrategien wird vorab festgelegt, welche Replikate bei Schreibzu-
griffen von einem Anwendungsprogramm gea¨ndert werden. Anschließend sorgt die Replikations-
strategie ggf. fu¨r eine Propagierung der A¨nderung an die weiteren Replikate. Lesezugriffe ko¨nnen
im Allgemeinen an jedem Replikat durchgefu¨hrt werden. Hierbei gibt es im Wesentlichen zwei
Varianten, na¨mlich dass mo¨glichst alle Replikate geschrieben werden oder eine ausgezeichnete
Stelle.
Bei der Replikationsstrategie Read One Write All (ROWA, [TGGL82]) mu¨ssen bei einem
Schreibzugriff alle Replikate gea¨ndert werden. Dadurch wird Replikationskonsistenz (siehe De-
finition 17 auf Seite 34) erreicht, d.h. alle Replikate haben stets den gleichen, aktuellen Wert.
Daher ist bei einem Lesezugriff der Zugriff auf jedes beliebige Replikat zula¨ssig. Bei steigen-
dem Replikationsgrad sinkt allerdings die Schreibverfu¨gbarkeit, weil selbst bei Ausfall nur eines
Rechners, auf dem ein zu a¨nderndes Replikat gespeichert ist, die Schreiboperation nicht durch-
gefu¨hrt wird. Daher eignet sich die ROWA-Strategie eher bei niedrigem Replikationsgrad oder
dann, wenn Schreibzugriffe im Vergleich zu Lesezugriffen selten vorkommen. Um die Schreib-
verfu¨gbarkeit zu erho¨hen, wurde die Replikationsstrategie Read One Write All Available
(ROWA-A, [BG84]) als Erweiterung der ROWA-Strategie entwickelt. Bei Schreibzugriffen wer-
den im Gegensatz zur ROWA-Strategie nicht alle Replikate beno¨tigt, sondern nur diejenigen, die
verfu¨gbar sind. Somit sind die Replikate, die nicht erreicht werden konnten, nicht mehr aktuell.
Daher muss ein Rechner, der zwischenzeitlich ausgefallen ist, bei Wiederanlauf
”
seine“ Replikate
auf den aktuellen Stand bringen. Ein Problem bei ROWA-A ist, dass zwischen Rechnerausfall
und Kommunikationsfehler (Netzpartitionierung) unterschieden werden muss, weil im Falle von
Netzpartitionierung die 1-Kopien-Serialisierbarkeit nicht gewa¨hrleistet werden kann.
Bei den Replikationsstrategien Primary-Site [AD76] bzw. Primary-Copy [Sto79] wird
jeweils ein Replikat fu¨r jedes logische Objekt zur so genannten Prima¨rkopie, also zur ausge-
zeichneten Stelle, bestimmt. Alle Schreibzugriffe eines Anwendungsprogramms werden auf den
Prima¨rkopien durchgefu¨hrt, wodurch Schreib-/SchreibkonflikteR erkannt und vermieden werden.
Die Prima¨rkopie repra¨sentiert immer den aktuellen Wert und die Aktualisierung der u¨brigen Re-
plikate, die nicht Prima¨rkopie sind, erfolgt asynchron, ausgehend von dem Rechner, auf dem die
Prima¨rkopie gespeichert ist. Damit nun die 1-Kopien-Serialisierbarkeit gewa¨hrleistet wird und
damit die Zuordnung zu den synchronen Replikationsstrategien gerechtfertigt ist, mu¨ssen auch
Schreib-/LesekonflikteR vermieden werden, wozu Sperren verwendet werden: Entweder werden
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bei einem Schreibzugriff auf die Prima¨rkopie alle u¨brigen Replikate bis zur endgu¨ltigen Aktua-
lisierung gesperrt oder aber bei einem Lesezugriff wird die Prima¨rkopie gegen Schreibzugriffe
gesperrt. Wenn auf Sperren verzichtet wird, dann kann die 1-Kopien-Serialisierbarkeit nicht ga-
rantiert werden und es ko¨nnen veraltete Replikate gelesen werden. Dann geho¨rt Primary Copy
zu den asynchronen Replikationsstrategien. Insbesondere bei kommerziellen Datenbanken wird
beim Primary Copy ha¨ufig von Master/Slave-Replikation [Len96] gesprochen.
Durch die Verwendung von Sperren wird beim Primary Copy zwar das Korrektheitskriterium
1SR gewa¨hrleistet, aber entweder muss analog zur ROWA-Strategie bei einem Schreibzugriff auf
alle Rechner mit Replikat zugegriffen werden (wenn auch nur, um Sperren zu setzen) oder bei
jedem Lesezugriff muss auch der Rechner mit der Prima¨rkopie einbezogen werden, womit sich
der Vorteil der Replikation zumindest schma¨lert. Als Vorteil bleibt insbesondere eine Erho¨hung
der Verfu¨gbarkeit, wenn bei Ausfall des Rechners mit den Prima¨rkopien auf einen anderen
Rechner ausgewichen werden kann. Eine Erweiterung zum Primary Copy ergibt sich dadurch,
dass die Lokalisation der Prima¨rkopie sich dynamisch a¨ndern kann. In diesem Fall muss die
Prima¨rkopie gekennzeichnet sein, z.B. durch ein so genanntes
”
Token“. Ein Beispiel hierfu¨r ist
die Replikationsstrategie True Copy Token [MW82].
Unstrukturierte Votierungsstrategien
Bei
”
Votierungsstrategien“ wird daru¨ber abgestimmt, ob ein Zugriff gu¨ltig ist oder nicht. Ein
Zugriff ist genau dann gu¨ltig, wenn ein bestimmtes Quorum an Stimmen erreicht ist. Dabei wird
zwischen Schreibquoren bei Schreibzugriffen und Lesequoren bei Lesezugriffen unterschieden. Ein
Replikat kann eine oder mehrere Stimmen erhalten, z.B. bei Gewichtung. Gegenu¨ber den absolu-
tistischen Replikationsstrategien bieten die Votierungsstrategien eine erho¨hte Schreibverfu¨gbar-
keit selbst bei Netzpartitionierung, weil im Allgemeinen nicht alle Replikate geschrieben werden,
d.h. aber auch, dass es veraltete Replikate gibt. Daher ist die Leseverfu¨gbarkeit im Allgemeinen
niedriger, weil bei Lesezugriffen mehrere Replikate gelesen werden mu¨ssen. Zusa¨tzlich werden
Zeitstempel oder Versionsvektoren beno¨tigt (siehe Abschnitt 2.1.1), um innerhalb der gelesenen
Replikate das Replikat mit dem aktuellen Wert zu identifizieren. Damit Votierungsstrategien die
1-Kopien-Serialisierbarkeit gewa¨hrleisten, mu¨ssen so genannte U¨berschneidungsregeln eingehal-
ten werden. Sei r das Lesequorum, w das Schreibquorum und s die Summe aller verfu¨gbaren
Stimmen, dann muss gelten:
2 ∗ w > s(3.1)
w + r > s(3.2)
Mit der Bedingung 3.1 wird gewa¨hrleistet, dass zwei beliebige Schreibquoren mindestens ein
Replikat gemeinsam enthalten, woran konfligierende Schreibzugriffe erkannt werden ko¨nnen, d.h.
Schreib-/SchreibkonflikteR ko¨nnen vermieden werden. Schreib-/LesekonflikteR werden anhand
der Bedingung 3.2 erkannt, weil dadurch gewa¨hrleistet wird, dass mindestens ein gemeinsames
Replikat in einem Lese- und einem Schreibquorum liegt. Allgemein gesagt, mu¨ssen sich also je
zwei Quoren u¨berlappen, d.h. mindestens ein gemeinsames Replikat enthalten.
Bei den
”
unstrukturierten Votierungsstrategien“ werden die Replikate nicht wie bei den
”
struk-
turierten Votierungsstrategien“ in irgendeiner logischen Struktur angeordnet. Durch eine logische
Struktur kann die Menge der beno¨tigten Replikate bei einem Zugriff, also die Quorengro¨ße, re-
duziert werden (siehe unten). Nachfolgend werden einige unstrukturierte Votierungsstrategien
grob erla¨utert. Fu¨r detaillierte Beschreibungen sei auf die genannten Quellen verwiesen.
Die wohl einfachste Votierungsstrategie ist die Strategie Majority Consensus [Tho79]. Alle
Replikate eines logischen Objekts sind gleichberechtigt, d.h. sie erhalten genau eine Stimme.
Ein Schreib- oder Lesezugriff ist genau dann gu¨ltig, wenn die
”
einfache“ Mehrheit der Replikate
erreicht wird. Wenn also der Replikationsgrad des logischen Objekts n ist, dann mu¨ssen bei
einem Zugriff [n2 ]+1 Replikate erreicht werden. Mit [
n
2 ] ist ganzzahliges Teilen gemeint. Schreib-
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und Lesequoren sind also gleich groß. Die oben genannten U¨berschneidungsregeln werden durch
die Mehrheitsbildung erfu¨llt.
Beim Weigthed Voting [Gif79], einer Verallgemeinerung der Votierungsstrategie Majority
Consensus, werden jedem Replikat eine oder mehrere Stimmen zugeordnet. Dadurch ist eine
Gewichtung mo¨glich, um z.B. einem Rechner mit hoher Verfu¨gbarkeit ein ho¨heres Gewicht zu
vergeben. Weiterhin ist nicht die Mehrheit bei Zugriffen no¨tig, aber die Quoren mu¨ssen so ge-
bildet werden, dass die oben genannten U¨berschneidungsregeln eingehalten werden, z.B. ko¨nnte
bei 9 Gesamtstimmen das Schreibquorum aus 7 Stimmen bestehen und das Lesequorum aus
drei Stimmen. Hierdurch kann unterschiedlichen Schreib-/Leseraten Rechnung getragen werden.
Angemerkt sei, dass die Replikationsstrategie ROWA als Spezialfall des gewichteten Votierens
aufgefasst werden kann: Die Replikate erhalten jeweils eine Stimme. Das Schreibquorum besteht
dann aus allen Replikaten und das Lesequorum aus einem Replikat.
Um die Verfu¨gbarkeit zu erho¨hen bzw. Speicherressourcen zu sparen, wurde die Strategie
Weighted Voting dahingehend erweitert, dass Rechner ohne Replikat eine Stimme erhalten, z.B.
beim Voting with ghosts (Votieren mit Geistern, [vRT88]), beim Voting with bystanders
(Votieren mit Zuschauern, [Par89]) oder beim Voting with witnesses (Votieren mit Zeugen,
[Par90]). Eine universellere Strategie als Weighted Voting ist die Verwendung von einer so ge-
nannten Coterie [GMB85]. Eine Coterie ist eine Teilmenge der Potenzmenge der Replikate eines
logischen Objekts, die folgende Bedingungen erfu¨llt: (1) Eine Coterie entha¨lt nichtleere Mengen.
(2) Die Schnittmenge zweier beliebiger Mengen, die in einer Coterie enthalten sind, ist nicht leer.
(3) Keine Menge, die in der Coterie enthalten ist, ist eine echte Teilmenge einer anderen Menge,
die auch in der Coterie enthalten ist. In [The93a] wird gezeigt, dass Coterien gebildet werden
ko¨nnen, die nicht durch Stimmenvergabe beim Weigthed Voting nachgebildet werden ko¨nnen,
aber umgekehrt jede Stimmenvergabe durch Coterien. Dagegen sind laut [The93a] Coterien und
Multidimensional voting [AAC91], bei dem Vektoren anstatt eines Skalars fu¨r die Stim-
menanzahl verwendet wird, gleichuniversell. In [The93b] wird das verallgemeinerte, mehrstufige
Votierungsverfahren General Structured Voting (GSV) vorgestellt, mit dem verschiedene
Votierungsstrategien, z.B. auch die hier vorgestellten, abgebildet werden ko¨nnen.
Als Reaktion auf Rechnerausfa¨lle kann zur Steigerung der Verfu¨gbarkeit entweder die Quo-
rengro¨ße angepasst werden oder die Votierungsstrategie gea¨ndert werden. Letzteres wird bei
den adaptiven Replikationsstrategien in Abschnitt 3.4.2 beschrieben. Eine A¨nderung der Quo-
rengro¨ße ist dann sinnvoll, wenn entweder mehrere Rechner mit Replikat ausgefallen sind und
damit z.B. kein Schreibquorum mehr erreicht werden kann oder wenn neue Rechner mit Repli-
kat hinzukommen, z.B. auch bei Wiederanlauf ausgefallener Rechner. Beispiele fu¨r dynamische
Votierungsstrategien sind Dynamic Vote Reassignment [BGMS86], Dynamic Weighted
Voting [Dav89], Dynamic Voting [JM87], Dynamic Linear Voting [JM90] und dynamic
General Structured Voting (dGSV, [TS99]). Bei einem Wechsel der Quorengro¨ße muss be-
sondere Sorgfalt an den Tag gelegt werden, um die 1-Kopien-Serialisierbarkeit zu gewa¨hrleisten.
In [RL93] wurden so genannte
”
Epochen“ eingefu¨hrt. Hierbei handelt es sich um eine Ganzzahl,
die bei einem Epochenwechsel, d.h. einem Wechsel der Quorengro¨ße, inkrementiert wird. Bei
einem Wechsel ist die Vereinigung eines alten und neuen Schreibquorums no¨tig.
Strukturierte Votierungsstrategien
Durch Anordnung der Rechner mit Replikat in eine logische Struktur kann, wie bereits erwa¨hnt,
bei den strukturierten Votierungsverfahren die Menge der Rechner mit Replikat bei Zugriffen
gegenu¨ber den unstrukturierten Votierungsstrategien reduziert werden. Als logische Strukturen
werden Gitter- oder Baumstrukturen verwendet. Der Nachteil besteht im erho¨hten Aufwand
und die Einschra¨nkung auf vorgegebene Kombinationen bei Zugriffen. Beim Grid Protocol
[CAA90, CAA92] werden die Rechner mit Replikat logisch in einem Gitter als n x m - Matrix
angeordnet. Die U¨berlappungsregeln (siehe oben) werden dadurch gewa¨hrleistet, dass bei einem
Schreibzugriff eine Spalte komplett und jeweils ein Replikat der anderen Spalten geschrieben
wird und bei einem Lesezugriff jeweils ein Replikat einer Spalte gelesen wird. Gegenu¨ber dem
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Majority Consensus, bei dem bei 16 Rechnern mit Replikat auf 9 Replikate zugegriffen werden
muss, werden beim Grid Protocol mit einer 4 x 4 - Matrix nur 7 Replikate fu¨r einen Schreibzugriff
und 4 Replikate fu¨r einen Lesezugriff beno¨tigt.
Eine Baumstruktur wird von der Votierungsstrategie Tree Quorum Protocol [AA90] bzw.
Generalized Tree Quorum Protocol [AA92a] genutzt. Hierbei ist die Idee, dass bei Ausfall
eines Vaterknotens auf die Mehrzahl der direkten Kinderknoten zugegriffen wird. Die U¨berlap-
pungsregeln ha¨ngen hier von der Ho¨he h des Baumes und der Anzahl v direkter Kinder der
Knoten ab, d.h. die oben genannten Regeln 3.1 und 3.2 mu¨ssen jeweils fu¨r h und v an Stelle der
Gesamtstimmen s gelten. Eine Variante zum Tree Quorum Protocol ist Hierarchical Quorum
Consensus [Kum91], bei dem die Rechner mit Replikat ausschließlich an den Bla¨ttern liegen.
Hierdurch wird unter anderem bei Rechnerausfall von
”
wurzelnahen“ Rechnern, also der ho¨her
priorisierten Rechner, geringerer Kommunikationsaufwand erreicht.
Auch bei den strukturierten Votierungsverfahren wurden dynamische Varianten vorgeschla-
gen, um bei Rechnerausfa¨llen effizientere Zugriffe zu ermo¨glichen. In [AA92b, AA96] wurde die
Rekonfiguration des Grid Protocols und des Tree Quorum Protocols vorgestellt, z.B. im Pro-
tokoll Reconfigurable Tree Quorum. Im dynamic Grid Protocol [RL92] ko¨nnen Stellen
im Gitter nicht besetzt werden, sodass auch mit Rechneranzahlen gearbeitet werden kann, die
ansonsten nicht in eine n x m - Matrix passen wu¨rden.
3.3.2. Asynchrone Replikationsstrategien
Die asynchronen Replikationsstrategien (siehe Definition 31 auf Seite 42) gewa¨hrleisten nicht die
1-Kopien-Serialisierbarkeit und nehmen damit zumindest tempora¨r Inkonsistenzen in Kauf, um
sowohl die Verfu¨gbarkeit als auch die Performance von Zugriffen zu erho¨hen (siehe Abbildung 3.1
auf Seite 28). Somit ko¨nnen Schreib-/LesekonflikteR und/oder Schreib-/SchreibkonflikteR auf-
treten (siehe Definitionen 15 und 16 auf Seite 33), wobei Schreib-/LesekonflikteR im Allgemeinen
toleriert werden. Zwar werden dann
”
veraltete“ Daten gelesen, die aber dennoch als brauchbar
angesehen werden. Schreib-/SchreibkonflikteR mu¨ssen im Allgemeinen behandelt werden, damit
die Replikate nicht divergieren und zumindest das Korrektheitskriterium
”
Letztendliche Kon-
sistenz“ (siehe Definition 19 auf Seite 34) erfu¨llt wird.
In Abbildung 3.3 sind die Aufgaben eines Konfliktmanagements als UML-Diagramm darge-
stellt. Ein Konfliktmanagement beinhaltet eine Konfliktvermeidung, eine Konflikterkennung und
eine Konfliktbehandlung. Wie bereits erwa¨hnt, vermeiden die synchronen Replikationsstrate-
gien Konflikte (siehe Abschnitt 3.3.1). Bei asynchronen Replikationsstrategien mu¨ssen zuna¨chst
Konflikte erkannt werden, worauf optional eine Konfliktbehandlung initiiert wird. Die Kon-
fliktbehandlung kann entweder automatisch, z.B. durch Bestimmung einer u¨berlebenden oder
resultierenden A¨nderung, oder manuell, z.B. durch einen Administrator, erfolgen.
Schreib-/SchreibkonflikteR ko¨nnen grundsa¨tzlich an den Daten selbst, z.B. durch Mitfu¨hren
des Vorher-Zustandes (before image), oder an Zeitstempeln bzw. Versionsvektoren (siehe Ab-
Konfliktmanagement
Konfliktvermeidung Konflikterkennung Konfliktbehandlung
Automatische Konfliktbehandlung Manuelle Konfliktbehandlung
initiiert
1 0..1
Abbildung 3.3.: Aufgaben des Konfliktmanagements als UML-Klassendiagramm
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schnitt 2.1.1) erkannt werden. Weil fu¨r die Konflikterkennung im Allgemeinen eine logische
Reihenfolge genu¨gt, werden in klassischen Verfahren Versionsvektoren verwendet, siehe z.B.
[PPR83, Bre83]. Ein weiteres klassisches Verfahren ist das optimistische Protokoll [Dav84],
in dem ein so genannter
”
precedence graph“ gepflegt wird, mittels dem partitionsbezogene Kon-
flikte erkannt und beseitigt werden ko¨nnen. Die Konfliktbehandlung ist ha¨ufig speziell fu¨r das
Anwendungsgebiet, fu¨r die eine Replikationsstrategie entwickelt wurde, angepasst und wird un-
ten bei den vorgestellten Beispielen diskutiert.
Ein wichtiges Unterscheidungsmerkmal von asynchronen Replikationsstrategien ist es, ob
Schreib-/SchreibkonflikteR auftreten ko¨nnen oder nicht. Im Allgemeinen erfolgt die Vermeidung
von Schreib-/SchreibkonfliktenR dadurch, dass Schreibzugriffe von Anwendungsprogrammen auf
ein ausgezeichnetes Replikat, der Prima¨rkopie bzw. dem Master, wie bei der absolutistischen Re-
plikationsstrategie Primary Copy ausgefu¨hrt werden (siehe Abschnitt 3.3.1). Von dem Master
werden A¨nderungen zu den anderen Replikaten, den Slaves, propagiert, wobei bei der asynchro-
nen Variante auf Sperren verzichtet wird, sodass die 1-Kopien-Serialisierbarkeit nicht gewa¨hrleis-
tet ist. Schreib-/SchreibkonflikteR treten dann auf, wenn Schreibzugriffe gleichzeitig an mehreren
Replikaten ausgefu¨hrt werden. Als Unterteilung der asynchronen Replikationsstrategien ergibt
sich somit Master versus Group bzw. Everywhere [GHOS96] oder Single-Master versus Multi-
Master [SS05]. Hier wird nachfolgende Bezeichnung gewa¨hlt, die eher in kommerziellen Systemen
verwendet wird und in Abbildung 3.2 auf Seite 42 mit jeweils zwei Beispielen dargestellt ist:
• Unidirektionale Replikationsstrategien (entspricht im Allgemeinen Single-Master)
• Bidirektionale Replikationsstrategien (entspricht im Allgemeinen Multi-Master)
In [SS05] sind neben Single-Master versus Multi-Master weitere Dimensionen genannt, nach
denen asynchrone Replikationsstrategien klassifiziert werden ko¨nnen.
Unidirektionale Replikationsstrategien
Bei den unidirektionalen Replikationsstrategien treten keine Schreib-/SchreibkonflikteR auf, weil
Schreibzugriffe ausschließlich u¨ber festgelegte Replikate erfolgen, wobei entweder alle Replikate
auf einem Rechner, dem Master, liegen oder partitioniert auf mehreren Mastern, die dann eine
disjunkte Menge von Replikaten kontrollieren [Len97]. A¨nderungen werden vom Master an die
Slaves, d.h. an die anderen Replikate des entsprechenden logischen Objekts, propagiert. Bei
Verzicht auf Sperren wa¨hrend der Propagierung kann es zu Schreib-/LesekonfliktenR kommen,
wobei dieses Lesen veralteter Daten im Allgemeinen toleriert wird. Der Oberbegriff fu¨r diese
Replikationsstrategien lautet Master/Slave-Replikation.
Die Master/Slave-Replikationsstrategien gewa¨hrleisten zumindest das Korrektheitskriterium
”
Letztendliche Konsistenz“ (siehe Definition 19 auf Seite 34), weil nach Abschluss aller Ak-
tualisierungen jedes Replikat eines jeden logischen Objekts wieder den gleichen Wert repra¨sen-
tiert. Um detaillierte Aussagen zur Konsistenz, also zum
”
Alter“ der Replikate, vornehmen zu
ko¨nnen, wurden Replikationsstrategien entwickelt, die speziellen abgeschwa¨chten Konsistenzbe-
griffen (siehe Abschnitt 3.2.3) genu¨gen. Bei der Replikationsstrategie Snapshots [AL80] werden
so genannte Snapshot-Aktualisierungszeitpunkte (siehe Definition 23 auf Seite 37) festgelegt, zu
denen die Slaves, also die Snapshots, spa¨testens aktualisiert werden. Falls die Aktualisierung
fehl schla¨gt, dann wird der Snapshot ungu¨ltig gesetzt.
Bei der Replikationsstrategie Quasi Copies [ABGMA88] ko¨nnen so genannte Koha¨renzbe-
dingungen (siehe Definition 22 auf Seite 37) vereinbart werden, mit denen ein Abstand eines
lokalen Replikats zum aktuellen Replikat in Form von Zeitverzug, Versionsabstand und/oder
Wertedifferenz spezifiziert werden kann. Weil z.B. die Wertedifferenz nicht allein vom Slave ge-
pru¨ft werden kann, sendet der Master in festen Zeitabsta¨nden so genannte
”
Alive-Nachrichten“.
Erha¨lt ein Slave la¨nger als die vorgegebene Zeit keine Alive-Nachricht, dann geht er von ei-
nem Rechnerausfall des Masters aus und setzt seine lokalen
”
Quasi-Kopien“ ungu¨ltig. A¨hnliche
Ansa¨tze zur Abstandsspezifikation beinhalten die unidirektionalen Replikationsstrategien Iden-
tity Connections [WQ87, WQ90] und Data Dependency Descriptors [RSK91].
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Bidirektionale Replikationsstrategien
Die bidirektionalen Replikationsstrategien erlauben nicht nur A¨nderungen an einem Master wie
bei den unidirektionalen Replikationsstrategien, sondern an einer Gruppe von Rechnern mit Re-
plikaten oder sogar an allen Rechnern. Im letzten Fall wird allgemein auch von Peer-to-Peer-
Replikation [Len97] gesprochen, weil alle Replikate bzw. Rechner mit Replikat gleichberechtigt
sind. Weil durch das
”
gleichzeitige“ Schreiben unterschiedlicher Replikate des gleichen logischen
Objekts bei Verzicht auf eine u¨bergreifende Synchronisation Schreib-/SchreibkonflikteR auftre-
ten, unterscheiden sich die bidirektionalen Replikationsstrategien in erster Linie in der Art der
Konfliktbehandlung.
Bei der Replikationsstrategie Independent Updates [CHKS92, CHKS95] werden Versions-
vektoren, so genannte
”
Reception Vectors“, an jedem Rechner fu¨r jedes Replikat gefu¨hrt, um
Inkonsistenzen zu erkennen. Zusa¨tzlich wird an jedem Rechner ein A¨nderungsprotokoll, ein so ge-
nanntes
”
History Log“, gespeichert. Wenn u¨ber den Reception Vector ein Konflikt erkannt wird,
dann werden die History Logs ausgetauscht, um den Konflikt zu behandeln. A¨hnlich funktioniert
die Replikationsstrategie Timestamped Anti Entropy (TSAE, Golding92). Bei TSAE werden
A¨nderungen jedoch epidemisch verbreitet, d.h. ein Replikat tauscht sich periodisch mit anderen
Replikaten aus, wobei die Auswahl zufa¨llig sein kann. Damit kann wenig u¨ber die Konsistenz
von Replikaten gesagt werden, sodass sich TSAE nur fu¨r bestimmte Anwendungen eignet, wie
z.B. eine Literaturdatenbank, fu¨r die TSAE urspru¨nglich entwickelt wurde. Bei der Lazy Rep-
lication (auch Gossip genannt, [LLS90, LLSG92]) wurden Operationen eingefu¨hrt, mit denen
verschiedene Konsistenzgrade spezifiziert werden ko¨nnen, um genauere Aussagen zumindest zu
einem Teil der Replikate zu ermo¨glichen.
Bei der Replikationsstrategie Data Patch [GMAB+83] wird kein A¨nderungsprotokoll fu¨r
die Konfliktbehandlung verwendet, sondern beim Datenbankentwurf werden Regeln spezifiziert,
wie auf Schreib-/SchreibkonflikteR bei Netzpartitionierung reagiert wird. Dabei wird zwischen so
genannten
”
Tupel-Einfu¨geregeln“ und
”
Tupel-Integrationsregeln“ unterschieden. Tupel-Einfu¨ge-
regeln kommen dann zum Zug, wenn in einer Partition ein Tupel eingefu¨gt wurde und in einer
anderen nicht, wobei das Tupel dann verworfen oder in allen Partitionen beibehalten werden
kann. Tupel-Integrationsregeln greifen, wenn in zwei Partitionen das gleiche Tupel gea¨ndert wur-
de. Hier kann die letzte A¨nderung oder ein priorisiertes Tupel u¨berleben oder eine resultierende
berechnet werden. In beiden Fa¨llen kann der Konflikt auch durch ein Programm oder durch
Benachrichtigung eines Administrators, der manuell eingreift, gelo¨st werden.
Speziell in der Anwendungsdoma¨ne mobiler Systeme wurden viele Arbeiten zu bidirektio-
nalen Replikationsstrategien vero¨ffentlicht. Zwar ist die Problemstellung der Netzpartitionie-
rung nichts Neues [BGM94], weil hier die Rechner mit Replikat aber ha¨ufig verbindungslos sind
und somit eine Synchronisation nicht jederzeit mo¨glich ist, werden spezielle Replikationsstra-
tegien beno¨tigt, wie z.B. CODA [Sat02], Bayou [TTP+95] oder ROAM [RRP99] mit seinen
Vorga¨ngern Rumor [GRG+98], Ficus [GHM+90] und Locus [WPE+83]. Gemeinsam haben
diese Strategien, dass Zusta¨nde, wie
”
verbunden“,
”
verbindungslos“ oder
”
zusammenfu¨hrend“,
unterschieden werden. Bei der Zusammenfu¨hrung bzw. Reintegration erfolgt die Konfliktbe-
handlung z.B. u¨ber spezielle Anwendungsprogramme oder manuell u¨ber einen Administrator,
der ggf. benachrichtigt wird. Bayou unterstu¨tzt zusa¨tzlich als abgeschwa¨chte Konsistenz die so
genannten Session-Garantien (siehe Definition 21 auf Seite 36).
Auch im Bereich von Peer-to-Peer-Systemen [Sch01a, SW04a] (basierend auf einer Peer-to-
Peer-Architektur, nicht zu verwechseln mit dem Begriff Peer-to-Peer Replikation, siehe oben)
wurden Replikationsstrategien weiterentwickelt bzw. neu konzipiert. Neben der ha¨ufigen Verbin-
dungslosigkeit kommt hier die Dynamik der beteiligten Rechner mit Replikat hinzu: Zu jeder
Zeit ko¨nnen Teilnehmer aus dem Verbund ausscheiden oder hinzukommen. Ohne detailliert auf
die Replikationsstrategien in dieser Doma¨ne einzugehen, seien zumindest die folgenden Verfah-
ren beispielhaft genannt: Gossiping algorithm [DHA03], Deno [CKBF03], Decentralized
Weighted Voting [RL03] und Hybrid Replication [MNSO04].
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Um einen optimalen Kompromiss zwischen den Zielkonflikten Verfu¨gbarkeit, Performance und
Konsistenz (siehe Abbildung 3.1 auf Seite 28) zu ermo¨glichen, werden geeignete Replikations-
strategien beno¨tigt, die sich z.B. zur Laufzeit den Zustandsa¨nderungen der zugrunde liegenden
Systemlandschaft anpassen. Dies ist insbesondere bei großen Datenmengen (Stichwort:
”
very
large databases“) der Fall. Eine redundante Verteilung der Daten kann den Durchsatz erho¨hen,
wofu¨r aber ha¨ufig eine adaptive Replikationsstrategie beno¨tigt wird, um den Anforderungen
in komplexen Systemlandschaften gerecht zu werden. Ein weiterer Aspekt ist die Integration
von Informationssystemen, speziell die Datenintegration. Insbesondere in großen Unternehmen
werden aus verschiedenen Gru¨nden im Allgemeinen mehrere heterogene Informationssysteme
eingesetzt, die gemeinsame Daten verwalten. Um diese gemeinsamen Daten konsistent zu hal-
ten, mu¨ssen die Daten abgeglichen werden. Das theoretische Konzept des Datenabgleichs sind
Replikationsstrategien.
Weil die in dieser Dissertation vorgestellte Replikationsstrategie RegRess (siehe Abschnitt 4)
speziell fu¨r heterogene, autonome Informationssysteme entwickelt wurde, wird zuna¨chst in Ab-
schnitt 3.4.1 das Themengebiet Datenintegration im Hinblick auf Replikation betrachtet. Bei
RegRess erfolgt die Koordination von Schreib- und Lesezugriffen regelbasiert, wodurch u.a. Zu-
standsa¨nderungen der Systemlandschaft beru¨cksichtigt werden ko¨nnen und somit eine Adaption
zur Laufzeit ermo¨glicht wird. Daher za¨hlen insbesondere die adaptiven Replikationsstrategien
zu den verwandten Arbeiten. Eine Auswahl dieser adaptiven Replikationsstrategien wird in Ab-
schnitt 3.4.2 vorgestellt.
3.4.1. Replikation und Datenintegration
Die Daten von großen Unternehmen sind ha¨ufig auf mehrere Informationssysteme verteilt, wo-
bei oft jede Organisationseinheit eine eigene IT-Infrastruktur besitzt, sodass eine heterogene
Landschaft mit oftmals autonomen Systemen entsteht [Has00]. Die Integration dieser Informa-
tionssysteme wird als
”
Enterprise Application Integration“ (EAI, [CHK05]) bezeichnet. Gru¨nde
fu¨r eine Integration sind die Verbesserung der Kundenbeziehungen, versta¨rkte Unterstu¨tzung
der Logistikkette, Rationalisierung interner Prozesse und/oder schnellere Inbetriebnahme neu-
er Anwendungen [RMB00]. Nach [Lin99, DLPR02] kann die Integration auf Datenebene, auf
API-Ebene, auf Prozessebene und/oder auf Userebene erfolgen.
Hier soll die Integration auf Datenebene, auch Datenintegration genannt, detaillierter betrach-
tet werden, die laut [SS03] in redundanzfreie und redundante Lo¨sungen unterschieden werden
kann. Bei den redundanzfreien Lo¨sungen gibt es nur Unikate (siehe Definition 12 auf Seite 32),
d.h. die beteiligten Informationssysteme greifen auf eine zentralisierte Datenbank oder auf spe-
zielle lokale Datenbanken zu, die Partitionen der Gesamtdaten speichern. Bei der redundanten
Lo¨sung gibt es mehrere Datenkopien, die entweder lokal zu jedem Informationssystem gespei-
chert sind oder von mehreren Informationssystemen jeweils gemeinsam genutzt werden. Wenn
mehrere Datenkopien verwendet werden, dann mu¨ssen die Daten in bestimmten Intervallen ab-
geglichen werden. Wie bereits erwa¨hnt, bilden Replikationsstrategien das theoretische Konzept
fu¨r den Datenabgleich, d.h. Replikationsstrategien sorgen fu¨r die Propagierung von A¨nderungen
an die Datenkopien, sprich den Replikaten.
In homogenen Systemlandschaften, insbesondere beim Einsatz gleicher Datenbankmanage-
mentsystemen (DBMS, siehe z.B. [HS00, Dat03]), ist die Datenintegration eher unproblematisch.
Im Allgemeinen bieten die DBMS-Hersteller in ihren Produkten schon Replikationsstrategien an
(siehe z.B. [Len97]), sodass ein redundantes Speichern von Daten unter Beru¨cksichtigung spezi-
eller Konsistenzeigenschaften hier einfach zu realisieren ist. In heterogenen Systemlandschaften
hingegen ist ein wichtiger Aspekt die U¨berwindung der Heterogenita¨t. Neben der technischen
Kopplung dieser Systeme mu¨ssen ha¨ufig unterschiedliche Datenmodelle bzw. unterschiedliche
Schemata (Schemaintegration, siehe z.B. [Con02]) integriert werden. In dieser Dissertation soll
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Abbildung 3.4.: Enge Kopplung klinischer Informationssysteme [NHW+02]
nicht vertieft auf Datenintegration eingegangen werden, sondern es werden kurz einige Arbeiten
vorgestellt, die hinsichtlich der Replikation von Daten relevant sind.
Um heterogene Systeme miteinander interagieren zu lassen, werden ha¨ufig Kommunikations-
server eingesetzt (siehe Abschnitt 2.1.2). Hierbei handelt es sich um Middleware [BN96], die
einen Nachrichtendienst realisiert und die zusa¨tzliche Dienste wie Datentransformation bietet.
Wenn ein logisches Objekt gea¨ndert wird, dann erfolgt die A¨nderung zuna¨chst an einem Re-
plikat. Das System (bzw. der Rechner), auf dem das Replikat gespeichert ist, propagiert die
A¨nderung u¨ber den Kommunikationsserver an die anderen Systeme bzw. Rechner, die ebenfalls
ein Replikat des logischen Objekts speichern. Weil die Nachrichten im Allgemeinen gepuffert
werden, handelt es sich um eine asynchrone Kommunikation (siehe Abschnitt 2.1.2). Je nach-
dem, ob es sich um ein ausgezeichnetes Replikat handelt, dass gea¨ndert werden darf, oder ob
jedes Replikat gea¨ndert werden kann, ist die zugrunde liegende Replikationsstrategie entweder
die Master/Slave-Replikation oder die Peer-To-Peer-Replikation (siehe Abschnitt 3.3.2).
Ein weiterer Ansatz, Heterogenita¨t zu u¨berwinden, ist die Verwendung von Multidatenbank-
systemen (MDBS, siehe z.B. [Rah94]), bei der lokale DBS eng oder lose gekoppelt sein ko¨nnen.
Als Beispiel soll die Architektur von DIGAME dienen [dLPC04], bei der autonome und hetero-
gene DBS lose gekoppelt sind, um Daten und Schemata zu replizieren. Dabei verteilt ein lokales
DBS A¨nderungen an registrierte DBS, wobei die Master/Slave-Replikation umgesetzt wird.
Fo¨derierte Datenbanksysteme (FDBS, siehe z.B. [Con97]), ein Spezialfall der MDBS, rea-
lisieren im Allgemeinen eine engere Kopplung. In [Has97] wird die Replikation von Patien-
tendaten in einem klinischen Informationssystem vorgestellt. Hierbei wird standardma¨ßig die
Master/Slave-Replikation realisiert, allerdings kann auch die Peer-To-Peer-Replikation verwen-
det werden. Auch in [Fer05] wird Replikation in einem FDBS betrachtet. Dabei wird auf eine
zeitnahe Propagierung Wert gelegt, die dann zu
”
quasi-konsistenten“ Zusta¨nden fu¨hrt.
Das Projekt EKKIS (Enge Kopplung klinischer Informationssysteme [NHW+02]) war die
Motivation fu¨r diese Dissertation (siehe Abschnitt 1.1). Neben der losen Kopplung u¨ber ei-
ne asynchrone Kommunikation wurde eine enge Kopplung u¨ber eine synchrone Kommunika-
tion beispielhaft fu¨r die klinischen Systeme MCC (http://www.meierhofer.de) und SAP IS-H
(http://www.sap.com) realisiert. In Abbildung 3.4 ist die Kopplung der Systeme dargestellt, wo-
bei der MCC Kommunikationsdienst die Schnittstelle des MCC-Systems bildet. Wenn ein MCC
Client eine Datena¨nderung vornimmt, wird diese A¨nderung sowohl lokal an dem MCC DB-Server
durchgefu¨hrt als auch u¨ber den MCC Kommunikationsdienst synchron an das SAP IS-H System
geleitet. Eine Datena¨nderung im SAP IS-H System wird hingegen asynchron u¨ber den Kommuni-
kationsserver
”
eGate“ (http://www.seebeyond.com) versendet. Durch die synchrone Kommuni-
kation ko¨nnen synchrone Replikationsstrategien wie z.B. ROWA (siehe Abschnitt 3.3.1) realisiert
werden, durch die asynchrone Kommunikation wird die Peer-To-Peer-Replikation umgesetzt.
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Allgemein kann gesagt werden, dass unter dem Stichwort Datenintegration eher Arbeiten
angesiedelt sind, die sich mit der Kopplung der Systeme zum Zweck des Datenaustausches
bescha¨ftigen. Der Fokus liegt auf der U¨berwindung von Heterogenita¨t, wobei die Anbindung
der beteiligten Systeme eine wichtige Rolle spielt, die auch in dieser Dissertation beno¨tigt wird
(siehe Abschnitt 7.1). Bei den zugrunde liegenden Replikationsstrategien wird im Allgemeinen
auf traditionelle Replikationsstrategien zuru¨ckgegriffen, wobei auf Grund der asynchronen Kom-
munikation eher asynchrone Replikationsstrategien verwendet werden (siehe Abschnitt 3.3.2).
Adaptive Replikationsstrategien werden in der Forschung eher unter dem Stichwort Replikation
behandelt. Einige dieser Strategien werden im folgenden Abschnitt vorgestellt.
3.4.2. Adaptive Replikationsstrategien
Die statischen und dynamischen Replikationsstrategien, die in Abschnitt 3.3 vorgestellt wurden,
zeichnen sich dadurch aus, dass die Koordination bei Schreib- und Lesezugriffen fest vorgegeben
ist bzw. im dynamischen Fall
”
parametrisiert“ wird, z.B. durch Anpassung der Quorengro¨ße.
Die Abgrenzung zu den adaptiven Replikationsstrategien soll hier in der Form vorgenommen
werden, dass bei der Adaption entweder mehrere der tradionellen Verfahren eingesetzt werden
oder bei der Koordination derart flexibel auf spezielle Ereignisse reagiert wird, dass keine Zuord-
nung zu einer tradionellen Replikationsstrategie mo¨glich ist. Die Einteilung ist sicherlich fließend
und letztlich von geringer Bedeutung. Das Augenmerk liegt in diesem Abschnitt auf den Re-
plikationsstrategien, die der in dieser Dissertation vorgestellten Replikationsstrategie RegRess
nahe verwandt sind. Weil auch die adaptiven Replikationsstrategien entweder die 1-Kopien-
Serialisierbarkeit erfu¨llen oder nicht, werden sie gema¨ß nachfolgender Einteilung vorgestellt:
• Adaptive synchrone Replikationsstrategien (vergleiche Definition 30 auf Seite 42)
• Adaptive asynchrone Replikationsstrategien (vergleiche Definition 31 auf Seite 42)
Wenn die Adaption durch Mischverfahren erfolgt, d.h. es wird z.B. zwischen traditionellen Repli-
kationsstrategien bei Rechnerausfall gewechselt, und eine der mo¨glichen Replikationsstrategien,
zu der gewechselt werden kann, gewa¨hrleistet nicht die 1-Kopien-Serialisierbarkeit, dann wird
das Mischverfahren zu den adaptiven asynchronen Replikationsstrategien geza¨hlt.
Adaptive synchrone Replikationsstrategien
Bei den adaptiven synchronen Replikationsstrategien handelt es sich im Allgemeinen um so
genannte
”
Mischverfahren“, d.h. um Replikationsstrategien, die tradionelle synchrone Repli-
kationsstrategien kombinieren (siehe Abschnitt 3.3). Das Ziel dabei ist es, bei Rechnerausfall
oder Netzpartitionierung die Verfu¨gbarkeit von Zugriffen durch Wechsel zu einer anderen Re-
plikationsstrategie zu erho¨hen. Wenn die am Mischverfahren beteiligten Replikationsstrategien
die 1-Kopien-Serialisierbarkeit gewa¨hrleisten, dann gewa¨hrleistet auch das Mischverfahren die
1-Kopien-Serialisierbarkeit, sofern zusa¨tzlich beim Wechsel mo¨gliche inkonsistente Zugriffe ver-
mieden werden, z.B. kann von einem Votierungsverfahren nur dann zum ROWA gewechselt
werden, wenn alle A¨nderungen an alle Replikate propagiert sind.
Das Mischverfahren Missing Updates (auch als Missing Writes bezeichnet, [ES83]) ist eine
Kombination aus ROWA und einem Votierungsverfahren, dass im Wesentlichen dem Majority
Consensus entspricht [DGMD85]. Im Normalmodus wird die ROWA-Strategie genutzt, sodass
Lesezugriffe
”
billig“ sind, weil auf jedes Replikat zugegriffen werden kann. Im Fehlermodus,
der dann aktiv ist, wenn eine Transaktion bei einem Schreibzugriff ein Replikat nicht erreichen
konnte, wird zum Votierungsverfahren gewechselt. Im Fehlermodus sind Lesezugriffe
”
teuer“,
weil nun ein Lesequorum erreicht werden muss. Außerdem ist die Verwaltung im Fehlermodus
aufwa¨ndig. Alle Transaktionen, die nach der Transaktion ausgefu¨hrt werden, die den Fehler-
modus ausgelo¨st hat, mu¨ssen im Fehlermodus ausgefu¨hrt werden und u¨ber die ausgelassenen
A¨nderungen (
”
missing updates“) informiert werden. Angemerkt sei, dass eine Lesetransaktion
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entscheiden kann, ob trotz ausgelassener A¨nderung ein Replikat gelesen wird, d.h. das Lesen
veralteter Daten kann erlaubt werden.
Beim Mischverfahren Virtual Partition [ASC85, AT89] werden virtuelle Partitionen zur
Abstraktion der realen Partitionen verwendet, um widerspru¨chliche reale Partitionierungen, die
einzelne Rechner
”
sehen“ ko¨nnten, zu vermeiden. In einer virtuellen Partition ko¨nnen Zugriffe
durchgefu¨hrt werden, wenn sie die Mehrheit der Rechner beinhaltet. Innerhalb einer virtuel-
len Partition konnte zuna¨chst die ROWA-Strategie genutzt werden, spa¨ter wurden auch Votie-
rungsstrategien zugelassen. In einem nicht idealisierten Netzwerk ist das Lesen veralteter Daten
mo¨glich [BHG87].
Das adaptive dynamic General Structured Voting (adGSV, [ST06]) erlaubt gegenu¨ber
seinem Vorga¨nger dGSV (siehe Abschnitt 3.3) zur Laufzeit das Entfernen und Hinzunehmen von
Rechnern mit Replikat. Beim adGSV ko¨nnen nicht nur Quorengro¨ßen angepasst werden, son-
dern abha¨ngig vom Replikationsgrad (siehe Definition 6 auf Seite 30) kann zu unterschiedlichen
Votierungsstrategien gewechselt werden. Dazu wird in einem Register festgehalten, bei welchem
Replikationsgrad n welche Votierungsstrategie verwendet werden soll, z.B. bei n = 1, .., 8 ein
Weighted Voting mit an n angepassten Quorengro¨ßen, bei n = 9 das Grid Protocol und bei
n = 10, 11, ... das Majority Consensus. Die Eintra¨ge in dem Register ko¨nnen durch so genannte
”
Strukturgeneratoren“ erzeugt werden.
Adaptive asynchrone Replikationsstrategien
Die adaptiven asynchronen Replikationsstrategien, die nachfolgend vorgestellt werden, sind der
in dieser Dissertation entwickelten Replikationsstrategie RegRess am na¨chsten verwandt, weil
auch bei RegRess eine Adaption zur Laufzeit vorgenommen wird. Das Ziel der adaptiven asyn-
chronen Replikationsstrategien ist dabei ebenfalls die Erho¨hung der Verfu¨gbarkeit und der Per-
formance. Im Gegensatz zu den adaptiven synchronen Replikationsstrategien wird jedoch die
1-Kopien-Serialisierbarkeit nicht gewa¨hrleistet, insbesondere werden Schreib-/LesekonflikteR im
Allgemeinen toleriert.
Die Replikationsstrategie Application-oriented SPEcification of Consistency Terms
(ASPECT, [Len96, Len97]), die auf dem Distributed Data Management System (DDMS,
[JRW90]) aufbaut, hat eine Analogie zum Primary Copy Verfahren (siehe Abschnitt 3.3.1), wo-
bei eine Aktualisierung der so genannten
”
Sekunda¨rkopien“ durch Pra¨dikate gesteuert wird. Bei
ASPECT wird aber nicht eine feste Prima¨rkopie verwendet, sondern eine
”
virtuelle Prima¨rko-
pie“ (Virtual Primary Copy), die auch aus mehreren Replikaten bestehen kann. Diese Menge
von Replikaten wird als
”
Konsistenzinsel“ bezeichnet, weil alle Replikate, die zur Konsistenz-
insel geho¨ren, konsistente Zugriffe erlauben. Dazu ist es nicht no¨tig, dass alle Replikate der
Konsistenzinsel stets den aktuellen Wert repra¨sentieren, sondern dass diese Replikate gema¨ß
einer synchronen Replikationsstrategie koordiniert werden.
Fu¨r die
”
Sekunda¨rkopien“, also die Replikate, die nicht der Konsistenzinsel angeho¨ren, ko¨nnen
Pra¨dikate fu¨r Konsistenzgarantien spezifiziert werden, die sowohl eine zeitliche Dimension als
auch ra¨umliche Dimension aufweisen. Die zeitliche Dimension entspricht den Aktualisierungs-
zeitpunkten von Snapshots (siehe Definition 23 auf Seite 37) und die ra¨umliche Dimension
den Koha¨renzbedingungen der Quasi-Copies (siehe Definition 22 auf Seite 37). Damit eine
Sekunda¨rkopie asynchron aktualisiert werden kann, muss sie eine Referenz zu mindestens ei-
nem Replikat der Konsistenzinsel besitzen. Zusa¨tzlich kann die Konsistenzinsel sich dynamisch
a¨ndern, d.h. Replikate treten der Konsistenzinsel bei oder verlassen die Konsistenzinsel, wobei
mindestens ein Replikat der Konsistenzinsel angeho¨ren muss. Um eine synchrone Koordination
der Konsistenzinsel zu gewa¨hrleisten, mu¨ssen sich die Replikate der Konsistenzinsel
”
kennen“,
d.h. es mu¨ssen auch hierfu¨r Referenzen verwaltet werden.
Das Freshness Aware Scheduling (FAS, [RBSS02]) ist an Primary Copy angelehnt, wo-
bei zur Koordination der Zugriffe eine Middleware (siehe Abschnitt 2.1.2) verwendet wird. Ein
Schreibzugriff wird zuna¨chst an dem so genannten
”
OLTP Node“ durchgefu¨hrt und dann asyn-
chron an so genannte
”
OLAP Nodes“ propagiert. Fu¨r die Replikate wird ein
”
Frischeindex“
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definiert (siehe Anmerkungen zu Datenfrische nach Definition 24 auf Seite 38), mittels dem
das Alter der Replikate auf den OLAP Nodes bestimmt wird. Der OLTP Node hat die Fri-
sche 1,0. Bei Lesezugriffen wird dann ein gewu¨nschter Wert fu¨r den Frischeindex angegeben und
die Middleware wa¨hlt einen geeigneten OLAP Node fu¨r den Zugriff aus, ggf. muss vorher ein so
genanntes
”
Freshness-Update“ durchgefu¨hrt werden.
Bei der Configured Replication [LH00], einem Vorschlag fu¨r Replikation in mobilen An-
wendungen, wird einerseits die Datenreduktion wegen der ressourcenschwachen Systeme betrach-
tet und andererseits eine Kombination von synchronen und asynchronen Replikationsstrategien
empfohlen, wobei zusa¨tzlich semantisches Wissen wie z.B. Standort des Nutzers ausgenutzt wird.
Je nach Anwendung soll ein optimales Mischverfahren hinsichtlich der Zielkonflikte Konsistenz,
Performance und Verfu¨gbarkeit (siehe Abbildung 3.1 auf Seite 28) ausgewa¨hlt werden.
Auch die Flexible Replication Architecture for a Consistency Spectrum (Fracs,
[ZZ03]) implementiert einen Algorithmus, um den Zielkonflikt mo¨glichst gut zu lo¨sen. Der zu-
grunde liegende Algorithmus, der im FRACS-Prototyp implementiert wurde, ist dezentral. Wei-
terhin wird ein so genanntes
”
update window“ fu¨r jedes Replikat definiert, mit dem der Umfang
der Inkonsistenz bestimmt wird, wobei als Beispiel in [ZZ03] die Anzahl fehlender Updates
verwendet wird. A¨nderungen an einem lokalen Replikat werden so lange gepuffert, bis die Fen-
stergrenze erreicht ist. Dann werden keine weiteren A¨nderungen des Replikats angenommen, bis
die gepufferten A¨nderungen propagiert sind. Zusa¨tzlich wird jedem Replikat ein
”
Gewicht“ zuge-
ordnet, dass z.B. die A¨nderungsrate wiedergibt und an einem Replikat gemessen wird. Daru¨ber
werden Formeln fu¨r die Kosten und die Verfu¨gbarkeit hergeleitet.
Die
”
ju¨ngeren“ Arbeiten im Forschungsgebiet Datenreplikation konzentrieren sich nach wie vor
ha¨ufig auf eine Adaption hinsichtlich der Zielkonflikte Konsistenz, Performance und Verfu¨gbar-
keit, wobei oft sehr große Systeme als Ziel der Arbeiten dienen. Bei Tunable Availability and
Consistency Trade-Offs (TACT, [YV02]) wird ein dreidimensionaler Vektor fu¨r verschie-
dene Abstandsmaße verwendet, um Inkonsistenzen zu begrenzen. Refresco [PGV04, PG06]
nutzt unterschiedliche Aktualisierungsstrategien, um insbesondere die Verfu¨gbarkeit von Le-
sezugriffen zu erho¨hen. Beim Availability/Consistency Balancing Replication Model
(ACBRM, [OFG07]) werden Netzpartitionierungen behandelt, wobei in einer Partition die 1-
Kopien-Serialisierbarkeit gewa¨hrleistet wird, aber mo¨gliche Schreib-/SchreibkonflikteR bei der
Zusammenfu¨hrung der Partitionen behandelt werden mu¨ssen. Mittels ACBRM kann z.B. das
Adaptive Voting Protocol [OFGG06] implementiert werden. Auf sehr große, skalierbare Sys-
teme im Umfeld von Webdiensten (
”
Web Services“) zielen die Replikationsstrategien Google’s
File System (GFS, [GGL03]), Chain Replication [vRS04] und Niobe [MTJ+08], bei denen
neben der Erho¨hung der Verfu¨gbarkeit auch die Lokalisation der Replikate eine Rolle spielt.
Zu Beginn dieser Dissertation wurde der adaptive Replikationsmanager ARM [NHHT03] ent-
wickelt und prototypisch implementiert (siehe Abschnitt 6.1 bzw. Abbildung 6.1 auf Seite 154).
Dabei wurde eine regelbasierte Replikationsstrategie umgesetzt, die als erste Version der in Ka-
pitel 4 vorgestellten Replikationsstrategie RegRess aufgefasst werden kann. Bei jedem Schreib-
zugriff auf ein logisches Objekt werden die zugeho¨rigen Replikate in synchron und asynchron zu
aktualisierende Replikate partitioniert. Die Aufteilung kann durch so genannte Replikationsre-
geln konfiguriert werden, die zur Laufzeit ausgewertet werden. Weil protokollierte Kennzahlen
beru¨cksichtigt werden, ist somit eine Adaption an den aktuellen Systemstatus mo¨glich. Bei den
Regeln ko¨nnen sowohl funktionale Anforderungen, z.B. zeitlicher Ru¨ckstand, als auch technische
Anforderungen, z.B. Rechnerausfall bzw. Rechnerperformance, beru¨cksichtigt werden.
Der regelbasierte Ansatz ist zwar aufwa¨ndig, weil bei jedem Zugriff eine Regelauswertung
durchgefu¨hrt werden muss, bietet aber gegenu¨ber den oben genannten Replikationsstrategien
eine ho¨here Flexibilita¨t. Es ko¨nnen grundsa¨tzlich sa¨mtliche in Abschnitt 3.2.3 genannten ab-
geschwa¨chten Konsistenzbegriffe realisiert werden, wenn die entsprechenden Kennzahlen zur
Verfu¨gung stehen. Weiterhin ist auch eine Reaktion auf technische Vera¨nderungen wie reduzierte
Performance eines Rechners mo¨glich, die z.B. bei der Replikationsstrategie ASPECT unberu¨ck-
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sichtigt blieb. Auch bei Lesezugriffen ko¨nnen mittels Regeln andere Kriterien herangezogen
werden als die Datenfrische, wie z.B. bei FAS (Anmerkung: Beim ARM wurden Lesezugriffe
ausschließlich lokal durchgefu¨hrt, d.h. Lesezugriffe wurden nicht regelbasiert koordiniert).
Eine regelbasierte Replikationsstrategie bietet weiterhin die Mo¨glichkeit, unterschiedlichste
Konsistenzanforderungen fu¨r unterschiedliche logische Objekte oder sogar Replikate zu spezifi-
zieren. Zusa¨tzlich ko¨nnen auf jeder Ebene wie z.B. fu¨r ein einzelnes Replikat auch zeitlich unter-
schiedliche Regeln festgelegt werden, d.h. ein Replikat ko¨nnte tagsu¨ber anderen Konsistenzan-
forderungen genu¨gen wie nachts. Die hohe Flexibilita¨t wird, wie bereits erwa¨hnt, durch einen
erho¨hten Rechenaufwand und Konfigurationsaufwand erkauft. Da aber insbesondere komplexe,
große Systeme ha¨ufig eine hohe Flexibilita¨t beno¨tigen, ist die Entwicklung der in dieser Disserta-
tion vorgestellten regelbasierten Replikationsstrategie RegRess (siehe Kapitel 4) gerechtfertigt.
Ein Vergleich von adaptiven Replikatiosstrategien zur Replikationsstrategie RegRess befindet
sich in Abschnitt 7.3.4.
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Die Replikationsstrategie RegRess (Regelbasierte Replikationsstrategie), die in diesem Kapitel
vorgestellt wird, ist eine Replikationsstrategie, bei der die Zugriffe auf die Replikate durch Regeln
koordiniert werden. In der Definition 10 auf Seite 31 wird eine Replikationsstrategie dahingehend
erkla¨rt, dass ein Schreib- bzw. Lesezugriff auf ein logisches Datenobjekt in eine Menge von
Schreib- bzw. Lesezugriffen auf physische Datenobjekte, den Replikaten, u¨bersetzt wird. Bei
RegRess werden diese Mengen fu¨r jeden Zugriff durch Auswertung und Schlußfolgerung von
Regeln bestimmt, um ein Optimum hinsichtlich der Zielkonflikte Konsistenz, Verfu¨gbarkeit und
Performance zu erreichen (siehe Abschnitt 3.1). Ein geeigneter Kompromiss zwischen diesen
kontra¨ren Zielen wird durch die Spezifikation anwendungsbezogener Regeln mo¨glich.
In Abschnitt 3.3.1 wurden synchrone Replikationsstrategien vorgestellt, die die betroffenen
Replikate fu¨r alle Schreibzugriffe bzw. fu¨r alle Lesezugriffe starr festlegen. Selbst die Votie-
rungsstrategien, bei denen die zu den Schreib- bzw. Lesequoren geho¨renden Replikate variieren
ko¨nnen, legen zumindest die Quorengro¨ße fest. Durch das starre Prinzip ko¨nnen die synchro-
nen Replikationsstrategien hohen Konsistenzanforderungen genu¨gen, d.h. sie gewa¨hrleisten die
1-Kopien-Serialisierbarkeit. Dieser Vorteil geht aber zu Lasten der Verfu¨gbarkeit und der Per-
formance. Demgegenu¨ber bieten die asynchronen Replikationsstrategien (siehe Abschnitt 3.3.2)
im Allgemeinen eine ho¨here Verfu¨gbarkeit bzw. Performance, was allerdings auf Kosten der
Konsistenz geschieht. Dabei werden entweder nicht so hohe Anspru¨che an die Synchronisation
nebenla¨ufiger Prozesse gelegt (siehe Abschnitt 2.2.3) oder die starre Festlegung der betroffenen
Replikate bei Schreib- und Lesezugriffen wird zumindest aufgeweicht.
Durch eine Kombination von synchroner und asynchroner Replikation ko¨nnen situations-
abha¨ngig die Vorteile beider Varianten genutzt werden. Mit situationsabha¨ngig ist gemeint,
dass eine Vera¨nderung von fachlichen Anforderungen oder eine Modifikation der technischen
Eigenschaften des verteilten Systems beru¨cksichtigt werden kann. Um diesen Anspru¨chen zu
genu¨gen, erfolgt bei RegRess zuna¨chst eine Konfiguration durch Bestimmung geeigneter Regeln.
Zur Laufzeit werden dann diese Regeln und ggf. protokollierte Systemkennzahlen herangezogen,
um die Menge der betroffenen Replikate bei einem Zugriff zu ermitteln. RegRess ist somit eine
konfigurierbare, adaptive Replikationsstrategie.
Das wichtigste Kriterium einer Replikationsstrategie ist die Korrektheit bzw., in dieser Ar-
beit synonym, die Konsistenz (siehe Abschnitt 3.2.2). Da grundsa¨tzlich auch eine asynchrone
Aktualisierung in RegRess realisierbar ist und Lesezugriffe auf veraltete Daten toleriert wer-
den, wird die 1-Kopien-Serialisierbarkeit nicht garantiert. Um aber Aussagen hinsichtlich der
abgeschwa¨chten Konsistenz zu ermo¨glichen, wird ein so genannter
”
Konsistenzgrad“ definiert.
Der Konsistenzgrad ist abha¨ngig von den Regeln, die fu¨r eine spezielle Anwendung formuliert
werden. Hierbei handelt es sich um einen probabilistischen Wert, d.h. ein Wert, der die Wahr-
scheinlichkeit angibt, mit dem die Zugriffe auf konsistente Daten erfolgen.
Im Folgenden wird das Konzept von RegRess vorgestellt. Dazu werden zuna¨chst in Ab-
schnitt 4.1 Annahmen zur Abstraktion u¨ber das zugrunde liegende System vorgenommen sowie
die in dieser Arbeit verwendete Terminologie erla¨utert. In Abschnitt 4.2 wird das Protokoll von
RegRess spezifiziert, d.h. die Koordination der Schreib- und Lesezugriffe wird festgelegt. An-
schließend wird in Abschnitt 4.3 die von RegRess gewa¨hrleistete Konsistenz und Korrektheit
diskutiert, wobei insbesondere die mo¨glichen Regeln definiert werden. Inwieweit die Regeln Ein-
fluss auf einen optimalen Kompromiss hinsichtlich der Replikationsziele haben, wird abschließend
in Abschnitt 4.4 dargestellt.
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4.1. Annahmen und verwendete Notationen
Im Titel dieser Arbeit wird explizit ausgedru¨ckt, dass Replikationsstrategien fu¨r heterogene,
autonome Informationssysteme untersucht werden.
”
Autonomie“ bekundet dabei, dass die be-
teiligten Informationssysteme durch die Replikationsstrategie nicht bzw. nicht zu stark einge-
schra¨nkt werden du¨rfen. Da Replikationstransparenz und Autonomie gegenla¨ufige Ziele sind
(siehe Abschnitt 3.1), wird hier dementsprechend auf vollsta¨ndige Transparenz bei der Replika-
tion verzichtet, d.h. letztendlich, dass eine abgeschwa¨chte Konsistenz der Replikate toleriert wird
(siehe Abschnitt 3.2.3), insbesondere dann, wenn die Autonomie einzelner Informationssysteme
gefa¨hrdet ist.
”
Heterogenita¨t“ bedeutet im Allgemeinen, dass ho¨here Anspru¨che an eine Implementierung
einer Replikationsstrategie gestellt werden als in einer homogenen Systemlandschaft. Wenn z.B.
einheitliche Datenbankmanagementsysteme (DBMS) mit identischen Schemata auf den lokalen
Rechnern eingesetzt werden, kann eine Replikation ha¨ufig vom DBMS selbst u¨bernommen wer-
den, weil die meisten Hersteller von Datenbanksystemen unterschiedliche Replikationsstrategien
innerhalb ihrer Systeme implementiert haben [Bur97, Len97]. In heterogenen Systemlandschaf-
ten mu¨ssen zusa¨tzlich die Heterogenita¨ten u¨berwunden werden, z.B. ist im Allgemeinen eine
Schematransformation notwendig. Ha¨ufig wird eine geeignete Infrastruktur beno¨tigt, um eine
Interaktion der beteiligten Systeme zu erlauben. Diese ho¨heren Anforderungen und Lo¨sungsvor-
schla¨ge werden z.B. in [NHW+02] diskutiert, wo Kopplungsstrategien fu¨r heterogene Anwen-
dungssysteme im Krankenhaus pra¨sentiert werden.
Da die hier vorgestellte Replikationsstrategie RegRess speziell fu¨r heterogene autonome Infor-
mationssysteme entwickelt wurde, wird bei der Evaluation nochmals auf die U¨berwindung von
Heterogenita¨t eingegangen (siehe Kapitel 6). Bei der Konzeption von RegRess wird jedoch von
einem idealisierten System bzgl. der Datenstrukturen ausgegangen, um sich auf das Wesentliche
einer Replikationsstrategie zu konzentrieren, na¨mlich der Koordination der Zugriffe. Daher wer-
den in Abschnitt 4.1.1 zuna¨chst Annahmen zur Abstraktion u¨ber das zugrunde liegende System
getroffen. Abschließend werden in Abschnitt 4.1.2 die in dieser Arbeit verwendeten Abku¨rzungen
und Notationen festgelegt.
4.1.1. Annahmen
In diesem Abschnitt werden ohne Beschra¨nkung der Allgemeinheit einige Annahmen getroffen,
die die Konzeption der Replikationsstrategie RegRess und die Entwicklung der Regelsprache
RRML (siehe Kapitel 5) erleichtert. Hierdurch wird auch erreicht, dass die prototypische Im-
plementierung (siehe Kapitel 7) sich auf die wesentlichen Funktionen der Datenreplikation be-
schra¨nkt. Das zugrunde liegende Konzept von RegRess bleibt durch die getroffenen Annahmen
unangetastet, befreit jedoch von unwesentlichen Funktionen wie beispielsweise Schematransfor-
mationen. Anschließend an die folgende Aufza¨hlung der Annahmen erfolgt neben einer Erla¨ute-
rung eine Beschreibung der Aktivita¨ten, die bei Verzicht auf die Vereinfachungen notwendig
wu¨rden:
• Voll-replizierte Datenbanken
• Identische Schemata der lokalen Datenbanken
• Identische Konsistenzbedingungen der lokalen Datenbanken
• Einfache Datenobjekte
• Lese- und Schreiboperationen auf logische bzw. physische Datenobjekte
• Keine Seiteneffekte bei Schreiboperationen
• Kommunikationsfehler: Rechnerausfall und Netzpartitionierung
In [EN02] wird zwischen voller und partieller Replikation unterschieden. Bei voll-replizierten
Datenbanken ist jedes logische Datenobjekt auf jedem beteiligten Rechner physikalisch gespei-
chert, d.h. der Replikationsgrad (siehe Definition 6 auf Seite 30) aller logischen Datenobjekte ist
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gleich n, wobei n die Anzahl der Rechner mit Datenbanken ist. Bei partiell-replizierten Daten-
banken liegt der Replikationsgrad eines jeden logischen Datenobjekts zwischen 1 und n, wobei
mindestens bei einem logischen Datenobjekt der Replikationsgrad kleiner als n ist. In dieser
Arbeit wird von voll-replizierten Datenbanken ausgegangen, um nach [Rah94] Fragmentierungs-
und Allokationsprobleme zu umgehen. Bei partiell-replizierten Datenbanken muss zusa¨tzlich fu¨r
jedes logische Datenobjekt mitgefu¨hrt werden, wo die jeweiligen physikalischen Datenobjekte
gespeichert sind, um bei Zugriffen die
”
richtigen“ Rechner zu kontaktieren. Diese Informationen
ko¨nnten z.B. in den Regeln abgelegt werden.
In dieser Arbeit wird bei der Konzeption der Replikationsstrategie RegRess davon ausge-
gangen, dass die lokalen Datenbanken jeweils u¨ber das gleiche Schema verfu¨gen, d.h. es wird
keine Schemaintegration beno¨tigt. Zwar zeichnen sich heterogene Systeme im Allgemeinen da-
durch aus, dass unterschiedliche Schemata verwendet werden, trotzdem soll dieser Aspekt nicht
bei der Replikationsstrategie betrachtet werden, sondern bei der Software-Architektur (siehe
Abschnitt 6.1). Die Aufgabe der Schematransformation (siehe z.B. [Con02]) wird als zur Re-
plikation getrennte Funktionalita¨t betrachtet, obwohl beispielsweise Lesezugriffe auf Replikate
performanter sind, wenn keine Datentransformationen erforderlich sind. Ggf. ko¨nnten derartige
Aspekte in den Regeln beru¨cksichtigt werden.
Auf den lokalen Datenbanken sollen identische Konsistenzbedingungen (synonym: Integrita¨ts-
bedingungen) definiert sein (siehe Abschnitt 2.3.2), d.h. eine Datenmanipulation ha¨lt entwe-
der auf jeder lokalen Datenbank die Konsistenzbedingungen ein und kann durchgefu¨hrt werden
oder sie ha¨lt auf keiner lokalen Datenbank die Konsistenzbedingungen ein und wird abgebro-
chen. Durch diese Annahme wird gesichert, dass eine A¨nderung, die bereits an einem Replikat
endgu¨ltig durchgefu¨hrt wurde, bei einem anderen Replikat desselben logischen Datenobjekts,
das zeitversetzt aktualisiert werden soll, ebenfalls durchgefu¨hrt werden kann. Insbesondere bei
asynchronen Replikationsstrategien ko¨nnten unterschiedliche Konsistenzbedingungen der loka-
len Datenbanken zu Problemen fu¨hren, d.h. ein nachtra¨gliches Ru¨cksetzen oder Kompensieren
von Transaktionen erforderlich machen. Vorbeugend ko¨nnten nur solche A¨nderungen zugelassen
werden, die auf allen lokalen Datenbanken die jeweiligen Konsistenzbedingungen erfu¨llen.
Mit
”
einfachen“ Datenobjekten ist gemeint, dass die logischen und somit die physikalischen
Datenobjekte bzw. deren Elemente aus einfachen Datentypen bestehen. Insbesondere Methoden
der Datenobjekte bzw. Zugriffsoperationen auf die Datenobjekte lesen oder schreiben die Objekte
als eine Einheit. In dieser Arbeit werden beispielsweise keine XML-Dokumente betrachtet, die
”
gleichzeitig“ eine A¨nderung an verschiedenen Stellen innerhalb eines Dokuments erlauben und
geeignet zusammengefu¨hrt werden mu¨ssen. Auf derartige, so genannte
”
Merge“-Funktionalita¨t
wird hier verzichtet.
Es werden ausschließlich Lese- und Schreiboperationen auf logische bzw. physische Daten-
objekte betrachtet, die zum Lesen oder Manipulieren der Objekte in Frage kommen. Bei einer
Leseoperation wird das Datenobjekt komplett gelesen, ggf. werden alle Attribute des Objekts
gelesen. Bei einer Schreiboperation wird das Datenobjekt komplett geschrieben, ggf. werden
einzelne Attribute mit dem gleichen Wert geschrieben. Wenn andere Operationen untersucht
werden mu¨ssen, ko¨nnen diese durch Lese- bzw. Schreiboperationen abgebildet werden (siehe
Abschnitt 2.2.1).
Bei Schreiboperationen sollen keine so genannten Seiteneffekte auftreten, d.h. beim Schreiben
eines logischen Datenobjekts werden keine anderen Datenobjekte z.B. durch
”
Trigger“ (siehe
[HS00]) manipuliert. Hiermit wird sichergestellt, dass bei A¨nderung eines logischen Datenob-
jekts ausschließlich dessen Replikate betrachtet werden mu¨ssen. Wenn solche Seiteneffekte nicht
ausgeschlossen werden und diese mo¨glicherweise bei den lokalen Datenbanken des verteilten
Systems unterschiedlich aussehen, dann mu¨ssen diese Seiteneffekte in allen lokalen Datenbanken
gleichermaßen durchgefu¨hrt werden, um die Replikate konsistent zu halten.
Eine wichtige Eigenschaft von Replikationsstrategien ist die Reaktion auf Kommunikations-
fehler (siehe Abschnitt 2.1.2), wobei in dieser Arbeit ausschließlich Rechnerausfa¨lle und Netz-
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partitionierungen betrachtet werden. Ein Rechnerausfall bzw. ein Dienstausfall wird auch als
Fail-Stop [SS83b] bezeichnet: Ein Rechner oder auch ein Dienst ist nicht mehr verfu¨gbar, d.h. es
erfolgt keine Anfragebearbeitung bzw. keine Antwort. Fehlerhafte Antworten z.B. durch Sto¨run-
gen, d.h. so genannte
”
Byzantinische Fehler“ (siehe z.B. [MR98, CL99]), werden nicht betrachtet.
Derartige Probleme werden z.B. bei fehlertoleranten Systemen gelo¨st [Ech90, LA90]. Bei Feh-
lern auf Kommunikationskana¨len wird davon ausgegangen, dass ein oder mehrere Rechner nicht
mehr erreicht werden und dass es zu Netzpartitionierungen kommt. Es wird nicht betrachtet,
ob es zu Verfa¨lschungen auf dem Kommunikationskanal kommt.
4.1.2. Begriffe und Notationen
Bevor die in dieser Arbeit verwendeten Abku¨rzungen und Notationen festgelegt werden, erfolgt
zuna¨chst die Definition einiger Begriffe. In der Literatur wird speziell der Begriff
”
Komponente“
unterschiedlich definiert (siehe z.B. [Gri98, SGM02]) und kontrovers diskutiert. In dieser Arbeit
erfolgt die Modellierung und Dokumentation der entwickelten Konzepte und Architekturen in
der Unified Modeling Language, Version 2 (UML 2, siehe z.B. [RJB04, RHQ+05]). Daher soll
hier auch der Komponentenbegriff aus der so genannten UML 2 Superstructure Spezifikation
[OMG06] verwendet werden:
Definition 32 (nach [OMG06]) Komponente: Eine Komponente repra¨sentiert einen mo-
dularen Teil eines Systems, der seinen Inhalt kapselt und dessen Erscheinungsform innerhalb
seiner Umgebung austauschbar ist. Eine Komponente definiert ihr Verhalten in Form von ange-
botenen und beno¨tigten Schnittstellen.
Auf eine detaillierte Diskussion der unterschiedlichen Definitionen des Begriffs
”
Komponente“
wird in dieser Arbeit verzichtet, da eine grobe Vorstellung dessen, was eine Komponente ist,
an dieser Stelle ausreicht. Vereinfacht gesagt, ist hier mit einer Komponente eine ausfu¨hrbare
Software-Komponente gemeint, d.h. ein Artefakt, das im Softwareentwicklungsprozess entsteht.
Auch die Granularita¨t von Komponenten soll nicht weiter beleuchtet werden. So kann es
”
kleine“
Komponenten oder
”
große“ Komponenten geben. In diesem Sinne sollen hier z.B. Datenbank-
managementsysteme (DBMS), Applikationsserver oder Enterprise Resource Planing Systeme
(ERP-Systeme) als Komponente bezeichnet werden.
Um das in diesem Abschnitt angefu¨hrte Beispiel einer Systemumgebung mit replizierten Da-
tenbanken besser zu veranschaulichen, soll der Begriff
”
Replikationsmanager“ definiert werden.
Da ein Replikationsmanager eine Implementierung darstellt, also Software ist, und auch die
weiteren Eigenschaften der Definition 32 beinhalten soll, fließt der Begriff Komponente in die
Definition ein:
Definition 33 Replikationsmanager: Ein Replikationsmanager ist eine Komponente, die ei-
ne Replikationsstrategie implementiert. Ein Replikationsmanager kann eine Komponente inner-
halb der lokalen Datenbankmanagementsysteme oder eine eigensta¨ndige Anwendung sein. Wei-
terhin ist eine zentrale oder dezentrale Implementierung des Replikationsmanagers mo¨glich.
Wesentlich ist also, dass ein Replikationsmanager die Realisierung einer Replikationsstrategie
ist. Somit u¨bernimmt ein Replikationsmanager die Koordination der Schreib- und Lesezugriffe
auf die Replikate. Zusa¨tzlich sind in Definition 33 Implementierungsaspekte aufgenommen, die
fu¨r die Koordination eher irrelevant sind. Ob ein Replikationsmanager innerhalb eines DBMS
implementiert oder eine eigensta¨ndige Anwendung ist, ha¨ngt im Allgemeinen davon ab, ob ei-
ne homogene oder heterogene Systemlandschaft vorliegt (siehe Abschnitt 2.1.3). Die Vor- und
Nachteile einer zentralen bzw. dezentralen Realisierung werden in Kapitel 6 diskutiert.
Da die Replikate in einem verteilten System an unterschiedlichen Stellen lokalisiert sind, kann
der Replikationsmanager die Schreib- oder Lesezugriffe nicht direkt durchfu¨hren, sondern es
werden geeignete Schnittstellen beno¨tigt, die z.B. von dem entsprechenden DBMS oder einer
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A : Rechner
«component»
CL:Client
B : Rechner
«component»
RegRess : Replikationsmanager
C : Rechner
«component»
K  : DB-Server
logischesObjekt = O
R : Objekt
1
1
1
1
logischesObjekt = O
R : Objekt
2
1
2
D : Rechner
«component»
K  : Applikationsserver
logischesObjekt = O
R : Objekt
1
2
2
1
logischesObjekt = O
R : Objekt
2
2
2
E : Rechner
«component»
K  : DB-Server
logischesObjekt = O
R : Objekt
1
3
3
1
logischesObjekt = O
R : Objekt
2
3
2
«component»
K  : Applikationsserver
logischesObjekt = O
R : Objekt
1
4
4
1
logischesObjekt = O
R : Objekt
2
4
2
w(O2)
w(R1)
2
w(R3)
2 w(R4)
2
w(R2)
2
Abbildung 4.1.: Beispiel einer Systemumgebung als UML-Verteilungsdiagramm
Applikation bereitgestellt werden. In der Terminologie der UML 2 werden also Schnittstellen
entsprechender Komponenten beno¨tigt, oder anders gesagt, Komponenten speichern Replikate
und kontrollieren die Zugriffe auf die Replikate. Hierdurch ist folgende Definition motiviert, in
der anstatt
”
Rechner mit Replikat“ (siehe Definition 8 auf Seite 30) bzw.
”
System mit Replikat“
(siehe Definition 9 auf Seite 31) nun der Begriff Komponente gema¨ß der UML 2 verwendet wird:
Definition 34 Komponente mit Replikat: Eine Komponente mit Replikat ist eine Kompo-
nente, die jeweils genau ein Replikat eines logischen Datenobjekts speichert, d.h. Zugriffe auf
dieses Replikat erfolgen u¨ber Schnittstellen dieser Komponente. In einer voll-replizierten Daten-
bank mit Replikationsgrad n speichert eine Komponente mit Replikat genau n Replikate.
Anhand der Abbildung 4.1 werden nun die in dieser Arbeit verwendeten formalen Bezeichnun-
gen erla¨utert. Im Beispiel ist eine einfache Systemumgebung mit replizierten Daten als UML-
Verteilungsdiagramm dargestellt, wobei fu¨nf Knoten A bis E, die vom Typ
”
Rechner“ sind,
existieren. Gema¨ß UML 2 sind auf den Knoten Artefakte verteilt, d.h. im Beispiel die Kom-
ponenten Client, Replikationsmanager und vier Komponenten mit Replikaten. Die Replikate
sind als Artefakte innerhalb der Komponenten in Form von Objekten illustriert. Grundsa¨tzlich
ko¨nnen mehrere Komponenten auf einem Knoten lokalisiert sein, z.B. sind zwei Komponenten
mit Replikaten auf dem Rechner E eingesetzt. Ein Replikat ko¨nnte auch auf einem anderen
Knoten als seine zugeho¨rige Komponente gespeichert sein. Dieser Fall wird ohne Beschra¨nkung
der Allgemeinheit in dieser Arbeit nicht betrachtet.
Im Beispiel wird angenommen, dass zwei logische Datenobjekte O1 und O2 existieren. Logische
Datenobjekte (oder einfach Objekte) werden mit dem Buchstaben
”
O“ gekennzeichnet, wobei
ggf. eine laufende Nummerierung hochgestellt wird (Eselsbru¨cke: oben beginnt wie Objekt mit
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einem
”
o“). Die Objekte Oo, o = 1, 2 ko¨nnen potenziell von vier Komponenten K1, K2, K3 bzw.
K4 physikalisch gespeichert sein, wobei hier eine Indizierung tief gestellt wird.
Da laut Annahme (siehe Abschnitt 4.1.1) von einer voll-replizierten Datenbank ausgegangen
wird, sind die logischen Datenobjekte in jeder Komponente lokalisiert, d.h. zu jedem Datenob-
jekt existieren vier Replikate und jede Komponente mit Replikat beherbergt zwei Replikate. Ein
Replikat wird mit
”
R“ abgeku¨rzt, wobei ein hochgestellter Index die laufende Nummer des Ob-
jekts und ein tiefgestellter Index die laufende Nummer der Komponente angibt, z.B. bezeichnet
R23 das Replikat des logischen Datenobjekts O
2, das auf der Komponente K3 lokalisiert ist. In
der Abbildung 4.1 ist die Zugeho¨rigkeit der acht Replikate Rok, o = 1, 2; k = 1, 2, 3, 4 zu ihrem
logischen Datenobjekt Oo dadurch dargestellt, dass ein Attribut mit dem entsprechenden Wert
belegt ist.
Der Replikationsmanager ist in diesem Beispiel als externe, zentrale Komponente verwirk-
licht. Ein Client, der ggf. auch Teilkomponente einer Komponente mit Replikat sein kann, fu¨hrt
Schreib- oder Lesezugriffe durch. Schreibzugriffe werden mit w(P) und Lesezugriffe mit r(P)
abgeku¨rzt, wobei der Parameter P ein logisches Datenobjekt oder ein Replikat bezeichnet. Mit
w(O2) ist z.B. gemeint, dass das logische Datenobjekt O2 geschrieben wird. In der Abbildung 4.1
ist der Schreibzugriff w(O2), den ein Client an den Replikationsmanager stellt, beispielhaft an
die vom Replikationsmanager angebotene Schnittstelle dargestellt.
Da die Replikation transparent sein soll (siehe Abschnitt 3.1), erfolgen Zugriffe nicht direkt
auf physische Datenobjekte, sondern Zugriffe eines Clients werden an den Replikationsmanager
geleitet, der mittels einer Replikationsstrategie die Zugriffe auf logische Datenobjekte in Zugriffe
auf Replikate transformiert. Daher u¨bersetzt der Replikationsmanager den Schreibzugriff w(O2)
in die Menge {w(R21), w(R
2
3), w(R
2
3), w(R
2
4)} von Schreibzugriffen auf die Replikate, d.h. im
Beispiel werden die zugeho¨rigen vier Replikate aktualisiert. Dazu beno¨tigt der Replikationsma-
nager Schnittstellen zu den Komponenten mit Replikat. Die Schreibzugriffe auf die Replikate
sind an den von den Komponenten mit Replikat angebotenen Schnittstellen notiert. Wenn der
Replikationsmanager bei einem Zugriff mehr als ein Replikat anspricht, dann handelt es sich um
eine verteilte Transaktion, so dass vom Replikationsmanager ein geeignetes Transaktionskonzept
bzw. Transaktionssystem verwendet werden muss (siehe Abschnitt 2.2).
4.2. Regelbasierte Koordination der Zugriffe
In replizierten Datenbanken ist neben der Synchronisation von Zugriffen nebenla¨ufiger Prozes-
se zusa¨tzlich eine Koordination der Zugriffe auf Replikate no¨tig, wofu¨r nach Definition 10 auf
Seite 31 eine Replikationsstrategie verantwortlich ist. Wa¨hrend durch die Koordination festge-
legt wird, welche Replikate betroffen sind, wird durch die Synchronisation eine transaktionale
Verarbeitung gewa¨hrleistet. Bei der Implementierung einer Replikationsstrategie beispielsweise
in Form eines Replikationsmanagers ist somit ein geeignetes Transaktionskonzept bzw. die Nut-
zung eines geeigneten Transaktionssystems zu beru¨cksichtigen (siehe Abschnitt 2.2.3). In diesem
Abschnitt wird hingegen auf die Koordination fokussiert, d.h. es wird die Verfahrensweise der
Replikationsstrategie RegRess vorgestellt.
Von Bedeutung fu¨r eine Replikationsstrategie ist das Korrektheitskriterium, das durch die
Koordination der Zugriffe erreicht wird. Durch die 1-Kopien-Serialisierbarkeit (siehe Definiti-
on 18 auf Seite 34) werden konsistente Zugriffe garantiert, jedoch werden durch dieses Kor-
rektheitskriterium ho¨here Anspru¨che an die Koordination gestellt, so dass es unter Umsta¨nden
zum Abbruch von Zugriffen kommt. Wenn mit so genannter abgeschwa¨chter Konsistenz (siehe
Abschnitt 3.2.3) als Korrektheitskriterium gearbeitet wird, dann werden Inkonsistenzen zumin-
dest tempora¨r toleriert und die Koordination kann im Allgemeinen einfacher gehalten werden.
Inwieweit Inkonsistenzen akzeptiert werden, kann z.B. durch spezielle Garantien wie Koha¨renz-
bedingungen (siehe Definition 22 auf Seite 37) festgelegt werden.
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Bei RegRess erfolgt die Koordination der Zugriffe regelbasiert, d.h. durch Spezifikation von
Regeln und Auswertung (
”
Inferenz“) dieser Regeln zur Laufzeit werden die betroffenen Replika-
te bei Zugriffen ermittelt. Da zu Gunsten der Verfu¨gbarkeit bzw. Performance auch tempora¨re
Inkonsistenzen toleriert werden, wird abgeschwa¨chte Konsistenz als Korrektheitskriterium ver-
wendet. Im Folgenden wird zuna¨chst die regelbasierte Koordination von RegRess vorgestellt,
bevor eine Quantifizierung der abgeschwa¨chten Konsistenz in Abschnitt 4.3 angegeben wird.
Angemerkt sei, dass es sich bei der Koordination der Zugriffe und der garantierten Konsistenz
um eine wechselseitige Beziehung handelt: Durch die spezifizierten Regeln wird eine bestimmte
Konsistenz erreicht. Andererseits, wenn eine bestimmte Konsistenz garantiert werden soll, dann
mu¨ssen geeignete Regeln spezifiziert werden.
Nachfolgend wird nun die regelbasierte Koordination von RegRess erla¨utert. Zuna¨chst wird
im Abschnitt 4.2.1 allgemein dargestellt, wie der Ablauf bei Zugriffen auf Objekte durchgefu¨hrt
wird. Hierbei wird angesprochen, in welcher Form und wofu¨r Regeln vergeben werden ko¨nnen.
Anschließend wird im Abschnitt 4.2.2 die Koordination von Schreibzugriffen diskutiert, die einen
Einfluss auf die Koordination der Lesezugriffe hat, auf die in Abschnitt 4.2.3 eingegangen wird.
Die Inferenz der spezifizierten Regeln, der zentrale Punkt bei der Koordination, erfolgt bei
Schreib- und Lesezugriffen auf unterschiedliche Weise und fu¨hrt zu unterschiedlichen Ergebnis-
sen, was in Abschnitt 4.2.4 erla¨utert wird. Abschließend wird in Abschnitt 4.2.5 das Korrekt-
heitskriterium
”
Letztendliche Konsistenz“ betrachtet, das von RegRess erreicht wird.
4.2.1. Konfigurierbare, adaptive Replikationsstrategie mittels Regeln
Die Bearbeitung eines Zugriffs, also eines Lese- oder Schreibzugriffs auf ein logisches Datenob-
jekt in replizierten Datenbanken, kennzeichnet eine Replikationsstrategie. Da sowohl bei einem
Lese- als auch bei einem Schreibzugriff mehrere Replikate eines logischen Datenobjekts invol-
viert sein ko¨nnen bzw. mu¨ssen, d.h. es ist eine Menge von Replikaten betroffen, bedarf es einer
Koordination dieser Zugriffe. Mit Koordination ist im Wesentlichen gemeint, eine zula¨ssige Men-
ge auszuwa¨hlen und einen Zugriff auf die Replikate der Menge durchzufu¨hren. Im Allgemeinen
unterscheidet sich die Menge der betroffenen Replikate bei Lesezugriffen von der Menge der
betroffenen Replikate bei Schreibzugriffen, genauer gesagt, in beiden Fa¨llen kann es je nach
Replikationsstrategie mehrere zula¨ssige Mengen geben. Bei den Votierungsverfahren (siehe Ab-
schnitt 3.3.1) sind es z.B. alle gu¨ltigen Lese- und Schreibquoren.
Unter einer
”
statischen Koordination“ soll hier verstanden werden, dass die Mengen der be-
troffenen Replikate fu¨r alle Zugriffe festgelegt sind. In Abschnitt 3.3 wurden verschiedene
”
tradi-
tionelle“ Replikationsstrategien vorgestellt, die mit einer statischen Koordination arbeiten. Eine
”
adaptive Koordination“ bedeutet, dass sich die Mengen im Laufe der Zeit a¨ndern ko¨nnen, d.h.
die betroffenen Replikate werden bei einem Zugriff auf Grund irgendeines Ereignisses dynamisch
an die neue Situation angepasst. In Abschnitt 3.4.2 wurden entsprechende Replikationsstrategien
pra¨sentiert, die die verwandten Arbeiten zu der hier entwickelten Replikationsstrategie RegRess
darstellen.
In RegRess erfolgt die Adaption bei jedem Zugriff. Wenn ein Lese- bzw. Schreibzugriff erfolgen
soll, dann wird vor dem Zugriff die Menge der betroffenen Replikate bestimmt. Hierdurch wird
ein Maximum an Adaption erreicht, weil bei jedem Zugriff situationsabha¨ngig die
”
bestmo¨gliche“
Menge bestimmt wird. Was nun die bestmo¨gliche Menge ist, ha¨ngt einerseits von den Zusta¨nden
der beteiligten Rechner bzw. der darauf laufenden Komponenten ab und andererseits von den
Priorita¨ten der Anwender hinsichtlich der Replikationsziele (siehe Abschnitt 4.4). Der Nachteil
liegt darin, dass ein erho¨hter Aufwand no¨tig ist, um diese bestmo¨gliche Menge zu bestimmen.
Eine detaillierte Betrachtung der Nachteile von RegRess erfolgt am Ende dieses Abschnitts.
In Abbildung 4.2 ist grob der Ablauf als UML-Aktivita¨tsdiagramm skizziert, der bei der
Bearbeitung eines Zugriffs auf ein logisches Datenobjekt von RegRess ausgefu¨hrt wird, genauer
gesagt, von dem Replikationsmanager, auf dem die Replikationsstrategie RegRess implementiert
wurde:
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(1) Anforderung eines Zugriffs auf ein logisches Datenobjekt annehmen
(2) Menge der betroffenen Replikate mittels Inferenz der Regeln bestimmen
(3) Zugriff auf die betroffenen Replikate durchführen
(5) Fehlercode melden und ggf. Rückgabewerte liefern
(4) Kennzahlen protokollieren
Abbildung 4.2.: Allgemeiner Ablauf eines Zugriffs auf ein logisches Datenobjekt
(1) Zuna¨chst wird eine Anforderung von einem Client (siehe Abbildung 4.1 auf Seite 61)
entgegengenommen, die einen Zugriff auf ein logisches Datenobjekt beinhaltet. Das zu-
grunde liegende Kommunikationsmodell entspricht der synchronen Kommunikation (siehe
Abschnitt 2.1.2).
(2) Die Menge der betroffenen Replikate wird ermittelt, in dem eine Inferenz der spezifizierten
Regeln durchgefu¨hrt wird, d.h. es erfolgt eine Schlußfolgerung auf Basis der Regeln und
protokollierter Kennzahlen (siehe auch Aktion (4)).
(3) Der Zugriff auf die Replikate wird durchgefu¨hrt, d.h. bei einem Schreibzugriff werden
die betroffenen Replikate mit einem per Parameteru¨bergabe gelieferten Wert geschrieben
bzw. bei einem Lesezugriff werden zuna¨chst die betroffenen Replikate gelesen und anschlie-
ßend ein Ru¨ckgabewert bestimmt. Letzteres ist dann no¨tig, wenn mehrere Replikate mit
unterschiedlichen Werten gelesen werden. Die Bestimmung des Ru¨ckgabewertes wird in
Abschnitt 4.2.3 diskutiert.
(4) Nach dem Zugriff werden Kennzahlen protokolliert, z.B. die Performance einer Komponen-
te beim Zugriff auf das Replikat. Diese Kennzahlen ko¨nnen in die Inferenz fu¨r nachfolgende
Zugriffe einfließen (siehe auch Aktion (2)).
(5) Abschließend kann dem Client der Fehlercode des Zugriffs gemeldet werden, d.h. zum Ab-
schluss der synchronen Kommunikation (siehe auch Aktion (1)) wird dem Client mitgeteilt,
ob der Zugriff erfolgreich durchgefu¨hrt wurde oder nicht. Im Falle eines Lesezugriffs wird
zusa¨tzlich der Ru¨ckgabewert zuru¨ckgeliefert.
Eine zentrale Bedeutung bei RegRess spielen somit die Regeln, durch die bei der Inferenz die
Menge der betroffenen Replikate und damit die Koordination bestimmt wird. Daraus folgt letzt-
endlich die Konsistenz, die der Replikationsstrategie zugrunde liegt (siehe Abschnitt 4.3). Durch
die Spezifikation konkreter Regeln ergibt sich eine Konfiguration von RegRess und durch die
Inferenz der Regeln zur Laufzeit in Abha¨ngigkeit von protokollierten Kennzahlen eine Adapti-
on, so dass von einer konfigurierbaren, adaptiven Replikationsstrategie gesprochen werden kann.
Wie bereits erwa¨hnt, unterscheiden sich im Allgemeinen die Mengen der betroffenen Replika-
te fu¨r Schreibzugriffe von den Mengen der betroffenen Replikate fu¨r Lesezugriffe. Daher bietet
RegRess die Mo¨glichkeit, fu¨r Schreibzugriffe (siehe Abschnitt 4.2.2) und Lesezugriffe (siehe Ab-
schnitt 4.2.3) individuelle Regeln zu vergeben. Zuna¨chst sollen jedoch noch Aspekte diskutiert
werden, die in beiden Fa¨llen relevant sind.
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Eine gegenseitige Beeinflussung der Koordination von Schreibzugriffen und der Koordinati-
on von Lesezugriffen ist insbesondere dann gegeben, wenn durch eine Replikationsstrategie das
Korrektheitskriterium 1-Kopien-Serialisierbarkeit erfu¨llt werden soll. So gibt es z.B. bei den Vo-
tierungsverfahren (siehe Abschnitt 3.3.1) die so genannten U¨berschneidungsregeln: Die Summe
der Stimmen von zwei Schreibquoren bzw. einem Schreib- und einem Lesequorum ist gro¨ßer
als die Gesamtanzahl an Stimmen. Vereinfacht gesagt bedeutet dies, dass Schreibzugriffe derart
durchgefu¨hrt werden, dass hierauf abgestimmte Lesezugriffe mindestens ein aktuelles Replikat
liefern. Zwar kann bei RegRess durch eine geeignete Spezifikation von Regeln auch das Korrekt-
heitskriterium 1-Kopien-Serialisierbarkeit erreicht werden, da aber auch abgeschwa¨chte Konsis-
tenz (siehe Abschnitt 3.2.3) toleriert wird, erfolgt keine automatische Abstimmung der Regeln
fu¨r Schreib- und Lesezugriffe.
Die dynamischen Replikationsstrategien reagieren ha¨ufig auf Ausfa¨lle bzw. Wiederherstellung
von Komponenten mit Replikat mit einem Wechsel der Replikationsstrategie. Bei der adGSV-Re-
plikationsstrategie [ST06] wird z.B. dann, wenn sich die Anzahl der verfu¨gbaren Komponenten
a¨ndert, zu anderen Votierungsverfahren umgeschaltet oder die Stimmen werden neu ausschließ-
lich auf die verfu¨gbaren Komponenten verteilt. Wenn nun weiterhin ein Korrektheitskriterium
wie z.B. die 1-Kopien-Serialisierbarkeit eingehalten werden soll, mu¨ssen Maßnahmen ergriffen
werden, um bei einem Wechsel allen beteiligten Komponenten die neue Replikationsstrategie mit-
zuteilen. Eine Mo¨glichkeit zur Feststellung eines Wechsels bieten so genannte Epochen [RL93],
ein Za¨hler fu¨r den Wechsel von Replikationsstrategien. Bei RegRess ist grundsa¨tzlich nach jedem
Zugriff ein Wechsel mo¨glich. Da Kennzahlen zur Verarbeitung eines Zugriffs protokolliert werden,
ko¨nnen diese bei folgenden Verarbeitungen von Zugriffen beru¨cksichtigt werden, um ebenfalls
ein bestimmtes Konsistenz- bzw. Korrektheitskriterium zu erreichen. Letztendlich ist RegRess
jedoch nicht allein auf die Konsistenz fokussiert, sondern bietet die weitergehende Mo¨glichkeit,
einen geeigneten Trade-Off hinsichtlich der Replikationsziele Konsistenz, Verfu¨gbarkeit und Per-
formance zu realisieren (siehe Abschnitt 4.4). Daher kann die Reaktion auf eine Vera¨nderung der
verfu¨gbaren Komponenten auch eine Vera¨nderung des Korrektheitskriteriums bedeuten, indem
entsprechende Regeln spezifiziert werden.
Der Kernpunkt von RegRess ist das regelbasierte System, d.h. die Spezifikation von so genann-
ten Replikationsregeln und die Inferenz dieser Replikationsregeln mit dem Ziel, eine bestmo¨gliche
Menge von betroffenen Replikaten fu¨r einen Zugriff zu bestimmen. Wa¨hrend die Inferenz eine
technische Realisierung darstellt (siehe Kapitel 6), muss die Mo¨glichkeit gegeben sein, Regeln zu
formulieren. Hierfu¨r wird in Kapitel 5 die Regelsprache RRML (Replication Rule Markup Lan-
guage) entwickelt. Welche Typen von Regeln beno¨tigt werden, wird in diesem und den folgenden
Abschnitten analysiert. Zuna¨chst werden folgende Fragen diskutiert:
• Wofu¨r werden Regeln spezifiziert?
• Fu¨r welche Komponente mit Replikat gelten Regeln?
• Welche Typen von Regeln gibt es?
In Abbildung 4.3 sind Regeln in einem Klassendiagramm der UML zur Kla¨rung der Fragen
modelliert. Die Initiierung eines Zugriffs geht zwar immer von einer Komponente aus, ob mit oder
ohne Replikat (siehe Abschnitt 4.1.2), aber auch die Daten selbst, auf die zugegriffen werden soll,
sind von Bedeutung. So kann es Daten geben, die derart wichtig sind, dass sie immer konsistent
vorliegen mu¨ssen, d.h. die Replikationskonsistenz (siehe Definition 17 auf Seite 34) oder die
1-Kopien-Serialisierbarkeit (siehe Definition 18 auf Seite 34) ist zu gewa¨hrleisten. Ein Beispiel
hierfu¨r sind Befunddaten in einem klinischen Informationssystem, von denen lebenswichtige
Behandlungen abha¨ngen. Andererseits kann es Daten geben, deren Aktualita¨t keinen so hohen
Stellenwert einnimmt, z.B. Adressdaten in einem klinischen Informationssystem. Daher folgt
eine Definition der Einheiten, fu¨r die Replikationsregeln spezifiziert werden ko¨nnen:
Definition 35 Replikationseinheit: Eine Replikationseinheit (RE) ist entweder eine Kompo-
nente, die einen Zugriff auf ein logisches Datenobjekt stellt, oder eine Menge von Objekten.
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-ID
-Schreibregel
-Gültigkeitszeiten
Replikationsregel
technisch orientierte Regelfachlich orientierte Regel
-Name
-Initiator
Replikationseinheit
-Name
-Status
Komponente mit Replikat
1
**
1
besitzt > gilt für >
Abbildung 4.3.: Struktur der Replikationsregeln als UML-Klassendiagramm
In Definition 35 sind die oben genannten Forderungen eingebracht: Mit Komponente ist aus Sicht
des Replikationsmanagers eine Clientanwendung gemeint (siehe Abbildung 4.1 auf Seite 61), die
einen Zugriff auf ein logisches Datenobjekt durchfu¨hren mo¨chte. Die Datenbezogenheit wird hier
in der objektorientierten Terminologie ausgedru¨ckt, wobei eine Identifizierung der Mengen von
Objekten genauso wie der Komponenten mo¨glich sein muss. Beispielsweise werden Objekte mit
a¨hnlichen Eigenschaften zu
”
Klassen“ zusammengefasst, wobei nach [SH99] die Menge der ak-
tuell vorhandenen Objekte einer Klasse als
”
Objektbeha¨lter“ bezeichnet wird bzw. als
”
Instanz“
oder als
”
Extension“. Eine Menge von Objekten kann auch aus einem einzelnen Objekt beste-
hen. Damit wu¨rde z.B. ein Tupel einer relationalen Datenbank als einelementige Menge, also
ein einzelnes Objekt, und eine Relation einer relationalen Datenbank als Menge von Objekten
bzw. Extension abgebildet werden ko¨nnen und somit der Definition einer Replikationseinheit
aus [NHHT03] entsprechen:
”
Eine Replikationseinheit ist entweder ein System, das eine Repli-
kationsanforderung (Schreib- oder Lesezugriff) stellt, eine Relation oder ein Tupel.“
Im UML-Klassendiagramm der Abbildung 4.3 ist erkennbar, dass eine Replikationseinheit
mehrere Replikationsregeln besitzen kann, wobei diese Regeln fu¨r eine Komponente mit Repli-
kat gelten. Zur Identifizierung einer Replikationseinheit dient das Attribut Name. Das Attribut
Initiator kennzeichnet eine Komponente oder eine Menge von Objekten. Durch diese Model-
lierung wird ermo¨glicht, dass die Komponenten mit Replikat nicht zwingend gleich behandelt
werden, sondern dass durch unterschiedliche Regeln unterschiedliche Konsistenzeigenschaften
spezifiziert werden ko¨nnen. Somit wird es z.B. mo¨glich, ein Datawarehouse, das mo¨glicherwei-
se nicht immer aktuelle Daten beno¨tigt, hinsichtlich der Konsistenz anders als ein operatives
System, das immer aktuelle Daten beno¨tigt, zu behandeln. Auch eine Komponente mit Repli-
kat wird u¨ber ein Attribut Name identifiziert. Das Attribut Status besagt, dass Zusta¨nde einer
Komponente wie z.B.
”
verfu¨gbar“ gespeichert werden.
Die Identifizierung einer Replikationsregel erfolgt u¨ber das Attribut ID. Weiterhin wird attri-
butiert, ob es sich um eine Regel fu¨r einen Schreib- oder einen Lesezugriff handelt und welche
Gu¨ltigkeitszeiten fu¨r diese Regel gelten. Im Modell ist die Klasse Replikationsregel als abstrak-
te Klasse modelliert, d.h. die konkreten Klassen fu¨r Regeln ergeben sich durch Spezialisierung.
Bevor im Abschnitt 4.3 diese Konkretisierung vorgenommen wird, soll hier eine grobe Klassifi-
zierung der Regeln erfolgen, die im Modell ebenfalls als abstrakte Klassen modelliert sind: Eine
Regel ist fachlich orientiert oder sie ist technisch orientiert. Diese Klassifizierung kann auch als
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funktionale und nicht-funktionale Einteilung aufgefasst werden, wobei eine exakte Abgrenzung
dieser Begriffe mitunter schwer fa¨llt.
Hier sollen unter fachlich orientierten Regeln solche Regeln fallen, die die Replikate als solches
betreffen. Damit ist z.B. gemeint, dass Koha¨renzbedingungen (siehe Definition 22 auf Seite 37)
fu¨r Replikate spezifiziert werden. Mit fachlich orientierter Regel soll zum Ausdruck gebracht
werden, dass hierbei anwendungsbezogenes Wissen einfließt. Die technisch orientierten Regeln
spezifizieren Reaktionen auf A¨nderungen der Komponenten- bzw. Rechnerzusta¨nde. Dabei soll
gegenu¨ber bisherigen Ansa¨tzen nicht nur auf Verfu¨gbarkeit (Rechnerausfall) abgestellt werden,
sondern auch auf weitere technische Merkmale wie z.B. Performance, d.h. eine A¨nderung der
Replikationsstrategie kann auch dann erfolgen, wenn sich z.B. das Antwortverhalten einer Kom-
ponente a¨ndert.
Abschließend wird eine erste grobe Bewertung der Replikationsstrategie RegRess vorgenom-
men. Der Vorteil liegt in der flexiblen Verarbeitung eines jeden Zugriffs. Durch die Spezifikation
geeigneter Regeln kann RegRess einen optimalen Kompromiss hinsichtlich der Replikationsziele
fu¨r eine Anwendung erreichen. Durch die situationsabha¨ngige Adaption bei jedem Zugriff wird
auch zur Laufzeit eine bestmo¨gliche Verarbeitung erzielbar. Ein Nachteil liegt in der Verar-
beitungsgeschwindigkeit, weil bei jedem Zugriff zuna¨chst die Menge der betroffenen Replikate
bestimmt werden muss. Daher muss die Regelauswertung des Regelinterpreters mo¨glichst per-
formant sein (siehe Kapitel 7). Ein weiterer Nachteil ist darin zu sehen, dass die Regeln und
die Kennzahlen
”
u¨berall“ bekannt sein mu¨ssen. Dieser Punkt wird in Abschnitt 4.2.5 diskutiert
werden. Weiterhin bedeutet es sicherlich einen gewissen Aufwand, die Regeln zu spezifizieren
bzw. eine optimale Konfiguration zu finden. Wenn es sich um einen Anwendungsbereich han-
delt, der eher
”
einfache Anspru¨che“ an die Replikation stellt, dann sind passende traditionelle
Replikationsstrategien ha¨ufig besser geeignet. Wenn ein hohes Maß an Flexibilita¨t gewu¨nscht
ist, dann ist der hohe Aufwand fu¨r die Spezifikation der Regeln akzeptabel.
4.2.2. Koordination von Schreibzugriffen
Die Koordination von Schreibzugriffen ist im Allgemeinen aufwa¨ndiger als die Koordination von
Lesezugriffen, weil Konflikte (siehe Definition 14 auf Seite 32) nur in Verbindung mit Schreib-
zugriffen auftreten ko¨nnen. Daher mu¨ssen bei Replikationsstrategien insbesondere bei Schreib-
zugriffen Maßnahmen getroffen werden, um Konflikte zu vermeiden oder zu behandeln. Auf das
Konfliktmanagement von RegRess wird in Abschnitt 4.2.5 eingegangen. Angemerkt sei an dieser
Stelle, dass in RegRess Schreib-/LesekonflikteR toleriert und Schreib-/SchreibkonflikteR vermie-
den werden sollen (siehe Definitionen 15 und 16 auf Seite 33). Somit wird in diesem Abschnitt
auf die Koordination in der Art fokussiert, dass die Menge der betroffenen Replikate sowie der
Verarbeitungsablauf bei Schreibzugriffen diskutiert wird.
Einfu¨hrend wird zuna¨chst betrachtet, in welcher Form die Aktualisierung einer Menge von
Replikaten, die genau zu einem logischen Datenobjekt geho¨ren, durchgefu¨hrt werden kann.
Grundsa¨tzlich handelt es sich hierbei um eine verteilte Transaktion, weil mehrere Replikate auf
unterschiedlichen Komponenten betroffen sind. Dabei kann die verteilte Transaktion in mehrere
Teiltransaktionen aufgeteilt sein, in denen jeweils eine Teilmenge der betroffenen Replikate ak-
tualisiert wird. Die Teiltransaktionen ko¨nnen ebenfalls verteilte Transaktionen sein und zeitver-
setzt ausgefu¨hrt werden. Damit die in einer Teiltransaktion aktualisierten Replikate fu¨r andere
Transaktionen stets wechselseitig den gleichen Wert repra¨sentieren, mu¨ssen die Atomarita¨ts-
eigenschaft und die Isolationseigenschaft der ACID-Eigenschaften (siehe Abschnitt 2.2.1) von
den Teiltransaktionen gewa¨hrleistet werden. Da aber auch die Konsistenz und Dauerhaftigkeit
gewa¨hrleistet sein soll, wird in der folgenden Definition auf die ACID-Eigenschaften abgestellt:
Definition 36 Synchrone Aktualisierung von Replikaten: M sei die Menge der Replika-
te eines logischen Datenobjekts, die bei einer A¨nderung des logischen Datenobjekts aktualisiert
werden, und T die Transaktion, die die Replikate aus M a¨ndert. T zerfa¨llt in die Teiltransak-
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tionen Ti, i = 1, 2, 3, ..., die die ACID-Eigenschaften gewa¨hrleisten. Sei T1 die Teiltransaktion,
die die A¨nderung des logischen Datenobjekts initiiert und zeitlich vor den Teiltransaktionen Tj,
j = 2, 3, 4, ... beendet wird. In einer Teiltransaktion Ti, i = 1, 2, 3, ... wird die Menge Mi an
Replikaten aktualisiert, wobei gilt: Mi ⊆ M und Mi ∪ Mj = ∅, i 6= j, d.h. Mi sind disjunkte
Teilmengen von M. Dann wird die Aktualisierung der Replikate aus M1 durch T1 als synchrone
Aktualisierung bezeichnet.
Die Definition 36 bringt zum Ausdruck, dass nicht alle Replikate eines logischen Datenobjekts
synchron aktualisiert werden mu¨ssen, sondern dass die Replikate zeitversetzt aktualisiert wer-
den ko¨nnen. Dabei wird angenommen, dass die Teiltransaktion T1 die Teiltransaktion ist, die die
A¨nderung initiiert, z.B. indem ein Client (siehe Abbildung 4.1 auf Seite 61) einen Schreibzugriff
startet. In T1 werden die Replikate, die zu der Menge M1 geho¨ren, aktualisiert. Die Aktuali-
sierung der u¨brigen Replikate muss vermerkt bzw. gepuffert werden. Dann kann T1 erfolgreich
gema¨ß den ACID-Eigenschaften beendet werden, d.h. diese A¨nderungen sind sichtbar, bevor die
gesamte Transaktion T beendet ist. Die Teiltransaktionen Tj , j = 2, 3, 4, ... werden erst nach T1
zeitversetzt im Sinne einer Sagas-Transaktion (siehe Abschnitt 2.2.5) durchgefu¨hrt und been-
det, wobei hier U¨berlappungen zula¨ssig sind. In der Literatur wird die Teiltransaktion T1 auch
als
”
origina¨re“ Transaktion bezeichnet. Damit wa¨ren die Replikate, die synchron aktualisiert
werden, diejenigen, die in der origina¨ren Transaktion aktualisiert werden.
Wenn alle Replikate des logischen Datenobjekts synchron aktualisiert werden, dann zerfa¨llt
die Transaktion T im Sinne der Definition 36 in genau eine Teiltransaktion. Es ist auch der Fall
mo¨glich, dass kein Replikat synchron aktualisiert wird, d.h. die Menge M1 ist leer. In diesem
Fall werden die Aktualisierungen fu¨r alle Replikate gepuffert. Zu diesem Zeitpunkt ist gema¨ß
Definition 5 auf Seite 30 kein Replikat aktuell, weil der aktuelle Wert des logischen Datenobjekts
in der Transaktion T1 gea¨ndert wurde, dieser Wert aber derzeit nur im Puffer vorliegt.
Es sei angemerkt, dass mit Definition 36 allein keine Aussagen zum Korrektheitskriterium
mo¨glich sind. Erst wenn zusa¨tzlich eine
”
geeignete“ Menge von Replikaten eines logischen Da-
tenobjekts ausgewa¨hlt wird, kann ein bestimmtes Korrektheitskriterium von einer Replikations-
strategie garantiert werden (vergleiche die Anmerkungen zu Definition 10 auf Seite 31), wobei
ggf. auch die Koordination der Lesezugriffe beru¨cksichtigt werden muss. Die Replikate, die nicht
in der Teiltransaktion T1 aktualisiert werden, werden zeitversetzt aktualisiert, d.h. beim Lesen
dieser Replikate vor der Aktualisierung werden veraltete Werte gelesen. Der Zeitversatz kann
dabei kurz oder lang sein, weil z.B. eine bestimmte Komponente mit Replikat nur periodisch
aktualisiert werden soll. Diese asynchrone Aktualisierung ist somit wie folgt definiert:
Definition 37 Asynchrone Aktualisierung von Replikaten: Die Aktualisierung von Re-
plikaten, die nicht in einer synchronen Aktualisierung gea¨ndert werden, wird als asynchrone
Aktualisierung bezeichnet.
In RegRess werden die Vorteile beider Aktualisierungsvarianten kombiniert, d.h. es ist mo¨glich,
einige Replikate konsistent zu halten, wa¨hrend andere Replikate tempora¨r inkonsistent sein
du¨rfen. Das grundsa¨tzliche Ziel bei einer Aktualisierung eines logischen Datenobjekts ist es
dabei, dass alle Replikate des logischen Datenobjekts aktualisiert werden. Da in dieser Ar-
beit von einer voll-replizierten Datenbank mit dem Replikationsgrad n ausgegangen wird (sie-
he Abschnitt 4.1.1), sind bei einem Schreibzugriff auf ein logisches Datenobjekt somit immer
n Replikate betroffen. Bei den Schreibzugriffen auf diese n Replikate wird jedoch die Art der
Aktualisierung, d.h. ob synchron oder asynchron, durch Inferenz der Replikationsregeln variiert,
wodurch die Konsistenz der Replikate bzw. das Korrektheitskriterium der Replikationsstrategie
beeinflusst wird.
Die von RegRess gewa¨hrleistete Konsistenz wird in Abschnitt 4.3 detailliert diskutiert. Wie
bereits erwa¨hnt, kann durch die Spezifikation geeigneter Regeln zwar eine hohe Konsistenz er-
reicht werden, aber grundsa¨tzlich wird bei RegRess keine 1-Kopien-Serialisierbarkeit (siehe De-
finition 18 auf Seite 34) angestrebt. Es findet auch keine Abstimmung der Schreibzugriffe mit
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S: synchron zu aktualisierende Replikate
A: asynchron zu aktualisierende Replikat
W: wechselfähige Replikate
MS: aktuell synchron zu aktualisierende Replikate
MA: aktuell asynchron zu aktualisierende Replikate
S
A
W
MA
MS
Abbildung 4.4.: Partitionierung in synchron und asynchron zu aktualisierende Replikat
den Lesezugriffen statt, wie es beispielsweise bei den Votierungsverfahren durch die U¨berschnei-
dungsregeln geschieht (siehe Abschnitt 3.3.1). Da aber alle Schreibzugriffe an alle Komponenten
mit Replikat gesendet werden, sofern keine dieser Komponenten dauerhaft ausfa¨llt, und jedes
Replikat eines logischen Datenobjekts dann den gleichen aktuellen Wert repra¨sentieren soll, wird
von RegRess zumindest das Korrektheitskriterium
”
Letztendliche Konsistenz“ eingehalten (siehe
Abschnitt 4.2.5).
In Abha¨ngigkeit der spezifizierten Regeln sind detailliertere Aussagen zur Konsistenz mo¨glich.
Welche Regeln erlaubt sind, wird in Abschnitt 4.3 bei den Ausfu¨hrungen zur Konsistenz fest-
gelegt. In diesem Abschnitt wird abschließend die Partitionierung der betroffenen Replikate bei
einem Schreibzugriff in synchron und asynchron zu aktualisierende Replikate und der Ablauf
der synchronen bzw. asynchronen Aktualisierung spezifiziert.
In Abbildung 4.4 ist die Partitionierung der betroffenen Replikate bei einem Schreibzugriff
auf ein logisches Datenobjekt illustriert. Die Menge M der betroffenen Replikate entha¨lt genau
n Elemente bzw. Replikate, weil von einer voll-replizierten Datenbank mit Replikationsgrad n
ausgegangen wird. Der Ansatz von RegRess ist es nun, dass von diesen n Replikaten eine Teil-
menge S stets synchron aktualisiert wird, um immer den aktuellen Wert zu repra¨sentieren, eine
Teilmenge A stets asynchron aktualisiert wird, weil hier die Aktualita¨t nicht erste Priorita¨t hat,
und eine Teilmenge W die restlichen Replikate entha¨lt, die
”
wechselfa¨hig“ sind, d.h. die entweder
synchron oder asynchron aktualisiert werden ko¨nnen. Die Mengen S, A und W sind disjunkt
und es gilt:
M = S ∪A ∪W(4.1)
Die Mengen S und A ko¨nnen auch leer sein und W sollte zumindest fu¨r einige Replikationsein-
heiten ungleich der leeren Menge sein, damit u¨berhaupt eine Adaption stattfindet. Die Adaption
wird durch Inferenz der Replikationsregeln erreicht, d.h. die wechselfa¨higen Replikate werden in
Abha¨ngigkeit der aktuellen Zusta¨nde entweder den synchron oder den asynchron zu aktualisie-
renden Replikaten zugeschlagen. Das Ergebnis ist also eine Partitionierung der n betroffenen
Replikate in die Menge MS fu¨r die synchron zu aktualisierenden Replikate und MA fu¨r die
asynchron zu aktualisierenden Replikate. Somit sind MS und MA disjunkt und es gilt:
M = S ∪A ∪W = MS ∪MA(4.2)
S ⊆ MS ⊆ S ∪W und A ⊆ MA ⊆ A ∪W(4.3)
Im Aktivita¨tsdiagramm fu¨r einen allgemeinen Ablauf bei Zugriffen (siehe Abbildung 4.2 auf Sei-
te 64) ist dargestellt, dass in Aktion (2) die Menge der betroffenen Replikate bestimmt wird. Fu¨r
Schreibzugriffe bei RegRess gilt also, dass grundsa¨tzlich alle Replikate eines logischen Datenob-
jekts betroffen sind. Die zu bestimmende Menge liegt somit fest, jedoch muss diese Menge in die
Mengen MS und MA fu¨r die synchron bzw. asynchron zu aktualisierenden Replikate partitioniert
werden. Diese Partitionierung wird durch Inferenz, d.h. durch Auswertung und Schlussfolgerung
der spezifizierten Regeln, vorgenommen.
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Weil sich die Verarbeitung der synchronen Aktualisierung von der Verarbeitung der asynchro-
nen Aktualisierung unterscheidet, werden beide Abla¨ufe getrennt beschrieben. Die Beschreibung
der Abla¨ufe, genauer gesagt der Protokolle bzw. Algorithmen, erfolgt in einer an die Program-
miersprache Java angelehnte Pseudo-Sprache, insbesondere werden die Kontrollelemente von
Java genutzt. Auch die Fehlerbehandlung von Java wird u¨bernommen: Ein Fehler (exception),
der in einem try-Block auftritt, kann am Ende des try-Blocks durch einen catch-Block behan-
delt werden. Unterschiedliche Fehler werden in verschiedenen catch-Blo¨cken behandelt.
Die synchrone Aktualisierung wird von einem Client (siehe Abbildung 4.1 auf Seite 61) in-
itiiert, der einen Schreibzugriff auf ein logisches Datenobjekt durchfu¨hren mo¨chte. Dabei sind
die Transaktionsgrenzen der verteilten Transaktion T zu beachten, die durch den Schreibzu-
griff abgearbeitet wird. Es ist zu unterscheiden, ob der Schreibzugriff die einzige Operation der
Client-Transaktion ist, also der Transaktion des Client, die den Schreibzugriff als Operation bein-
haltet, oder ob die Client-Transaktion weitere Schreib- bzw. Lesezugriffe beinhaltet. Falls die
Client-Transaktion genau aus einer Operation besteht, dann entspricht T der Client-Transaktion.
Falls die Client-Transaktion aus mehreren Operationen besteht, dann entspricht T einer Teil-
transaktion der Client-Transaktion gema¨ß einer Teiltransaktion einer geschlossen-geschachtelten
Transaktion (siehe Abschnitt 2.2.5). Diese (Teil-)Transaktion T kann gestartet und beendet wer-
den, insbesondere isoliert zuru¨ckgesetzt werden. Bei den folgenden Ablaufbeschreibungen wird
von dieser Unterscheidung abstrahiert, indem vorausgesetzt wird, dass ein Transaktionsmana-
ger beim Start und beim Beenden der Transaktion T eine geeignete Transaktionsverarbeitung
aktiviert (siehe Abschnitt 6.3).
In Listing 4.1 ist die synchrone Aktualisierung der Replikate bei einem Schreibzugriff auf
ein logisches Datenobjekt als Pseudocode spezifiziert. Um Daten zu a¨ndern, ruft ein Client die
Methode schreibzugriffSynchron mit den U¨bergabeparametern initiator, logObjekt und
daten auf. Mit dem Objekt initiator wird die initiierende Komponente und mit dem Objekt
logObjekt das zu schreibenden, logische Objekt bekannt gegeben. Das Objekt daten entha¨lt die
Werte, die geschrieben werden sollen. Geliefert wird entweder ein Fehlercode oder ein Erfolg als
Objekt. Aus Sicht des Clients ist ein Schreibzugriff genau dann erfolgreich ausgefu¨hrt, wenn die
synchron zu aktualisierenden Replikate geschrieben sind und die Auftra¨ge fu¨r die asynchron zu
aktualisierenden Replikate in die Warteschlange, die
”
Replica Queue“, eingereiht wurden, wobei
eine korrekte transaktionale Verarbeitung eingehalten werden muss. Sowohl im Erfolgsfall als
auch bei Abbruch durch Fehler werden Kennzahlen protokolliert, die in nachfolgenden Inferenzen
einfließen ko¨nnen.
Beschreibung des Protokolls fu¨r den synchronen Schreibzugriff (Listing 4.1)
Zeile 5 Es werden die Listen MS fu¨r die synchron zu aktualisierenden Replikate und MA
fu¨r die asynchron zu aktualisierenden Replikate deklariert. Bei List handelt es sich
um eine Liste von Objekten.
Zeile 7 Im Bedingungsteil der if-Anweisung wird eine Sperre auf das zu schreibende, logi-
sche Objekt beantragt, wobei die Verwaltung der Sperren fu¨r das verteilte System
eindeutig realisiert sein muss. Entweder kann eine Sperre auf das logische Objekt
gesetzt werden oder nicht, z.B. durch Zeitablauf.
Wenn keine Sperre gesetzt werden konnte, dann wird der Schreibzugriff mit dem
Fehlercode FehlerSperre, einer Konstanten, abgebrochen. Durch diesen Abbruch
werden Schreib-/SchreibkonflikteR vermieden (siehe oben).
Zeile 8 Mittels Inferenz werden die zu aktualisierenden Replikate in die Mengen MS fu¨r
die synchron und MA fu¨r die asynchron zu aktualisierenden Replikate partitioniert
(Ru¨ckgabeparameter). Die Inferenz liefert in jedem Fall ein gu¨ltiges Ergebnis. Bei
Zeitablauf oder Fehler wa¨hrend der Inferenz mu¨ssen alle Replikate synchron aktua-
lisiert werden (siehe Abschnitt 4.2.4).
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Listing 4.1: Synchroner Schreibzugriff
1 pub l i c Object schreibzugriffSynchron (Object initiator ,
2 Object logObjekt ,
3 Object daten ) {
4
5 L i s t MS , MA;
6
7 i f (not setzeSperre(logObjekt ) ) r e tu rn FehlerSperre;
8 ermittlePartitionierungMittelsInferenz (initiator ,logObjekt ,MS ,MA);
9 i f (u¨prfeChronologieVerletzung(MS ,MA) ) r e tu rn FehlerChronologie;
10
11 Object status := Zugriff;
12 wh i l e ( status = Zugriff ) {
13 t r y {
14 starteVerteilteTransaktion ();
15 aktualisiereReplikateSynchron (MS ,logObjekt ,daten);u¨
16 flleReplicaQueue (MA,initiator ,logObjekt ,daten );
17 beendeTransaktionErfolgreich ();
18 status := Erfolg;
19 }
20 catch ( ReplikatKonnteNichtSynchronAktualisiertWerden ) {
21 Object R := gibFehlerhaftesReplikat ();
22 i f (u¨a¨prfeWechselfhigkeit (R) )
23 wechseleReplikat (R,MS ,MA);
24 e l s e
25 status := FehlerSynchronesReplikat;
26 }
27 catch ( TransaktionAnderweitigFehlgeschlagen ) {
28 status := FehlerTransaktion;
29 }
30 i f ( status <> Erfolg ) u¨rolleTransaktionZurck ();
31 }
32
33 gibSperreFrei(logObjekt );
34 protokolliereKennzahlen ();
35 r e tu rn status;
36 }
Zeile 9 Die Menge MS der synchron zu aktualisierenden Replikate wird auf Verletzung der
Chronologie gepru¨ft. Die Chronologie ist genau dann verletzt, wenn fu¨r ein zwingend
synchron zu aktualisierendes Replikat in MS noch Auftra¨ge in der Replica Queue
anstehen. Wenn fu¨r ein wechselfa¨higes Replikat in MS noch Auftra¨ge in der Re-
plica Queue anstehen, dann wird das Replikat bei der Pru¨fung den asynchron zu
aktualisierenden Replikaten MA zugeordnet.
Wenn die Chronologie verletzt ist, dann wird der Schreibzugriff mit dem Fehlerco-
de FehlerChronologie abgebrochen. Hierdurch wird gewa¨hrleistet, dass Schreibzu-
griffe in der gleichen Reihenfolge bei jedem Replikat eines logischen Objekts erfolgen
und damit das Korrektheitskriterium Konvergenz erreicht werden kann.
Zeile 11 Nachdem die Vorbedingungen
”
Sperre auf logisches Objekt erhalten“,
”
Partitio-
nierung gu¨ltig“ und
”
Chronologie nicht verletzt“ erfu¨llt sind, kann der Schreibzu-
griff durchgefu¨hrt werden. Hierfu¨r wird zuna¨chst eine Statusvariable initialisiert, die
neben der Speicherung des Bearbeitungsstatus auch zur Kontrolle der Schleifen-
durchla¨ufe (siehe Zeile 12) dient.
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Zeile 12 Die Bearbeitung des Schreibzugriffs auf die Replikate wird in einer Schleife durch-
gefu¨hrt, um beim nachfolgend beschriebenen Fehler erneut aufsetzen zu ko¨nnen.
Eine Wiederholung findet dann und nur dann statt, wenn wechselfa¨hige Replikate,
bei denen Fehler wa¨hrend des synchronen Schreibzugriffs aufgetreten sind, den asyn-
chron zu aktualisierenden Replikaten zugeordnet werden konnten. Die Bearbeitung
des Schreibzugriffs in der Schleife terminiert entweder bei erfolgreicher Bearbeitung
oder bei Auftreten eines sonstigen Fehlers durch Setzen der Statusvariablen. Die
Bearbeitung wird ho¨chstens so oft wiederholt, wie es wechselfa¨hige Replikate in der
Menge MS der synchron zu aktualisierenden Replikate gibt.
Zeile 13 Die nachfolgenden Anweisungen in den Zeilen 14 bis 18 werden in einem try-Block
ausgefu¨hrt, der eine anschließende Fehlerbehandlung fu¨r im try-Block aufgetrete-
nen Fehler erlaubt. Dabei wird auf die Fehler
”
synchron zu aktualisierendes Repli-
kat konnte nicht geschrieben werden“ und
”
Transaktion anderweitig fehlgeschlagen“
reagiert. Bei Auftreten eines Fehlers wird direkt zur Fehlerbehandlung im entspre-
chenden catch-Block gesprungen (siehe unten).
Zeile 14 Der Start der (Teil-)Transaktion wird dem Transaktionssystem mitgeteilt (siehe
oben).
Zeile 15 Die synchron zu aktualisierenden Replikate werden innerhalb der (Teil-)Transaktion
aktualisiert.
Zeile 16 Fu¨r die asynchron zu aktualisierenden Replikate werden innerhalb der (Teil-)Trans-
aktion entsprechende Auftra¨ge in die Replica Queue geschrieben.
Zeile 17 Die (Teil-)Transaktion wird erfolgreich abgeschlossen (
”
Commit“).
Zeile 18 Das erfolgreiche Ende des Schreibzugriffs wird in der Statusvariablen gesetzt.
Zeile 20 Die erste Fehlerbehandlung im catch-Block in den Zeilen 21 bis 25 betrifft den Feh-
ler, dass ein synchron zu aktualisierendes Replikat nicht geschrieben werden konnte.
Wenn es sich hierbei um ein wechselfa¨higes Replikat handelt, kann der Schreibzugriff
erneut aufgesetzt werden, wobei das entsprechende Replikat nun den asynchron zu
aktualisierenden Replikaten MA zugeordnet wird.
Zeile 21 Die Objektvariable R wird mit dem fehlerhaften Replikat initialisiert, das bei der
synchronen Aktualisierung nicht geschrieben werden konnte.
Zeile 22 Es wird gepru¨ft, ob das Replikat R wechselfa¨hig ist.
Zeile 23 Wenn das Replikat R wechselfa¨hig ist, dann wechselt R von der Menge MS zur Menge
MA.
Zeile 25 Wenn das Replikat nicht wechselfa¨hig ist, dann wird die Fehlerbehandlung und damit
der Schreibzugriff durch Setzen der Statusvariablen mit dem Fehlercode FehlerSyn-
chronesReplikat beendet.
Zeile 27 Bei der zweiten Fehlerbehandlung im catch-Block in der Zeile 28 werden alle sonsti-
gen Fehler behandelt, die im try-Block wa¨hrend der Bearbeitung der (Teil-)Transak-
tion aufgetreten sind und die nicht das Schreiben eines synchron zu aktualisierenden
Replikats betreffen. Diese Fehler fu¨hren zwingend zum Abbruch des Schreibzugriffs.
Zeile 28 Wenn die Transaktion anderweitig abgebrochen wurde, dann wird die Fehlerbe-
handlung und damit der Schreibzugriff durch Setzen der Statusvariablen mit dem
Fehlercode FehlerTransaktion beendet.
Zeile 30 Wenn der Schreibzugriff nicht erfolgreich durchgefu¨hrt werden konnte, dann wird
die im try-Block gestartete (Teil-)Transaktion zuru¨ckgerollt. Das ist genau dann
der Fall, wenn die Statusvariable einen Fehlercode repra¨sentiert oder weiterhin auf
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”
Zugriff“ gesetzt ist. Im letzten Fall wird der Schreibzugriff iterativ in einer neuen
(Teil-)Transaktion aufgesetzt.
Zeile 33 Zum Ende der Bearbeitung eines Schreibzugriffs auf die Replikate eines logischen Ob-
jekts werden in den Zeilen 33 bis 35 abschließende Anweisungen ausgefu¨hrt. Zuna¨chst
wird die Sperre auf das logische Objekt freigegeben.
Zeile 34 Es werden Kennzahlen fu¨r den erfolgreichen bzw. misslungenen Schreibzugriff pro-
tokolliert, die ggf. in folgende Inferenzen einfließen.
Zeile 35 Dem Client wird der Status als Ru¨ckgabewert fu¨r die Bearbeitung des Schreibzugriffs
geliefert.
Die Replica Queue sowie das Einreihen (engl. enqueue) und das Entfernen (engl. dequeue) der
Auftra¨ge in bzw. aus dieser Warteschlange bestimmen zusammen mit der Koordination der
Zugriffe und der Synchronisation der Zugriffe das Korrektheitskriterium von RegRess, worauf
detailliert in Abschnitt 4.2.5 eingegangen wird. Wa¨hrend beim synchronen Aktualisieren aus-
schließlich Auftra¨ge in die Replica Queue eingereiht werden, um sich die noch nicht aktualisierten
Replikate zu merken, werden ausschließlich beim asynchronen Aktualisieren Auftra¨ge aus der
Replica Queue entfernt. Dabei kann unterschieden werden, ob alle Auftra¨ge eines Replikats
abgearbeitet werden oder nur so viele, um eine Grenze einzuhalten, die das asynchron zu ak-
tualisierende Replikat vom aktuellen Replikat abweichen darf. Wenn sich z.B. fu¨nf Auftra¨ge fu¨r
ein Replikat in der Replica Queue befinden und dieses Replikat drei Aktualisierungen verspa¨tet
sein darf, dann ko¨nnen entweder zwei Auftra¨ge bearbeitet werden, um wieder in der Grenze
zu sein, oder alle fu¨nf Auftra¨ge, um das Replikat auf den aktuellen Stand zu bringen (siehe
Abschnitt 4.2.4).
Die asynchrone Aktualisierung wird entweder periodisch gestartet oder nach dem erfolgrei-
chem Ende der Client-Transaktion. Letzteres dient dazu, um ggf. zeitnah nach einer synchronen
Aktualisierung auch die asynchron zu aktualisierenden Replikate zu a¨ndern. In Listing 4.2 ist die
asynchrone Aktualisierung der Replikate spezifiziert. Wenn Auftra¨ge in der Replica Queue anste-
hen, dann werden diese Auftra¨ge jeweils in einer Schleife bearbeitet. Angemerkt dazu sei, dass die
Replica Queue nicht wie eine klassische Warteschlange z.B. nach dem FIFO- oder LIFO-Prinzip
arbeitet. Zwar werden beim Einreihen die Auftra¨ge ans Ende gestellt, aber auf die Auftra¨ge
kann beim Lesen und beim Entfernen indiziert im Sinne eines Feldes zugegriffen werden. Hier-
durch wird erreicht, dass ein Auftrag, der derzeit nicht bearbeitet werden kann, keine anderen
Auftra¨ge blockiert. Wenn klassische Warteschlangen bei der Implementierung verwendet werden
sollen, kann die Blockierung z.B. dadurch verhindert oder abgeschwa¨cht werden, indem fu¨r jede
Komponente mit Replikat eine eigene Warteschlange aufgesetzt wird.
Beschreibung des Protokolls fu¨r den asynchronen Schreibzugriff (Listing 4.2)
Zeile 3 Es wird eine Liste deklariert und als leer initialisiert, mit der festgehalten wird, ob
alle Auftra¨ge eines Replikats abgearbeitet werden sollen. Eine solche Liste ist no¨tig,
weil eine erneute Inferenz fu¨r das gleiche Replikat ein anderes Ergebnis liefern kann
als bei der vorhergehenden Inferenz, weil z.B. eine Grenze fu¨r Abweichungen bei der
erneuten Inferenz nach Abarbeitung eines Auftrags wieder eingehalten wird.
Zeile 5 Die asynchrone Aktualisierung, d.h. die
”
verspa¨tete“ Aktualisierung eines Replikats,
wird iterativ in einer For-Schleife fu¨r jeden Auftrag der Replica Queue einzeln durch-
gefu¨hrt. Die Anzahl der Auftra¨ge bestimmt somit die Anzahl der Durchla¨ufe, wobei
auch null Durchla¨ufe zula¨ssig sind, d.h. es befindet sich kein Auftrag in der Replica
Queue.
Zeile 6 Der i-te Auftrag wird in der i-ten Iteration aus der Replica Queue gelesen. Ange-
merkt sei, dass Lesen aus der Replica Queue kein Entfernen meint. In der Objekt-
variablen auftrag sind folgende Informationen gespeichert: replikat beschreibt,
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Listing 4.2: Asynchroner Schreibzugriff
1 pub l i c vo id schreibzugriffAsynchron () {
2
3 L i s t alleAuftraegeEinesReplikats := Null;
4
5 f o r ( i n t i; i < gibAnzahlElementeInReplicaQueue (); i++) {
6 Object auftrag := liesAuftragAusReplicaQueue(i);
7
8 i f (u¨prfeChronologieVerletzung(auftrag.replikat ) ) break ;
9
10 i f (not inListe(alleAuftraegeEinesReplikats ,auftrag.replikat ) {
11 Object schreiben := ermittleZugriff(auftrag.initiator ,
12 auftrag.logObjekt );
13 i f ( schreiben = KeinZugriff ) break ;
14 i f ( schreiben = AlleAuftraege )
15 anhaengen(alleAuftraegeEinesReplikats ,auftrag.replikat );
16 }
17 t r y {
18 starteVerteilteTransaktion ();
19 schreibeReplikat (auftrag.replikat ,auftrag.daten);
20 entferneReplicaQueue(auftrag );
21 beendeTransaktionErfolgreich ();
22 }
23 catch ( TransaktionFehlgeschlagen ) {u¨
24 rolleTransaktionZurck ();
25 }
26 protokolliereKennzahlen ();
27 }
28 r e tu rn ;
29 }
welches Replikat gea¨ndert werden soll, initiator speichert die initiierende Kompo-
nente, logObjekt entha¨lt das zu schreibende, logische Objekt und daten sind die
Daten, die geschrieben werden sollen.
Zeile 8 Im Bedingungsteil der if-Anweisung wird gepru¨ft, ob das zu schreibende Replikat
die Chronologie verletzt. Das Replikat auftrag.replikat des i-ten Auftrags verletzt
genau dann die Chronologie, wenn es einen Auftrag Aj gibt und folgendes gilt: Aj
und Ai schreiben das gleiche Replikat R und j < i. Wenn die Chronologie verletzt
ist, dann wird die Bearbeitung des i-ten Auftrags mittels break u¨bersprungen.
Zeile 10 Es wird gepru¨ft, ob sich das zu aktualisierende Replikat auftrag.replikat in der
Liste alleAuftraegeEinesReplikats befindet. Wenn das Replikat in der Liste ent-
halten ist, dann wurde bereits eine Inferenz durchgefu¨hrt und das Replikat kann
geschrieben werden. Andernfalls ist eine Inferenz no¨tig, um die derzeitige Schreiber-
laubnis zu pru¨fen.
Zeile 11 Mittels Inferenz wird gepru¨ft, ob das zu schreibende Replikat derzeit aktualisiert
werden darf. Die Inferenz terminiert in jedem Fall und liefert ein gu¨ltiges Ergebnis
(siehe Abschnitt 4.2.4). Gu¨ltige Ergebnisse der Inferenz sind: KeinZugriff, d.h.
derzeit darf das Replikat nicht geschrieben werden, EinAuftrag, d.h. genau der i-
te Auftrag darf bearbeitet werden oder AlleAuftraege, d.h. alle Auftra¨ge dieses
Replikats du¨rfen bearbeitet werden.
Zeile 13 Wenn ein Schreibzugriff auf das Replikat des i-ten Auftrags derzeit nicht erlaubt ist,
dann wird die Bearbeitung des i-ten Auftrags mittels break u¨bersprungen.
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Zeile 14 Wenn alle Auftra¨ge des Replikats bearbeitet werden sollen, dann wird das Replikat
auftrag.replikat an die Liste alleAuftraegeEinesReplikats angeha¨ngt. Da-
durch wird eine erneute Inferenz unterbunden (siehe Zeile 10).
Zeile 17 Die nachfolgenden Anweisungen in den Zeilen 18 bis 21 werden in einem try-Block
ausgefu¨hrt, der eine anschließende Fehlerbehandlung fu¨r im try-Block aufgetretene
Fehler erlaubt. Dabei wird keine Unterscheidung von Fehlern vorgenommen, sondern
allgemein auf den Fehler
”
Transaktion fehlgeschlagen“ reagiert. Bei Auftreten eines
Fehlers wird direkt zur Fehlerbehandlung im catch-Block gesprungen (siehe unten).
Zeile 18 Der Start der verteilten Transaktion wird dem Transaktionssystem mitgeteilt. Es
handelt sich um eine verteilte Transaktion, weil sowohl ein Replikat geschrieben wird
als auch ein Auftrag aus der Replica Queue entfernt wird (siehe Abschnitt 2.2.5).
Zeile 19 Das Replikat des i-ten Auftrags wird mit den im Auftrag gespeicherten Daten ge-
schrieben.
Zeile 20 Der i-te Auftrag wird aus der Replica Queue entfernt. Die Entfernung eines Auftrags
aus der Replica Queue darf die Indizierung nicht beeinflussen.
Zeile 21 Die verteilte Transaktion wird erfolgreich abgeschlossen (
”
Commit“).
Zeile 23 Bei der Fehlerbehandlung im catch-Block in der Zeile 24 werden mo¨gliche Fehler
behandelt, die wa¨hrend der verteilten Transaktion des try-Blocks auftreten ko¨nnen.
Zeile 24 Wenn ein Fehler aufgetreten ist, dann wird die Transaktion zuru¨ckgerollt, d.h. das
Replikat wurde nicht gea¨ndert und der i-te Auftrag verbleibt in der Replica Queue.
Zeile 26 Es werden Kennzahlen fu¨r den erfolgreichen bzw. misslungenen Schreibzugriff pro-
tokolliert, die ggf. in folgende Inferenzen einfließen.
Zeile 28 Nachdem alle Auftra¨ge einmal bearbeitet wurden, ob erfolgreich oder nicht, wird
die asynchrone Aktualisierung beendet. Verbliebene Auftra¨ge in der Replica Queue
werden bei einem spa¨teren Aufruf der asynchronen Aktualisierung erneut bearbeitet.
Sowohl bei der synchronen als auch bei der asynchronen Aktualisierung wird gepru¨ft, ob eine
Verletzung der chronologischen Verarbeitung vorliegt. Dabei speichert die Replica Queue alle
ausgelassenen Aktualisierungen. Somit ko¨nnen in der Replica Queue fu¨r ein und dasselbe Repli-
kat mehrere Aktualisierungen anstehen. Die asynchrone Aktualisierung ist derart gestaltet, dass
alle Auftra¨ge eines Replikats in der chronologischen Reihenfolge verarbeitet werden (siehe Zeile 8
des Listings 4.2), d.h. jedes Replikat erfa¨hrt jede Aktualisierung seines logischen Objekts. Eine
Vereinfachung kann dadurch erreicht werden, dass nur die letzte Aktualisierung eines Replikats
aus der Replica Queue bearbeitet wird und die vorhergehenden Aktualisierungen des Replikats,
die ja mit der letzten Aktualisierung u¨berschrieben werden, ausgelassen werden. Eine derartige
Vorgehensweise mit den notwendigen Bedingungen wird in Kapitel 9 diskutiert.
Eine genauere Bestimmung der gewa¨hrleisteten Konsistenz von RegRess ha¨ngt, wie bereits
erwa¨hnt, von den spezifizierten Regeln ab. Hierauf wird in Abschnitt 4.3 eingegangen. Da allge-
mein bei Replikationsstrategien das Zusammenspiel der Koordination von Schreibzugriffen und
der Koordination von Lesezugriffen das zugrunde liegende Korrektheitskriterium bestimmt, wird
zuna¨chst in Abschnitt 4.2.3 auf Lesezugriffe eingegangen.
4.2.3. Koordination von Lesezugriffen
Bei vielen Replikationsstrategien gestaltet sich die Koordination der Lesezugriffe einfacher als die
Koordination der Schreibzugriffe. Ha¨ufig wird auf eine
”
echte“ Koordination verzichtet, indem
dem Client ein Lesezugriff auf ein beliebiges Replikat gestattet wird, sei es, weil bekannt ist, dass
alle Replikate konsistent sind, wie z.B. beim ROWA-Verfahren (siehe Abschnitt 3.3.1), oder weil
inkonsistentes Lesen toleriert wird, wie z.B. beim Snapshot-Verfahren (siehe Abschnitt 3.3.2).
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Beim Lesezugriff auf ein beliebiges Replikat wird im Allgemeinen ein
”
lokales“ Replikat vom
Client gewa¨hlt, d.h. der Client kontaktiert die Komponente mit Replikat, mit der er
”
direkt“
verbunden ist. Da bei RegRess auch abgeschwa¨chte Konsistenz, also das Lesen veralteter Daten,
toleriert wird, ist das Lesen beliebiger bzw. lokaler Replikate zula¨ssig.
Bei den Votierungsverfahren (siehe Abschnitt 3.3.1) hingegen muss im Allgemeinen auch beim
Lesen auf mehrere Replikate zugegriffen werden, wobei die Menge der Replikate durch geeignete
Lesequoren festgelegt ist. Ein konsistentes Replikat wird innerhalb des Lesequorums an dem
aktuellsten Zeitstempel erkannt (siehe Abschnitt 2.1.1), d.h. bei Schreibzugriffen muss neben den
Attributwerten auch ein Zeitstempel geschrieben werden. Dadurch ist es den Votierungsverfahren
mo¨glich, die 1-Kopien-Serialisierbarkeit zu gewa¨hrleisten.
Der Zeitverzug eines veralteten Replikats gegenu¨ber dem aktuellen Replikat des selben logi-
schen Objekts wird ebenfalls mittels Zeitstempel berechnet. Somit ko¨nnen bei RegRess Zeitstem-
pel entweder bei der asynchronen Aktualisierung beno¨tigt werden, um den zula¨ssigen Zeitverzug
festzulegen, oder bei Lesezugriffen, um Replikate mit einem bestimmten Alter zu identifizieren.
Bei RegRess werden hierfu¨r in den Regeln Funktionen definiert (siehe Abschnitt 5.3), die auf
Zeitstempel basieren. Wenn die beteiligten Komponenten mit Replikat keine Zeitstempel bieten,
dann muss auf die entsprechenden Funktionen in Regeln verzichtet werden. Damit verbleiben
zwei Varianten der Koordination von Lesezugriffen in RegRess:
1. Es wird ein beliebiges Replikat gelesen.
2. Es wird u¨ber RegRess genau ein Replikat aus der Menge der Replikate geliefert, die be-
stimmten Eigenschaften genu¨gen.
Im ersten Fall ist keine Inferenz von Regeln durch RegRess no¨tig, d.h. ein Replikationsmanager
muss nicht kontaktiert werden. Durch die asynchrone Aktualisierung ist es jedoch mo¨glich, dass
veraltete Replikate gelesen werden. Diese Schreib-/LesekonflikteR werden bei RegRess toleriert.
Das Alter eines Replikats bzw. die Datenfrische (siehe Definition 24 auf Seite 38) ha¨ngt dann
von den spezifizierten Regeln fu¨r Schreibzugriffe ab und wird in Abschnitt 4.3.3 diskutiert.
Die zweite Variante besteht darin, von RegRess ein Replikat ermitteln zu lassen, das bestimm-
ten Eigenschaften genu¨gt. Diese Eigenschaften, z.B. die Performance bei einem Lesezugriff, wer-
den bei der Inferenz als Parameter verwendet. In Listing 4.3 ist der Ablauf bei einem Lesezugriff
u¨ber RegRess spezifiziert. Um ein Replikat mit bestimmten Eigenschaften zu lesen, ruft ein Cli-
ent die Methode lesezugriff mit den Parametern initiator, logObjekt und eigenschaften
auf. Mit dem Objekt initiator wird die initiierende Komponente und dem Objekt logObjekt
das logische Objekt, das gelesen werden soll, u¨bergeben. Das Objekt eigenschaften beschreibt
die gewu¨nschten Eigenschaften, die das zu lesende Replikat erfu¨llen muss.
Aus Sicht des Clients ist der Lesezugriff analog zum Schreibzugriff (siehe Listing 4.1) eine
Teiltransaktion, die in eine u¨bergeordnete Client-Transaktion eingebettet ist und isoliert zuru¨ck-
gesetzt werden kann. Da bei einem Lesezugriff aber nur jeweils auf eine Komponente zugegriffen
wird, handelt es sich bei dieser Teiltransaktion um eine flache Transaktion. Ha¨ufig wird bei
Lesezugriffen, insbesondere bei reinen Lesetransaktionen auf die Weitergabe des Transaktions-
kontextes verzichtet. Hier aber soll der Transaktionskontext bei der Spezifikation beru¨cksichtigt
werden, um z.B. die Nebenla¨ufigkeitsanomalie
”
inkonsistente Analyse“ (non-repeatable read) zu
verhindern (siehe Abschnitt 2.2.3).
Beschreibung des Protokolls fu¨r den Lesezugriff (Listing 4.3)
Zeile 5 Mittels Inferenz wird die Menge ML passender Replikate ermittelt, d.h. die Men-
ge der Replikate, die den Kriterien eigenschaften genu¨gen. Die Inferenz liefert in
jedem Fall eine gu¨ltige Menge ML (siehe Abschnitt 4.2.4), wobei von einer unsor-
tierten Menge mit zufa¨lliger Reihenfolge ausgegangen wird. Die Vor- und Nachteile
einer sortierten bzw. unsortierten Menge wird in Kapitel 9 diskutiert.
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Listing 4.3: Lesezugriff
1 pub l i c Object lesezugriff(Object initiator ,
2 Object logObjekt ,
3 Object eigenschaften ) {
4
5 L i s t ML := ermittleLeseReplikateMittelsInferenz (initiator ,
6 logObjekt ,eigenschaften );
7 i f ( gibAnzahl(ML) = 0) r e tu rn FehlerKeinPassendesReplikat ;
8
9 f o r ( i n t i; i < gibAnzahl(ML); i++) {
10 Object replikat := gibReplikat(ML,i);
11 t r y {
12 starteTransaktion;
13 liesReplikat(replikat );
14 beendeTransaktionErfolgreich ();
15 protokolliereKennzahlen ();
16 r e tu rn replikat;
17 }
18 catch ( TransaktionFehlgeschlagen ) {u¨
19 rolleTransaktionZurck ();
20 protokolliereKennzahlen ();
21 }
22 }
23 r e tu rn o¨FehlerZugriffNichtMglich;
24 }
Zeile 7 Wenn die durch die Inferenz bestimmte Menge leer ist, d.h. die Anzahl passender
Replikate ist null, dann wird der Lesezugriff abgebrochen und die Fehlermeldung
FehlerKeinPassendesReplikat geliefert.
Zeile 9 Der Lesezugriff wird iterativ in einer For-Schleife fu¨r jedes Replikat in der Menge
ML durchgefu¨hrt, wobei ein erfolgreicher Zugriff die Iteration beendet. Die Anzahl
der passenden Replikate bestimmt somit die Anzahl der Durchla¨ufe.
Zeile 10 Die Variable replikat wird mit dem i-ten Element bzw. Replikat aus der Menge
ML der passenden Replikate gesetzt, d.h. replikat repra¨sentiert das Replikat, das
gelesen werden soll.
Zeile 11 Die nachfolgenden Anweisungen in den Zeilen 12 bis 16 werden in einem try-Block
ausgefu¨hrt, der eine anschließende Fehlerbehandlung fu¨r im try-Block aufgetretene
Fehler erlaubt. Dabei wird keine Unterscheidung von Fehlern vorgenommen, sondern
allgemein auf den Fehler
”
Transaktion fehlgeschlagen“ reagiert. Bei Auftreten eines
Fehlers wird direkt zur Fehlerbehandlung im catch-Block gesprungen (siehe unten).
Zeile 12 Die (Teil-)Transaktion fu¨r den Lesezugriff wird gestartet.
Zeile 13 Das Replikat replikat wird gelesen.
Zeile 14 Die (Teil-)Transaktion wird erfolgreich abgeschlossen (
”
Commit“).
Zeile 15 Es werden Kennzahlen fu¨r den erfolgreichen Lesezugriff protokolliert, die ggf. in
nachfolgende Inferenzen einfließen.
Zeile 16 Die Iteration wird beendet, indem das gelesene Replikat dem Client geliefert wird.
Zeile 18 Bei der Fehlerbehandlung im catch-Block in den Zeilen 19 bis 20 werden mo¨gli-
che Fehler behandelt, die wa¨hrend der (Teil-)Transaktion des try-Blocks auftreten
ko¨nnen.
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Zeile 19 Die (Teil-)Transaktion wird zuru¨ckgerollt.
Zeile 20 Es werden Kennzahlen fu¨r den misslungenen Lesezugriff protokolliert.
Zeile 23 Wenn die Iteration endet, ohne dass ein passendes Replikat erfolgreich gelesen wer-
den konnte, dann wird die Fehlermeldung FehlerZugriffNichtMo¨glich geliefert
Wenn u¨ber einen Replikationsmanager mittels RegRess ein Replikat fu¨r einen Lesezugriff be-
stimmt wird, ko¨nnen fachliche und technische Anforderungen beru¨cksichtigt werden (siehe Ab-
schnitt 4.3). Fachliche Anforderungen ko¨nnen z.B. das Alter bzw. die Datenfrische betreffen, d.h.
analog zur Replikationsstrategie FAS (siehe Abschnitt 3.4.2) wird ein Replikat bestimmt, das ei-
ne spezifizierte Aktualita¨t bzw. Konsistenz aufweist. Technische Anforderungen ko¨nnen z.B. die
Performance betreffen, d.h. es wird auf eine Komponente zugegriffen, von der auf Grund proto-
kollierter Kennzahlen von einer bestimmten Verarbeitungsgeschwindigkeit ausgegangen werden
kann. Eine detaillierte Betrachtung mo¨glicher Regeln folgt in Abschnitt 4.3.
4.2.4. Inferenz bei Schreib- und Lesezugriffen
In den Abschnitten 4.2.2 und 4.2.3 wurden die Protokolle der hier vorgestellten Replikations-
strategie RegRess fu¨r Schreib- und Lesezugriffe spezifiziert, wobei bei Schreibzugriffen zwischen
synchronen und asynchronen Schreibzugriffen unterschieden wurde. In den drei Protokollen ist
der zentrale Bestandteil die Menge von Replikaten zu bestimmen, auf die zugegriffen werden
soll. Da es sich bei RegRess um eine regelbasierte Replikationsstrategie handelt, erfolgt die Be-
stimmung der betroffenen Replikate eines Zugriffs durch Inferenz auf zuvor spezifizierten Regeln.
Welche Regeln spezifiziert werden ko¨nnen, wird in Abschnitt 4.3 diskutiert. In diesem Abschnitt
soll zuna¨chst vorgestellt werden, welche Punkte bei der Inferenz grundsa¨tzlich zu beachten sind,
ohne dabei auf so genannte
”
Inferenzmaschinen“ regelbasierter Systeme (siehe Anhang A) einzu-
gehen. Die Funktionsweise derartiger Inferenzmaschinen ha¨ngt vom verwendeten regelbasierten
System ab und spielt erst bei der Implementierung eine Rolle (siehe Abschnitt 7.3.2).
Zwar haben alle Regeln, die spezifiziert werden ko¨nnen, die gleiche Struktur (siehe Abbil-
dung 4.3 auf Seite 66), mu¨ssen aber auf Grund der unterschiedlichen Anforderungen der drei
oben genannten Protokolle bei der Inferenz unterschiedliche Ergebnisse liefern. Daher ko¨nnen
drei Arten von Inferenzen unterschieden werden, die in diesem Abschnitt erla¨utert werden. Dabei
werden diese drei Arten wie folgt abgeku¨rzt und klassifiziert:
InferenzSynchron: Inferenz, die beim synchronen Schreibzugriff durchgefu¨hrt wird (siehe
Zeile 8 des Listings 4.1) und die die zu aktualisierenden Replikate in die Menge MS fu¨r die
synchron zu aktualisierenden Replikate und die Menge MA fu¨r die asynchron zu aktuali-
sierenden Replikate partitioniert.
InferenzAsynchron: Inferenz, die beim asynchronen Schreibzugriff durchgefu¨hrt wird (sie-
he Zeile 11 des Listings 4.2) und die pru¨ft, ob der Schreibzugriff auf das asynchron zu
aktualisierende Replikat durchgefu¨hrt werden darf.
InferenzLesen: Inferenz, die beim Lesezugriff durchgefu¨hrt wird (siehe Zeile 5 des Lis-
tings 4.3) und die eine Menge von Replikaten ermittelt, wobei die Replikate bestimmte
Eigenschaften fu¨r den Lesezugriff erfu¨llen.
Nachfolgend werden Anforderungen festgehalten, die die drei Varianten der Inferenz bei RegRess
erfu¨llen mu¨ssen. Diese Anforderungen mu¨ssen letztendlich als Regeln spezifiziert werden ko¨nnen,
worauf in Kapitel 5 bei der Entwicklung der beno¨tigten Regelsprache eingegangen wird. Was
hier unter Regeln verstanden wird, wird in Anhang A.1 erla¨utert.
Das Ziel der InferenzSynchron ist es, die betroffenen Replikate gema¨ß den Erla¨uterungen zu
Abbildung 4.4 auf Seite 69 in die synchron und die asynchron zu aktualisierenden Replikate
zu partitionieren, d.h. in die Mengen MS und MA. Damit zu Beginn der InferenzSynchron
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gewa¨hrleistet ist, dass alle betroffenen Replikate beru¨cksichtigt werden, wird folgender initialer
Startzustand gefordert:
Anforderung 1 InferenzSynchron: Startzustand: Zu Beginn der InferenzSynchron werden
alle betroffenen Replikate den synchron zu aktualisierenden Replikaten zugeordnet.
Durch die Anforderung 1 wird der Schwerpunkt hinsichtlich der Replikationsziele (siehe Ab-
schnitt 3.1) auf die Konsistenz gelegt, d.h. wenn keine weiteren Regeln spezifiziert werden, dann
werden alle betroffenen Replikate synchronisiert und damit konsistent geschrieben. Durch die
Spezifikation weiterer Regeln, die wie bereits erwa¨hnt in Abschnitt 4.3 diskutiert werden, kann
ein einzelnes Replikat oder mehrere Replikate von der Menge MS zu der Menge MA oder um-
gekehrt wechseln. Wichtig dabei ist, dass kein Replikat aus beiden Mengen gleichzeitig gelo¨scht
wird, damit bei der Aktualisierung wirklich alle betroffenen Replikate geschrieben werden. Diese
Anforderung wird nicht explizit aufgefu¨hrt, sondern dadurch realisiert, dass es keine Anforderung
gibt, die ein Lo¨schen ermo¨glicht.
Die InferenzSynchron soll in jedem Fall eine gu¨ltige Partitionierung liefern, d.h. am Ende
der Inferenz sind die betroffenen Replikate in die synchron und asynchron zu aktualisierenden
Replikate partitioniert:
Anforderung 2 InferenzSynchron: Endzustand: Am Ende der InferenzSynchron liegt eine
gu¨ltige Partitionierung der betroffenen Replikate in synchron und asynchron zu aktualisierende
Replikate vor.
Das Ergebnis der InferenzSynchron ist also eine auf Grund der Regeln ermittelte Partitionierung,
die die betroffenen Replikate einschließt. Ob die aufrufende Komponente die Partitionierung ver-
wendet, obliegt der Komponente selbst. Eine Verletzung der chronologischen Verarbeitung wird
z.B. von der aufrufenden Komponente behandelt (siehe Listing 4.1 auf Seite 71). Die Inferenz-
Synchron liefert also keinen undefinierbaren Zustand oder einen Fehlercode an die aufrufende
Komponente. Fu¨r derartige Fa¨lle werden nachfolgende Anforderungen definiert, die eine gu¨ltige
Partitionierung in der Form vorsehen, dass alle Replikate synchron zu aktualisieren sind und
somit die Konsistenz gewa¨hrleistet wird:
Anforderung 3 InferenzSynchron: Fehler: Wenn ein Fehler wa¨hrend der InferenzSynchron
auftritt, dann werden alle Replikate den synchron zu aktualisierenden Replikaten zugeordnet.
Bei der Spezifikation der Protokolle fu¨r Schreib- und Lesezugriffe wurde Wert auf die Terminie-
rung der zugeho¨rigen Algorithmen gelegt. Damit geht einher, dass auch die zugeho¨rigen Infe-
renzen terminieren. Wie auch bei den anderen Varianten der Inferenz soll hier die Reaktion auf
eine erzwungene Terminierung, d.h. eine Terminierung der Inferenz durch Zeitablauf, gefordert
werden:
Anforderung 4 InferenzSynchron: Terminierung: Die InferenzSynchron terminiert in je-
dem Fall, ggf. durch Zeitablauf (Timer). Wird die InferenzSynchron durch Zeitablauf terminiert,
dann werden alle Replikate den synchron zu aktualisierenden Replikaten zugeordnet.
In Anforderung 4 kommt zum Ausdruck, dass bei Abbruch der Inferenz durch Zeitablauf keine
mo¨glicherweise ungu¨ltige Partitionierung fu¨r die Aktualisierung verwendet wird, sondern dass
dann die Priorita¨t analog zum Startzustand auf die Konsistenz gelegt wird. Wa¨hrend der In-
ferenz ko¨nnte als weiteres Problem auftreten, dass ein Replikat auf Grund einer Regel X der
Menge MS und auf Grund der Regel Y der Menge MA zugeordnet werden soll. Wenn durch der-
artig widerspru¨chliche Regeln eine Partitionierung nicht mo¨glich wa¨re, ko¨nnte kein Schreibzugriff
erfolgen, obwohl die Komponenten mit Replikat mo¨glicherweise verfu¨gbar sind, d.h. durch wider-
spru¨chlich spezifizierte Regeln wu¨rde die Verfu¨gbarkeit sinken. Nachfolgende Anforderung soll
eine derartige Blockierung vermeiden, wobei im Zweifelsfall wiederum Priorita¨t auf Konsistenz
gelegt wird:
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Anforderung 5 InferenzSynchron: Widerspru¨chliche Regeln: Wenn bei der synchronen
Aktualisierung ein Replikat durch widerspru¨chliche Regeln sowohl synchron als auch asynchron
zu aktualisieren ist, dann wird ein derartiger Widerspruch entweder durch Regeln gelo¨st oder das
Replikat wird synchron aktualisiert.
Die Anforderung 5 beinhaltet, dass es Regeln zur Auflo¨sung undefinierter Zusta¨nde gibt. Hier-
auf wird in Abschnitt 4.3.2 detailliert eingegangen. An dieser Stelle ist zuna¨chst wichtig, dass
grundsa¨tzlich immer eine Partitionierung mo¨glich ist.
Bei der InferenzAsynchron geht es darum, ob bei der asynchronen Aktualisierung derzeit ein
Schreibzugriff erlaubt ist oder nicht. Derzeitiges Aktualisieren wu¨rde z.B. entgegenstehen, dass
nur in bestimmten Perioden aktualisiert werden soll oder dass fu¨r ein Replikat eine tolerierbare
Abweichung spezifiziert wurde und die Grenze noch nicht erreicht ist. Insbesondere in dem Fall,
dass eine Grenze fu¨r zula¨ssige Abweichungen festgelegt wurde, kann unterschieden werden, ob bei
U¨berschreitung der Grenze alle ausgelassenen Aktualisierungen nachgeholt werden oder ob nur
so viele ausgelassene Aktualisierungen nachgeholt werden, die no¨tig sind, um wieder innerhalb
der Grenze zu liegen. Daher liefert die InferenzAsynchron (siehe Listing 4.2 auf Seite 74) drei
mo¨gliche Ru¨ckgabewerte:
1. KeinZugriff: Derzeit ist kein Schreibzugriff auf das Replikat R erlaubt. Damit sind auch
folgende Schreibzugriffe aus der Replica Queue auf R untersagt, weil ansonsten die chro-
nologische Verarbeitung verletzt wu¨rde. Eine Aktualisierung erfolgt ggf. spa¨ter, wenn die
asynchrone Aktualisierung erneut gestartet wird.
2. EinAuftrag: Ein Schreibzugriff auf das Replikat R ist derzeit erlaubt, aber es darf nur
ein Auftrag aus der Replica Queue bearbeitet werden. Falls weitere Auftra¨ge fu¨r R in der
Replica Queue anstehen, muss erneut die InferenzAsynchron durchgefu¨hrt werden.
3. AlleAuftraege: Alle Schreibzugriffe auf das Replikat R sind derzeit erlaubt, d.h. alle Auf-
tra¨ge aus der Replica Queue, die R schreiben wollen, ko¨nnen ausgefu¨hrt werden.
Analog zu den Anforderungen der InferenzSynchron werden hier die Anforderungen fu¨r den
Startzustand und den Endzustand formuliert, wobei auch hier Priorita¨t auf Konsistenz gelegt
wird, d.h. es wird eine zeitnahe Aktualisierung dadurch gefordert, dass derzeit alle Auftra¨ge
ausgefu¨hrt werden ko¨nnen:
Anforderung 6 InferenzAsynchron: Startzustand: Zu Beginn der InferenzAsynchron wird
die Aktualisierungsart AlleAuftraege gesetzt.
Anforderung 7 InferenzAsynchron: Endzustand: Am Ende der InferenzAsynchron liegt
eine gu¨ltige Entscheidung vor. Es wird entweder der Ru¨ckgabewert KeinZugriff, EinAuftrag
oder AlleAuftraege geliefert.
Damit auch bei der InferenzAsynchron keine undefinierten Zusta¨nde verbleiben, werden Anfor-
derungen aufgestellt, die die Reaktion auf Fehler und die Terminierung spezifizieren. Hierbei
wird wiederum im Sinne der Konsistenz eine mo¨glichst fru¨he Aktualisierung gefordert, d.h. ein
Schreibzugriff auf das Replikat ist derzeit erlaubt. Ob die aufrufende Komponente das Ergebnis
der InferenzAsynchron verwendet, obliegt analog zur InferenzSynchron der Komponente selbst.
So muss auch hier die aufrufende Komponente pru¨fen, ob die chronologische Verarbeitung ver-
letzt ist (siehe Listing 4.2 auf Seite 74):
Anforderung 8 InferenzAsynchron: Fehler: Wenn ein Fehler wa¨hrend der InferenzAsyn-
chron auftritt, dann wird die Aktualisierungsart AlleAuftraege gesetzt.
Anforderung 9 InferenzAsynchron: Terminierung: Die InferenzAsynchron terminiert in
jedem Fall, ggf. durch Zeitablauf (Timer). Wenn die InferenzAsynchron durch Zeitablauf termi-
niert wird, dann wird die Aktualisierungsart AlleAuftraege gesetzt.
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Auch bei der asynchronen Aktualisierung ko¨nnten widerspru¨chlich spezifizierte Regeln auftre-
ten. So ko¨nnte durch Regel X bestimmt sein, dass das Replikat derzeit aktualisiert werden darf,
wa¨hrend Regel Y eine Aktualisierung derzeit nicht gestattet. Ein derartiger Widerspruch ko¨nn-
te ebenfalls durch Regeln gelo¨st werden. Standardma¨ßig soll der zeitnahen Aktualisierung der
Vorrang gegeben werden, was durch folgende Anforderung zum Ausdruck kommt:
Anforderung 10 InferenzAsynchron: Widerspru¨chliche Regeln: Wenn bei der asyn-
chronen Aktualisierung fu¨r ein Replikat durch widerspru¨chliche Regeln unterschiedliche Aktua-
lisierungsarten gesetzt werden, dann wird ein derartiger Widerspruch entweder durch Regeln
gelo¨st oder die Aktualisierungsart AlleAuftraege wird gesetzt.
Bei der InferenzLesen wird eine Menge von passenden Replikaten ermittelt, d.h. es werden Re-
plikate bestimmt, die die geforderten Eigenschaften fu¨r den Lesezugriff erfu¨llen. Die Menge kann
leer sein, d.h. es existiert kein Replikat, dass den geforderten Eigenschaften genu¨gt. Welches Re-
plikat aus den passenden Replikaten fu¨r den Lesezugriff ausgewa¨hlt wird, ist beliebig. Zu Beginn
der Inferenz, bei Fehlern wa¨hrend der Inferenz oder bei Zeitabbruch muss davon ausgegangen
werden, dass kein passendes Replikat existiert, d.h. die Menge der passenden Replikate ist leer.
Dadurch sind folgende Anforderungen an die Inferenz bei Lesezugriffen motiviert:
Anforderung 11 InferenzLesen: Startzustand: Zu Beginn der InferenzLesen wird gesetzt,
dass die Menge der passenden Replikate leer ist.
Anforderung 12 InferenzLesen: Endzustand: Am Ende der InferenzLesen liegt ein gu¨ltiges
Ergebnis vor, d.h. die Menge der passenden Replikate ist gu¨ltig bestimmt, ggf. ist die Menge leer.
Anforderung 13 InferenzLesen: Fehler: Wenn ein Fehler wa¨hrend der InferenzLesen auf-
tritt, dann ist die Menge der passenden Replikate leer.
Anforderung 14 InferenzLesen: Terminierung: Wenn die InferenzLesen durch Zeitablauf
terminiert wird, dann ist die Menge der passenden Replikate leer.
Wa¨hrend bei der InferenzSynchron bzw. InferenzAsynchron durch widerspru¨chliche Regeln ein
und dasselbe Fakt unterschiedlich gesetzt werden ko¨nnte, ko¨nnen Widerspru¨che bei Lesezugriffen
in der Form auftreten, dass z.B. zwei Regeln formuliert sind, die unterschiedliche Konsistenzei-
genschaften beinhalten und damit unterschiedlich geeignete Replikate referenzieren. Auch diese
Widerspru¨che sollen ggf. durch Regeln behandelt werden:
Anforderung 15 InferenzLesen: Widerspru¨chliche Regeln: Wenn bei einem Lesezugriff
durch widerspru¨chliche Regeln unterschiedlich qualifizierte Replikate ermittelt werden, dann wird
ein derartiger Widerspruch entweder durch Regeln gelo¨st oder es wird kein passendes Replikat
geliefert.
Abschließend sei angemerkt, dass durch diese Anforderungen an die Inferenz die Protokolle fu¨r
Schreib- und Lesezugriffe neben den vorgestellten Algorithmen spezifiziert sind und damit die
Koordination der Zugriffe bei der Replikationsstrategie RegRess festgelegt ist.
4.2.5. Korrektheitskriterium Letztendliche Konsistenz
Ein wichtiger Aspekt bei der Beurteilung einer Replikationsstrategie ist die Korrektheit bzw. das
Korrektheitskriterium, die bzw. das der Replikationsstrategie zugrunde liegt. In Abschnitt 2.3.1
wurden die Begriffe Korrektheit und Konsistenz erla¨utert, die in dieser Arbeit synonym ver-
wendet werden. Bevor in Abschnitt 4.3 die von RegRess gewa¨hrleistete Konsistenz detailliert
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quantifiziert wird, folgt in diesem Abschnitt eine Diskussion des Korrektheitskriteriums
”
Letzt-
endliche Konsistenz“ (siehe Definition 19 auf Seite 34), das eine Mo¨glichkeit ist, um im Sinne
der Definition 10 auf Seite 31 von eine Replikationsstrategie zu sprechen.
Letztendliche Konsistenz bedeutet, dass alle Replikate letztendlich alle Schreiboperationen
empfangen und je zwei Replikate, die die gleiche Menge an Schreiboperationen empfangen haben,
einen identischen Wert repra¨sentieren. Bei RegRess wird durch die asynchrone Aktualisierung
dafu¨r gesorgt, dass alle Replikate die Schreiboperationen in gleicher Reihenfolge empfangen.
Damit die Replikate dann auch den gleichen Wert repra¨sentieren, mu¨ssen konfligierende Zugriffe
geeignet vermieden oder behandelt werden.
Konflikte liegen dann vor, wenn erstens ein und dasselbe physische Datenobjekt, hier genau ein
Replikat, von konkurrierenden Zugriffen betroffen ist oder zweitens unterschiedliche Replikate
ein und desselben logischen Datenobjekts betroffen sind. Im ersten Fall wird in dieser Arbeit
von Schreib-/Lesekonflikten bzw. Schreib-/Schreibkonflikten gesprochen (siehe Definition 14 auf
Seite 32), im zweiten Fall von Schreib-/LesekonfliktenR bzw. Schreib-/SchreibkonfliktenR (siehe
Definition 15 und 16 auf Seite 33), wobei hier zur Unterscheidung der Index R gesetzt ist. Bei der
folgenden Beschreibung wird auf die Probleme fokussiert, die durch die Replikation entstehen,
d.h. es wird vorausgesetzt, dass ein Transaktionssystem oder ein Transaktionsmanager, ggf.
in Zusammenarbeit mit den lokalen Transaktionsmanagern der Komponenten mit Replikat, die
Synchronisation von Zugriffen u¨bernimmt und insbesondere Schreib-/Schreibkonflikte vermeidet.
Hierdurch kann es selbstredend zu Abbru¨chen von Transaktionen kommen.
Andererseits werden bei RegRess weniger Transaktionen abgebrochen, als wenn das Kor-
rektheitskriterium 1-Kopien-Serialisierbarkeit eingehalten werden muss. Bei RegRess wird mit
abgeschwa¨chter Serialisierbarkeit im Sinne der Epsilon-Serialisierbarkeit gearbeitet (siehe Ab-
schnitt 2.2.4), d.h. Schreibtransaktionen werden untereinander synchronisiert und reine Lese-
transaktionen werden nicht synchronisiert mit der Folge, dass das Lesen veralteter Daten erlaubt
ist. Wie veraltet die Daten sein du¨rfen, wird durch Regeln spezifiziert, auf die in Abschnitt 4.3
detailliert eingegangen wird. Weiterhin muss gewa¨hrleistet werden, dass die Replikate ein und
des selben logischen Datenobjekts zumindest gegen den gleichen Wert konvergieren, um das
Korrektheitskriterium
”
Letztendliche Konsistenz“ zu erfu¨llen, das von RegRess gewa¨hrleistet
werden soll. Somit sollen folgende Punkte detailliert betrachtet werden:
• Schreib-/LesekonflikteR werden toleriert.
• Schreib-/SchreibkonflikteR werden vermieden.
• Letztendliche Konsistenz als Korrektheitskriterium wird durch chronologische Verarbeitung
der Schreibzugriffe gesichert.
Durch die asynchrone Aktualisierung und den Lesezugriff auf ein beliebiges Replikat kann es
zu Schreib-/LesekonfliktenR kommen. Diese Konflikte werden toleriert, wobei in Abha¨ngigkeit
der spezifizierten Regeln Aussagen zur Konsistenz mo¨glich sind (siehe Abschnitt 4.3.3). Falls
aus Sicht der Anwendung ein Lesezugriff auf ein Replikat mit speziellen Eigenschaften no¨tig ist,
kann der Zugriff von RegRess koordiniert werden (siehe Abschnitt 4.2.3), um z.B. ein aktuelles
Replikat zu lesen. Eine Vermeidung von Schreib-/Lesekonflikten auf ein und dasselbe Replikat
wird vom lokalen Transaktionssystem der Komponente mit Replikat synchronisiert.
In [NH02] wird Konfliktmanagement als Zusammensetzung von Konfliktvermeidung und Kon-
fliktbehandlung, der eine Konflikterkennung vorhergeht, beschrieben. Im Allgemeinen ist die
Zusammensetzung exklusiv, d.h. entweder werden alle Konflikte durch Abbruch konfligieren-
der Transaktionen vermieden oder Konflikte werden grundsa¨tzlich zugelassen. Im letzten Fall
mu¨ssen die Konflikte erkannt und behandelt werden. Da analog zur Epsilon-Serialisierbarkeit
Schreibtransaktionen synchronisiert werden sollen, werden Schreib-/SchreibkonflikteR vermie-
den. Schreib-/SchreibkonflikteR treten auf, wenn z.B. ein Schreibzugriff auf ein logisches Daten-
objekt O die Menge M1S von Replikaten synchron aktualisieren will, eine zweiter Schreibzugriff
auf dasselbe logische Datenobjekt O die Menge M2S von Replikaten synchron aktualisieren will
und M1S und M
2
S disjunkt sind (siehe Abschnitt 4.2.2). Angemerkt sei, dass der Konflikt durch
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das Transaktionssystem vermieden wu¨rde, wenn M1S und M
2
S nicht disjunkt sind, genauso wie
allgemeine Schreib-/Schreibkonflikte.
Eine Vermeidung von Schreib-/SchreibkonfliktenR wird nun dadurch erreicht, dass keine zwei
Schreibzugriffe
”
gleichzeitig“ auf ein und dasselbe logische Datenobjekt durchgefu¨hrt werden.
Daher ist im Ablauf der synchronen Aktualisierung (siehe Listing 4.1 auf Seite 71) eine Sperre vor
den Schreibzugriffen auf die Replikate fu¨r das jeweilige logische Datenobjekt zu beantragen, d.h.
es muss eine Verwaltung fu¨r Sperren auf logische Datenobjekte ermo¨glicht werden. Der Nachteil
eines solchen Sperrmechanismus wird am Ende dieses Abschnitts diskutiert. Weil u¨ber das Trans-
aktionssystem allgemeine Schreib-/Schreibkonflikte, die z.B. dann auftreten, wenn durch die syn-
chrone und die asynchrone Aktualisierung auf ein und dasselbe Replikat zugegriffen wird, und
durch den Sperrmechanismus Schreib-/SchreibkonflikteR vermieden werden, erfolgt eine korrek-
te Synchronisation von Schreibzugriffen. Wenn diese Schreibzugriffe in eine Schreibtransaktion
gema¨ß der Epsilon-Serialisierbarkeit eingebettet sind, dann werden diese Schreibtransaktionen
dadurch synchronisiert, dass ein Transaktionsmanager die einzelnen Schreibzugriffe als Teiltrans-
aktion innerhalb einer geschlossen-geschachtelten Transaktion behandelt (siehe Anmerkungen in
Abschnitt 4.2.2).
Um das Korrektheitskriterium
”
Letztendliche Konsistenz“ zu gewa¨hrleistet, muss dafu¨r Sorge
getragen werden, dass jedes Replikat jeden seiner Aktualisierungszugriffe erha¨lt und gegen den
aktuellen Wert des logischen Datenobjekts konvergiert. Bei RegRess werden alle asynchronen
Aktualisierungsauftra¨ge in der Replica Queue (siehe Abschnitt 4.2.2) gespeichert. Es wird ideali-
sierend angenommen, dass ein Replikationsmanager, der RegRess implementiert, nicht dauerhaft
ausfa¨llt und kein Auftrag dauerhaft blockiert wird, d.h. es wird davon ausgegangen, dass jedes
Replikat
”
seine“ Schreibzugriffe erha¨lt. Weiterhin wird trivialerweise vorausgesetzt, dass Repli-
kate, die die gleichen Schreibzugriffe in der gleichen Reihenfolge erhalten, auch die gleichen Werte
speichern. Diese Forderung wird durch die Annahme erfu¨llt, dass alle lokalen Datenbanken bzw.
Komponenten mit Replikat die identischen Konsistenzbedingungen lokal definiert haben (siehe
Abschnitt 4.1.1), d.h. eine Schreiboperation ist grundsa¨tzlich entweder bei allen Replikaten eines
logischen Datenobjekts durchfu¨hrbar oder bei keinem Replikat.
Zur Einhaltung der letztendlichen Konsistenz muss RegRess somit gewa¨hrleisten, dass Schreib-
zugriffe in der gleichen Reihenfolge, also chronologisch, erfolgen (Sonderfa¨lle wie Kommutativita¨t
werden nicht gesondert betrachtet). Dazu mu¨ssen in der Replica Queue die Auftra¨ge zumindest
fu¨r jedes Replikat chronologisch gespeichert werden. Da bei einem Schreibzugriff auf ein logi-
sches Datenobjekt eine Sperre beantragt wird und diese Sperre erst nach dem Anha¨ngen an die
Replica Queue freigegeben wird, kann kein folgender Schreibzugriff auf dasselbe logische Daten-
objekt einen Vorga¨nger
”
u¨berholen“. Also werden die asynchronen Auftra¨ge in chronologischer
Reihenfolge gespeichert. Solange asynchrone Auftra¨ge fu¨r ein Replikat R in der Replica Queue
anstehen, du¨rfen auch keine synchronen Zugriffe auf R durchgefu¨hrt werden. Dies wird dadurch
verhindert, dass nach der Inferenz die Verletzung der chronologischen Verarbeitung gepru¨ft wird
(siehe Zeile 9 des Listings 4.1 auf Seite 71). Abschließend muss gesichert sein, dass kein Auf-
trag A fu¨r Replikat R aus der Replica Queue ausgefu¨hrt wird, wenn ein anderer Auftrag fu¨r R
chronologisch vor A zu bearbeiten ist. Um unno¨tige Blockierungen zu vermeiden, ko¨nnen zwar
aus der Replica Queue Auftra¨ge indiziert abgerufen und bearbeitet werden, so dass eine Chro-
nologie u¨ber alle Auftra¨ge nicht eingehalten wird, aber fu¨r ein und dasselbe Replikat wird bei
der asynchronen Aktualisierung die Chronologie gewa¨hrleistet (siehe Zeile 8 des Listings 4.2 auf
Seite 74). Somit erfu¨llt RegRess zumindest die letztendliche Konsistenz.
Wie bereits erwa¨hnt, ko¨nnen die zeitversetzten A¨nderungen auf Grund identischer Konsis-
tenzbedingungen der lokalen Datenbanken grundsa¨tzlich durchgefu¨hrt werden. Daher mu¨ssen
keine A¨nderungen, die vorher an anderen Replikaten durchgefu¨hrt wurden, auf Grund von ge-
scheiterten A¨nderungsoperationen bei anderen Replikaten des gleichen logischen Datenobjekts
zuru¨ckgenommen werden, d.h. es werden nachtra¨glich keine Transaktionen zuru¨ckgesetzt. Somit
erfu¨llt RegRess die gegenu¨ber der letztendlichen Konsistenz etwas scha¨rfere Forderung der Kon-
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vergenz [Len97] (vergleiche die Anmerkungen nach Definition 19 auf Seite 34 zur letztendlichen
Konsistenz).
Der Nachteil der Vermeidung von Schreib-/SchreibkonfliktenR u¨ber einen Sperrmechanismus
und der chronologischen Verarbeitung von Schreibzugriffen je Replikat durch Verwendung einer
Replica Queue ist die Abha¨ngigkeit von diesen
”
Kontrolldaten“, da sowohl die Sperren als auch
die Replica Queue im gesamten System eindeutig sein mu¨ssen. Daher mu¨ssen diese Kontroll-
daten entweder zentral an einer Stelle verwaltet werden oder bei Verteilung konsistent sein. Im
zentralen Fall ist die Replikation von dieser Stelle abha¨ngig, d.h. die Verfu¨gbarkeit steht und
fa¨llt mit dieser zentralen Stelle. Sofern auch der Replikationsmanager zentral angelegt ist (siehe
Abschnitt 4.1.2), ist diese Abha¨ngigkeit mo¨glicherweise zu akzeptieren. Im verteilten Fall mu¨ssen
die Kontrolldaten konsistent repliziert werden, d.h. es muss eine synchrone Replikationsstrategie
gewa¨hlt werden, z.B. ein Votierungsverfahren (siehe Abschnitt 3.3.1). Eine andere Mo¨glichkeit,
die letztendliche Konsistenz bei Verzicht auf einen Sperrmechanismus und einer chronologischen
Verarbeitung zu erreichen, wa¨re es, Konflikte zuzulassen, und diese anschließend zu erkennen
und zu behandeln. Diese Mo¨glichkeit wird im Ausblick diskutiert (siehe Kapitel 9).
4.3. Konsistenz von RegRess
Im vorangehenden Abschnitt 4.2 wurde erla¨utert, wie die in dieser Arbeit vorgestellte Repli-
kationsstrategie RegRess die Zugriffe auf die Replikate koordiniert, wobei auf das Protokoll
fokussiert wurde. Dabei wurde sowohl der Ablauf fu¨r Schreibzugriffe als auch fu¨r Lesezugriffe
spezifiziert. Durch die Spezifikation des von RegRess verwendeten Protokolls bei Zugriffen wur-
de bereits sichergestellt, dass RegRess das Korrektheitskriterium
”
Letztendliche Konsistenz“
gewa¨hrleistet (siehe Abschnitt 4.2.5). Es sei nochmals angemerkt, dass in dieser Arbeit die Be-
griffe Konsistenz und Korrektheit synonym verwendet werden.
Mit letztendlicher Konsistenz ist gemeint, dass die Replikate desselben logischen Datenobjekts
den gleichen Wert repra¨sentieren, wenn alle A¨nderungen des logischen Datenobjekts zu den je-
weiligen Replikaten propagiert sind. Dabei muss natu¨rlich eine A¨nderung, die bei einem Replikat
durchgefu¨hrt werden kann, auch an jedem anderen Replikat desselben logischen Datenobjekts
grundsa¨tzlich durchgefu¨hrt werden ko¨nnen. Durch die Annahme, dass alle lokalen Datenbanken
bzw. Komponenten mit Replikat die identischen Konsistenzbedingungen lokal definiert haben
(siehe Abschnitt 4.1.1), wird diese Forderung erfu¨llt. Des Weiteren wird durch die Erfu¨llung der
lokalen Konsistenzbedingungen gewa¨hrleistet, dass die lokale Datenbank von einem konsistenten
Zustand in einen anderen konsistenten Zustand u¨berfu¨hrt wird (siehe Abschnitt 2.3.1), d.h. in
diesem Abschnitt wird nicht die
”
allgemeine Konsistenz“ diskutiert, sondern die Konsistenz der
Replikate desselben logischen Datenobjekts.
Zwar wird durch die letztendliche Konsistenz gewa¨hrleistet, dass alle Replikate eines logi-
schen Datenobjekts
”
irgendwann“ den selben Wert repra¨sentieren, aber es sind keine Aussagen
u¨ber das Alter der Replikate mo¨glich, d.h. bei Lesezugriffen kann nicht gesagt werden, ob das
Replikat aktuell ist bzw. wie veraltet ein Replikat ist. In Abschnitt 4.2.2 wurde das Protokoll
fu¨r Schreibzugriffe der hier vorgestellten Replikationsstrategie RegRess spezifiziert, wobei der
Wechsel zwischen synchroner und asynchroner Aktualisierung erla¨utert wurde, ohne dabei kon-
krete Regeln zu nennen. In diesem Abschnitt werden nun mo¨gliche Regeln genannt, die RegRess
einem Administrator zur Verfu¨gung stellt, genauer gesagt, es werden Anforderungen aufgelis-
tet, die RegRess bzw. die zugeho¨rige Regelsprache (siehe Kapitel 5) erfu¨llen soll. Da durch die
Regeln, ggf. zusammen mit den Zusta¨nden der beteiligten Komponenten, festgelegt wird, wann
und wie Replikate aktualisiert werden, ist hiermit eine genauere Bestimmung des Alters der
Replikate mo¨glich. Durch die spezifizierten Regeln wird also die gewa¨hrleistete Konsistenz von
RegRess festgelegt, die in dieser Arbeit durch einen so genannten
”
Konsistenzgrad“ quantifi-
ziert wird. Beim Konsistenzgrad handelt es sich um einen probabilistischen Wert, durch den die
Wahrscheinlichkeit konsistenter Zugriffe definiert wird.
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Bereits in Abbildung 4.3 auf Seite 66 wurde festgelegt, dass eine Replikationseinheit mehre-
re Replikationsregeln besitzen kann, die jeweils fu¨r Komponenten mit Replikat gelten. Dabei
wurden Regeln grob in fachlich orientierte und in technisch orientierte Regeln aufgeteilt. Diese
Aufteilung wird hier aufgegriffen, indem zuna¨chst in Abschnitt 4.3.1 fachliche Konsistenzbedin-
gungen in Form von Anforderungen an ein regelbasiertes System und dann in Abschnitt 4.3.2
technische Konsistenzbedingungen konkretisiert werden. Durch die Spezifikation der Anforde-
rungen an das regelbasierte System wird festgelegt, welche Regeln von einem Administrator als
Konfiguration potentiell festgelegt werden ko¨nnen. Die konkreten Regeln bilden die Basis der
von RegRess gewa¨hrleisteten Konsistenz, die in Abschnitt 4.3.3 beschrieben wird.
4.3.1. Fachliche Konsistenzbedingungen
In diesem Abschnitt werden fachliche Konsistenzbedingungen in Form von Anforderungen, die
vom regelbasierten System der Replikationsstrategie RegRess zur Verfu¨gung gestellt werden,
diskutiert. Hieraus resultieren fachlich orientierte Regeln, d.h. Regeln, die eine datenzentrierte
Spezifikation der Konsistenz in Abha¨ngigkeit der Doma¨ne erlauben. So kann z.B. anwendungsbe-
zogenes Wissen, das besagt, dass bestimmte Replikate nicht immer den aktuellen Wert repra¨sen-
tieren mu¨ssen, in der Form genutzt werden, dass fu¨r diese Replikate eine zeitversetzte Aktualisie-
rung ausreicht, also z.B. eine asynchrone Aktualisierung in bestimmten Perioden. Demgegenu¨ber
stehen die technischen Konsistenzbedingungen (siehe Abschnitt 4.3.2), d.h. technisch orientierte
Regeln, die die Reaktion auf Vera¨nderungen der zugrunde liegenden Systemlandschaft beschrei-
ben, wie z.B. ein Ausfall einer Komponente mit Replikat (Rechnerausfall). Diese Unterteilung
kann mit der Aufteilung von Anforderungen in funktionale und nicht-funktionale Anforderungen
verglichen werden.
Bevor konkrete Anforderungen fu¨r fachliche Konsistenzbedingungen aufgestellt werden, folgen
zuna¨chst Anforderungen, die fu¨r alle Regeln relevant sind. In Abbildung 4.3 auf Seite 66 wurde
die Struktur von Regeln als UML-Klassendiagramm illustriert. Diese Struktur soll vollsta¨ndig-
keitshalber als Anforderung spezifiziert werden, wobei bedacht werden muss, dass Replikations-
einheiten identifiziert werden ko¨nnen (siehe Definition 35 auf Seite 65):
Anforderung 16 Struktur von Regeln: Regeln werden Replikationseinheiten zugeordnet und
betreffen genau ein
”
Zielsystem“, d.h. eine Replikationseinheit besitzt mehrere Regeln, die jeweils
fu¨r eine Komponente mit Replikat gelten. Bei einem Schreib- oder Lesezugriff auf ein logisches
Datenobjekt ko¨nnen ggf. eine oder mehrere Replikationseinheiten als Initiator dieses Schreib-
oder Lesezugriffs identifiziert werden.
Bei der Konfiguration von RegRess werden somit Replikationseinheiten definiert, fu¨r die Regeln
spezifiziert werden. Die Replikationseinheiten mu¨ssen bei Schreib- bzw. Lesezugriffen auf logi-
sche Datenobjekte identifizierbar sein, entweder, indem sie als Parameter mitgegeben werden,
oder, indem sie von der zugreifenden Komponente (Client) oder von dem zuzugreifenden Objekt
bestimmt werden. Wenn keine Regeln fu¨r einen Zugriff vorliegen, z.B. weil keine entsprechen-
de Replikationseinheit vorliegt, dann gelten die Startzusta¨nde der jeweiligen Inferenzart (siehe
Anforderungen 1, 6 und 11 in Abschnitt 4.2.4).
Grundsa¨tzlich ist es mo¨glich, dass fu¨r einen Zugriff mehr als eine Replikationseinheit identifi-
ziert werden kann, z.B. weil fu¨r die zugreifende Komponente und fu¨r eine Menge von Objekten,
zu denen das zuzugreifende Objekt geho¨rt, Regeln spezifiziert wurden. In derartigen Fa¨llen
werden alle Regeln der identifizierten Replikationseinheiten bei der Inferenz herangezogen, was
durch nachfolgende Anforderung zum Ausdruck gebracht wird:
Anforderung 17 Aktive Regeln bei einer Inferenz: Bei der Inferenz werden aktive Regeln
beru¨cksichtigt. Die aktiven Regeln sind diejenigen, die zu den fu¨r diesen Zugriff identifizierten
Replikationseinheiten geho¨ren.
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Zwar kann eine Regel aktiv sein, weil sie zu der Replikationseinheit geho¨rt, fu¨r die ein Zugriff
durchgefu¨hrt wird, aber trotzdem unberu¨cksichtigt bleiben, weil sie derzeit nicht gu¨ltig ist. Be-
reits im UML-Klassendiagramm (siehe Abbildung 4.3 auf Seite 66) wurden Gu¨ltigkeitszeiten fu¨r
Regeln attributiert, die in der folgenden Anforderung beru¨cksichtigt werden:
Anforderung 18 Gu¨ltigkeitszeitraum von Regeln: Fu¨r jede Regel kann ein Zeitraum de-
finiert werden, in dem die Regel gu¨ltig ist, d.h. in dem die Regel bei der Inferenz ausgewertet
wird. Der Zeitraum kann sich periodisch wiederholen, z.B. ta¨glich von 10:00 Uhr bis 15:00 Uhr.
Wenn kein Zeitraum angegeben ist, dann ist die Regel immer gu¨ltig.
In Abbildung 4.4 auf Seite 69 wurde die Partitionierung der betroffenen Replikate in synchron
und asynchron zu aktualisierende Replikate gezeigt. Diese Partitionierung beruht darauf, dass
Replikate entweder grundsa¨tzlich synchron oder grundsa¨tzlich asynchron aktualisiert werden
oder wechselfa¨hig in ihrer Aktualisierungsart sind. Daher ko¨nnen diese Zusta¨nde je Replikati-
onseinheit den Replikaten u¨ber Regeln zugeordnet werden:
Anforderung 19 Zustand eines Replikats: Fu¨r die Replikate einer Replikationseinheit kann
ein Zustand gesetzt werden, der angibt, wie die Replikate zu aktualisieren sind bzw. ob sie wech-
selfa¨hig sind. Somit sind mo¨gliche Zusta¨nde: synchron, asynchron oder wechselfa¨hig. Diese
Zusta¨nde ko¨nnen je Replikationseinheit unterschiedlich festgelegt werden. Fu¨r eine Replikations-
einheit ko¨nnen mehrere Zustandsregeln spezifiziert werden, z.B. fu¨r unterschiedliche Zeitra¨ume
werden unterschiedliche Aktualisierungsarten festgelegt. Bei Widerspru¨chen wird der Zustand
synchron gesetzt bzw. bei Widerspruch zwischen wechselfa¨hig und asynchron wird der Zu-
stand wechselfa¨hig gesetzt.
Die Anforderung 19 spielt nur bei der InferenzSynchron (siehe Abschnitt 4.2.4) eine Rolle, also
bei der Partitionierung in synchron und asynchron zu aktualisierende Replikate. Da hier die
Voreinstellung die synchrone Aktualisierung ist, wird bei wechselfa¨higen Replikaten zuna¨chst die
synchrone Aktualisierung angenommen. Erst dann, wenn weitere Regeln einen Wechsel erlauben,
wie z.B. eine periodische Aktualisierung (fachliche Konsistenzbedingung) oder ein Ausfall einer
Komponente mit Replikat (technische Konsistenzbedingung), wird das entsprechende Replikat
asynchron aktualisiert. Angemerkt sei, dass es bei Problemen beim Zugriff auf synchron zu
aktualisierende Replikate zum Abbruch des Zugriffs kommt, wa¨hrend bei Problemen bei der
asynchronen Aktualisierung der Zugriff zu einem spa¨teren Zeitpunkt wiederholt werden kann.
Fachliches Wissen des Anwendungsbereichs erlaubt unter Umsta¨nden, dass Replikate veralten
du¨rfen. Ha¨ufig ist dabei interessant, in irgendeiner Form Grenzen fu¨r die Veralterung festzule-
gen. Hierfu¨r wurden in Abschnitt 3.2.3 verschiedene abgeschwa¨chte Konsistenzbegriffe aus der
entsprechenden Literatur vorgestellt, die an dieser Stelle aufgegriffen werden sollen. Um sol-
che Grenzen der Veralterung einzuhalten, wa¨re es nach [ABGMA88] no¨tig,
”
gleichzeitig“ zu
der Transaktion, die die U¨berschreitung der Grenze bewirkt, die ausgelassenen A¨nderungen zu-
mindest in der Form nachzuholen, dass die Grenze wieder eingehalten wird. Zwar ist dieses
”
gleichzeitige“ Nachholen von ausgelassenen A¨nderungen im Rahmen einer verteilten ACID-
Transaktion (siehe Abschnitt 2.2.1) mo¨glich, bedeutet aber erho¨hten Aufwand und insbesondere
die Gefahr von Transaktionsabbru¨chen.
Wenn das
”
gleichzeitige“ Nachholen von ausgelassenen A¨nderungen bei U¨berschreitung der
Grenze nicht angewendet wird, dann mu¨ssen die entsprechenden Replikate ungu¨ltig gesetzt
werden, damit die spezifizierte Konsistenz gewa¨hrleistet bleibt. Weil z.B. bei dem Abstands-
maß
”
Wertdifferenz“ eine lokale Komponente mit veraltetem Replikat nicht alleine entscheiden
kann, ob die Grenze erreicht bzw. u¨berschritten ist, kann das entsprechende Replikat nicht lokal
ungu¨ltig gesetzt werden, ohne sich mit einem aktuellen Replikat abzustimmen. In [ABGMA88]
wird daher zusa¨tzlich eine Kommunikation von so genannten
”
Nullnachrichten“ eingefu¨hrt, mit
der die Erreichbarkeit von Komponenten u¨berpru¨ft wird. Bei U¨berschreiten einer bestimmten
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Verzo¨gerung (delay) wird von einem Ausfall ausgegangen, der zusa¨tzlich bei einem Zugriff auf
das veraltete Replikat angezeigt wird, sodass der Client dann u¨ber die Gu¨ltigkeit der gelesenen
Daten selbst entscheiden kann.
Bei der aktuellen Version von RegRess soll auf jeglichen Aufwand verzichtet werden, das U¨ber-
schreiten von Grenzen fu¨r die Veralterung der Replikate zu verhindern oder kenntlich zu machen.
Entsprechende Erweiterungen werden im Ausblick diskutiert (siehe Kapitel 9). Die nachfolgen-
den Anforderungen, mit denen die Veralterung von Replikaten ermo¨glicht wird und eine Grenze
fu¨r das Alter festgelegt werden kann, dienen der asynchronen Aktualisierung zur Bestimmung,
ob die ausgelassenen A¨nderungen eines Replikats derzeit nachgeholt werden sollen oder nicht,
d.h. die InferenzAsynchron liefert erst bei U¨berschreitung der Grenze, dass der Schreibzugriff
durchzufu¨hren ist. Wenn nun die Aktualisierung des veralteten Replikats scheitert und anschlie-
ßend Lesezugriffe auf das Replikat folgen, dann liegt eine Verletzung der Altersgrenze vor. Wie
bereits erwa¨hnt, soll diese Verletzung toleriert werden, weil ansonsten die entsprechenden Re-
plikate ungu¨ltig gesetzt werden mu¨ssten.
In [ABGMA88] wurden so genannte Koha¨renzbedingungen definiert, mit denen der zula¨ssige
Abstand eines Replikats gegenu¨ber einem aktuellen Replikat spezifiziert werden kann (siehe
Definition 22 auf Seite 37). Dabei wird zwischen einer Zeitdifferenz, einem Versionsabstand
und einer Wertdifferenz unterschieden. Derartige Koha¨renzbedingungen sollen auch bei der hier
vorgestellten Replikationsstrategie RegRess beru¨cksichtigt werden:
Anforderung 20 Koha¨renzbedingungen: In Form eines zeitlichen Abstands, eines Versions-
abstands und/oder einer Wertdifferenz ko¨nnen Koha¨renzbedingungen spezifiziert werden, mit der
die Veralterung von Replikaten gegenu¨ber einem aktuellen Replikat des selben logischen Objekts
festgelegt werden kann. Liegen fu¨r ein wechselfa¨higes Replikat Koha¨renzbedingungen vor, wird
bei der InferenzSynchron das Replikat den asynchron zu aktualisierenden Replikaten zugeordnet.
Wenn eine Koha¨renzbedingung bei der InferenzAsynchron verletzt ist, d.h. wenn eine zula¨ssige
Grenze fu¨r das Alter u¨berschritten ist, dann werden ausgelassene Aktualisierungen nachgeholt.
Bei Snapshots [AL80] wird kein Abstandsmaß spezifiziert, sondern es werden Aktualisierungs-
zeitpunkte festgelegt (siehe Definition 23 auf Seite 37), wobei die zeitversetzte Aktualisierung
entweder periodisch oder ereignisgesteuert erfolgt. Eine ereignisorientierte Aktualisierung wird
an dieser Stelle nicht betrachtet, weil hierfu¨r keine Inferenz no¨tig ist, sondern eine entsprechende
Funktionalita¨t des Replikationsmanagers. Somit verbleibt die Forderung nach einer periodischen
Aktualisierung:
Anforderung 21 Periodische Aktualisierung: Fu¨r das Nachholen von ausgelassenen Ak-
tualisierungen ko¨nnen periodische Zeitpunkte festgelegt werden. Wechselfa¨hige Replikate, fu¨r die
eine periodische Aktualisierung spezifiziert ist, werden bei der InferenzSynchron den asynchron
zu aktualisierenden Replikaten zugeordnet.
Wenn Replikate, fu¨r die Koha¨renzbedingungen oder eine periodische Aktualisierung festgelegt
ist, zwingend synchron zu aktualisieren sind (siehe Anforderung 19 auf Seite 86), dann liegt
ein Konflikt vor. Die Reaktion auf Konflikte ist durch Anforderung 5 auf Seite 80 geregelt.
Neben diesen abgeschwa¨chten Konsistenzbegriffen werden in Abschnitt 3.2.3 Session-Garantien
(siehe Definition 21 auf Seite 36) vorgestellt. Hierauf kann bei RegRess verzichtet werden, weil
derartige Garantien durch geeignete Regeln abgebildet werden ko¨nnen, z.B. kann fu¨r Lesezugriffe
eine bestimmte Konsistenz gefordert werden (siehe unten).
Weiterhin werden in Abschnitt 3.2.3 abgeschwa¨chte Konsistenzbegriffe vorgestellt, die die
”
Da-
tenfrische“ bzw. die
”
probabilistische Konsistenz“ betreffen. Wa¨hrend z.B. bei den Koha¨renzbe-
dingungen bestimmte Replikate aktualisiert werden mu¨ssen, na¨mlich die veralteten Replikate,
die die zula¨ssige Grenze u¨berschritten haben, ko¨nnen bei der
”
Datenfrische“ oder der
”
pro-
babilistischen Konsistenz“ beliebige Aktualisierungen nachgeholt werden, um wieder in einen
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tolerierbaren Bereich zu gelangen. Beispielsweise wird die Frische einer replizierten Datenbank
(siehe Definition 26 auf Seite 38) dadurch verbessert, dass irgendwelche ausgelassene Aktuali-
sierungen nachgeholt werden, obwohl ein bestimmtes Replikat beliebig veralten kann.
Eine Analogie bei RegRess ist die Anzahl an Auftra¨gen in der Replica Queue. Je mehr Auftra¨ge
in der Replica Queue anstehen, d.h. je gro¨ßer die Anzahl an ausgelassenen Aktualisierungen, de-
sto gro¨ßer die Inkonsistenz bzw. die Frische der Datenbank. Die U¨berschreitung einer bestimmten
Anzahl an Auftra¨gen kann zum Anlass fu¨r das Nachholen der Aktualisierungen genommen wer-
den. Bei RegRess wird die gewa¨hrleistete Konsistenz in Form eines Konsistenzgrades gemessen
(siehe Abschnitt 4.3.3), auf den folgende Forderung zielt:
Anforderung 22 Konsistenzgradbedingung: Es kann eine Grenze fu¨r den Konsistenzgrad
festgelegt werden. Wird die Grenze unterschritten, dann werden ausgelassene Aktualisierungen
nachgeholt.
Sowohl bei den Koha¨renzbedingungen, bei der periodischen Aktualisierung als auch bei der
Konsistenzgradbedingung kann festgelegt werden, ob alle Auftra¨ge oder nur ein Auftrag aus der
Replica Queue bearbeitet werden. Die Konsistenzgradbedingung hat jedoch keinen Einfluss auf
die InferenzSynchron, weil sie keine Bedeutung fu¨r einzelne Replikate hat, sondern fu¨r die ge-
samte Datenbank. Hieru¨ber wird ausschließlich der Zeitpunkt fu¨r die asynchrone Aktualisierung
gesteuert.
Wa¨hrend mit den oben genannten fachlichen Konsistenzbedingungen die Aktualisierung von
Replikaten gesteuert wird, ob bei der synchronen oder asynchronen Aktualisierung, kann bei
RegRess auch die Menge der Replikate fu¨r einen Lesezugriff auf Grund anwendungsbezogenen
Wissens beeinflusst werden. Analog zur Replikationsstrategie FAS (siehe Abschnitt 3.4.2), bei der
eine Grenze fu¨r die Datenfrische der Replikate fu¨r den Lesezugriff vorgegeben werden kann, ist
bei RegRess eine Spezifikation der tolerierbaren Konsistenz bzw. Inkonsistenz bei Lesezugriffen
mo¨glich. Die tolerierbare Inkonsistenz, die ein Replikat aufweisen darf, bezieht sich dabei auf
den Abstand zu einem aktuellen Replikat des selben logischen Objekts, d.h. es handelt sich um
Koha¨renzbedingungen fu¨r Lesezugriffe (vergleiche Anforderung 20), die in folgender Anforderung
zum Ausdruck gebracht sind:
Anforderung 23 Lesen veralteter Daten: Lesezugriffe auf veraltete Daten werden toleriert.
Fu¨r das Alter der zu lesenden Daten ko¨nnen Koha¨renzbedingungen festgelegt werden, d.h. es
kann eine Grenze in Form eines zeitlichen Abstands, eines Versionsabstands und/oder einer
Wertdifferenz des zu lesenden Replikats gegenu¨ber einem aktuellen Replikat des selben logischen
Objekts festgelegt werden.
In Abschnitt 4.2.3 ist die Koordination von Lesezugriffen bei RegRess spezifiziert. Dabei wurde
diskutiert, dass auch das Lesen eines beliebigen Replikats, insbesondere eines lokalen Replikats,
erlaubt ist. In diesem Fall ist beim Lesen keine Einschra¨nkung hinsichtlich des Alters des Re-
plikats mo¨glich. Es kann bestenfalls abgescha¨tzt werden, wie veraltet das Replikat ist, wofu¨r die
festgelegten Bedingungen fu¨r Aktualisierungen herangezogen werden mu¨ssen. Wenn der Lese-
zugriff u¨ber einen Replikationsmanager erfolgt, der RegRess implementiert, dann ko¨nnen auch
Koha¨renzbedingungen fu¨r Lesezugriffe beru¨cksichtigt werden.
4.3.2. Technische Konsistenzbedingungen
In diesem Abschnitt werden technische Konsistenzbedingungen in Form von Anforderungen
festgelegt, die RegRess die Reaktion auf Zustandsa¨nderungen des zugrunde liegenden verteilten
Systems erlaubt. Mit den in Abschnitt 4.3.1 vorgestellten fachlichen Konsistenzbedingungen
kann Anwendungswissen in der Form beru¨cksichtigt werden, dass im Wesentlichen das Alter
der Replikate direkt beeinflusst wird. Die technischen Konsistenzbedingungen zielen z.B. auf
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Verfu¨gbarkeit und Performance. Sie beeinflussen das Alter von Replikaten nur indirekt, na¨mlich
dann, wenn auf Grund technischer Umsta¨nde eine asynchrone Aktualisierung erlaubt wird.
Aus Sicht eines Replikationsmanagers, der einen Schreib- oder Lesezugriff auf ein Replikat
durchfu¨hren mo¨chte, ist die Konsequenz eines Rechnerausfalls oder einer Netzpartitionierung
gleich, na¨mlich auf das Replikat kann nicht zugegriffen werden, es ist nicht verfu¨gbar. Bei einem
Lesezugriff kann ggf. auf ein anderes Replikat zugegriffen werden und bei der asynchronen Ak-
tualisierung kann der Schreibzugriff spa¨ter nachgeholt werden. Wenn der Schreibzugriff auf ein
Replikat allerdings bei der synchronen Aktualisierung innerhalb der synchronisierten Transak-
tion fehlschla¨gt, dann muss im Allgemeinen die Transaktion abgebrochen werden. Bei RegRess
kann die Transaktion ggf. wiederholt werden, wobei dann das synchron zu aktualisierende Re-
plikat den asynchron zu aktualisierenden Replikaten zugeordnet wird:
Anforderung 24 Verfu¨gbarkeit: Ein Replikat, das bei einer synchronen Aktualisierung nicht
verfu¨gbar ist, d.h. auf dem kein Schreibzugriff durchgefu¨hrt werden kann, wird asynchron aktua-
lisiert, wenn es sich um ein wechselfa¨higes Replikat handelt.
Die synchrone Aktualisierung erfolgt in einer synchronisierten Transaktion, d.h. die jeweiligen
lokalen Teiltransaktionen mu¨ssen sich u¨ber den Ausgang der Transaktion abstimmen (siehe
Abschnitt 2.2.3). Diese Koordination ist mit Aufwand verbunden. Insbesondere richtet sich die
Verarbeitungsgeschwindigkeit im Allgemeinen nach dem langsamsten Teilnehmer der verteilten
Transaktion. Wenn nun durch den langsamsten Teilnehmer die Transaktion zu stark verzo¨gert
wird, kann eine asynchrone Aktualisierung des entsprechenden Replikats sinnvoll sein. Hierdurch
ist die folgende Anforderung motiviert:
Anforderung 25 Performance bei Schreibzugriffen: Wenn die Performance einer Kom-
ponente mit Replikat einen Schwellwert u¨berschreitet, dann kann bei der synchronen Aktualisie-
rung ein wechselfa¨higes Replikat dieser Komponente asynchron aktualisiert werden, bzw. dann
kann bei der asynchronen Aktualisierung ein Replikat dieser Komponente spa¨ter aktualisiert
werden.
Die Beru¨cksichtigung der Performance erfolgt auch bei Lesezugriffen. Bei RegRess kann ein
Client eine bestimmte Performance fu¨r den Lesezugriff fordern, wobei zusa¨tzlich Konsistenz-
bedingungen angegeben werden ko¨nnen. Damit ist es z.B. mo¨glich, zwar nicht das aktuellste
Replikat zu erhalten, aber die Daten schnell zur Verfu¨gung zu haben. Die geforderte Perfor-
mance wird dabei allerdings nicht zugesichert, sondern es werden Replikate fu¨r den Lesezugriff
bestimmt, die bei vorhergehenden Lesezugriffen die Kriterien erfu¨llt haben. Diese Mo¨glichkeit
wird durch folgende Anforderung gegeben:
Anforderung 26 Performance bei Lesezugriffen: Bei einem Lesezugriff kann eine
”
per-
formante“ Komponente mit Replikat fu¨r den Lesezugriff auf ein Replikat ausgewa¨hlt werden.
Ggf. kann zusa¨tzlich eine Konsistenzbedingung beru¨cksichtigt werden.
Ein anderer Aspekt, der zu unterschiedlicher Reaktion bei Zugriffen fu¨hren kann, ist die Daten-
gro¨ße. Wenn z.B. ein logisches Objekt und damit die zugeho¨rigen Replikate eine vorgegebene
Datengro¨ße u¨berschreiten, dann kann bei der synchronen Aktualisierung eine andere Partitio-
nierung besser geeignet sein als bei eher kleinen Objekten. A¨hnliche Reaktionen sind bei der
asynchronen Aktualisierung, bei der z.B. gro¨ßere Objekte spa¨ter bearbeitet werden, oder bei
Lesezugriffen, bei denen z.B. in Abha¨ngigkeit der Datengro¨ße unterschiedliche Replikate gewa¨hlt
werden, denkbar. Somit wird nachfolgende Anforderung allgemein formuliert:
Anforderung 27 Datengro¨ße: Bei der Definition von Regeln soll die Dateigro¨ße beru¨cksich-
tigt werden ko¨nnen.
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Bereits in den ersten Versionen von RegRess (siehe z.B. [NHHT03]) wurde einbezogen, dass
eine synchrone Aktualisierung gefordert werden kann, wenn zu viele Schreib-/SchreibkonflikteR
oder Schreib-/LesekonflikteR auftreten. Bei der hier vorgestellten Version von RegRess werden
Schreib-/SchreibkonflikteR vermieden (siehe Abschnitt 4.2.2), sodass sich die nachfolgende An-
forderung auf Schreib-/LesekonflikteR bezieht:
Anforderung 28 Konfliktbedingung: Wenn die Anzahl der Schreib-/LesekonflikteR eine vor-
gegebene Grenze u¨berschreitet, dann wird ein wechselfa¨higes Replikat synchron aktualisiert.
Bei der Anforderung 28 ist zu beachten, dass die Anzahl der Schreib-/LesekonflikteR geza¨hlt
werden muss. Insbesondere wenn ein Zugriff auf ein lokales Replikat unter Umgehung des Repli-
kationsmanagers erlaubt ist, ko¨nnen Schreib-/LesekonflikteR nur festgestellt werden, wenn sich
die Komponenten mit Replikat und der Replikationsmanager austauschen. Außerdem darf ein
Replikat nur dann synchron aktualisiert werden, wenn kein Auftrag fu¨r dieses Replikat in der
Replica Queue ansteht, weil ansonsten die Chronologie verletzt wu¨rde. In diesem Fall wird die
(Teil-)Transaktion abgebrochen (siehe Zeile 9 des Listings 4.1 auf Seite 71).
In Abschnitt 4.2.4 wird die Inferenz bei Schreib- und Lesezugriffen vorgestellt, wobei insbe-
sondere ein eindeutiges Ergebnis der Inferenz verlangt wird. In den Anforderungen 5, 10 und
15 wird die Reaktion auf widerspru¨chliche Regeln derart festgelegt, dass entweder ein Stan-
dardwert geliefert wird oder dass der Widerspruch mittels Regeln gelo¨st wird. Widerspru¨chliche
Regeln ko¨nnen bei fachlichen und/oder technischen Konsistenzbedingungen auftreten, die durch
folgende Anforderung behandelbar werden:
Anforderung 29 Regelung von Widerspru¨chen: Widerspru¨chliche Regeln, d.h. Regeln mit
kontra¨ren Aktionen, ko¨nnen durch Regeln behandelt werden.
Auch mit der Anforderung 29 wird die Konsistenz von RegRess beeinflusst, weil z.B. durch eine
Widerspruchsregel entweder die sta¨rkere oder schwa¨chere Konsistenzbedingung gewa¨hlt wird.
Die Behandlung von Widerspru¨chen wird in Abschnitt 5.3 erla¨utert. Eine Art der Behandlung
von widerspru¨chlichen Regeln ist die Verwendung von Priorita¨ten, wodurch folgende Anforde-
rung motiviert ist
Anforderung 30 Vergabe von Priorita¨ten fu¨r Regeln: Um widerspru¨chliche Regeln mittels
Prisorisierung behandeln zu ko¨nnen, soll die Vergabe von Priorita¨ten fu¨r Regeln in Form von
natu¨rlichen Zahlen mo¨glich sein, wobei gilt: Je ho¨her der Wert, desto ho¨her die Priorita¨t. Wenn
keine Priorita¨t explizit vergeben wird, dann wird der Priorita¨tswert null angenommen.
Eine tabellarische U¨bersicht u¨ber alle Anforderungen an das regelbasierte System bzw. die Re-
gelsprache befindet sich in Anhang B.
4.3.3. Konsistenzgrad von RegRess
Das Wesen einer Replikationsstrategie wird durch das verwendete Korrektheitskriterium bzw.,
hier synonym, durch die gewa¨hrleistete Konsistenz bestimmt. Nach Definition 10 auf Seite 31
koordiniert eine Replikationsstrategie die Zugriffe auf die Replikate unter Verwendung eines
bestimmten Korrektheitskriteriums. In Abschnitt 4.2.5 wird erla¨utert, dass die in dieser Dis-
sertation vorgestellte Replikationsstrategie RegRess das Korrektheitskriterium
”
Letztendliche
Konsistenz“ erfu¨llt. Das Lesen veralteter Daten wird toleriert, d.h. Schreib-/LesekonflikteR (sie-
he Definition 15 auf Seite 33) ko¨nnen auftreten, und Schreib-/SchreibkonflikteR werden durch
Sperrmechanismen verhindert. Durch die chronologische Verarbeitung von A¨nderungen wird so-
mit erreicht, dass jedes Replikat eines logischen Objekts, das alle A¨nderungen empfangen hat,
letztendlich den gleichen Wert speichert.
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Die letztendliche Konsistenz wird bei RegRess durch die Protokolle fu¨r Schreib- und Lese-
zugriffe gesichert, die in Abschnitt 4.2 spezifiziert sind. Es werden tempora¨re Inkonsistenzen
erlaubt, die aber nur in so weit quantifizierbar sind, dass sie nach Abschluss aller Propagierun-
gen aufgelo¨st werden. Genauere Aussagen zu der gewa¨hrleisteten Konsistenz, d.h. u¨ber das Alter
der Replikate, ko¨nnen u¨ber die fachlichen und technischen Konsistenzbedingungen erfolgen, die
in den Abschnitten 4.3.1 und 4.3.2 festgehalten sind. Wenn bei den Konsistenzbedingungen z.B.
ausschließlich Koha¨renzbedingungen (siehe Anforderung 20 auf Seite 87) formuliert werden, dann
ist das Alter der Replikate durch die entsprechenden Abstandsmaße fu¨r die Zeitdifferenz, dem
Versionsabstand bzw. der Wertdifferenz begrenzt. In [YV02] wird fu¨r diese drei Dimensionen ein
Abstandsvektor definiert.
Neben den Koha¨renzbedingungen gibt es bei RegRess weitere Bedingungen, mit denen die
Konsistenz beeinflusst wird. Insbesondere die technischen Konsistenzbedingungen wie z.B. die
Anforderung fu¨r die Performance (siehe Anforderung 25 auf Seite 89) ko¨nnen eine Veralterung
der Replikate bewirken, die auf den Zustand der beteiligten Systeme basieren und damit schwerer
vorhersagbar sind. Eine Grenze fu¨r das Alter kann dann dadurch festgelegt werden, dass entspre-
chende Regeln spezifiziert werden, wie z.B. Widerspruchsregeln, die die Koha¨renzbedingungen
gegenu¨ber technischen Konsistenzbedingungen priorisieren. Ohne eine derartige Priorisierung
ko¨nnen Replikate theoretisch beliebig veralten, wobei unter
”
normalen Umsta¨nden“, d.h. z.B.
keine endlose Netzpartitionierung, die asynchrone Aktualisierung ausgelassene Aktualisierungen
nachholt und somit letztendlich fu¨r einen konsistenten Zustand sorgt.
In Abschnitt 3.2.3 wurden verschiedene abgeschwa¨chte Konsistenzbegriffe vorgestellt, die ent-
weder auf einzelne Replikate im Sinne von Abstandsmaßen oder auf die gesamte replizierte
Datenbank abstellen. Im letzten Fall werden entweder die Absta¨nde der einzelnen Replikate
aufaddiert und gemittelt oder eine Quote berechnet. Wie bereits erwa¨hnt, kann dadurch die
gewa¨hrleistete Konsistenz bzw. das Korrektheitskriterium einer Replikationsstrategie genauer
quantifiziert werden. Außerdem hilft die genauere Bestimmung der Konsistenz dabei, einen op-
timalen Kompromiss hinsichtlich der Zielkonflikte Konsistenz, Verfu¨gbarkeit und Performance
zu finden (siehe Abschnitt 3.1).
Auch bei RegRess liegt die Priorita¨t nicht zwingend auf der Konsistenz, sondern mittels Regeln
kann eine geeignete Abstimmung hinsichtlich der Replikationsziele erreicht werden (siehe Ab-
schnitt 4.4). Um eine fu¨r RegRess geeignete Metrik fu¨r Konsistenz zu erhalten, wird in diesem
Abschnitt der abgeschwa¨chte Konsistenzbegriff
”
Konsistenzgrad“ eingefu¨hrt. Der Konsistenz-
grad ist ein normierter, reeller Wert im Bereich [0..1], wobei der Wert 1 Konsistenz meint und
kleiner werdende Werte abnehmende Konsistenz widerspiegeln. Die Ermittlung des Konsistenz-
grades erfolgt entweder durch eine Messung am realen System oder durch eine Prognose, mit
der eine Vorhersage des Konsistenzverhaltens von RegRess erreicht wird. Die Prognose basiert
entweder auf eine Simulation oder wird mittels stochastischem Modell berechnet. Somit ist der
restliche Abschnitt wie folgt gegliedert:
• Gemessener Konsistenzgrad
• Simulierter Konsistenzgrad
• Berechneter Konsistenzgrad
Gemessener Konsistenzgrad
Unabha¨ngig davon, welche konkreten Konsistenzbedingungen bei RegRess formuliert sind, la¨sst
sich zumindest zur Laufzeit das Alter der Replikate einfach mittels der Replica Queue ermitteln:
Bei der Zeit- bzw. Wertdifferenz wird ein Replikat R mit dem letzten Auftrag der Replica Queue,
das R a¨ndert, verglichen (bei der Zeitdifferenz muss ein Zeitstempel fu¨r R mitgefu¨hrt werden).
Der Versionsabstand kann ausschließlich u¨ber die Anzahl Auftra¨ge eines Replikats in der Replica
Queue errechnet werden, d.h. es wird kein Zugriff auf das lokale Replikat oder das Fu¨hren von
Protokolldaten beno¨tigt. Der Versionsabstand ist hier wie folgt definiert (zur Notation siehe
Abschnitt 4.1.2):
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Definition 38 Versionsabstand: Die Versionsnummer v(Rok, t) eines Replikats R
o
k, das auf
der k-ten Komponente mit Replikat lokalisiert ist und zum o-ten logischen Objekt geho¨rt, zum
Zeitpunkt t ist die Anzahl der Schreibzugriffe auf dieses Replikat Rok bis einschließlich zum Zeit-
punkt t. Der Versionsabstand δ(Rok, t) eines Replikats R
o
k zum Zeitpunkt t ist die Differenz der
Versionsnummer eines aktuellen Replikats des o-ten logischen Objekts zum Replikat Rok:
δ(Rok, t) = v(R
o
a, t)− v(R
o
k, t)
mit Roa ist zum Zeitpunkt t ein aktuelles Replikat.
Die Versionsnummer ist ein Za¨hler fu¨r die Schreibzugriffe, die auf ein Replikat durchgefu¨hrt
werden, d.h. es handelt sich um eine natu¨rliche Zahl. Weil bei RegRess an jedes Replikat alle
A¨nderungen propagiert werden, hat ein aktuelles Replikat des logischen Objekts O die ho¨chste
Versionsnummer aller Replikate, die zu O geho¨ren. Damit ist der Versionsabstand eine natu¨rliche
Zahl inklusive der Null, also δ ∈ N0. Aktuelle Replikate haben den Versionsabstand δ = 0 und
veraltete Replikate haben einen positiven Versionsabstand δ > 0. Der Versionsabstand eines
veralteten Replikats kann bei RegRess der Replica Queue entnommen werden, denn er ist die
Anzahl an Auftra¨gen in der Replica Queue, die dieses Replikat schreiben. Sei a(Rok, t) die Anzahl
Auftra¨ge in der Replica Queue fu¨r Replikat Rok zum Zeitpunkt t, dann gilt:
δ(Rok, t) = a(R
o
k, t)(4.4)
Mit Hilfe des Versionsabstands wird nun ein normierter Konsistenzbegriff definiert, na¨mlich der
Konsistenzgrad eines Replikats. Fu¨r die Normierung wird eine Hyperbelfunktion genutzt, die
den Versionsabstand beinhaltet:
Definition 39 Konsistenzgrad eines Replikats: Der Konsistenzgrad KGRep(R
o
k, t) eines
Replikats Rok zum Zeitpunkt t ist definiert als:
KGRep(R
o
k, t) =
1
1 + δ(Rok, t)
Der Konsistenzgrad eines Replikats KGRep liegt somit im Bereich [0..1]. Ein aktuelles Replikat
ist konsistent und hat den Konsistenzgrad 1. Je a¨lter ein Replikat, desto gro¨ßer wird der Versi-
onsabstand und desto kleiner wird der Konsistenzgrad. Die Verwendung einer Hyperbelfunktion
zur Normierung bietet den Vorteil, dass bei großen Versionsabsta¨nden eine weitere Vergro¨ße-
rung des Versionsabstandes den Konsistenzgrad KGRep(R
o
k, t) weniger vera¨ndert als bei kleinen
Versionsabsta¨nden. Dies kann derart ausgelegt werden, dass z.B. eine Vergro¨ßerung des Versions-
abstandes von eins auf zwei schwerer wiegt als eine Vergro¨ßerung von 100 auf 101. Der Nachteil
des Konsistenzgrades KGRep(R
o
k, t) liegt darin, dass der Wert schwerer zu interpretieren ist, als
z.B. der Versionsabstand δ(Rok, t).
Anstelle des Versionsabstands ko¨nnte in der Definition 39 auch eine andere Abstandsfunktion
verwendet werden, die z.B. die Zeitdifferenz und/oder die Wertdifferenz beru¨cksichtigt. Auch eine
eindimensionale Abstandsfunktion aus einem dreidimensionalen Konsistenzvektor, der Zeitdif-
ferenz, Versionsabstand und Wertdifferenz beinhaltet (siehe [YV02]), ko¨nnte verwendet werden.
Zusa¨tzlich ko¨nnte ein Gewichtsfaktor zur Abstandsfunktion eingefu¨hrt werden, um die Hyperbel
zu
”
strecken“ und damit das Fallen der Konsistenzgrad-Funktion zu beeinflussen. Wie bereits
erwa¨hnt, ist bei RegRess die Ermittlung des Versionsabstands u¨ber die Replica Queue besonders
einfach. Mit der Gleichung 4.4 la¨sst sich der Konsistenzgrad eines veralteten Replikats wie folgt
berechnen:
KGRep(R
o
k, t) =
1
1 + a(Rok, t)
(4.5)
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Analog zu der Frische einer replizierten Datenbank (siehe Definition 26 auf Seite 38), die mittels
der Frische der Replikate berechnet wird, kann ein Konsistenzgrad einer replizierten Datenbank
auf Basis der Konsistenzgrade der beteiligten Replikate definiert werden. Laut Annahme (siehe
Abschnitt 4.1.1) wird von einer voll-replizierten Datenbank mit dem Replikationsgrad n ausge-
gangen, d.h. es existieren n Komponenten mit Replikat. Wenn nun m logische Objekte vorliegen,
dann gibt es insgesamt n ·m Replikate, die in folgender Definition aufaddiert werden:
Definition 40 Konsistenzgrad einer voll-replizierten Datenbank: Der Konsistenzgrad
KGDB(t) einer voll-replizierten Datenbank zum Zeitpunkt t ist definiert als:
KGDB(t) =
1
n ·m
n∑
k=1
m∑
o=1
KGRep(R
o
k, t)
mit n = Replikationsgrad (= Anzahl Komponenten), m = Anzahl logischer Objekte
Wie oben erwa¨hnt, ist der Konsistenzgrad schwerer zu interpretieren als der Versionsabstand.
Daher soll hier auch ein Versionsabstand fu¨r eine voll-replizierte Datenbank angegeben werden,
der analog zum Konsistenzgrad durch Mittelung berechnet wird:
Definition 41 Versionsabstand einer voll-replizierten Datenbank: Der Versionsabstand
VDB(t) einer voll-replizierten Datenbank zum Zeitpunkt t ist definiert als:
VDB(t) =
1
n ·m
n∑
k=1
m∑
o=1
δ(Rok, t)
mit n = Replikationsgrad (= Anzahl Komponenten), m = Anzahl logischer Objekte
Um die Frische einer replizierten Datenbank u¨ber einen Zeitraum zu berechnen, wird in [CGM00]
die Frischefunktion u¨ber den Zeitraum integriert. Auch der Konsistenzgrad eines Zeitraums,
ob fu¨r ein Replikat oder fu¨r die voll-replizierte Datenbank, kann durch Integration u¨ber den
gewu¨nschten Zeitraum definiert werden. Bei einem gemessenen Konsistenzgrad werden jedoch
eher l Messungen in dem Zeitraum t1 bis tl durchgefu¨hrt, die gemittelt werden:
KGDB =
1
n ·m · l
n∑
k=1
m∑
o=1
l∑
i=1
KGRep(R
o
k, ti), im Zeitraum t1 bis tl(4.6)
bzw. analog fu¨r den Versionsabstand:
VDB =
1
n ·m · l
n∑
k=1
m∑
o=1
l∑
i=1
δ(Rok, t), im Zeitraum t1 bis tl(4.7)
In Gleichung 4.6 werden zuna¨chst mit dem rechten Summenzeichen die l gemessenen Konsistenz-
grade eines Replikats Rok aufaddiert. Mit dem Faktor
1
l
erha¨lt man den mittleren Konsistenzgrad
des Replikats. Durch das mittlere Summenzeichen werden die mittleren Konsistenzgrade aller
Replikate einer lokalen Datenbank bzw. einer Komponente mit Replikat aufaddiert. Mit dem
Faktor 1
m
erha¨lt man dann den mittleren Konsistenzgrad einer Komponente mit Replikat. Diese
werden durch das erste Summenzeichen fu¨r jede Komponente mit Replikat aufaddiert, sodass
man mit dem Faktor 1
n
den mittleren Konsistenzgrad der voll-replizierten Datenbank im Zeit-
raum t1 bis tl erha¨lt.
Um den Konsistenzgrad einer voll-replizierten Datenbank zu berechnen, mu¨ssen nicht die Kon-
sistenzgrade aller Replikate berechnet werden, weil der Konsistenzgrad aller aktuellen Replikate
gleich 1 ist und der Konsistenzgrad der veralteten Replikate sich u¨ber die Replica Queue bestim-
men la¨sst (siehe Gleichung 4.5). Sei zv(t) die Anzahl veralteter Replikate zum Zeitpunkt t, d.h.
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es gibt zv(t) unterschiedliche Replikate zum Zeitpunkt t, fu¨r die Auftra¨ge in der Replica Queue
stehen, dann berechnet sich zum Zeitpunkt t die Anzahl za(t) der aktuellen Replikate bei einem
Replikationsgrad von n und m logischen Objekten wie folgt:
za(t) = n ·m− zv(t)(4.8)
Weiterhin sei ai(t), i = 1, 2, ..zv(t) die Anzahl der Auftra¨ge in der Replica Queue eines veralteten
Replikats Rok, k = 1, 2, .., n, o = 1, 2, .., m. Wenn ai(t) die Auftra¨ge fu¨r R
o
k und aj(t) die Auftra¨ge
fu¨r Rpl za¨hlt und i 6= j ist, dann gilt: k 6= l ∨ o 6= p. Die ai(t) geben also zum Zeitpunkt t
den Versionsabstand fu¨r paarweise verschiedene, veraltete Replikate an (siehe Gleichung 4.4).
Außerdem decken die ai(t) die gesamten Auftra¨ge ab, d.h. wenn x(t) die Anzahl aller Auftra¨ge
in der Replica Queue zum Zeitpunkt t ist, dann gilt:
x(t) =
zv(t)∑
i=1
ai(t)(4.9)
Allgemein kann der Konsistenzgrad eines Replikats Rok, k = 1, 2, .., n, o = 1, 2, .., m zum Zeit-
punkt t wie folgt ausgedru¨ckt werden, wenn ai(t), i = 1, 2, .., zv(t) die Anzahl der Auftra¨ge in
der Replica Queue fu¨r veraltete Replikate ist (siehe Gleichung 4.5):
KGRep(R
o
k, t) =


1
1 + ai(t)
1
Rok zum Zeitpunkt t veraltet
Rok zum Zeitpunkt t aktuell
(4.10)
Von den n ·m Replikaten sind zum Zeitpunkt t genau za(t) Replikate aktuell und zv(t) Replikate
veraltet. Daher gilt fu¨r die Summe der Konsistenzgrade aller Replikate:
n∑
k=1
m∑
o=1
KGRep(R
o
k, t) = za(t) +
zv(t)∑
i=1
1
1 + ai(t)
(4.11)
Der Konsistenzgrad einer voll-replizierten Datenbank (siehe Definition 40) kann nun mit der
Gleichung 4.11 allein durch die Anzahl der Auftra¨ge fu¨r verschiedene, veraltete Replikate be-
rechnet werden:
KGDB(t) =
1
n ·m
n∑
k=1
m∑
o=1
KGRep(R
o
k, t)(4.12)
=
1
n ·m
(za(t) +
zv(t)∑
i=1
1
1 + ai(t)
)
=
1
n ·m
(n ·m− zv(t) +
zv(t)∑
i=1
1
1 + ai(t)
)
= 1−
1
n ·m
(zv(t)−
zv(t)∑
i=1
1
1 + ai(t)
)
= 1−
1
n ·m
zv(t)∑
i=1
(1−
1
1 + ai(t)
)
= 1−
1
n ·m
zv(t)∑
i=1
ai(t)
1 + ai(t)
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Der Ausdruck ai(t)/(1 + ai(t)) kann als ”
Inkonsistenzgrad“ aufgefasst werden, d.h. umgekehrt
zum Konsistenzgrad ist ein Replikat umso inkonsistenter, je na¨her der Wert bei 1 liegt. Diese
Inkonsistenzen werden in der Gleichung 4.12 aufaddiert und u¨ber alle n ·m Replikate gemittelt.
Der so ermittelte Inkonsistenzanteil wird dann vom Konsistenzwert 1 subtrahiert, um den Kon-
sistenzgrad der voll-replizierten Datenbank zu erhalten. Analog zur Gleichung 4.6 kann u¨ber die
”
Inkonsistenzen“ ein gemittelter Konsistenzgrad fu¨r einen Zeitraum berechnet werden.
Der Vorteil der einfachen Berechnung des Konsistenzgrades KGDB(t) u¨ber die Anzahl der
Auftra¨ge in der Replica Queue, insbesondere dann, wenn im Verha¨ltnis zur Gesamtanzahl n ·m
an Replikaten wenig veraltete Replikate zv(t) vorhanden sind, zeigt auch die Schwa¨che eines
derart berechneten Konsistenzgrades. Wenn zv(t) ≪ n ·m gilt, dann ist KGDB(t) ≈ 1, d.h. der
Konsistenzgrad liegt nahe bei 1. Dies muss nun nicht daran liegen, dass Inkonsistenzen selten
auftreten oder kaum bemerkt werden, sondern dass in der verteilten Datenbank viele Objekte
gespeichert sind, z.B. auch
”
Datenleichen“, auf die selten zugegriffen wird. Falls nun auf eine
Teilmenge der Replikate zugegriffen wird und genau diese Replikate ha¨ufiger veralten, dann er-
folgen mehr Zugriffe auf inkonsistente Daten als es der Konsistenzgrad KGDB(t) angibt. Abhilfe
schafft dann der abgeschwa¨chte Konsistenzbegriff
”
Bemerkte Frische“ (siehe Abschnitt 3.2.3).
Die bemerkte Frische (siehe Definition 27 auf Seite 39) ist definiert als das Verha¨ltnis von
Zugriffen, die ein aktuelles Replikat betreffen, zu den gesamten Zugriffen, ausgedru¨ckt in Pro-
zent. Bei den Zugriffen wird nicht das Alter der zugegriffenen Replikate beru¨cksichtigt. In der
folgenden Definition wird das Alter der Replikate, auf die zugegriffen wird, in Form des Konsis-
tenzgrades fu¨r Replikate, also KGRep, einbezogen. Weil bei RegRess Schreib-/SchreibkonflikteR
verhindert werden, stellt der folgende Konsistenzgrad ausschließlich auf Lesezugriffe ab:
Definition 42 Konsistenzgrad von Lesezugriffen: Ein Lesezugriff li greift zum Zeitpunkt ti
auf das Replikat Ri zu. Dann ist der Konsistenzgrad KGLesen von zl Lesezugriffen definiert als:
KGLesen =
1
zl
zl∑
i=1
KGRep(Ri, ti)
Beim Konsistenzgrad KGLesen handelt es sich ebenfalls um einen normierten Wert, weil die zl
normierten Konsistenzgrade der zugegriffenen Replikate gemittelt werden. Die Konsistenzgrade
der zugegriffenen Replikate ko¨nnen gema¨ß Gleichung 4.10 berechnet werden, d.h. auch beim
Konsistenzgrad KGLesen ko¨nnen bei veralteten Replikaten die Anzahl an Auftra¨gen in der Re-
plica Queue genutzt werden. Wenn in einem Zeitraum die Lesezugriffe gleichverteilt u¨ber alle
Replikate stattfinden, dann werden die Konsistenzgrade aller Replikate gema¨ß des Konsistenz-
grades KGDB einmal oder mehrfach aufaddiert, d.h. es gilt:
KGLesen ≈ KGDB, bei gleichverteilten Lesezugriffen in einem festen Zeitraum(4.13)
Auch bei gleichverteilten Lesezugriffen sind die Konsistenzgrade im Allgemeinen nur ungefa¨hr
gleich, weil die einzelnen Konsistenzgrade der Replikate unter Umsta¨nden zu unterschiedlichen
Zeitpunkten ermittelt werden. Wenn die Lesezugriffe stark ungleich verteilt sind, dann ko¨nnen
die beiden Konsistenzgrade erheblich voneinander abweichen, wobei der Konsistenzgrad KGLesen
eher der
”
Außenwirkung“, d.h. der Sicht der Clients, entsprechen du¨rfte. Der Nachteil des Kon-
sistenzgrades KGLesen ist es, dass er schwieriger zu berechnen ist als der Konsistenzgrad KGDB,
weil alle Lesezugriffe, insbesondere lokale Lesezugriffe, zentral protokolliert und ausgewertet wer-
den mu¨ssen.
Die gemessenen Konsistenzgrade, ob KGDB oder KGLesen bieten den Vorteil, dass sie das
Konsistenzverhalten der hier vorgestellten Replikationsstrategie RegRess genau widerspiegeln
und dass sie mehr oder weniger einfach zu ermitteln sind. Der Nachteil besteht darin, dass die
Konsistenz erst zur Laufzeit berechnet werden kann. Wenn z.B. nachtra¨glich Regeln fu¨r die
synchrone Aktualisierung gea¨ndert werden, kann vorab keine genaue Aussage zur gewa¨hrleiste-
ten Konsistenz gemacht werden. Es sind bestenfalls Tendenzen zu nennen. Die nachfolgenden
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Konsistenzgrade dienen der Bestimmung der Konsistenz im Voraus, d.h. nachdem die Regeln
festgelegt sind.
Simulierter Konsistenzgrad
Um vorab die gewa¨hrleistete Konsistenz einer Replikationsstrategie zu bestimmen, muss be-
trachtet werden, wie bei der Replikationsstrategie die Zugriffe koordiniert werden. Dabei gibt es
grundsa¨tzlich zwei Vorgehensweisen, na¨mlich die Konsistenz analytisch oder durch Simulation
zu bestimmen. In diesem Paragraphen wird zuna¨chst auf einen Konsistenzgrad eingegangen, der
auf Basis eines Simulationsmodells ermittelt wird. Da die Simulation auch zur Evaluation dient,
wird hierauf detailliert im Kapitel 7 eingegangen.
Allgemein gesagt wird ein Simulationsmodell beno¨tigt, dass die Systemlandschaft, in der die
Replikationsstrategie eingesetzt wird, mo¨glichst a¨hnlich abbildet. Es muss ein verteiltes System
simuliert werden, dessen lokale Rechner Komponenten mit Replikaten beherbergen (siehe Abbil-
dung 4.1 auf Seite 61). Auf diesen Komponenten erfolgen Schreib- und Lesezugriffe, die durch die
simulierte Replikationsstrategie koordiniert werden. Wa¨hrend eines Simulationslaufs kann dann
die Konsistenz gemessen werden, d.h. der simulierte Konsistenzgrad entspricht dem gemessenen
Konsistenzgrad, nur das in diesem Fall am Simulationsmodell gemessen wird:
Definition 43 Konsistenzgrad durch Simulation: Der Konsistenzgrad KGSim wird durch
Simulation ermittelt. In der Simulation wird der Konsistenzgrad gemessen, d.h.
KGSim = KGDB
wobei KGDB der gemessene Konsistenzgrad der Replikationsstrategie des Simulationsmodells
ist.
Damit der Konsistenzgrad KGSim durch Simulation ermittelt werden kann, muss zuna¨chst ein-
malig ein entsprechendes Simulationsmodell entwickelt werden, wobei die betrachtete Replika-
tionsstrategie implementiert werden muss. A¨nderungen der Replikationsstrategie mu¨ssen auch
im Simulationsmodell angepasst werden. Bei RegRess ergeben sich A¨nderungen vor allem durch
andere Regeln, d.h. das Simulationsmodell muss einen entsprechenden Regelinterpreter beinhal-
ten (siehe Kapitel 7). Dann allerdings kann das neue Konsistenzverhalten von RegRess durch die
vera¨nderten Regeln einfach durch einen erneuten Simulationslauf bestimmt werden. Der Vorteil
liegt also in der einfachen Handhabung nach dem einmaligen Erstellen des Simulationsmodells.
Der Nachteil liegt darin, dass die Ergebnisse stark von der Affinita¨t des Simulationsmodells zur
realen Systemlandschaft abha¨ngen.
Berechneter Konsistenzgrad
Bei einer analytischen Vorhersage der gewa¨hrleisteten Konsistenz von asynchronen Replikations-
strategien mu¨ssen im Allgemeinen die asynchronen Aktualisierungen betrachtet werden, d.h. es
wird die Frage untersucht, wann die verspa¨teten Aktualisierungen nachgeholt werden. Einerseits
ko¨nnen Abstandsmaße, andererseits Quoten oder Wahrscheinlichkeiten fu¨r die Konsistenz ver-
wendet werden (siehe Abschnitt 3.2.3). Wie bereits erwa¨hnt, kann bei RegRess die gewa¨hrleistete
Konsistenz dann mit Abstandsmaßen bestimmt werden, wenn ausschließlich Koha¨renzbedingun-
gen als Regeln spezifiziert werden. Weil aber auch andere Regeln festgelegt werden ko¨nnen, wird
in diesem Paragraph ein Konsistenzgrad definiert, der ein wahrscheinlichkeitstheoretisches Maß
fu¨r das Konsistenzverhalten von RegRess angibt. Hierfu¨r ko¨nnte grundsa¨tzlich auch die
”
proba-
bilistische Frische“ (siehe Definition 29 auf Seite 39) verwendet werden, aber um die speziellen
Merkmale von RegRess zu beru¨cksichtigen, wird ein
”
probabilistischer Konsistenzgrad“ definiert,
der auf Markov-Ketten [SW04b] basiert.
Bei der Definition des probabilistischen Konsistenzgrades wird analog zum vorhergehenden
Paragraphen verfahren, d.h. es werden zuna¨chst Begriffe auf Ebene der Replikate definiert, die
in die u¨bergeordneten Begriffe einfließen. Der Konsistenzgrad KGRep(R
o
k, t) (siehe Definition 39
auf Seite 92) basiert auf dem Versionsabstand, den ein Replikat Rok, zum Zeitpunkt t hat. Fu¨r
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ein wahrscheinlichkeitstheoretisches Maß (probabilistisches Maß) wird die Wahrscheinlichkeit
genutzt, mit der ein Replikat einen bestimmten Versionsabstand hat. Angemerkt sei, dass an-
stelle eines Versionsabstands auch andere Abstandsmaße verwendet werden ko¨nnten, sich der
Versionsabstand aber bei RegRess anbietet (siehe oben). Somit folgt die Definition einer Versi-
onsabstandswahrscheinlichkeit:
Definition 44 Versionsabstandswahrscheinlichkeit: Die Versionsabstandswahrscheinlich-
keit P(Versionsabstand des Replikats Rok = i) = pi(R
o
k) ∈ [0..1], i = 0, 1, 2, .. ist die Wahrschein-
lichkeit dafu¨r, dass ein Replikat Rok, k = 1, 2, ..n, o = 1, 2, ..m einen Versionsabstand i hat. Es
gilt:
∞∑
i=0
pi(R
o
k) = 1
Bevor erla¨utert wird, wie die Versionsabstandswahrscheinlichkeiten eines Replikats mit Markov-
Ketten bestimmt werden, folgen einige Definitionen, die diese Wahrscheinlichkeiten verwenden.
Zuna¨chst wird eine diskrete Zufallsvariable [Fis88] analog zum Versionsabstand (siehe Definiti-
on 38 auf Seite 92) definiert:
Definition 45 Zufallsvariable fu¨r den Versionsabstand: Die Abbildung VZV ist eine Zu-
fallsvariable fu¨r den Versionsabstand und ist wie folgt definiert:
VZV (V ersionsabstand = i) = VZV (i) = i
Weil auch hier analog zum gemessenen Konsistenzgrad eine Normierung des Versionsabstandes
verwendet werden soll (siehe oben), wird eine Zufallsvariable definiert, die entsprechend dem
gemessenen Konsistenzgrad KGRep (siehe Definition 39 auf Seite 92) eine Hyperbelfunktion fu¨r
die Normierung nutzt:
Definition 46 Zufallsvariable fu¨r den normierten Versionsabstand: Die Abbildung
KGZV ist eine Zufallsvariable fu¨r den normierten Versionsabstand und ist wie folgt definiert:
KGZV (V ersionsabstand = i) = KGZV (i) =
1
1 + i
Die Versionsabstandswahrscheinlichkeiten bilden eine Wahrscheinlichkeitsverteilung der diskre-
ten Zufallsvariablen VZV bzw. KGZV . Der Erwartungswert (auch Mittelwert, siehe z.B. [Fis88])
einer Zufallsvariablen ist der Wert, der als Mittelwert eines oftmals wiederholten Experiments er-
wartet wird. Bei diskreten Zufallsvariablen berechnet sich der Erwartungswert als Skalarprodukt
aus Wahrscheinlichkeitsverteilung einer Zufallsvariablen mit der Zufallsvariablen. Der erwarte-
te Versionsabstand eines Replikats ist demzufolge der Versionsabstand eines Replikats, der im
Mittel erwartet wird, und wie folgt definiert ist:
Definition 47 Erwarteter Versionsabstand eines Replikats: Seien pi(R
o
k), i = 0, 1, 2, ..
die Versionsabstandswahrscheinlichkeiten eines Replikats Rok und VZV (i) eine Zufallsvariable
fu¨r den Versionsabstand. Dann ist der erwartete Versionsabstand VErwRep(R
o
k) des Replikats R
o
k
definiert als:
VErwRep(R
o
k) =
∞∑
i=0
pi(R
o
k) · VZV (i) =
∞∑
i=0
pi(R
o
k) · i
Analog zum erwarteten Versionsabstand eines Replikats wird der erwartete Konsistenzgrad eines
Replikats definiert, der dem Konsistenzgrad eines Replikats entspricht, der im Mittel erwartet
wird:
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Definition 48 Erwarteter Konsistenzgrad eines Replikats: Seien pi(R
o
k), i = 0, 1, 2, .. die
Versionsabstandswahrscheinlichkeiten eines Replikats Rok und KGZV (i) eine Zufallsvariable fu¨r
den Versionsabstand. Dann ist der erwartete Konsistenzgrad KGErwRep(R
o
k) des Replikats R
o
k
definiert als:
KGErwRep(R
o
k) =
∞∑
i=0
pi(R
o
k) ·KGZV (i) =
∞∑
i=0
pi(R
o
k)
1 + i
In der Definition 47 bzw. Definition 48 werden im Allgemeinen nicht unendlich viele Versions-
abstandswahrscheinlichkeiten pi(R
o
k) beno¨tigt. Die Versionsabstandswahrscheinlichkeiten pi(R
o
k)
konvergieren
”
normalerweise“ gegen null, da ansonsten die Replikate divergieren wu¨rden. Bei der
Replikationsstrategie RegRess wird z.B. der mo¨gliche ho¨chste Versionsabstand im Allgemeinen
durch Replikationsregeln festgelegt. Es ist auch mo¨glich, bei der praktischen Berechnung des er-
warteten Versionsabstandes VErwRep(R
o
k) bzw. des erwarteten Konsistenzgrades KGErwRep(R
o
k)
die Summe auf eine bestimmte Anzahl Summanden zu beschra¨nken, wobei eine entsprechende
Fehlertoleranz beru¨cksichtigt wird.
Wie bei den gemessenen Konsistenzgraden kann nun ein erwarteter Versionsabstand bzw. ein
erwarteter Konsistenzgrad der voll-replizierten Datenbank berechnet werden, indem u¨ber die
erwarteten Versionsabsta¨nde bzw. erwarteten Konsistenzgrade aller Replikate gemittelt wird.
Weil bei RegRess jedoch Replikate, die a¨hnlich behandelt werden, in Replikationseinheiten zu-
sammengefasst sind (siehe Definition 35 auf Seite 65) und sich damit die Berechnung vereinfacht
(siehe unten), folgen zuna¨chst die Definitionen des erwarteten Versionsabstandes und des erwar-
teten Konsistenzgrades einer Replikationseinheit:
Definition 49 Erwarteter Versionsabstand einer Replikationseinheit: Sei ai, i = 1, 2, ..
die Anzahl Replikate einer Replikationseinheit REi und Rj das j-te Replikat von REi. Dann ist
der erwartete Versionsabstand VErwRE(REi) definiert als:
VErwRE(REi) =
1
ai
ai∑
j=1
VErwRep(Rj)
Definition 50 Erwarteter Konsistenzgrad einer Replikationseinheit: Sei ai, i = 1, 2, ..
die Anzahl Replikate einer Replikationseinheit REi und Rj das j-te Replikat von REi. Dann ist
der erwartete Konsistenzgrad KGErwRE(REi) definiert als:
KGErwRE(REi) =
1
ai
ai∑
j=1
KGErwRep(Rj)
In der Definition 49 bzw. Definition 50 werden die erwarteten Versionsabsta¨nde bzw. die erwar-
teten Konsistenzgrade aller Replikate einer Replikationseinheit addiert. Eine Vereinfachung ist
dann mo¨glich, wenn diese erwarteten Versionsabsta¨nde bzw. erwarteten Konsistenzgrade gleich
sind. Bei RegRess werden die Regeln je Replikationseinheit spezifiziert, sodass alle Replikate
einer Replikationseinheit gleich behandelt werden. Wenn dann noch die Schreib- und Leseraten
innerhalb dieser Gruppe
”
gleich“ sind, dann sind die Versionsabstandswahrscheinlichkeiten der
Replikate einer Replikationseinheit (siehe unten) und damit die erwarteten Versionsabsta¨nde
bzw. die erwarteten Konsistenzgrade gleich. Somit kann vereinfacht der erwartete Versionsab-
stand bzw. der erwartete Konsistenzgrad einer Replikationseinheit gleich dem erwarteten Ver-
sionsabstand bzw. dem erwarteten Konsistenzgrad eines beliebigen Replikats der Replikations-
einheit gesetzt werden:
VErwRE(REi) = VErwRep(Rj)(4.14)
mit Rj ∈ REi und Rj , Rk ∈ REi ⇒ VErwRep(Rj) = VErwRep(Rk)
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KGErwRE(REi) = KGErwRep(Rj)(4.15)
mit Rj ∈ REi und Rj , Rk ∈ REi ⇒ KGErwRep(Rj) = KGErwRep(Rk)
Der erwartete Versionsabstand bzw. der erwartete Konsistenzgrad einer voll-replizierten Daten-
bank, der hier aus Analogie zur
”
probabilistischen Frische“ (siehe Definition 29 auf Seite 39) als
probabilistischer Versionsabstand bzw. probabilistischer Konsistenzgrad bezeichnet wird, ergibt
sich nun durch Mittelung der erwarteten Versionsabsta¨nde bzw. der erwarteten Konsistenzgra-
de der zugeho¨rigen Replikationseinheiten. Diese Mittelung erfolgt gewichtet nach der Anzahl an
Replikaten, die zu einer Replikationseinheit geho¨ren. Zusa¨tzlich kann beim probabilistischen Ver-
sionsabstand bzw. beim probabilistischen Konsistenzgrad jeder Replikationseinheit ein Gewicht
zugeordnet werden, mit dem z.B. unterschiedliches Zugriffsverhalten abgedeckt werden kann.
Hierdurch ko¨nnen Aspekte beru¨cksichtigt werden, die bei der Definition des Konsistenzgrades
von Lesezugriffen KGLesen diskutiert wurden (siehe Definition 42 auf Seite 95). Damit dienen
folgende Definitionen zur Abscha¨tzung des Konsistenzverhaltens der Replikationsstrategie Reg-
Ress:
Definition 51 Probabilistischer Versionsabstand: Fu¨r eine voll-replizierte Datenbank sei-
en zr Replikationseinheiten REi, i = 1, 2, .., zr spezifiziert. Sei ai, i = 1, 2, .., zr die Anzahl
Replikate der Replikationseinheit REi und sei gi, i = 1, 2, .., zr ein Gewichtsfaktor der Replika-
tionseinheit REi. Dann ist der probabilistische Versionsabstand VProb definiert als:
VProb =
1∑zr
i=1 gi · ai
zr∑
i=1
gi · ai · VErwRE(REi)
Definition 52 Probabilistischer Konsistenzgrad: Fu¨r eine voll-replizierte Datenbank seien
zr Replikationseinheiten REi, i = 1, 2, .., zr spezifiziert. Sei ai, i = 1, 2, .., zr die Anzahl Replikate
der Replikationseinheit REi und sei gi, i = 1, 2, .., zr ein Gewichtsfaktor der Replikationseinheit
REi. Dann ist der probabilistische Konsistenzgrad KGProb definiert als:
KGProb =
1∑zr
i=1 gi · ai
zr∑
i=1
gi · ai ·KGErwRE(REi)
Insbesondere wenn sich die vereinfachte Rechnung fu¨r die erwarteten Versionsabsta¨nde bzw.
fu¨r die erwarteten Konsistenzgrade der Replikationseinheiten gema¨ß Gleichung 4.14 bzw. Glei-
chung 4.15 nutzen la¨sst, kann der probabilistische Versionsabstand VProb bzw. der probabilis-
tische Konsistenzgrad KGProb durch zr Versionsabsta¨nde bzw. durch zr Konsistenzgrade re-
pra¨sentativer Replikate berechnet werden. Angemerkt sei weiterhin, dass auch die Zuordnung
eines Replikats zu mehreren Replikationseinheiten kein Problem darstellt, weil eine Mittelung
erfolgt. Abschließend soll ein kleines Beispiel den Einfluss der Gewichtung nach Anzahl Repli-
katen und Gewichtsfaktor zeigen. Es sei angenommen, dass eine voll-replizierte Datenbank mit
zwei Replikationseinheiten vorliegt: RE1 beinhaltet sechs Replikate, KGErwRE(RE1) = 0, 8;
RE2 beinhaltet vier Replikate, KGErwRE(RE2) = 0, 3. Die Gewichtsfaktoren g1 und g2 werden
gleich 1 gesetzt, d.h. keine expliziten Gewichte:
KGProb =
1
6 + 4
(6 · 0, 8 + 4 · 0, 3) = 0, 6
Das einfache Mittel der erwarteten Konsistenzgrade der beiden Replikationseinheiten ergibt:
(0, 8 + 0, 3)/2 = 0, 55. Durch Gewichtung der Replikationseinheiten mit ihrer Gro¨ße, sprich An-
zahl an Replikaten, ergibt sich eine Erho¨hung des probabilistischen Konsistenzgrades KGProb
auf 0, 6, weil die Replikationseinheit RE1, die einen ho¨heren Konsistenzgrad als Replikationsein-
heit RE2 aufweist, mehr Replikate beinhaltet und somit u¨berdurchschnittlich gewichtet wird.
99
4. Regelbasierte Replikationsstrategie RegRess
Eine weitere Erho¨hung des probabilistischen Konsistenzgrades KGProb ergibt eine Gewichtung
mit den Faktoren g1 = 7 und g2 = 3 auf 0, 68, die z.B. dadurch begru¨ndet ist, dass 70% der
Zugriffe auf Replikatseinheit RE1 und 30% auf RE2 entfallen:
KGProb =
1
7 · 6 + 3 · 4
(7 · 6 · 0, 8 + 3 · 4 · 0, 3) = 0, 68
Um den erwarteten Versionsabstand eines Replikats VErwRep bzw. den erwarteten Konsistenz-
grad eines Replikats KGErwRep berechnen zu ko¨nnen, der in die Berechnung des erwarteten
Versionsabstandes bzw. des erwarteten Konsistenzgrades einer Replikationseinheit KGErwRE
einfließt, werden die Versionsabstandswahrscheinlichkeiten pi(R
o
k) (siehe Definition 44 auf Sei-
te 97) beno¨tigt. Ein Sonderfall bildet eine Replikationseinheiten REj , deren Replikate jederzeit
synchron aktualisiert werden und somit immer aktuell sind. In diesem Fall ist die Versionsab-
standswahrscheinlichkeit p0(R
o
k) = 1 und pi(R
o
k) = 0, i ≥ 1. Damit ist VErwRep(R) = 0 und
KGErwRep(R) = 1, R ∈ REj und damit VErwRE(REj) = 0, KGErwRE(REj) = 1. Dieser erwar-
tete Versionsabstand bzw. erwartete Konsistenzgrad der Replikationseinheit REj muss natu¨rlich
bei der Berechnung des probabilistischen Versionsabstandes VProb bzw. des probabilistischen
Konsistenzgrades KGProb beru¨cksichtigt werden.
Wenn ein Replikat veralten kann, dann sind die Versionsabstandswahrscheinlichkeiten des
Replikats gro¨ßer als null, zumindest bis zu einem Versionsabstand von n, d.h. im Allgemeinen
gilt: pi(R
o
k) > 0, 0 ≤ i ≤ n. Bei der Replikationsstrategie RegRess ha¨ngt die Veralterung von
Replikaten einerseits von den spezifizierten Regeln und andererseits von Systemkennzahlen ab,
d.h. von Schreibraten und Bearbeitungsraten. Letzteres wird ha¨ufig durch so genannte Geburts-
und Todesprozesse der Stochastik modelliert (auch Irrfahrt mit bzw. ohne Pause; engl.: random
walk, birth death processes; siehe z.B. [Tri01]). Weil bei RegRess zusa¨tzlich die Regeln ein unter-
schiedliches Konsistenzverhalten fu¨r verschiedene Replikate ermo¨glicht, kann kein einheitliches
Modell fu¨r alle Replikate aufgestellt werden. Somit gibt es keine einheitliche Lo¨sung fu¨r alle
Replikate, z.B. in Form einer parametrisierten Formel.
Daher wird im Folgenden ein allgemeines, stochastisches Modell in Form einer zeitstetigen
Markov-Kette (auch Markov-Prozess [SW04b]) vorgestellt, mittels dem die Versionsabstands-
wahrscheinlichkeiten pi(R
o
k) des Replikats R
o
k bestimmt werden ko¨nnen. Je nach spezifizierten
Regeln, die das Replikat Rok betreffen, und den Schreib- und Bearbeitungsraten muss diese zeit-
stetige Markov-Kette auf das konkrete Replikat Rok angepasst werden, um dann die stationa¨re
Verteilung [Tri01] der Markov-Kette zu berechnen. Die stationa¨re Verteilung der Markov-Kette
des Replikats Rok stellen im Wesentlichen die Versionsabstandswahrscheinlichkeiten pi(R
o
k) des
Replikats dar.
Die Idee der Verwendung einer Markov-Kette besteht darin, dass ein Zustand Zi der Markov-
Kette einem Versionsabstand von i entspricht. Bei RegRess ist es so, dass zu einem Zeitpunkt t
zwei Modi der Verarbeitung unterschieden werden mu¨ssen:
1. Eine Abarbeitung von Auftra¨gen des Replikats Rok aus der Replica Queue ist zum Zeit-
punkt t nicht aktiv: Weil keine Auftra¨ge des Replikats Rok bearbeitet werden, kann der
Versionsabstand zum Zeitpunkt t nicht dekrementiert werden, d.h. es gibt keinen U¨bergang
vom Zustand Zi zum ”
Vorga¨ngerzustand“ Zi−1. Wenn zum Zeitpunkt t ein Schreibzugriff
erfolgt, sodass ein weiterer Auftrag des Replikats Rok in die Replica Queue geschrieben wird
und sich damit der Versionsabstand erho¨ht, dann gibt es einen U¨bergang vom Zustand Zi
zum
”
Nachfolgezustand“ Zi+1.
2. Eine Abarbeitung von Auftra¨gen des Replikats Rok aus der Replica Queue ist zum Zeit-
punkt t aktiv: Weil nun Auftra¨ge des Replikats Rok bearbeitet werden, kann der Versionsab-
stand zum Zeitpunkt t dekrementiert werden, d.h. es gibt einen U¨bergang vom Zustand Zi
zum
”
Vorga¨ngerzustand“ Zi−1. Ein Schreibzugriff erho¨ht wie unter 1.) den Versionsabstand
und bedingt einen entsprechenden Zustandsu¨bergang.
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Abbildung 4.5.: Versionsabstandswahrscheinlichkeiten mittels zeitstetiger Markov-Kette
Weil es somit zu einem Zeitpunkt t unterschiedliche Zustandsu¨berga¨nge gibt, spricht man von
einer inhomogenen Markov-Kette [Fis88]. Inhomogene Markov-Ketten lassen sich im Allgemei-
nen schwieriger lo¨sen als homogene Markov-Ketten, bei denen die Zustandsu¨berga¨nge zu jedem
Zeitpunkt t gleich sind. Nach [SW04b] lassen sich inhomogene Markov-Ketten in homogene
Markov-Ketten u¨berfu¨hren, indem die Zeitkomponente in die Zusta¨nde kodiert wird. In dem
hier vorliegenden Fall bedeutet das, dass je Versionsabstand zwei Zusta¨nde fu¨r die unterschied-
lichen Modi unterschieden werden.
In Abbildung 4.5 ist die allgemeine zeitstetige Markov-Kette, die als Vorlage fu¨r die Kon-
struktion einer konkreten zeitstetigen Markov-Kette fu¨r ein bestimmtes Replikats dient, als
U¨bergangsgraph dargestellt. Nachfolgend werden sowohl die Zusta¨nde als auch die U¨bergangs-
raten (exponentielle Wahrscheinlichkeitsdichtefunktion [Fis88]) beschrieben, wobei die Raten in
gleichen Zeiteinheiten dimensioniert sind:
S Der Zustand S bildet den Startzustand. Das Replikat Rok ist aktuell, d.h. der Versions-
abstand ist null. Vom Startzustand S kann ausschließlich zum Zustand F1 u¨bergegangen
werden, d.h. der U¨bergangsgraph ist so modelliert, dass bei einem Versionsabstand von
null die asynchrone Aktualisierung nicht aktiv ist, also Modus 1 ist aktiv (siehe oben).
Falls beno¨tigt, kann auch ein entsprechender U¨bergang mit der U¨bergangsrate α vom
Zustand S zu B1 modelliert werden, d.h. Modus 2 ist aktiv (siehe oben).
Fi Die Zusta¨nde Fi, i = 1, 2, 3, .., n bedeuten einen Versionsabstand von i, wobei Modus 1
aktiv ist (siehe oben), d.h. ein Zustand Fi hat keinen U¨bergang zu seinem ”
Vorga¨nger-
zustand“ Fi−1.
Bi Die Zusta¨nde Bi, i = 1, 2, 3, .., n bedeuten ebenfalls einen Versionsabstand von i, wobei
Modus 2 aktiv ist (siehe oben), d.h. ein Zustand Bi mit i > 1 hat einen U¨bergang zu
seinem
”
Vorga¨ngerzustand“ Bi−1 und der Zustand B1 hat einen U¨bergang zum Startzu-
stand S.
λ Die U¨bergangsrate λ ist die Schreibrate auf das Replikat Rok. Damit wird der U¨bergang
von einem Versionsabstand i zum Versionsabstand i + 1 modelliert, d.h. vom Zustand
Fi zum Zustand Fi+1 bzw. vom Zustand Bi zum Zustand Bi+1. Fu¨r den U¨bergang vom
Versionsabstand 0 zum Versionsabstand 1, d.h. vom Zustand S zum Zustand F1, gilt die
gesonderte U¨bergangsrate α.
µ Die U¨bergangsrate µ ist die Bearbeitungsrate bei der asynchronen Aktualisierung, d.h. die
Bearbeitungsrate, mit der Auftra¨ge des Replikats Rok aus der Replica Queue bearbeitet
werden. Damit wird der U¨bergang von einem Versionsabstand i zum Versionsabstand i−1
modelliert, d.h. vom Zustand B1 zum Zustand S bzw. vom Zustand Bi zum Zustand Bi−1
fu¨r i > 1.
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α Die U¨bergangsrate α modelliert den U¨bergang vom Versionsabstand 0 zum Versions-
abstand 1, d.h. vom Zustand S zum Zustand F1 (ggf. zu B1, siehe oben). Wenn ein
Replikat grundsa¨tzlich asynchron aktualisiert wird, dann entspricht die U¨bergangsrate α
der Schreibrate λ (siehe oben). Wenn ein Replikat nur nach Eintritt einer bestimmten
Bedingung in einer Replikationsregel asynchron aktualisiert wird, dann gilt: α = c ·λ mit
0 < c < 1. c gibt die Wahrscheinlichkeit fu¨r das Eintreten der Bedingung(en) an, die zur
asynchronen Aktualisierung des Replikats Rok fu¨hren.
Beispiel: Wenn eine Replikationsregel spezifiziert ist, die die asynchrone Aktualisierung
des Replikats Rok erlaubt, wenn die Komponente Kk nicht verfu¨gbar ist, und die Kom-
ponente Kk eine Verfu¨gbarkeit von 0, 9 hat, dann gilt: Nicht-Verfu¨gbarkeit tritt mit der
Wahrscheinlichkeit 0, 1 ein. Damit gilt: α = 0, 1 · λ.
ηi Die U¨bergangsrate ηi modelliert einen U¨bergang vom Zustand Fi zum Zustand Bi, d.h.
der Modus wird von Modus 1 zu Modus 2 gewechselt (siehe oben). Damit wird modelliert,
dass die Bearbeitung der Replica Queue begonnen wird, also die asynchrone Aktualisie-
rung des Replikats Rok beginnt. Weil die U¨bergangsrate vom Versionsabstand abha¨ngen
kann, kann es je Zustand Fi unterschiedliche U¨bergangsraten geben (siehe unten).
γi Die U¨bergangsrate γi modelliert einen U¨bergang vom Zustand Bi zum Zustand Fi, d.h.
der Modus wird von Modus 2 zu Modus 1 gewechselt (siehe oben). Damit wird modelliert,
dass wa¨hrend der Bearbeitung der Replica Queue die asynchrone Aktualisierung des
Replikats Rok abgebrochen wird. Weil die U¨bergangsrate vom Versionsabstand abha¨ngen
kann, kann es je Zustand Bi unterschiedliche U¨bergangsraten geben (siehe unten).
Bevor auf die Anzahl der beno¨tigten Zusta¨nde fu¨r ein konkretes Replikat Rok und die U¨ber-
gangsraten, insbesondere die U¨bergangsraten ηi und γi, eingegangen wird, sollen die Versions-
abstandswahrscheinlichkeiten pi(R
o
k) bestimmt werden. Die in Abbildung 4.5 gezeigte Markov-
Kette ist irreduzibel und aperiodisch, sodass es genau eine
”
stationa¨re Verteilung“ gibt [Tri01].
Die stationa¨re Verteilung einer Markov-Kette gibt die Wahrscheinlichkeiten dafu¨r an, sich in
den entsprechenden Zusta¨nden der Markov-Kette zu befinden. Fu¨r die Berechnung der stati-
ona¨ren Verteilung sei auf die entsprechende Literatur verwiesen (siehe z.B. [SW04b]). Liegt
die stationa¨re Verteilung vor, dann ko¨nnen die hier beno¨tigten Versionsabstandswahrscheinlich-
keiten pi(R
o
k) berechnet werden. Seien s
∗, f∗i , b
∗
i , i = 1, 2, 3, .., n die Wahrscheinlichkeiten der
stationa¨ren Verteilung sich im Zustand S, Fi bzw. Bi zu befinden, dann gilt:
pi(R
o
k) =


s∗
f∗i + b
∗
i
0
i = 0
1 ≤ i ≤ n
i > n
(4.16)
In Abbildung 4.6 ist als Beispiel eine zeitstetige Markov-Kette abgebildet, die auf folgenden
Daten beruht: Fu¨r alle Replikate gilt eine Koha¨renzbedingung, die einen Versionsabstand von
maximal vier erlaubt. Wenn der Versionsabstand gleich vier ist, werden synchrone Schreibzugriffe
abgewiesen. Die asynchrone Aktualisierung beginnt bei einem Versionsabstand von vier. Die
zugeho¨rigen Replikationsregeln sind im Listing 7.3 auf Seite 202 dargestellt. Somit entha¨lt die
Markov-Kette einen Startzustand und jeweils vier Zusta¨nde Fi bzw. Bi mit 1 ≤ i ≤ 4.
Weiterhin wird angenommen, dass in der gegebenen Zeiteinheit fu¨nf Schreibzugriffe erfolgen,
d.h. λ = 5. Weil die Replikate grundsa¨tzlich asynchron aktualisiert werden, gilt: α = λ = 5.
Die Bearbeitungsrate fu¨r Auftra¨ge aus der Replica Queue liegt um den Faktor 20 ho¨her als
die Schreibrate, sodass µ = 100 gilt. Weil ein Versionsabstand kleiner als vier toleriert wird,
wird nur im Zustand F4 die asynchrone Aktualisierung begonnen. Deswegen existiert nur ein
U¨bergang vom Zustand F4 zu B4, wobei angenommen wird, dass das Umschalten von Modus 1
nach Modus 2 (siehe oben) zehn mal schneller erfolgt, als die Bearbeitung von Auftra¨gen der
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S
F1 F2 F3 F4
B1 B4B3B2
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Abbildung 4.6.: Zeitstetige Markov-Kette fu¨r Versionsabstand von 4
Replica Queue, d.h. η1 = η2 = η3 = 0 und η4 = 1000. Der Einfachheit halber wird angenommen,
dass keine Transaktionsfehler, die z.B. durch Nicht-Verfu¨gbarkeit bedingt sein ko¨nnten, wa¨hrend
der asynchronen Aktualisierung auftreten. Damit gilt: γi = 0 fu¨r 1 ≤ i ≤ 4.
Fu¨r die Berechnung der stationa¨ren Verteilung wurde das Werkzeug PRISM verwendet, ei-
ne Open Source Software zur Analyse stochastischer Modelle (www.prismmodelchecker.org).
Grundsa¨tzlich kann jedes Werkzeug genutzt werden, dass zeitstetige Markov-Ketten (Markov-
Prozesse) auswerten kann. Folgende Versionsabstandswahrscheinlichkeiten wurden gema¨ß Glei-
chung 4.16 ermittelt:
p0 0, 242
p1 0, 248
p2 0, 248
p3 0, 248
p4 0, 014
Mit den Versionsabstandswahrscheinlichkeiten kann der erwartete Versionsabstand bzw. der er-
wartete Konsistenzgrad eines Replikats berechnet werden. Weil alle Replikate die gleichen Er-
wartungswerte haben, entsprechen diese Erwartungswerte den Erwartungswerten der replizierten
Datenbank:
VErwRep(R
o
k) = VProb = 1, 488(4.17)
KGErwRep(R
o
k) = KGProb = 0, 511(4.18)
Weil die Zusta¨nde der hier vorgestellten Markov-Kette die Versionsabsta¨nde widerspiegeln, las-
sen sich Replikate, die auf Grund von Replikationsregeln mit Versionsabstandsbedingungen ver-
alten du¨rfen, besonders einfach modellieren. Bei anderen Replikationsregeln ist die Konstruktion
der Markov-Kette weitaus schwieriger. Wenn einem Replikat z.B. ein Zeitverzug gestattet ist,
dann muss zuna¨chst die Anzahl Zusta¨nde bestimmt bzw. abgescha¨tzt werden, weil nicht exakt
gesagt werden kann, wie viele Versionen mittlerweile geschrieben wurden. Damit la¨sst sich auch
nicht exakt bestimmen, bei welchem Zustand Fi die asynchrone Aktualisierung beginnt, d.h.
fu¨r die U¨bergangsraten ηi muss eine Abscha¨tzung vorgenommen werden, z.B. in Form einer
Wahrscheinlichkeitsverteilung. Im Wesentlichen gilt gleiches fu¨r die U¨bergangsraten γi, wobei
hier eher auf technische Konsistenzbedingungen eingegangen werden muss.
In dieser Dissertation liegt der Fokus auf den simulierten Konsistenzgrad, weil die Replikations-
strategie RegRess bzw. der Replikationsmanager KARMA, der RegRess implementiert, mittels
Simulation evaluiert wird (siehe Abschnitt 7.3). Neben dem Konsistenzgrad bietet die Simulati-
on auch weitere Kennzahlen zur Analyse. Daher wird hier der probabilistische Versionsabstand
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bzw. der probabilistische Konsistenzgrad, insbesondere die Konstruktion der entsprechenden
Markov-Ketten, nicht weiter vertieft. Hierfu¨r sei auf die einschla¨gige Literatur verwiesen, z.B.
[Fis88, Tri01, SW04b].
4.4. Trade-Off der Replikationsziele
In Abbildung 3.1 auf Seite 28 sind die Ziele der Replikation, also Verfu¨gbarkeit, Performan-
ce und Konsistenz, als Zielkonflikte dargestellt. Ein Zielkonflikt liegt deshalb vor, weil es sich
um konkurrierende Ziele [Do¨r03] handelt (auch kontra¨re oder gegenla¨ufige Ziele genannt). Ziele
sind genau dann konkurrierend, wenn die Verbesserung des einen Ziels eine Verschlechterung
eines anderen Ziels nach sich zieht. Mit
”
Trade-Off“ ist hier das Abwa¨gen von konkurrierenden
Zielen gemeint, d.h. es soll aus verschiedenen Lo¨sungsalternativen ein optimaler Kompromiss
hinsichtlich der vorgegebenen Ziele ausgewa¨hlt werden. Hierbei handelt es sich um ein Entschei-
dungsproblem, das in der Entscheidungstheorie durch
”
rationales Entscheiden“ [EW02] gelo¨st
wird.
Bei RegRess handelt es sich um eine Replikationsstrategie, bei der die Koordination der
Schreib- und Lesezugriffe durch Inferenz von Regeln erfolgt (siehe Abschnitt 4.2). In den Re-
geln ko¨nnen neben Konsistenzbedingungen auch Reaktionen auf Nicht-Verfu¨gbarkeit und/oder
Performanceeigenschaften, wie z.B. Antwortzeiten, beru¨cksichtigt werden. Somit kann mit ver-
schiedenen Regelmengen ein unterschiedliches Verhalten von RegRess hinsichtlich der Ziele
Verfu¨gbarkeit, Performance und Konsistenz erreicht werden. Die Bestimmung einer aus Sicht
des Anwenders optimalen Regelmenge zur Lo¨sung des Zielkonflikts soll in diesem Abschnitt
diskutiert werden.
In Abschnitt 4.4.1 wird zuna¨chst auf rationales Entscheiden bei der Replikation eingegan-
gen. Anschließend werden in Abschnitt 4.4.2 die Replikationsziele Verfu¨gbarkeit, Performance
und Konsistenz speziell der Replikationsstrategie RegRess betrachtet, d.h. es wird gezeigt, wie
in Abha¨ngigkeit von Regeln die entsprechenden Kennzahlen ermittelt bzw. berechnet werden.
Ein rationales Entscheiden an Hand dieser Kennzahlen erfolgt mittels einer multiattributiven
Wertfunktion, die in Abschnitt 4.4.3 betrachtet wird.
4.4.1. Rationales Entscheiden bei Replikation
Um ein Entscheidungsproblem zu lo¨sen, mu¨ssen Ziele und Alternativen vorliegen. Dabei wird
jede Alternative hinsichtlich der Ziele gemessen bzw. bewertet. Bei mehreren Zielen, die kon-
kurrierend sind, wird eine Wertfunktion beno¨tigt, die den Vergleich der Alternativen bezu¨glich
der Zielerreichung erlaubt. In [EW02] wird die Gesamtheit der Ziele als Zielsystem bezeichnet,
wobei die wichtigsten Anforderungen an ein Zielsystem wie folgt genannt werden:
• Vollsta¨ndigkeit: Alle wesentlichen Aspekte, die die Entscheidung beeinflussen, mu¨ssen in den
Zielen beru¨cksichtigt sein.
• Redundanzfreiheit: Ziele sollten sich in ihrer Bedeutung nicht u¨berschneiden.
• Messbarkeit: Die Zielerreichung sollte mo¨glichst treffend und eindeutig messbar sein.
In Abschnitt 3.1 wurden Ziele der Replikation diskutiert. Ha¨ufig werden in der Literatur als
wichtige Ziele die Verfu¨gbarkeit, Performance und Konsistenz (siehe z.B. [Has97]) genannt, die
auch in dieser Dissertation verwendet werden. Im Allgemeinen sind bei Replikationsstrategien
unterschiedliche Mengen von Replikaten bei Schreib- bzw. Lesezugriffen betroffen. Bei der Re-
plikationsstrategie ROWA (siehe Abschnitt 3.3.1) erfolgt beispielsweise ein Schreibzugriff auf
alle Replikate des logischen Objekts, sodass die Performance, z.B. in Form von Antwortzeit,
gegenu¨ber einem Lesezugriff, bei dem nur ein Replikat des logischen Objekts gelesen werden
muss, im Allgemeinen ho¨her ist. Daraus folgt, dass die Ziele Verfu¨gbarkeit, Performance und
Konsistenz hinsichtlich Schreib- und Lesezugriffen unterschieden werden sollten.
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Andererseits wird fu¨r das Zielsystem mo¨glichst Redundanzfreiheit gefordert. Insbesondere bei
den synchronen Replikationsstrategien werden aber Schreib- und Lesezugriffe derart aufeinan-
der abgestimmt, dass die 1-Kopien-Serialisierbarkeit erreicht wird. Bei ROWA bedeutet das,
dass das Ziel, hohe Konsistenz bei Schreibzugriffen, sich mit dem Ziel, kurze Antwortzeiten bei
Lesezugriffen, u¨berschneidet. Ein weiteres Beispiel ist es, dass bei den asynchronen Replikations-
strategien die abgeschwa¨chte Konsistenz (siehe Abschnitt 3.2.3) sowohl fu¨r Schreib- als auch fu¨r
Lesezugriffe gilt. In dieser Dissertation wird daher bei den Zielen nicht nach der Zugriffsart
unterschieden, sondern es werden Schreibzugriffe angenommen.
Die Messbarkeit als weitere Anforderung an das Zielsystem ist fu¨r Verfu¨gbarkeit und Perfor-
mance durch verschiedene Metriken in der Literatur gegeben (siehe Abschnitt 4.4.2). Konsistenz
ist dagegen im Allgemeinen schwerer messbar. Weil hier aber unter Konsistenz das Verha¨ltnis
der Replikate eines logischen Objekts zueinander verstanden werden soll, ko¨nnen entsprechende
Metriken fu¨r abgeschwa¨chte Konsistenz in replizierten Datenbanken verwendet werden (siehe
Abschnitt 3.2.3). Dabei kommen eher die Metriken in Betracht, die die Gesamtheit der Replika-
te bewerten, wie z.B. die Frische einer replizierten Datenbank (siehe Definition 26 auf Seite 38),
die bemerkte Frische (siehe Definition 27 auf Seite 39) oder der in dieser Dissertation verwendete
Konsistenzgrad (siehe Abschnitt 4.3.3).
Die Alternativen, die beim rationalen Entscheiden bei Replikation in Erwa¨gung kommen,
ko¨nnen entweder aus unterschiedlichen Replikationsstrategien bestehen, die verglichen werden
sollen, und/oder aus unterschiedlichen Konfigurationen einer Replikationsstrategie, um eine op-
timale Voreinstellung zu bestimmen. Bei der Replikationsstrategie Weigthed Voting (siehe Ab-
schnitt 3.3.1) ko¨nnten z.B. unterschiedliche Quorengro¨ße und Gewichte untersucht werden. Bei
der hier vorgestellten Replikationsstrategie RegRess wird das Verhalten durch die spezifizierten
Regeln bestimmt. Somit ko¨nnen bei RegRess unterschiedliche Regelmengen untersucht werden,
um fu¨r ein Anwendungsszenario die optimale Regelmenge auszuwa¨hlen.
Zur Bestimmung der optimalen Alternative ist eine Bewertung der Zielerreichung no¨tig. Weil
bei der Replikation hinsichtlich mehrerer Ziele optimiert werden muss, spricht man von ei-
nem mehrdimensionalen Optimierungsproblem. Daher wird eine so genannte Wertfunktion fu¨r
mehrere Attribute, eine multiattributive Wertfunktion [EW02], beno¨tigt. Hierauf wird in Ab-
schnitt 4.4.3 eingegangen.
In dieser Dissertation wird angenommen, dass die Konsequenzen bei jeder Alternative fest-
stehen, d.h. es handelt sich hier um eine
”
Entscheidung unter Sicherheit“ [Do¨r03]. Damit ist
gemeint, dass dann, wenn die
”
Umwelteinflu¨sse“ bekannt sind, die Zielerreichung einer Alterna-
tive eindeutig ermittelt werden kann. Wenn also z.B. die Verfu¨gbarkeit einer jeden Komponente
mit Replikat bekannt ist, dann kann auch die Verfu¨gbarkeit beim Einsatz einer Replikationsstra-
tegie ermittelt werden. Wu¨rde beispielsweise die Verfu¨gbarkeit einer Komponente mit Replikat
auf Grund irgendwelcher Umwelteinflu¨sse schwanken, so mu¨sste eine Wahrscheinlichkeitsdichte-
funktion angesetzt werden und man spricht von
”
Entscheidung unter Unsicherheit“.
4.4.2. Verfu¨gbarkeit, Performance und Konsistenz bei RegRess
In diesem Abschnitt werden Metriken fu¨r die Ziele der Replikation vorgestellt sowie die Be-
stimmung der Kennzahlen in den jeweiligen Maßeinheiten erla¨utert. Dabei gelten die folgenden
Beschreibungen grundsa¨tzlich fu¨r alle Replikationsstrategien, jedoch soll hier auf die in dieser
Dissertation entwickelte Replikationsstrategie RegRess fokussiert werden. Dadurch ko¨nnen un-
terschiedliche Regelmengen, die die Konfiguration fu¨r RegRess bilden, verglichen werden. Daher
wird nachfolgend gezeigt, wie an Hand von Regeln die Verfu¨gbarkeit, Performance und Konsis-
tenz ermittelt werden kann, wobei auf Schreibzugriffe abgestellt wird (siehe Abschnitt 4.4.1).
Fu¨r die Konsistenz soll an dieser Stelle die Metrik Konsistenzgrad verwendet werden, die
ausfu¨hrlich in Abschnitt 4.3.3 erla¨utert wird. Wie beschrieben, kann der Konsistenzgrad gemes-
sen, durch Simulation bestimmt oder analytisch errechnet werden. Das Gleiche gilt fu¨r Verfu¨gbar-
keit und Performance. Der Simulator F4SR (siehe Abschnitt 7.3.1) bietet verschiedene Auswer-
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tungen, die nach einem Simulationslauf z.B. in Diagrammen angezeigt werden. In Abbildung 7.13
auf Seite 204 wird das Verha¨ltnis von erfolgreichen Schreibzugriffen zu abgewiesenen Schreib-
zugriffen dargestellt, das fu¨r die Verfu¨gbarkeit von Schreibzugriffen verwendet werden kann.
Allerdings sollte bei abgewiesenen Schreibzugriffen zwischen Ausfall und anderer Fehler unter-
schieden werden (siehe unten). Die Antwortzeiten, die als Metrik fu¨r die Performance genutzt
werden ko¨nnen, sind in Abbildung 7.13 auf Seite 204 dargestellt. Das KARMA-Plugin (siehe
Abschnitt 7.3.3) zeigt zusa¨tzlich den Konsistenzgrad an. Deswegen wird in diesem Abschnitt
nachfolgend auf die analytische Bestimmung der Verfu¨gbarkeit und Performance abgestellt.
Verfu¨gbarkeit von Schreibzugriffen bei RegRess
Zuna¨chst wird Verfu¨gbarkeit allgemein definiert und eine Metrik inklusive Berechnungsvorschrift
angegeben:
Definition 53 (nach [Bo¨r03]) Verfuegbarkeit: Verfu¨gbarkeit, genauer die Punkt-Verfu¨gbar-
keit, ist als Wahrscheinlichkeit definiert, dass ein System bei gegebenen Arbeitsbedingungen und
zu einem bestimmten Zeitpunkt die geforderte Funktion ausfu¨hrt. Die Verfu¨gbarkeit wird wie
folgt berechnet:
V =
MTTF
MTTF + MTTR
mit MTTF (mean time to failure): Zeitmittelwert zwischen zwei Fehlern, MTTR (mean time to
repair): Zeitmittelwert fu¨r die Reparaturzeit.
In Definition 53 wird allgemein von einer Funktion (auch Dienst) gesprochen. Hier handelt es
sich um einen Schreibzugriff. Dabei wird die Verfu¨gbarkeit aus Sicht eines Clients bewertet
(siehe Abbildung 4.1), d.h. es wird ein Schreibzugriff auf ein logisches Objekt betrachtet, den
ein Client an den Replikationsmanager u¨bergibt. Der Dienst, also der Schreibzugriff, gilt als
erbracht, wenn die Spezifikation erfu¨llt ist. Hiermit ist gemeint, dass der Replikationsmanager
die betroffenen Replikate des logischen Objekts
”
erreichen“ konnte. Transaktionsfehler, z.B. auf
Grund von Verletzung der Integrita¨tsbedingungen (siehe Abschnitt 2.3.2), betreffen nicht die
Verfu¨gbarkeit. Somit werden an dieser Stelle so genannte Rechnerausfa¨lle [Bo¨r03] betrachtet
bzw. Ausfall der Komponente mit Replikat.
Bei RegRess erfolgt die Koordination eines Schreibzugriffs dadurch, dass die Replikate in syn-
chron und asynchron zu aktualisierende Replikate partitioniert werden (siehe Abschnitt 4.2.2).
Aus Sicht des Clients betreffen die asynchron zu aktualisierenden Replikate die Verfu¨gbarkeit
nur insofern, als dass der Replikationsmanager, insbesondere die Replica Queue, verfu¨gbar ist,
wa¨hrend die synchron zu aktualisierenden Replikate, genauer gesagt deren Komponenten mit
Replikat, verfu¨gbar sein mu¨ssen. Die Partitionierung wird wiederum durch Regeln vorgegeben,
sodass sich bei RegRess je logischem Objekt bzw. je Replikationseinheit eine unterschiedliche
Verfu¨gbarkeit ergeben kann.
Der Einfachheit halber wird nachfolgend angenommen, das der Replikationsmanager immer
verfu¨gbar ist, also VReplikationsmanager = 1. Weiterhin sei Vk die Verfu¨gbarkeit der k-ten Kompo-
nente mit Replikat. Außerdem wird vorausgesetzt, dass Ausfa¨lle der Komponenten mit Replikat
unabha¨ngig voneinander sind. Damit kann z.B. die Verfu¨gbarkeit fu¨r einen Schreibzugriff bei
der Replikationsstrategie ROWA (siehe Abschnitt 3.3.1) durch Multiplikation der jeweiligen
Verfu¨gbarkeit einer Komponente mit Replikat ausgedru¨ckt werden [Fis88]:
VROWA =
n∏
k=1
Vk(4.19)
Im Folgenden wird analog zum Konsistenzgrad, bei dem mittels des Konsistenzgrades eines Re-
plikats der Konsistenzgrad einer replizierten Datenbank errechnet wird, die Verfu¨gbarkeit der
replizierten Datenbank definiert. Somit wird die Verfu¨gbarkeit eines Replikats aus Sicht eines
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Clients beno¨tigt. Dabei wird unterschieden, ob ein Replikat Rok synchron oder asynchron aktua-
lisiert wird. Wenn Rok synchron aktualisiert wird, dann wird fu¨r die Verfu¨gbarkeit des Replikats
die Verfu¨gbarkeit der Komponente mit Replikat, also Vk angesetzt. Wenn das Replikat asynchron
aktualisiert wird, dann wird die Verfu¨gbarkeit nicht beno¨tigt bzw. sie wird auf eins gesetzt, d.h.
aus Sicht eines Clients ist ein asynchron zu aktualisierendes Replikat immer verfu¨gbar.
Bei RegRess kann durch Regeln festgelegt werden, dass ein Replikat grundsa¨tzlich synchron
oder grundsa¨tzlich asynchron aktualisiert wird. Ein Replikat, das synchron aktualisiert werden
soll und wechselfa¨hig ist, za¨hlt aus Sicht der Verfu¨gbarkeit zu den asynchronen Replikaten, weil
es bei Nicht-Verfu¨gbarkeit asynchron aktualisiert wird. Daneben kann es aber auch Replika-
te geben, die in Abha¨ngigkeit einer Bedingung entweder synchron oder asynchron aktualisiert
werden, z.B. in Abha¨ngigkeit der Antwortzeit oder eines Versionsabstandes. Fu¨r derartige Re-
plikate soll die Verfu¨gbarkeit zwischen Vk und 1 liegen, wobei mit der Wahrscheinlichkeit fu¨r die
unterschiedlichen Aktualisierungsarten gewichtet werden soll. Dadurch ist folgende Definition
motiviert:
Definition 54 Wahrscheinlichkeit fu¨r die synchrone Aktualisierung eines Replikats:
q(Rok) ist die Wahrscheinlichkeit dafu¨r, dass das Replikat R
o
k synchron aktualisiert wird. Fu¨r ein
grundsa¨tzlich synchron zu aktualisierendes Replikat gilt: q(Rok) = 1. Fu¨r ein wechselfa¨higes oder
grundsa¨tzlich asynchron zu aktualisierendes Replikat gilt: q(Rok) = 0.
Wenn die Aktualisierungsart des Replikats Rok von Bedingungen abha¨ngt, dann muss q(R
o
k) in
Definition 54 entsprechend bestimmt werden. Wenn z.B. die Bedingung die Antwortzeit im Sinne
einer U¨berlastung der Komponente mit Replikat beinhaltet, dann ist die Wahrscheinlichkeit fu¨r
eine U¨berlastung der Komponente mit Replikat fu¨r q(Rok) anzusetzen. Mit q(R
o
k) kann nun die
Verfu¨gbarkeit eines Replikats definiert werden:
Definition 55 Verfu¨gbarkeit eines Replikats: Die Verfu¨gbarkeit V (Rok) eines Replikats R
o
k
ergibt sich als gewichtetes Mittel aus der Verfu¨gbarkeit Vk der Komponente Kk, die das Repli-
kat Rok speichert, und dem Wert 1, wobei das Gewicht q(R
o
k) der Wahrscheinlichkeit fu¨r syn-
chrone Aktualisierung entspricht:
V (Rok) = q(R
o
k) · Vk + (1− q(R
o
k)) · 1 = 1 + q(R
o
k) · Vk − q(R
o
k)
Zur Verdeutlichung der Definition 55 sei folgende Ungleichung angegeben:
0 ≤ Vk ≤ V (R
o
k) ≤ 1(4.20)
Fu¨r die beiden Spezialfa¨lle, d.h. das Replikat Rok wird grundsa¨tzlich synchron bzw. asynchron
aktualisiert, gilt:
V (Rok) =


Vk
1
q(Rok) = 1, synchrone Aktualisierung
q(Rok) = 0, asynchrone Aktualisierung
(4.21)
Mit der Verfu¨gbarkeit der einzelnen Replikate eines logischen Objekts wird nun die Verfu¨gbarkeit
eines Schreibzugriffs auf das logische Objekt definiert, wobei Unabha¨ngigkeit der Wahrschein-
lichkeiten angenommen wird, wie oben vorausgesetzt:
Definition 56 Verfu¨gbarkeit eines logischen Objekts: Die Verfu¨gbarkeit V (Oo) eines lo-
gischen Objekts Oo berechnet sich durch Multiplikation der Verfu¨gbarkeiten V (Rok) der Replikate
des logischen Objekts::
V (Oo) =
n∏
k=1
V (Rok)
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In Definition 56 werden also analog zur Replikationsstrategie ROWA die Verfu¨gbarkeiten der
betroffenen Replikate multipliziert (siehe Gleichung 4.19 auf Seite 106). Weil hier einige Faktoren
aber den Wert 1 annehmen ko¨nnen, gilt mit Gleichung 4.19 und 4.20:
V (Oo) =
n∏
k=1
V (Rok) ≥
n∏
k=1
Vk = VROWA(4.22)
Auf Basis der Verfu¨gbarkeiten der logischen Objekte folgt nun die Definition fu¨r die Verfu¨gbarkeit
der replizierten Datenbank:
Definition 57 Verfu¨gbarkeit einer replizierten Datenbank: Die Verfu¨gbarkeit V (DB) ei-
ner replizierten Datenbank berechnet sich durch Mittelung der Verfu¨gbarkeiten V (Oo) der m lo-
gischen Objekte:
V (DB) =
1
m
m∑
o=1
V (Oo)
Um die Verfu¨gbarkeit V (DB) einer replizierten Datenbank gema¨ß Definition 57 zu berechnen,
mu¨ssen nicht zwingend alle logischen Objekte einzeln ermittelt werden, sondern es kann analog
zum Konsistenzgrad KGProb u¨ber Replikationseinheiten vereinfacht werden, ggf. ko¨nnen auch
hier Gewichte verwendet werden. Wenn durch die Regeln nur die beiden Spezialfa¨lle auftre-
ten (siehe Gleichung 4.21 auf Seite 107), vereinfacht sich die Berechnung ebenfalls erheblich,
weil dann nur die Komponenten beru¨cksichtigt werden mu¨ssen, die stets synchron aktualisiert
werden.
Performance von Schreibzugriffen bei RegRess
Als Metrik fu¨r die Performance wird im Allgemeinen Antwortzeit, Verweildauer, Durchsatz, Jobs
pro Zeiteinheit oder a¨hnliches gewa¨hlt. In dieser Dissertation wird die Antwortzeit als Metrik
fu¨r die Performance verwendet, die hier wie folgt definiert ist:
Definition 58 (nach [MA02]) Antwortzeit: Die Antwortzeit ist das Zeitintervall vom Sen-
den einer Nachricht bis zum Empfang einer Antwort. Die Antwortzeit besteht aus der U¨bertra-
gungszeit, falls eine Netzkommunikation erforderlich ist, aus der Bearbeitungszeit und aus der
Wartezeit.
In Definition 58 ist die Antwortzeit fu¨r einen Dienstaufruf, hier fu¨r einen Schreibzugriff, de-
finiert. Fu¨r mehrere Schreibzugriffe variiert die Antwortzeit im Allgemeinen auch dann, wenn
die gleichen Komponenten mit Replikat involviert sind. Daher werden im Allgemeinen mittlere
Antwortzeiten angeben. In analoger Weise zur Verfu¨gbarkeit (siehe oben) wird anschließend die
mittlere Antwortzeit fu¨r ein Replikat, fu¨r ein logisches Objekt und fu¨r die replizierte Datenbank
definiert. Dabei sei angenommen, dass Ak die mittlere Antwortzeit der k-ten Komponente mit
Replikat ist und dass ARQ die Antwortzeit der Replica Queue ist, d.h. die Zeit, die beno¨tigt
wird, um einen Auftrag in die Replica Queue zu schreiben. Im Allgemeinen ist ARQ kleiner als
Ak mit k = 1, 2, ..., n, weil es sich bei den Zugriffen auf die Komponenten mit Replikat um
entfernte Zugriffe handelt.
Auch bei der mittleren Antwortzeit eines Replikats muss unterschieden werden, ob das Repli-
kat synchron oder asynchron aktualisiert wird bzw. ob es Bedingungen gibt, die einen zeitweisen
Wechsel der Aktualisierungsart bewirken. Daher wird auch hier die Wahrscheinlichkeit fu¨r die
synchrone Aktualisierung eines Replikats beno¨tigt (siehe Definition 54 auf Seite 107), um die
mittlere Antwortzeit eines Replikats zu definieren:
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Definition 59 Mittlere Antwortzeit eines Replikats: Die mittlere Antwortzeit A(Rok) eines
Replikats Rok ergibt sich als gewichtetes Mittel aus der mittleren Antwortzeit Ak der Komponen-
te Kk, die das Replikat R
o
k speichert, und der Antwortzeit ARQ der Replica Queue, wobei das
Gewicht q(Rok) der Wahrscheinlichkeit fu¨r synchrone Aktualisierung entspricht:
A(Rok) = q(R
o
k) ·Ak + (1− q(R
o
k)) ·ARQ
Fu¨r die beiden Spezialfa¨lle, d.h. das Replikat Rok wird grundsa¨tzlich synchron bzw. asynchron
aktualisiert, gilt:
A(Rok) =


Ak
ARQ
q(Rok) = 1, synchrone Aktualisierung
q(Rok) = 0, asynchrone Aktualisierung
(4.23)
Mit den mittleren Antwortzeiten der einzelnen Replikate eines logischen Objekts wird nun die
mittlere Antwortzeit eines Schreibzugriffs auf das logische Objekt definiert. Dabei sei angenom-
men, dass alle Schreibzugriffe auf die Replikate sowie das Anha¨ngen der Auftra¨ge in die Replica
Queue seriell nacheinander ausgefu¨hrt werden:
Definition 60 Mittlere Antwortzeit eines logischen Objekts: Die mittlere Antwortzeit
A(Oo) eines logischen Objekts Oo berechnet sich bei serieller Ausfu¨hrung der Teiloperationen
durch Addition der mittleren Antwortzeiten A(Rok) der Replikate des logischen Objekts:
A(Oo) =
n∑
k=1
A(Rok)
Bei der Berechnung der mittleren Antwortzeit A(Oo) in Definition 60 ist es wichtig, dass die
Teiloperationen, d.h. insbesondere die Schreibzugriffe auf die Replikate, seriell nacheinander
durchgefu¨hrt werden. Ein Replikationsmanager kann eine kleinere Antwortzeit erreichen, wenn
die Schreibzugriffe auf die Replikate parallel durchgefu¨hrt werden. In diesem Fall ist in der
Definition 60 anstatt der Summe das Maximum der mittleren Antwortzeiten der Replikate des
logischen Objekts zu bilden. Mit den mittleren Antwortzeiten der logischen Objekte folgt nun
die Definition fu¨r die mittlere Antwortzeit der replizierten Datenbank:
Definition 61 Mittlere Antwortzeit einer replizierten Datenbank: Die mittlere Antwort-
zeit A(DB) einer replizierten Datenbank berechnet sich durch Mittelung der mittleren Antwort-
zeiten A(Oo) der m logischen Objekte:
A(DB) =
1
m
m∑
o=1
A(Oo)
Auch hier kann wie bei der Verfu¨gbarkeit der replizierten Datenbank die Berechnung der mitt-
leren Antwortzeit der replizierten Datenbank vereinfacht werden, wenn die Berechnung u¨ber
Replikationseinheiten erfolgt.
4.4.3. Multiattributive Wertfunktion
Damit die Ergebnisse, die eine Alternative hinsichtlich der gegebenen Ziele erreicht, bewertet
werden ko¨nnen, mu¨ssen die Pra¨ferenzen des Entscheiders bekannt sein. In der Entscheidungs-
theorie werden die Ziele, wie auch in diesem Abschnitt, als Attribute bezeichnet [EW02]. Bei
der Replikation, insbesondere bei der Replikationsstrategie RegRess, mu¨ssen also fu¨r eine Al-
ternative, z.B. fu¨r eine bestimmte Regelmenge, die Attribute Verfu¨gbarkeit, Performance und
Konsistenz bewertet werden, d.h. es wird eine Funktion beno¨tigt, die die Attribute auf eine Zahl
abbildet.
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Gema¨ß Abschnitt 4.4.2 wird Verfu¨gbarkeit als Wahrscheinlichkeit (Bereich [0..1], dimensions-
los) gemessen, die Performance als Antwortzeit in Millisekunden und die Konsistenz als Konsis-
tenzgrad, wobei es sich um einen normierten Wert handelt (Bereich [0..1], dimensionslos). Ein
gleichzeitiger Vergleich der drei Attribute ist dadurch erschwert, dass unterschiedliche Dimen-
sionen beteiligt sind, z.B. Wahrscheinlichkeiten und Millisekunden. Zwar haben Verfu¨gbarkeit
und Konsistenz, genauer gesagt der Konsistenzgrad, den gleichen Wertebereich, aber im Allge-
meinen wird der Wertebereich unterschiedlich abgedeckt. So liegen die Verfu¨gbarkeiten heutiger
Systeme im Allgemeinen nahe bei 1.
Demzufolge wird eine so genannte
”
Wertfunktion“ [EW02] beno¨tigt, die die Attributwerte
einer Alternative auf eine reelle Zahl abbildet. Dabei wird im Fall von mehreren Attributen von
einer
”
multiattributiven Wertfunktion“ gesprochen. Die multiattributive Wertfunktion muss die
Pra¨ferenzen des Entscheiders widerspiegeln, insbesondere muss Transitivita¨t gelten.
Um die multiattributive Wertfunktion zu bestimmen, wird ha¨ufig in zwei Schritten vorgegan-
gen, wie z.B. in [RLPT97], wo die Einbeziehung von Nutzerinteressen bei der Dienstvermitt-
lung unter CORBA diskutiert wird. Zuna¨chst werden jeweils Wertfunktionen fu¨r ein Attribut
bestimmt. Die einzelnen Wertfunktionen werden zu einer multiattributiven Wertfunktion ver-
knu¨pft.
Eine Wertfunktion fu¨r ein Attribut kann z.B. nach der
”
Direct-Rating-Methode“, nach der
”
Methode gleicher Wertdifferenzen“ oder nach der
”
Halbierungsmethode“ ermittelt werden (siehe
z.B. [EW02]). Eine Wertfunktion ist wegen der Transitivita¨t eine monotone Funktion, die bei
den genannten Methoden den Wertebereich [0..1] hat. Weil sie die Pra¨ferenzen des Entscheiders
beru¨cksichtigt, kann sie unterschiedlichste Auspra¨gungen haben. Bei der Antwortzeit ist die
Wertfunktion z.B. monoton fallend, d.h. mit wachsender Antwortzeit liefert die Wertfunktion
kleinere Werte. Die Wertfunktion kann dabei z.B. eine Hyperbelform haben, wodurch bei kleinen
Antwortzeiten eine A¨nderung sta¨rker ins Gewicht fa¨llt als bei großen Antwortzeiten.
Die Verknu¨pfung der Wertfunktionen einzelner Attribute zur multiattributiven Wertfunktion
erfolgt ha¨ufig durch gewichtete Addition. Die Ermittlung der Gewichte erfolgt z.B. nach dem
”
Trade-Off-Verfahren“, nach dem
”
Swing-Verfahren“ oder nach dem
”
Direct-Ratio-Verfahren“
(siehe z.B. [EW02]). Auch hier spielen natu¨rlich die Pra¨ferenzen des Entscheiders eine gewichtige
Rolle.
Fu¨r den Vergleich von Replikationsstrategien und/oder Konfigurationen von Replikations-
strategien, z.B. fu¨r den Vergleich unterschiedlicher Regelmengen der hier vorgestellten Replika-
tionsstrategie RegRess, bedeutet das, dass pra¨ferenzbasierte Wertfunktionen fu¨r Verfu¨gbarkeit,
Performance und Konsistenz und entsprechende Gewichte ermittelt werden mu¨ssen. Dabei flie-
ßen neben den Pra¨ferenzen des Entscheiders vor allem Systemkennzahlen wie Antwortzeiten,
Schreib-/Leseraten etc. ein. Eine Entscheidung fu¨r eine Alternative ha¨ngt somit von der kon-
kreten Systemlandschaft ab. Daher wird hier auf eine tiefere Diskussion der multiattributiven
Wertfunktion in dieser Dissertation verzichtet.
110
5. Regelsprache RRML
Die Koordination der Zugriffe auf die Replikate erfolgt bei der Replikationsstrategie RegRess
durch Inferenz von Regeln. Wa¨hrend in Kapitel 4 das Protokoll von RegRess spezifiziert wurde,
wird in diesem Kapitel die Regelsprache RRML (Replication Rule Markup Language) vorge-
stellt, die die Formulierung von Regeln in einer eigens entwickelten Regelsprache erlaubt. Bei
der RRML handelt es sich um eine Auszeichnungssprache auf Basis von XML (Extensible Mar-
kup Language, [MBK00]). Als syntaktische Vorlage fu¨r die RRML dienten die XML-basierten
Regelsprachen RuleML (Rule Markup Language, [Bol01]) und XRML (eXtensible Rule Markup
Language, [LS03]), die die Beschreibung von allgemeinen Regeln ermo¨glichen. Eine Beschrei-
bung dieser beiden allgemeinen Regelsprachen sowie Grundlagen zu Regeln und regelbasierten
Systemen sind im Anhang A dargestellt.
Eine erste Version der RRML wurde im Rahmen dieses Dissertationsvorhabens in einer von
mir betreuten Diplomarbeit von Jan Stefan Addicks entwickelt [Add05]. In der Diplomarbeit
wurde neben der Regelsprache auch ein Regelinterpreter (Inferenzmaschine, Rule Interpreter)
und ein Regeleditor entwickelt, so dass folgende fu¨r diese Arbeit relevanten Konzepte und Tools
entstanden sind:
Regelsprache RRML 1.0: Die Regelsprache RRML in der Version 1.0 gestattet die For-
mulierung von Regeln fu¨r die Partitionierung der Replikate in synchron und asynchron zu
aktualisierende Replikate. Die RRML 1.0 betrifft somit in dieser Arbeit den Teil der Inferenz,
der bei der synchronen Aktualisierung herangezogen wird, der InferenzSynchron (siehe Ab-
schnitt 4.2.4). In der RRML 1.0 ko¨nnen Regeln fu¨r Komponenten mit Replikat, fu¨r logische
Objekte und fu¨r Replikate vergeben werden, aber Replikationseinheiten wurden noch nicht
beru¨cksichtigt.
Regelinterpreter RIM: Der Regelinterpreter RIM (Rule Inferencing Machine) als zentrale
Komponente des regelbasierten Systems ist eine Inferenzmaschine fu¨r die RRML, d.h. eine
Software-Komponente, die von einem Replikationsmanager genutzt wird und die Inferenz von
Regeln, die in RRML formuliert sind, durchfu¨hrt. Hierauf wird in Abschnitt 6.2 detailliert
eingegangen.
Regeleditor rulEdit: Der Regeleditor rulEdit (siehe Abschnitt 7.2) erlaubt die Verwaltung
von Regeln, die in RRML formuliert sind, und der zugeho¨rigen Mapping-Dateien mittels einer
grafischen Benutzeroberfla¨che. Weiterhin ko¨nnen Simulationsla¨ufe fu¨r den semantischen Test
der Regeln durch Aufruf der Inferenz-Komponente RIM gestartet werden.
In der hier vorgestellten Version 2.0 wird die RRML gegenu¨ber der Version 1.0 um die Inferenz
fu¨r die asynchrone Aktualisierung und fu¨r die Lesezugriffe (InferenzAsynchron und InferenzLe-
sen, siehe Abschnitt 4.2.4) erweitert. Weiterhin wird bei der InferenzSynchron die Mo¨glichkeit
der Regelspezifikation fu¨r Replikationseinheiten erga¨nzt sowie A¨nderungen hinsichtlich der Pro-
tokollunterstu¨tzung (siehe Abschnitt 4.2.2) und der fachlichen Konsistenzbedingungen (siehe
Abschnitt 4.3.1) eingebracht. Insbesondere die Behandlung widerspru¨chlicher Regeln wurde ver-
feinert. Soweit zum Versta¨ndnis no¨tig, werden die entsprechenden Konzepte und Entwu¨rfe der
RRML 1.0 u¨bernommen, ohne jeweils auf die zugeho¨rige Diplomarbeit [Add05] zu verweisen.
Der Aufbau dieses Kapitels gliedert sich wie folgt: Zuna¨chst wird in Abschnitt 5.1 die Zielset-
zung der RRML erla¨utert. Dabei wird die in diesem Kapitel verwendete Darstellung fu¨r Regeln,
die so genannte
”
ON-IF-THEN-Darstellung“, aufgezeigt. Der Abschnitt 5.2 bescha¨ftigt sich mit
Anforderungen an die RRML, die nicht-funktionaler Natur sind und die u¨ber die in Kapitel 4
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beschriebenen Anforderungen fu¨r Konsistenzbedingungen und Protokollspezifikationen hinaus-
gehen. Im Abschnitt 5.3 wird die RRML entworfen, d.h. die Anforderungen an die RRML werden
in Regeln umgesetzt, wobei wegen der Versta¨ndlichkeit die ON-IF-THEN-Darstellung genutzt
wird. Die Transformation der ON-IF-THEN-Regeln in das Zielformat XML wird in Abschnitt 5.4
dargelegt. Abschließend erfolgt in Abschnitt 5.5 eine Analyse und Bewertung der RRML, wobei
z.B. Terminierungsfragen wa¨hrend der Inferenz der Regeln diskutiert werden.
5.1. Zielsetzung, Regeldarstellung und Notation
Das prima¨re Ziel der RRML (Replication Rule Markup Language) ist es, Regeln fu¨r die Repli-
kationsstrategie RegRess formulieren zu ko¨nnen. Mittels Inferenz dieser Regeln wird bei jedem
Zugriff auf ein logisches Objekt die Menge der betroffenen Replikate und die Art der Aktua-
lisierung bestimmt. Somit wird durch die Regeln die von RegRess gewa¨hrleistete Konsistenz
bestimmt. Daher mu¨ssen in der RRML solche Regeln formuliert werden ko¨nnen, die die spezifi-
zierten Konsistenzbedingungen von RegRess abdecken (siehe Abschnitt 4.3).
Weiterhin sollen Regeln einfach formuliert werden ko¨nnen und ihre Verwaltung soll mo¨glichst
unkompliziert sein. Daher werden in Abschnitt 5.2 Anforderungen an die RRML aufgestellt, die
u¨ber die Abdeckung der Konsistenzbedingungen hinausgehen. Es muss auch die Mo¨glichkeit be-
stehen, die Regeln zwischen Replikationsmanagern, z.B. bei einer Verteilung, zu transferieren und
sie zu persistieren. Zusa¨tzlich ist eine einfache Erweiterbarkeit der RRML hilfreich, um zuku¨nf-
tige Anforderungen erfu¨llen zu ko¨nnen. Daher wurde die RRML auf Basis der XML [MBK00]
entwickelt.
Der Nachteil einer Repra¨sentation der Regeln in XML ist die La¨nge auf Grund der beno¨tigten
Marken (engl. Tag) und die kompliziertere Lesbarkeit beispielsweise gegenu¨ber einfachen Wenn-
Dann-Regeln. Daher werden Regeln in nachfolgenden Beispielen und im konzeptionellen Teil
(siehe Abschnitt 5.3) als so genannte
”
Reaktionsregeln“ (siehe Anhang A.1) dargestellt, bevor
sie im Abschnitt 5.4 in XML-Syntax transformiert werden. Reaktionsregeln (reaction rules)
werden auch als ECA-Regeln (Event-Condition-Action-Regeln) bezeichnet, die beispielsweise
im Bereich der aktiven Datenbanken Anwendung finden [WC95]:
EVENT ein beobachtbares Ereignis tritt ein
CONDITION ein Pra¨dikat wird evaluiert, nachdem das Ereignis eingetreten ist
ACTION eine Reihe von Aktionen werden ausgefu¨hrt, falls das Pra¨dikat erfu¨llt ist
Bei Reaktionsregeln muss also zuna¨chst ein beobachtbares Ereignis eingetreten sein, auf das
mit bestimmten Aktionen reagiert werden soll. Diese Aktionen werden aber nur dann aus-
gefu¨hrt, wenn spezifizierte Bedingungen erfu¨llt sind. Eine alternative Bezeichnung fu¨r
”
EVENT-
CONDITION-ACTION“ ist
”
ON-IF-THEN“, wobei die drei Teile der Reaktionsregel sich ent-
sprechen. Ein Beispiel fu¨r eine Reaktionsregel als ON-IF-THEN-Regel ist ein Spamfilter, der in
Email-Programmen zu finden ist:
ON Email im Posteingang
IF Absender ist xyz@spam.com
THEN verschiebe Email nach Papierkorb
Da schon bei der Entwicklung der RRML, Version 1.0, die ON-IF-THEN-Darstellung gewa¨hlt
wurde, soll sie auch hier nachfolgend verwendet werden. Der dreiteilige Aufbau der Reakti-
onsregeln bietet sich fu¨r die Spezifikation von Regeln an, mit denen bei der Replikation die
Zugriffe koordiniert werden sollen. Im Ereignisteil sind Zugriffe auf logische oder physische Ob-
jekte die beobachtbaren Ereignisse. Ob derartige Ereignisse zu Aktionen fu¨hren sollen, kann im
Bedingungsteil an bestimmte Pra¨dikate geknu¨pft werden. Mo¨gliche Aktionen sind dann die Art
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des Zugriffs bzw. die betroffenen Replikate festzulegen. Ein Beispiel ist ein Schreibzugriff eines
Clients auf ein logisches Datenobjekt, der an einen Replikationsmanager delegiert wird (siehe
Abbildung 4.1 auf Seite 61). Wenn dann z.B. der aktuelle Wochentag ein Samstag oder Sonntag
ist, dann wird ein spezielles Replikat asynchron aktualisiert. Dieses Beispiel sieht als ON-IF-
THEN-Regel wie folgt aus, wobei fu¨r das Ereignis und die Aktion einfacher Fließtext verwendet
wurde:
ON Objekt O soll geschrieben werden
IF wochentag = Samstag OR wochentag = Sonntag
THEN aktualisiere Replikat R asynchron
An dieser Stelle wird noch kurz auf verwendete Abku¨rzungen innerhalb der Regeln eingegan-
gen. In Abschnitt 4.1.2 wurde bereits die in dieser Arbeit verwendete Notation an Hand einer
Systemlandschaft erla¨utert. Neben den dort genannten Objekten, Replikaten und Komponenten
mit Replikat wird hier der Buchstabe
”
E“ fu¨r eine Replikationseinheit (siehe Definition 35 auf
Seite 65) eingefu¨hrt, wobei ein tiefergestellter Index eine laufende Nummerierung angibt. Wei-
terhin soll die Mo¨glichkeit bestehen, Default-Regeln zu formulieren, die alle logischen Objekte
betreffen. Hierfu¨r steht die Abku¨rzung
”
D“. Damit ko¨nnen folgende Abku¨rzungen in den Regeln
auftauchen:
D Default-Regeln, die fu¨r alle logischen Objekte gelten
Ei Replikationseinheit, i = 1,..,s; s Anzahl Replikationseinheiten
Oo o-tes logische Datenobjekt; o = 1,..,m; m Anzahl logischer Datenobjekte
Kk k-te Komponente mit Replikat; k = 1,..,n; n Anzahl Komponenten mit Replikat
Rok Physisches Datenobjekt bzw. Replikat; o,k wie oben
Eine Replikationseinheit ist entweder eine Komponente, die einen Zugriff auf ein logisches Ob-
jekt durchfu¨hrt, oder eine Menge von Objekten. Damit ko¨nnte z.B. ein logisches Objekt als
einelementige Menge einer Replikationseinheit dargestellt werden. Aus Kompatibilita¨tsgru¨nden
zur Version 1.0 der RRML sollen aber auch in der Version 2.0 Regeln fu¨r Objekte und Kompo-
nenten formuliert werden ko¨nnen. Um die Objekte und Komponenten sowie die Replikationsein-
heiten mit ihren Elementen identifizieren zu ko¨nnen, mu¨ssen entsprechende Zuordnungstabellen
(Mapping-Daten) vorhanden sein, die in Abschnitt 5.4 beschrieben werden.
Nachfolgend werden beispielhaft zwei Regeln in der RRML gezeigt, die als Reaktionsregeln
in der ON-IF-THEN-Darstellung unter Verwendung der oben genannten Abku¨rzungen notiert
sind:
(1) ON update(D) IF true THEN async update(K3)
(2) ON update(E3) IF hour > 18 THEN async update(O
2)
Mit
”
update()“ ist in beiden Regeln ein Schreibzugriff gemeint und mit
”
async update()“ die
Zuordnung der entsprechenden Replikate zur asynchronen Aktualisierung. Bei der ersten Regel
handelt es sich wegen des Parameters D um eine Default-Regel. Weil hier keine explizite Bedin-
gung gesetzt ist, wird mit dieser Regel formuliert, dass alle Replikate der Komponente K3 den
asynchron zu aktualisierenden Replikaten zugeordnet werden.
In der zweiten Regel ist das beobachtbare Ereignis ein Schreibzugriff auf die Replikationsein-
heit E3, genauer gesagt, auf ein logisches Datenobjekt, das zur Replikationseinheit E3 geho¨rt.
Wenn dann die aktuelle Stunde gro¨ßer als 18 ist, d.h. es ist mindestens 19 Uhr, dann werden alle
Replikate des logischen Objekts O2 den asynchron zu aktualisierenden Replikaten zugeordnet.
Alle mo¨glichen Ereignisse, Bedingungen und Aktionen, die in Regeln der RRML 2.0 verwendet
werden, sowie deren Semantik werden in Abschnitt 5.3 spezifiziert.
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5.2. Anforderungen an die RRML
Die Anforderungen, die an die RRML (Replication Rule Markup Language) gestellt werden,
ergeben sich, wie bereits erwa¨hnt, in erster Linie durch die Konsistenzbedingungen und den
Protokollspezifikationen (siehe Kapitel 4) der hier vorgestellten Replikationsstrategie RegRess.
Es muss mittels der RRML mo¨glich sein, solche Regeln zu formulieren, die diese Anforderungen
bzgl. der Konsistenzbedingungen unter Einhaltung der spezifizierten Protokolle abdecken, z.B.
ein Abstandsmaß, mit dem das
”
Alter“ von Replikaten gesteuert wird.
In diesem Abschnitt werden weitere Anforderungen aufgestellt, die die Ausdrucksma¨chtigkeit
der RRML erho¨hen. Dabei werden Vereinfachungen und Speicherungsaspekte betrachtet, die
bereits in der Version 1.0 der RRML realisiert wurden und die aus Kompatibilita¨tsgru¨nden auch
in Version 2.0 einbezogen werden. Ein tabellarischer U¨berblick aller Anforderungen befindet sich
in Anhang B.
Um die Regelsprache zu vereinfachen und die Anzahl der Regeln zu reduzieren, wird gefordert,
dass nicht fu¨r jedes logische Objekt eine Regel formuliert werden muss. Wenn keine Regel bei ei-
ner Inferenz zum Tragen kommt, dann gilt der Startzustand der Inferenz (siehe Abschnitt 4.2.4).
Bei der InferenzSynchron ist der Startzustand z.B. die synchrone Aktualisierung aller Replika-
te, um Priorita¨t auf die Konsistenz der betroffenen Replikate zu legen. Diese Vereinfachung
motiviert folgende Anforderung:
Anforderung 31 Weglassen von expliziten Replikationsregeln: Es muss nicht individuell
fu¨r jedes Replikat eines logischen Objekts eine Regel explizit formuliert werden.
Wenn keine expliziten Regeln angegeben sind, dann gilt, wie oben erwa¨hnt, der Startzustand der
Inferenz, der im Abschnitt 4.2.4 spezifiziert ist. Um diese Voreinstellung allgemein zu a¨ndern
bzw. zu verfeinern, soll die Mo¨glichkeit bestehen, Default-Regeln zu formulieren, die fu¨r alle
logischen Objekte gelten:
Anforderung 32 Default-Regeln: Regeln, die fu¨r alle logischen Objekte gelten, ko¨nnen als
Default-Regeln formuliert werden.
Die Default-Regeln aus Anforderung 32 stellen im Grunde eine Vereinfachung dar, weil an-
dernfalls die entsprechenden Aktionen fu¨r jede Replikationseinheit formuliert werden mu¨ssten.
A¨hnlich ist eine Vereinfachung fu¨r Regeln wu¨nschenswert, die alle Replikate einer Komponente
betreffen, d.h. es wird nicht die initiierende Komponente betrachtet, sondern die
”
Zielkompo-
nente“, die die betroffenen Replikate speichert:
Anforderung 33 Regeln fu¨r alle Replikate einer Komponente: Es sollen Regeln formu-
liert werden ko¨nnen, die fu¨r alle Replikate einer Komponente gelten.
Damit Regeln einfacher identifiziert werden ko¨nnen und ihre Auswirkungen leicht versta¨ndlich
sind, werden optionale Attribute nachfolgend gefordert, mit denen den Regeln ein Titel zuge-
ordnet werden kann und eine Beschreibung informeller Art hinterlegt werden kann:
Anforderung 34 Beschreibungsmo¨glichkeit von Regeln: Es soll eine Mo¨glichkeit geboten
werden, Regeln in natu¨rlicher Sprache zu beschreiben und mit einem Titel oder einem Bezeichner
versehen zu ko¨nnen, wenn dieses beno¨tigt oder gewu¨nscht wird.
Analog zu XRML [KL03] soll eine logische Separation von zusammengeho¨renden Regeln mo¨glich
sein, d.h. es soll eine Mo¨glichkeit der Gruppierung von Regeln bestehen. Auch fu¨r Gruppen sollen
optionale Attribute fu¨r Titel und Beschreibung vorgesehen werden:
Anforderung 35 Gruppierung von Regeln: Regeln sollen sich gruppieren lassen, um logi-
sche Einheiten zu bilden. In diesem Zusammenhang ist es sinnvoll, zusa¨tzliche Attribute zur
Beschreibung und Bezeichnung der Gruppe einzufu¨hren.
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Zur Verbesserung der U¨bersicht innerhalb des RRML-Dokuments und zur Vereinfachung des
Parsens eines RRML-Dokuments soll die Mo¨glichkeit geschaffen werden, Regeln auszulagern
und unter bestimmten Bedingungen wieder einzubinden:
Anforderung 36 Auslagerung von Regeln: Regeln sollen in separate Dokumente ausgelagert
werden ko¨nnen. Als Resultat von Regeln sollen solche externen Dokumente wa¨hrend der Inferenz
wieder eingebunden werden ko¨nnen.
Die Struktur von Regeln wurde so modelliert, dass jede Regel fu¨r eine Komponente mit Replikat
gilt (siehe Abbildung 4.3 auf Seite 66). Wenn nun alle n Replikate eines logischen Objekts auf die
gleiche Weise aktualisiert werden sollen, mu¨ssten n Regeln fu¨r die einzelnen Replikate formuliert
werden. Eine Reduzierung der Anzahl Regeln stellt nachfolgende Anforderung dar, die eine
einfache Definition der Aktualisierungsart von logischen Objekten fordert, die dann intern auf
die betroffenen Replikate bzw. Komponenten mit Replikat umgesetzt werden mu¨ssen:
Anforderung 37 Allgemeine Aktualisierungsart Es muss fu¨r logische Objekte bzw. Re-
plikationseinheiten einfach definierbar sein, dass deren Replikate nur auf eine Art aktualisiert
werden sollen.
Die Anforderung 37 zielt auf eine Vereinfachung der Anforderung 19, in der je Replikationsein-
heit ein Zustand gesetzt werden kann, mit der die jeweiligen Replikate zu aktualisieren sind.
Wie bereits erwa¨hnt, dienen die Anforderungen in diesem Abschnitt der Erho¨hung der Aus-
drucksma¨chtigkeit der RRML. Sie beeinflussen nicht die Arbeitsweise bzw. das Protokoll der
Replikationsstrategie RegRess, sondern vereinfachen die Verwaltung der Regeln.
5.3. Konzeptioneller Entwurf der RRML
Der konzeptionelle Entwurf dient dazu, den Sprachumfang der RRML (Replication Rule Markup
Language) festzulegen. Dabei mu¨ssen die Anforderungen an die RRML (siehe Anhang B) erfu¨llt
werden. Mittels der RRML ko¨nnen Regeln spezifiziert werden, die bei der Replikationsstrategie
RegRess die Koordination der Zugriffe beeinflussen, genauer gesagt, mit denen die Menge der
Replikate fu¨r die Zugriffe bestimmt werden. Die Regeln werden in diesem Abschnitt in der ON-
IF-THEN-Darstellung (siehe Abschnitt 5.1) pra¨sentiert, bevor sie im Abschnitt 5.4 in XML
transformiert werden.
Bei der Vorstellung des konzeptionellen Entwurfs wird zuna¨chst in Abschnitt 5.3.1 die for-
male Spezifikation der Regeln vorgenommen, d.h. der Sprachumfang wird in der so genannten
Backus-Naur-Form (BNF, [Sch01b]) pra¨sentiert. Anschließend folgt eine detaillierte Erla¨uterung
der mo¨glichen Regeln, wobei in Abschnitt 5.3.2 die Regeln fu¨r die synchrone Aktualisierung, in
Abschnitt 5.3.3 die Regeln fu¨r die asynchrone Aktualisierung und in Abschnitt 5.3.4 die Re-
geln fu¨r Lesezugriffe vorgestellt werden. Die Behandlung von widerspru¨chlichen Regeln mit den
zugeho¨rigen Widerspruchsregeln wird in Abschnitt 5.3.5 diskutiert. Weil fu¨r alle Regeln der Be-
dingungsteil gleich ist, wird hierauf in Abschnitt 5.3.6 eingegangen. Weil damit der Regelaufbau
komplettiert ist, befinden sich in Abschnitt 5.3.6 auch einige Beispiele. Abschließend folgt in
Abschnitt 5.3.7 die Verifikation der Anforderungen.
5.3.1. Formale Spezifikation der Regeln
In diesem Abschnitt wird der syntaktische Aufbau der Regeln formal spezifiziert, d.h. die Gram-
matik der RRML wird definiert. In der RRML werden Reaktionsregeln (siehe Anhang A.1)
formuliert, die hier in der ON-IF-THEN-Form dargestellt werden. Eine derartige Reaktionsregel
hat allgemein folgenden Aufbau:
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ON Ereignisteil: ereignis(Parameter)
IF Bedingungsteil: pra¨dikate()
THEN Aktionsteil: aktion(Parameter)
Der Ereignisteil besteht aus einem Ereignis, auf das reagiert werden soll, sofern zusa¨tzlich die
angegebenen Bedingungen erfu¨llt sind. Weil es bei der RRML
”
gleiche“ Ereignisarten gibt, z.B.
das synchrone Aktualisieren, wird das eigentliche Ereignis u¨ber einen Parameter identifiziert.
Ein Beispiel fu¨r
”
ereignis(Parameter)“ ist
”
update(E3)“, d.h. fu¨r die Ereignisart ”
update“ (syn-
chrone Aktualisierung) wird mittels des Parameters E3 das folgende Ereignis identifiziert: Eine
synchrone Aktualisierung eines logischen Objekts, das zur Replikationseinheit E3 geho¨rt.
Der Bedingungsteil ist ein boolscher Ausdruck. Wenn die Bedingung erfu¨llt ist, also der Wahr-
heitswert
”
wahr“ geliefert wird, dann wird fu¨r das eingetretene Ereignis die angegebene Aktion
ausgefu¨hrt. Einzelne Pra¨dikate ko¨nnen durch die logischen Operatoren
”
und“ und
”
oder“ ver-
knu¨pft werden. Ein Ausdruck kann auch Methoden enthalten, z.B. wird bei 30 < datasize() die
Datengro¨ße des logischen Datenobjekts ermittelt, bevor der Ausdruck berechnet wird.
Im Aktionsteil wird die Aktion beschrieben, die bei eingetretenem Ereignis und erfu¨llter Be-
dingung ausgefu¨hrt wird. Die Aktion kann selbst wiederum ein Ereignis auslo¨sen. Daher werden
hier die Aktionen syntaktisch wie Ereignisse spezifiziert, d.h. in Form einer Aktionsart und einem
Parameter, wobei die Aktionsarten auch Ereignisarten sind. Fu¨r ein Ereignis, das auf Grund ei-
ner derartigen Aktion ausgelo¨st wurde, kann optional eine Regel formuliert sein. Somit gleichen
Aktionen syntaktisch den Ereignissen, haben aber eine andere semantische Bedeutung. Neben
dem Auslo¨sen eines Ereignisses werden in der Aktion weitere Operationen ausgefu¨hrt, z.B. die
Zuordnung von Replikaten zu den asynchron zu aktualisierenden Replikaten bei der synchronen
Aktualisierung. Die Semantik der Ereignisse und Aktionen wird in den Abschnitten 5.3.2 bis
5.3.5 erla¨utert, die Bedingungen sind im Abschnitt 5.3.6 beschrieben.
An dieser Stelle wird die Grammatik der RRML beschrieben. Eine Grammatik [Sal79, Sch01b]
ist ein 4-Tupel G = (V, Σ, P, S), das folgende Bedingungen erfu¨llt: V ist eine endliche Menge
von Nichtterminalen. Σ ist eine endliche Menge, das Terminalalphabet. P ist die endliche Menge
der Produktionen. S ∈ V ist die Startvariable. In Listing 5.1 sind die Produktionen in der so
genannten Backus-Naur-Form (BNF, [Sch01b]) dargestellt. Die Nichtterminale V sind in eckigen
Klammern und das Terminalalphabet als Text gegeben. Die Startvariable S ist <Regel>. Da es
sich um eine kontextfreie Grammatik handelt, ist die RRML eine kontextfreie Sprache.
Im Listing 5.1 ist der syntaktische Aufbau von Regeln der RRML dargestellt. Dabei erfolgt
zuna¨chst eine Klassifizierung der Regeln entsprechend der Inferenzart: InferenzSynchron, Infe-
renzAsynchron und InferenzLesen (siehe Abschnitt 4.2.4). Zusa¨tzlich ko¨nnen Regeln formuliert
werden, die bei der Behandlung von widerspru¨chlichen Regeln (siehe Abschnitt 5.3.5) beru¨ck-
sichtigt werden, bei der auch mittels Inferenz ein Ergebnis ermittelt wird. Die Regeln der vier
Regelarten haben den gleichen Aufbau, jedoch unterschiedliche Ereignisse und Aktionen. Der
Bedingungsteil gleicht sich fu¨r alle Regeln. Der Ereignisteil bzw. der Aktionsteil besteht aus
einer Ereignisart (oder einfach Ereignis) bzw. aus einer Aktionsart (oder einfach Aktion) und
einem Parameter, der geklammert wird. Der Parameter ist fu¨r alle Regeln gleich und wurde in
Abschnitt 5.1 als Abku¨rzung vorgestellt.
Weil ein Ereignis entweder extern ausgelo¨st wird, z.B. ein Schreibzugriff (Aktualisierung) auf
ein logisches Objekt, der von einem Client initiiert wird, oder intern ausgelo¨st wird, z.B. durch
eine Aktion, die eine bestimmte Aktualisierungsart fu¨r Replikate vorgibt, wird im Listing 5.1
zwischen externen und internen Ereignisarten unterschieden. Jede Aktion, bis auf die Aktionsart
use_ruleset, lo¨st ein Ereignis gleicher Art mit gleichem Parameter aus, sodass sich der syntak-
tische Aufbau von Aktionen und Ereignissen in diesem Fall gleicht, jedoch eine unterschiedliche
Semantik aufweist. Auf die Semantik wird in den Abschnitten 5.3.2 bis 5.3.6 eingegangen, die
zusa¨tzlich eine detaillierte Beschreibung der Konstrukte enthalten sowie die Aktivita¨ten der
Aktionen erla¨utern.
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Listing 5.1: Backus-Naur-Form der Regeln in RRML
1 <Regel > ::= < RegelSynchron >|<RegelAsynchron >|<RegelLesen >|
2 <RegelWiderspruch >
3
4 <RegelSynchron > ::= ON <EreignisSynchron >(<Parameter >)
5 IF <Bedingung >
6 THEN <AktionSynchron >
7
8 <EreignisSynchron > ::= < ExternesES >|<InternesES >
9 <ExternesES > ::= update
10 <InternesES > ::= sync_update|asyn_update|
11 changeableTrue |changeableFalse
12 <AktionSynchron > ::= < InternesES >(<Parameter >)|
13 use_ruleset(<FileId >)
14
15 <RegelAsynchron > ::= ON <EreignisAsynchron >(<Parameter >)
16 IF <Bedingung >
17 THEN <AktionAsynchron >
18 <EreignisAsynchron > ::= < ExternesEA >|<InternesEA >
19 <ExternesEA > ::= write
20 <InternesEA > ::= later|one|all
21 <AktionAsynchron > ::= < InternesEA >(<Parameter >)|
22 use_ruleset(<FileId >)
23
24 <RegelLesen > ::= ON <EreignisLesen >(<Parameter >)
25 IF <Bedingung >
26 THEN <AktionLesen >
27 <EreignisLesen > ::= read
28 <AktionLesen > ::= getConsistency (<ParameterKonsistenz >)|
29 getPerformance (<ParameterPerformance >)|
30 use_ruleset(<FileId >)
31
32 <RegelWiderspruch > ::= ON <EreignisWiderspruch >(<Parameter >)
33 IF <Bedingung >
34 THEN <AktionWiderspruch >
35 <EreignisWiderspruch > ::= conflict
36 <AktionWiderspruch > ::= set(<ParameterWiderspruch >)
37
38 <Parameter > ::= D|Ei|O
o|Kk|R
o
k
39
40 <ParameterKonsistenz > ::= V|T|A
41 <ParameterPerformance > ::= R|C
42 <ParameterWiderspruch > ::= CGP|FGP|PCG|PFG
43
44 <FileID > ::= "a¨PlattformabhngigerÃDateiname"
45
46 <Bedingung > ::= t rue | f a l s e |<Praedikat >|¬(<Bedingung >)|
47 (<Bedingung > ∨ <Bedingung >)|
48 (<Bedingung > ∧ <Bedingung >)
49
50 <Praedikat > ::= < Funktion > <Operator > <Wert >
51 <Funktion > ::= day|month|year|weekday|hour|minute|
52 init_node|target_node|object|
53 diff_version|diff_time|diff_value|period|consistency|
54 datasize|conflicts|connection_throughput|responsetime
55 <Operator > ::= =| 6=|>|≥|<|≤
56 <Wert > ::= "reelleÃZahl"
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Ein Regelinterpreter (siehe Abschnitt 6.2) zieht bei der Inferenz diese Regeln heran, um die
Art der Koordination bei Schreib- und Lesezugriffen gema¨ß den Protokollen aus Abschnitt 4.2
zu bestimmen. Der Ablauf der Inferenz gleicht sich fu¨r die Inferenzarten InferenzSynchron,
InferenzAsynchron und InferenzLesen. Zuna¨chst werden die externen Ereignisse bestimmt, die
zu Beginn der Inferenz als eingetreten gesetzt werden. Anschließend werden die Regeln ermittelt,
deren Ereignisse mit den eingetretenen Ereignissen u¨bereinstimmen. Bei passenden Regeln wird
der Bedingungsteil gepru¨ft. Wenn die Bedingung erfu¨llt ist, dann kann die Aktion ausgefu¨hrt
werden, es sei denn, ein Widerspruch zu einer bereits ausgefu¨hrten Regel wird erkannt. Bei
einem Widerspruch wird eine Widerspruchsbehandlung aktiviert. Wenn die Aktion ausgefu¨hrt
wird und ein internes Ereignis auslo¨st, dann muss wieder gepru¨ft werden, ob es weitere passende
Regeln gibt (siehe auch Listing 7.2 auf Seite 191).
5.3.2. Regeln fu¨r die synchrone Aktualisierung
Nachdem in Abschnitt 5.3.1 die Syntax der Regeln definiert wurde, wird in diesem Abschnitt
die Semantik zuna¨chst der Regeln spezifiziert, die bei der synchronen Aktualisierung formu-
liert werden ko¨nnen. Da die Bedingungen fu¨r alle Inferenzarten gemeinsam in Abschnitt 5.3.6
beschrieben werden, erfolgt hier eine Erla¨uterung folgender Aspekte:
• Ergebnis der Inferenz bei der synchronen Aktualisierung
• Ereignisse der RRML bei der synchronen Aktualisierung
• Aktivita¨ten einer Aktion der RRML bei der synchronen Aktualisierung
• Aktionen der RRML bei der synchronen Aktualisierung
• Startereignisse der RRML bei der synchronen Aktualisierung
Ergebnis der Inferenz bei der synchronen Aktualisierung
Bei der synchronen Aktualisierung ist das Ziel der Inferenz (InferenzSynchron) die Partitionie-
rung der betroffenen Replikate in synchron und asynchron zu aktualisierende Replikate (siehe
Abschnitt 4.2.4). Daher wird in einer Aktion neben dem Auslo¨sen eines Ereignisses i.a. auch
eine Zuordnung von Replikaten zu den Mengen MS (synchron zu aktualisierende Replikate) und
MA (asynchron zu aktualisierende Replikate) durchgefu¨hrt. Wie die Mengen MS und MA in
einer Implementierung realisiert werden, ha¨ngt von der verwendeten Inferenzmaschine ab (siehe
Kapitel 7). Zum Abschluss der InferenzSynchron muss dieses Ergebnis dem Aufrufer der Inferenz-
Synchron geliefert werden, na¨mlich der Methode schreibzugriffSynchron (siehe Listing 4.1
auf Seite 71).
Hier soll angenommen werden, dass ein Ergebnisobjekt fu¨r die zu aktualisierenden Replika-
te des logischen Objekts Oo gefu¨hrt wird, das im Folgenden als ErgebnisSynchron bezeichnet
wird. Da es sich laut Annahme um eine vollreplizierte Datenbank mit Replikationsgrad n han-
delt (siehe Abschnitt 4.1.1), mu¨ssen n Replikate aktualisiert werden, fu¨r die Informationen in
ErgebnisSynchron gehalten werden mu¨ssen. Daher sind zwei der nachfolgenden Attribute des
Objekts ErgebnisSynchron n-dimensional, d.h. es ko¨nnen entsprechende Werte fu¨r die n Re-
plikate gespeichert werden. ErgebnisSynchron beinhaltet somit folgende Attribute:
• aktualisierungsart: n-dimensionales Attribut, wobei jedes Element den Wert synchron
oder asynchron annehmen kann. Es wird festgehalten, ob das Replikat Rok, k = 1, 2, ..n
synchron bzw. asynchron aktualisiert werden soll. Die n Werte des Attributs mu¨ssen mit
synchron initialisiert werden (siehe Anforderung 1 auf Seite 79).
• wechselfaehig: n-dimensionales Attribut, wobei jedes Element den Wert true oder false
annehmen kann. Es wird festgehalten, ob das Replikat Rok, k = 1, 2, ..n wechselfa¨hig ist oder
nicht. Die n Werte des Attributs werden mit false initialisiert.
• regeln: Speichert eine Liste der Regeln, die bei der Inferenz beru¨cksichtigt wurden. Hieru¨ber
ko¨nnen ggf. Widerspru¨che in den Regeln erkannt werden.
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Die Partitionierung der n Replikate in die Mengen MS und MA erfolgt direkt an Hand des Attri-
buts aktualisierungsart. Wenn wa¨hrend des synchronen Schreibzugriffs ein Fehler bei einem
wechselfa¨higen Replikat auftritt, dann wird dieses Replikat aus der Menge MS entnommen und
in die Menge MA aufgenommen, sodass dieses Replikat bei einem wiederholten Schreibzugriff
zu den asynchron zu aktualisierenden Replikaten za¨hlt (siehe Listing 4.1 auf Seite 71). Daher
beno¨tigt die Methode schreibzugriffSynchron fu¨r jedes der n Replikate auch das Attribut
wechselfaehig. Das Attribut regeln hingegen dient ausschließlich der Erkennung von wider-
spru¨chlichen Regeln.
Ereignisse der RRML bei der synchronen Aktualisierung
In Listing 5.1 auf Seite 117 ist durch das Nichtterminal <EreignisSynchron> definiert, auf
welche Ereignisse bei der synchronen Aktualisierung reagiert wird. Diese Ereignisse werden im
Folgenden erla¨utert:
• update(<Parameter>): Eine Aktualisierung, d.h. ein Schreibzugriff eines Clients, wird an
den Replikationsmanager gestellt. Hierbei handelt es sich um ein externes Ereignis, dass
durch einen Schreibzugriff eines Clients auf ein logisches Objekt initiiert wird. Somit werden
hieru¨ber die Startereignisse gebildet (siehe unten).
<Parameter>:
D Default-Ereignis. Mittels des Default-Parameters ko¨nnen Regeln fu¨r alle Objekte und
Replikationseinheiten formuliert werden.
Ei i-te Replikationseinheit. Weil es sich um ein Startereignis handelt, sind die Replika-
tionseinheiten betroffen, die entweder das logische Objekt, auf das vom Client zuge-
griffen wird, oder die initiierende Komponente beinhalten. Bei einem Schreibzugriff
ko¨nnen mehrere Replikationseinheiten betroffen sein, wenn z.B. ein logisches Objekt
in mehreren Replikationseinheiten auftaucht oder wenn die initiierende Komponen-
te oder Komponenten mit Replikat zu Replikationseinheiten zusammengefasst sind
(siehe unten, Startereignisse).
Oo Das logische Objekt, auf das vom Client zugegriffen werden soll.
Kk Die initiierende Komponente. Hierbei muss es sich nicht um eine Komponente mit
Replikat handeln. Es soll gelten: k = 1, .., n Komponente mit Replikat (n = Replika-
tionsgrad), k = n + 1, .., m Komponente ohne Replikat
Rok Derzeit nicht fu¨r die Ereignisart update beno¨tigt, weil ein Client kein spezielles Re-
plikat schreibt, sondern alle n Replikate eines logischen Objekts.
• sync_update(<Parameter>): Eine synchrone Aktualisierungsanforderung fu¨r die in <Para-
meter> u¨bergebene Einheit wurde als Ereignis ausgelo¨st. Hierbei handelt es sich um ein
intern ausgelo¨stes Ereignis, d.h. das Ereignis wurde als Aktion einer Regel ausgelo¨st.
<Parameter>:
D wie beim Ereignis update().
Ei wie beim Ereignis update(), jedoch kann eine beliebige Replikationseinheit betroffen
sein.
Oo wie beim Ereignis update(), jedoch kann ein beliebiges logisches Objekt betroffen
sein.
Kk Eine Komponente mit Replikat. Im Gegensatz zu update() sind hier nur die ”
Ziel-
systeme“ gemeint, d.h. die Komponenten, deren Replikate geschrieben werden sollen.
Rok Ein bestimmtes Replikat, fu¨r das eine Regel formuliert wird. Dies ist die feinste Gra-
nularita¨tsstufe.
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• async_update(<Parameter>): Analog zum Ereignis sync_update() wurde eine asynchrone
Aktualisierungsanforderung fu¨r die in <Parameter> u¨bergebene Einheit als Ereignis aus-
gelo¨st, wobei es sich ebenfalls um ein intern ausgelo¨stes Ereignis handelt.
<Parameter>: wie beim Ereignis sync_update().
• changeableTrue(<Parameter>): Das eingetretene Ereignis ist eine A¨nderung des Attributs
wechselfaehig auf true, wobei das intern ausgelo¨ste Ereignis fu¨r die in <Parameter> u¨ber-
gebene Einheit eingetroffen ist.
<Parameter>: wie beim Ereignis sync_update().
• changeableFalse(<Parameter>): Analoges Ereignis zu changeableTrue(), wobei hier das
Attribut wechselfaehig auf false gesetzt wurde.
<Parameter>: wie beim Ereignis sync_update().
Wie bereits erwa¨hnt, wird der Bedingungsteil der Regeln in Abschnitt 5.3.6 gemeinsam fu¨r
alle Regelarten erla¨utert, sodass nachfolgend zuna¨chst auf die Aktionen bei der synchronen
Aktualisierung eingegangen wird.
Aktivita¨ten einer Aktion der RRML bei der synchronen Aktualisierung
Bevor auf die Aktionen der RRML bei der synchronen Aktualisierung detailliert eingegangen
wird, sollen zuna¨chst die Aktivita¨ten einer Aktionsausfu¨hrung beschrieben werden. Die Beschrei-
bung erfolgt in der in Abschnitt 4.2.2 verwendeten Pseudo-Sprache, insbesondere weil die Bear-
beitung einer Aktion einem Methodenablauf gleicht. Vorausgesetzt wird, dass ein Ergebnisobjekt
ErgebnisSynchron mit den oben genannten Attributen existiert, auf das einfachheitshalber glo-
bal zugegriffen werden kann. Das Ziel einer Aktion ist die Manipulation der Attribute, um die
n Replikate zu partitionieren (siehe oben), und ein Ereignis gleichen Namens zu erzeugen, fu¨r
das mo¨glicherweise Regeln spezifiziert sind. Eine Ausnahme bildet die Aktion use_ruleset, mit
der Regeln aus einer Datei nachgeladen werden.
Von einer Aktion sind nicht grundsa¨tzlich alle n Replikate betroffen. Die Ermittlung der
von der ausgefu¨hrten Aktion betroffenen Replikate ha¨ngt einerseits vom Parameter der Aktion
ab und andererseits vom logischen Objekt, das durch den Schreibzugriff des Clients gea¨ndert
werden soll. Es wird angenommen, dass Oz das zugegriffene, logische Objekt sei. Dann werden
in Abha¨ngigkeit des Parameters der Aktion die folgenden Replikate ermittelt, deren zugeho¨rige
Attribute in ErgebnisSynchron ggf. manipuliert werden mu¨ssen:
D Alle n Replikate des logischen Objekts Oz, d.h. Rz
∗
(* steht fu¨r alle Komponenten).
Ei Wenn O
z ∈ Ei, dann R
z
∗
, sonst kein Replikat.
Oo Wenn Oz = Oo, dann Rz
∗
, sonst kein Replikat.
Kk R
z
k.
Rok Wenn z = o, dann R
z
k, sonst kein Replikat.
Bei der Ausfu¨hrung einer Aktion ist zu beachten, ob die Aktion in Widerspruch zu einer anderen
Regel, genauer gesagt Aktion einer Regel, steht. Ein Widerspruch liegt dann vor, wenn die
Attribute von ErgebnisSynchron unterschiedlich gea¨ndert werden. In diesem Fall muss der
Widerspruch gelo¨st werden, wofu¨r Regeln spezifiziert werden ko¨nnen (siehe Abschnitt 5.3.5).
Der Ablauf einer Aktion bei der synchronen Aktualisierung ist im Listing 5.2 als Methode
actionSynchron dargestellt. Als Parameter wird das logische Objekt Oz, das geschrieben wer-
den soll, und die Regel regel u¨bergeben. Dabei wird davon ausgegangen, dass regel neben
anderen Informationen die Aktion in regel.aktionsart und den zugeho¨rigen Parameter in
regel.aktionsparameter speichert. Nachfolgend werden die einzelnen Aktivita¨ten des Ablaufs
erla¨utert:
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Listing 5.2: Ablauf einer Aktion bei der synchronen Aktualisierung
1 pub l i c vo id aktionSynchron (Object Oz , Object regel ) {
2
3 anhaengenRegel (regel);
4
5 i f (regel.aktionsart = "use_ruleset") {
6 ladeRegelnAusDatei(regel.aktionsparameter );
7 r e tu rn ;
8 }
9
10 L i s t replikate := bestimmeReplikate(Oz,regel.aktionsparameter );
11
12 Object status := behandleWiderspruch (replikate ,regel);
13
14 i f ( status = NoSolution ) {
15 initiiereErgebnis ();
16 throw AbbruchInferenz;
17 }
18
19 i f ( status = NoAction ) r e tu rn ;
20
21 setzeAttributeErgebnis (replikate ,regel.aktionsart );
22 erzeugeEreignis(regel.aktionsart ,regel.aktionsparameter );
23 r e tu rn ;
24 }
Zeile 3 Die aktuell ausgefu¨hrte Regel wird der Regelliste der ausgefu¨hrten Regeln, die in
ErgebnisSynchron unter dem Attribut regeln gefu¨hrt wird, angeha¨ngt.
Zeile 5 Wenn es sich um eine Aktion use_ruleset handelt, folgt ein gesonderter Ablauf,
der in den nachfolgenden Zeilen 6 und 7 beschrieben ist.
Zeile 6 Regeln, die in eine Datei ausgelagert wurden, werden wieder eingebunden (siehe
Anforderung 36 auf Seite 115). Mit dem Parameter regel.aktionsparameter wird
die zu lesende Datei identifiziert, wobei eine plattformspezifische Notation verwen-
det wird. Es muss gepru¨ft werden, ob fu¨r die eingebundenen Regeln Ereignisse, die
bereits bearbeitet wurden, eingetreten sind.
Zeile 7 Weil bei einer Aktion use_ruleset kein Ereignis ausgelo¨st wird, terminiert der
Ablauf in diesem Fall an dieser Stelle.
Zeile 10 In Abha¨ngigkeit des zu schreibenden Objekts Oz und des Parameters der Akti-
on regel.aktionsparameter werden in einer Liste die Replikate ermittelt, deren
entsprechenden Attribute in ErgebnisSynchron potenziell gea¨ndert werden mu¨ssen
(siehe oben).
Zeile 12 In der Variablen status wird der Ru¨ckgabewert der Widerspruchsbehandlung ge-
speichert, die in jedem Fall aufgerufen wird. Die Behandlung von Widerspru¨chen
ist detailliert in Abschnitt 5.3.5 erla¨utert. Die Variable status kann folgende Werte
annehmen:
Action bedeutet, dass kein Widerspruch aufgetreten ist oder die aktuelle Regel
ausgefu¨hrt werden kann, weil z.B. die Priorita¨t ho¨her ist als die Priorita¨t der in
Widerspruch stehenden Regel.
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NoAction bedeutet, dass ein Widerspruch aufgetreten ist und die aktuelle Regel
nicht ausgefu¨hrt werden darf, weil z.B. die Priorita¨t niedriger ist als die Priorita¨t
der in Widerspruch stehenden Regel.
NoSolution bedeutet, dass ein Widerspruch aufgetreten ist und der Widerspruch
nicht aufgelo¨st werden konnte, weil z.B. keine geeignete Widerspruchsregel vor-
lag.
Zeile 14 Wenn ein Widerspruch aufgetreten ist, der nicht gelo¨st werden konnte, dann muss
die Inferenz abgebrochen werden, was durch die Zeilen 15 und 16 zum Ausdruck
kommt.
Zeile 15 Die Attribute von ErgebnisSynchron werden gema¨ß der Anforderung 1 auf Sei-
te 79 erneut initialisiert. Alle Replikate werden den synchron zu aktualisierenden
Replikaten zugeordnet.
Zeile 16 Mittels des Befehls throw wird eines Ausnahme angezeigt, die von der aufrufenden
Methode behandelt wird: Die Inferenz muss abgebrochen werden. Das Ergebnis der
Inferenz ist in diesem Fall, dass alle Replikate synchron aktualisiert werden mu¨ssen
(siehe Anforderung 5 auf Seite 80).
Zeile 19 Wenn ein Widerspruch aufgetreten ist, der derart gelo¨st wurde, dass keine Aktion
ausgefu¨hrt werden darf, dann wird der Ablauf der Aktion an dieser Stelle beendet.
Andernfalls ko¨nnen die Hauptaktivita¨ten der Aktion, na¨mlich das Manipulieren der
Attribute und das Erzeugen eines Ereignisses, ausgefu¨hrt werden (siehe Zeilen 21
und 22).
Zeile 21 Die Attribute von ErgebnisSynchron, die zu den Replikaten replikate geho¨ren,
werden entsprechend der aktuell ausgefu¨hrten Aktion regel.aktionsart manipu-
liert. Eine detaillierte Beschreibung folgt unten bei der Erla¨uterung der mo¨glichen
Aktionen der RRML.
Zeile 22 Es wird ein Ereignis mit dem gleichen Namen der Aktion und dem gleichen Pa-
rameter erzeugt. Anschließend muss gepru¨ft werden, ob Regeln fu¨r dieses Ereignis
vorliegen.
Zeile 23 Der Ablauf der Aktion wird beendet.
Aktionen der RRML bei der synchronen Aktualisierung
Im Folgenden werden die einzelnen Aktionen beschrieben, die bei der Inferenz zur Ermittlung der
Partitionierung bei der asynchronen Aktualisierung ausgefu¨hrt werden ko¨nnen. Die mo¨glichen
Aktionen sind in Listing 5.1 auf Seite 117 durch das Nichtterminal <AktionSynchron> definiert:
• sync_update(<Parameter>): Die durch diese Aktion betroffenen Replikate (siehe oben) wer-
den den synchron zu aktualisierenden Replikaten zugeordnet, d.h. in ErgebnisSynchron wird
das Attribut aktualisierungsart der entsprechenden Replikate auf synchron gesetzt.
<Parameter>:
D Default-Aktion, d.h. die Aktion wird fu¨r alle logischen Objekte durchgefu¨hrt.
Ei Die Aktion wird fu¨r die i-te Replikationseinheit durchgefu¨hrt.
Oo Die Aktion wird fu¨r das o-te logische Objekt durchgefu¨hrt.
Kk Die Aktion wird fu¨r die k-te Komponente mit Replikat durchgefu¨hrt.
Rok Die Aktion wird fu¨r das Replikat durchgefu¨hrt, das zum o-ten logischen Objekt geho¨rt
und auf der k-ten Komponente mit Replikat lokalisiert ist.
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• async_update(<Parameter>): Analog zur Aktion sync_update() werden die von dieser
Aktion betroffenen Replikate den asynchron zu aktualisierenden Replikaten zugeordnet, d.h.
in ErgebnisSynchron wird das Attribut aktualisierungsart der entsprechenden Replikate
auf asynchron gesetzt.
<Parameter>: wie bei der Aktion sync_update().
• changeableTrue(<Parameter>): Die durch diese Aktion betroffenen Replikate werden als
”
wechselfa¨hig“ gekennzeichnet (siehe Abschnitt 4.2.2), d.h. in ErgebnisSynchron wird das
Attribut wechselfaehig der entsprechenden Replikate auf true gesetzt.
<Parameter>: wie bei der Aktion sync_update().
• changeableFalse(<Parameter>): Analoge Aktion zu changeableTrue(), wobei hier die
durch die Aktion betroffenen Replikate als nicht wechselfa¨hig gekennzeichnet werden, d.h.
in ErgebnisSynchron wird das Attribut wechselfaehig der entsprechenden Replikate auf
false gesetzt.
<Parameter>: wie bei der Aktion sync_update().
• use_ruleset(<FileID>): Eine Menge bzw. Gruppe von Regeln werden eingebunden, indem
sie aus einer Datei eingelesen werden (siehe Anforderung 36 auf Seite 115).
<FileID>: Dateiname in Form des zugrunde liegenden Dateisystems.
Startereignisse der RRML bei der synchronen Aktualisierung
Damit die Inferenz starten kann, mu¨ssen zu Beginn Ereignisse eingetreten sein. Diese Ereignisse
werden hier als
”
Startereignisse“ bezeichnet. Bei der Inferenz, die die Partitionierung bei der
synchronen Aktualisierung ermittelt (InferenzSynchron), werden zu Beginn folgende Startereig-
nisse ausgelo¨st, wobei angenommen sei, dass von der Komponente Kk ein Schreibzugriff auf das
logische Objekt Oz durchgefu¨hrt werden soll:
• update(D)
• update(Ei), mit O
z ∈ Ei oder Kk ∈ Ei.
Anmerkung: Es ko¨nnen mehrere Replikationseinheiten Ei betroffen sein.
• update(Oz)
• update(Kk)
Angemerkt sei, dass nicht fu¨r jedes Startereignis eine Regel formuliert sein muss. Falls fu¨r ein
Startereignis oder ein intern ausgelo¨stes Ereignis keine Regel formuliert ist, wird trivialerweise
keine Aktion ausgefu¨hrt.
5.3.3. Regeln fu¨r die asynchrone Aktualisierung
Die Semantik der Regeln fu¨r die asynchrone Aktualisierung wird analog zu den Regeln fu¨r
die synchrone Aktualisierung erla¨utert (siehe Abschnitt 5.3.2), d.h. es werden folgende Punkte
diskutiert:
• Ergebnis der Inferenz bei der asynchronen Aktualisierung
• Ereignisse der RRML bei der asynchronen Aktualisierung
• Aktivita¨ten einer Aktion der RRML bei der asynchronen Aktualisierung
• Aktionen der RRML bei der asynchronen Aktualisierung
• Startereignisse der RRML bei der asynchronen Aktualisierung
Ergebnis der Inferenz bei der asynchronen Aktualisierung
Das Ziel der Inferenz bei der asynchronen Aktualisierung (InferenzAsynchron) ist die Ermitt-
lung der Entscheidung, ob ein Schreibzugriff auf das Replikat derzeit durchgefu¨hrt werden darf
oder nicht. Wenn der Schreibzugriff derzeit nicht durchgefu¨hrt werden darf, dann verbleibt der
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Auftrag in der Replica Queue (siehe Abschnitt 4.2.2). Andernfalls kann bei erfolgreichem Schreib-
zugriff auf das Replikat der Auftrag aus der Replica Queue gelo¨scht werden. Dabei wird unter-
schieden, ob alle Auftra¨ge dieses Replikats ohne erneute Inferenz abgearbeitet werden oder nicht.
Dieses Ergebnis wird zum Abschluss der InferenzAsynchron dem Aufrufer geliefert, na¨mlich der
Methode schreibzugriffAsynchron (siehe Listing 4.2 auf Seite 74).
In a¨hnlicher Weise wie bei der InferenzSynchron wird bei der InferenzAsynchron ein Ergebnis-
objekt mitgefu¨hrt, das nachfolgend ErgebnisAsynchron genannt wird. Weil bei der asynchronen
Aktualisierung jedoch nur ein einzelnes Replikat geschrieben wird, muss lediglich ermittelt wer-
den, ob derzeit ein Schreibzugriff erlaubt ist. Die Attribute von ErgebnisAsynchron lauten
somit:
• zugriff: Das Attribut zugriff speichert die mo¨glichen Ergebnisse der InferenzAsynchron
(siehe Abschnitt 4.2.4): KeinZugriff bedeutet, dass derzeit kein Schreibzugriff erlaubt ist.
EinAuftrag bedeutet, dass ein Auftrag aus der Replica Queue bearbeitet werden kann, aber
anschließend eine erneute Inferenz durchgefu¨hrt werden muss. AlleAuftraege bedeutet, dass
alle Auftra¨ge fu¨r dieses Replikat aus der Replica Queue ohne erneute Inferenz bearbeitet
werden ko¨nnen. Dieses Attribut muss mit AlleAuftraege initialisiert werden (siehe Anfor-
derung 6 auf Seite 80).
• regeln: Speichert eine Liste der Regeln, die bei der Inferenz beru¨cksichtigt wurden. Hieru¨ber
ko¨nnen ggf. Widerspru¨che in den Regeln erkannt werden.
Auch hier dient das Attribut regeln lediglich zur Erkennung von widerspru¨chlichen Regeln und
wird ausschließlich wa¨hrend der Inferenz beno¨tigt. An die Methode schreibzugriffAsynchron
(siehe Listing 4.2 auf Seite 74) muss nur das Attribut zugriff als Ergebnis der Inferenz geliefert
werden.
Ereignisse der RRML bei der asynchronen Aktualisierung
Durch das Nichtterminal <EreignisAsynchron> in Listing 5.1 auf Seite 117 ist definiert, auf
welche Ereignisse bei der asynchronen Aktualisierung reagiert wird. Diese Ereignisse werden im
Folgenden erla¨utert.
• write(<Parameter>): Ein Schreibzugriff, der aus der Replica Queue stammt, wird vom
Replikationsmanager gestellt. Hierbei handelt es sich um ein externes Ereignis, dass durch
den Replikationsmanager initiiert wird. Somit werden hieru¨ber die Startereignisse gebildet
(siehe unten).
<Parameter>:
D Default-Ereignis. Mittels des Default-Parameters ko¨nnen Regeln fu¨r alle Objekte und
Replikationseinheiten formuliert werden.
Ei i-te Replikationseinheit. Weil es sich um ein Startereignis handelt, sind die Repli-
kationseinheiten betroffen, die entweder das logische Objekt, dessen Replikat vom
Replikationsmanager geschrieben werden soll, oder die initiierende Komponente bein-
halten. Bei einem Schreibzugriff ko¨nnen mehrere Replikationseinheiten betroffen sein,
wenn z.B. ein logisches Objekt in mehreren Replikationseinheiten auftaucht oder wenn
die initiierende Komponente oder Komponenten mit Replikat zu Replikationseinhei-
ten zusammengefasst sind (siehe unten, Startereignisse).
Oo Das logische Objekt, dessen Replikat vom Replikationsmanager geschrieben wird.
Kk Die initiierende Komponente, die den urspru¨nglichen Schreibzugriff auf das logische
Objekt Oo gestellt hat (siehe Ereignis update(Kk) im Abschnitt 5.3.2).
Rok Das zu schreibende Replikat.
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• later(<Parameter>): Fu¨r die in <Parameter> u¨bergebene Einheit wurde ein Ereignis aus-
gelo¨st, das besagt, dass derzeit ein Schreibzugriff nicht erlaubt ist. Es handelt sich hierbei
um ein intern ausgelo¨stes Ereignis, d.h. das Ereignis wurde als Aktion einer Regel ausgelo¨st.
<Parameter>:
D wie beim Ereignis write().
Ei wie beim Ereignis write(), jedoch kann eine beliebige Replikationseinheit betroffen
sein.
Oo wie beim Ereignis write(), jedoch kann ein beliebiges logisches Objekt betroffen sein.
Kk Eine Komponente mit Replikat. Im Gegensatz zu write() sind hier nur die ”
Zielsys-
teme“ gemeint, d.h. die Komponenten, die ein Replikat speichern.
Rok Ein bestimmtes Replikat, fu¨r das eine Regel formuliert wird. Dies ist die feinste Gra-
nularita¨tsstufe.
• one(<Parameter>): Analog zum Ereignis later() wurde fu¨r die in <Parameter> u¨bergebene
Einheit ein Ereignis ausgelo¨st, das besagt, dass derzeit ein Schreibzugriff erlaubt ist, aber nur
ein Auftrag aus der Replica Queue bearbeitet werden darf. Es handelt sich hierbei ebenfalls
um ein intern ausgelo¨stes Ereignis.
<Parameter>: wie beim Ereignis later().
• all(<Parameter>): Analog zum Ereignis one() wurde fu¨r die in <Parameter> u¨bergebene
Einheit ein Ereignis ausgelo¨st, das besagt, dass derzeit ein Schreibzugriff erlaubt ist, in diesem
Fall aber alle Auftra¨ge des Replikats aus der Replica Queue bearbeitet werden du¨rfen. Es
handelt sich hierbei ebenfalls um ein intern ausgelo¨stes Ereignis.
<Parameter>: wie beim Ereignis later().
Der Bedingungsteil der Regeln wird, wie bereits erwa¨hnt, in Abschnitt 5.3.6 gemeinsam fu¨r
alle Regelarten erla¨utert. Hier folgt zuna¨chst eine Darstellung der Aktivita¨ten, die bei der
Ausfu¨hrung einer Aktion stattfinden, die innerhalb der Inferenz bei der asynchronen Aktua-
lisierung ausgefu¨hrt werden.
Aktivita¨ten einer Aktion der RRML bei der asynchronen Aktualisierung
Die Aktivita¨ten bzw. der Ablauf einer Aktion der RRML bei der asynchronen Aktualisierung
wird analog zu den Aktivita¨ten einer Aktion der RRML bei der synchronen Aktualisierung in
Pseudo-Sprache beschrieben (siehe Abschnitt 5.3.2). Auch hier wird vorausgesetzt, dass ein Er-
gebnisobjekt, in diesem Fall ErgebnisAsynchron, mit den oben genannten Attributen existiert,
auf das einfachheitshalber global zugegriffen werden kann. Das Ziel einer Aktion ist die Ma-
nipulation des Attributs zugriff, um zu ermitteln, ob das zu aktualisierende Replikat derzeit
geschrieben werden darf. Eine Ausnahme bildet auch hier die Aktion use_ruleset, mit der
Regeln aus einer Datei nachgeladen werden.
Ob das Attribut zugriff potenziell gea¨ndert wird, ha¨ngt einerseits vom Parameter der Aktion
ab und andererseits vom zu aktualisierenden Replikat. Mit
”
potenziell a¨ndern“ ist gemeint, dass
die A¨nderung nur dann durchgefu¨hrt wird, wenn kein Widerspruch in den Regeln auftritt bzw.
ein Widerspruch so gelo¨st wird, dass die aktuelle Aktion ausgefu¨hrt werden darf. Die Behandlung
von widerspru¨chlichen Regeln ist in Abschnitt 5.3.5 beschrieben. Es wird angenommen, dass Rzy
das zu schreibende Replikat ist, das zum logischen Objekt Oz geho¨rt und auf der Komponente
Ky gespeichert ist. Dann muss in Abha¨ngigkeit des Parameters der Aktion das Attribut zugriff
wie folgt potenziell gea¨ndert werden:
D A¨nderung potenziell durchfu¨hren.
Ei Wenn O
z ∈ Ei, dann A¨nderung potenziell durchfu¨hren.
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Listing 5.3: Ablauf einer Aktion bei der asynchronen Aktualisierung
1 pub l i c vo id aktionAsynchron(Object Rzy , Object regel ) {
2
3 anhaengenRegel (regel);
4
5 i f (regel.aktionsart = "use_ruleset") {
6 ladeRegelnAusDatei(regel.aktionsparameter );
7 r e tu rn ;
8 }
9
10 Object aendern := bestimmeAenderung(Rzy,regel.aktionsparameter );
11
12 Object status := behandleWiderspruch (aendern ,regel );
13
14 i f ( status = NoSolution ) {
15 initiiereErgebnis ();
16 throw AbbruchInferenz;
17 }
18
19 i f ( status = NoAction ) r e tu rn ;
20 i f ( aendern ) setzeAttributErgebnis(regel.aktionsart );
21 erzeugeEreignis(regel.aktionsart ,regel.aktionsparameter );
22 r e tu rn ;
23 }
Oo Wenn Oz = Oo, dann A¨nderung potenziell durchfu¨hren.
Kk Wenn Ky = Kk, dann A¨nderung potenziell durchfu¨hren.
Rok Wenn R
z
y = R
o
k, dann A¨nderung potenziell durchfu¨hren.
Der Ablauf einer Aktion bei der asynchronen Aktualisierung ist im Listing 5.3 als Methode
actionAsynchron dargestellt. Als Parameter wird das zu schreibende Replikat Rzy und die Re-
gel regel u¨bergeben. Dabei wird davon ausgegangen, dass regel neben anderen Informationen
die Aktion in regel.aktionsart und den zugeho¨rigen Parameter in regel.aktionsparameter
speichert. Der Ablauf einer Aktion bei der asynchronen Aktualisierung a¨hnelt dem Ablauf einer
Aktion bei der synchronen Aktualisierung (siehe Listing 5.2 auf Seite 121), sodass bei der nach-
folgenden Erla¨uterung der einzelnen Aktivita¨ten auf die dortige Beschreibung Bezug genommen
wird:
Zeile 3 bis Zeile 7 wie Listing 5.2.
Zeile 10 Im Gegensatz zum Listing 5.2 muss hier nicht eine Liste von betroffenen Replikaten
ermittelt werden, sondern in Abha¨ngigkeit des zu schreibenden Replikats Rzy und des
Parameters der Aktion regel.aktionsparameter wird ermittelt, ob das Attribut
zugriff in ErgebnisAsynchron potenziell gea¨ndert werden kann (siehe oben).
Zeile 12 bis Zeile 19 wie Listing 5.2, außer dass in Zeile 15 die Initialisierung die asynchrone
Aktualisierung betrifft, d.h. das Attribut zugriff wird gema¨ß der Anforderung 6
auf Seite 80 mit AlleAuftraege initialisiert.
Zeile 20 Wenn eine potenzielle A¨nderung erlaubt ist, dann wird das Attribut zugriff von
ErgebnisAsynchron entsprechend der aktuell ausgefu¨hrten Aktion regel.aktions-
art manipuliert. Eine detaillierte Beschreibung folgt unten bei der Erla¨uterung der
mo¨glichen Aktionen der RRML.
Zeile 21 bis Zeile 22 wie Listing 5.2.
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Aktionen der RRML bei der asynchronen Aktualisierung
Nachfolgend werden die Aktionen beschrieben, die bei der Inferenz zur asynchronen Aktualisie-
rung ausgefu¨hrt werden ko¨nnen. Die mo¨glichen Aktionen sind in Listing 5.1 auf Seite 117 durch
das Nichtterminal <AktionAsynchron> definiert:
• later(<Parameter>): Wenn das zu schreibende Replikat durch diese Aktion betroffen ist
(siehe oben), dann wird das Attribut zugriff von ErgebnisAsynchron auf KeinZugriff
gesetzt, d.h. derzeit ist kein Schreibzugriff erlaubt.
<Parameter>:
D Default-Aktion. Mittels des Default-Parameters wird eine Aktion definiert, die fu¨r
alle Replikate ausgefu¨hrt wird.
Ei Die Aktion wird fu¨r die i-te Replikationseinheit durchgefu¨hrt.
Oo Die Aktion wird fu¨r das o-te logische Objekt durchgefu¨hrt.
Kk Die Aktion wird fu¨r die k-te Komponente mit Replikat durchgefu¨hrt.
Rok Die Aktion wird fu¨r das Replikat durchgefu¨hrt, das zum o-ten logischen Objekt geho¨rt
und auf der k-ten Komponente mit Replikat lokalisiert ist.
• one(<Parameter>): Analog zur Aktion later() wird das Attribut zugriff auf EinAuftrag
gesetzt, d.h. derzeit ist ein Schreibzugriff erlaubt, aber nach Bearbeitung des Auftrags muss
erneut eine Inferenz durchgefu¨hrt.
<Parameter>: wie bei der Aktion later().
• all(<Parameter>): Analog zur Aktion later() wird das Attribut zugriff auf AlleAuf-
traege gesetzt, d.h. derzeit ist ein Schreibzugriff erlaubt und es ko¨nnen alle Auftra¨ge des
Replikats aus der Replica Queue bearbeitet werden.
<Parameter>: wie bei der Aktion later().
• use_ruleset(<FileID>): Eine Menge bzw. Gruppe von Regeln werden eingebunden, indem
sie aus einer Datei eingelesen werden (siehe Anforderung 36 auf Seite 115).
<FileID>: Dateiname des zu Grunde liegenden Dateisystems.
Startereignisse der RRML bei der asynchronen Aktualisierung:
Zum Start der InferenzAsynchron werden folgende Ereignisse als eingetreten gesetzt, wobei
angenommen sei, dass das zu schreibende Replikat Rzy sei, d.h. das zugeho¨rige logische Objekt ist
Oz und die Komponente, auf dem das Replikat lokalisiert ist, ist Ky und dass Kk die Komponente
sei, die urspru¨nglich den Schreibzugriff auf das logische Objekt Oz initiiert hat (siehe Ereignis
update in Abschnitt 5.3.2):
• write(D)
• write(Ei), mit O
z ∈ Ei oder Kk ∈ Ei.
Anmerkung: Es ko¨nnen mehrere Replikationseinheiten Ei betroffen sein.
• write(Oz)
• write(Kk)
• write(Rzy)
Auch bei der InferenzAsynchron muss nicht fu¨r jedes Startereignis eine Regel formuliert sein.
Falls fu¨r ein Startereignis oder ein intern ausgelo¨stes Ereignis keine Regel formuliert ist, wird
trivialerweise keine Aktion ausgefu¨hrt.
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5.3.4. Regeln fu¨r Lesezugriffe
In Abschnitt 4.2.3 wurde das Protokoll fu¨r die Koordination von Lesezugriffen der hier vorge-
stellten Replikationsstrategie RegRess erla¨utert, wobei zwei Varianten diskutiert wurden: Beim
Lesen eines beliebigen Replikats, z.B. eines lokalen Replikats, ist keine Koordination und damit
Inferenz von Regeln no¨tig. Beim Lesen eines Replikats, das bestimmten Eigenschaften genu¨gt,
erfolgt die Ermittlung der potenziellen Replikate u¨ber die Inferenz von Regeln, mit denen passen-
de Replikate bestimmt werden. Daru¨ber hinausgehende Mo¨glichkeiten, wie z.B. die Umsetzung
von Votierungsverfahren mittels Regeln, werden im Ausblick betrachtet (siehe Kapitel 9).
Im Gegensatz zu den Aktionen der Regeln, die bei der Inferenz fu¨r die synchrone und asyn-
chrone Aktualisierung spezifiziert werden ko¨nnen, lo¨sen die Aktionen der Regeln, die bei der
Inferenz fu¨r Lesezugriffe bestimmt werden ko¨nnen, in der vorliegenden Version 2.0 keine Ereig-
nisse aus. Ansonsten gleicht sich die Semantik der Regeln, sodass analog zu den Regeln fu¨r die
synchrone Aktualisierung (siehe Abschnitt 5.3.2) folgender Aufbau fu¨r die Erla¨uterung dient:
• Ergebnis der Inferenz bei einem Lesezugriff
• Ereignisse der RRML bei einem Lesezugriff
• Aktivita¨ten einer Aktion der RRML bei einem Lesezugriff
• Aktionen der RRML bei einem Lesezugriff
• Startereignisse der RRML bei einem Lesezugriff
Ergebnis der Inferenz bei einem Lesezugriff
Bei der Inferenz, die bei Lesezugriffen durchgefu¨hrt wird, wird eine unsortierte Liste von Refe-
renzen auf Replikate ermittelt, die speziellen Eigenschaften genu¨gen. Die ermittelten Referenzen
bei der InferenzLesen (siehe Abschnitt 4.2.4) werden als Ergebnis der Methode lesezugriff
(siehe Listing 4.3 auf Seite 77) geliefert. Auch bei der InferenzLesen wird ein Ergebnisobjekt
mitgefu¨hrt, das bei den Aktionen bearbeitet wird, und nachfolgend als ErgebnisLesen bezeich-
net wird. ErgebnisLesen verfu¨gt u¨ber folgende Attribute:
• regelKonsistenz: Eine boolsche Variable, mit der festgehalten wird, ob eine Regel aus-
gefu¨hrt wurde, die die Menge der mo¨glichen Replikate hinsichtlich der Konsistenz einschra¨nkt
(true) oder nicht (false). Das Attribut regelKonsistenz wird mit false initialisiert.
• refKonsistenz: Speichert eine unsortierte Liste von Referenzen auf Replikate, die den spezi-
ellen Konsistenzeigenschaften einer Regel genu¨gen. Dieses Attribut muss mit null initialisiert
werden, d.h. die Liste ist initial leer.
• regelPerformance: Eine boolsche Variable, mit der festgehalten wird, ob eine Regel aus-
gefu¨hrt wurde, die die Menge der mo¨glichen Replikate hinsichtlich der Performance ein-
schra¨nkt (true) oder nicht (false). Das Attribut regelKonsistenz wird mit false initia-
lisiert.
• refPerformance: Speichert eine unsortierte Liste von Referenzen auf Replikate, die den
speziellen Performanceeigenschaften einer Regel genu¨gen. Dieses Attribut muss mit null
initialisiert werden, d.h. die Liste ist initial leer.
• regeln: Speichert eine Liste der Regeln, die bei der Inferenz beru¨cksichtigt wurden. Hieru¨ber
ko¨nnen ggf. Widerspru¨che in den Regeln erkannt werden.
Auch hier dient das Attribut regeln lediglich wa¨hrend der Inferenz zur Erkennung von wi-
derspru¨chlichen Regeln. Mit den u¨brigen Attributen von ErgebnisLesen wird das Ergebnis
ermittelt, d.h. die unsortierte Liste mit Referenzen auf passende Replikate. Dabei wird wie folgt
verfahren: In Widerspruch stehen zwei Regeln, wenn die Regeln die gleiche Aktionsart beinhalten
(siehe Abschnitt 5.3.5). Regeln mit unterschiedlicher Aktionsart stehen nicht in Widerspruch,
sondern als Ergebnis der Inferenz wird die Vereinigung der beiden Listen refKonsistenz bzw.
refPerformance ermittelt, d.h. die
”
passenden“ Replikate sind diejenigen, die beide Kriterien
erfu¨llen und somit in beiden Listen auftauchen. Die Ermittlung des Ergebnisses nach dieser
Vorgabe ist im Listing 5.4 dargestellt:
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Listing 5.4: Ermittlung der Ergebnisreferenzen
1 pub l i c L i s t ermitteleErgebnis () {
2 i f ( ErgebnisLesen.regelKonsistenz and
3 ErgebnisLesen.regelPerformance )
4 r e tu rn bildeVereinigung ();
5
6 e l s e i f ( ErgebnisLesen.regelKonsistenz)
7 r e tu rn ErgebnisLesen.refKonsistenz;
8
9 e l s e i f ( ErgebnisLesen.regelPerformance )
10 r e tu rn ErgebnisLesen.refPerformance ;
11
12 r e tu rn n u l l ;
13 }
Zeile 2 Wenn sowohl eine Regel fu¨r eine Konsistenz- als auch fu¨r eine Performancebedingung
ausgefu¨hrt wurde, dann wird in
Zeile 4 die Vereinigung der beiden Listen, die die passenden Replikate fu¨r das jeweilige
Kriterium speichern, als Ergebnis geliefert.
Zeile 6 Wenn nur Regeln fu¨r die Konsistenzbedingung ausgefu¨hrt wurden, dann wird in
Zeile 7 die Liste der Replikate, die die Konsistenzbedingung erfu¨llen, als Ergebnis geliefert.
Zeile 9 Wenn nur Regeln fu¨r die Performancebedingung ausgefu¨hrt wurden, dann wird in
Zeile 10 die Liste der Replikate, die die Performancebedingung erfu¨llen, als Ergebnis geliefert.
Zeile 12 Wenn keine Regel ausgefu¨hrt wurde, dann wird eine leere Liste als Ergebnis geliefert
(siehe Anforderung 11 auf Seite 81).
Angemerkt sei, dass die Verwendung der Attribute von ErgebnisLesen und eine Implementie-
rung der Methode ermitteleErgebnis() (siehe Listing 5.4) mit fester Codierung der Aktions-
arten ungu¨nstig ist, aber hier leichter versta¨ndlich. Eine Erweiterung der RRML 2.0 um weitere
Aktionsarten bei der Inferenz fu¨r Lesezugriffe wu¨rde hier eine Anpassung erforderlich machen.
Besser wa¨re z.B. eine indirekte Indizierung.
Ereignisse der RRML bei einem Lesezugriff
Auf welche Ereignisse bei Lesezugriffen reagiert wird, ist in Listing 5.1 auf Seite 117 durch das
Nichtterminal <EreignisLesen> definiert. Weil in der RRML, Version 2.0, keine internen Er-
eignisse bei der InferenzLesen erzeugt werden, gibt es nur ein externes Ereignis, das nachfolgend
erla¨utert wird:
• read(<Parameter>): Ein Lesezugriff eines Clients wird an den Replikationsmanager gestellt.
Hieru¨ber werden die Startereignisse gebildet, d.h. es handelt sich um ein externes Ereignis:
<Parameter>:
D Default-Ereignis. Mittels des Default-Parameters ko¨nnen Regeln fu¨r alle Objekte und
Replikationseinheiten formuliert werden.
Ei i-te Replikationseinheit. Weil es sich um ein Startereignis handelt, sind die Replika-
tionseinheiten betroffen, die entweder das logische Objekt, auf das vom Client zu-
gegriffen wird, oder die initiierende Komponente beinhalten. Bei einem Lesezugriff
ko¨nnen mehrere Replikationseinheiten betroffen sein, wenn z.B. ein logisches Objekt
in mehreren Replikationseinheiten auftaucht oder wenn die initiierende Komponen-
te oder Komponenten mit Replikat zu Replikationseinheiten zusammengefasst sind
(siehe unten, Startereignisse).
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Oo Das logische Objekt, auf das vom Client zugegriffen werden soll.
Kk Die initiierende Komponente. Hierbei muss es sich nicht um eine Komponente mit
Replikat handeln. Es soll gelten: k = 1, .., n Komponente mit Replikat (n = Replika-
tionsgrad), k = n + 1, .., m Komponente ohne Replikat
Rok Derzeit nicht fu¨r die Ereignisart read beno¨tigt. Wenn ein Client ein spezielles Replikat
lesen mo¨chte, wird keine Inferenz durchgefu¨hrt (siehe Abschnitt 4.2.3).
Auch der Bedingungsteil der Regeln fu¨r Lesezugriffe wird, wie bereits erwa¨hnt, in Abschnitt 5.3.6
gemeinsam fu¨r alle Regelarten erla¨utert.
Aktivita¨ten einer Aktion der RRML bei einem Lesezugriff
Auch hier werden die Aktivita¨ten einer Aktion der RRML bei einem Lesezugriff in Pseudo-
Sprache beschrieben (siehe Abschnitt 5.3.2). Es wird ebenso vorausgesetzt, dass die Ergebnis-
variable ErgebnisLesen (siehe oben) existiert und global zugegriffen werden kann. Das Ziel der
Aktion ist die Manipulation der Referenzliste, die der entsprechenden Aktionsart entspricht. Wie
bereits erwa¨hnt, wird die Ergebnisliste an Hand der jeweiligen Referenzlisten gebildet. In die Re-
ferenzliste werden die Referenzen der Replikate aufgenommen, die das entsprechende Kriterium
erfu¨llen. Potenziell ko¨nnen somit alle Replikate des betreffenden logischen Objekts in Betracht
kommen.
Die Aktivita¨ten, die bei der Ausfu¨hrung einer Aktion fu¨r Lesezugriffe stattfinden, unterschei-
det sich insofern von den Aktivita¨ten bei der Ausfu¨hrung von Aktionen fu¨r Aktualisierungen (ob
synchron oder asynchron), als dass hier keine internen Ereignisse ausgelo¨st werden (siehe Zeile 22
des Listings 5.2 auf Seite 121). Ansonsten gleicht sich der Ablauf, sodass in der nachfolgenden
Erla¨uterung auf die wesentlichen Unterschiede eingegangen wird.
Der Ablauf einer Aktion bei einem Lesezugriff ist im Listing 5.5 als Methode actionLesen
dargestellt, der folgende Parameter u¨bergeben werden: Das logische Objekt Oz ist das Objekt,
das gelesen werden soll. Die Regel regel ist die aktuell ausgefu¨hrte Regel, wobei davon ausge-
gangen wird, dass regel neben anderen Informationen die Aktion in regel.aktionsart und den
zugeho¨rigen Parameter in regel.aktionsparameter speichert. Der Parameter eigenschaften,
der von einem Client u¨ber die Methode lesezugriff (siehe Listing 4.3 auf Seite 77) geliefert
wird, entha¨lt die Kriterien, die von den Replikaten des logischen Objekts Oz eingehalten werden
mu¨ssen, z.B. in Form einer Liste von Zweiertupeln, wobei jedes Zweiertupel die Kriteriumart
und das Kriterium beinhaltet. Ein Beispiel ist ein geforderter Versionsabstand von ho¨chstens 3,
der im Zweiertupel als (Versionsabstand,3) realisiert sein ko¨nnte. Die Aktivita¨ten im Listing 5.5
haben folgende Bedeutung:
Zeile 3 bis Zeile 7 wie Listing 5.2.
Zeile 10 Die zum logischen Objekt Oz geho¨renden Replikate werden bestimmt. Da von einer
vollreplizierten Datenbank mit Replikationsgrad n ausgegangen wird, gibt es genau
n Replikate.
Zeile 12 bis Zeile 19 wie Listing 5.2, außer dass in Zeile 15 die Initialisierung den Lesezugriff
betrifft, d.h. es wird gema¨ß der Anforderung 11 auf Seite 81 eine leere Ergebnisliste
geliefert.
Zeile 21 Es wird in ErgebnisLesen gesetzt, dass eine bestimmte Aktionsart ausgefu¨hrt wur-
de, d.h. das Attribut regelKonsistenz bzw. regelPerformance von Ergebnis-
Lesen wird auf true gesetzt.
Zeile 22 Die entsprechende Referenzliste von ErgebnisLesen wird als leere Liste initialisiert,
d.h. das Attribut refKonsistenz bzw. refPerformance von ErgebnisLesen wird
null gesetzt.
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Listing 5.5: Ablauf einer Aktion bei einem Lesezugriff
1 pub l i c vo id aktionLesen(Object Oz , Object regel
2 Object eigenschaften ) {
3 anhaengenRegel (regel);
4
5 i f (regel.aktionsart = "use_ruleset") {
6 ladeRegelnAusDatei(regel.aktionsparameter );
7 r e tu rn ;
8 }
9
10 L i s t replikate := ermitteleReplikate(Oz);
11
12 Object status := behandleWiderspruch (regel );
13
14 i f ( status = NoSolution ) {
15 initiiereErgebnis ();
16 throw AbbruchInferenz;
17 }
18
19 i f ( status = NoAction ) r e tu rn ;
20
21 setzeRegelausfuehrung(regel.aktionsart );
22 initialisiereReferenzliste(regel.aktionsart );
23
24 f o r ( i n t i; i < n; i++) {
25 i f ( passtReplikat(regel ,eigenschaften ,replikate[i]))
26 anhaengen(regel.aktionsart ,replikate[i]);
27 }
28
29 r e tu rn ;
30 }
Zeile 24 Weil es laut Annahme genau n Replikate eines logischen Objekts gibt, werden in
einer Schleife n Pru¨fungen durchgefu¨hrt, ob das entsprechende Replikat den Anfor-
derungen genu¨gt.
Zeile 25 Es wird gepru¨ft, ob das n-te Replikat dem Kriterium genu¨gt, d.h. es wird gepru¨ft,
ob gema¨ß der Aktionsart inklusive Aktionsparameter eine entsprechende Eigenschaft
definiert ist und diese erfu¨llt ist. In diesem Fall liefert die Pru¨fung true, andernfalls
false.
Zeile 26 Wenn das Replikat dem Kriterium genu¨gt, dann wird die Referenz auf das Repli-
kat gema¨ß der Aktionsart an die entsprechende Referenzliste refKonsistenz bzw.
refPerformance angeha¨ngt.
Zeile 29 Der Ablauf der Aktion wird beendet
Es sei angemerkt, dass die Berechnung, ob ein Replikat ein bestimmtes Kriterium erfu¨llt oder
nicht, durchaus aufwa¨ndig sein kann. Die Performance in Form von Antwortzeiten ko¨nnten
z.B. je Komponente mit Replikat vom Replikationsmanager protokolliert werden und somit
u¨ber eine lokale Tabelle referenziert werden. Ein Versionsabstand als Konsistenzbedingung la¨sst
sich verha¨ltnisma¨ßig einfach u¨ber die Replica Queue (siehe Abschnitt 4.2.2) ermitteln. Weitere
Konsistenzbedingungen wie zeitlicher Abstand oder Wertdifferenz bedu¨rfen im Allgemeinen eines
Zugriffs auf das entfernte Replikat bzw. dessen Zeitstempel oder das Fu¨hren umfangreicher
lokaler Kontrollinformationen, was in beiden Fa¨llen aufwa¨ndig wa¨re.
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Aktionen der RRML bei einem Lesezugriff
Im Folgenden werden die einzelnen Aktionen beschrieben, die bei der Inferenz zur Ermittlung der
passenden Replikate fu¨r einen Lesezugriff ausgefu¨hrt werden ko¨nnen. Die mo¨glichen Aktionen
sind in Listing 5.1 auf Seite 117 durch das Nichtterminal <AktionLesen> definiert:
• getConsistency(<Parameter>): Falls mo¨glich, werden Referenzen auf Replikate ermittelt,
die speziellen Konsistenzeigenschaften genu¨gen (siehe auch Koha¨renzbedingungen, Definiti-
on 22 auf Seite 37).
<Parameter>:
V Versionsabstand (Version Condition)
T Zeitverzug (Time Condition)
A Wertdifferenz (Arithmetic Condition)
• getPerformance(<Parameter>): Falls mo¨glich, werden Referenzen auf Replikate ermittelt,
die speziellen Performanceeigenschaften genu¨gen.
<Parameter>:
R Antwortzeit (Responsetime Condition)
C CPU-Zeit (CPU Condition)
• use_ruleset(<FileID>): Eine Menge bzw. Gruppe von Regeln werden eingebunden, indem
sie aus einer Datei eingelesen werden (siehe Anforderung 36 auf Seite 115).
<FileID>: Dateiname des zu Grunde liegenden Dateisystems.
Startereignisse der RRML bei einem Lesezugriff
Zum Start der InferenzLesen werden folgende Ereignisse als eingetreten gesetzt, wobei angenom-
men sei, dass von der Komponente Kk das logische Objekt O
z gelesen werden soll:
• read(Def)
• read(Ei), mit O
z ∈ Ei oder Kk ∈ Ei.
Anmerkung: Es ko¨nnen mehrere Replikationseinheiten Ei betroffen sein.
• read(Oz)
• read(Kk), wobei Kk die initiierende Komponente ist.
Auch bei der InferenzLesen muss nicht fu¨r jedes Startereignis eine Regel formuliert sein, ggf.
wird keine Aktion ausgefu¨hrt.
5.3.5. Behandlung von widerspru¨chlichen Regeln
Zwei Regeln stehen in Widerspruch, wenn deren Aktionen zu unterschiedlichen Ergebnissen bei
der Inferenz fu¨hren, d.h. wenn die Aktionen der beiden Regeln die entsprechenden Attribute
der jeweiligen Ergebnisvariablen unterschiedlich manipulieren (siehe Abschnitte 5.3.2 bis 5.3.4).
Das zwei Regeln potentiell in Widerspruch stehen, kann schon bei der Spezifikation der Re-
geln erkannt werden. Weil aber erst bei der Auswertung des Bedingungsteils einer Regel zur
Laufzeit, d.h. wa¨hrend der Inferenz, gekla¨rt wird, ob die Aktion der Regel ausgefu¨hrt wird,
tritt der potentielle Widerspruch erst zur Laufzeit als eingetretener Widerspruch auf. Somit ist
eine Behandlung zur Laufzeit notwendig. Der Widerspruch wird allgemein derart gelo¨st, dass
eine u¨berlebende Aktion bestimmt wird. Die Bestimmung der u¨berlebenden Aktion basiert auf
Regeln, die hier als
”
Widerspruchsregeln“ bezeichnet werden.
In der Version 2.0 der RRML nehmen die Widerspruchsregeln nicht in dem Sinne an der
Inferenz teil, dass sie gleichberechtigt neben den anderen Regeln stehen, sondern wa¨hrend der
Ausfu¨hrung einer Aktion der anderen Regeln in der Methode behandleWiderspruch() (siehe
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Listing 5.6: Behandlung von widerspru¨chlichen Regeln
1 pub l i c Object behandleWiderspruch ( L i s t parameterliste ) {
2
3 i f (not pruefeWiderspruch(parameterliste )) r e tu rn Action;
4
5 Object rangfolge := ermittleRangfolge(parameterliste );
6 i f ( rangfolge = NoS) r e tu rn NoSolution;
7
8 Object status = vergleicheAktuelleRegel (rangfolge ,parameterliste );
9 r e tu rn status ;
10 }
Zeile 12 der Listings 5.2, 5.3 bzw. 5.5) bei Auftreten eines Widerspruchs herangezogen werden,
um die Rangfolge der widerspru¨chlichen Regeln zu bestimmen. Sie sind also nicht Regeln, die
bei der Inferenz fu¨r Schreib- bzw. Lesezugriffe ausgewertet werden (siehe InferenzSynchron,
InferenzAsynchron bzw. InferenzLesen im Abschnitt 4.2.4), sondern Teil der Aktionen dieser
Regeln, fu¨r die eine eigene Inferenz beno¨tigt wird, die im Folgenden als
”
InferenzWiderspruch“
bezeichnet wird:
InferenzWiderspruch: Inferenz auf Basis von Widerspruchsregeln, die bei der Behandlung
von widerspru¨chlichen Regeln durchgefu¨hrt wird und mit der die u¨berlebende Aktion be-
stimmt wird.
Denkbar wa¨re auch, Widerspruchsregeln gleichberechtigt zu den anderen Regeln wa¨hrend der
InferenzSynchron, InferenzAsynchron bzw. InferenzLesen auszuwerten, um mittels der Aktion
der Widerspruchsregeln geeignete Lo¨sungen zu bestimmen. Hierfu¨r wu¨rde eine konzeptionelle
A¨nderung beno¨tigt, die im Ausblick (siehe Kapitel 9) diskutiert wird. Weiterhin wird an dieser
Stelle der Einfachheit halber davon ausgegangen, dass Widerspru¨che bei den Widerspruchsregeln
nicht behandelt werden, sondern bei der Behandlung von widerspru¨chlichen Widerspruchsregeln
das Verfahren
”
PFG“ (siehe unten) verwendet wird. Wenn dadurch keine eindeutige Lo¨sung
bestimmt werden kann, dann ist eine Behandlung des Widerspruchs nicht mo¨glich.
In Listing 5.6 ist die Behandlung von widerspru¨chlichen Regeln in Pseudo-Code erla¨utert. Die
Methode behandleWiderspruch() wird innerhalb der Aktion von Regeln ausgefu¨hrt, die fu¨r
die synchrone bzw. asynchrone Aktualisierung und die Koordination von Lesezugriffen spezifi-
ziert werden ko¨nnen, wobei fu¨r jede der drei Inferenzen unterschiedliche Parameter u¨bergeben
werden. Somit gibt es drei Varianten der Methode behandleWiderspruch(). Weil die Funktio-
nalita¨t in den drei Fa¨llen gleich ist, folgt eine gemeinsame Beschreibung, ohne detailliert auf
die Parameterliste der unterschiedlichen Varianten einzugehen. Als Ergebnis liefert die Methode
behandleWiderspruch() entweder Action, d.h. die Aktion der aktuellen Regel kann ausgefu¨hrt
werden, oder NoAction, d.h. die Aktion der aktuellen Methode darf nicht ausgefu¨hrt werden,
oder NoSolution, d.h. es sind widerspru¨chliche Regeln aufgetaucht, aber der Widerspruch konn-
te nicht gelo¨st werden. Im einzelnen werden folgende Operationen durchgefu¨hrt:
Zeile 3 Es wird an Hand der Liste der ausgefu¨hrten Regeln gepru¨ft, ob ein Widerspruch
aufgetreten ist. Wenn die aktuelle Regel nicht in Widerspruch zu einer ausgefu¨hrten
Regel steht, kann deren Aktion ausgefu¨hrt werden.
Zeile 5 Mittels Inferenz wird ermittelt, ob es eine passende Widerspruchsregel gibt. Wie er-
mittelt wird und welche Werte berechnet werden, wird unten bei den Widerspruchs-
regeln erla¨utert.
Zeile 6 Wenn keine passende Widerspruchsregel ermittelt wurde, dann wird NoSolution
geliefert, d.h. es gibt keine Lo¨sung des Widerspruchs und die Inferenz wird abgebro-
chen (siehe Abschnitte 5.3.2 bis 5.3.4).
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Zeile 8 Die aktuelle Regel wird mit der Regel verglichen, die in Widerspruch steht und
ausgefu¨hrt wurde. Dabei wird ein Verfahren angewendet, dass durch das Ergeb-
nis der InferenzWiderspruch (siehe unten) bestimmt wurde. Der Vergleich liefert
NoSolution, falls die beiden Regeln gleiche Granularita¨t und Priorita¨t haben (siehe
unten), d.h. es gibt keine Lo¨sung des Widerspruchs und die Inferenz wird abgebro-
chen (siehe Abschnitte 5.3.2 bis 5.3.4). Er liefert Action, falls die aktuelle Regel
gema¨ß dem vorgegebenen Verfahren der in Widerspruch stehenden Regel zu bevor-
zugen ist. Andernfalls liefert der Vergleich NoAction.
Zeile 9 Weil der Vergleich der widerspru¨chlichen Regeln (siehe Zeile 8) genau den Ru¨ckga-
bewert liefert, den auch die Methode behandleWiderspruch() selbst liefert, kann
dieser Ru¨ckgabewert dem Aufrufer geliefert werden.
Bei der InferenzWiderspruch werden ausschließlich Widerspruchsregeln herangezogen. Der Auf-
bau der Widerspruchsregeln entspricht den Regeln fu¨r Schreib- und Lesezugriffe, sodass die Se-
mantik analog zu den Regeln fu¨r die synchrone Aktualisierung (siehe Abschnitt 5.3.2) erla¨utert
wird:
• Ergebnis der InferenzWiderspruch
• Ereignisse der Widerspruchsregeln
• Aktivita¨ten einer Aktion der Widerspruchsregeln
• Aktionen der Widerspruchsregeln
• Startereignisse der InferenzWiderspruch
Ergebnis der InferenzWiderspruch
Das Ziel der InferenzWiderspruch ist es, ein Verfahren festzulegen, mit dem widerspru¨chliche Re-
geln behandelt werden ko¨nnen (siehe Listing 5.6). In der Version 2.0 der RRML ko¨nnen derartige
Widerspru¨che fu¨r unterschiedliche Replikationseinheiten oder logische Objekte unterschiedlich
behandelt werden, indem fu¨r die entsprechenden Objekte geeignete Widerspruchsregeln spezi-
fiziert werden. Durch das Verfahren wird festgelegt, ob die aktuelle Regel, die in Widerspruch
zu einer bereits ausgefu¨hrten Regel steht, gegenu¨ber dieser ausgefu¨hrten Regel bevorzugt zu
behandeln ist oder nicht. Folgende Verfahren sowie ein ungu¨ltiges Verfahren sind in der RRML
2.0 definiert:
CGP Gro¨bste Granularita¨t plus Priorita¨t (Coarse Granularity plus Priority): Zuna¨chst wird
die Granularita¨tsstufe der widerspru¨chlichen Regeln betrachtet. Die Granularita¨t bezieht
sich auf den Parameter der Aktion einer Regel (siehe das Nichtterminal <Parameter>
im Listing 5.1). Dabei gilt: Default D vor Replikationseinheit Ei vor logisches Objekt
Oo vor Komponente Kk vor Replikat R
o
k. Wenn Regeln auf gleicher Granularita¨tsstufe
existieren, dann werden Priorita¨ten herangezogen, d.h. in diesem Fall wird die Regel
mit ho¨chster Priorita¨t gewa¨hlt. Dabei wird davon ausgegangen, dass Regeln natu¨rliche
Zahlen als Priorita¨t zugeordnet werden ko¨nnen. Falls keine Priorita¨t vergeben wurde,
wird der Wert 0 gesetzt. Wenn widerspru¨chliche Regeln gleiche Granularita¨tsstufe und
Priorita¨t haben, dann kann der Widerspruch nicht behandelt werden (siehe Zeile 8 des
Listings 5.6).
FGP Feinste Granularita¨t plus Priorita¨t (Fine Granularity plus Priority): Wie CGP, jedoch
mit umgekehrter Granularita¨tsreihenfolge.
PCG Priorita¨t plus gro¨bste Granularita¨t (Priority plus Coarse Granularity): Zuna¨chst wird die
Priorita¨t ausgewertet. Wenn Widerspruchsregeln gleiche Priorita¨t haben, dann wird die
Widerspruchsregel mit ho¨chster Granularita¨tsstufe gewa¨hlt (siehe CGP). Wenn Wider-
spruchsregeln gleiche Priorita¨t und Granularita¨tsstufe haben, dann kann der Widerspruch
nicht behandelt werden.
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PFG Priorita¨t plus feinste Granularita¨t (Priority plus Fine Granularity): Wie PCG, jedoch
mit umgekehrter Granularita¨tsreihenfolge.
NoS Kein Ergebnis (No Solution): Die Inferenz auf Basis der Widerspruchsregeln lieferte kein
Ergebnis bzw. kein eindeutiges Ergebnis. Die Behandlung der widerspru¨chlichen Regeln
wird abgebrochen (siehe Zeile 6 des Listings 5.6), mit der Konsequenz, dass die urspru¨ng-
liche Inferenz (InferenzSynchron, InferenzAsynchron bzw. InferenzLesen, siehe oben) ab-
gebrochen werden muss.
In der Version 2.0 der RRML wird auf eine Behandlung von Widerspru¨chen in Widerspruchs-
regeln einfachheitshalber verzichtet. Bei Widerspru¨chen innerhalb von Widerspruchsregeln wird
das Verfahren PFG angewendet. Weil Widerspruchsregeln keine internen Ereignisse auslo¨sen,
kann somit wa¨hrend der InferenzWiderspruch die Widerspruchsregel aus der Menge der pas-
senden Widerspruchsregeln (siehe unten, Startereignisse) ausgewa¨hlt werden, die die ho¨chste
Priorita¨t mit feinster Granularita¨t hat. Das Verfahren dieser Widerspruchsregel ist das Ergeb-
nis der InferenzWiderspruch. Wenn es mehrere Widerspruchsregeln mit ho¨chster Priorita¨t und
feinster Granularita¨t gibt, dann liefert die InferenzWiderspruch das ungu¨ltige Verfahren NoS.
Ereignisse der Widerspruchsregeln
Das mo¨gliche Ereignis der Widerspruchsregeln ist in Listing 5.1 auf Seite 117 durch das Nicht-
terminal <EreignisWiderspruch> definiert. Hierbei handelt es sich um das folgende externe
Ereignis:
• conflict(<Parameter>): Es wurden widerspru¨chliche Regeln bei der InferenzSynchron, In-
ferenzAsynchron bzw. InferenzLesen erkannt, die behandelt werden mu¨ssen:
<Parameter>:
D Default-Ereignis. Mittels des Default-Parameters ko¨nnen Widerspruchsregeln fu¨r alle
widerspru¨chlichen Regeln formuliert werden.
Ei i-te Replikationseinheit. Es sind die Replikationseinheiten betroffen, die entweder das
logische Objekt, auf das zugegriffen wird, oder die Komponente mit Replikat bein-
halten.
Oo Das logische Objekt, auf das zugegriffen werden soll.
Kk Die Komponente mit Replikat, auf die zugegriffen werden soll.
Rok Das Replikat, auf das zugegriffen werden soll.
In der Version 2.0 der RRML werden gleiche Widerspruchsregeln fu¨r die drei Inferenzarten In-
ferenzSynchron, InferenzAsynchron und InferenzLesen verwendet. Wenn fu¨r die drei Inferenzar-
ten unterschiedliche Widerspruchsregeln gewu¨nscht werden, ist eine Erweiterung no¨tig, die z.B.
drei unterschiedliche Ereignisse conflictSynchron, conflictAsynchron und conflictLesen
ermo¨glicht. Der Bedingungsteil der Widerspruchsregeln, der den anderen Regeln gleicht, wird in
Abschnitt 5.3.6 gemeinsam fu¨r alle Regelarten erla¨utert.
Aktivita¨ten einer Aktion der Widerspruchsregeln
In der Version 2.0 der RRML wird kein Ablauf bei der Aktion einer Widerspruchsregel aus-
gefu¨hrt. Der Aktionsteil dient lediglich zur Identifizierung des Verfahrens, das fu¨r die Wider-
spruchsbehandlung verwendet werden soll. Im Ausblick (siehe Kapitel 9) wird aufgezeigt, wie die
Aktivita¨ten einer Aktion aussehen ko¨nnten, falls die Widerspruchsregeln die Ergebnisvariablen
der entsprechenden Inferenzen direkt manipulieren sollen.
Aktionen der Widerspruchsregeln
Auf ein Nachladen von Regeln mit der Aktion use_ruleset wird bei Widerspruchsregeln verzich-
tet. Eine Gruppierung von Widerspruchsregeln kann innerhalb der anderen Regeln vorgenommen
werden. Damit verbleibt eine Aktion, mit der ein Verfahren gesetzt wird:
135
5. Regelsprache RRML
• set(<Parameter>): Das Verfahren, das bei der Behandlung von widerspru¨chlichen Regeln
zum Einsatz kommt, wird ausgewa¨hlt.
<Parameter>:
CGP Das Verfahren CGP wird als Widerspruchsbehandlung gesetzt (siehe oben).
FGP Das Verfahren FGP wird als Widerspruchsbehandlung gesetzt (siehe oben).
PCG Das Verfahren PCG wird als Widerspruchsbehandlung gesetzt (siehe oben).
PFG Das Verfahren PFG wird als Widerspruchsbehandlung gesetzt (siehe oben).
Startereignisse der InferenzWiderspruch
Zum Start der InferenzWiderspruch werden folgende Ereignisse als eingetreten gesetzt, wobei
angenommen sei, dass entweder auf ein logisches Objekt Oz oder auf ein Replikat Rzy zugegriffen
wird (das zugeho¨rige logische Objekt zum Replikat Rzy ist das Objekt O
z und die zugeho¨rige
Komponente, auf dem das Replikat lokalisiert ist, ist die Komponente Ky):
• conflict(D)
• conflict(Ei), mit O
z ∈ Ei oder Ky ∈ Ei.
Anmerkung: Es ko¨nnen mehrere Replikationseinheiten Ei betroffen sein.
• conflict(Oz)
• conflict(Ky)
• conflict(Rzy), wobei dieses Ereignis nur bei der asynchronen Aktualisierung ausgelo¨st wird
oder bei der synchronen Aktualisierung, wenn der Parameter des Aktionsteils einer Regel
das Replikat Rzy betrifft.
Wenn fu¨r ein Startereignis keine Regel formuliert ist, dann wird trivialerweise keine Aktion, d.h.
kein Setzen eines Verfahrens, beru¨cksichtigt.
5.3.6. Bedingungen der Regeln
In diesem Abschnitt werden die Bedingungen in den Regeln der RRML gezeigt, die fu¨r die
vier vorgestellten Regelarten (Regeln fu¨r die synchrone Aktualisierung, fu¨r die asynchrone Ak-
tualisierung, fu¨r Lesezugriffe und fu¨r Widerspruchsregeln) gleich sind. Dabei wird nicht darauf
eingegangen, ob jede Bedingung in den verschiedenen Regelarten sinnvoll ist. Die formale Spe-
zifikation einer Bedingung ist in Listing 5.1 auf Seite 117 durch das Nichtterminal <Bedingung>
definiert. Hier folgt die semantische Bedeutung der durch die Sprache bereitgestellten Konstruk-
te.
Gegenu¨ber den Bedingungen in der Version 1.0 der RRML [Add05] werden in der Version 2.0
weitere Funktionen eingefu¨hrt, wodurch der Sprachumfang erweitert wird, um z.B. die hinzuge-
kommenen Konsistenzbedingungen formulieren zu ko¨nnen. Der Aufbau einer Bedingung bleibt
in der Version 2.0 gegenu¨ber der Version 1.0 gleich. Bei einer Bedingung handelt es sich um
einen logischen Ausdruck, der entweder den logischen Wahrheitswert true oder false liefert.
Eine Bedingung kann mehrere Operatoren enthalten (siehe unten), sodass bei der Berechnung
des Wahrheitswerts der Bedingung die Reihenfolge der Verknu¨pfungen von Bedeutung ist. Bei
der
”
Infixnotation“, bei der ein Operator zwischen zwei Operanden steht, werden Klammern
beno¨tigt, um eine eindeutige Reihenfolge der anzuwendenden Operationen festzulegen. Bei der
”
Pra¨fixnotation“, bei der die Operatoren vor den Operanden stehen, kann auf Klammern ver-
zichtet werden. Da die Infixnotation leichter versta¨ndlich ist, wird sie hier bei Beispielen und
bei der Erla¨uterung des Entwurfs der RRML genutzt. In der XML-Repra¨sentation (siehe Ab-
schnitt 5.4) wird analog zur Version 1.0 die Pra¨fixnotation verwendet.
Bei einer Bedingung handelt es sich um eine pra¨dikatenlogische Formel [BE05, KK06]. In
der RRML wird jedoch nicht die komplette Syntax der Pra¨dikatenlogik beno¨tigt. So werden
beispielsweise nur zweistellige Pra¨dikate verwendet und auf Quantoren verzichtet. Daher dient
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folgende Beschreibung der Konstruktion einer Bedingung in der RRML, Version 2.0 (Hinweis:
die tiefer gestellten Indize dienen der Unterscheidung der Konstrukte):
• Konstanten: Eine Konstante ai, i ∈ N ist eine reelle Zahl, wobei nicht zwischen Typen un-
terschieden wird, oder der Wahrheitswert true bzw. der Wahrheitswert false.
• Variablen: Eine Variable xi, i ∈ N ist Platzhalter fu¨r ein logisches Objekt, fu¨r eine Kompo-
nente, fu¨r ein Replikat oder fu¨r eine Systemkennzahl, wie z.B. fu¨r die Systemzeit.
• Funktionen: Eine Funktion fi, i ∈ N hat ho¨chstens einen Parameter, ist also einstellig: fi(xj).
Eine Funktion liefert einen Wert, z.B. die Stunde der Systemzeit oder einen Versionsabstand
eines Replikats. Mo¨gliche Funktionen werden unten beschrieben. Wenn der Parameter ein-
deutig ist, kann er weggelassen werden.
• Pra¨dikate: Ein Pra¨dikat Pi, i ∈ N ist entweder die Konstante true, die Konstante false oder
der Vergleich einer Funktion mit einer Konstanten, d.h. es handelt sich um ein zweistelliges
Pra¨dikat in der Form fi(xj) ⋄ ak. Bei ⋄ handelt es sich um die bekannten Vergleichsopera-
toren: =, 6=, >,≥, <,≤. An dieser Stelle wird die Typkonformita¨t der Funktion fi und der
Konstanten ak nicht beru¨cksichtigt (siehe unten). Ein Pra¨dikat hat entweder den Wert true
oder false.
• Bedingungen: Eine Bedingung Bi, i ∈ N ist eine Formel, fu¨r die gilt:
a) Ein Pra¨dikat Pi ist eine Formel.
b) Sind F, G Formeln, dann sind auch ¬(F ), (F ∧G) und (F ∨G) Formeln, mit ¬: logische
Negation, ∧: logische Konjunktion und ∨: logische Disjunktion.
Eine Bedingung ist also die logische Verknu¨pfung mehrerer Pra¨dikate. Da hier die Infixnotati-
on gewa¨hlt wurde, sind Klammern no¨tig, auf die, wie bereits erwa¨hnt, bei der Pra¨fixnotation
verzichtet werden kann. Der Parameter der Funktionen wird aus dem Kontext abgeleitet (siehe
unten) und wird daher nicht angegeben. Damit kann auch analog zur Version 1.0 der RRML
das Klammerpaar einer Funktion entfallen, sodass in den nachfolgenden Erla¨uterungen und in
den Regeln die Funktionen nur mit ihrem Namen genannt sind.
Funktionen fu¨r Datum und Uhrzeit
Um Regeln abha¨ngig vom Datum und/oder von der Tageszeit spezifizieren zu ko¨nnen, muss eine
konstante Vorgabe mit der Systemzeit verglichen werden. Als Systemzeit wird die Systemzeit des
Replikationsmanagers gesetzt. Auf die Problematik einer exakten Uhrzeit in verteilten Systemen
wird an dieser Stelle nicht eingegangen (siehe Abschnitt 2.1.1). Hier reicht im Allgemeinen eine
grobe Genauigkeit aus, um Aktionen zeitgesteuert auszufu¨hren. Daher wird auch auf eine Funk-
tion, die die Sekunden ermittelt, verzichtet. Die folgenden Funktionen, die alle eine natu¨rliche
Zahl liefern, basieren somit auf der Systemzeit des Replikationsmanagers:
• day: Die Funktion day liefert den aktuellen Tag des aktuellen Monats.
• month: Die Funktion month liefert den aktuellen Monat im Bereich [1..12].
• year: Die Funktion year liefert das aktuelle Jahr.
• weekday: Die Funktion weekday liefert den Wochentag des aktuellen Tags, wobei 1 fu¨r
Montag, 2 fu¨r Dienstag, ..., 7 fu¨r Sonntag steht.
• hour: Die Funktion hour liefert die Stunde der aktuellen Uhrzeit.
• minute: Die Funktion minute liefert die Minute der aktuellen Uhrzeit.
Beispiele:
(1) ON update(E1) IF weekday > 5 ∧ hour > 11 THEN async update(E1)
(2) ON write(E2) IF month = 12 ∧ hour > 7 THEN later(E2)
Das erste Beispiel ist eine Regel, die bei der synchronen Aktualisierung angewendet wird. Die
Replikate der logischen Objekte, die zur Replikationseinheit E1 geho¨ren, werden am Wochenende
ab 12:00 Uhr asynchron aktualisiert. Die zweite Regel wird bei der asynchronen Aktualisierung
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beru¨cksichtigt. Die Replikate des logischen Objekts, die zur Replikationseinheit E2 geho¨ren,
werden im Dezember nur vor 8:00 Uhr aktualisiert, weil z.B. tagsu¨ber das System wegen Jah-
resabschlussarbeiten nicht zu sehr bescha¨ftigt werden soll.
Funktionen zur Identifikation
Aus der Version 1.0 der RRML stammen die nachfolgenden Funktionen. Sie liefern den Index
der initiierenden Komponente bzw. des logischen Objekts, auf das zugegriffen werden soll. Durch
die Erweiterungen der Version 2.0 der RRML in Form von Replikationseinheiten werden diese
Funktionen nicht zwingend beno¨tigt, werden aber aus Gru¨nden der Kompatibilita¨t beibehalten:
• init_node: Die Funktion init_node liefert den Index der Komponente, die den Zugriff
initiiert hat.
• target_node: Die Funktion target_node liefert den Index der Komponente, auf die zuge-
griffen werden soll.
• object: Die Funktion object liefert den Index des logischen Objekts, auf das zugegriffen
werden soll. Falls auf ein Replikat bei der asynchronen Aktualisierung zugegriffen wird, dann
wird der Index des zum Replikat geho¨renden logischen Objekts geliefert.
Beispiele:
(3) ON update(E3) IF init node = 1 THEN async update(K2)
(4) ON update(E4) IF object = 42 THEN async update(K7)
Bei den Beispielen 3 und 4 handelt es sich um Regeln fu¨r die synchrone Aktualisierung. Beim
Beispiel 3 werden die Replikate der zweiten Komponente asynchron aktualisiert, sofern als Er-
eignis ein Schreibzugriff auf logische Objekte der Replikationseinheit E3 eingetreten ist und die
Bedingung, dass die erste Komponente den Zugriff initiiert hat, erfu¨llt ist. Im Beispiel 4 wird
auf einen Schreibzugriff der logischen Objekte der Replikationseinheit E4 reagiert: Wenn es sich
um das 42-te Objekt handelt, dann wird die siebte Komponente asynchron aktualisiert, d.h. das
Replikat R427 wird asynchron aktualisiert.
Funktionen fu¨r fachliche Konsistenzbedingungen
Die Funktionen fu¨r fachliche Konsistenzbedingungen werden beno¨tigt, um die in Abschnitt 4.3.1
aufgestellten Anforderungen als Regeln in der RRML formulieren zu ko¨nnen. Es wird eine posi-
tive reelle Zahl (inklusive der Null) geliefert. Die Funktionen berechnen Absta¨nde vom aktuellen
Replikat zum zugegriffenen Replikat bzw. bei der Funktion consistency den Konsistenzgrad der
replizierten Datenbank:
• diff_version: Wenn auf ein einzelnes Replikat zugegriffen wird, dann liefert die Funktion
diff_version den Versionsabstand zum aktuellen Replikat (siehe Definition 22 auf Seite 37).
Wenn auf ein logisches Objekt zugegriffen wird, dann liefert die Funktion diff_version den
gro¨ßten Versionsabstand der Versionsabsta¨nde der einzelnen Replikate des logischen Objekts.
• diff_time: Wenn auf ein einzelnes Replikat zugegriffen wird, dann liefert die Funktion
diff_time den Zeitverzug in Sekunden zum aktuellen Replikat (siehe Definition 22 auf Sei-
te 37). Wenn auf ein logisches Objekt zugegriffen wird, dann liefert die Funktion diff_time
den gro¨ßten Zeitverzug der Zeitverzu¨ge der einzelnen Replikate des logischen Objekts.
• diff_value: Wenn auf ein einzelnes Replikat zugegriffen wird, dann liefert die Funktion
diff_value die Wertdifferenz zum aktuellen Replikat (siehe Definition 22 auf Seite 37).
Wenn auf ein logisches Objekt zugegriffen wird, dann liefert die Funktion diff_value die
gro¨ßte Wertdifferenz der Wertdifferenzen der einzelnen Replikate des logischen Objekts.
• period: Die Funktion period liefert den Zeitverzug in Minuten zur letzten periodischen
Aktualisierung der Einheit, auf der die Regel beruht.
• consistency: Die Funktion consistency liefert den Konsistenzgrad der replizierten Daten-
bank gema¨ß der Definition 40 auf Seite 93.
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Beispiele:
(5a) ON update(D) IF true THEN async update(K8)
(5b) ON write(K8) IF diff version < 5 THEN later(K8)
(5c) ON async update(K8) IF diff version > 4 THEN sync update(K8)
(6a) ON update(D) IF true THEN async update(K9)
(6b) ON write(D) IF diff time < 900 THEN later(K9)
(6b) ON write(D) IF diff time ≥ 900 THEN one(K9)
Hier werden zusammenha¨ngende Regeln in Beispielen betrachtet: Die Regel 5a bewirkt, dass
die Replikate der Komponente 8 grundsa¨tzlich asynchron aktualisiert werden sollen. Wenn die
asynchrone Aktualisierung fu¨r ein Replikat der Komponente 8 aktiv ist, dann wird gepru¨ft, ob
der Versionsabstand kleiner fu¨nf ist. Falls das der Fall ist, wird nicht aktualisiert, andernfalls
werden gema¨ß Voreinstellung alle Auftra¨ge des Replikats aus der Replica Queue bearbeitet.
Treffen wa¨hrend der asynchronen Aktualisierung weitere Schreibzugriffe auf das zum Replikat
geho¨rende logische Objekt ein, kann der Versionsabstand auch gro¨ßer als fu¨nf werden. Mit der
Regel 5c wird nun festgelegt, dass ein Replikat der Komponente 8 bei einem Versionsabstand
gro¨ßer als vier synchron aktualisiert werden muss. Die Regeln 5a und 5c stehen in Widerspruch,
der durch Priorisierung von 5c gelo¨st werden muss. Weil ein synchroner Zugriff nicht erlaubt ist,
solange Auftra¨ge in der Replica Queue anstehen (siehe Abschnitt 4.2.2), wird der Schreibzugriff
auf das zum Replikat geho¨rende logische Objekt bei einem Versionsabstand von fu¨nf abgewiesen,
sodass der Versionsabstand ho¨chstens 5 betragen kann.
Im Beispiel 6 wird der 15 minu¨tige Zeitverzug von Aktienkursen in Medien nachgestellt. Die
Regeln 6a und 6b entsprechen den Regeln 5a und 5b, wobei hier die Komponente 9 betrachtet
wird und in der Bedingung ein Zeitverzug bestimmt ist. Falls der Zeitverzug kleiner als 900
Sekunden, also 15 Minuten, ist, dann erfolgt keine Aktualisierung. Mit Regel 5c ist nun gesteuert,
dass bei einem Zeitverzug gro¨ßer/gleich 900 Sekunden genau ein Auftrag bearbeitet werden
darf. Die Regel 5c greift genau solange, bis der Zeitverzug kleiner 900 Sekunden ist und solche
A¨nderungen noch nicht auf der Komponente 9 gesehen werden sollen.
Angemerkt sei, dass die Berechnung der Funktionen aufwa¨ndiger ist als beispielsweise die Be-
rechnung der Zeitwerte. Der Versionsabstand und der Konsistenzgrad ko¨nnen mittels der Anzahl
an Auftra¨gen in der Replica Queue bestimmt werden (siehe Abschnitt 4.3.3). Periodische Ak-
tualisierungen, die mittels der Funktion period gesteuert werden, bedu¨rfen des Protokollierens
entsprechender Informationen. Bei den Funktionen diff_time und diff_value ist sogar ein
Zugriff auf das Replikat bzw. dessen Zeitstempel no¨tig, um den Abstand zum aktuellen Replikat
zu ermitteln.
Funktionen fu¨r technische Konsistenzbedingungen
Die nachfolgenden Funktionen, die ebenfalls eine positive reelle Zahl liefern, ko¨nnen verwendet
werden, um Anforderungen fu¨r technische Konsistenzbedingungen (siehe Abschnitt 4.3.2) als
Regeln in der RRML zu formulieren:
• datasize: Die Funktion datasize liefert die Datengro¨ße in Byte des logischen Objekts bzw.
des Replikats, auf das zugegriffen wird.
• conflicts: Die Funktion conflicts liefert die Anzahl der Schreib-/LesekonflikteR in einem
vom Administrator spezifizierten Zeitraum.
• connection_throughput: Wenn auf ein Replikat zugegriffen wird, dann liefert die Funktion
connection_throughput den Datendurchsatz der Komponente, die das Replikat speichert.
Wenn auf ein logisches Objekt zugegriffen wird, dann wird der kleinste Datendurchsatz der
Komponenten ermittelt, die ein Replikat des logischen Objekts speichern. Der Datendurch-
satz wird in Transaktionen pro Sekunde gemessen.
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• responsetime: Wenn auf ein Replikat zugegriffen wird, dann liefert die Funktion response-
time die Antwortzeit der Komponente, die das Replikat speichert. Wenn auf ein logisches
Objekt zugegriffen wird, dann wird die gro¨ßte Antwortzeit der Komponenten ermittelt, die
ein Replikat des logischen Objekts speichern. Die Antwortzeit wird in Millisekunden vom
Absetzen einer Transaktion bis zum Erhalt der Antwort gemessen.
Beispiele:
(7) ON update(E7) IF datasize > 1024 THEN async update(E7)
(8) ON write(D) IF responsetime > 5000 THEN later(K9)
(9) ON update(D) IF conflicts > 99 THEN sync update(D)
Im Beispiel 7 werden bei der InferenzSynchron die Replikate der logischen Objekte, die zur Repli-
kationseinheit E7 geho¨ren, den asynchron zu aktualisierenden Replikaten zugeordnet, wenn die
Datengro¨ße der entsprechenden logischen Objekte ein Kilobyte u¨bersteigt. Die Regel 8 wird bei
der asynchronen Aktualisierung herangezogen. Wenn ein Replikat, dass auf der Komponente 9
lokalisiert ist, aktualisiert werden soll, aber die Antwortzeit der Komponente derzeit schlechter
als fu¨nf Sekunden ist, dann wird die Aktualisierung nicht ausgefu¨hrt.
Fu¨r das letzte Beispiel sei angenommen, dass es Regeln gibt, die eine asynchrone Aktuali-
sierung gestatten. Wenn nun, wie in Regel 9 gezeigt, die Anzahl der Konflikte den Wert 99
u¨bersteigt, dann mu¨ssen alle Replikate synchron aktualisiert werden. Steht diese Regel in Wi-
derspruch zu einer anderen Regel, ist sie ggf. ho¨her zu priorisieren. Es kann vorkommen, dass die
Replikate nicht synchron aktualisiert werden ko¨nnen, weil noch Auftra¨ge in der Replica Queue
anstehen (siehe Abschnitt 4.2.2), sodass diese Zugriffe erst dann durchgefu¨hrt werden ko¨nnen,
wenn entweder die entsprechenden Auftra¨ge aus der Replica Queue abgearbeitet sind oder die
Anzahl der Konflikte geringer geworden ist. Angemerkt sei, dass die Ermittlung der Anzahl der
Konflikte aufwa¨ndig ist, weil lokale Lesezugriffe auf Aktualita¨t gepru¨ft werden mu¨ssen.
5.3.7. Verifikation der Anforderungen
In diesem Abschnitt wird gezeigt, wie die Anforderungen an die RRML umgesetzt wurden. Dabei
muss unterschieden werden, ob die Anforderungen bei der Implementierung des Regelinterpreters
oder durch Sprachkonstrukte der RRML erfu¨llt werden. Auf die Implementierungsaspekte wird
detailliert in Abschnitt 7.3.2 eingegangen. Dabei ist auch die korrekte Realisierung der Semantik
der Regeln von Bedeutung, z.B. die Ausfu¨hrung der Aktionen, die in den Listings 5.2 bis 5.6
beschrieben ist.
Anforderung 1 bis Anforderung 15
Diese Anforderungen bestimmen den Startzustand, den Endzustand, Reaktionen im Fehlerfall,
Behandlung von Terminierung und widerspru¨chlichen Regeln bei den Inferenzen fu¨r die synchro-
ne Aktualisierung, fu¨r die asynchrone Aktualisierung und fu¨r Lesezugriffe. Die Erfu¨llung dieser
Anforderungen mu¨ssen bei der Implementierung beru¨cksichtigt werden. Bei der Erla¨uterung der
Semantik der Regeln in den Abschnitten 5.3.2 bis 5.3.4 wurde spezifiziert, wie die entsprechen-
den Ergebnisvariablen zu initialisieren sind. Die Reaktion auf widerspru¨chliche Regeln, kann
wie gefordert, auch mittels Widerspruchsregeln (siehe Abschnitt 5.3.5) beeinflusst werden. Die
Terminierung der Inferenzen wird in Abschnitt 5.5 diskutiert.
Anforderung 16: Struktur von Regeln
Die Regeln der RRML sind so gestaltet, dass pro Parameter im Ereignis- und Aktionsteil fu¨r
verschiedene Einheiten (z.B. Replikationseinheiten, logische Objekte, Komponenten) Regeln spe-
zifiziert werden ko¨nnen. Somit ko¨nnen fu¨r eine Regeleinheit mehrere Regeln formuliert werden,
die genau ein Zielsystem betreffen. Die RRML erleichtert durch die Parameter die Formulierung
derart, dass in einer Regel mehrere dieser Einheiten angesprochen werden ko¨nnen.
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Anforderung 17: Aktive Regeln bei einer Inferenz
Diese Anforderung wurde in der Version 1.0 der RRML erfu¨llt, indem je Regel im XML-Schema
(siehe Abschnitt 5.4) ein entsprechendes Attribut gesetzt werden kann. Nur aktive Regeln werden
bei der Inferenz beru¨cksichtigt.
Anforderung 18: Gu¨ltigkeitszeitraum von Regeln
Der Gu¨ltigkeitszeitraum von Regeln, genauer gesagt, der Zeitraum, in dem die Aktion einer
Regel ausgefu¨hrt wird, kann im Bedingungsteil durch die Funktionen fu¨r Datum und Uhrzeit
gesteuert werden (siehe Abschnitt 5.3.6).
Anforderung 19: Zustand eines Replikats
Bei der Inferenz fu¨r die synchrone Aktualisierung wird die Ergebnisvariable ErgebnisSynchron
(siehe Abschnitt 5.3.2) gefu¨hrt, die es erlaubt, die Zusta¨nde der betroffenen Replikate hinsichtlich
ihrer Aktualisierungsart und ihrer Wechselfa¨higkeit zu manipulieren. Hierbei handelt es sich um
ein Implementierungsaspekt, mit dem der Zustand eines Replikats gesetzt wird.
Anforderung 20: Koha¨renzbedingungen
Die Koha¨renzbedingungen, d.h. der Versionsabstand, der Zeitverzug und/oder die Wertdifferenz,
sind durch die Funktionen diff_version, diff_time, diff_value im Bedingungsteil (siehe
Abschnitt 5.3.6) realisiert.
Anforderung 21: Periodische Aktualisierung
Die periodische Aktualisierung kann mittels der Funktion period im Bedingungsteil (siehe Ab-
schnitt 5.3.6) umgesetzt werden.
Anforderung 22: Konsistenzgradbedingung
Eine Grenze fu¨r den Konsistenzgrad der replizierten Datenbank kann durch die Funktion con-
sistency im Bedingungsteil (siehe Abschnitt 5.3.6) bestimmt werden.
Anforderung 23: Lesen veralteter Daten
Die Spezifikation des Protokolls fu¨r die Koordination von Lesezugriffen (siehe Abschnitt 4.2.3)
erlaubt, dass entweder ohne Nutzung eines Replikationsmanagers auf ein lokales Replikat zuge-
griffen werden kann, das eventuell veraltet ist, oder dass u¨ber den Replikationsmanager auf ein
logisches Objekt zugegriffen wird, wobei der Replikationsmanager Replikate des logischen Ob-
jekts bestimmt, die vorgegebenen Eigenschaften genu¨gen. Im letzten Fall ko¨nnen entsprechende
Regeln formuliert werden (siehe Abschnitt 5.3.4).
Anforderung 24: Verfu¨gbarkeit
Wenn ein Replikat wechselfa¨hig ist, dann kann es laut Protokoll fu¨r die synchrone Aktualisierung
(siehe Listing 4.1 auf Seite 71) den asynchron zu aktualisierenden Replikaten zugeordnet werden,
wenn die Komponente, auf der das Replikat gespeichert ist, nicht verfu¨gbar ist. Ob ein Replikat
wechselfa¨hig ist, kann durch Regeln festgelegt werden (siehe Abschnitt 5.3.2).
Anforderung 25: Performance bei der synchronen Aktualisierung
Im Bedingungsteil einer Regeln kann durch die Funktion responsetime ein Grenzwert fu¨r
die Antwortzeit, die als Metrik fu¨r Performance verwendet wird, gesetzt werden (siehe Ab-
schnitt 5.3.6). Ab dem Grenzwert wird ein Replikat den asynchron zu aktualisierenden Replika-
ten zugeordnet.
Anforderung 26: Performance bei Lesezugriffen
Kriterien wie Performance und Konsistenz werden bei Lesezugriffen dadurch beru¨cksichtigt, dass
Regeln mit entsprechenden Aktionen spezifiziert werden (siehe Abschnitt 5.3.4).
Anforderung 27: Datengro¨ße
Unterschiedliche Reaktionen auf die Datengro¨ße ko¨nnen mittels der Funktionen datasize im
Bedingungsteil (siehe Abschnitt 5.3.6) ausgelo¨st werden.
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Anforderung 28: Konfliktbedingung
Um bei einer zu hohen Anzahl von Schreib-/LesekonfliktenR, die durch die asynchrone Ak-
tualisierung bedingt ist, wieder zur synchronen Aktualisierung zuru¨ckzukehren, ko¨nnen Regeln
formuliert werden, die die Anzahl der Konflikte mit der Funktion conflicts im Bedingungsteil
abfragt (siehe Abschnitt 5.3.6).
Anforderung 29: Regelung von Widerspru¨chen
Die Behandlung von widerspru¨chlichen Regeln ist durch das Konzept der Widerspruchsregeln
gelo¨st (siehe Abschnitt 5.3.5).
Anforderung 30: Vergabe von Priorita¨ten fu¨r Regeln
Wie bei der Anforderung 17 handelt es sich hier um ein Attribut, das einer Regel bei der
Definition beigefu¨gt werden kann (siehe Abschnitt 5.4).
Anforderung 31: Weglassen von expliziten Replikationsregeln
Bei der Inferenz werden entsprechende Vorbelegungen gesetzt (siehe Anforderungen 1 bis 15),
sodass keine ungu¨ltigen Ergebnisse durch Fehlen von Regeln mo¨glich sind. Somit ko¨nnen auch
Regeln weggelassen werden, die den Startzustand nicht a¨ndern.
Anforderung 32: Default-Regeln
Um Regeln fu¨r alle logischen Objekte der replizierten Datenbank zu formulieren, wird in den
Regeln der Parameter D genutzt (siehe Abschnitt 5.1).
Anforderung 33: Regeln fu¨r alle Replikate einer Komponente
Um Regeln fu¨r alle Replikate einer Komponente zu formulieren, wird in den Regeln der Para-
meter Kk, k = 1, 2, ..., n genutzt (siehe Abschnitt 5.1).
Anforderung 34: Beschreibungsmo¨glichkeit von Regeln
Die Beschreibungsmo¨glichkeit von Regeln ist bereits in der Version 1.0 durch entsprechende
Attribute im XML-Schema realisiert (siehe Abschnitt 5.4).
Anforderung 35: Gruppierung von Regeln
Die Gruppierung von Regeln ist bereits in der Version 1.0 durch die Marke (Tag) <ruleset>
realisiert (siehe Abschnitt 5.4).
Anforderung 36: Auslagerung von Regeln
Regeln ko¨nnen in einer separaten Datei gespeichert werden und wa¨hrend der Inferenz mit der
Aktion use_ruleset geladen werden (siehe Abschnitt 5.3.1).
Anforderung 37: Allgemeine Aktualisierungsart
Das Regeln mo¨glichst einfach derart formuliert werden ko¨nnen, dass fu¨r logische Objekte bzw.
Replikationseinheiten alle zugeho¨rigen Replikate gleichermaßen behandelt werden, ergibt sich
durch die Ermittlung der betroffenen Replikate in Abha¨ngigkeit des Parameters einer Aktion
(siehe Abschnitt 5.3.2).
5.4. XML-Repra¨sentation der RRML
Um die Regeln der RRML (Replication Rule Markup Language) zu persistieren und sie zwischen
Komponenten austauschen zu ko¨nnen, wird die Auszeichnungssprache XML (Extensible Markup
Language, [MBK00]) verwendet, genauer gesagt handelt es sich bei der RRML um eine XML-
basierte Sprache. XML erlaubt unter anderem die Speicherung hierarchisch strukturierter Daten
in einer Baumstruktur. Somit wird in diesem Abschnitt die Transformation der konzeptionellen
Syntax der RRML aus Abschnitt 5.3 in die XML-basierte RRML-Syntax gezeigt.
Bereits die Version 1.0 der RRML basierte auf XML, sodass entsprechende XML-Elemente
mit den zugeho¨rigen Tags (Kennungen) definiert wurden. Des Weiteren wurde das Mapping
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(die Abbildung) beispielsweise der logischen Objekte auf die Replikate spezifiziert sowie eine
zur RRML geho¨rige Schema-Datei entworfen, mit der die syntaktische Gu¨ltigkeit der RRML
gepru¨ft werden kann. Weil die Version 2.0 der RRML eine Erweiterung der Version 1.0 ist, die
keine A¨nderung der XML-Struktur nach sich zieht, wird die XML-Repra¨sentation der RRML in
dieser Arbeit nur grob vorgestellt. Fu¨r eine detaillierte Beschreibung sei auf die Diplomarbeit
von Jan Stefan Addicks verwiesen [Add05].
Hier wird zuna¨chst in Abschnitt 5.4.1 auf die XML-basierte RRML-Syntax eingegangen, wo-
bei auf die Erweiterungen der Version 2.0 gegenu¨ber der Version 1.0 fokussiert wird. Im Ab-
schnitt 5.4.2 wird das Mapping der logischen Objekte, Replikationseinheiten und Komponenten
auf XML-basierte Elemente betrachtet. Abschließend wird in Abschnitt 5.4.3 kurz auf die Er-
weiterung des RRML-Schemas eingegangen, die fu¨r Version 2.0 no¨tig ist.
5.4.1. XML-basierte RRML-Syntax
Gegenu¨ber der Version 1.0 a¨ndert sich die XML-basierte RRML-Syntax in der Version 2.0 nur in
den XML-Elementen, die die Beschreibung der Ereignisse, der Bedingungen, der Aktionen und
der Parameter erlauben. Bei den XML-Elementen fu¨r den Ereignis- und Aktionsteil sind weitere
Ereignis- und Aktionsarten hinzugekommen, ohne die Struktur dieser Elemente zu vera¨ndern.
Weil es in den Bedingungen in der Version 2.0 neue Funktionen gibt, ko¨nnen innerhalb der ent-
sprechenden XML-Elemente einer Bedingung die neuen Funktionen als Tags verwendet werden.
Die Parameter, mittels derer ein Ereignis neben der Ereignisart identifiziert wird, wurde vor
allem um die Replikationseinheiten erweitert.
Im Listing 5.7 sind die Elemente und Attribute der RRML dargestellt, wobei die Hierarchie
durch Einru¨cken kenntlich gemacht worden ist. Es handelt sich nicht um ein Beispiel, sondern
um eine Auflistung der Elemente mit ihren Attributen und Unterelementen in Baumstruktur.
Die Attribute sind im Listing 5.7 in Anfu¨hrungszeichen gesetzt, wobei ein Text einen Hinweis
fu¨r einen mo¨glichen Wert gibt und Punkte innerhalb der Anfu¨hrungszeichen fu¨r einen beliebigen
Wert stehen. Tags, die mit dem Sonderzeichen
”
!“ beginnen, dienen als Platzhalter fu¨r
”
echte“
Tags, die nachfolgend erla¨utert werden:
Zeile 1 wie Version 1.0: Eine RRML-Datei wird als XML-Datei deklariert. Das Attribut
version zeigt die Version der RRML an. Zusa¨tzlich kann die Zeichenkodierung als
Attribut angegeben werden.
Zeile 2 wie Version 1.0: <rrml> ist das Wurzelelement. Als Attribute werden die Versions-
nummer und die zugeho¨rige Schemadatei angegeben.
Zeile 3 wie Version 1.0: Mit <ruleset> werden Regeln logisch gruppiert. Eine Regelmenge
wird mit dem Attribut id identifiziert.
Zeile 4 wie Version 1.0: Mit dem optionalen Tag <title> kann ein Bezeichner fu¨r die Re-
gelmenge vergeben werden.
Zeile 5 wie Version 1.0: Mit dem optionalen Tag <description> kann eine Beschreibung
zur Regelmenge erstellt werden.
Zeile 7 wie Version 1.0: Jede Regelmenge muss mindestens eine Regel der RRML in der
entsprechenden Version enthalten. Mit dem Attribut id wird ein Identifikator ver-
geben. Das optionale Attribut active definiert, ob die Regel verwendet werden soll
(siehe Anforderung 17 auf Seite 85). Das neue, optionale Attribut priority erlaubt
die Vergabe von Priorita¨ten, die bei der Widerspruchsbehandlung verwendet werden
(siehe Anforderung 30 auf Seite 90).
Zeile 8 wie Version 1.0: Mit dem optionalen Tag <title> kann ein Bezeichner fu¨r die Regel
vergeben werden.
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Listing 5.7: XML-basierte RRML-Syntax
1 <?xml version="2.0" encoding="UTF -8"?>
2 <rrml version="2.0" xmlns="Schemadatei">
3 <ruleset id="Identifikator">
4 <title >"..." </title >
5 <description >"..." </description >
6
7 <rule id="..." active="..." priority="...">
8 <title >"..."</title >
9 <description >"..." </description >
10
11 <event >
12 <!Ereignisart >
13 <!Parameter >"..." </!Parameter >
14 </!Ereignisart >
15 </event >
16
17 <condition >
18 <!LogischerOperator >
19 <assert op="...">
20 <!Funktion >"..." </!Funktion >
21 </assert >
22 </!LogischerOperator >
23 </condition >
24
25 <action >
26 <!Aktionssart >
27 <Parameter >"..."</Parameter >
28 </!Aktionsart >
29 </action >
30
31 </rule >
32 </ruleset >
33 </rrml >
Zeile 9 wie Version 1.0: Mit dem optionalen Tag <description> kann eine Beschreibung
zur Regel erstellt werden.
Zeile 11 wie Version 1.0: Das <event>-Element kapselt den Ereignisteil einer Regel und darf
je <rule>-Element nur einmal auftreten.
Zeile 12 Gegenu¨ber der Version 1.0 sind in der Version 2.0 weitere Ereignisarten hinzugekom-
men, d.h. anstelle von !Ereignisart kann jedes Terminal der RRML-Grammatik
eingesetzt werden, das sich von den Nichtterminalen <EreignisSynchron>, <Ereig-
nisAsynchron>, <EreignisLesen>und <EreignisWiderspruch> ableiten la¨sst (sie-
he Listing 5.1 auf Seite 117). Das Element muss genau einmal auftreten.
Zeile 13 Weil die Tags der Parameter fu¨r Ereignisteil und Aktionsteil gleich sind, werden sie
gemeinsam unten beschrieben.
Zeile 14 bis Zeile 15: Endetags der entsprechenden Starttags.
Zeile 17 wie Version 1.0: Das <condition>-Element kapselt den Bedingungsteil einer Regel
und ist optional, d.h. bei Fehlen des Bedingungsteils wird gesetzt, dass die Bedingung
der Regel immer erfu¨llt ist.
Zeile 18 wie Version 1.0: Anstelle von !LogischerOperator ko¨nnen die logischen Operatoren
eingesetzt werden, d.h. gu¨ltige Tags sind <and>, <or> und <not>. Der logische Ope-
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rator ist in der RRML-Syntax als Pra¨fix-Operand notiert. Das Element kann fehlen,
wenn die Bedingung nur aus einem Pra¨dikat besteht (siehe Abschnitt 5.3.6). Das
XML-Element fu¨r den logischen Operator, d.h. der Bereich <!LogischerOperator>
bis </!LogischerOperator> kann mehrfach und verschachtelt auftreten, je nach-
dem, welche Bedingung formuliert werden soll.
Zeile 19 wie Version 1.0: Das <assert>-Tag kapselt ein Pra¨dikat (siehe Abschnitt 5.3.6),
wobei der arithmetische Operator als Attribut op vorangestellt wird. Mo¨gliche Ope-
ratoren sind: EQ (entspricht =), NEQ (6=), GT (>), GE (≥), LT (<), LE (≤).
Zeile 20 Gegenu¨ber der Version 1.0 ko¨nnen in der Version 2.0 weitere Funktionen verwendet
werden, d.h. anstelle von !Funktion kann jedes Terminal der RRML-Grammatik
eingesetzt werden, das sich von dem Nichtterminal <Funktion> ableiten la¨sst (siehe
Listing 5.1 auf Seite 117). Das Element muss genau einmal auftreten.
Zeile 21 bis Zeile 23: Endetags der entsprechenden Starttags.
Zeile 25 wie Version 1.0: Das <action>-Element kapselt den Aktionsteil einer Regel und darf
je <rule>-Element nur einmal auftreten.
Zeile 26 Gegenu¨ber der Version 1.0 sind in der Version 2.0 weitere Aktionsarten zugelassen,
d.h. anstelle von !Aktionsart kann jedes Terminal der RRML-Grammatik einge-
setzt werden, das sich von den Nichtterminalen <AktionSynchron>, <AktionAsyn-
chron>, <AktionLesen>und <AktionWiderspruch> ableiten la¨sst (siehe Listing 5.1
auf Seite 117). Das Element muss genau einmal auftreten und gema¨ß der RRML-
Grammatik zur Ereignisart passen.
Zeile 27 Weil die Tags der Parameter fu¨r Ereignisteil und Aktionsteil gleich sind, werden sie
gemeinsam unten beschrieben.
Zeile 28 bis Zeile 33: Endetags der entsprechenden Starttags.
Jedem Ereignis und jeder Aktion ist ein Parameter beigestellt, wobei in beiden Fa¨llen gleiche
Werte zula¨ssig sind. Die mo¨glichen Parameter sind in Abschnitt 5.1 genannt. Gegenu¨ber der
Version 1.0 wurden in der Version 2.0 Tags fu¨r
”
Default“ und Replikationseinheiten eingefu¨hrt,
sodass folgende XML-Elemente anstelle von <!Parameter>“...“</!Parameter> in den Zeilen 13
und 27 des Listings 5.7 treten ko¨nnen:
D <default />
Ei <unit>i</unit>
Oo <object>o</object>
Kk <node>k</node>
Rok <replica><object>o</object><node>k</node></replica>
Das XML-Element fu¨r ein Replikat setzt sich aus den XML-Elementen fu¨r ein Objekt und fu¨r eine
Komponente zusammen, wobei jedes der beiden XML-Elemente genau einmal auftreten muss.
Aus Kompatibilita¨tsgru¨nden zur Version 1.0 wird in der Version 2.0 fu¨r eine Komponente das
Tag <node>, eigentlich Knoten, beibehalten. Weil fu¨r den Default-Parameter kein Index no¨tig ist,
handelt es sich um ein so genanntes Empty-Tag. Das Mapping der Objekte und Komponenten
auf die Indize wird im Abschnitt 5.4.2 diskutiert.
Die Behandlung von Widerspru¨chen erfolgte in der Version 1.0 der RRML nicht wie in der
Version 2.0 u¨ber Widerspruchsregeln, sondern durch
”
Ausnahmebehandlung“, d.h. es wurde beim
Auftreten widerspru¨chlicher Regeln eine
”
Exception“ geworfen, die abgefangen und behandelt
werden muss. Die XML-Elemente zur Beschreibung der Ausnahmebehandlung wurden in der
Version 2.0 eliminiert.
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Listing 5.8: Mapping mittels XML
1 <?xml version="2.0" encoding="UTF -8"?>
2 <mapping version="2.0" xmlns="Schemadatei">
3 <node id="LaufendeÃNummer">"Identifikator"</node >
4 <object id="LaufendeÃNummer">"Identifikator"</object >
5 <unit id = "LaufendeÃNummer">
6 <node >"Index" </node >
7 <object >"Index" </object >
8 </unit >
9 </mapping >
5.4.2. Mapping in der RRML
In der Version 1.0 der RRML wurde von Jan Stefan Addicks eine Mapping-Datei [Add05] auf Ba-
sis der XML spezifiziert, die eine Abbildung der logischen Objekte auf die Replikate ermo¨glicht.
Dabei wird davon ausgegangen, dass es sich nicht um eine voll-replizierte Datenbank, sondern
um eine partitiell-replizierte Datenbank handelt. Somit ist eine Zuordnung erforderlich gewe-
sen, die aufzeigt, auf welchen Knoten (hier Komponenten) die Replikate eines logischen Objekts
gespeichert sind.
In dieser Arbeit wird einfachheitshalber angenommen, dass es sich um eine voll-replizierte
Datenbank handelt und es n Komponenten mit Replikat gibt (siehe Abschnitt 4.1.1), d.h. zu
jedem logischen Objekt existiert ein Replikat auf jedem der n Komponenten. Daher kann hier
auf die Zuordnungstabelle aus der Version 1.0 verzichtet werden. In der Version 2.0 wurden als
Erweiterung Replikationseinheiten eingefu¨hrt, sodass eine Zuordnung von logischen Objekten
und Komponenten zu einer Replikationseinheit erforderlich ist (siehe Definition 35 auf Seite 65).
Replikate, logische Objekte, Komponenten und Replikationseinheiten werden in dieser Arbeit
u¨ber Indizes identifiziert, die entweder hoch- oder tiefgestellt sind (siehe Abschnitt 4.1.2). Diese
Notation wird sowohl bei der Konzeption der Replikationsstrategie RegRess als auch beim Ent-
wurf der RRML verwendet. Praxistauglicher ist im Allgemeinen die Verwendung von eindeutigen
Namen als Identifikator, was allerdings hier die Ausfu¨hrungen erschweren wu¨rde. Ein weiteres
Problem ist es, dass insbesondere die Identifikation der logischen Objekte und den zugeho¨rigen
Replikaten vom Datenspeichersystem, z.B. Dateisystem, relationale oder objektorientierte Da-
tenbank, und von der Granularita¨t, z.B. bei einer relationalen Datenbank Tupel oder Tabelle,
abha¨ngt. Der Form halber wird in diesem Abschnitt grob eine auf XML-basierte Mo¨glichkeit
des Mappings in Listing 5.8 gezeigt.
Zeile 1 wie Version 1.0: Eine Mapping-Datei wird als XML-Datei deklariert. Das Attribut
version zeigt die Version der RRML an. Zusa¨tzlich kann die Zeichenkodierung als
Attribut angegeben werden.
Zeile 2 wie Version 1.0: <mapping> ist das Wurzelelement. Als Attribute werden die Versi-
onsnummer und die zugeho¨rige Schemadatei angegeben.
Zeile 3 Mit dem Tag <node> werden die Komponenten durchnummeriert. Bei den Kompo-
nenten kann es sich um Komponenten mit Replikat oder um Komponenten ohne
Replikat handeln. Mit
”
Identifikator“ sind plattformabha¨ngige Verweise gemeint,
ohne ins Detail zu gehen.
Zeile 4 Mit dem Tag <object> werden die logischen Objekte durchnummeriert. Mit
”
Iden-
tifikator“ sind plattformabha¨ngige Verweise gemeint, ohne ins Detail zu gehen.
Zeile 5 Das Tag <unit> kapselt eine Replikationseinheit. Das Attribut id dient zur laufen-
den Nummerierung.
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Zeile 6 Das XML-Element <node> ist optional und kann mehrfach auftreten. Es kennzeich-
net die zu einer Replikationseinheit geho¨renden Komponenten u¨ber deren Indize.
Zeile 7 Das XML-Element <object> ist optional und kann mehrfach auftreten. Es kenn-
zeichnet die zu einer Replikationseinheit geho¨renden logischen Objekte u¨ber deren
Indize.
Zeile 8 bis Zeile 9: Endetags der entsprechenden Starttags.
Weil eine Identifizierung der Komponenten und logischen Objekte, wie bereits erwa¨hnt, abha¨ngig
von der Systemlandschaft etc. ist, wird in den Zeilen 3 und 4 auf eine detaillierte Spezifikation
verzichtet. In dieser Arbeit wird bei der Implementierung und Simulation (siehe Kapitel 7) davon
ausgegangen, dass die Komponenten und logischen Objekte nummeriert sind.
5.4.3. RRML-Schema
Ein XML-Schema [vdV02] definiert mittels einer Schemasprache, die selbst auf XML basiert, die
Strukturen und Datentypen eines XML-Dokuments. Ein konkretes XML-Schema wird als XML-
Schema-Definition (XSD) bezeichnet und erlaubt die U¨berpru¨fung der syntaktischen Gu¨ltig-
keit des zugeho¨rigen XML-Dokuments. Das XML-Schema, mit dem die Syntax eines RRML-
Dokuments u¨berpru¨ft werden kann, wird hier als RRML-Schema bezeichnet. Bei A¨nderungen
und/oder Erweiterungen der RRML muss das RRML-Schema angepasst werden. Daher entha¨lt
ein RRML-Schema auch eine zu den RRML-Dokumenten konforme Versionsnummer, wie im
Allgemeinen jedes XML-Schema.
In der Diplomarbeit von Jan Stefan Addicks [Add05] wurde das RRML-Schema in der Versi-
on 1.0 ausfu¨hrlich erla¨utert. Gegenu¨ber der Version 1.0 mu¨ssen die in Abschnitt 5.4.1 genannten
Erweiterungen eingebracht werden, d.h. die neuen Ereignis- und Aktionsarten sowie die neu-
en Funktionen und Parameter mu¨ssen analog zu den bestehenden Strukturen definiert werden.
Dabei ergeben sich in der Version 2.0 strukturell keine A¨nderungen zur Version 1.0. In die-
ser Dissertation wurde auf eine Erstellung des RRML-Schemas fu¨r die Version 2.0 verzichtet,
weil bei der Evaluierung die ON-IF-THEN-Darstellung von Regeln verwendet wird (siehe Ab-
schnitt 7.3.2).
5.5. Analyse und Bewertung der RRML
Zuna¨chst erfolgt in diesem Abschnitt eine Analyse der RRML (Replication Rule Markup Lan-
guage) und der darauf basierenden Inferenz, d.h. es wird diskutiert, ob ein korrekter Ablauf
der Inferenz der Regeln mo¨glich ist und ob die Inferenz zu einem brauchbaren Ergebnis fu¨hrt.
Dabei muss einerseits die Sprache, d.h. die RRML, als solche betrachtet werden, andererseits die
Implementierung eines Regelinterpreters (siehe Abschnitt 6.2), der Regeln der RRML auswertet.
Weil an dieser Stelle keine Implementierungsaspekte betrachtet werden sollen, werden stattdes-
sen die Anforderungen an die Inferenz und die RRML herangezogen, die ein Regelinterpreter zu
erfu¨llen hat.
Im Forschungsbereich der aktiven Datenbanken [WC95] wurden verschiedene Analysemetho-
den diskutiert, die z.B. Terminierung oder Verhalten so genannter
”
aktiver Regeln“ (Reaktions-
regeln, siehe Abschnitt 5.1) untersuchen. Weil es sich bei den Regeln der RRML ebenfalls um
Reaktionsregeln handelt, ko¨nnen die entsprechenden Analysemethoden und -ansa¨tze aufgegrif-
fen werden. In [AWH92] werden die drei folgenden Eigenschaften genannt, die bei der Inferenz
von Reaktionsregeln in aktiven Datenbankmanagementsystemen vorhanden sein mu¨ssen:
• Terminierung
• Konfluenz
• Beobachtbarer Determinismus
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”
Beobachtbarer Determinismus“ (Observable Determinism [AHW95]) bedeutet, dass die unter-
schiedliche Ausfu¨hrungsreihenfolge von Regeln nicht zu unterschiedlichen Datenbankzusta¨nden
fu¨hren darf, die beobachtet werden ko¨nnen. Dabei ko¨nnen auch Nebenla¨ufigkeitsanomalien (sie-
he Abschnitt 2.2.3) ins Spiel kommen, wenn die Aktionen von Regeln schon wa¨hrend der Inferenz
sichtbar werden. Weil bei der Inferenz auf Basis der RRML nicht auf gemeinsame Daten zugegrif-
fen wird, sondern auf exklusive
”
Ergebnisvariablen“ (siehe Abschnitt 5.3), muss die Eigenschaft
”
Beobachtbarer Determinismus“ nicht weiter untersucht werden. Daher wird nachfolgend im Ab-
schnitt 5.5.1 auf Terminierung und im Abschnitt 5.5.2 auf Konfluenz eingegangen. Abschließend
erfolgt in Abschnitt 5.5.3 eine Bewertung der RRML und der zugeho¨rigen Inferenz.
5.5.1. Terminierung
Terminierung bedeutet, dass die Inferenz in endlicher Zeit einen Endzustand erreicht, wobei
unter Endzustand hier die Ermittlung eines geeigneten Ergebnisses verstanden wird. Aus Sicht
der in dieser Arbeit vorgestellten Replikationsstrategie RegRess ist diese Eigenschaft von großer
Bedeutung, weil andernfalls Zugriffe auf die Replikate dauerhaft blockiert wu¨rden, bzw. so lange
blockiert sind, bis der Regelinterpreter und/oder die Regeln
”
korrigiert“ sind. Daher wurden
in Abschnitt 4.2.4 auch Anforderungen aufgestellt, die eine Terminierung ggf. durch Zeitablauf
fordern und in diesem Fall ein initiales Ergebnis setzen. Damit ist zwar gewa¨hrleistet, dass keine
Blockierung auftritt, die eigentliche Ursache ist aber nicht behoben.
Nichtterminierung kann allgemein entweder dann auftreten, wenn kein Endzustand erreicht
wird, oder dann, wenn Regeln sich zyklisch in Endlosschleifen aktivieren. Einen Endzustand
nicht zu erreichen, ist bei der Inferenz der RRML-Regeln nicht relevant, weil nicht zwischen
Zusta¨nden unterschieden wird. Die Inferenz der RRML-Regeln operiert auf Ergebnisvariablen
(siehe Abschnitte 5.3.2 bis 5.3.4), wobei jede Aktionsausfu¨hrung einer RRML-Regel einen gu¨lti-
gen Endzustand hinterla¨sst.
Das endlose, zyklische Ausfu¨hren von Anweisungen wird auch als Livelock oder als Endlos-
schleife bezeichnet. Bei der Inferenz von Regeln treten derartige Zyklen dann auf, wenn Aktionen
Ereignisse von Regeln auslo¨sen, die bereits ausgefu¨hrt wurden, und dadurch ein endloser Kreis-
lauf entsteht. Auch so genannte Schlingen, d.h. eine Regel aktiviert sich selbst, fu¨hrt zu Livelocks,
wenn keine Maßnahmen ergriffen werden. Um Livelocks zu erkennen, bedient man sich allgemein
der Graphentheorie, z.B. indem man einen so genannten Triggering-Graphen [YKC99] aufstellt
und nach Zyklen untersucht.
Im Regelinterpreter, Version 1.0, von Jan Stefan Addicks [Add05] wird ein solcher Triggering-
Graph zur Laufzeit der Inferenz aufgestellt. Dieser Triggering-Graph wird auf Zyklen untersucht,
wobei ein Algorithmus nach [MH00] verwendet wird. Wenn keine Zyklen auftreten, dann ter-
miniert die Inferenz. Angemerkt sei, dass die Umkehrung nicht immer gilt, d.h. die Existenz
von Zyklen muss nicht unbedingt Nichtterminierung nach sich ziehen. Sicherheitshalber werden
derartige Ausfu¨hrungen aber im Allgemeinen abgebrochen.
Die Erkennung von Nichtterminierung mittels Triggering-Graph und Zykluserkennung ist zeit-
aufwa¨ndig und muss bei jedem Zugriff durchgefu¨hrt werden. Ein anderes Verfahren, Terminie-
rung bei der Inferenz sicher zu stellen, ist das einmalige Ausfu¨hren von Regeln. Dieses Verfahren
kann insbesondere dann angewendet werden, wenn sich die Fakten wa¨hrend der Inferenz nicht
a¨ndern. Die Aktionen der RRML-Regeln a¨ndern die Fakten, z.B. Kennzahlen der Systemland-
schaft wie Performance, nicht. Wenn man voraussetzt, dass wa¨hrend einer Inferenz keine neuen
Kennzahlen aufgenommen oder beru¨cksichtigt werden, dann ist das einmalige Ausfu¨hren von
Regeln ein ada¨quates Mittel. Weil in der Version 2.0 der RRML eine Liste der ausgefu¨hrten Re-
geln wa¨hrend der Inferenz gefu¨hrt wird, mit der widerspru¨chliche Regeln erkannt werden, ko¨nnen
hieru¨ber auch Wiederholungen erkannt werden und somit das wiederholte Ausfu¨hren von Regeln
mit dem Ru¨ckgabewert NoAction unterbunden werden (siehe Listing 5.6 auf Seite 133).
Angemerkt sei, dass so genannte
”
Deadlocks“, d.h. eine Verklemmung von Prozessen auf Grund
gegenseitigem Blockieren von Betriebsmitteln, nicht auftreten. Die Inferenzen unterschiedlicher
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Prozesse werden isoliert ausgefu¨hrt, wobei exklusive Ergebnisvariablen verwendet werden. Kenn-
zahlen, die z.B. im Bedingungsteil beno¨tigt werden, werden ausschließlich gelesen, sodass keine
Sperren oder a¨hnliches no¨tig sind.
5.5.2. Konfluenz
Mit Konfluenz ist in aktiven Datenbanken gemeint, dass unabha¨ngig von der Ausfu¨hrungsrei-
henfolge der Reaktionsregeln der gleiche Endzustand der Datenbank erreicht wird. U¨bertra-
gen auf den hier betrachteten Fall bedeutet das, dass die Ergebnisvariablen (siehe Abschnit-
te 5.3.2 bis 5.3.4), die bei der Inferenz manipuliert werden, am Ende der Inferenz unabha¨ngig
von der Ausfu¨hrungsreihenfolge der RRML-Regeln den gleichen Wert speichern. Entsprechend
den drei Teilen einer Reaktionsregel, also dem Ereignis-, Bedingungs- und Aktionsteil, werden
nachfolgend drei Fa¨lle betrachtet, die zu unterschiedlichen Ergebnissen in Abha¨ngigkeit der
Ausfu¨hrungsreihenfolge fu¨hren ko¨nnten:
1. In Abha¨ngigkeit des Zeitpunktes wird eine Regel, dessen Ereignis eingetreten ist, bei einer
Inferenz beru¨cksichtigt oder nicht.
2. In Abha¨ngigkeit des Zeitpunktes wird die Bedingung einer Regel bei einer Inferenz unter-
schiedlich ausgewertet.
3. Die Aktionen zweier Regeln, die die Ergebnisvariable bei einer Inferenz unterschiedlich
manipulieren, werden in verschiedener Reihenfolge ausgefu¨hrt.
zu 1.) Eine Regel, deren Ereignis eingetreten ist, wird bei der Inferenz entweder dann nicht
beru¨cksichtigt, wenn das Ereignis nachtra¨glich negiert wird oder wenn die Regel erst nachtra¨glich
bekannt wird. Bei der Inferenz auf Basis der RRML werden eingetretene Ereignisse nicht zu
einem spa¨teren Zeitpunkt z.B. durch eine Aktion vera¨ndert. Daher werden bei Eintreten eines
Ereignisses alle Regeln als passend identifiziert, deren Ereignisteil dem Ereignis entspricht (siehe
Abschnitt 5.3.1). Die passenden Regeln werden, wie gehabt, dann ausgefu¨hrt, wenn auch die
Bedingung erfu¨llt ist.
Regeln, die zum Zeitpunkt der Ermittlung der passenden Regeln ausgelagert waren und spa¨ter
mittels der Aktion use_ruleset geladen werden, ko¨nnten bei der Ermittlung unberu¨cksichtigt
bleiben. Im Regelinterpreter der Version 1.0 [Add05] wird diesem Umstand dadurch begegnet,
dass zuna¨chst alle zugeho¨rigen Regeln ausgefu¨hrt werden, die Regeln nachladen, bevor die eigent-
liche Inferenz beginnt. Alternativ kann eine Liste der eingetretenen Ereignisse gefu¨hrt werden,
die auf nachgeladene Regeln ausgefu¨hrt wird. Somit spielt der Zeitpunkt des Eintretens eines
Ereignisses bzw. die Ermittlung der passenden Regeln keine Rolle.
zu 2.) Eine Regel, dessen Ereignis eingetreten ist und als passend markiert wurde, wird dann
ausgefu¨hrt, wenn die Bedingung zum Zeitpunkt der Ausfu¨hrung erfu¨llt ist. Weil in einer Bedin-
gung u¨ber die Funktionen z.B. Kennzahlen der Systemlandschaft wie Performance beru¨cksichtigt
werden, ist der Zeitpunkt der Auswertung der Bedingung relevant. Hier soll angenommen wer-
den, dass die Inferenz wenig Zeit beansprucht, sodass A¨nderungen der zugeho¨rigen Kennzahlen
vernachla¨ssigt werden ko¨nnen, ggf. ko¨nnen die beno¨tigten Kennzahlen wa¨hrend der Inferenz
”
eingefroren“ werden.
zu 3.) Zwei Regeln, deren Aktionen eine Ergebnisvariable unterschiedlich manipulieren, stehen
in Widerspruch und aktivieren die Widerspruchsbehandlung (siehe Abschnitt 5.3.5). Da die
Behandlung von Widerspru¨chen eine der in Widerspruch stehenden Regeln als u¨berlebende
Regel bestimmt oder einen Abbruch der Inferenz nach sich zieht, ist die Ausfu¨hrungsreihenfolge
der beiden Regeln nicht relevant. Angemerkt sei, dass die Manipulation der Ergebnisvariablen
durch die Aktion einer Regel unabha¨ngig vom Zeitpunkt ist, weil es sich um absolute und nicht
um relative A¨nderungen handelt.
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5.5.3. Bewertung
Die RRML (Replication Rule Markup Language) bietet umfangreiche Mo¨glichkeiten mittels Re-
aktionsregeln die Koordination von Zugriffen auf die Replikate einer replizierten Datenbank zu
beeinflussen. Dabei ko¨nnen Regeln auf Grund der Parameter, die im Ereignis- und Aktionsteil
zu verwenden sind, auf unterschiedlichster Granularita¨tsstufe spezifiziert werden. U¨ber die Para-
meter kann ebenfalls unterschiedliches Zugriffsverhalten in Abha¨ngigkeit der beteiligten Kompo-
nenten und der zugegriffenen Daten selbst gesteuert werden. Die verschiedenen Funktionen, die
in den Bedingungen verwendet werden ko¨nnen, erlauben die Spezifikation von Regeln fu¨r fach-
liche und technische Konsistenzanforderungen. Allerdings kann die Auswertung der Funktionen
durchaus zeitaufwa¨ndig sein.
Durch die RRML und die zugeho¨rige Inferenz, d.h. durch die spezifizierte Semantik und
die definierten Protokolle, ist gewa¨hrleistet, dass Anfragen an einen entsprechenden Regelin-
terpreter terminieren und eindeutige Ergebnisse geliefert werden, die brauchbar sind. Weil sich
wa¨hrend der Inferenz die Fakten nicht wesentlich a¨ndern, ist eine Sicherstellung der Terminie-
rung durch einmaliges Ausfu¨hren der Regeln kostengu¨nstiger als eine Pru¨fung von Zyklen durch
einen Triggering-Graphen.
Als Speicherungsformat fu¨r RRML-Regeln und zugeho¨rigen Metainformationen wurde eine
XML-basierte Syntax definiert. Dadurch ist vor allem Austauschbarkeit zwischen Komponenten
bzw. einem verteiltem Replikationsmanager gewa¨hrleistet. Die Spezifikation von Regeln direkt in
der XML-basierten RRML-Syntax ist allerdings komplex, sodass die Nutzung eines Regeleditors,
der z.B. die Formulierung von Regeln in der ON-IF-THEN-Darstellung erlaubt, vorzuziehen ist.
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Der Replikationsmanager KARMA (Konfigurierbarer, adaptiver Replikationsmanager) reali-
siert die Replikationsstrategie RegRess (siehe Kapitel 4) und erreicht damit eine konfigurier-
bare, adaptive Replikation fu¨r heterogene, autonome Informationssysteme. In diesem Kapitel
wird eine Softwarearchitektur des KARMA vorgestellt, wobei eine detaillierte Spezifikation der
beno¨tigten Komponenten erfolgt. In Kapitel 7 wird anschließend eine Implementierung auf Basis
der Java Enterprise Edition (Java EE [JBC+06]) beschrieben.
Bei RegRess erfolgt die Koordination der Zugriffe durch die Inferenz von Regeln, die fu¨r den
gegebenen Anwendungsbereich von einem Administrator spezifiziert werden mu¨ssen. Deswegen
beno¨tigt der KARMA einen Regelinterpreter. Da die Regeln im Wesentlichen fu¨r Eigenschaf-
ten der beteiligten Systeme spezifiziert werden, muss der KARMA bei der Verarbeitung eines
Zugriffs bestimmte Messwerte protokollieren, z.B. die Antwortzeiten der Systeme bei genau die-
sem Zugriff. Damit stehen Kennzahlen zur Verfu¨gung, die bei der na¨chsten Verarbeitung eines
Zugriffs herangezogen werden ko¨nnen, um auf Grund der Regeln z.B. einen Wechsel zwischen
synchroner und asynchroner Aktualisierung zu initiieren (siehe Abschnitt 4.2).
Da der KARMA in heterogenen, autonomen Systemlandschaften zum Einsatz kommt, ist ne-
ben der Replikationsstrategie die Transaktionsverarbeitung von besonderem Interesse. Gerade
eine ordnungsgema¨ße Verarbeitung bei der Aktualisierung der Replikate im Sinne der Transak-
tionsverarbeitung ist unerla¨sslich, um eine konsistente Verarbeitung in verteilten Systemen zu
gewa¨hrleisten.
In den folgenden Abschnitten wird der Entwurf des KARMA und seine Funktionsweise vor-
gestellt. In Abschnitt 6.1 wird die Softwarearchitektur des KARMA gezeigt. Anschließend wird
in Abschnitt 6.2 die Funktionsweise des KARMA beschrieben, in dem einzelne Komponenten
spezifiziert werden. Auf die Transaktionsverarbeitung des KARMA wird im abschließenden Ab-
schnitt 6.3 eingegangen.
6.1. Softwarearchitektur KARMA
Der konfigurierbare, adaptive Replikationsmanager KARMA ist eine Komponente (siehe Defi-
nition 32 auf Seite 60), die die in dieser Dissertation entwickelte Replikationsstrategie RegRess
realisiert. In Abbildung 4.1 auf Seite 61 ist ein einfaches Beispiel einer Systemumgebung dar-
gestellt, die einen Replikationsmanager in allgemeiner Form als externe, zentrale Komponente
zeigt. Insbesondere die Schnittstellen, die ein Replikationsmanager anbietet, um z.B. einen Zu-
griff auf ein logisches Datenobjekt zu ermo¨glichen, und die ein Replikationsmanager beno¨tigt,
um z.B. die Zugriffe auf die Replikate zu koordinieren, sind von Interesse, so auch beim KARMA,
bei dem weitere Schnittstellen z.B. fu¨r die Transaktionsverarbeitung hinzukommen.
An dieser Stelle wird zuna¨chst der ARM (Adaptiver Replikationsmanager [NHHT03]) als
Vorga¨nger des KARMA vorgestellt, der im Rahmen dieser Arbeit in der Diplomarbeit [Hu¨l02]
von Michael Hu¨lsmann entwickelt und implementiert wurde. Der Schwerpunkt der Diplomar-
beit lag auf die Anbindung heterogener Informationssysteme mit besonderem Augenmerk auf
die Transaktionsverarbeitung. Dabei wird unterschieden, ob die Komponenten mit Replikat (in
der Diplomarbeit als Systeme mit Replikat bezeichnet) das XA-Protokoll (siehe Abschnitt 2.2.2)
unterstu¨tzen oder nicht und ob auf die beteiligten Datenbanken direkt oder u¨ber Anwendungs-
schnittstellen (API) zugegriffen wird. Die in der Diplomarbeit implementierte Replikationsstra-
tegie kann als
”
fru¨he“ Version der hier vorgestellten Replikationsstrategie RegRess aufgefasst
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Abbildung 6.1.: Die Architektur des adaptiven Replikationsmanagers (ARM, [NHHT03])
werden. Der ARM verwendet einfache Regeln, die nicht in der RRML (siehe Kapitel 5) formuliert
sind. Sie werden auch nicht in einem XML-Format gespeichert, sondern in einer relationalen Da-
tenbank. U¨ber den ARM werden ausschließlich Schreibzugriffe koordiniert. Lesezugriffe erfolgen
grundsa¨tzlich lokal. Die Funktionsweise der Koordination von RegRess ist aber beru¨cksichtigt,
d.h. die zu aktualisierenden Replikate werden in synchron und asynchron zu aktualisierende
Replikate partitioniert.
In Abbildung 6.1 ist die Architektur des ARM dargestellt, die die Transaktionsschicht und
die Zugriffsschicht zeigt. Die Komponenten mit Replikat, die synchron aktualisiert werden,
mu¨ssen innerhalb einer globalen Transaktion gea¨ndert werden, um Inkonsistenzen zu vermei-
den. Weil in einer heterogenen Landschaft Komponenten auftreten, die das XA-Protokoll un-
terstu¨tzen bzw. nicht unterstu¨tzen, verwendet der ARM die Transaktionskonzepte 2PC (siehe
Abschnitt 2.2.2) bzw. SagasR (siehe Abschnitt 2.2.5). Gegenu¨ber dem urspru¨nglichen Transak-
tionskonzept Sagas [GMS87] kennzeichnet der Index R in SagasR, dass es sich hierbei um eine
spezielle Variante fu¨r den ARM handelt. Die Teiltransaktionen der SagasR-Transaktion sind
ausschließlich so genannte
”
lokale Transaktionen“ (siehe Abschnitt 2.2.1). Weiterhin werden bei
SagasR die Teiltransaktionen nicht verkettet, sondern u¨berlappend ausgefu¨hrt. Dabei werden die
Commit-Punkte der Teiltransaktionen zeitlich nahe beieinander gelegt, wodurch im Erfolgsfall
eine
”
quasi-synchrone“ Verarbeitung erreicht wird (siehe auch Abschnitt 6.3.1).
Fu¨r beide Varianten der Transaktionsverarbeitung kann je nach Zielsystem entweder direkt auf
die zugrunde liegende Datenbank zugegriffen werden, d.h. parallel zur lokalen Applikation, oder
der Zugriff erfolgt u¨ber Schnittstellen der lokalen Applikation. Fu¨r die Systeme, die asynchron
aktualisiert werden, wird ein A¨nderungsauftrag in eine Warteschlange (Replica Queue) einge-
tragen. Steht der A¨nderungsauftrag zur Bearbeitung an (gestrichelte Linie in Abbildung 6.1), so
wird das betreffende System aktualisiert und der Auftrag aus der Replica Queue gelo¨scht. Hier-
bei handelt es sich ebenfalls um eine verteilte Transaktion, die u¨ber die
”
Synchronkomponente“
verarbeitet wird, d.h. es wird entweder das Transaktionskonzept 2PC oder SagasR genutzt.
In diesem und dem na¨chsten Abschnitt liegt der Fokus mehr auf der Softwarearchitektur des
eigentlichen Replikationsmanagers, also auf die Komponente, die die Replikationsstrategie Reg-
Ress realisiert, und weniger auf das Transaktionssystem. Zwar wird fu¨r eine Implementierung
von RegRess eine komplexe Transaktionsverarbeitung beno¨tigt, die u¨ber die Funktionalita¨t ein-
facher Transaktionssysteme hinausgeht, dennoch wird an dieser Stelle angenommen, dass ein
derartiges Transaktionssystem zur Verfu¨gung steht. In Abschnitt 6.3 folgt eine Spezifikation der
beno¨tigten Funktionalita¨t des Transaktionssystems sowie eine kurze Beschreibung einer Imple-
mentierung auf Basis der Java Enterprise Edition, die im Zusammenhang mit dieser Dissertation
in der Diplomarbeit von Andreas Austing [Aus06] entwickelt wurde. In der Diplomarbeit wurde
eine Infrastruktur fu¨r erweiterte Transaktionskonzepte (siehe Abschnitt 2.2.5) spezifiziert und
implementiert.
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Abbildung 6.2.: Grob-Architektur des KARMA
Ein Beispiel fu¨r eine mo¨gliche Systemumgebung mit einem zentralen Replikationsmanager ist
in Abbildung 4.1 auf Seite 61 zu sehen, wobei dort auf eine Darstellung einer eigenen Transakti-
onskomponente verzichtet wurde. In dem Beispiel wird illustriert, wie Replikate auf verschiede-
nen Komponenten mit Replikat bzw. Rechnern lokalisiert sein ko¨nnen und wie ein Schreibzugriff
eines Clients auf ein logisches Objekt u¨ber den Replikationsmanager auf die physischen Objekte,
die Replikate, umgesetzt wird. Der Replikationsmanager bietet somit eine Schnittstelle an, um
auf logische Objekte zugreifen zu ko¨nnen, und beno¨tigt Schnittstellen auf die Komponenten mit
Replikat, um die zugeho¨rigen Replikate adressieren zu ko¨nnen. Neben diesen Schnittstellen wird
fu¨r eine separate Transaktionsverarbeitung eine Schnittstelle zu einem Transaktionssystem und
fu¨r eine Verteilung des Replikationsmanagers Schnittstellen zu den dezentralen Komponenten
beno¨tigt.
In Abbildung 6.2 ist eine grobe Softwarearchitektur des KARMA dargestellt, die insbeson-
dere die Schnittstellen des Replikationsmanagers zeigt, der die Replikationsstrategie RegRess
implementiert. Dabei ist die Architektur an das X/Open-Modell eines zentralisierten Trans-
aktionssystems angelehnt (siehe Abbildung 2.1 auf Seite 16), wobei der KARMA nach dem
X/Open-Modell ein Anwendungsprogramm ist, also die Anwendung, die auf die Ressourcen
und den Transaktionsmanager zugreift. Demzufolge wird hier auf eine explizite Darstellung der
Lokalisation der Replikate verzichtet und analog zu dem X/Open-Modell angenommen, dass
jede Komponente mit Replikat einen Ressourcenmanager vorgeschaltet hat, der entsprechende
Schnittstellen fu¨r Zugriffe auf die Replikate anbietet.
Wie in Abbildung 6.2 zu sehen ist, bietet die KARMA-Komponente bzw. eine Instanz der
KARMA-Komponente mit dem Namen RegRess die Schnittstelle ILogicalAccess an, u¨ber
die ein Client logische Zugriffe, d.h. Zugriffe auf logische Objekte, durchfu¨hrt. In dieser Ar-
beit beginnt jeder Name einer Schnittstelle mit einem
”
I“ wie Interface. Der KARMA beno¨tigt
eine Schnittstelle IExtendedTx zu einem Transaktionsmanager, der die verteilten Transaktio-
nen bzw. Teiltransaktionen synchronisiert. Da gegenu¨ber dem X/Open-Modell die dortige TX-
Schnittstelle erweitert wurde, wird hier von der Schnittstelle IExtendedTx gesprochen. Die we-
sentlichen Methoden der Schnittstelle sind den Beginn und das Ende von Transaktionen sowie,
als Erweiterung, den Beginn und das Ende von Teiltransaktionen mitzuteilen. Der Transaktions-
manager steuert die jeweiligen lokalen Transaktionen, die auf den Komponenten mit Replikat
durchgefu¨hrt werden, u¨ber die erweiterte XA-Schnittstelle, d.h. ein Ressourcenmanager einer
Komponente mit Replikat muss die Schnittstelle IExtendedXa anbieten. Des Weiteren bietet
ein Ressourcenmanager die Schnittstelle IPhysicalAccess, woru¨ber der KARMA Schreib- oder
Lesezugriffe auf die jeweiligen Replikate einer Komponente mit Replikat abwickelt.
Wenn es sich um einen verteilten KARMA handelt, d.h. der Replikationsmanager ist mehrfach
auf verteilten Systemen vorhanden, dann mu¨ssen gemeinsame Daten verteilt werden (siehe Ab-
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Abbildung 6.3.: Feingranulare Softwarearchitektur des KARMA
schnitt 4.2.5). Dafu¨r beno¨tigt der KARMA die Schnittstellen IDistribution zu anderen Repli-
kationsmanagern, die die Replikationsstrategie RegRess implementieren (in der Abbildung 6.2
sind diese durch den Index i im Instanzennamen gekennzeichnet). Daher bietet ein KARMA
eine entsprechende Schnittstelle an, um gemeinsame Daten entgegenzunehmen. Bevor eine de-
taillierte Spezifikation der Schnittstellen in Abschnitt 6.2 folgt, wird eine Dekomposition der
KARMA-Komponente vorgenommen, um die beno¨tigten Funktionen feingranularer zuordnen
zu ko¨nnen.
In Abbildung 6.3 ist die feingranulare Softwarearchitektur der KARMA-Komponente pra¨sen-
tiert, wobei das UML-Komponentendiagramm die inneren Komponenten und die beno¨tigten Ar-
tefakte zeigt. Die externen Schnittstellen (siehe Abbildung 6.2 auf Seite 155) des KARMA werden
an die Schnittstellen der inneren Komponenten delegiert. Die Schnittstellen IPhysicalAccess
und IDistribution sind als so genannter komplexer Port angelegt, weil es sich hierbei um
Schnittstellen zu mehreren, unterschiedlichen Ressourcenmanagern bzw. zu mehreren, unter-
schiedlichen Replikationsmanagern handelt. In der Abbildung 6.3 wurde bei den Schnittstellen
der inneren Komponenten u¨bersichtlichkeitshalber auf eine Namensgebung verzichtet. Die inne-
ren Komponenten des KARMA und die zugeho¨rigen Artefakte erfu¨llen folgende Aufgaben:
• Der RequestHandler bildet eine einheitliche Schnittstelle fu¨r Clients zum KARMA gema¨ß
dem Entwurfsmuster
”
Fassade“ [GHJ04]), d.h. er nimmt Schreib- und Lesezugriffe auf logi-
sche Objekte von Clients entgegen, bearbeitet sie und liefert einen Ru¨ckgabewert.
• Der Timer dient als Taktgeber fu¨r den Start der asynchronen Aktualisierung, wofu¨r eine
Zeitperiode z.B. u¨ber eine Konfigurationsdatei festgelegt wird.
• Der TxController u¨bernimmt die Kommunikation zu einem Transaktionsmanager (siehe
Abbildung 6.2 auf Seite 155). Die Anforderungen an den Transaktionsmanager werden in
Abschnitt 6.3 diskutiert.
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• Der SynchronousWriter realisiert den synchronen Schreibzugriff auf ein logischen Objekt,
wofu¨r die Replikate des logischen Objekts in synchron und asynchron zu aktualisierende
Replikate partitioniert werden.
• Der AsynchronousWriter realisiert den asynchronen Schreibzugriff, d.h. die in der Replica
Queue anstehenden Auftra¨ge, die die zeitversetzt zu aktualisierenden Replikate beinhalten,
werden bearbeitet.
• Der Reader realisiert den Lesezugriff auf ein logisches Objekt, sofern ein Client einen Lese-
zugriff u¨ber den KARMA ausfu¨hrt und nicht ein beliebiges Replikat, z.B. ein lokales Replikat,
liest. Beim Lesen u¨ber den KARMA kann ein Replikat mit bestimmten Eigenschaften aus-
gewa¨hlt werden.
• Der RuleInterpreter bietet den Komponenten SynchronousWriter, AsynchronousWriter
und Reader eine Schnittstelle, um mittels Inferenz auf den Replikationsregeln die betroffenen
Replikate fu¨r die Zugriffe zu ermitteln (siehe Abschnitt 4.2.4).
• Der ReplicaQueueManager verwaltet die Auftra¨ge der Replica Queue, d.h. die Liste der
noch asynchron zu aktualisierenden Replikate.
• Der RegRessReplicator dient der Kommunikation zu anderen Instanzen des KARMA,
sofern eine Verteilung vorliegt. U¨ber die jeweiligen Komponenten RegRessReplicator werden
die gemeinsamen Daten kommuniziert.
• Der DataTransformer ist fu¨r Kommunikation mit den Ressourcenmanagern der Kompo-
nenten mit Replikat verantwortlich.
• Das Artefakt Replica.jobs speichert die Auftra¨ge der zeitversetzt durchzufu¨hrenden Ak-
tualisierungen in Form der Replica Queue.
• Das Artefakt Rules.xml speichert die Regeln, die bei der Inferenz beru¨cksichtigt werden.
• Das Artefakt System.log speichert Kennzahlen des verteilten Systems, die bei der Inferenz
abgefragt werden ko¨nnen, z.B. die aktuelle Performance einer Komponente mit Replikat.
Weiterhin wird laut Annahme (siehe Abschnitt 4.1.1) beim Einsatz des KARMA davon ausge-
gangen, dass beim Start eine voll-replizierte, verteilte Datenbank in einem konsistenten Zustand
vorliegt, d.h. es herrscht Replikationskonsistenz (siehe Definition 17 auf Seite 34). Daher wurde
bei der Modellierung auf eine
”
Initialisierungskomponente“ verzichtet, die z.B. die Hinzunahme
einer neuen Komponente mit Replikat in das verteilte System erlaubt. Eine derartige Initiali-
sierung einer neuen Komponente mit Replikat ko¨nnte z.B. durch das Anlegen entsprechender
Auftra¨ge in die Replica Queue realisiert werden. Falls eine partiell-replizierte Datenbank vor-
liegt, dann muss bei der Koordination, d.h. bei der Inferenz, die Lokalisation von Replikaten
eines logischen Objekts beru¨cksichtigt werden. Entsprechende Mapping-Informationen wurden
in der Version 1.0 der RRML spezifiziert (siehe Abschnitt 5.4.2).
Weil die hier entwickelte Replikationsstrategie RegRess Schreib-/LesekonflikteR toleriert und
Schreib-/SchreibkonflikteR vermeidet (siehe Abschnitt 4.2.5), wird kein Konfliktmanagement
beno¨tigt. Wenn z.B. in dem Protokoll fu¨r synchrone Schreibzugriffe (siehe Listing 4.1 auf Sei-
te 71) auf den Sperrmechanismus verzichtet wird und somit Schreib-/SchreibkonflikteR auftreten
ko¨nnen, dann wird eine Komponente fu¨r das Konfliktmanagement beno¨tigt, die entsprechende
Konflikte erkennt und behandelt (siehe Abschnitt 3.3.2).
6.2. Komponentenspezifikation KARMA
In diesem Abschnitt erfolgt die Spezifikation der
”
inneren“ Komponenten des KARMA. Da Kom-
ponenten ihr Verhalten im Wesentlichen u¨ber die angebotenen und die beno¨tigten Schnittstellen
definieren (siehe Definition 32 auf Seite 60), wird hier auf die Beschreibung dieser Schnittstellen
fokussiert. Ein U¨berblick u¨ber die Komponenten sowie die zugeho¨rigen Kommunikationswege
mittels Schnittstellen bietet die feingranulare Softwarearchitektur in der Abbildung 6.3 auf Sei-
te 156. Nachfolgend werden die einzelnen Komponenten mit ihren implementierten Schnittstel-
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Abbildung 6.4.: Komponente AsynchronousWriter
len, also den angebotenen Schnittstellen, bzw. den extern beno¨tigten Schnittstellen in folgender,
alphabetischer Reihenfolge beschrieben:
• AsynchronousWriter mit IAsynchronousWriter
• DataTransformer mit IDataTransformer und IPhysicalAccess
• Reader mit IReader
• RegRessReplicator mit IDistribution und IQueueDistribution
• ReplicaQueueManager mit IQueueAccess
• RequestHandler mit ILogicalAccess und IRequestHandler
• RuleInterpreter mit IRuleInterpreter
• SynchronousWriter mit ISynchronousWriter
• Timer
• TxController mit INestedTx, ISubTx und IExtendedTx
Wie bereits erwa¨hnt, beginnen die Namen von Schnittstellen mit einem
”
I“ fu¨r Interface. In
den Abbildungen 6.4 bis 6.13 sind die Komponenten als Klassendiagramm der UML [RJB04,
RHQ+05] dargestellt. Der Einfachheit halber wird jede Komponente durch eine Klasse mit glei-
chem Namen repra¨sentiert, die Schnittstellen anbietet und beno¨tigt. Dabei werden Schnittstellen
als Klassen ohne Attribute mit dem Stereotypen <<Schnittstelle>> gekennzeichnet. Die an-
gebotenen Schnittstellen werden durch die Klasse implementiert (erkennbar durch den
”
Imple-
mentierungspfeil“) und die beno¨tigten Schnittstellen werden von der Klasse genutzt (erkennbar
durch den
”
Abha¨ngigkeitspfeil“ und den Stereotypen <<uses>>). Gegenu¨ber der Abbildung 6.3
auf Seite 156, in der die Schnittstellen als so genannte Lollipops dargestellt sind, wird hier
die Klassendarstellung gewa¨hlt, um die zu implementierenden Methoden einer Schnittstelle zu
zeigen. Auf die Parameterliste und die Ru¨ckgabewerte in den Methoden wurde hier aus Platz-
gru¨nden verzichtet.
Komponente AsynchronousWriter
Der AsynchronousWriter in Abbildung 6.4 ist fu¨r die asynchrone Aktualisierung der Replikate
zusta¨ndig, wofu¨r er die in der Replica Queue anstehenden Auftra¨ge abarbeitet. Dafu¨r implemen-
tiert er die Methode start() der von ihm angebotenen Schnittstelle IAsynchronousWriter.
Die Methode start() realisiert den asynchronen Schreibzugriff gema¨ß des Listings 4.2 auf Sei-
te 74. Die Bearbeitung wird vom RequestHandler u¨ber die Methode start() der Schnittstelle
IAsynchronousWriter angestoßen. Weil alle Informationen, die zum Bearbeiten eines Auftrags
beno¨tigt werden, im Auftrag selbst gespeichert sind, werden dem AsynchronousWriter keine
weiteren Informationen in Form von Parametern in der Methode start() mitgegeben. Die Me-
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Abbildung 6.5.: Komponente DataTransformer
thode start() liefert als Ru¨ckgabewert einen Bearbeitungsstatus der Replica Queue, um ggf.
einem Client ein Ergebnis zu liefern (siehe RequestHandler).
Der AsynchronousWriter beno¨tigt seinerseits die Schnittstelle IQueueAccess zur Komponen-
te ReplicaQueueManager, um einen Auftrag aus der Replica Queue mit der Methode readJob()
zu lesen und mittels der Methode dequeue() bei erfolgreicher Aktualisierung zu lo¨schen. Ob
das zu aktualisierende Replikat derzeit geschrieben werden darf, wird durch Inferenz ermit-
telt, wofu¨r der AsynchronousWriter die Methode determineAsynchronous() der Schnittstelle
IRuleInterpreter nutzt. Fu¨r die Aktualisierung eines Replikats beno¨tigt der Asynchronous-
Writer die Methode writeReplica() der Schnittstelle IDataTransformer, die von der Kom-
ponente DataTransformer angeboten wird.
Bei dem Schreibzugriff auf das Replikat und dem Entfernen eines Auftrags aus der Replica
Queue handelt es sich um eine verteilte Transaktion, die vom TxController synchronisiert wer-
den muss (siehe Abschnitt 2.2.5). Daher teilt der AsynchronousWriter dem TxController den
Beginn und das Ende der Bearbeitung eines Auftrags als Transaktionsklammer u¨ber die Me-
thoden beginAsynchronous() sowie commitAsynchronous() fu¨r das erfolgreiche Beenden bzw.
rollbackAsynchronous() fu¨r das Zuru¨ckrollen beim Beenden mit. Diese beno¨tigten Methoden
werden von der Schnittstelle ISubTx bereitgestellt, die vom TxController angeboten wird.
Die Methode logData() des AsynchronousWriter, die explizit in Abbildung 6.4 angegeben
ist, dient zum Zugriff auf das Artefakt System.log. Nach jeder Bearbeitung eines Auftrags
werden hier entsprechende Informationen abgelegt, z.B. die Performance der betroffenen Kom-
ponente.
Komponente DataTransformer
Der DataTransformer in Abbildung 6.5 ist fu¨r die Kommunikation mit den Ressourcenmanagern
der Komponenten mit Replikat verantwortlich und bietet dem SynchronousWriter sowie dem
AsynchronousWriter die Methode writeReplica() zum Schreiben eines Replikats und dem
Reader die Methode readReplica() zum Lesen eines Replikats. Die Methode writeReplica()
beno¨tigt als Parameter die Referenz zum Replikat, z.B. in Form der speichernden Komponente
Kk und des logischen Objekts O
o, sowie die zu schreibenden Werte. Bei Fehlschlagen der Opera-
tion wird eine Ausnahme geworfen (siehe Listing 4.1 auf Seite 71). Gleiches gilt fu¨r die Methode
readReplica(), wobei hier keine neuen Werte als Parameter geliefert werden mu¨ssen, sondern
die Werte des gelesenen Replikats zuru¨ckgeliefert werden.
Wenn verschiedene lokale Schemata der Komponenten mit Replikat vorliegen, dann fu¨hrt der
DataTransformer auch die Datentransformation durch, wofu¨r die Methode transformSchema()
des DataTransformer dient. In diesem Fall mu¨ssen geeignete Schematransformationen [Con02]
beru¨cksichtigt werden. Ohne Beschra¨nkung der Allgemeinheit wird in dieser Arbeit auf eine
Datentransformation verzichtet (siehe Abschnitt 4.1.1), sodass die Methode transformSchema()
nur konzeptionell angedacht ist.
Der eigentliche physikalische Zugriff auf die Replikate wird an die Ressourcenmanager dele-
giert, d.h. der DataTransformer beno¨tigt jeweils eine Schnittstelle IPhysicalAccess zu einem
der Ressourcenmanager, um einen Schreibzugriff mittels der Methode writeComponent() oder
einen Lesezugriff mittels der Methode readComponent() durchzufu¨hren. Weil diese Schnittstel-
len bzw. deren Methoden im Allgemeinen plattformabha¨ngig sind, wird hier auf eine genaue
Spezifikation verzichtet.
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Abbildung 6.6.: Komponente Reader
Komponente Reader
Der Reader in Abbildung 6.6 realisiert den Lesezugriff auf ein logisches Objekt, sofern ein Client
einen Lesezugriff u¨ber den KARMA ausfu¨hrt und nicht ein beliebiges Replikat, z.B. ein lokales
Replikat, liest (siehe Abschnitt 4.2.3). Der Lesezugriff u¨ber den KARMA gestattet die Vorgabe
von Eigenschaften, die ein zu lesendes Replikat erfu¨llen muss. Dafu¨r bietet der Reader die
Schnittstelle IReader an, dessen Methode read() einen Lesezugriff gema¨ß des Listings 4.3 auf
Seite 77 implementiert. Die Methode read() beno¨tigt die im Listing genannten Parameter und
liefert im Erfolgsfall das gelesene Replikat, andernfalls einen Fehlercode.
Um zu den geforderten Eigenschaften passende Replikate zu bestimmen, beno¨tigt der Reader
die Methode determineRead() der Schnittstelle IRuleInterpreter, die vom RuleInterpreter
angeboten wird. Diese Methode liefert eine Liste passender Replikate bzw. eine leere Liste, falls
kein Replikat passt. Der physikalische Zugriff auf eines der passenden Replikate geschieht u¨ber
die Methode readReplica() der Schnittstelle IDataTransformer, die von der Komponente
DataTransformer angeboten wird.
Ein Lesezugriff wird in einer geschachtelten, verteilten Transaktion als Teiltransaktion einge-
bettet (siehe RequestHandler bzw. TxController). Daher teilt der Reader dem TxController
den Beginn u¨ber die Methode beginRead() mit und das Ende der Teiltransaktion u¨ber die
Methode commitRead() fu¨r das erfolgreiche Beenden bzw. u¨ber die Methode rollbackRead()
fu¨r das Zuru¨ckrollen beim Beenden. Diese beno¨tigten Methoden werden von der Schnittstelle
ISubTx bereitgestellt, die vom TxController angeboten wird.
Die Methode logData() des Readers, die explizit in Abbildung 6.6 angegeben ist, dient
zum Zugriff auf das Artefakt System.log. Nach jedem Lesezugriff werden hier entsprechende
Informationen abgelegt, z.B. die Performance der Komponente des gelesenen Replikats.
Komponente RegRessReplicator
Der RegRessReplicator in Abbildung 6.7 dient der Kommunikation zu anderen Instanzen des
KARMA, sofern eine Verteilung vorliegt. U¨ber die jeweiligen Komponenten RegRessReplicator
der einzelnen Instanzen des KARMA werden die gemeinsamen Daten kommuniziert, wofu¨r die
externe Schnittstelle IDistribution genutzt wird: Dabei handelt es sich einerseits um die an-
gebotene Schnittstelle, die von der Komponente selbst angeboten wird, und andererseits um
die beno¨tigten Schnittstellen zu anderen Komponenten. Jeder RegRessReplicator eines je-
den KARMA implementiert die Methoden sendLogInformation() und sendReplicaJobs der
Schnittstelle IDistribution.
Im Fall der angebotenen Methode sendLogInformation() ko¨nnen neue Systemkennzahlen,
wie z.B. die Performance einer Komponente mit Replikat, die als Parameter u¨bergeben werden
mu¨ssen, von anderen Komponenten empfangen werden. Die empfangenen Daten werden mit der
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Abbildung 6.7.: Komponente RegRessReplicator
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Abbildung 6.8.: Komponente ReplicaQueueManager
Methode setLogInformation() des RegRessReplicator in das Artefakt System.log gespei-
chert. Im Fall der beno¨tigten Methode sendLogInformation() werden die eigenen Kennzahlen
einer Komponente versendet. Die Kennzahlen werden mit der Methode getLogInformationen()
des RegRessReplicator zuvor vom Artefakt System.log gelesen.
Analog werden mit den Methoden sendReplicaJobs() die Replica Queues der verschiede-
nen Instanzen des KARMA abgeglichen. Als Parameter wird u¨bergeben, ob ein Auftrag einer
Replica Queue anzuha¨ngen ist oder ob ein Auftrag aus der Replica Queue zu entfernen ist.
Damit der RegRessReplicator u¨ber A¨nderungen der Replica Queue informiert wird, bietet
er die Schnittstelle IQueueDistribution an, die die Methoden enqueueDistribution() und
dequeueDistribution() beinhaltet. Mittels dieser Methoden teilt ein ReplicaQueueManager
A¨nderungen an der Replica Queue mit, die er kontrolliert. Wenn u¨ber die angebotene Schnittstel-
le sendReplicaJobs() A¨nderungen anderer Replica Queues empfangen werden, dann kann der
RegRessReplicator diese A¨nderungen mittels der eigenen Methoden enqueue() und dequeue()
in der lokalen Replica Queue vornehmen, d.h. im Artefakt Replica.jobs.
Es ist zu beachten, dass die Metadaten, insbesondere die verschiedenen Replica Queues, kon-
sistent zueinander sind (siehe Abschnitt 4.2), damit keine Schreib-/SchreibkonflikteR auftreten
ko¨nnen. Daher sind diese Daten mit einer synchronen Replikationsstrategie zu replizieren. In dem
hier spezifizierten Fall wird die ROWA-Replikationsstrategie verwendet (siehe Abschnitt 3.3.1),
d.h. alle Metadaten repra¨sentieren stets den gleichen Wert. Falls die Replica Queue verteilt ist,
dann muss somit auch hier eine geeignete Transaktionskontrolle gewa¨hrleistet werden (siehe
TxController).
Komponente ReplicaQueueManager
Der ReplicaQueueManager in Abbildung 6.8 steuert die A¨nderungen in der Replica Queue.
Er verwaltet die Auftra¨ge der Replica Queue und gewa¨hrleistet eine transaktionale Verarbei-
tung, d.h. das Anha¨ngen und das Entfernen von Auftra¨gen an bzw. aus der Replica Queue wird
vom ReplicaQueueManager unter Transaktionskontrolle gewa¨hrleistet. Dabei wird davon aus-
gegangen, dass der Replica Queue ein entsprechender Ressourcenmanager vorgeschaltet ist, der
ebenfalls das erweiterte XA-Protokoll unterstu¨tzt (siehe TxController).
Die Schnittstelle IQueueAccess, die vom ReplicaQueueManager angeboten wird, beinhal-
tet die Methoden enqueue() zum Anha¨ngen eines Auftrags, dequeue() zum Entfernen eines
Auftrags und readJob() zum Lesen eines Auftrags ohne die Replica Queue zu vera¨ndern. Die
Methoden erlauben das indizierte Zugreifen auf Elemente der Replica Queue, um die Performan-
ce zu steigern (siehe Abschnitt 4.2). Ein Auftrag beinhaltet folgende Informationen: Das logische
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Abbildung 6.9.: Komponente RequestHandler
Objekt Oo, die initiierende Komponente Ki, die Zielkomponente Kz und die zu schreibenden
Werte des Objekts.
Wenn der KARMA und damit die Replica Queue verteilt ist, dann mu¨ssen die Operationen
auf der Replica Queue nicht nur lokal, sondern auch an allen Replica Queues durchgefu¨hrt
werden. Deswegen beno¨tigt der ReplicaQueueManager die Schnittstelle IQueueDistribution,
die vom RegRessReplicator angeboten wird. U¨ber die Methoden enqueueDistribution()
und dequeueDistribution() wird das Anha¨ngen und Entfernen von Auftra¨gen an bzw. aus
der Replica Queue verteilt durchgefu¨hrt.
Komponente RequestHandler
Der RequestHandler in Abbildung 6.9 stellt gema¨ß dem Entwurfsmuster
”
Fassade“ [GHJ04]
eine einheitliche Schnittstelle fu¨r Clients zum KARMA dar, d.h. alle Anweisungen einer Trans-
aktion eines Clients werden u¨ber den RequestHandler abgewickelt. Ein Ausnahme bildet das
lokale Lesen von Replikaten, das die Replikationsstrategie RegRess erlaubt. Fu¨r die Zugrif-
fe bietet der RequestHandler einem Client die Schnittstelle ILogicalAccess an, mit der die
Transaktionsgrenzen und die Operationen mitgeteilt werden ko¨nnen. Dabei wird davon aus-
gegangen, dass Schreib- und Lesezugriffe in einer geschachtelten Transaktion eingebettet sind
(siehe TxController), d.h. ein Client fu¨hrt innerhalb seiner Transaktion mehrere Zugriffe durch,
die jeweils eigensta¨ndige Teiltransaktionen bilden.
Mit der Methode beginTransaction() der Schnittstelle ILogicalAccess teilt der Client
dem KARMA den Beginn seiner Transaktion mit, wobei die Transaktionsgrenzen u¨ber den
TxController an einen Transaktionsmanager weitergereicht werden. Der Aufruf der Methode
beginTransaction() kann auch implizit beim ersten Zugriff eines Clients vorgeschaltet werden.
Das erfolgreiche Ende der Transaktion wird mit der Methode commitTransaction() und das
Zuru¨ckrollen der Transaktion wird mit der Methode rollback() u¨bermittelt. Mit den Metho-
den write() und read() der Schnittstelle ILogicalAccess ko¨nnen Schreib- bzw. Lesezugriffe
auf logische Objekte durchgefu¨hrt werden. Der Methode write() werden die initiierende Kom-
ponente Kk, das logische Objekt O
o sowie die zu schreibenden Werte als Parameter u¨bergeben.
Der Ru¨ckgabewert ist der Status der Operation. Der Methode read() werden auch die initiie-
rende Komponente Kk und das logische Objekt O
o u¨bergeben, wobei hier neben dem Status der
Operation natu¨rlich das gelesene Replikat zuru¨ckgeliefert wird.
Die Methode startAsynchronous() der Schnittstelle ILogicalAccess spielt eine Sonder-
rolle: Hiermit wird die asynchrone Aktualisierung vom Client gestartet, um einen mo¨glichst
konsistenten Datenbestand zu erlangen. Diese Methode la¨uft nicht in der Client-Transaktion
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Abbildung 6.10.: Komponente RuleInterpreter
ab, weil fu¨r die asynchrone Aktualisierung eine eigene Transaktionskontrolle definiert ist (siehe
TxControlller). Die Methode ist parameterlos und liefert einen Status. Sie ist im Wesentli-
chen identisch zur Methode startAsynchronous() der Schnittstelle IRequestHandler, die der
RequestHandler dem Timer anbietet. Im Unterschied wird hier kein Ru¨ckgabewert geliefert.
Um die Transaktionsgrenzen, die vom Client an den RequestHandler u¨berliefert werden,
an einen Transaktionsmanager weiterzureichen, beno¨tigt der RequestHandler die Schnittstelle
INestedTx, die vom TxController angeboten wird. Mit der Methode beginNestedTx() wird
der Beginn der geschachtelten, verteilten Transaktion eines Clients bekannt gegeben und mit der
Methode commitNestedTx() das erfolgreiche Ende bzw. mit der Methode rollbackNestedTx()
das Zuru¨ckrollen der geschachtelten, verteilten Transaktion.
Die Methoden des RequestHandler, die die Zugriffe auf die Datenobjekte anbieten, werden
an die entsprechenden Komponenten weitergereicht, wobei U¨bergabeparameter und Ru¨ckga-
bewerte identisch sind. Die angebotene Methode write() wird an die Methode write() der
Schnittstelle ISynchronousWriter weitergeleitet, die Methode read() an die Methode read()
der Schnittstelle IReader und die Methode startAsynchronous() an die Methode start() der
Schnittstelle IAsynchronousWriter.
Komponente RuleInterpreter
Der RuleInterpreter in Abbildung 6.10 fu¨hrt die Inferenz auf Basis der Replikationsregeln
durch, die in der RRML formuliert sind (siehe Kapitel 5). Dabei ist vom RuleInterpreter
die Version der RRML zu beachten. Es wird unterschieden, ob die Inferenz bei der synchronen
Aktualisierung, bei der asynchronen Aktualisierung bzw. bei Lesezugriffen durchgefu¨hrt wird,
wofu¨r die Begriffe InferenzSynchron, InferenzAsynchron bzw. InferenzLesen definiert wurden
(siehe Abschnitt 4.2.4). Innerhalb dieser drei Inferenzarten kann die InferenzWiderspruch (siehe
Abschnitt 5.3.5) aufgerufen werden, um widerspru¨chliche Regeln zu behandeln.
Die Methode determineSynchronous() der Schnittstelle IRuleInterpreter, die vom Rule-
Interpreter angeboten wird, fu¨hrt die InferenzSynchron durch und liefert die Partitionierung
in synchron und asynchron zu aktualisierende Replikate. Sie wird vom SynchronousWriter
beno¨tigt. Die angebotene Methode determineAsynchronous() ermittelt durch die Inferenz-
Asynchron, ob derzeit ein Replikat asynchron aktualisiert werden darf. Diese Methode wird
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Abbildung 6.11.: Komponente SynchronousWriter
vom AsynchronousWriter beno¨tigt. Die angebotene Methode determineRead() wickelt die
InferenzLesen ab und wird vom Reader beno¨tigt. Hier wird eine Liste von Replikaten geliefert,
die speziellen Eigenschaften genu¨gen. Die Methode determineConflict(), die in der Klasse
RuleInterpreter definiert ist, fu¨hrt die InferenzWiderspruch durch, die bei der Behandlung von
widerspru¨chlichen Regeln von den oben genannten Inferenzarten aufgerufen wird. Der Ablauf
der verschiedenen Inferenzarten sowie Parameter und Ru¨ckgabewerte sind im Abschnitt 5.3
spezifiziert. Die bei der Inferenz genutzten Regeln werden vom Artefakt Rules.xml gelesen.
Die Klasse RuleInterpreter in Abbildung 6.10 zeigt auch die Ergebnisvariablen, die bei
der Inferenz manipuliert werden, um letztendlich den Ru¨ckgabewert zu bestimmen. Diese Er-
gebnisvariablen sind in den Abschnitten 5.3.2 bis 5.3.5 spezifiziert. Zusa¨tzlich bietet die Klas-
se RuleInterpreter einige
”
Get“-Methoden, die die Funktionen einer Bedingung darstellen.
Diese Funktionen sind im Abschnitt 5.3.6 spezifiziert. Sie greifen entweder auf das Artefakt
Replica.Jobs zu, z.B. um mittels der Methode getDiff_Version() den Versionsabstand u¨ber
die Replica Queue zu berechnen, oder auf das Artefakt System.log, um Systemkennzahlen wie
die Performance einer Komponente mit Replikat mittels der Methode getPerformance() zu
holen.
Komponente SynchronousWriter
Der SynchronousWriter in Abschnitt 6.11 deckt einen Schreibzugriff auf ein logisches Objekt
ab, was die synchrone und asynchrone Aktualisierung der Replikate des logischen Objekts im-
pliziert. Fu¨r einen derartigen Schreibzugriff bietet der SynchronousWriter die Schnittstelle
ISynchronousWriter an, dessen Methode write() den Zugriff gema¨ß des Listings 4.1 auf Sei-
te 71 ausfu¨hrt. Im Wesentlichen erfolgt eine Partitionierung der Replikate, wobei die synchron
zu aktualisierenden Replikate in dieser Methode selbst geschrieben werden und fu¨r die asyn-
chron zu aktualisierenden Replikate Auftra¨ge in die Replica Queue gestellt werden. Der Aufruf
dieser Methode erfolgt durch den RequestHandler, der den Schreibzugriff eines Clients somit
weiterreicht.
Fu¨r die Partitionierung der betroffenen Replikate beno¨tigt der SynchronousWriter die Metho-
de determineSynchronous() der Schnittstelle IRuleInterpreter, um vom RuleInterpreter
die InferenzSynchron durchfu¨hren zu lassen. Das Schreiben eines Replikats der synchron zu ak-
tualisierenden Replikate erfolgt mittels der beno¨tigten Methode writeReplica() der Schnitt-
stelle IDataTransformer, die vom DataTransformer angeboten wird. Um fu¨r die asynchron
zu aktualisierenden Replikate entsprechende Auftra¨ge in die Replica Queue zu stellen, benutzt
der SynchronousWriter die Methode enqueue(), die vom ReplicaQueueManager durch die von
ihm angebotene Schnittstelle IQueueAccess realisiert wird.
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Abbildung 6.12.: Komponente Timer
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Abbildung 6.13.: Komponente TxController
Bei dem Schreibzugriff auf ein logisches Objekt handelt es sich um eine verteilte Transaktion,
weil einige Replikate, die auf unterschiedlichen Komponenten (Rechnern) lokalisiert sind, syn-
chron geschrieben werden, und fu¨r die anderen Replikate Auftra¨ge in die transaktionale Replica
Queue eingereiht werden. Diese verteilte Transaktion wird als Teiltransaktion der u¨bergeord-
neten Client-Transaktion aufgefasst (siehe TxController). Daher teilt der SynchronousWriter
dem TxController den Beginn und das Ende des Schreibzugriffs als Transaktionsklammer u¨ber
die Methoden beginSynchronous() sowie commitSynchronous() fu¨r das erfolgreiche Beenden
bzw. rollbackSynchronous() fu¨r das Zuru¨ckrollen beim Beenden mit. Diese beno¨tigten Me-
thoden werden von der Schnittstelle ISubTx bereitgestellt, die vom TxController angeboten
wird.
Die Methode logData() des SynchronousWriter, die explizit in Abbildung 6.11 angegeben
ist, dient zum Zugriff auf das Artefakt System.log. Nach dem Schreibzugriff auf das logische Ob-
jekt bzw. im Fehlerfall werden hier entsprechende Informationen abgelegt, z.B. die Performance
einer Komponente, die ein synchron zu aktualisierendes Replikat speichert.
Komponente Timer
Der Timer in Abbildung 6.12 startet die asynchrone Aktualisierung entweder in periodischen
Zeitabsta¨nden oder nach Abschluss eines Schreibzugriffs auf ein logisches Objekt. Es wird ange-
nommen, dass die Periode in einer Konfigurationsdatei angegeben ist. Die Konfigurationsdatei
ist nicht in der Softwarearchitektur in der Abbildung 6.3 dargestellt.
Die Methode setPeriod() der Klasse Timer liest die Periode aus der Konfigurationsdatei
und initialisiert das Attribut period. Die Methode countDown() der Klasse Timer ruft in ei-
ner endlosen Iteration zuna¨chst die Methode setPeriod() auf, um ggf. auch A¨nderungen der
Konfigurationsdatei bei laufendem Betrieb zu beru¨cksichtigen. Anschließend wird die Zeitspan-
ne period gewartet, um dann die asynchrone Aktualisierung u¨ber die beno¨tigte Schnittstelle
startAsynchronous() der Schnittstelle IRequestHandler, die vom RequestHandler angebo-
ten wird, zu aktivieren.
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Komponente TxController
Der TxController in Abbildung 6.13 u¨bermittelt die Transaktionsgrenzen an einen Transak-
tionsmanager, der die Synchronisation der beteiligten Ressourcenmanager u¨bernimmt (siehe
Abbildung 6.2 auf Seite 155). Der Transaktionsmanager muss sowohl einfache, verteilte Transak-
tionen als auch geschachtelte Transaktionen verarbeiten ko¨nnen. Auf die Transaktionsverarbei-
tung wird detailliert im Abschnitt 6.3 eingegangen. An dieser Stelle wird zuna¨chst nur die von
einem Transaktionsmanager anzubietende Schnittstelle IExtendedTx betrachtet, u¨ber die der
TxController die Transaktionsgrenzen fu¨r einfache, verteilte Transaktionen, fu¨r geschachtelte,
verteilte Transaktionen und fu¨r Teiltransaktionen, auch Subtransaktionen genannt, mitteilt.
Die Schnittstelle IExtendedTx bietet somit fu¨r die Synchronisation von einfachen, verteilten
Transaktionen T die Methode beginTx(), um den Beginn von T zu kennzeichnen, die Methode
commitTx(), um T erfolgreich zu beenden, d.h. die A¨nderungen gu¨ltig zu setzen, und die Metho-
de rollback(), um T zuru¨ckzurollen, d.h. die A¨nderungen zuru¨ckzusetzen. Analog dienen die
Methoden beginNestedTx(), commitNestedTx() und rollbackNestedTx() fu¨r die Synchroni-
sation von geschachtelten, verteilten Transaktionen. Die Teiltransaktionen einer geschachtelten
Transaktion werden mit den Methoden beginSubTx(), commitSubTx() und rollbackSubTx()
synchronisiert.
Der TxController bietet zwei Schnittstellen an, die von internen Komponenten des KARMA
genutzt werden. Die Schnittstelle INestedTx mit den Methoden beginNestedTx(), commit-
NestedTx() und rollbackNestedTx() benutzt der RequestHandler, um dem TxController
den Beginn und das Ende der Client-Transaktion mitzuteilen. Diese angebotenen Methoden
werden an die gleichnamigen Methoden der Schnittstelle IExtendedTx delegiert (siehe oben).
Schreibzugriffe eines Clients sind Teiltransaktionen der geschachtelten Transaktion (siehe Ab-
schnitt 6.3). Daher benutzt der SynchronousWriter die vom TxController angebotenen Me-
thoden beginSynchronous(), commitSynchronous() und rollbackSynchronous(), um den
Beginn und das erfolgreiche Ende bzw. das Zuru¨ckrollen einer Teiltransaktion bekannt zu ge-
ben. Diese angebotenen Methoden werden an die entsprechenden Methoden beginSubTx(),
commitSubTx() und rollbackSubTx() der Schnittstelle IExtendedTx delegiert. Gleiches gilt
fu¨r Lesezugriffe, sodass die vom Reader benutzten Methoden beginRead(), commitRead() und
rollbackRead() ebenfalls an die entsprechenden Methoden einer Teiltransaktion der Schnitt-
stelle IExtendedTx delegiert werden.
Die asynchrone Aktualisierung, genauer gesagt, die Bearbeitung eines Auftrags bei der asyn-
chronen Aktualisierung ist nicht Teiltransaktion einer u¨bergeordneten, geschachtelten Transak-
tion. Zwar zerfa¨llt auch diese Transaktion in zwei Teiltransaktionen, na¨mlich dem Schreibzugriff
und dem Entfernen eines Auftrags aus der Replica Queue, dennoch braucht diese Transaktion
nicht strukturiert zu werden. Daher kann hier die Synchronisation in einer einfachen, verteilten
Transaktion erfolgen. Daher benutzt der AsynchronousWriter die vom TxController angebote-
nen Methoden beginAsynchronous(), commitAsynchronous() und rollbackASynchronous(),
um den Beginn und das erfolgreiche Ende bzw. das Zuru¨ckrollen einer Transaktion mitzuteilen.
Diese angebotenen Methoden werden an die entsprechenden Methoden beginTx(), commitTx()
und rollbackTx() der Schnittstelle IExtendedTx delegiert.
Die Klasse TxController hat zwei Attribute: Das Attribut context speichert den Kontext
einer Transaktion, z.B. die eindeutige Transaktionsnummer, die von einem Transaktionsmanager
beim Beginn einer Transaktion geliefert wird. Das Attribut member speichert die Teilnehmer an
einer Transaktion. Die Teilnehmer sind die Ressourcenmanager von Komponenten mit Replikat
und/oder der Replica Queues. Entsprechende Informationen mu¨ssen den vom TxController
angebotenen Methoden vom Aufrufer u¨ber die Parameter geliefert werden.
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Neben der Entwicklung der Replikationsstrategie RegRess und der Definition der Regelsprache
RRML, mit der die Replikationsregeln fu¨r RegRess formuliert werden ko¨nnen, ist die Konzeption
eines Transaktionsmodells, mit dem sich die in RegRess spezifizierten Protokolle zur Koordina-
tion verwirklichen lassen, der dritte Schwerpunkt dieser Dissertation. So wurden schon in fru¨hen
Arbeiten, die im Kontext dieser Dissertation erstellt wurden, die transaktionale Anbindung von
heterogenen, autonomen Informationssystemen betrachtet [NHW+02, NH02, NHHT03].
Die grobe Software-Architektur in Abbildung 6.2 auf Seite 155 zeigt, dass ein Transaktionsma-
nager, auch Transaktionskoordinator genannt, der ein geeignetes Transaktionsmodell realisiert,
nicht Teil des Replikationsmanagers KARMA ist, sondern dass der KARMA den Transaktions-
manager u¨ber eine Schnittstelle IExtendedTx anspricht. Diese Schnittstelle ist in Abbildung 6.13
auf Seite 165 spezifiziert. Der Vorteil der Entkopplung des Replikationsmanagers und des Trans-
aktionsmanagers liegt darin, dass so die einzelnen Komponenten austauschbar sind bzw. dass
bei der Realisierung des KARMA ein geeigneter Transaktionsmanager wiederverwendet werden
kann.
Ein Transaktionsmanager gewa¨hrleistet eine auf einem Transaktionsmodell bzw. auf einem
Transaktionskonzept basierende Transaktionsverarbeitung von Transaktionen, wobei spezielle
Eigenschaften, im Allgemeinen die so genannten ACID-Eigenschaften, erfu¨llt werden (siehe Ab-
schnitt 2.2). Wesentlich ist, dass die Atomarita¨t von Transaktionen durch geeignete Commit-
Protokolle (siehe Abschnitt 2.2.2) realisiert wird. Fu¨r verteilte Transaktionen, um die es sich
bei replizierten Datenbanken im Allgemeinen handelt, wurde das X/Open DTP Modell [Ope03]
spezifiziert, das eine so genannte TX-Schnittstelle, u¨ber die eine Anwendung mit dem Transak-
tionsmanager kommuniziert, und eine so genannte XA-Schnittstelle, u¨ber die der Transaktions-
manager mit den Ressourcenmanagern kommuniziert, beinhaltet. Weil bei RegRess erweiterte
Transaktionskonzepte beno¨tigt werden, insbesondere geschachtelte Transaktionen, sind Erwei-
terungen dieser Schnittstellen erforderlich, die nachfolgend beschrieben werden. Daher werden
in der Abbildung 6.2 auf Seite 155 die entsprechenden Schnittstellen als IExtendedTx und
IExtendedXa bezeichnet.
Im Folgenden wird zuna¨chst in Abschnitt 6.3.1 auf das Transaktionskonzept eingegangen, das
vom KARMA bzw. einem Transaktionsmanager realisiert werden muss, um eine von der Re-
plikationsstrategie RegRess geforderte Transaktionsverarbeitung zu unterstu¨tzen. Anschließend
wird in Abschnitt 6.3.2 kurz der regelbasierte, dynamische Transaktionsmanager vorgestellt, der
in der von mir betreuten Diplomarbeit von Andreas Austing [Aus06] entwickelt wurde.
6.3.1. Transaktionskonzepte
Der Replikationsmanager KARMA realisiert die Replikationsstrategie RegRess, sodass neben
der Koordination der Zugriffe auf die Replikate auch eine geeignete Synchronisation der Trans-
aktionen erfolgen muss. Die Komponente TxController des KARMA (siehe Abschnitt 6.2) ist
fu¨r die Synchronisation von Transaktionen, die vom KARMA ausgefu¨hrt werden, verantwort-
lich. Dabei realisiert der KARMA nicht selbst die Synchronisation, sondern bedient sich eines
geeigneten Transaktionsmanagers. Der TxController und der Transaktionsmanager mu¨ssen das
in Abbildung 6.13 auf Seite 165 spezifizierte Verhalten realisieren, d.h. es muss ein geeignetes
Transaktionskonzept implementiert sein.
Bei der Transaktionsverarbeitung im KARMA treten zwei Arten von Transaktionen auf: Ent-
weder ist eine Transaktion von einem Client initiiert oder sie wird intern bei der asynchronen
Aktualisierung ausgefu¨hrt. Wenn die Client-Transaktion Schreibzugriffe beinhaltet, dann wird
in beiden Fa¨llen auf die Replica Queue zugegriffen. Daher werden neben den elementaren Ope-
rationen, die in Abschnitt 2.2.1 definiert sind, zwei weitere Operation fu¨r das Anha¨ngen und
Entfernen an bzw. aus der Replica Queue beno¨tigt. Somit werden folgende Operationen im
Weiteren bei der Beschreibung einer Transaktion verwendet:
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• BOT: Beginn einer Transaktion oder einer Teiltransaktion.
• EOT: Ende einer Transaktion. Beim Beenden ko¨nnen die A¨nderungen gu¨ltig gesetzt werden
(Commit) oder zuru¨ckgerollt werden (Rollback).
• SP: Setzen eines Sicherungspunktes. Eine Transaktion bzw. Teiltransaktion kann auf einen
Sicherungspunkt zuru¨ckgerollt werden, d.h. die letzten A¨nderungen ab dem Sicherungspunkt
ko¨nnen zuru¨ckgesetzt werden.
• r(Oo): Lesen des o-ten Objekts.
• r(Rok): Lesen des Replikats, das zum o-ten Objekt geho¨rt und auf der k-ten Komponente
gespeichert ist.
• w(Oo): Schreiben des o-ten Objekts.
• w(Rok): Schreiben des Replikats, das zum o-ten Objekt geho¨rt und auf der k-ten Komponente
gespeichert ist.
• e(Jok): Anha¨ngen eines Auftrags (Jobs) an die Replica Queue. Der Auftrag betrifft das Re-
plikat Rok.
• d(Jok): Entfernen eines Auftrags (Jobs) aus der Replica Queue. Der Auftrag betrifft das
Replikat Rok.
Wenn die Indize im Folgenden nicht angegeben werden, ist ein beliebiges logisches Objekt oder
Replikat gemeint. Welche Werte geschrieben oder gelesen werden, ist in diesem Abschnitt nicht
von Belang (vergleiche Abschnitt 4.1.2). Zuna¨chst wird eine intern initiierte Transaktion be-
trachtet. Im Listing 4.2 auf Seite 74 ist ein Schreibzugriff bei der asynchronen Aktualisierung
spezifiziert, wobei die Zeilen 18 bis 24 die Operationen der Transaktion zeigen. Vereinfacht mit
den oben genannten Operationen handelt es sich um folgende Transaktion:
BOT, w(R), d(J), EOT(6.1)
Die Transaktion 6.1 beinhaltet also einen Schreibzugriff auf ein Replikat und ein Entfernen eines
Auftrags aus der Replica Queue. In Abschnitt 2.2.5 wurde das Transaktionskonzept Queued
Transactions [BHM90, BN97] vorgestellt, wobei dort eine Client-Server-Kommunikation gezeigt
ist. Wesentlich ist, dass auch Zugriffe auf eine Warteschlange transaktional verarbeitet werden,
d.h. dass die ACID-Eigenschaften erfu¨llt werden. Wenn Zugriffe auf eine Warteschlange wie
in der Transaktion 6.1 innerhalb einer verteilten Transaktion erfolgen, d.h. neben dem Zugriff
auf die Warteschlange wird auf eine andere Ressource zugegriffen, dann muss die Warteschlan-
ge ein entsprechendes Commit-Protokoll, im Allgemeinen das 2-Phasen-Commit-Protokoll, un-
terstu¨tzen (siehe Abschnitt 2.2.2). Nach dem oben genannten X/Open DTP Modell beno¨tigt
eine Warteschlange somit einen Ressourcenmanager, der das XA-Protokoll unterstu¨tzt.
Die Replica Queue des KARMA muss sich also aus Sicht des Transaktionsmanagers wie eine
der anderen Ressourcen, d.h. wie die Komponenten mit Replikat, verhalten und eine Schnitt-
stelle IExtendedXa anbieten, u¨ber die der Transaktionsmanager die Transaktion synchronisiert.
Im Fall der Transaktion 6.1 ist keine Erweiterung des urspru¨nglichen TX- bzw. XA-Protokolls
des X/Open DTP Modells no¨tig, weil es sich um eine einfache, verteilte Transaktion handelt.
Deswegen beinhaltet die Schnittstelle IExtendedTx in Abbildung 6.13 auf Seite 165 auch Metho-
den, mit denen der TxController des KARMA dem Transaktionsmanager den Beginn bzw. das
Ende einer verteilten Transaktion im urspru¨nglichen Sinne mitteilt. Entsprechendes gilt daher
auch fu¨r die Schnittstelle IExtendedXa eines jeden Ressourcenmanagers.
Wenn ein Client eine Transaktion initiiert, dann wird eine Erweiterung des X/Open DTP
Modells erforderlich, weil es sich dann um eine geschachtelte, verteilte Transaktion handelt.
Zur Erla¨uterung wird zuna¨chst eine Transaktion eines Clients betrachtet, die ausschließlich
Schreibzugriffe entha¨lt. Schreibzugriffe erfolgen auf logische Objekte, sodass die Transaktion
bei m Schreibzugriffen folgendes Aussehen hat (ohne Beschra¨nkung der Allgemeinheit wird hier
angenommen, dass auf die ersten m logischen Objekte zugegriffen wird):
BOT, w(O1), w(O2),..., w(Om), EOT(6.2)
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Ein Schreibzugriff auf ein logisches Objekt Oo wird bei RegRess derart koordiniert, dass bei
einem Replikationsgrad von n die n Replikate des logischen Objekts Oo in die Menge MoS der
synchron zu aktualisierenden Replikate und die Menge MoA der asynchron zu aktualisierenden
Replikate partitioniert werden. Die Mengen MoS und M
o
A werden fu¨r jedes logische Objekt neu
bestimmt. Wenn die Mengen MoS und M
o
A nicht leer sind, dann setzt sich jeder Schreibzugriff
der Transaktion 6.2 aus mehreren Operationen zusammen, na¨mlich aus Schreibzugriffen auf
Replikate und aus Anha¨ngen von Auftra¨gen an die Replica Queue:
w(Oi) = w(RiS1), w(R
i
S2
), ..., e(J iA1), e(J
i
A2
), ...(6.3)
Mit RiS1 ist das erste Replikat des logischen Objekts O
i aus der Menge M iS gemeint, mit R
i
S2
das
zweite Replikat des logischen Objekts Oi aus der Menge M iS usw. Gleichermaßen bedeuten die
Indize J iA1 das erste Replikat des logischen Objekts O
i aus der Menge M iA usw. Ein Schreibzugriff
auf ein logisches Objekt kann somit als Teiltransaktion aufgefasst werden, die selbst eine verteilte
Transaktion ist. Dabei sind Zugriffe auf die Replica Queue involviert, falls M iA nicht leer ist.
Im Listing 4.1 auf Seite 71 ist ein derartiger Schreibzugriff bei RegRess erla¨utert, wobei die
Transaktionsverarbeitung in den Zeilen 14 bis 30 spezifiziert ist. Wenn beim Zugriff auf die Re-
plikate ein Fehler auftritt, wird bei so genannten wechselfa¨higen Replikaten die Teiltransaktion
zuru¨ckgerollt, das fehlerverursachende Replikat den asynchron zu aktualisierenden Replikaten
zugeordnet und die Teiltransaktion neu aufgesetzt. Daher ist es erforderlich, dass auf den Zu-
stand zu Beginn einer Teiltransaktion zuru¨ckgesetzt werden kann, wofu¨r Sicherungspunkte in
die Transaktion eingefu¨hrt werden:
BOT, w(O1), SP, w(O2), SP,..., w(Om), EOT(6.4)
Damit handelt es sich bei der Transaktion 6.4 um eine geschachtelte Transaktion (siehe Ab-
schnitt 2.2.5), deren Teiltransaktionen selbst verteilte Transaktionen sind. Die komplette Client-
Transaktion stellt sich also wie folgt dar:
BOT, w(R1S1), w(R
1
S2
),..., e(J1A1), e(J
1
A2
), ...,(6.5)
SP, w(R2S1), w(R
2
S2
),..., e(J2A1), e(J
2
A2
), ...,
SP, ...,
SP, w(RmS1), w(R
m
S2
),..., e(JmA1), e(J
m
A2
), ..., EOT
Zu Beginn jeder Teiltransaktion mit Ausnahme der ersten Teiltransaktion wird ein Sicherungs-
punkt gesetzt. Wenn die Client-Transaktion nur aus einem Schreibzugriff besteht, dann handelt
es sich um eine einfache, verteilte Transaktion. Wenn zusa¨tzlich Lesezugriffe auf logische Ob-
jekte vom Client durchgefu¨hrt werden, dann kann eine Teiltransaktion einen Lesezugriff auf
genau einem Replikat enthalten, weil in der Version 2.0 der Replikationsstrategie RegRess kein
gleichzeitiges Lesen mehrerer Replikate wie bei den Votierungsverfahren (siehe Abschnitt 3.3.1)
erfolgt. Ein Beispiel einer Transaktion mit zwei Schreibzugriffen und zwei Lesezugriffen eines
Clients ko¨nnte folgende Gestalt haben:
BOT, w(R1S1), w(R
1
S2
),..., e(J1A1), e(J
1
A2
), ...,(6.6)
SP, r(R24),
SP, w(R2S1), w(R
2
S2
),..., e(J2A1), e(J
2
A2
), ...,
SP, r(R67), EOT
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In der Transaktion 6.6 wird beispielhaft auf die Replikate R24 und R
6
7 lesend zugegriffen. Im
Gegensatz zu einer Teiltransaktion bei einem Schreibzugriff, bei der es sich um eine verteilte
Transaktion handelt, ist die Teiltransaktion eines Lesezugriffs eine einfache, lokale Transaktion.
Im Listing 4.3 auf Seite 77 ist der Lesezugriff bei RegRess spezifiziert, wobei die Zeilen 12 bis
19 die Transaktionsverarbeitung festlegen. Weil bei einem Lesezugriff auf ein logisches Objekt
mehrere passende Replikate ermittelt werden ko¨nnen, kann auf ein anderes Replikat ausgewichen
werden, sofern ein Transaktionsfehler bei einem Lesezugriff auftritt. In diesem Fall wird, wie bei
den Teiltransaktionen eines Schreibzugriffs, auch die Teiltransaktion des Lesezugriffs zuru¨ck-
gerollt. Zwar mu¨ssen hier keine A¨nderungen zuru¨ckgenommen werden, aber mo¨gliche Sperren
ko¨nnen wieder frei gegeben werden.
An dieser Stelle sei angemerkt, dass ha¨ufig auf Sperren bei Lesezugriffen verzichtet wird.
In diesem Fall kann die Nebenla¨ufigkeitsanomalie
”
Non-Repeatable Read“ auftreten (siehe Ab-
schnitt 2.2.3), d.h. beim wiederholten Lesen eines Replikats kann sich der Wert gea¨ndert haben,
weil eine andere Transaktion das Replikat zwischenzeitlich geschrieben hat. Wie in einer Da-
tenbank verfahren wird, kann im Allgemeinen u¨ber so genannte Isolationslevel [DD97] gesteuert
werden. In der hier betrachteten Systemlandschaft bedeutet das, dass die Ressourcenmanager
exklusive Sperren bei Lesezugriffen setzen ko¨nnen mu¨ssen (siehe Schnittstelle IPhysicalAccess
der Komponente Datatransformer).
Der TxController des KARMA (siehe Abbildung 6.13 auf Seite 165) bietet u¨ber die Schnitt-
stelle INestedTx einem Client Methoden an, mit denen der Client den Beginn und das Ende
(Commit oder Rollback) einer geschachtelten Transaktion mitteilt. Des Weiteren bietet der
TxController den eigenen Komponenten SynchronousWriter und Reader die Schnittstelle
ISubTx an, u¨ber deren entsprechenden Methoden der Beginn und das Ende einer Teiltransaktion
(Subtransaktion) mitgeteilt wird. Welche Wirkung mit diesen Methoden bei dem Transaktions-
manager ausgelo¨st werden, z.B. das Setzen von Sicherungspunkten, ha¨ngt von dem verwendeten
Transaktionsmanager, genauer gesagt, von dessen Transaktionskonzept, ab. Das wiederum ha¨ngt
davon ab, was die beteiligten Ressourcen an Transaktionsunterstu¨tzung bieten, wobei in einer
heterogenen Systemlandschaft unterschiedliche Transaktionskonzepte der jeweiligen lokalen Res-
sourcen auftreten ko¨nnen. Deswegen werden nachfolgend Transaktionskonzepte aus der Literatur
betrachtet, die eingesetzt werden ko¨nnten. Dabei sind ggf. Einschra¨nkungen bei der Replikations-
strategie RegRess hinzunehmen, z.B. Einschra¨nkungen der Konsistenz oder des Protokolls beim
Schreibzugriff (siehe unten). Die folgenden Transaktionskonzepte werden betrachtet:
• Geschlossen-geschachtelte Transaktionen [Mos85]
• Offen-geschachtelte Transaktionen bzw. Sagas [GMS87]
• Verteilte Transaktionen nach dem X/Open DTP Modell [GR93, Ope03]
• Keine Unterstu¨tzung des XA-Protokolls bzw. SagasR [NHHT03]
• Keine Transaktionsunterstu¨tzung von Operationsfolgen
Geschlossen-geschachtelte Transaktionen
Die Transaktionen 6.5 und 6.6 zeigen Beispiele fu¨r den Idealfall des beno¨tigten Transakti-
onskonzepts, na¨mlich der so genannten geschlossen-geschachtelten Transaktionen (siehe Ab-
schnitt 2.2.5). Die Teiltransaktionen ko¨nnen isoliert zuru¨ckgerollt werden, d.h. es erfolgt ein
Zuru¨cksetzten bis zum Start der Teiltransaktion oder, hier, bis zum Sicherungspunkt. Sper-
ren (siehe Abschnitt 2.2.3), die eine Teiltransaktion ha¨lt, werden bei einem Commit der Teil-
transaktion an die u¨bergeordnete Transaktion, also der geschlossen-geschachtelten Transaktion,
u¨bergeben, sodass eine Synchronisation der Nebenla¨ufigkeit gewa¨hrleistet ist. Die geschlossen-
geschachtelte Transaktion ist damit in der Lage, auch ein komplettes Zuru¨ckrollen aller Teil-
transaktionen durchzufu¨hren. Die Verwendung von geschlossen-geschachtelten Transaktionen
gewa¨hrleisten die ACID-Eigenschaften [GR93] und sind somit ideal fu¨r den KARMA, weil kei-
nerlei Einschra¨nkungen der Replikationsstrategie RegRess no¨tig sind.
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Offen-geschachtelte Transaktionen bzw. Sagas
Wenn die beteiligten Komponenten mit Replikat bzw. die Replica Queue keine geschlossen-
geschachtelten Transaktionen unterstu¨tzen, was in heterogenen, autonomen Systemen durchaus
ha¨ufig der Fall sein kann, dann ko¨nnen unter Umsta¨nden offen-geschachtelte Transaktionen, auch
Sagas genannt, eingesetzt werden (siehe Abschnitt 2.2.5). In dem hier beno¨tigten Transaktions-
konzept heißt das, dass verteilte Transaktionen aneinander geha¨ngt werden. Die Transaktion 6.6
sieht in diesem Fall wie folgt aus, wobei ein tiefer gestellter Index an der Operation BOT bzw.
EOT die Nummer der Teiltransaktion zeigt:
BOT1, w(R
1
S1
), w(R1S2),..., e(J
1
A1
), e(J1A2), ..., EOT1(6.7)
BOT2, r(R
2
4), EOT2
BOT3, w(R
2
S1
), w(R2S2),..., e(J
2
A1
), e(J2A2), ..., EOT3
BOT4, r(R
6
7), EOT4
Jede Teiltransaktion der Sagas ist eine verteilte Transaktion gema¨ß dem X/Open DTP Modell
(siehe Abschnitt 2.2.3), wobei hier auch Zugriffe auf eine Replica Queue erfolgen. Bei einem
entsprechenden Ressourcenmanager der Replica Queue gibt es, wie bereits erwa¨hnt, keine Un-
terschiede, d.h. die beteiligten Ressourcenmanager mu¨ssen das XA-Protokoll unterstu¨tzen. So-
mit kann eine Teiltransaktion auf den Zustand, der beim Beginn der Teiltransaktion vorlag,
zuru¨ckgerollt werden, sodass das im Listing 4.1 auf Seite 71 spezifizierte Protokoll fu¨r einen
Schreibzugriff bzw. das im Listing 4.3 auf Seite 77 spezifizierte Protokoll fu¨r einen Lesezugriff
aus Sicht der Transaktionsverarbeitung gewa¨hrleistet ist.
Ein Nachteil der Verwendung von Sagas besteht darin, dass mittels Commit beendete Teil-
transaktionen ihre A¨nderungen fu¨r andere Transaktionen sichtbar machen und die Sperren
aufheben. Somit kann es zur Nebenla¨ufigkeitsanomalie der so genannten
”
Lost Updates“ kom-
men (siehe Abschnitt 2.2.3). Auch das Zuru¨ckrollen der kompletten Client-Transaktion, also
der Sagas, ist schwierig, weil bereits abgeschlossene Teiltransaktionen nur mittels Kompensati-
onstransaktionen zuru¨ckgerollt werden ko¨nnen. Das Problem dabei ist es, dass entsprechende
Kompensationstransaktionen vorliegen mu¨ssen. Falls wa¨hrend der zuru¨ckzusetzenden Sagas an-
dere Transaktionen schon auf die gea¨nderten Werte zugegriffen haben, dann mu¨ssen entweder
auch diese Transaktionen zuru¨ckgesetzt werden (
”
kaskadierendes Zuru¨ckrollen“) oder aber es
werden
”
Dirty Reads“ (siehe Abschnitt 2.2.3) in Kauf genommen.
Wenn die Kompensationstransaktionen im TxController definiert werden, bieten Sagas den
Vorteil, dass keine erweiterten Schnittstellen zum Transaktionsmanager und zu den Ressourcen-
managern beno¨tigt werden. Somit ko¨nnen die urspru¨nglich von der X/Open definierten Schnitt-
stellen verwendet werden. Der Nachteil liegt darin, dass im Allgemeinen kein isoliertes Zuru¨ck-
rollen mo¨glich ist und dass abgeschwa¨chte Konsistenz wegen der Nebenla¨ufigkeitsanomalien
toleriert werden muss.
Verteilte Transaktionen nach dem X/Open DTP Modell
Wenn weder geschlossen- noch offen-geschachtelte Transaktionen verwendet werden ko¨nnen, son-
dern einfache, verteilte Transaktionen nach dem X/Open DTP Modell (siehe Abschnitt 2.2.2),
dann werden ebenfalls keine erweiterten Schnittstellen des Transaktionsmanagers beno¨tigt. Der
Transaktionsmanager muss in diesem Fall das TX-Protokoll und die Ressourcenmanager das
XA-Protokoll unterstu¨tzen. Die Methoden der Schnittstellen vom TxController des KARMA,
mit denen die Transaktionsgrenzen von Teiltransaktionen kommuniziert werden, bleiben ohne
Wirkung. Da nun keine Teiltransaktion isoliert zuru¨ckgerollt werden kann, muss die komplette
Client-Transaktion entweder nur aus einem Zugriff bestehen, was eher unu¨blich ist, oder die
Protokolle fu¨r Schreib- und Lesezugriffe von RegRess mu¨ssen angepasst werden.
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Das Zuru¨ckrollen bei einem Schreibzugriff wird dann erforderlich, wenn ein wechselfa¨higes Re-
plikat beim synchronen Schreibzugriff einen Fehler verursacht und die (Teil-)Transaktion erneut
aufgesetzt wird, wobei das fehlerverursachende Replikat nun asynchron aktualisiert wird (siehe
Listing 4.1 auf Seite 71). Auf diese Funktionalita¨t muss bei einem Transaktionskonzept mit ein-
fachen, verteilten Transaktionen verzichtet werden, d.h. wa¨hrend der Client-Transaktion ko¨nnen
keine Replikate in ihrer Aktualisierungsart wechseln. Wenn ein Fehler auftritt, dann muss die
komplette Client-Transaktion abgebrochen werden.
Wie bereits oben erwa¨hnt, wird eine Teiltransaktion beim Lesen deswegen zuru¨ckgerollt, um
mo¨gliche Sperren freizugeben. Ein Fehler bei einem Lesezugriff muss jedoch nicht zwingend
die komplette Transaktion ungu¨ltig setzen, sondern nur die einzelne Operation wird annulliert.
Selbst wenn Sperren zuna¨chst gesetzt bleiben, ist es effizienter, nicht die komplette Client-
Transaktion abzubrechen, sondern einfach das na¨chste passende Replikat zu lesen (siehe Lis-
ting 4.3 auf Seite 77), d.h. bei einem Lesezugriff ist nur dann ein Abbruch erforderlich, wenn
keines der passenden Replikate gelesen werden kann. Als Beispiel wird die Transaktion 6.7 erneut
auf dieses Transaktionskonzept angepasst:
BOT, w(R1S1), w(R
1
S2
),..., e(J1A1), e(J
1
A2
), ...,(6.8)
r(R24), r(R
2
5),
w(R2S1), w(R
2
S2
),..., e(J2A1), e(J
2
A2
), ...,
r(R67), EOT
In der Transaktion 6.8 sind keine Teiltransaktionen oder Sicherungspunkte enthalten. Gegenu¨ber
der Transaktion 6.7 wird hier angenommen, dass das Lesen des Replikats R24 wegen einer Sper-
re einer anderen Transaktion annulliert wird. Unter der Voraussetzung, dass weitere passende
Replikate durch die Inferenz ermittelt wurden (siehe Abschnitt 4.2.3), wird nun das Repli-
kat R25 erfolgreich gelesen und die urspru¨ngliche Transaktion wird fortgesetzt. Wenn allerdings
ein Schreibzugriff w(...) oder ein Anha¨ngen an die Replica Queue e(...) fehlschla¨gt, dann muss
die Client-Transaktion komplett zuru¨ckgerollt werden.
Keine Unterstu¨tzung des XA-Protokolls bzw. SagasR
Angemerkt sei, dass beim Replikationsmanager ARM (siehe Abbildung 6.1 auf Seite 154) ein an-
deres Versta¨ndnis einer Teiltransaktion vorliegt. Dort ist eine Teiltransaktion nicht eine verteilte
Transaktion z.B. auf Grund eines Schreibzugriffs (siehe Operationsfolge 6.3), sondern eine Teil-
transaktion ist eine lokale, flache Transaktion. Diese Teiltransaktionen werden dann beno¨tigt,
wenn die beteiligten Ressourcenmanager das XA-Protokoll nicht unterstu¨tzen, sondern nur eine
lokale Transaktionsverarbeitung, d.h. die eigene lokale Transaktion erfolgreich beenden (Com-
mit) oder zuru¨ckrollen (Rollback) ko¨nnen. Das folgende Beispiel illustriert diese Teiltransaktio-
nen, wobei angenommen wird, dass zwei Replikate auf drei Komponenten lokalisiert sind und
keine Auftra¨ge in die Replica Queue geschrieben werden:
BOT1, w(R
1
1), w(R
2
1), EOT1(6.9)
BOT2, w(R
1
2), w(R
2
2), EOT2
BOT3, w(R
1
3), w(R
2
3), EOT3
In der Transaktion 6.9 werden je Teiltransaktion nur Replikate einer Komponente geschrieben.
Bei dieser Anordnung der Operationen, bei denen die Teiltransaktion komplett nacheinander
ausgefu¨hrt werden, ist die Gefahr gro¨ßer, dass Inkonsistenzen auftreten. Daher wurde eine U¨ber-
lappung der Teiltransaktionen, insbesondere der
”
Commit-Zeitpunkte“ vorgeschlagen, was als
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SagasR [NHHT03] bezeichnet wird, also eine Sagas mit Index ”
R“ gekennzeichnet. Die SagasR
zur Transaktion 6.9 hat somit folgende Operationsfolge:
BOT1, w(R
1
1), w(R
2
1),(6.10)
BOT2, w(R
1
2), w(R
2
2),
BOT3, w(R
1
3), w(R
2
3),
EOT1, EOT2, EOT3
Wenn in der Transaktion 6.10 jede Teiltransaktion erfolgreich beendet werden kann, dann wird
eine
”
quasi-synchrone“ Transaktionsverarbeitung erreicht. Dies gilt entsprechend fu¨r die Trans-
aktion 6.7 bzw. 6.8, wo jede Teiltransaktion bzw. Transaktion eine verteilte Transaktion ist. Sind
hier Ressourcenmanager beteiligt, die das XA-Protokoll nicht unterstu¨tzen, sollten die Commit-
Zeitpunkte nahe beieinander liegen. Wenn allerdings ein Fehler auftritt und eine Teiltransaktion
nicht erfolgreich beendet werden kann und somit zuru¨ckgerollt wird, so treten die bekannten
Inkonsistenzen auf (siehe Abschnitt 2.2.2). Das Beheben der Inkonsistenzen kann in diesem Fall
vom KARMA in der Form realisiert werden, dass die zuru¨ckgesetzten A¨nderungen als Aktuali-
sierungsauftra¨ge in die Replica Queue eingetragen werden oder die gu¨ltig gesetzten A¨nderungen
mittels Kompensationstransaktionen zuru¨ckgenommen werden (siehe oben).
Keine Transaktionsunterstu¨tzung von Operationsfolgen
Abschließend soll die wohl schwa¨chste Transaktionsverarbeitung einer Ressource betrachtet wer-
den, die unter Umsta¨nden bei der Replikation von Daten in heterogenen, autonomen Informa-
tionssystemen auftreten kann. Eine Ressource unterstu¨tzt weder geschachtelte Transaktionen,
noch verteilte Transaktionen inklusive des XA-Protokolls, noch lokale Transaktionen, d.h. es
existiert kein Mechanismus, um eine Operationsfolge gu¨ltig zu setzen oder zuru¨ckzurollen. Die
Ressource bietet nur das Schreiben oder Lesen eines Replikats an. Ein derartiges Verhalten kann
als Transaktion aufgefasst werden, die nur eine Schreiboperation oder einen Lesezugriff pro
Transaktion erlaubt. Hierfu¨r mu¨ssen dann schon die ACID-Eigenschaften gewa¨hrleistet werden,
um u¨berhaupt Aussagen zum Zustand der Ressource zu treffen.
Bei nur einer Zugriffsoperation je Transaktion muss entweder die Client-Anwendung auch
entsprechend angepasst werden, d.h. es ist nur ein Zugriff auf ein logisches Objekt je Client-
Transaktion erlaubt (siehe oben), oder die Client-Transaktion wird derart in Teiltransaktionen
zerlegt, dass jeder Zugriff auf ein Replikat eine eigene Teiltransaktion bildet. Entweder wer-
den nun abgebrochene Teiltransaktionen u¨ber die Replica Queue so lange wiederholt, bis sie
erfolgreich beendet werden, oder die u¨brigen Teiltransaktionen werden mittels Kompensations-
transaktionen zuru¨ckgesetzt. So oder so wird ohne entsprechende Unterstu¨tzung durch einen
Ressourcenmanager die Transaktionsverwaltung in replizierten Datenbanken aufwa¨ndig und im
Allgemeinen ist Isoliertheit und Konsistenz nicht zu gewa¨hrleisten (siehe oben).
6.3.2. Regelbasierter, dynamischer Transaktionsmanager
Im Rahmen dieser Dissertation wurde die Diplomarbeit von Andreas Austing mit dem Titel
”
Erweiterte Transaktionskonzepte in der Java Enterprise Edition“ erstellt [Aus06]. Das Haupt-
ziel der Arbeit war die Entwicklung eines regelbasierten, dynamischen Transaktionsmanagers
(RD-TM), womit die Entwicklung eines transaktionalen Gesamtkonzeptes und die Spezifikation
eines Entwicklungsprozesses zur Umsetzung transaktionaler Anwendungen verknu¨pft war. Der
RD-TM wurde bei der RedDot Solutions, ein Anbieter von Enterprise Content Management
Systemen, evaluiert, sodass die Anwendbarkeit in einem realen System belegt wurde. Damit
kann der RD-TM auch bei der transaktionalen Anbindung von heterogenen, autonomen Infor-
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mationssystemen, in denen Daten gema¨ß der Replikationsstrategie RegRess repliziert werden,
eingesetzt werden.
In diesem Abschnitt werden die wichtigsten Konzepte des RD-TM vorgestellt, damit gezeigt
wird, wie die in Abschnitt 6.3.1 diskutierten Transaktionskonzepte realisiert und kombiniert
werden ko¨nnen. Detailliert sind die Modelle, Spezifikationen und Implementierungen in der Di-
plomarbeit erla¨utert [Aus06]. Insbesondere die Konzepte sind auch auf andere Technologien
als die Java Enterprise Edition [JBC+06] u¨bertragbar. Die wichtigsten Anforderungen an den
RD-TM sind:
1. Unterstu¨tzung von Anwendungsvorga¨ngen: Der RD-TM unterstu¨tzt Anwendungsvorga¨nge
in Form von so genannten Workflows bzw. des zugeho¨rigen Transaktionsmodells
”
Contracts“
[WR92].
2. Unterstu¨tzung des ACID-Transaktionskonzepts: Der RD-TM unterstu¨tzt das so genannte
ACID-Transaktionskonzept bzw. das X/Open DTP Modell [Ope03].
3. Unterstu¨tzung von erweiterten Transaktionskonzepten: Der RD-TM unterstu¨tzt erweiterte
Transaktionskonzepte wie z.B. Sagas [GMS87] oder Queued Transactions [BN97].
4. Deklarative Bestimmung des Transaktionskonzepts: Das Transaktionskonzept, das der RD-
TM fu¨r eine Aktivita¨t eines Anwendungsvorgangs verwendet, kann deklarativ mittels eines
Deskriptors bestimmt werden.
5. Dynamische Adaption des Transaktionskonzepts: Zur Laufzeit kann das Transaktionskon-
zept ausgetauscht werden. Dies gilt fu¨r neu gestartete Transaktionen.
6. Regelbasierter Austausch des Transaktionskonzepts: Der Austausch des Transaktionskon-
zepts wird durch Transaktionsregeln gesteuert, wobei der Zustand des Systems, also u¨ber
Sensoren ermittelte Kennzahlen, beru¨cksichtigt werden.
Die erste Anforderung zeigt, dass der RD-TM komplexe Anwendungsvorga¨nge wie Workflows
unterstu¨tzen soll. Somit kann bei Verwendung des RD-TM als Transaktionsmanager des KAR-
MA einem Client eine umfangreiche Operationsfolge gestattet werden. Die zweite und drit-
te Anforderung beziehen einerseits einfache, verteilte und andererseits geschachtelte, verteilte
Transaktionen mit in die Transaktionsverarbeitung ein, sodass die in Abschnitt 6.3.1 genannten
Transaktionen realisiert werden ko¨nnen. Mit der vierten Anforderung ist gemeint, dass das Trans-
aktionskonzept deklarativ bestimmt werden kann, wofu¨r einheitliche Schnittstellen bezu¨glich der
Definition der Transaktionsgrenzen fu¨r die verschiedenen Transaktionskonzepte geschaffen wur-
den.
Der RD-TM ist in der Lage, wie in der fu¨nften Anforderung spezifiziert, zur Laufzeit dyna-
misch das Transaktionskonzept anzupassen, d.h. fu¨r eine Aktivita¨t bzw. Operationsfolge eines
Anwendungsvorgangs kann das Transaktionskonzept gewechselt werden. Dies gilt fu¨r neu gestar-
tete Transaktionen. Hierfu¨r wurden erweiterte Benutzerschnittstellen (vgl. TX-Schnittstelle des
X/Open DTP Modells) spezifiziert. Die sechste Anforderung legt fest, dass der Austausch des
Transaktionskonzepts regelbasiert erfolgt. Mittels Regeln und Sensoren, die Systemkennzahlen
liefern, kann ein Wechsel von einem Transaktionskonzept zu einem anderen initiiert werden.
Angemerkt sei, dass hieru¨ber sogar einfache Replikationsregeln wie der Wechsel von synchroner
zu asynchroner Aktualisierung realisierbar ist.
In Abbildung 6.14 ist die Architektur des RD-TM als Schichtenmodell dargestellt. Dabei han-
delt es sich um eine Verallgemeinerung und Erweiterung der Architektur des J2EE Activity
Service [Rob03]. Neben der Architektur auf der linken Seite sind zwei mo¨gliche Implementie-
rungsvarianten auf der rechten Seite abgebildet: Die erste Implementierung ist auf CORBA
[COR02] ausgerichtet, die zweite auf Grund der Webservice-Unterstu¨tzung [Ley03] auf service-
orientierte Architekturen. Nachfolgend werden die sechs Schichten erla¨utert:
1. Transaction Context Transport Layer: Auf der untersten Schicht der Architektur ist
das Protokoll spezifiziert, mit dem der Transaktionskontext zwischen den beteiligten Kom-
ponenten ausgetauscht wird. In CORBA wird der Transaktionskontext mittels IIOP (In-
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Abbildung 6.14.: Die Architektur des RD-TM [Aus06]
ternet Inter-ORB Protocol) kommuniziert, bei Webservices mittels SOAP (Simple Object
Access Protocol).
2. Transaction Context Transformation: In dieser Schicht wird der Transaktionskontext,
insbesondere die globale Transaktionsnummer, extrahiert und in eine Objektrepra¨sentation
transformiert. Sowohl bei CORBA als auch bei Webservices werden dafu¨r so genannte
”
Interceptoren“ eingesetzt. Ein Interceptor realisiert allgemein einen Sicherheitsdienst. In
diesem Fall wird der Transaktionskontext dem aktuellen Thread-Kontext hinzugefu¨gt.
3. Transaction Service Infrastructure: Die Transaktionsinfrastruktur-Schicht stellt einen
flexiblen Dienst dar, auf dessen Basis sich unterschiedliche Transaktionskonzepte realisieren
lassen, d.h. ein Dienst, der die Konstruktion der unterschiedlichen Koordinationsprotokolle
verschiedener Transaktionskonzepte unterstu¨tzt. Der Activity Service ist ein solcher Dienst,
der sowohl fu¨r Java als auch fu¨r CORBA spezifiziert ist [LMP04]. Fu¨r Webservices exis-
tiert die WS-Coordination Spezifikation, die sich ebenfalls auf Basis des Activity Service
realisieren la¨sst.
4. Transaction Service Implementation: In dieser Schicht werden die konkreten Transak-
tionskonzepte als Dienste, d.h. als Transaktionsmanager, implementiert. In CORBA ko¨nnen
neben einfach, verteilten Transaktionen nach dem 2-Phasen-Commit-Protokoll (2PC) erwei-
terte Transaktionskonzepte wie die offen-geschachtelten Transaktionen (ONT) und Queued
Transactions (QT) umgesetzt werden. ONT und QT wurden in der Diplomarbeit [Aus06]
realisiert. Bei Webservices gibt es entsprechend die Protokolle WS-AtomicTransaction und
WS-BusinessActivity.
5. Transaction Service Selection: Die beno¨tigte Infrastruktur zur transparenten Selektion
eines Transaktionsmanagers, der ein bestimmtes Transaktionskonzept realisiert, wird auf
dieser Schicht bereitgestellt. Der in der Diplomarbeit [Aus06] entwickelte RD-TM ist eine
mo¨gliche Implementierung.
6. Transaction Application: Eine transaktionale Anwendung, z.B. der KARMA, greift auf
den transaktionalen Selektionsdienst zu, z.B. auf den RD-TM.
In der Diplomarbeit [Aus06] wird neben der Architektur eine Spezifikation der Komponenten
des RD-TM vorgenommen. Des Weiteren werden die zugeho¨rigen Schnittstellen der Kompo-
nenten, z.B. auch zu einem Regelinterpreter und den Sensoren, definiert. Die Protokolle z.B.
fu¨r den Ablauf einer Transaktion, zur Adaption unterschiedlicher Transaktionskonzepte und
zur Ausfu¨hrung von Anwendungsregeln werden spezifiziert. Dabei wurde auf hohe Abstraktion
geachtet, um eine leichte Austauschbarkeit der verschiedenen Komponenten und Artefakte zu
175
6. Replikationsmanager KARMA
ermo¨glichen. Wie bereits erwa¨hnt, wurden die Transaktionskonzepte offen-geschachtelte Trans-
aktionen (ONT) und Queued Transactions (QT) als so genannte
”
High-Level-Services“ entworfen
und implementiert, die auf den
”
Low-Level-Service“ Activity Service aufsetzen.
Der RD-TM ist in der Diplomarbeit auf Basis des frei verfu¨gbaren Java Applikationsservers
JBoss [Com08] implementiert worden, wobei die Architektur der CORBA Implementierungs-
variante entspricht (siehe Abbildung 6.14 auf Seite 175). Aus Sicht dieser Dissertation ist ins-
besondere die Realisierung der erweiterten Transaktionskonzepte wichtig. Interessant ist auch
die Verwendung des Frameworks JBoss Rules [Rul08], womit der regelbasierte Austausch der
Transaktionskonzepte realisiert wurde. JBoss Rules bietet einen Regelinterpreter, der Wenn-
Dann-Regeln auswertet. Im Ausblick wird der Einsatz von JBoss Rules anstelle der RRML bzw.
des eigen entwickelten Regelinterpreters diskutiert (siehe Kapitel 9).
176
7. Prototypische Implementierung und
Evaluation
In diesem Kapitel wird die prototypische Implementierung der regelbasierten Replikationsstrate-
gie RegRess beschrieben, mit der die erstellten Konzepte, Methoden und Protokolle hinsichtlich
ihrer Realisierung u¨berpru¨ft wurden. Bezu¨glich der Replikationsstrategie RegRess bedeutet das
im Wesentlichen, dass die Protokolle zur Koordination der Schreib- und Lesezugriffe imple-
mentiert werden mu¨ssen (siehe Kapitel 4), wobei ein Regelinterpreter die Replikationsregeln
auswerten muss. Die Replikationsregeln, die in der Replication Rule Markup Language (RRML,
siehe Kapitel 5) formuliert sind, bestimmen die Art der Koordination. Somit ist ein konfigurier-
barer, adaptiver Replikationsmanager (KARMA) zu implementieren, der RegRess realisiert. Die
Architektur und Komponenten des KARMA wurden in Kapitel 6 spezifiziert.
Die Prototypen, die im Zusammenhang mit dieser Dissertation entstanden sind, wurden in
der Programmiersprache Java entwickelt. Als Plattform fu¨r einen KARMA dient daher die Java
Platform, Enterprise Edition (Java EE, Version 5, [JBC+06]), genauer gesagt, ein Applikations-
server, der der Java EE Spezifikation entspricht. Ein Java EE Applikationsserver stellt technische
Funktionalita¨t fu¨r die in Java entwickelten Anwendungen zur Verfu¨gung, z.B. Transaktionsma-
nagement, Persistenzdienste und Kommunikationsdienste.
Die Vorga¨ngerversion der Java EE nannte sich Java 2 Platform Enterprise Edition (J2EE,
Version 1.4), die die Plattform fu¨r einige der erstellten Prototypen war. Deswegen kann in dieser
Dissertation sowohl von Java EE als auch von J2EE gesprochen werden, was also letztlich nur die
Versionsnummer der hier verwendeten technologischen Plattform darstellt. Falls ein Prototyp
nicht die vollsta¨ndige Funktionalita¨t eines Applikationsservers beno¨tigte, wurde auch die so
genannte Java Platform Standard Edition (Java SE, vormals J2SE) als Programmierumgebung
genutzt.
Da leider kein reales, verteiltes System zur Verfu¨gung stand, in der replizierte Daten verwal-
tet werden, konnte der KARMA nicht in einer produktiven Systemlandschaft getestet werden.
Deswegen wurde auch kein einzelner Prototyp entwickelt, der die komplette Funktionalita¨t des
KARMA beinhaltet, sondern es wurden Prototypen entwickelt, die spezielle Teile der Ergeb-
nisziele dieser Dissertation abdeckten. Nach [Flo84] handelt es sich somit um experimentelle
Prototypen. Der Vorteil dieser Aufsplittung war es auch, dass diese experimentellen Prototy-
pen im Rahmen von studentischen Arbeiten entwickelt und implementiert werden konnten. Eine
Ausnahme bildet die Implementierung der eigentlichen Replikationsstrategie RegRess (siehe Ab-
schnitt 7.3.2), die von mir selbst vorgenommen wurde.
Der Einsatz des KARMA in einem produktiven System ha¨tte den Vorteil gehabt, RegRess
unter echten Bedingungen testen und ggf. vergleichen zu ko¨nnen. Allerdings beinhaltet ein reales
System den Nachteil, dass im Allgemeinen keine gleichen Vorbedingungen hergestellt werden
ko¨nnen, d.h. die Reproduzierbarkeit von Experimenten ist nicht gewa¨hrleistet. Weiterhin ist
es ha¨ufig schwierig, dass reale System zu modifizieren, um spezielle Eigenschaften zu testen.
Deswegen bietet sich die Simulation an, bei der diese Nachteile nicht bestehen [LK91, BCN99].
Ein weiterer Vorteil der Simulation ist es, dass vorab Aussagen zur Konsistenz, z.B. in Form
des Konsistenzgrades (siehe Abschnitt 4.3.3), mo¨glich sind, d.h. der Einfluss von A¨nderungen
z.B. der Replikationsregeln kann gemessen werden. Der Nachteil der Simulation besteht darin,
dass die Aussagekraft der Experimente von der Gu¨ltigkeit des Simulationsmodells gegenu¨ber
der Realita¨t abha¨ngt.
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Abbildung 7.1.: Integrationsmodelle [RMB00]
Der Aufbau dieses Kapitels gliedert sich wie folgt: In Abschnitt 7.1 wird die Integration he-
terogener Informationssysteme mittels Java EE beschrieben, wobei auf die fu¨r den KARMA
relevanten Aspekte fokussiert wird. Die im Kontext der Dissertation implementierten Prototy-
pen, die im Rahmen studentischer Arbeiten entstanden sind, werden in Abschnitt 7.2 vorgestellt.
Anschließend wird die Simulation von Replikationsstrategien thematisiert, d.h. der Abschnitt 7.3
stellt die Implementierung des KARMA in einem Simulationsframework vor. Abschließend er-
folgt eine Evaluation der Simulationsexperimente in Abschnitt 7.3.4.
7.1. Integration heterogener Informationssysteme mittels der Java
EE
Die Kopplung einzelner Informationssysteme zur gemeinsamen Nutzung von Ressourcen wird als
”
Integration von Informationssystemen“ [Has00] oder als
”
Enterprise Application Integration“
(EAI, [CHK05]) bezeichnet. Weil in dieser Dissertation die Replikation von Daten betrachtet
wird, wird davon ausgegangen, dass die Integration die Daten als Ressource betrifft, d.h. die Da-
ten der Informationssysteme mu¨ssen abgeglichen, also repliziert, werden. Laut Annahme (siehe
Abschnitt 4.1.1) wird von einer voll-replizierten Datenbank ausgegangen, d.h. alle beteiligten
Informationssysteme speichern jedes logische Objekt als Replikat. In dieser Dissertation wird
anstelle der Informationssysteme, die Replikate speichern, die Bezeichnung Komponente mit
Replikat gewa¨hlt (siehe Definition 34 auf Seite 61).
In Abbildung 7.1 sind Integrationsmodelle abgebildet, wobei nach [RMB00] zwischen Pra¨sen-
tations-, Datenbank- und Applikationsintegration unterschieden wird. Ein Replikationsmanager
stellt eine Middleware [BN96] dar (siehe Abbildung 4.1 auf Seite 61), die letztlich auf die Repli-
kate der Komponenten mit Replikat zugreift. Nach den Integrationsmodellen in Abbildung 7.1
kann der Zugriff entweder wie bei der Datenbankintegration direkt auf die Datenbank parallel
zu Altanwendungen erfolgen oder wie bei der Applikationsintegration u¨ber die Altanwendung
bzw. dessen Schnittstellen (API).
Unter Verwendung der Java EE Technologie kann bei direktem Datenbankzugriff die Java
Database Connectivity (JDBC [SS00]) verwendet werden. Falls u¨ber Schnittstellen der Altan-
wendungen auf die Daten zugegriffen wird, kann dies z.B. per Java Remote Methode Invocation
(RMI [Gro01]) erfolgen. Eine Standardisierung beim Zugriff u¨ber Schnittstellen liefert die Java
Connector Architecture (JCA [SSN02]). In diesem Fall muss fu¨r eine Altanwendung ein Res-
sourcenadapter zur Verfu¨gung stehen, u¨ber den die Zugriffe durchgefu¨hrt werden.
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Abbildung 7.2.: Realisierung des ARM mittels der Java EE Technologie [NHHT03]
Insbesondere zu Beginn dieses Dissertationsvorhabens wurde die transaktionale Anbindung
der Komponenten mit Replikat betrachtet. Hierbei wurde die zuvor genannte Unterscheidung,
d.h. ein Zugriff erfolgt direkt auf die Datenbank oder auf Schnittstellen der Altanwendung bzw.
der lokalen Anwendung, beru¨cksichtigt (siehe Abbildung 6.1 auf Seite 154). Die Realisierung
des ARM (Adaptiver Replikationsmanager), wie gesagt, eine fru¨he Version des KARMA, mit-
tels der Java EE Technologie ist in Abbildung 7.2 veranschaulicht, wobei die oben genannten
Schnittstellen JDBC und JCA als Schnittstellen fu¨r den Datenbankzugriff bzw. den Zugriff u¨ber
eine API dienen. Bei der Grob-Architektur des KARMA (siehe Abbildung 6.2 auf Seite 155)
wurde hingegen derart abstrahiert, dass diese Schnittstellen zur Schnittstelle IPhysicalAccess
zusammengefasst wurden, die von einem Ressourcenmanager, der der Komponente mit Replikat
vorgeschaltet ist, angeboten werden muss.
Des Weiteren zeigt die Abbildung 7.2 die Transaktionsschicht. Die Umsetzung der Transak-
tionsverarbeitung mittels der Java EE Technologie erfolgt im synchronen Fall u¨ber den Java
Transaction Service (JTS [LMP04]), wobei das 2PC in Form des TX- bzw. XA-Protokolls von
den Java EE Servern unterstu¨tzt wird. Die beteiligten Komponenten mit Replikat bzw. die zu-
geho¨rigen Ressourcenmanager mu¨ssen somit eine XA-Schnittstelle anbieten. Falls das SagasR-
Konzept im ARM fu¨r die quasi-synchrone Replikation verwendet werden muss, war eine eigene
Implementierung no¨tig.
Das QTR-Konzept fu¨r den asynchronen Fall wird u¨ber den Nachrichtendienst Java Message
Service (JMS) realisiert, wobei die Replica Queue als Topic (Publish/Subscribe-Verfahren) oder
Queue (Point-To-Point-Verfahren) gema¨ß der JMS-Terminologie gestaltet wird [MHC01]. An-
gemerkt sei, dass in dieser Dissertation von einer Replica Queue ausgegangen wird, die einen
indizierten Zugriff erlaubt, um die Performance zu steigern. Eine andere Mo¨glichkeit der Per-
formancesteigerung wa¨re z.B. durch den Einsatz mehrerer Replica Queues fu¨r die einzelnen
Komponenten mit Replikat zu erreichen.
Im KARMA ist die Transaktionsverarbeitung durch die Komponente TxController model-
liert, die die Schnittstelle IExtendedTx eines Transaktionsmanagers beno¨tigt. Ein mo¨glicher
Transaktionsmanager in der Java EE Technologie ist der RD-TM, der in Abschnitt 6.3.2 vorge-
stellt wurde. Der RD-TM verwendet die oben genannten Java Dienste JTS und JMS sowie eine
Implementierung der offen-geschachtelten Transaktionen (ONT) als so genannte High-Level-
Services.
Abschließend kann gesagt werden, dass die Java EE Technologie ideale Voraussetzungen fu¨r
die transaktionale Anbindung von Informationssystemen (Komponenten mit Replikat) bietet.
Es existieren Schnittstellen sowohl fu¨r den Datenbankzugriff mit JDBC als auch fu¨r den Zugriff
u¨ber Schnittstellen mit JCA. Mit JTS und JMS werden Transaktionsdienste fu¨r einfache, ver-
teilte Transaktionen und transaktionale Warteschlangen angeboten. Der RD-TM erweitert diese
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Dienste um offen-geschachtelte Transaktionen. Die Verwendung dieser Java EE Technologien
wurde durch Prototypen implementiert und evaluiert (siehe Abschnitt 7.2).
7.2. Implementierte Prototypen durch studentische Arbeiten
In diesem Abschnitt werden die Protoytpen vorgestellt, die im Zusammenhang mit dieser Dis-
sertation durch studentische Arbeiten erstellt wurden. Dabei wurde der Umfang der Arbeiten
derart gewa¨hlt, dass sie innerhalb des vorgegebenen Zeitrahmens, im Allgemeinen sechs Monate,
zu bewa¨ltigen war. Neben der Einarbeitung und Literaturrecherche beinhaltet eine studentische
Arbeit vor allem den Entwurf mit prototypischer Implementierung und Evaluation eines Teils der
Ergebnisziele dieser Dissertation. Damit dient einer der so entwickelten Prototypen der Kla¨rung
der technischen Machbarkeit spezieller Funktionalita¨t des KARMA. Es handelt sich somit um
experimentelle Prototypen [Flo84].
Wie bereits erwa¨hnt, wurden die Prototypen mittels der Java EE Technologie bzw. dessen
Vorga¨nger, der J2EE Technologie, realisiert (siehe oben). Die Dokumentationen und Implemen-
tierungen stehen in der Abteilung Software Engineering des Department Informatik, Fakulta¨t
II der Carl von Ossietzky Universita¨t in Oldenburg zur Verfu¨gung (siehe Quellenangaben). Bei
der nachfolgenden Vorstellung der Prototypen wird folgender Aufbau gewa¨hlt:
• Transaktionsverarbeitung
P1 MeReB (Message and Replication Benchmark) in der Diplomarbeit von Thomas Wolf,
Juni 2002: Benchmark fu¨r EJB-Transaction und Message-Services [Wol02]
P2 RD-TM (Regelbasierter, dynamischer Transaktionsmanager) in der Diplomarbeit von
Andreras Austing, Juli 2006: Erweiterte Transaktionskonzepte in der Java Enterprise
Edition [Aus06]
• Replikationsmanager und Regelsprache
P3 SAPAdapter in der Diplomarbeit von Ludger Bischofs, Juni 2002: Anbindung von SAP
R/3 u¨ber die J2EE Connector-Architektur [Bis02]
P4 ARepMan (Adaptiver Replikationsmanager) in der Diplomarbeit von Michael Hu¨ls-
mann, Oktober 2002: Entwicklung eines adaptiven Replikationsmanagers auf Basis von
EJB-JTS/-JMS [Hu¨l02]
P5 RIM (Rule Inferencing Machine) in der Diplomarbeit von Jan Stefan Addicks, Ma¨rz
2005: Entwicklung eines XML-basierten Regelsprachensystems fu¨r Replikationsstrate-
gien [Add05]
P6 rulEdit (rule Editor) ebenfalls wie P5 in der Diplomarbeit von Jan Stefan Addicks,
Ma¨rz 2005: Entwicklung eines XML-basierten Regelsprachensystems fu¨r Replikations-
strategien [Add05]
• Simulation von Replikationsstrategien
P7 F4SR (Framework 4 (for) Simulation of Replication Strategies) in der Diplomarbeit
von Markus Fromme, Mai 2006: Framework zur Simulation und Evaluation von Repli-
kationsstrategien [Fro06]
P8 Erweiterung des F4SR (siehe P7) im individuellen Projekt von Nicolai Kalisch, Au-
gust 2007: Simulation von Konfliktmanagementstrategien fu¨r die asynchrone Replikati-
on [Kal07]
Angemerkt sei, dass im Zusammenhang mit dieser Dissertation auch die Diplomarbeit von Mi-
chael Weers
”
Eine UML-basierte Abbildungssprache zwischen Datenschemata“ [Wee03] entstan-
den ist. Eine grafische Abbildungssprache, die in der Diplomarbeit entwickelt wurde, ermo¨glicht
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die Modellierung bidirektionaler Schemaabbildungen. Hierdurch wird die Datentransformation
(siehe Komponente DatenTransformer in Abschnitt 6.2) erleichtert. Da aber die Schematrans-
formation (siehe z.B. [Con02]) in dieser Dissertation laut Annahme nicht betrachtet wird (siehe
Abschnitt 4.1.1), wird auf diese studentische Arbeit nicht weiter eingegangen.
Transaktionsverarbeitung
Zum Thema Transaktionsverarbeitung wurden zwei Prototypen durch studentische Arbeiten er-
stellt. Der MeReB (siehe oben, P1) diente zur U¨berpru¨fung der Dienste Java Transaction Service
(JTS [LMP04]) und Java Message Service (JMS [MHC01]). Als Datenbank diente der Microsoft
SQL-Server 2000, der mittels der JDBC-Treiber von Microsoft angebunden wurde. Als J2EE
Server wurden BEA Weblogic 6.1, JBoss 2.4.4 und der Sun J2EE Referenzserver verwendet.
Als Anwendungsszenario wurde die Datenreplikation gewa¨hlt, wobei die Replikationsstrategien
ROWA als synchrone Replikationsstrategie und Peer-To-Peer-Replikation als asynchrone Re-
plikationsstrategie implementiert wurden (siehe Abschnitt 3.3). Fu¨r die Messungen wurde ein
eigener Benchmark entwickelt, ebenfalls MeReB genannt. Der Prototyp MeReB zeigt die Ver-
wendung der genannten Java Dienste fu¨r verschiedene J2EE Server und erlaubt die Bewertung
an Hand geeigneter Messergebnisse des Benchmarks.
Der RD-TM (P2) ist ein Transaktionsmanager bzw. ein Transaktionsdienst, der die regelba-
sierte Auswahl geeigneter Transaktionskonzepte bzw. der zugeho¨rigen Transaktionsmanager als
High-Level-Services erlaubt. Eine ausfu¨hrliche Beschreibung des RD-TM befindet sich in Ab-
schnitt 6.3.2. Der RD-TM wurde auf dem Java EE Server JBoss entwickelt. Die Evaluation im
Industrieunternehmen Red Dot Solutions zeigte seine Praxistauglichkeit und ist somit fu¨r den
KARMA zur Abwicklung der beno¨tigten transaktionalen Funktionalita¨t geeignet.
Replikationsmanager und Regelsprache
Unter dem Punkt Replikationsmanager und Regelsprache sind die Prototypen zusammenge-
fasst, die die Replikationsstrategie RegRess und deren Kontext, wie z.B. die Anbindung von
Komponenten mit Replikat, betreffen. Dabei basiert die Entwicklung auf fru¨heren Versionen
oder einfacheren Protokollen als die in dieser Dissertation spezifizierten Protokolle. Nichtsdesto-
trotz zeigen die Prototypen die technische Machbarkeit der Konzepte, weil die urspru¨nglichen
Konzepte sukzessive erweitert wurden.
Der SAPAdapter (P3) diente zur Kla¨rung der Frage, wie eine Altanwendung (Legacy System)
u¨ber die J2EE Connector-Architektur (JCA [SSN02]) angebunden werden kann. Als Altanwen-
dung wurde das Enterprise Resource Planning System SAP R/3 gewa¨hlt, das weit verbreitet
bei Unternehmensanwendungen ist. Der SAPAdapter ist eine exemplarische Entwicklung ei-
nes Ressourcenadapters nach der JCA-Technologie, wobei auch die transaktionale Anbindung
beru¨cksichtigt wird. Die Transaktionsverarbeitung ha¨ngt natu¨rlich von den Schnittstellen ab, die
die Altanwendung bereitstellt. Angemerkt sei, dass mittlerweile fu¨r die meisten Altanwendungen
entsprechende Adapter nach der JCA-Technologie vom Hersteller der Altanwendung oder von
Drittanbietern kommerziell angeboten werden.
Ein erster Prototyp eines Replikationsmanagers, der Regeln zur Koordination verwendet, ist
der ARepMan (P4), der in Publikationen auch ARM (Adaptiver Replikationsmanager) genannt
wird (z.B. [NHHT03], siehe auch Abbildung 6.1 auf Seite 154 bzw. Abbildung 7.2 auf Seite 179).
Der ARepMan wurde unter Verwendung des J2EE Applikationsservers Bea WebLogic Server
Release 6.1 entwickelt, wobei der enthaltene JMS Server als Replica Queue genutzt wurde. Die
Replikate wurden auf die relationalen Datenbanken Cloudscape von IBM, Oracle Server 8.1.7
und Microsofts SQL-Server 2000 gespeichert, die alle das XA-Protokoll unterstu¨tzen. Die An-
bindung erfolgte u¨ber XA-fa¨hige JDBC-Treiber. Bei der Implementierung wurden eher einfache
Replikationsregeln herangezogen, die in einer Datenbank gespeichert wurden. Der ARepMan
beinhaltet einen SyncUpdater fu¨r die synchrone Aktualisierung und einen AsyncUpdater fu¨r
die asynchrone Aktualisierung sowie einen einfachen Regelinterpreter. Mit dem ARepMan wur-
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de die transaktionale Anbindung u¨ber JDBC der Komponenten mit Replikat gezeigt sowie die
Basisfunktionalita¨t des KARMA, wobei auf komplexe Regeln verzichtet wurde.
In der Diplomarbeit von Jan Stefan Addicks [Add05] wurden zwei Prototypen implementiert
und insbesondere die Regelsprache RRML (Replication Rule Markup Language) in der Versi-
on 1.0 entwickelt. Der RIM (P5) ist ein Regelinterpreter, der die Inferenz der Regeln durchfu¨hrt,
die in der RRML Version 1.0 formuliert sind. Der RIM stellt somit eine Komponente dar, die
der KARMA als Komponente RuleInterpreter nutzen kann (siehe Abschnitt 6.2), wobei fu¨r
die Version 2.0 der RRML die in Abschnitt 7.3.2 genannten Anpassungen erforderlich sind. In
der Diplomarbeit diente der RIM vor allem zur Evaluierung der RRML, d.h. es wurde gepru¨ft,
ob sinnvolle Ergebnisse fu¨r eine Menge von Regeln durch die Inferenz ermittelt werden. Dabei
bietet der RIM unter anderem die syntaktische Pru¨fung der XML-Datei sowie die Pru¨fung auf
Nicht-Terminierung der Inferenz.
Der Prototyp rulEdit (P6), der ebenfalls in der Diplomarbeit von Jan Stefan Addicks [Add05]
entwickelt wurde, stellt ein Hilfsmittel fu¨r die Formulierung und Verwaltung der Replikations-
regeln in der RRML dar. Die Regeln, die im XML-Format gespeichert werden, ko¨nnen in der
ON-IF-THEN-Darstellung (siehe Abschnitt 5.1) bearbeitet werden. Der Editor bietet die u¨bli-
chen Funktionen eines Editors wie Einfu¨gen, Lo¨schen und Editieren von Regeln. Des Weiteren
existieren Funktionen zur Verwaltung der XML-Dateien und der zugeho¨rigen Mapping-Dateien.
Außerdem bietet der rulEdit die Mo¨glichkeit, Simulationsla¨ufe auf den Replikationsregeln durch-
zufu¨hren, d.h. unter Verwendung des Prototypen RIM (P5) wird eine Inferenz auf den Regeln
durchgefu¨hrt.
Simulation von Replikationsstrategien
Um Replikationsstrategien untereinander vergleichen zu ko¨nnen oder die Auswirkungen von
Konfigurationsa¨nderungen einer Replikationsstrategie bemessen zu ko¨nnen, z.B. die A¨nderung
von Regeln bei RegRess, bietet sich die Simulation an. Die Simulation hat gegenu¨ber realen
Systemen den Vorteil, dass gleiche Bedingungen fu¨r die einzelnen Experimente hergestellt werden
ko¨nnen.
Der F4SR (P7) ist ein Simulator, mit dem Replikationsstrategien evaluiert werden ko¨nnen.
Er bietet einen Plugin-Mechanismus, der das Einbinden von Replikationsstrategien erlaubt. Auf
das Simulationsmodell und den Simulator wird detailliert in Abschnitt 7.3.1 eingegangen. In der
Diplomarbeit von Markus Fromme [Fro06] wurde der F4SR evaluiert, indem die Replikations-
strategien ROWA, Majority Consensus und Peer-To-Peer (siehe Abschnitt 3.3) implementiert
wurden.
Eine Erweiterung des F4SR (P8) wurde im individuellen Projekt von Nicolai Kalisch [Kal07]
um die Replikationsstrategien CODA und ROAM (siehe Abschnitt 3.3.2) vorgenommen, die zu
den komplexen asynchronen Replikationsstrategien za¨hlen. Dafu¨r war es no¨tig, den F4SR derart
zu erweitern, dass Konflikte erkannt und automatisch behandelt werden ko¨nnen. Außerdem
wurde das Analysewerkzeug (siehe Abschnitt 7.3.1) um Kennzahlen erweitert, die gerade bei
der asynchronen Aktualisierung von Interesse sind, z.B. Anzahl Konflikte oder Anzahl gelo¨ster
Konflikte.
Bewertung der Prototypen
Abschließend kann gesagt werden, dass durch die Prototypen der studentischen Arbeiten die
technische Funktionalita¨t und Machbarkeit einer regelbasierten Replikationsstrategie gekla¨rt
werden konnte. Die transaktionale Anbindung von Komponenten mit Replikat mittels JDBC
und JCA sowie den zugeho¨rigen Transaktions- bzw. Nachrichtendiensten JTS und JMS wur-
den in den Prototypen MeReB (P1), SAPAdapter (P3) und ARepMan (P4) untersucht. Der
RD-TM (P2) bietet die vom KARMA beno¨tigten Transaktionskonzepte, insbesondere die offen-
geschachtelten Transaktionen.
Der ARepMan (P4) zeigt, dass eine regelbasierte Partitionierung der Replikate in synchron
und asynchron zu aktualisierende Replikate durchfu¨hrbar ist, wobei hier einfache Regeln mit ei-
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nem einfachen Regelinterpreter verwendet wurden. Die erste Version der RRML mit zugeho¨rigem
Regelinterpreter RIM (P5) demonstriert, dass auch komplexe Regeln zu einer geeigneten Par-
titionierung fu¨hren. Um Experimente mit Replikationsstrategien durchfu¨hren zu ko¨nnen, bietet
der F4SR (P7, P8) einen geeigneten Plugin-Mechanismus. Somit verbleibt, die Replikationsstra-
tegie RegRess mit den in dieser Dissertation erweiterten Protokollen und Sprachelementen, d.h.
Version 2.0 der RRML, im Simulator zu evaluieren (siehe Abschnitt 7.3).
7.3. Simulation der Replikationsstrategie RegRess
Die Implementierung der Replikationsstrategie RegRess zum Zweck der Simulation wird in die-
sem Abschnitt vorgestellt. Nach [Gra92] ist
”
Simulation“ wie folgt definiert:
”
Simulation ist die
Durchfu¨hrung von Experimenten mit Modellen dynamischer Systeme“, wobei mit Experiment
ausdru¨cklich keine analytischen Verfahren gemeint sind. Die Simulation sollte natu¨rlich eine
Auswertung und Analyse der Daten beinhalten, die durch die Durchfu¨hrung der Experimente
gewonnen werden [BCN99]. Eine Simulation kann auf verschiedene Arten durchgefu¨hrt werden
(siehe z.B. [LK91]). In dieser Dissertation wird die
”
diskrete, ereignisgesteuerte Simulation“ ver-
wendet, d.h. Zustandsa¨nderungen des Modells erfolgen durch interne oder externe Ereignisse,
wobei die Zeitabsta¨nde zwischen den Ereignissen unterschiedlich sind.
Das Modell, genauer das
”
Simulationsmodell“, ist eine Abstraktion der realen Welt bzw. eines
realen Systems. Im vorliegenden Fall ist das Simulationsmodell eine Abstraktion einer replizier-
ten Datenbank, d.h. von Komponenten mit oder ohne Replikaten und einem Replikationsma-
nager. Ein Simulationsmodell ist ein formales Modell, sodass es von einem Computer
”
verstan-
den“ wird. Ein
”
Simulator“ ist ein Programm, dass ein Simulationsmodell abarbeitet. Bei der
diskreten, ereignisgesteuerten Simulation besteht ein Simulator aus einer Ereignisliste, Ereignis-
routinen, einem Zustandsraum und einer Uhr. Ein Ereignis, genauer ein
”
Simulationsereignis“,
bewirkt eine Zustandsa¨nderung, z.B. ein Schreibzugriff auf Replikate, wobei im Simulator wie
folgt verfahren wird:
Die Ereignisliste speichert alle Simulationsereignisse in einer festen Reihenfolge. Der Simulator
arbeitet die Ereignisliste ab, wobei die Uhr um die Simulationszeit weitergeschaltet wird, das
Simulationsereignis entfernt wird und die Ereignisroutinen an Hand des Simulationsereignisses
den Zustandsraum vera¨ndern und/oder neue Simulationsereignisse auslo¨sen, die an die Ereig-
nisliste angefu¨gt werden. Diese Abarbeitung wiederholt sich, bis die Ereignisliste leer ist oder
eine vorher definierte Abbruchbedingung, z.B. eine Endzeit, erfu¨llt ist.
Der Prototyp F4SR [Fro06], der in der Diplomarbeit von Markus Fromme entwickelt wurde
(siehe auch Abschnitt 7.2), ist ein Simulator, der eine diskrete, ereignisgesteuerte Simulation
durchfu¨hrt, um Replikationsstrategien zu untersuchen. Hierauf wird in Abschnitt 7.3.1 einge-
gangen. Die Implementierung des Replikationsmanagers KARMA, der die Replikationsstrategie
RegRess umsetzt, wird in Abschnitt 7.3.2 vorgestellt. Darauf folgt in Abschnitt 7.3.3 die Erla¨ute-
rung des KARMA-Plugins fu¨r den F4SR. In Abschnitt 7.3.4 werden die Simulationsergebnisse
abschließend evaluiert.
7.3.1. Framework fu¨r die Simulation von Replikationsstrategien
Der F4SR (Framework 4 (for) Simulation of Replication Strategies) ist ein Simulator, der
mittels diskreter, ereignisgesteuerter Simulation die Evaluation von Replikationsstrategien er-
laubt. Er wurde in der von mir betreuten Diplomarbeit von Markus Fromme [Fro06] entwickelt
und wird in diesem Abschnitt kurz vorgestellt. Die Bezeichnung
”
Framework“ beruht darauf,
dass Anwendungsentwickler den F4SR erweitern oder anpassen ko¨nnen, z.B. indem neue Repli-
kationsstrategien hinzugefu¨gt werden, wie im individuellen Projekt von Nicolai Kalisch (siehe
Abschnitt 7.2). Neben den Anwendungsentwicklern nutzen Analytiker den F4SR als Simulator,
um implementierte Replikationsstrategien zu simulieren und zu analysieren.
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Abbildung 7.3.: Ein-/Ausgabemodell des F4SR [Fro06]
Das Simulationsmodell des F4SR bildet eine replizierte Datenbank ab. Es werden mehre-
re Komponenten mit Replikat (siehe Definition 34 auf Seite 61) modelliert. Angemerkt sei,
dass der F4SR auch die partielle Replikation erlaubt, d.h. eine Komponente mit Replikat muss
nicht fu¨r jedes logische Objekt ein Replikat speichern, wo hingegen hier laut Annahme von
voll-replizierten Datenbanken ausgegangen wird (siehe Abschnitt 4.1.1). Das Simulationsmodell
unterstu¨tzt Schreib- und Lesezugriffe auf die Replikate und somit auf die Komponenten mit
Replikat. Die Komponenten mit Replikat ko¨nnen sich in der Verarbeitungsgeschwindigkeit z.B.
eines Schreibzugriffs unterscheiden. Im Simulationsmodell lassen sich auch Lastspitzen abbil-
den, die fu¨r Verzo¨gerungen bei der Ausfu¨hrung von Zugriffen verantwortlich sind. Des Weiteren
ko¨nnen Komponenten mit Replikat ausfallen, d.h. eine Komponente mit Replikat ist entweder
tempora¨r oder dauerhaft wa¨hrend der Simulation nicht verfu¨gbar. Dabei wird nicht zwischen
Ausfall der Komponente und Netzwerkproblemen unterschieden.
In Abbildung 7.3 ist ein Ein-/Ausgabemodell des F4SR nach [Fro06] dargestellt. Der F4SR
beno¨tigt zur Durchfu¨hrung eines Simulationslaufs ein wie oben beschriebenes Simulationsmodell.
Das Simulationsmodell wird vom Analytiker mittels Parametereingabe generiert. Als weitere
Eingabe ist eine Konfiguration erforderlich, die alle Einstellungen entha¨lt, die fu¨r einen Simu-
lationslauf beno¨tigt werden. Hiermit sind Einstellungen z.B. u¨ber die maximale Simulationszeit
und fu¨r das Verha¨ltnis von Schreib- zu Lesezugriffen gemeint. In der Konfiguration wird auch
das Zeitverhalten aller Simulationsereignisse festgelegt.
Wa¨hrend der Simulation wird eine implementierte Replikationsstrategie verwendet, die vor
Beginn der Simulation vom Analytiker ausgewa¨hlt wurde, wobei je nach Replikationsstrategie
spezielle Einstellungen vom Analytiker konfiguriert werden. Beim Ablauf der Simulation werden
vom F4SR alle Aktionen und deren Auswirkungen protokolliert, sodass am Ende der Simulati-
on entsprechende Reports ausgegeben werden ko¨nnen. Hierfu¨r wurden entsprechende Metriken
definiert: Antwortzeit eines Datenzugriffs, Anzahl Schreib- bzw. Lesezugriffe, Anzahl veralte-
ter Lesezugriffe, Anzahl erfolgreicher Schreib- bzw. Lesezugriffe, Anzahl abgebrochener Schreib-
bzw. Lesezugriffe und Alter der Replikate.
Mo¨gliche Simulationsereignisse, die wa¨hrend eines Simulationslaufs eintreten ko¨nnen, sind in
der Abbildung 7.4 zu sehen. Die Simulationsereignisse betreffen entweder
”
Lastspitzen“,
”
Kno-
tenausfall“ (hier: Ausfall einer Komponente) oder
”
Datenzugriff“. Das Simulationsereignis Last-
spitzen simuliert eine hohe Auslastung bei einem Knoten (Komponente mit Replikat), d.h. die
Antwortzeiten bei einem Zugriff verzo¨gern sich gegenu¨ber der normalen Antwortzeit der Kom-
ponente mit Replikat. Angemerkt sei, dass die Komponenten mit Replikat je nach Konfiguration
u¨ber unterschiedliche normale Antwortzeiten verfu¨gen. Ob bei Eintreten dieses Simulationser-
eignisses eine U¨berlastung einer Komponente mit Replikat gesetzt wird, ha¨ngt zusa¨tzlich von
einer Zufallszahl ab.
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Beim Ausfall einer Komponente mit Replikat kann unterschieden werden, ob die Komponen-
te mit Replikat dauerhaft wa¨hrend der Simulation ausfa¨llt (Totalausfall) oder tempora¨r nicht
erreichbar ist. Eine tempora¨r ausgefallene Komponente mit Replikat kann nach Eintreten des
entsprechenden Ereignisses wieder verfu¨gbar sein. Auch bei Eintreten dieser Simulationsereig-
nisse wird zusa¨tzlich eine Zufallszahl gepru¨ft, bevor eine Komponente mit Replikat entsprechend
gekennzeichnet wird. Wenn eine Komponente mit Replikat nicht verfu¨gbar ist, ob dauerhaft oder
tempora¨r, dann ko¨nnen keine Schreib- oder Lesezugriffe auf die Replikate dieser Komponente
durchgefu¨hrt werden.
Das Simulationsereignis Datenzugriff kann einen Schreib- oder Lesezugriff betreffen. Fu¨r die-
se Simulationsereignisse wird einerseits das Schreib-/Leseverha¨ltnis beno¨tigt, andererseits die
durchschnittliche Zugriffszeit eines solchen Datenzugriffs. Weiterhin wird zwischen globalen und
lokalen Schreib- bzw. Lesezugriffen unterschieden. Lokale Zugriffe erfolgen auf die initiierende
Komponente mit Replikat. Globale Zugriffe erfolgen auf andere Komponenten mit Replikat, je
nach Replikationsstrategie im Allgemeinen auf eine Menge von Replikaten. Bei der Ausfu¨hrung
eines Zugriffs wird gepru¨ft, ob die Komponente mit Replikat verfu¨gbar ist und ob keine Sperre
im Zuge einer Transaktionsverarbeitung eines anderen Zugriffs vorliegt.
Die Abbildung 7.5 zeigt die grobe Architektur des F4SR, der in drei Komponenten aufgeteilt
ist: Simulator, Simulationsmodell und Analysator. Die Simulatorkomponente im F4SR beinhal-
tet einen Generator, der wa¨hrend der Simulation Ereignisse erzeugt. Die Ereignisse werden von
dem Scheduler verwaltet. Ereignisroutinen des Simulators, die die Ereignisse bearbeiten, lo¨sen
Aktionen innerhalb des Simulationsmodells aus. Zur Verwaltung der Simulationszeit wird die
Subkomponente Uhr verwendet. Die Aktualisierung der Simulationszeit erfolgt in Abha¨ngigkeit
der ausgefu¨hrten Aktion.
Das Simulationsmodell bildet die Struktur des verteilten Systems ab, d.h. die Komponenten
mit Replikat, und modelliert die internen Vorga¨nge. Dazu sind interne Subkomponenten defi-
niert: Der Replikationsmanager verwaltet die existierenden Datenobjekte und verarbeitet alle
Schreib- und Lesezugriffe. Die Koordination der Schreib- und Lesezugriffe wird von der Replika-
tionsstrategie vorgegeben, die der Replikationsmanager benutzt. Zusa¨tzliche Replikationsstrate-
gien ko¨nnen dem F4SR per Plugin-Mechanismus hinzugefu¨gt werden (siehe Abschnitt 7.3.3). Der
Statusmanager im Simulationsmodell ist fu¨r Statusa¨nderungen der Komponenten mit Replikat
verantwortlich, z.B. Ausfall einer Komponente oder Lastspitze einer Komponente.
Der Transaktionsmanager im Simulationsmodell merkt sich die an einer globalen Transaktion
beteiligten Replikate und verwaltet Schreib- und Lesesperren. Jeder Zugriff auf ein logisches Ob-
jekt wird in einer eigensta¨ndigen Transaktion durchgefu¨hrt, d.h. eine Transaktion besteht aus
Zugriffen auf die Replikate eines einzigen logischen Datenobjekts. Jede Transaktion kann per
”
Commit“ erfolgreich beendet werden oder mittels Rollback zuru¨ckgerollt werden. Das Zuru¨ck-
rollen ist dabei mit dem Entwurfsmuster
”
Memento“ [GHJ04] realisiert. Angemerkt sei, dass
Abbildung 7.4.: Simulationsereignisse des F4SR [Fro06]
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Abbildung 7.5.: Grobe Architektur des F4SR [Fro06]
keine echte Datenbank verwendet wird, sondern dass die Datenbank und ebenfalls die Trans-
aktionsverarbeitung simuliert werden. Nebenla¨ufigkeit wird dadurch simuliert, dass Sperren auf
Replikate erst nach dem Eintreten eines Ereignisses fu¨r ein Transaktionsende freigegeben wer-
den, sodass zwischenzeitlich andere Transaktionen auf gesperrte Replikate zugreifen ko¨nnten
und somit einen Fehler verursachen.
Der Analysator sammelt alle Ereignisse und Statusa¨nderungen des Simulationsmodells zum
Zweck der Analyse. Er bietet eine grafische Benutzeroberfla¨che, mit der Kennzahlen der Simula-
tionsexperimente abgerufen werden ko¨nnen. Auch die Darstellung der Ergebnisse in Diagrammen
ist mo¨glich. Bei der Analyse werden die oben genannten Metriken verwendet.
Bei der Implementierung des F4SR wurden verschiedene Frameworks genutzt: Das Framework
Desmo-J (www.desmoj.de) dient zur Realisierung der Simulationskomponente. Desmo-J stellt
Konstrukte zur Durchfu¨hrung einer ereignisgesteuerten Simulation bereit, wie z.B. das gesamte
Scheduling. Das Framework JFreeChart (www.jfree.org) bietet Mo¨glichkeiten zur Visualisierung
von Daten, d.h. es eignet sich zur Aufbereitung der Analyseergebnisse. Das Framework Log4J
(logging.apache.org) erlaubt eine differenzierbare Protokollierung von Kennzahlen. Mit dem Fra-
mework JDOM (www.jdom.org) werden XML-Dateien verarbeitet, die hier zur Persistierung des
Simulationsmodells dienen.
Der Test des F4SR wurde von Markus Fromme [Fro06] dadurch vorgenommen, dass die einfa-
chen Replikationsstrategien ROWA, Majority Consensus und Peer-To-Peer (siehe Abschnitt 3.3)
implementiert wurden. Weil das Verhalten dieser Replikationsstrategien bekannt ist, konnten
die Ergebnisse des Analysators mit entsprechenden Aussagen aus der Literatur (siehe z.B.
[DGMD85, Len97, WSP+00, SS05]) abgeglichen werden. Im individuellen Projekt von Nicolai
Kalisch [Kal07] zeigte sich, dass der F4SR leicht zu erweitern ist. Auch die Einbindung weiterer
Replikationsstrategien, wie CODA und ROAM (siehe Abschnitt 3.3.2), stellte kein Problem dar.
Daher bietet sich der F4SR fu¨r die Evaluation der Replikationsstrategie RegRess an.
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7.3.2. Implementierung des Prototypen KARMA
Bevor auf die Simulation der Replikationsstrategie RegRess eingegangen wird, wird in diesem
Abschnitt der Prototyp KARMA vorgestellt. Der Prototyp KARMA dient der U¨berpru¨fung der
in RegRess spezifizierten Protokolle fu¨r Schreib- und Lesezugriffe (siehe Abschnitt 4.2). Dafu¨r
beinhaltet der KARMA unter anderem einen Regelinterpreter, der eine Inferenz von Regeln der
RRML, Version 2.0, gema¨ß der Spezifikation des Kapitels 5 durchfu¨hren kann. Das Ergebnisziel
des experimentellen Prototypen KARMA ist somit, die korrekte Koordination von Zugriffen der
Replikationsstrategie RegRess zu zeigen. Daher wird die persistente Datenhaltung der Replikate
sowie die Transaktionsverarbeitung im Hauptspeicher simuliert.
In Abbildung 7.6 ist ein vereinfachtes UML-Implementierungsmodell des KARMA dargestellt,
in dem die Klassen und die Schnittstellen nur die wichtigsten Methoden ohne Parameter und
Ru¨ckgabewerte beinhalten. Das vollsta¨ndige UML-Implementierungsmodell wird im Anhang C
gezeigt. Der KARMA wurde mit der Java-Entwicklungsumgebung NetBeans, Version 6.5, entwi-
ckelt (NetBeans IDE, http://www.NetBeans.org), die auch eine UML-Modellierung mit Code-
Generierung erlaubt. Die Abbildung 7.6 zeigt neben der KARMA-Komponente (Paket Karma)
auch einen Client (Klasse KarmaClient), der Zugriffe auf die Replikate durchfu¨hrt, sowie einen
Transaktionsmanager (Klasse RDTM) und die Ressourcenmanager (Klasse ResourceManager) mit
den zugeho¨rigen Schnittstellen.
Das UML-Implementierungsmodell entspricht der in Abbildung 6.2 auf Seite 155 gezeig-
ten Grob-Architektur des KARMA mit der angebotenen Schnittstelle ILogicalAccess fu¨r
einen Client, der Zugriffe auf logische Objekte durchfu¨hrt, und den beno¨tigten Schnittstellen
IExtendedTx eines entsprechenden Transaktionsmanagers und IPhysicalAccess eines entspre-
chenden Ressourcenmanagers. Die Schnittstelle IExtendedXa, u¨ber die der Transaktionsmana-
ger mit den Ressourcenmanagern kommuniziert, ist ebenfalls beru¨cksichtigt. Die innere Struktur
des KARMA ist gema¨ß der Softwarearchitektur des KARMA realisiert (siehe Abbildung 6.3 auf
Seite 156), wobei vier Abweichungen zu nennen sind:
1. Die Artefakte Replica.Jobs bzw. System.log sind nicht persistiert, sondern werden im
Hauptspeicher durch die Komponenten ReplicaQueueManager bzw. DataTransformer rea-
lisiert. Weil der Regelinterpreter RuleInterpreter zur Auswertung einer Regelbedingung,
die entsprechende Funktionen beinhaltet, einen Zugriff auf diese Daten beno¨tigt, wurden die
Schnittstellen IConsistency bzw. ISystemValues eingefu¨gt, u¨ber die der Regelinterpreter
beno¨tigte Werte abrufen kann.
2. Das Artefakt Rules.xml wurde nicht als XML-Dokument realisiert, sondern als einfache
Textdatei (siehe unten).
3. Die Komponente Timer und die von der Komponente RequestHandler angebotene Schnitt-
stelle IRequestHandler, u¨ber die der Timer die asynchrone Aktualisierung startet, wurden
nicht realisiert. Das Starten der asynchronen Aktualisierung wird ausschließlich vom Client
initiiert, um die Abla¨ufe besser kontrollieren zu ko¨nnen.
4. Auf die Komponente RegRessReplicator wurde verzichtet, d.h. der KARMA wurde als
zentrale Komponente implementiert. Auf eine Erweiterung fu¨r den verteilten Fall wird am
Ende dieses Abschnitts eingegangen.
Der Prototyp KARMA wurde derart implementiert, dass die Anwendung in einem Thread (siehe
z.B. [CDK00]) abla¨uft, d.h. Nebenla¨ufigkeit wird nicht betrachtet. Somit liegen die Transak-
tionen fu¨r Schreib- und Lesezugriffe (siehe unten) in serieller Form vor, weil die Transaktionen
nacheinander ausgefu¨hrt werden. Damit ko¨nnen keine Inkonsistenzen auftreten, die auf Grund
so genannter Nebenla¨ufigkeitsanomalien (siehe Abschnitt 2.2.3) entstehen. Nebenla¨ufigkeitsan-
omalien treten bei der nebenla¨ufigen Ausfu¨hrung von Transaktionen auch dann nicht auf, wenn
die Ausfu¨hrung der nebenla¨ufigen Transaktionen a¨quivalent zu einer seriellen Ausfu¨hrung der
Transaktionen ist (siehe z.B. [TvS02]). Worauf auf eine Erweiterung von nebenla¨ufigen Trans-
aktionen zu achten ist, wird am Ende dieses Abschnitts diskutiert.
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Abbildung 7.6.: Vereinfachtes UML-Implementierungsmodell des KARMA
Der KarmaClient, der als Client unter anderem Schreib- und Lesezugriffe auf logische Objekte
durchfu¨hrt (siehe unten), instanziiert zuna¨chst den Karma, der seinerseits die ResourcenManager
und den Transaktionsmanager RDTM instanziiert. Im KarmaClient wird u¨ber Konstanten die An-
zahl an Komponenten mit Replikat, d.h. die Anzahl an Ressourcenmanagern, und die Anzahl
an logischen Objekten und damit die Anzahl an Replikaten einer Komponente mit Replikat
188
7.3. Simulation der Replikationsstrategie RegRess
festgelegt. Weil die Regeln auf diese Konfiguration abgestimmt werden mu¨ssen, wurde bei der
Implementierung eine konstante Vorgabe gewa¨hlt: Es werden 10 Ressourcenmanager mit den Na-
men
”
RM-i“, i = 0, 1, .., 9 instanziiert, die jeweils 15 Replikate speichern. Der Einfachheit halber
wurden die logischen Objekte und damit die Replikate als Integer-Werte definiert, die initial
mit dem Wert Null belegt werden. Die Replikate werden nicht in einer Datenbank persistiert,
sondern in einem Feld (Array) im Hauptspeicher gespeichert. Zusa¨tzlich speichert ein Ressour-
cenmanager je Replikat eine Versionsnummer und einen Zeitstempel, der als Sekundenza¨hler ab
Beginn der Anwendung realisiert ist.
Damit der KarmaClient die aktuellen Werte der logischen Objekte mit den Replikaten ver-
gleichen kann, beno¨tigt er eine den Replikaten entsprechende Datenstruktur, die ebenfalls einer
Transaktionskontrolle unterliegt, um z.B. ein Ru¨cksetzen bei einer fehlgeschlagenen Transak-
tion zu ermo¨glichen. Daher instanziiert der KarmaClient einen Ressourcenmanager, der die
logischen Objekte widerspiegelt (siehe Assoziation vom KarmaClient zum ResourceManager in
Abbildung 7.6). Der Name des Ressourcenmanagers fu¨r die logischen Objekte lautet
”
LogO“.
Neben den Ressourcenmanagern wird als transaktionale Einheit die Replica Queue beno¨tigt
(siehe Abschnitt 4.2), die ebenfalls nicht persistent angelegt ist, sondern im Hauptspeicher ver-
waltet wird. Bei der Instanziierung des Karma, genauer gesagt des ReplicaQueueManager, wird
eine verkette Liste angelegt, deren Elemente die initiierende Komponente, die Komponente mit
Replikat als Index, die Nummer des logischen Objekts, den zu schreibenden Wert und einen
Zeitstempel speichert. Zum einfachen Navigieren in der Liste wird im ReplicaQueueManager
ein Iterator gehalten, der einen Durchlauf durch die Liste ermo¨glicht, sowie eine Referenz auf
das letzte Element, die ein schnelles Anha¨ngen eines neuen Elements gestattet.
Die Transaktionsverarbeitung im Prototyp KARMA erlaubt geschlossen-geschachtelte und
einfach verteilte Transaktionen, wobei die Verarbeitung simuliert wird. Fu¨r die Transaktions-
verarbeitung registriert sich jeder der 10 Ressourcenmanager
”
RM-i“, der Replikate speichert,
der Ressourcenmanager
”
LogO“ fu¨r die logischen Objekte und der ReplicaQueueManager fu¨r
die ReplicaQueue beim Transaktionsmanager RDTM. Beim RDTM handelt es sich nicht um den
Prototypen, der in Abschnitt 6.3.2 vorgestellt wurde, sondern um eine einfache Variante, die die
entsprechenden Aufrufe des erweiterten XA-Protokolls an die Ressourcenmanager weiterleitet,
ohne z.B. eine Synchronisation gema¨ß dem 2-Phasen-Commit-Protokoll durchzufu¨hren. Dies
liegt darin begru¨ndet, dass im Prototyp KARMA keine Transaktionsverarbeitung untersucht
werden soll und daher keine
”
echten“ Ressourcen angebunden wurden.
Ein im KARMA implementierter ResourcenManager sowie der ReplicaQueueManager bieten
somit die Schnittstelle IExtendedXa an, d.h. sie implementieren die entsprechenden Methoden.
Beim Start einer Transaktion, ob einfach verteilt oder geschlossen-geschachtelt, wird eine Ko-
pie der gespeicherten Datenstruktur angelegt, also des Integer-Feldes der Replikate bzw. der
logischen Objekte und der Liste fu¨r die Replica Queue. Beim Setzen eines Sicherungspunktes
(Savepoint) wird analog eine zweite Kopie angelegt. Beim erfolgreichen Ende (Commit) ist dann
keine Aktion erforderlich, wa¨hrend beim Zuru¨ckrollen (Rollback), ob zum Sicherungspunkt oder
komplett, die zuvor angelegte Kopie wieder auf die Originaldaten kopiert werden. Angemerkt sei,
dass diese Vorgehensweise nicht bei der Simulation von nebenla¨ufigen Transaktionen funktioniert
(siehe unten).
Bei der Instanziierung des Regelinterpreters RuleInterpreter im KARMA wird die Regelda-
tei rules.txt eingelesen. Bei der Datei rules.txt handelt es sich nicht um ein XML-basiertes
Dokument (siehe Abschnitt 5.4), sondern um eine einfache Text-Datei, die die Regeln und die
Zuordnung von Objekten zu Replikationseinheiten entha¨lt. Des Weiteren kann ein Grenzwert
fu¨r fehlerfreie Transaktionen angegeben werden (siehe unten). Beim Prototypen KARMA wurde
auf eine XML-basierte Darstellung der Regeln verzichtet, weil kein Austausch zwischen Replika-
tionsmanagern erforderlich ist und die Darstellung der Regeln in der ON-IF-THEN-Darstellung
ein einfacheres Testen erlaubt. Ein Beispiel einer Regeldatei ist im Listing 7.1 abgebildet. Dabei
ist folgendes Format zu verwenden:
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Listing 7.1: Datei rules.txt
1 LimitOfTxError :004
2
3 S001 ON update (E00 ) IF ( weekday > 5) THEN async update (E00 )
4 S001 ON update (E01 ) IF ( weekday > 6) THEN async update (E01 )
5 S099 ON async update (K02 ) IF ( true ) THEN sync update (K02)
6
7 A001 ON wr i t e (D00 ) IF ( responset ime > 1200) THEN l a t e r (D00)
8
9 R001 ON read (D00 ) IF ( true ) THEN getCons i s tency (T)
10 R001 ON read (D00 ) IF ( true ) THEN getPerformance (R)
11
12 E00
13 0
14 1
15 2
16 3
17 4
18 −1
19 E01
20 8
21 9
22 −1
• Mit dem optionalen Schlu¨sselwort LimitofTxError kann eine Grenze fu¨r fehlerfreie Trans-
aktionen bei der asynchronen Aktualisierung gesetzt werden. Wenn die Anzahl fehlerfreier
Transaktionen erreicht ist, wird der Transaktionsfehler XTransactionError geworfen (sie-
he unten). Hiermit kann das Protokoll der asynchronen Aktualisierung beim Auftreten von
Transaktionsfehlern getestet werden (siehe Zeile 23 des Listings 4.2 auf Seite 74).
• Eine Regel wird in einer Zeile angegeben (siehe z.B. Zeilen 3 bis 10 des Listings 7.1). Das erste
Zeichen kodiert die Regelart:
”
S“ steht fu¨r eine Regel, die bei der synchronen Aktualisierung
herangezogen wird,
”
A“ dementsprechend fu¨r Regeln der asynchronen Aktualisierung und
”
R“ fu¨r Regeln von Lesezugriffen. Darauf folgt eine dreistellige Zahl, die die Priorita¨t angibt.
Abschließend folgt eine Regel gema¨ß der RRML-Syntax, Version 2.0 (siehe Listing 5.1 auf
Seite 117). Der laufende Index im Parameter einer Ereignis- bzw. Aktionsart ist grundsa¨tzlich
zweistellig anzugeben.
• Eine Regeleinheit beginnt mit dem Zeichen
”
E“ gefolgt vom zweistelligen Index. Anschließend
ko¨nnen logische Objekte der Replikationseinheit zugeordnet werden, wobei in jeder Zeile ein
Index eines logischen Objekts steht (wie bereits erwa¨hnt, wird angenommen, dass die logi-
schen Objekte und Replikate durchnummeriert sind). Das Ende der Zuordnung der logischen
Objekte zu einer Replikationseinheit wird durch den nummerischen Wert −1 gekennzeichnet.
Durch die Regeln im Beispiel des Listings 7.1 wird festgelegt, dass logische Objekte der Repli-
kationseinheit E00 an Wochenenden bzw. der Replikationseinheit E01 an Sonntagen asynchron
aktualisiert werden. Die Komponente K02 wird jedoch synchron aktualisiert, weil die Regel eine
ho¨here Priorita¨t hat als die beiden anderen Regeln der synchronen Aktualisierung. Anmerkung:
In diesem Prototyp wird auf Widerspruchsregeln verzichtet. Beim Erkennen von widerspru¨chli-
chen Regeln wird grundsa¨tzlich das Verfahren
”
PFG“ als Konfliktlo¨sungsstrategie geliefert (siehe
Abschnitt 5.3.5), d.h. die Rangfolge der Regeln wird durch Angabe von Priorita¨ten festgelegt.
Die asynchrone Aktualisierung (siehe Zeile 7 des Listings 7.1) wird nicht durchgefu¨hrt, wenn
die Komponente, auf der das Replikat gespeichert ist, aktuell eine gro¨ßere Antwortzeit als 1200
hat (siehe unten). Fu¨r Lesezugriffe werden Replikate ausgewa¨hlt, die als Parameter u¨bergebe-
ne Eigenschaften fu¨r Konsistenz, genauer gesagt Zeitabstand, und Performance, genauer gesagt
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Listing 7.2: Ablauf der Inferenz beim Regelinterpreter, Version 2.0
1 pub l i c Object ermittleInferenzErgebnis(Object Parameterliste ) {
2
3 initialisiereErgebnisvariable ();
4
5 setzeAuszufuehrendeRegelnAnhandStartereignisse ();
6
7 boolean regelAusgefuehrt := t rue ;
8 wh i l e ( regelAusgefuehrt ) {
9 regelAusgefuehrt := f a l s e ;
10 f o r ( i n t i = 0; i < anzahlRegeln ; i++ {
11 Object aktuelleRegel := gibRegel(Regelliste ,i);
12 i f ( regelMussNichtAusgefuehrtWerden(aktuelleRegel )) cont inue ;
13 i f ( regelWurdeBereitsAusgefuehrt (aktuelleRegel )) cont inue ;
14
15 setzeRegelAusgefuehrt(aktuelleRegel );
16 regelAusgefuehrt := t rue ;
17 i f (not pruefeBedingung(aktuelleRegel )) cont inue ;
18
19 fuehreAktionAus(aktuelleRegel );
20 setzeAuszufuehrendeRegelnAnhandAktionsereignis(aktuelleRegel );
21 }
22 }
23 r e tu rn Ergebnisvariable ;
24 }
Antwortzeit, erfu¨llen. Abschließend werden im Beispiel die logischen Objekte 0 bis 4 der Repli-
kationseinheit E00 und die logischen Objekte 8 und 9 der Replikationseinheit E01 zugeordnet.
Gegenu¨ber dem Regelinterpreter der Version 1.0 wurden die im Abschnitt 5.5 diskutierten
Vereinfachungen beim Regelinterpreter der Version 2.0 beru¨cksichtigt. Der hier implementierte
RuleInterpreter gewa¨hrleistet Terminierung dadurch, dass jede Regel ho¨chstens einmal aus-
gefu¨hrt wird. In Listing 7.2 ist der Ablauf der Inferenz dargestellt, der im RuleInterpreter der
Version 2.0 implementiert ist. Je nach Inferenzart gibt es kleine Abweichungen, aber der hier
dargestellte Ablauf ist grundsa¨tzlich bei jeder Inferenzart gleich. Unterscheidungen gibt es auch
bei den u¨bergebenen Parametern, sodass im Listing 7.2 allgemein von Parameterliste gespro-
chen wird, die zumindest die initiierende Komponente und das logische Objekt beinhaltet, ggf.
noch die Zielkomponente und Eigenschaften bei Lesezugriffen. Nachfolgend werden die einzelnen
Aktivita¨ten des Ablaufs erla¨utert:
Zeile 3 Entsprechend der Inferenzart wird eine Ergebnisvariable initialisiert (siehe Abschnit-
te 5.3.2 bis 5.3.5).
Zeile 5 An Hand der Startereignisse (siehe Abschnitte 5.3.2 bis 5.3.5) wird die boolsche
Variable mussAusgefuehrtWerden jeder Regel entweder mit true oder false initia-
lisiert. Die boolsche Variable wurdeAusgefuehrt wird bei allen Regeln auf false
gesetzt.
Zeile 7 Die boolsche Variable regelAusgefuehrt dient als Kennzeichen, ob eine Regel bei
einem erneuten Durchlauf ausgefu¨hrt wurde und wird mit true initialisiert.
Zeile 8 Der nachfolgende Ablauf wird solange wiederholt, bis keine Regel mehr ausgefu¨hrt
wurde.
Zeile 9 Das Kennzeichen regelAusgefuehrt wird auf false gesetzt, d.h. bisher wurde im
Durchlauf keine Regel ausgefu¨hrt.
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Zeile 10 Fu¨r jede Regel, die in der Regelliste der entsprechenden Inferenzart aufgefu¨hrt ist,
wird der nachfolgende Ablauf ausgefu¨hrt.
Zeile 11 Die i-te Regel wird als aktuelle Regel gesetzt.
Zeile 12 Wenn die aktuelle Regel nicht ausgefu¨hrt werden muss, dann wird mittels continue
zum na¨chsten Schleifendurchlauf, d.h. zur na¨chsten Regel, gesprungen.
Zeile 13 Wenn die aktuelle Regel bereits ausgefu¨hrt wurde, dann wird mittels continue zur
na¨chsten Regel gesprungen.
Zeile 15 Die boolsche Variable wurdeAusgefuehrt der aktuellen Regel wird auf true ge-
setzt, d.h. die aktuelle Regel wird als ausgefu¨hrt gekennzeichnet. Das Setzen erfolgt
unabha¨ngig von der tatsa¨chlichen Ausfu¨hrung, die z.B. auf Grund einer negierten
Bedingung nicht erfolgt, um Endlosschleifen zu verhindern.
Zeile 16 Das Kennzeichen regelAusgefuehrt wird analog auf true gesetzt (siehe Zeile 15).
Zeile 17 Die Bedingung der Regel wird ausgewertet. Wenn die Bedingung nicht erfu¨llt ist,
dann wird mittels continue zur na¨chsten Regel gesprungen.
Zeile 19 Die Aktion der aktuellen Regel wird gema¨ß dem Listing 5.2 (Aktion der synchronen
Aktualisierung), dem Listing 5.3 (Aktion der asynchronen Aktualisierung) bzw. dem
Listing 5.5 (Aktion eines Lesezugriffs) durchgefu¨hrt. Bei der Aktion wird nicht der
eigentliche Zugriff durchgefu¨hrt, sondern die Ergebnisvariable entsprechend der Ak-
tionsart manipuliert (siehe Abschnitte 5.3.2 bis 5.3.4). Die Manipulation wird nur
dann durchgefu¨hrt, wenn die Konfliktbehandlung von widerspru¨chlichen Regeln eine
Ausfu¨hrung erlaubt (siehe Abschnitt 5.3.5), z.B. durch Priorisierung.
Zeile 20 Analog zu den Startereignissen (siehe Zeile 5) werden die Regeln als
”
auszufu¨hrend“
gesetzt, die durch das Aktionsereignis betroffen sind. Somit ko¨nnten beim erneuten
Durchlauf weitere Regeln ausgefu¨hrt werden.
Zeile 23 Das Ergebnis der Inferenz wird zuru¨ckgeliefert.
Damit der Regelinterpreter die Bedingungen von Regeln auswerten kann, wurden die Funktionen
implementiert, die im Abschnitt 5.3.6 spezifiziert wurden. Die Funktionen fu¨r Datum und Uhrzeit
verwenden die Systemuhr des Rechners, der die Anwendung ausfu¨hrt. Die Funktionen zur Iden-
tifikation nutzen die an den KARMA u¨bergebenen Parameter, um die initiierende Komponente,
die Zielkomponente oder das logische Objekt zu bestimmen. Bei den Funktionen der fachlichen
Konsistenzbedingungen wird entweder auf die Schnittstelle des ReplicaQueueManager oder des
DataTransformer zugegriffen, wobei letzterer die Anfrage an die entsprechenden Ressourcen-
manager bzw. dessen Replikate delegiert. Der Versionsabstand diff_version und der Konsis-
tenzgrad consistency kann u¨ber die Replica Queue berechnet werden (siehe Abschnitt 4.3.3).
Der Zeitabstand diff_time wird als Differenz des Zeitstempels des logischen Objekts und des
Zeitstempels eines Replikats (siehe oben) berechnet, wa¨hrend fu¨r die periodische Aktualisierung
period die aktuelle Zeit und der Zeitstempel der Replikate herangezogen wird. Die Wertdiffe-
renz diff_value basiert auf dem Wert eines aktuellen Replikats und dem Wert des zugegriffenen
Replikats.
Die Funktionen fu¨r die technischen Konsistenzbedingungen ermitteln ihre Werte auf Basis
willku¨rlich erzeugter Kennzahlen, weil keine echten Daten im Prototyp vorliegen. Die Daten-
gro¨ße, die die Funktion datasize liefert, wird als Produkt der Objektnummer mit 100 berech-
net. Die Anzahl der Schreib-/LesekonflikteR (siehe Definition 15 auf Seite 33) fu¨r die Funktion
conflicts ergibt sich als Summe der Konflikte, die jeder Ressourcenmanager speichert. Die
Anzahl Konflikte eines Ressourcenmanagers wird dabei per Zufallszahl inkrementiert, wenn ein
neuer Zeitstempel erzeugt wird, und wird auf Null zuru¨ckgesetzt, wenn die asynchrone Aktuali-
sierung bei leerer Replica Queue gestartet wird. Die Funktion fu¨r die Antwortzeit responsetime
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wird ebenfalls vom Ressourcenmanager angefordert. Die Antwortzeit eines Ressourcenmanagers
wird mit 900+30 · i, i =Komponentennummer, initialisiert und bei jedem neuen Zeitstempel um
die Sekundenzahl des Zeitstempels erho¨ht. Die Antwortzeit wird entweder beim U¨berschreiten
des Wertes 1500 zuru¨ckgesetzt oder bei der asynchronen Aktualisierung, wenn ein Zugriff auf
den Ressourcenmanager durch die Aktion later verschoben wird. Durch die genannten Berech-
nungsvorschriften steigen und fallen die Werte fu¨r die Anzahl Konflikte und fu¨r die Antwortzeit,
sodass mit dem Prototypen KARMA entsprechende Regeln getestet werden ko¨nnen.
Die Komponenten SynchronousWriter, AsynchronousWriter und Reader des KARMA im-
plementieren die im Abschnitt 4.2 spezifizierten Protokolle fu¨r Schreib- und Lesezugriffe so-
wie Hilfsmethoden, um z.B. auf die Replikate oder die Replica Queue direkt lesend zugrei-
fen zu ko¨nnen. Der DataTransformer reicht im Wesentlichen die Schreib- und Lesezugriffe auf
ein Replikat an die entsprechenden Ressourcenmanager weiter. Da laut Annahme (siehe Ab-
schnitt 4.1.1) keine Schematransformation beno¨tigt wird, erfolgt keine Transformation von Da-
ten. Dafu¨r werden im DataTransformer folgende Ausnahmen geworfen, um die oben genannten
Protokolle bei Transaktionsfehlern zu testen:
• Ausnahmen bei Schreibzugriffen der synchronen Aktualisierung:
◦ Bei der initiierenden Komponente 11 und der Zielkomponente 1 wird ein Transaktions-
fehler geworfen.
◦ Bei der initiierenden Komponente 12 und der Zielkomponente 2 wird ein Schreibfeh-
ler geworfen, der bei wechselfa¨higen Replikaten einen erneuten Schreibversuch ohne das
fehlerverursachende Replikat ermo¨glicht.
◦ Bei der initiierenden Komponente 13 und der Zielkomponente 3 wird auch ein Schreib-
fehler geworfen, um z.B. die Reaktion bei nicht wechselfa¨higen Replikaten zu testen.
• Ausnahme bei Schreibzugriffen der asynchronen Aktualisierung: Es kann eine Grenze fu¨r
fehlerfreie Transaktionen in der Regeldatei gesetzt werden (siehe oben). Beim Erreichen der
Grenze wird ein Transaktionsfehler geworfen, sodass laut Protokoll die Bearbeitung des Auf-
trags der Replica Queue zuru¨ckgerollt wird und der na¨chste Auftrag bearbeitet wird. Die
Ausnahme erlaubt unter anderem einen Test auf Einhaltung der chronologischen Verarbei-
tung von Auftra¨gen.
• Ausnahme bei Lesezugriffen: Bei der initiierenden Komponente 11 und der Zielkomponente 0
wird ein Transaktionsfehler geworfen, sodass ein anderes Replikat gelesen werden muss, sofern
noch Replikate ermittelt wurden, die den gegebenen Eigenschaften genu¨gen.
Der KarmaClient ermo¨glicht einem Anwender die Interaktion mit dem Prototyp KARMA u¨ber
die Schnittstelle ILogicalAccess. Dafu¨r listet der KarmaClient die Auftra¨ge der Replica Queue
auf, zeigt die aktuellen Werte der logischen Objekte und der Replikate und bietet ein Menu¨ zur
Auswahl spezieller Funktionen (siehe Abbildung 7.7). Um Zugriffe auf logische Objekte durch-
zufu¨hren, muss zuna¨chst eine Transaktion gestartet werden. Bei der Transaktion handelt es sich
um eine geschlossen-geschachtelte Transaktion (siehe Abschnitt 6.3.1), die sowohl erfolgreich
beendet (Commit) als auch zuru¨ckgerollt werden kann (Rollback). Wenn eine Transaktion aktiv
ist, ko¨nnen Schreib- oder Lesezugriffe durchgefu¨hrt werden. Dazu wird zuerst die initiierende
Komponente und das logische Objekt, auf das zugegriffen werden soll, abgefragt. Im Fall eines
Lesezugriffs ist zusa¨tzlich die Eingabe von Eigenschaften erforderlich, die die Replikate erfu¨llen
mu¨ssen.
Bei einem Schreibzugriff wird als zu schreibender Wert der na¨chst ho¨here Integerwert des
logischen Objekts gesetzt. Damit entspricht der Wert eines Replikats seiner Versionsnummer.
Wa¨hrend der Wert des Replikats jedoch durch Schreibzugriffe gea¨ndert wird, wird die Versions-
nummer bei jedem Schreibzugriff durch den Ressourcenmanager inkrementiert. Diese Vorgehens-
weise erlaubt eine Pru¨fung des Protokolls fu¨r die synchronen und asynchronen Aktualisierungen,
weil eine Differenz zwischen Wert und Versionsnummer eines Replikats somit eine Verletzung
der Chronologie bedeutet und zu einem Systemabbruch fu¨hrt. Zusa¨tzlich kann auf diese Weise
einfach der Versionsabstand im KarmaClient abgelesen werden (siehe Abbildung 7.7).
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Abbildung 7.7.: Screenshot des Menu¨s im KARMA-Prototypen
Wenn keine Transaktion aktiv ist, dann kann die asynchrone Aktualisierung gestartet werden.
Dadurch werden, sofern mo¨glich, Auftra¨ge aus der Replica Queue abgearbeitet. Wie bereits
erwa¨hnt, wird die Anzahl der Konflikte eines Ressourcenmanagers zuru¨ckgesetzt, wenn diese
Funktion bei leerer Replica Queue aufgerufen wird. Unabha¨ngig davon, ob eine Transaktion aktiv
ist oder nicht, kann der Konsistenzgrad abgerufen werden oder die Regeldatei erneut gelesen
werden. Der Konsistenzgrad wird letztlich vom ReplicaQueueManager geliefert und wird gema¨ß
Definition 40 auf Seite 93 berechnet. Beim Lesen einer neuen Regeldatei wird wiederum die Datei
rules.txt gelesen (siehe oben). Weil die Datei rules.txt zwischenzeitlich gea¨ndert werden
kann, ist dadurch eine Anpassung der Replikationsstrategie RegRess zur Laufzeit mo¨glich.
Beim Prototyp KARMA werden umfangreiche Log-Daten wa¨hrend der Verarbeitung ausge-
geben, um insbesondere die Protokolle fu¨r Schreib- und Lesezugriffe und den Regelinterpreter
u¨berwachen zu ko¨nnen. In Abbildung 7.8 werden Log-Daten gezeigt, die vornehmlich den Re-
gelinterpreter betreffen. Insbesondere fu¨r die Ereignis- und Aktionsarten werden Nummerncodes
verwendet, die bei der internen Abspeicherung der Regeln verwendet werden. Diese Nummern-
codes sind in der Klasse KarmaErrors als Konstanten definiert (siehe Anhang C). Im Beispiel ist
eine Transaktion aktiv und es soll ein Schreibzugriff durchgefu¨hrt werden, wobei die initiierende
Komponente die Komponente 12 ist und das logische Objekt 3 mit dem Wert 1 geschrieben
werden soll. Das Beispiel beruht auf folgender Regel:
ON update(D) IF hour > 13 THEN changeableTrue(D)
Die Log-Daten in Abbildung 7.8 zeigen, dass der RequestHandler den Zugriff vom KarmaClient
an den SynchronousWriter weiterreicht. Der SynchronousWriter erlangt eine Sperre auf das
logische Objekt 3 und ruft anschließend den RuleInterpreter auf, der eine Partitionierung
der betroffenen Replikate ermittelt. An den Log-Daten des RuleInterpreter spiegelt sich der
im Listing 7.2 auf Seite 191 spezifizierte Ablauf wider. Zusa¨tzlich zeigen die Log-Daten detail-
lierte Informationen, z.B. wurde durch die Startereignisse die oben genannte Regel als
”
aus-
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Abbildung 7.8.: Screenshot der Log-Daten des KARMA-Prototypen: Regelinterpreter
zufu¨hrend“ gesetzt. Nach Abschluss der Inferenz wird das Ergebnis als Log-Datum angezeigt:
Alle Replikate mu¨ssen synchron aktualisiert werden, sind aber wechselfa¨hig. Danach kann der
SynchronousWriter seine Verarbeitung fortsetzen, indem zuna¨chst gepru¨ft wird, ob die syn-
chron zu aktualisierenden Replikate die Chronologie verletzen.
In Abbildung 7.9 ist ein weiterer Teil der Log-Daten zum oben genannten Beispiel abge-
bildet, wobei hier wesentliche Teile des Protokolls eines synchronen Schreibzugriffs zu sehen
sind (siehe Listing 4.1 auf Seite 71). Wenn der Schreibzugriff erfolgen kann, wird zuna¨chst ein
Sicherungspunkt (Savepoint, XAsetSP) gesetzt, wobei in der Abbildung 7.9 nur die letzten Res-
sourcenmanager der Operation zu sehen sind. Der SynchronousWriter ruft fu¨r jedes synchron
zu aktualisierende Replikat den DataTransformer auf, der seinerseits den Aufruf an den entspre-
chenden ResourceManager delegiert. Weil die Komponente 12 die initiierende Komponente ist,
wird ein Schreibfehler bei der zweiten Komponente mit Replikat geworfen (siehe oben). Infolge
der Wechselfa¨higkeit der Replikate kann das Replikat R32 asynchron aktualisiert werden.
Laut Protokoll fu¨r synchrone Schreibzugriffe wird nun die Teiltransaktion bis zum Sicherungs-
punkt zuru¨ckgerollt. Der Sicherungspunkt wird erneut gesetzt (Anmerkung: hier nicht zwingend
erforderlich, aber insbesondere bei offen-geschachtelten Transaktionen). Anschließend werden
die synchron zu aktualisierenden Replikate geschrieben und ein Auftrag an die Replica Queue
angeha¨ngt. Ein Auftrag entha¨lt die initiierende Komponente (12), die Zielkomponente (2), die
Objektnummer (3) und den Wert (1). Zusa¨tzlich erha¨lt der Auftrag einen Zeitstempel. Abschlie-
ßend sei angemerkt, dass sich die Log-Daten ausblenden lassen, indem in der Methode message
der Klasse IO die entsprechende Anweisung auskommentiert wird.
Der experimentelle Prototyp KARMA zeigt, dass die Spezifikation des KARMA (siehe Kapi-
tel 6) sich technisch umsetzen la¨sst. Die regelbasierte Koordination, genauer gesagt, die Bestim-
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Abbildung 7.9.: Screenshot der Log-Daten des KARMA-Prototypen: Protokoll Schreibzugriff
mung der Menge der betroffenen Replikate bei einem Zugriff auf Basis von Replikationsregeln,
konnte u¨berpru¨ft werden. Die Ausdrucksma¨chtigkeit der RRML (siehe Kapitel 5) konnte unter-
sucht werden, wobei festgestellt werden kann, dass mit den Regeln der RRML eine hohe Flexibi-
lita¨t gegeben ist. Es ko¨nnen unterschiedliche Replikationsstrategien nachgebildet oder erweitert
werden (siehe Abschnitt 7.3.4). Es hat sich gezeigt, dass der Regelinterpreter RuleInterpreter
in der Version 2.0 effizienter arbeitet als der Regelinterpreter der Version 1.0, weil die Terminie-
rung sich durch das einmalige Ausfu¨hren von Regeln ergibt. Durch diese Arbeitsweise wurden
keine Nachteile wa¨hrend der Tests erkennbar. Letztlich konnte gezeigt werden, dass die Pro-
tokolle fu¨r Schreib- und Lesezugriffe (siehe Abschnitt 4.2) technisch realisierbar sind. Sofern
entsprechende Regeln spezifiziert werden, ergibt sich eine ho¨here Anzahl an erfolgreichen Trans-
aktionen, weil Teiltransaktionen neu aufgesetzt werden ko¨nnen (siehe Beispiel oben). Allerdings
ist hierfu¨r eine aufwa¨ndigere Transaktionsverarbeitung no¨tig.
Weil im Prototyp KARMA der Client KarmaClient die Transaktionen sequentiell nacheinan-
der ausfu¨hrt, werden serielle Schedules [GR93] erzeugt. Die nebenla¨ufige Ausfu¨hrung von Trans-
aktionen muss gewa¨hrleisten, dass die so entstehenden Schedules zu einem seriellen Schedule
a¨quivalent sind. Ein bewa¨hrtes Mittel, mit dem nebenla¨ufige Transaktionen derart synchronisiert
werden ko¨nnen, dass serielle Schedules entstehen, sind Sperrverfahren (siehe Abschnitt 2.2.3).
Im Wesentlichen ist im KARMA eine Stelle bei Nebenla¨ufigkeit betroffen, na¨mlich die Sperren
auf logische Objekte (siehe Zeile 7 des Listings 4.1 auf Seite 71), um die chronologische Ver-
arbeitung von Zugriffen zu garantieren. Die Verwaltung der Sperren fu¨r logische Objekte kann
z.B. auf eine entsprechende Datenbank ausgelagert werden. Eine andere Mo¨glichkeit in der Pro-
grammiersprache Java bieten so genannte synchronisierte Blo¨cke (Schlu¨sselwort synchronized,
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[Kru¨00]). In diesen synchronisierten Blo¨cken muss dann das Setzen und Freigeben der Sperren
erfolgen.
Die Ressourcenmanager der Komponenten mit Replikat, genauer gesagt, der zu Grunde lie-
genden Datenbanken, und die Ressourcenmanager von transaktionalen Warteschlangen (siehe
Abschnitt 2.2.5) verwalten im allgemeinen ebenfalls Sperren zur Synchronisation, sodass hier-
auf nicht eingegangen werden muss. Liefert ein Ressourcenmanager z.B. einen Schreibfehler auf
Grund einer Sperre, dann ist im Prototypen KARMA eine entsprechende Reaktion implemen-
tiert (siehe oben). Wenn ein derartiges Sperrverfahren im Prototypen KARMA implementiert
werden soll, dann muss wie bei den Sperren fu¨r logische Objekte mit synchronisierten Blo¨cken
gearbeitet werden. Weiterhin ist dann kein komplettes Kopieren der Felder mo¨glich, die die Re-
plikate speichern, sondern es mu¨ssen einzelne Werte zuru¨ckgesetzt werden. Dafu¨r ko¨nnte z.B.
das Entwurfsmuster
”
Memento“ [GHJ04] eingesetzt werden.
Weiterhin wurde in dem hier vorgestellten Prototypen auf eine Verteilung des KARMA
verzichtet, d.h. die Komponente RegRessReplicator wurde nicht implementiert (siehe Ab-
schnitt 6.2). Allgemein bedeutet eine derartige Erweiterung, dass die beno¨tigten Daten des
ReplicaQueueManagers repliziert werden mu¨ssen. Wenn hierfu¨r z.B. das ROWA-Verfahren (sie-
he Abschnitt 3.3.1) verwendet wird, dann mu¨ssen die entsprechenden Daten in jeder Instanz
des KARMA geschrieben werden, z.B. das Anha¨ngen von Auftra¨gen in die jeweiligen Replica
Queues. Demzufolge mu¨ssen auch bei den weiteren Instanzen entsprechende Ressourcenmana-
ger implementiert sein, die sich bei einem Transaktionsmanager registrieren. Bezogen auf den
hier implementierten Prototypen bedeutet das, dass sich jeder ReplicaQueueManager, der die
Schnittstelle IExtendedXa implementieren muss, beim RDTM registriert.
7.3.3. Das KARMA-Plugin fu¨r das Simulationsframework F4SR
Das Simulationsframework F4SR (siehe Abschnitt 7.3.1) bietet die Mo¨glichkeit, per Plugin-
Mechanismus weitere Replikationsstrategien einzubinden, die dann mit dem Simulator analysiert
werden ko¨nnen. Bisher stehen die Replikationsstrategien ROWA, Majority Consensus, Peer-To-
Peer, CODA und ROAM zur Verfu¨gung (siehe Abschnitt 3.3). In diesem Abschnitt wird das
Plugin beschrieben, mit dem der in Abschnitt 7.3.2 beschriebene KARMA, der die Replikations-
strategie RegRess implementiert, eingebunden werden kann. Die grundsa¨tzliche Vorgehensweise
beim Einbinden von weiteren Replikationsstrategien in den F4SR ist in der Diplomarbeit von
Markus Fromme beschrieben [Fro06].
Damit das KARMA-Plugin im Simulator aufgerufen werden kann, muss die neue Replika-
tionsstrategie in der Benutzeroberfla¨che des F4SR bekannt gegeben werden. Dazu bietet die
Komponente Simulator im Paket f4sr.simulator.gui das Aufza¨hlungsobjekt STRATEGIES,
dem der Name
”
RegRess“ hinzugefu¨gt wird. Beim Generieren des Simulationsmodells, das in
der Benutzeroberfla¨che angestoßen wird, wird die ausgewa¨hlte Replikationsstrategie in der Me-
thode createReplicationStrategy() der Komponente Simulator instanziiert. Vor der Instan-
ziierung ko¨nnen an dieser Stelle weitere Eingaben abgefragt werden, die von der ausgewa¨hlten
Replikationsstrategie beno¨tigt werden.
Im Falle der Replikationsstrategie RegRess bzw. des KARMA ist die Eingabe eines Zeitinter-
valls no¨tig, dass die Zeitperiode fu¨r den Start der asynchronen Aktualisierung bestimmt (siehe
Komponente Timer im Abschnitt 6.2). Derartige Konfigurationsdaten der Replikationsstrate-
gie werden dem Konstruktor der Komponente, die die Replikationsstrategie implementiert, als
Parameter mitgegeben. Angemerkt sei, dass im Gegensatz zu den bisher implementierten Plug-
ins, die die jeweilige Replikationsstrategie in einer Komponente bzw. Klasse bereitstellen, das
KARMA-Plugin aus mehreren Komponenten bzw. Klassen besteht. Das KARMA-Plugin ent-
spricht im Wesentlichen dem in Abschnitt 7.3.2 vorgestellten Replikationsmanager KARMA, d.h.
das KARMA-Plugin basiert auf dem in Abbildung 7.6 auf Seite 188 dargestellten Paket KARMA,
dessen Komponenten fu¨r das Plugin im Paket f4sr.simulator.model.control.strategy un-
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tergebracht sind. Die Anpassungen, die fu¨r ein Plugin des F4SR notwendig waren, werden nach-
folgend beschrieben.
Die Komponente RequestHandler des KARMA-Pakets dient als Fassade zur Benutzung der
Komponenten des KARMA. Daher wird dem F4SR der RequestHandler in der oben genann-
ten Methode createReplicationStrategy() als Referenz auf die Replikationsstrategie Reg-
Ress bzw. auf den KARMA bekannt gegeben. Bei der Instanziierung des RequestHandler
werden analog zur Beschreibung in Abschnitt 7.3.2 die weiteren Komponenten des KARMA
instanziiert. Weil der F4SR u¨ber eine eigene, vereinfachte Transaktionsverarbeitung verfu¨gt
(siehe Abschnitt 7.3.1), die kein Registrieren von XA-fa¨higen Ressourcen erlaubt, kann sich
der ReplicaQueueManager nicht bei einem Transaktionsmanager registrieren, d.h. die Zugrif-
fe auf die Replica Queue unterliegen keiner Transaktionskontrolle. Demzufolge kann auch der
TxController des KARMA-Plugins die entsprechenden Funktionen zur Transaktionsverarbei-
tung nicht an den Transaktionsmanager des Simulationsmodells im Sinne der Schnittstelle
IExtendedTx (siehe Abbildung 7.6 auf Seite 188) weiterreichen. Die Methoden des TxController
werden zwar weiterhin aufgerufen, haben aber keine Funktionalita¨t.
Damit der Replikationsmanager des Simulationsmodells eine Replikationsstrategie nutzen
kann, muss die Schnittstelle IReplicationStrategy des F4SR implementiert werden. Somit
bietet der RequestHandler anstelle der Schnittstelle ILogicalAccess (siehe Abbildung 7.6 auf
Seite 188) im KARMA-Plugin die Schnittstelle IReplicationStrategy an, d.h. folgende Me-
thoden sind im RequestHandler implementiert worden (bei den nachfolgenden Methoden wurde
der Einfachheit halber auf die Parameterliste verzichtet):
• write(): Als Simulationsereignis ist ein Schreibzugriff auf ein logisches Objekt aufgetreten.
Der Replikationsmanager des Simulationsmodells leitet dementsprechend einen Schreibzugriff
an die Replikationsstrategie, d.h. im Falle des KARMA-Plugins an den RequestHandler. Die
Methode write() des RequestHandler ruft fu¨r den Schreibzugriff die Methode write() der
Komponente SynchronousWriter auf. Nach der Durchfu¨hrung der Operation werden dem
Analysator des F4SR vom RequestHandler entsprechende Protokollinformationen sowohl
im erfolgreichen Fall als auch im Fehlerfall u¨bermittelt.
• read(): Wie bei der Methode write(), jedoch wird der Aufruf vom RequestHandler nicht an
die Komponente Reader des KARMA-Plugins weitergeleitet. Der Aufruf wird als lokaler Auf-
ruf simuliert bzw. als Aufruf auf ein beliebiges Replikat (siehe Abschnitt 4.2.3). Somit ko¨nnen
wa¨hrend der Simulation Lesezugriffe auf veraltete Replikate als Schreib-/LesekonflikteR (sie-
he Definition 15 auf Seite 33) geza¨hlt werden. Auch in der Methode read() werden dem
Analysator des Simulationsmodells entsprechende Protokollinformationen geliefert.
• getLastAccessPeriod(): Diese Methode liefert die Antwortzeit des letzten Zugriffs und
wird vom Analysator des F4SR beno¨tigt.
• initialize(): Beim KARMA-Plugin dient diese Methode dazu, ein
”
RegRess“-Ereignis in
die Ereignisliste des Simulators einzutragen, wobei das Zeitintervall fu¨r die Ausfu¨hrungs-
periode der asynchronen Aktualisierung verwendet wird. Beim Auslo¨sen des
”
RegRess“-
Ereignisses durch den Simulator wird die Methode onRegRessEvent() des RequestHandler
aufgerufen. Die Methode onRegRessEvent() startet die asynchrone Aktualisierung mittels
der Methode startAsynchronous() des RequestHandler und erzeugt abschließend ein neues
”
RegRess“-Ereignis, damit die asynchrone Aktualisierung nach Ablauf des Zeitintervalls er-
neut aufgerufen wird. Hierdurch wird die Timer-Komponente realisiert (siehe Abschnitt 6.2).
• isUsingReadLocks() und isSynchronous(): Im KARMA-Plugin sind diese Methoden der
Schnittstelle IReplicationStrategy nicht von Bedeutung.
Gegenu¨ber der KARMA-Implementierung im Abschnitt 7.3.2, bei der der DataTransformer die
Referenzen zu den Schnittstellen der Ressourcenmanager (IPhysicalAccess) speichert, werden
diese Referenzen beim KARMA-Plugin als Parameter an die Methoden write() und read() des
RequestHandler u¨bergeben, der sie seinerseits an die entsprechenden Komponenten durchreicht.
Neben der Liste der Komponenten mit Replikat wird die initiierende Komponente u¨bergeben.
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Eine Komponente, die im F4SR DBNode genannt wird, speichert eine Liste von Replikaten. Ein
Replikat speichert einen Wert als String-Typ und kann eine Lese- und Schreibsperre setzen. Weil
sowohl die Komponenten als auch die Replikate im F4SR nummeriert sind, ko¨nnen sie, wie im
Abschnitt 7.3.2 vorausgesetzt, u¨ber einen Index identifiziert werden.
Damit das Konsistenzverhalten von RegRess wa¨hrend der Simulation beobachtet werden kann,
wird im RequestHandler nach jeder synchronen Aktualisierung (write()-Methode) und nach
jeder asynchronen Aktualisierung (startAsynchronous()-Methode) der Konsistenzgrad (siehe
Definition 40 auf Seite 93) der replizierten Datenbank berechnet. Neben dem aktuellen Konsis-
tenzgrad, der auf Basis der Replica Queue gema¨ß Gleichung 4.12 auf Seite 94 berechnet wird,
wird der gemittelte Konsistenzgrad gema¨ß Gleichung 4.6 auf Seite 93 ermittelt und laufend im
Konsolenfenster ausgegeben. Hierdurch kann die Entwicklung des Konsistenzgrades im einge-
schwungenen Zustand der Simulation beobachtet werden. Die Ausgabe kann in der Methode
computeDOC() abgeschaltet werden. Auch die Log-Informationen, die wa¨hrend der Ausfu¨hrung
des KARMA-Plugins analog zu der Implementierung, die in Abschnitt 7.3.2 beschrieben wurde,
ausgegeben werden, ko¨nnen u¨ber die message()-Methode ein- oder abgestellt werden.
Die Methode write() der Komponente SynchronousWriter bleibt im KARMA-Plugin un-
vera¨ndert und implementiert das Protokoll fu¨r den synchronen Schreibzugriff (siehe Listing 4.1
auf Seite 71). Jedoch muss hier streng darauf geachtet werden, dass zuna¨chst die synchron zu
aktualisierenden Replikate geschrieben werden und dann erst die Auftra¨ge in die Replica Queue
eingetragen werden. Der Grund hierfu¨r liegt in der eingeschra¨nkten Transaktionsverarbeitung
des F4SR, die keine Registrierung der Replica Queue als XA-fa¨hige Ressource erlaubt. Daher
werden Transaktionsfehler nur bei den Komponenten mit Replikat simuliert und die Manipula-
tion der Replica Queue wird als korrekt angenommen, d.h. das Zuru¨ckrollen einer Transaktion
betrifft bei Einhaltung oben genannter Reihenfolge nur die Komponenten mit Replikat.
Die Simulation von Nebenla¨ufigkeit wird im F4SR, wie bereits in Abschnitt 7.3.1 erwa¨hnt,
wie folgt realisiert: Der Replikationsmanager des Simulationsmodells startet eine Transaktion,
die durch eine eindeutige Identifikationsnummer identifiziert wird. Dann wird der Zugriff auf
ein logisches Objekt an die Komponente delegiert, die die gewa¨hlte Replikationsstrategie im-
plementiert, z.B. bei RegRess an den RequestHandler. Durch den Zugriff werden Sperren auf
die Objekte gesetzt. Abschließend stellt der Replikationsmanager des Simulationsmodells ein
”
Transaktionsende“-Ereignis in die Ereignisliste, wodurch ein Zeitintervall fu¨r die Verarbeitung
der Transaktion simuliert wird, weil die Sperren bis zur Abarbeitung des Ereignisses gehalten
werden. Wenn vor diesem
”
Transaktionsende“-Ereignis eine andere Transaktion gestartet wird,
dann kann es somit zu simulierten Konflikten kommen, weil mo¨glicherweise auf gesperrte Repli-
kate zugegriffen wird.
In der Methode start() der Komponente AsynchronousWriter, die das Protokoll fu¨r die
asynchrone Aktualisierung (siehe Listing 4.2 auf Seite 74) implementiert, wird auf die Simulation
von Nebenla¨ufigkeit verzichtet, weil ansonsten die Abarbeitung der Replica Queue behindert
wu¨rde. Bei der asynchronen Aktualisierung wird gema¨ß Protokoll jeder Auftrag der Replica
Queue in einer eigenen Transaktion bearbeitet. Wenn nun Sperren auf Replikate gesetzt werden,
die erst nach dem Auslo¨sen eines weiteren Ereignisses, also nach der aktuellen Bearbeitung
der asynchronen Aktualisierung, freigegeben werden, dann wu¨rden weitere Auftra¨ge, die das
gleiche Replikat schreiben, blockiert werden, d.h. je Start der aktuellen Aktualisierung wu¨rde
jedes Replikat ho¨chstens einmal geschrieben werden ko¨nnen. Daher wird bei der asynchronen
Aktualisierung die oben genannte Simulation von Nebenla¨ufigkeit nicht verwendet. Es wird
kein
”
Transaktionsende“-Ereignis erzeugt, sondern nach jedem Zugriff wird die Transaktion
entweder erfolgreich beendet oder zuru¨ckgerollt, sodass die Sperren wieder freigegeben werden.
Auch in diesem Fall koordiniert nicht der TxController die Transaktion (siehe oben), sondern
der Transaktionsmanager des Simulationsmodells.
Der Regelinterpreter RuleInterpreter bleibt im KARMA-Plugin im Wesentlichen gegenu¨ber
der Beschreibung in Abschnitt 7.3.2 unvera¨ndert, so wird z.B. auch hier die Regeldatei mit
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dem Namen rules.txt gelesen. Weil wa¨hrend der Simulation Antwortzeiten erzeugt werden,
die von Simulationsereignissen abha¨ngen (siehe Abbildung 7.4 auf Seite 185), und Konflikte
geza¨hlt werden, ko¨nnen die entsprechenden Funktionen von Bedingungen (siehe Listing 5.1 auf
Seite 117) auf diese Werte zugreifen, d.h. die Funktion responsetime bezieht die Antwortzeit
von den Komponenten mit Replikat (im F4SR DBNode genannt) und die Funktion conflicts
erha¨lt die Anzahl Konflikte von dem Analysator, der diesen Wert neben anderen Kennzahlen
zur Analyse des Simulationslaufs speichert. Die Funktion diff_value ist im KARMA-Plugin
auskommentiert, weil im Simulationsmodell die Replikate keine nummerischen Werte, sondern
Zeichenketten speichern. Sinnvolle Werte fu¨r die Funktion diff_time bzw. period ergeben sich
nur dann, wenn der Simulationslauf
”
gebremst“ abla¨uft, z.B. dadurch, dass Log-Informationen
ausgeben werden, die zusa¨tzlich die Eingabe von <Return> zur Fortsetzung erfordern.
Gegenu¨ber dem Prototypen KARMA (siehe Abschnitt 7.3.2), der u¨ber gezielte Schreib- und
Lesezugriffe das Testen der implementierten Protokolle und der Funktionalita¨t des Regelin-
terpreters erlaubt, dient das KARMA-Plugin eher dafu¨r, mittels des F4SR die Auswirkung
von unterschiedlichen Regeln auf das Konsistenzverhalten zu analysieren. Zwar ko¨nnen auch
im KARMA-Plugin Log-Informationen ausgegeben werden, die die korrekte Implementierung
demonstrieren, aber bei der hier eher großen Anzahl an Zugriffen wird eine große Menge an
Log-Informationen erzeugt. Wa¨hrend jedoch im Prototypen KARMA das Konsistenzverhalten,
insbesondere der Konsistenzgrad (siehe Abschnitt 4.3.3), auf Grund der einzeln einzugebenden
Zugriffe schwerlich zu untersuchen ist, zeigt der F4SR mit dem KARMA-Plugin hier seine Sta¨rke,
weil durch die Generierung von Ereignissen und die umfangreichen Konfigurationsmo¨glichkeiten
verschiedene Szenarien simuliert werden ko¨nnen. Hierauf wird im folgenden Abschnitt eingegan-
gen.
7.3.4. Evaluation der Simulationsexperimente
In diesem Abschnitt folgt die Evaluation der Replikationsstrategie RegRess bzw. dem Replikati-
onsmanager KARMA, der die Replikationsstrategie RegRess mit den zugeho¨rigen Protokollen fu¨r
Schreib- und Lesezugriffe und insbesondere einen Regelinterpreter fu¨r die Regelsprache RRML
implementiert. Dabei wird auf Simulationsla¨ufe des F4SR mit dem KARMA-Plugin (siehe Ab-
schnitt 7.3.3) eingegangen. Die Bewertung einer Replikationsstrategie erfolgt ha¨ufig hinsichtlich
der Ziele der Replikation (siehe Abschnitt 3.1): Konsistenz, Performance und Verfu¨gbarkeit. Im
Allgemeinen kann gesagt werden, dass die Verbesserung eines Ziels eine Verschlechterung der
anderen Ziele nach sich zieht, sodass von Zielkonflikten der Replikation gesprochen wird (siehe
Abbildung 3.1 auf Seite 28).
Die Koordination von Zugriffen erfolgt bei RegRess regelbasiert, d.h. je nachdem, welche
Regeln spezifiziert wurden, ergibt sich im Allgemeinen ein vera¨ndertes Verhalten von RegRess
hinsichtlich Konsistenz, Performance und Verfu¨gbarkeit. Weil in den Regeln neben Zeitangaben
auch Systemkennzahlen beru¨cksichtigt werden, ergibt sich ein dynamisches, adaptives Verhal-
ten. Diese Flexibilita¨t von RegRess, die durch die Sprachma¨chtigkeit der RRML gegeben ist,
erlaubt unterschiedlichste Priorisierung der Ziele Konsistenz, Performance und Verfu¨gbarkeit.
Daher sind konkrete Aussagen zu RegRess nur dann mo¨glich, wenn auf die Regelmenge Bezug
genommen wird, die der aktuellen Konfiguration zu Grunde liegt. Daher folgt in diesem Ab-
schnitt ein Vergleich zu anderen Replikationsstrategien bzw. den verwandten Arbeiten (siehe
Abschnitt 3.4), indem gezeigt wird, mit welchen Regeln die entsprechenden Replikationsstrate-
gien nachgebildet bzw. erweitert werden ko¨nnen. Zuvor wird kurz auf die Analysemo¨glichkeiten
des F4SR unter Beru¨cksichtigung des KARMA-Plugins eingegangen.
Der F4SR bietet als Benutzeroberfla¨che (GUI) drei Menu¨s: Settings, System und Simulation.
Wa¨hrend in den Menu¨s Settings und System Eingaben erforderlich sind (siehe Abbildung 7.10),
dient das Menu¨ Simulation lediglich zum Starten und Abbrechen eines Simulationslaufs. Im
Menu¨ Settings wird die zu analysierende Replikationsstrategie ausgewa¨hlt. Weiterhin kann die
Simulationszeit, das Schreib-/Leseverha¨ltnis, Zeiten fu¨r verschiedene Simulationsereignisse und
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Abbildung 7.10.: F4SR-Menu¨s
”
Settings“ und
”
System“
Faktoren fu¨r die Antwortzeit von Knoten bzw. deren U¨berlastungswahrscheinlichkeit gesetzt
werden. Die Zeit wird im F4SR in Zeiteinheiten eingegeben und gemessen. Fu¨r eine detaillierte
Beschreibung der Eingabemo¨glichkeiten sei auf die Diplomarbeit von Markus Fromme [Fro06]
verwiesen.
Im F4SR-Menu¨ System wird das verteilte System konfiguriert, indem die Anzahl Replikate
und Komponenten mit Replikat (im F4SR Nodes genannt) festgelegt werden. Weil in dieser
Dissertation laut Annahme von einer voll-replizierten Datenbank ausgegangen wird (siehe Ab-
schnitt 4.1.1), sind nur Werte in den Feldern
”
Full Replicates“ und
”
Number of Nodes“ ein-
zugeben. Hierbei ist zu beachten, dass diese Werte bei der Replikationsstrategie RegRess auf
die Regeldatei rules.txt und den Konstanten NumberOfObjects bzw. NumberOfComponents
im KARMA-Plugin abgestimmt werden mu¨ssen (Anmerkung: Auf eine Parametrisierung dieser
Werte wurde der Einfachheit halber verzichtet). Nach der Eingabe der Werte wird u¨ber die
Schaltfla¨che
”
Generate“ das verteilte System fu¨r die Simulation generiert, wobei ggf. zusa¨tzliche
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Listing 7.3: Regeln, die einen Versionsabstand von ho¨chstens 4 zulassen
1 S001 ON update (D00 ) IF ( true ) THEN async update (D00)
2 S002 ON async update (D00 ) IF ( d i f f v e r s i o n >= 4) THEN sync update (D00)
3
4 A001 ON wr i t e (D00 ) IF ( d i f f v e r s i o n < 4) THEN l a t e r (D00)
Listing 7.4: Regeln, die einen Versionsabstand von ho¨chstens 10 zulassen
1 S001 ON update (E00 ) IF ( true ) THEN async update (E00 )
2 S002 ON async update (E00 ) IF ( d i f f v e r s i o n >= 10) THEN sync update (E00 )
3
4 A001 ON wr i t e (E00 ) IF ( d i f f v e r s i o n < 10) THEN l a t e r (E00 )
5
6 E00
7 0
8 1
9 2
10 3
11 4
12 −1
Kennzahlen abgefragt werden. Im Fall der Replikationsstrategie muss ein Zeitintervall eingege-
ben werden, das die Periode fu¨r die asynchrone Aktualisierung festlegt (siehe Abbildung 7.10).
Anschließend kann der Simulationslauf im F4SR-Menu¨ Simulation gestartet werden.
Wenn die Simulation mit der Replikationsstrategie RegRess durchgefu¨hrt wird, dann wird
wa¨hrend eines Simulationslaufs im Konsolenfenster der aktuelle und der gemittelte Konsistenz-
grad ausgegeben (siehe Abschnitt 7.3.3). Die fortlaufende Ausgabe ermo¨glicht die Beobachtung
des Konsistenzgrades im eingeschwungenen Zustand der Simulation. In Abbildung 7.11 sind die-
se Werte dargestellt, die auf den Regeln basieren, die durch Listing 7.3 vorgegeben sind: Die
Regel in Zeile 1 besagt, dass alle Replikate asynchron aktualisiert werden. Durch die Regel in
Zeile 2, die eine ho¨here Priorita¨t als die erste Regel hat, wird jedoch eine synchrone Aktualisie-
rung gefordert, sofern der Versionsabstand gro¨ßer als vier ist. Weil die synchrone Aktualisierung
von Replikaten gema¨ß Protokoll (siehe Listing 4.1 auf Seite 71) nicht mo¨glich ist, wenn noch
Auftra¨ge der Replikate in der Replica Queue anstehen, wird der Schreibzugriff abgewiesen, d.h.
der Versionsabstand kann nicht gro¨ßer als vier werden. Die Regel in Zeile 4 besagt, dass die
asynchrone Aktualisierung erst bei einem Versionsabstand von vier aktiv wird.
Falls nun die Periode fu¨r die asynchrone Aktualisierung niedrig gesetzt wird, dann werden Re-
plikate, die einen Versionsabstand von vier erreicht haben, zeitnah aktualisiert, d.h. die entspre-
chenden Auftra¨ge aus der Replica Queue werden abgearbeitet, sodass der Versionsabstand dieser
Replikate wieder null ist. Die Erwartungswerte fu¨r dieses Beispiel wurden in Gleichung 4.17 auf
Seite 103 bzw. Gleichung 4.18 auf Seite 103 berechnet: VProb = 1, 488 bzw. KGProb = 0, 511.
Abbildung 7.11.: Konsistenzgrad bzgl. der Regeln im Listing 7.3
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Abbildung 7.12.: Konsistenzgrad bzgl. der Regeln im Listing 7.4
Die Abbildung 7.11 zeigt, dass diese Erwartungswerte durch die Simulation im Wesentlichen
erreicht werden: Der mittlere Versionsabstand hat den Wert VSim = 1, 489 und der mittlere
Konsistenzgrad den Wert KGSim = 0, 534.
An dieser Stelle soll nochmals auf den Versionsabstand (siehe Definition 41 auf Seite 93) und
den Konsistenzgrad (siehe Definition 40 auf Seite 93) eingegangen werden, die wa¨hrend der Si-
mulation angezeigt werden. Der Vorteil der Normierung beim Konsistenzgrad ist es, dass ein
hoher Versionsabstand nicht so stark ins Gewicht fa¨llt, der Nachteil, dass der Wert schwerer
zu interpretieren ist. Wenn nun das Beispiel wie im Listing 7.4 abgea¨ndert wird, wobei davon
ausgegangen wird, dass 15 logische Objekte existieren, dann wird nur noch ein Drittel der Re-
plikate asynchron aktualisiert, denen in diesem Fall ein Versionsabstand von zehn erlaubt ist.
Damit berechnen sich die Erwartungswerte fu¨r dieses zweite Beispiel wie folgt: VProb = 1, 488
bzw. KGProb = 0, 764.
In der Simulation werden die Erwartungswerte wie folgt angezeigt (siehe Abbildung 7.12): Der
mittlere Versionsabstand hat den Wert VSim = 1, 486 und der mittlere Konsistenzgrad den Wert
KGSim = 0, 775. Zuna¨chst kann gesagt werden, dass fu¨r beide Beispiele die Simulation die be-
rechneten Konsistenzgrade mit kleinen Abweichungen ermittelt. Verschiedene Simulationsla¨ufe
zeigen, dass je ho¨her die Simulationszeit ist, desto na¨her liegen die durch die Simulation ermit-
telten Werte bei den berechneten Erwartungswerten.
Weiterhin zeigen die beiden Beispiele den Unterschied des Versionsabstands und des Kon-
sistenzgrades. In beiden Beispielen ist der Versionsabstand der replizierten Datenbank gleich,
der Konsistenzgrad der replizierten Datenbank weist jedoch im zweiten Beispiel einen um ca.
50% ho¨heren Wert auf. Dies liegt daran, dass beim Konsistenzgrad der erlaubte ho¨here Versi-
onsabstand der Replikationseinheit E00 nicht so stark gewichtet ist und somit die konsistenten
Replikate aufgewertet werden. Damit kann geschlossen werden, dass beide Berechnungsarten fu¨r
die Analyse hilfreich sind.
Der Analysator des F4SR gibt die Ergebnisse eines Simulationslaufs in Form von Kreis- bzw.
Tortendiagrammen, die das Zugriffsverhalten wiedergeben, einem Antwortzeit-Diagramm und
Log-Informationen aus. In Abbildung 7.13 sind die Kreisdiagramme fu¨r das oben genannte,
zweite Beispiel dargestellt, d.h. die Kreisdiagramme zeigen die Ergebnisse eines Simulationslauf
mit der Replikationsstrategie RegRess unter Verwendung der Regeln in Listing 7.4. Das linke,
obere Kreisdiagramm zeigt das Schreib-/Leseverha¨ltnis, das im Wesentlichen den Vorgaben ent-
spricht. Das rechte, obere Kreisdiagramm zeigt das Verha¨ltnis von Lesezugriffen auf aktuelle
Replikate zu veralteten Replikaten. Weil durch die Regeln die Replikate der Replikationseinheit
E00 einen Versionsabstand von zehn haben du¨rfen und E00 ein Drittel der Replikate abdeckt,
zeigt das Kreisdiagramm das Verha¨ltnis von eins zu zwei fu¨r Lesezugriffe auf veraltete zu ak-
tuellen Replikaten. Das linke, untere Kreisdiagramm zeigt das Verha¨ltnis von erfolgreichen zu
ungu¨ltigen Lesezugriffen. Weil durch Schreibzugriffe Replikate gesperrt sein ko¨nnen, treten auch
ungu¨ltige Lesezugriffe auf. Das rechte, untere Kreisdiagramm zeigt das Verha¨ltnis von erfolgrei-
chen zu ungu¨ltigen Schreibzugriffen. Ungu¨ltige Schreibzugriffe treten dann auf, wenn eines der
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betroffenen Replikate bei der synchronen Aktualisierung gesperrt ist oder eine der entsprechen-
den Komponenten mit Replikat nicht verfu¨gbar ist.
Das Antwortzeit-Diagramm in Abbildung 7.14 basiert ebenfalls auf dem zweiten Beispiel. Die
Antwortzeit von Lesezugriffen, die durch rote Punkte dargestellt sind, variiert in Abha¨ngigkeit
der zugegriffenen Komponente mit Replikat, ha¨ngt also von der Konfiguration des verteilten
Systems ab. Die Antwortzeit von Schreibzugriffen (blaue Punkte) ist zweigeteilt: Bei Schreib-
zugriffen auf Replikate der Replikationseinheit E00 werden alle Auftra¨ge in der Replica Queue
gepuffert, wofu¨r aus Clientsicht eine geringe Zeit beno¨tigt wird. Die zeitversetzte Aktualisierung
bzw. Bearbeitung der Auftra¨ge der Replica Queue za¨hlt nicht zur Antwortzeit. Bei Replika-
ten, die nicht zur Replikationseinheit E00 geho¨ren, erfolgt ein synchronisierter Zugriff auf alle
Komponenten. Daher ha¨ngt die Antwortzeit von der langsamsten Komponente ab. Neben den
Antwortzeiten wird im Diagramm die Anzahl verfu¨gbarer Komponenten (Online Nodes, gru¨ne
Kennlinie) und die Lastspitzen von Komponenten (Overload Nodes, braune Kennlinie) ange-
zeigt.
Mit den Diagrammen des F4SR-Analysators sowie den berechneten Werten fu¨r den Versions-
abstand und Konsistenzgrad ist eine Beurteilung der Replikationsstrategie RegRess bzw. den
aktuell spezifizierten Regeln mo¨glich. Nichtsdestotrotz sind weitere Auswertungen denkbar, die
im Ausblick diskutiert werden (siehe Kapitel 9). Weil durch die Sprachma¨chtigkeit der RRML
unterschiedlichstes Verhalten von RegRess konfiguriert werden kann, werden nachfolgend kei-
ne weiteren Diagramme oder Beispiele gezeigt. Abschließend in dieser Evaluation wird RegRess
mit bekannten Replikationsstrategien, insbesondere den verwandten Arbeiten, verglichen. Dabei
wird gezeigt, wie mit RegRess die jeweiligen Replikationsstrategien nachgebildet bzw. erweitert
werden, in dem entsprechende Regeln angegeben werden. Dabei wird folgender Aufbau gewa¨hlt:
• Vergleich zu synchronen Replikationsstrategien (siehe Abschnitt 3.3.1)
• Vergleich zu asynchronen Replikationsstrategien (siehe Abschnitt 3.3.2)
• Vergleich zu adaptiven Replikationsstrategien (siehe Abschnitt 3.4.2)
Vergleich zu synchronen Replikationsstrategien
Die Replikationsstrategie ROWA (Read One Write All) ist im Grunde die Voreinstellung von
RegRess, weil bei keiner Angabe von Regeln jedes Replikat eines logischen Objekts bei einem
Schreibzugriff synchron aktualisiert wird. Damit kann ein lokales oder beliebiges Replikat gelesen
werden, um stets einen Lesezugriff auf ein aktuelles Replikat zu erhalten. Durch RegRess ist
z.B. eine Erweiterung mo¨glich, bei der die logischen Objekte nach wichtigen Daten, die stets
konsistent sein mu¨ssen, und weniger wichtigen Daten, die tempora¨r inkonsistent sein du¨rfen,
Abbildung 7.13.: Kreisdiagramme des F4SR
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Abbildung 7.14.: Antwortzeit-Diagramm des F4SR
klassifiziert werden. Wenn die weniger wichtigen, logischen Objekte der Replikationseinheit E1
zugeordnet werden, dann wird oben genanntes Verhalten durch folgende Regel erreicht:
(1) ON update(E1) IF true THEN async update(E1)
Durch die Regel (1) werden Schreibzugriffe auf logische Objekte der Replikationseinheit E1
grundsa¨tzlich asynchron aktualisiert. Hierdurch werden im Allgemeinen weniger Transaktionen
abgebrochen, als bei der synchronen Aktualisierung. Auch die Performance wird durch die Re-
gel (1) erho¨ht, weil der Client nicht auf die Bearbeitung des synchronisierten Zugriffs warten
muss. Die Replikationsstrategie ROWA-Available erweitert ROWA dadurch, dass nicht-verfu¨gba-
re Komponenten zeitversetzt aktualisiert werden, d.h. nicht-verfu¨gbare Komponenten bedingen
keinen Abbruch der Transaktion. ROWA-Available wird durch folgende Regel nachgebildet.
(2) ON update(D) IF true THEN changeableTrue(D)
Die Regel (2) besagt, dass alle Replikate wechselfa¨hig sind, sodass bei Nicht-Verfu¨gbarkeit von
Komponenten die entsprechenden Replikate asynchron aktualisiert werden. Weil im Allgemei-
nen Nicht-Verfu¨gbarkeit nicht von Nicht-Erreichbarkeit durch Netzpartitionierung unterschieden
werden kann, ko¨nnen sowohl bei ROWA-Available als auch bei RegRess Inkonsistenzen beim Le-
sen beliebiger Replikate auftreten. Bei RegRess ko¨nnen jedoch konsistente Lesezugriffe dadurch
erzwungen werden, dass u¨ber den Replikationsmanager KARMA zugegriffen wird und geeignete
Leseregeln definiert werden.
Weil bei RegRess nicht vorgesehen ist, Sperren auf Replikate zu setzen, deren Aktualisierungs-
auftrag noch in der Replica Queue ansteht, kann die Replikationsstrategie Primary Copy nur in
der Variante nachgebildet werden, bei dem Lesezugriffe auch die Prima¨rkopie bzw. den Replika-
tionsmanager KARMA kontaktieren. Um konsistente Lesezugriffe durchzufu¨hren, muss im Falle
von RegRess der Lesezugriff u¨ber den KARMA erfolgen. Eine Zuordnung von logischen Objekten
zu Prima¨rkopien bzw. eine Verteilung der Prima¨rkopien auf verschiedene Komponenten ist mit
RegRess einfach durch die Definition entsprechender Replikationseinheiten und entsprechenden
Regeln mo¨glich. Sei angenommen, dass die logischen Objekte in drei Replikationseinheiten E1,
E2 und E3 partitioniert werden und die Komponente Ki die Prima¨rkopie der Replikationseinheit
Ei speichern soll. Dann wird eine derartige Verteilung durch folgende Regeln bewirkt:
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(3a) ON update(D) IF true THEN async update(D)
(3b) ON async update(E1) IF true THEN sync update(K1)
(3c) ON async update(E2) IF true THEN sync update(K2)
(3d) ON async update(E3) IF true THEN sync update(K3)
Die Regeln (3b), (3c) und (3d) mu¨ssen eine ho¨here Priorita¨t als die Regel (3a) erhalten, da-
mit die zuvor gesetzte, asynchrone Aktualisierungsart derart u¨berschrieben wird, dass fu¨r die
jeweilige Replikationseinheit die entsprechende Komponente synchron aktualisiert wird. Auch
hier sind verschiedene Erweiterungen denkbar, z.B. kann anstatt einer Prima¨rkopie eine Menge
von Prima¨rkopien angelegt werden, indem die entsprechende Regel kopiert wird und weitere
Komponenten synchron aktualisiert werden.
Votierungsverfahren ko¨nnen mit RegRess in der Version 2.0 nicht nachgebildet werden. Zwar
kann bei RegRess auch eine Menge von Replikaten synchron aktualisiert werden, sodass an-
schließende Lesezugriffe verfu¨gbare, konsistente Replikate identifizieren. Bei Lesezugriffen u¨ber
den KARMA bietet RegRess sogar ho¨here Flexibilita¨t als feste Quorengro¨ßen, beno¨tigt aber
ho¨heren Kommunikationsaufwand, um konsistente Replikate zu bestimmen. Aber andererseits
ko¨nnen bei RegRess keine Quorenmengen zusammengestellt werden, es ist keine Gewichtung
und keine Strukturierung von Komponenten mo¨glich.
Vergleich zu asynchronen Replikationsstrategien
Die unidirektionale, asynchrone Replikationsstrategie Master/Slave-Replikation gleicht der Re-
plikationsstrategie Primary Copy, wobei dann ohne Sperren gearbeitet wird und somit inkonsis-
tente Lesezugriffe mo¨glich sind. Damit kann die Master/Slave-Replikation durch folgende Regeln
nachgebildet werden, wenn angenommen wird, dass genau ein Master existiert und die Kompo-
nente K0 dieser Master ist:
(4a) ON update(D) IF true THEN async update(D)
(4b) ON async update(K0) IF true THEN sync update(K0)
Die Regel (4a) sorgt zuna¨chst fu¨r die asynchrone Aktualisierung aller Replikate und die Re-
gel (4b), die eine ho¨here Priorita¨t als die Regel (4a) bekommt, bestimmt die Komponente K0
dadurch zum Master, dass alle Replikate von K0 synchron aktualisiert werden, d.h. in der Client-
Transaktion aktualisiert werden. Wie bei der Master/Slave-Replikation ko¨nnen auch bei RegRess
Lesezugriffe auf lokale oder beliebige Replikate inkonsistent, genauer gesagt, veraltet sein. Im
Allgemeinen wird bei der Master/Slave-Replikation die zeitversetzte Aktualisierung unmittel-
bar nach A¨nderung des Masters angestoßen. Bei RegRess geschieht dies ebenfalls dadurch, dass
keine Regel fu¨r die asynchrone Aktualisierung definiert wird.
Andere unidirektionale Replikationsstrategien begrenzen das Alter von Replikaten bzw. tole-
rieren ein vorgegebenes Alter der Replikate durch abgeschwa¨chte Konsistenzbedingungen (siehe
Abschnitt 3.2.3). Die Replikationsstrategie Quasi Copies verwendet z.B. Koha¨renzbedingungen.
RegRess bildet Quasi Copies durch die Funktionen diff_version, diff_time und diff_value
in Bedingungen nach, wobei bei RegRess durch die feingranularen Definitionsmo¨glichkeiten der
Regeln eine gro¨ßere Flexibilita¨t gegeben ist. Gleiches gilt fu¨r die Replikationsstrategie Snap-
shots, die durch die Funktion period nachgeahmt wird. Erweiterungen sind hier z.B. in RegRess
mo¨glich, indem die Absta¨nde abha¨ngig von der Tageszeit variieren:
(5a) ON update(D) IF true THEN async update(D)
(5b) ON write(D) IF diff time < 300 and hour < 13 THEN later(D)
(5c) ON write(D) IF diff time < 900 and hour > 12 THEN later(D)
Durch die Regel (5a) wird festgelegt, dass alle Replikate asynchron aktualisiert werden. Wa¨hrend
die Regel (5b) vormittags einen Zeitverzug von 5 Minuten gestattet, darf nachmittags der Zeit-
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verzug auf Grund der Regel (5c) 15 Minuten betragen. Bei RegRess kann neben periodischen
Zeitintervallen und Koha¨renzbedingungen auch der Konsistenzgrad in Regeln verwendet werden
und erlaubt damit, unterschiedliche abgeschwa¨chte Konsistenzbedingungen fu¨r verschiedene Re-
plikationseinheiten festzulegen.
Die Peer-To-Peer-Replikation als bidirektionale Replikationsstrategie gestattet Schreibzugriffe
auf beliebige Replikate mit anschließender asynchroner Propagierung. Ha¨ufig wird der Schreibzu-
griff auf die lokale Komponente mit Replikat durchgefu¨hrt und anschließend wird die A¨nderung
den anderen Komponenten mit Replikat mitgeteilt. Wenn angenommen wird, dass die initiieren-
de Komponente die lokale Komponente mit Replikat ist, dann kann RegRess dieses Verhalten
durch folgende Regeln nachstellen:
(6a) ON update(D) IF true THEN async update(D)
(6b) ON async update(D) IF init node = 0 THEN sync update(K0)
:
(6c) ON async update(D) IF init node = i THEN sync update(Ki)
:
(6d) ON async update(D) IF init node = n THEN sync update(Kn)
Wiederum wird durch die erste Regel (6a) die asynchrone Aktualisierung fu¨r alle Replikate
gewa¨hlt. Die folgenden Regeln mu¨ssen eine ho¨here Priorita¨t als (6a) besitzen, um beru¨cksichtigt
zu werden. Fu¨r jede initiierende Komponente muss eine Regel definiert werden, mit der die
synchron zu aktualisierende Komponente bestimmt wird, d.h. in den Regeln (6c) und (6d) sind
entsprechende Werte einzusetzen, weil die RRML in der Version 2.0 keine Variablen gestattet.
Andere bidirektionale Replikationsstrategien wie Independent Updates oder Data Patch haben
Verfahren konzipiert, mit denen Schreib-/SchreibkonflikteR (siehe Definition 16 auf Seite 33)
behandelt werden ko¨nnen, z.B. die Verwendung von Versionsvektoren oder die Berechnung von
u¨berlebenden A¨nderungen durch Regeln. Bei RegRess werden Schreib-/SchreibkonflikteR durch
das Protokoll fu¨r synchrone Schreibzugriffe vermieden (siehe Listing 4.1 auf Seite 71), speziell
durch die chronologische Verarbeitung der Zugriffe. Allerdings muss sich hierfu¨r der KARMA in
dem Fall, dass der KARMA selbst verteilt ist, synchronisieren. So ist z.B. eine Synchronisation
der verteilten Replica Queue no¨tig. Wenn auf diesen Aufwand bei RegRess verzichtet werden
soll, dann mu¨sste eines der in Abschnitt 3.3.2 genannten Verfahren implementiert werden.
Des Weiteren wurden bidirektionale Replikationsstrategien wie CODA oder ROAM entwickelt,
die prima¨r bei der Verwendung von mobilen Systemen eingesetzt werden oder bei eingeschra¨nkter
Verbindung, z.B. auf Grund geringer Netzbandbreite. Bei diesen Replikationsstrategien werden
die Komponenten mit Replikat ha¨ufig strukturiert bzw. klassifiziert, z.B. als Server und ressour-
censchwacher Client. Weil derartige Unterscheidungen bei RegRess nicht vorgenommen werden,
wird auf ein Vergleich verzichtet.
Vergleich zu adaptiven Replikationsstrategien
Die adaptiven synchronen Replikationsstrategien sind ha¨ufig Mischverfahren, wobei meistens
Votierungsverfahren verwendet werden. Missing Updates wechselt z.B. von der Replikations-
strategie ROWA zum Votierungsverfahren Majority Consensus, falls bei einem Schreibzugriff
ein Replikat nicht mehr erreicht wird. Weil der Fokus von RegRess auf die asynchrone Ak-
tualisierung liegt und in der Version 2.0 keine Votierungsverfahren oder andere synchrone Re-
plikationsstrategien mit Ausnahme von ROWA nachgestellt werden ko¨nnen, eru¨brigt sich ein
Vergleich.
Die adaptive asynchrone Replikationsstrategie FAS zeichnet sich dadurch aus, dass A¨nderun-
gen gema¨ß der Replikationsstrategie Primary Copy ohne Verwendung von Sperren propagiert
werden. Fu¨r Lesezugriffe kann ein so genannter Frischeindex als Konsistenzbedingung angege-
ben werden, auf Basis dessen ein geeignetes Replikat fu¨r den Lesezugriff ausgewa¨hlt werden
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kann. Diese Idee wurde bei RegRess durch die Leseregeln aufgenommen und um die Mo¨glichkeit
erweitert, auch technische Bedingungen beim Lesen zu beru¨cksichtigen:
(7a) ON read(E1) IF true THEN getConsistency(V )
(7b) ON read(E2) IF true THEN getPerformance(R)
Die Regel (7a) erlaubt analog zur Replikationsstrategie FAS die Auswahl von Replikaten, die
bestimmten Konsistenzbedingungen genu¨gen, z.B. in diesem Fall ist durch den Parameter
”
V“
der Versionsabstand fu¨r die Replikationseinheit E1 spezifiziert. Ein Client gibt bei einem Lese-
zugriff die maximale Grenze fu¨r den Versionsabstand als Parameter mit. Demgegenu¨ber bezieht
sich die Regel (7b) auf die Replikationseinheit E2, fu¨r die durch den Parameter ”
R“ die Ant-
wortzeit der Komponenten mit Replikat beru¨cksichtigt wird. In RegRess ko¨nnen dieses Regeln
auch kombiniert werden, d.h. es werden Replikate fu¨r den Lesezugriff bestimmt, die bestimmten
Konsistenz- und Performancekriterien genu¨gen.
Eine Pufferung von A¨nderungen wird auch bei der Replikationsstrategie Fracs vorgenommen.
Wenn eine Grenze erreicht wird, dann werden keine weiteren Schreibzugriffe zugelassen, bis der
Puffer geleert ist. Als Abstandsfunktion dient der Versionsabstand. RegRess puffert A¨nderun-
gen in der Replica Queue, erlaubt aber gegenu¨ber Fracs unterschiedlichste Funktionen, die die
Bearbeitung der Auftra¨ge der Replica Queue anstoßen. Weiterhin kann mittels Regeln festge-
legt werden, ob alle Auftra¨ge der Replica Queue bearbeitet werden sollen oder nur ein einzelner
Auftrag je Replikat mit anschließender erneuter Pru¨fung der Bearbeitungsbedingung:
(8a) ON update(E3) IF true THEN async update(E3)
(8b) ON write(E3) IF diff time < 300 THEN later(E3)
(8b) ON write(E3) IF diff time ≥ 300 THEN one(E3)
Fu¨r Replikate der Replikationseinheit E3 wird im Beispiel durch die Regel (8a) die asynchrone
Aktualisierung festgelegt. Bei der asynchronen Aktualisierung wird durch die Regel (8b) be-
stimmt, dass Auftra¨ge, die noch keine fu¨nf Minuten alt sind, nicht bearbeitet werden. Die Regel
(8c), die ho¨her priorisiert werden muss als Regel (8b), sorgt dafu¨r, dass genau ein Auftrag des
Replikats bearbeitet wird. Folgt ein weiterer Auftrag fu¨r dieses Replikat, dann wird erneut der
Zeitverzug gepru¨ft.
Die Replikationsstrategie Tact nutzt einen dreidimensionalen Vektor fu¨r die Koha¨renzbedin-
gungen, d.h. fu¨r den Versionsabstand, fu¨r den Zeitverzug und fu¨r die Wertdifferenz. Bei RegRess
ko¨nnen die unterschiedlichen Konsistenzeigenschaften in der Bedingung einer Regel durch logi-
sche Verknu¨pfung entsprechender arithmetischer Ausdru¨cke kombiniert werden. Wenn z.B. die
Regel (8b) durch die Regel (9) ersetzt wird, dann wird ein Auftrag der Replica Queue nicht
bearbeitet, solange der Zeitverzug kleiner als 5 Minuten oder der Versionsabstand kleiner als
drei ist:
(9) ON write(E3) IF diff time < 300 or diff version < 3 THEN later(E3)
Auch bei der Replikationsstrategie Aspect werden im Wesentlichen Koha¨renzbedingungen fu¨r
die Ermittlung von Absta¨nden benutzt. RegRess erweitert diesen Ansatz insbesondere um die
technischen Konsistenzbedingungen, die z.B. durch die Funktionen conflicts, datasize oder
responsetime in den Bedingungen von Regeln einfließen ko¨nnen:
(10) ON update(E3) IF conflicts < 100 THEN async update(E3)
(11) ON write(E3) IF responsetime > 1000 THEN later(E3)
Durch die Regel (10) wird z.B. festgelegt, dass eine asynchrone Aktualisierung der Replikate
der Replikationseinheit E3 nur dann zula¨ssig ist, solange die Anzahl an Konflikten kleiner als
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100 ist. Eine Aktualisierung der asynchron zu aktualisierenden Replikate erfolgt aber nur dann,
wenn, wie durch Regel (11) bestimmt, die Antwortzeit der Zielkomponente kleiner oder gleich
1000 Millisekunden ist.
Durch die Sprachma¨chtigkeit der RRML, Version 2.0, ko¨nnen also mit der in dieser Disser-
tation entwickelten Replikationsstrategie RegRess die oben genannten Replikationsstrategien
nachgebildet werden. Weiterhin ko¨nnen Mischverfahren durch geeignete Regeln definiert werden
bzw. Erweiterungen bestehender Replikationsstrategien vorgenommen werden. Die feingranula-
re Definition von Regeln erlaubt unterschiedliches Verhalten fu¨r Replikationseinheiten, logische
Objekte oder Komponenten mit Replikat. Weil in den Regeln neben Datum- und Zeitfunktio-
nen auch Systemkennzahlen beru¨cksichtigt werden ko¨nnen, kann eine Adaption zur Laufzeit
erreicht werden. Votierungsverfahren oder andere strukturierte Replikationsstrategien werden
derzeit von RegRess nicht unterstu¨tzt.
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8. Zusammenfassung und Fazit
In heterogenen, autonomen Informationssystemen stellt die Replikation von Daten hohe An-
spru¨che an eine geeignete Replikationsstrategie. So ist eine Kopplung der Informationssyste-
me no¨tig und fu¨r die Schreib- und Lesezugriffe auf die Replikate wird ein Transaktionskonzept
beno¨tigt, das zumindest verteilte Transaktionen verarbeiten kann. Vor allem aber muss hinsicht-
lich der Replikationsziele Verfu¨gbarkeit, Performance und Konsistenz durch die Replikationsziele
ein geeigneter Trade-Off erreicht werden. Dieses Abwa¨gen hinsichtlich der Replikationsziele wird
dadurch erschwert, dass die beteiligten Informationssysteme ihre Systemzusta¨nde a¨ndern und
dass auf diese Vera¨nderungen reagiert werden muss. Daher wurden in der ju¨ngeren Vergan-
genheit im Allgemeinen adaptive Replikationsstrategien entwickelt, die sich zur Laufzeit den
vera¨nderten Systemzusta¨nden anpassen.
Der Hauptbeitrag dieser Dissertation ist die regelbasierte Replikationsstrategie RegRess sowie
die Regelsprache RRML, die die Formulierung von Replikationsregeln fu¨r RegRess ermo¨glicht.
Bei RegRess erfolgt die Koordination fu¨r Schreib- und Lesezugriffe auf Basis dieser Regeln, d.h.
bei jedem Zugriff wird eine Inferenz der Regeln durchgefu¨hrt, womit die von dem Zugriff betrof-
fenen Replikate ermittelt werden. Durch diese Vorgehensweise wird unterschiedlichstes Konsis-
tenzverhalten von RegRess realisiert, insbesondere werden tempora¨re Inkonsistenzen toleriert,
sodass RegRess zu den asynchronen Replikationsstrategien zu za¨hlen ist. Eine Regelmenge mit
fu¨r den Anwendungsfall spezifizierten Regeln bildet die Konfiguration von RegRess. Weil in den
Regeln Systemzusta¨nde beru¨cksichtigt werden ko¨nnen, kann zur Laufzeit das Verhalten ange-
passt werden, d.h. bei RegRess handelt es sich um eine konfigurierbare, adaptive, asynchrone
Replikationsstrategie.
Fu¨r die Pra¨sentation der hier entwickelten Konzepte wurden in den Grundlagen zuna¨chst all-
gemeine Begriffe verteilter Systeme eingefu¨hrt. Speziell fu¨r die Datenreplikation wurden Begriffe
definiert, um eine einheitliche Terminologie fu¨r diese Dissertation festzulegen. Einen Schwer-
punkt dabei bildeten die Definitionen fu¨r die abgeschwa¨chte Konsistenz in replizierten Daten-
banken, genauer gesagt, wurden verschiedene Konsistenzmaße zusammengetragen, die auf For-
schungsarbeiten in replizierten Datenbanken beruhen. Diese Konsistenzmaße konnten damit bei
der Spezifikation des Konsistenzverhaltens von RegRess beru¨cksichtigt werden.
Bei RegRess werden Schreibzugriffe auf ein logisches Objekt derart koordiniert, dass die Re-
plikate des logischen Objekts in synchron und asynchron zu aktualisierende Replikate partitio-
niert werden. Die Partitionierung wird durch Inferenz der spezifizierten Regeln ermittelt. Bei
der synchronen Aktualisierung werden innerhalb einer synchronisierten (Teil-)Transaktion die
synchron zu aktualisierenden Replikate geschrieben sowie Auftra¨ge fu¨r die asynchron zu aktua-
lisierenden Replikate in die Replica Queue geschrieben. Die Replica Queue, die eine persistente
Pufferung realisiert, muss demnach eine transaktionale Verarbeitung von verteilten Transak-
tionen unterstu¨tzen. Die asynchron zu aktualisierenden Replikate werden zeitversetzt in der so
genannten asynchronen Aktualisierung geschrieben. Die Veralterung der Replikate wird dabei
wiederum durch Inferenz der Regeln gesteuert, d.h. mittels Auswertung der Regeln wird be-
stimmt, ob derzeit ein asynchron zu aktualisierendes Replikat geschrieben werden darf oder
nicht. Auch die Menge der Replikate, aus der ein Replikat fu¨r einen Lesezugriff ausgewa¨hlt wird,
wird per Inferenz der Regeln berechnet, wobei spezielle Eigenschaften der zu lesenden Replikate
festgelegt werden ko¨nnen.
Die Protokolle von RegRess fu¨r die synchrone und die asynchrone Aktualisierung sowie fu¨r
Lesezugriffe wurden spezifiziert, wodurch die regelbasierte Koordination festgeschrieben wurde.
Ein wichtiger Aspekt bei den Protokollen fu¨r die Schreibzugriffe ist die Einhaltung der chro-
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nologischen Verarbeitung, wodurch dass Korrektheitskriterium
”
letztendliche Konsistenz“ von
RegRess gewa¨hrleistet wird. Daneben wurde in den Protokollen das transaktionale Verhalten
der Zugriffe spezifiziert. So bedeutet z.B. ein Transaktionsfehler beim synchronen Schreibzugriff
nicht zwingend ein Zuru¨ckrollen der gesamten Transaktion, sondern ein Zuru¨ckrollen der aktu-
ellen Teiltransaktion mit folgendem Neuaufsetzen, wobei das fehlerverursachende Replikat dann
asynchron aktualisiert wird, wenn es gema¨ß Regeln wechselfa¨hig ist.
Um eine mo¨glichst große Flexibilita¨t bei der Koordination von Zugriffen zu erreichen, wur-
de eine Anforderungsanalyse hinsichtlich der Replikationsziele Verfu¨gbarkeit, Performance und
Konsistenz durchgefu¨hrt. Dabei wurden zuna¨chst Anforderungen an die Inferenz als solches
spezifiziert, die z.B. den Start- und Endzustand einer Inferenz bzw. die Reaktion im Fehler-
fall festlegen, wobei dann der Schwerpunkt auf Konsistenz liegt. Die Anforderungen fu¨r die
fachlichen Konsistenzbedingungen ergeben sich im Wesentlichen durch die in den Grundlagen
zusammengetragenen abgeschwa¨chten Konsistenzbegriffe. Als Beitrag von RegRess sind spezi-
ell die Anforderungen fu¨r die technischen Konsistenzbedingungen zu sehen, bei denen z.B. die
Performance in Form von Antwortzeiten beru¨cksichtigt sind.
Ein wichtiges Beurteilungsmerkmal einer Replikationsstrategie ist das zugrunde liegende Kor-
rektheitskriterium, nach dem die Koordination der Zugriffe erfolgt. RegRess erreicht durch die
chronologische Verarbeitung das aus der Literatur bekannte Korrektheitskriterium
”
letztendli-
che Konsistenz“. Um aber genauere Angaben zur Konsistenz der replizierten Datenbank vorzu-
nehmen, wurde das Konsistenzmaß
”
Konsistenzgrad“ definiert bzw. gezeigt, wie ein derartiger
Konsistenzgrad durch Messung am realen System, durch Simulation oder analytisch bestimmt
werden kann. Des Weiteren wurde eine Vorgehensweise aufgezeigt, wie ein Trade-Off hinsichtlich
der Replikationsziele Verfu¨gbarkeit, Performance und Konsistenz ermittelt wird, wobei dann der
Konsistenzgrad verwendet werden kann.
Der Schwerpunkt bei der Entwicklung der Regelsprache RRML, mit der Replikationsregeln fu¨r
RegRess formuliert werden, bildet der konzeptionelle Entwurf der Sprache, bei dem die Syntax
und die Semantik festgelegt wurden. Die Regeln werden dabei in der ON-IF-THEN-Darstellung
pra¨sentiert, die auch bei der Festlegung der Syntax in der Backus-Naur-Form verwendet wird.
Weil Replikationsregeln in Widerspruch stehen ko¨nnen, d.h. die Aktionen von auszufu¨hrenden
Regeln lo¨sen unterschiedliche Zustandsa¨nderungen aus, werden widerspru¨chliche Regeln durch
Widerspruchsregeln behandelt. Dabei wird im Wesentlichen eine u¨berlebende Regel bestimmt.
Die semantische Bedeutung der Ereignisse und Aktionen von Regeln fu¨r die synchrone und
asynchrone Aktualisierung, von Regeln fu¨r Lesezugriffe und von Widerspruchsregeln wurde de-
tailliert spezifiziert, wobei die Ereignisse und die Aktionen parametrisiert sind. Mo¨gliche Pa-
rameter sind z.B. Replikationseinheiten, logische Objekte oder die initiierenden Komponenten.
Durch die Aktionen wird im Fall der synchronen Aktualisierung die Partitionierung bestimmt,
im Fall der asynchronen Aktualisierung die Erlaubnis fu¨r einen Schreibzugriff, im Fall eines
Lesezugriffs die Menge der passenden Replikate und im Fall von Widerspruchsregeln die Wider-
spruchsbehandlung. Der Ablauf der jeweiligen Aktionsart, der bei der Inferenz auszufu¨hren ist,
wurde als Protokoll spezifiziert. Es sei nochmals angemerkt, dass die Aktionen keine Zugriffe auf
die Replikate durchfu¨hren, sondern fu¨r einen Replikationsmanager die Art der Zugriffe ermitteln.
Der Bedingungsteil ist fu¨r alle Regeln gleich. Eine Bedingung ist eine vereinfachte, pra¨dika-
tenlogische Formel. Dabei wird auf Quantoren verzichtet und Pra¨dikate ko¨nnen durch logische
Operatoren zu Formeln verknu¨pft werden. Pra¨dikate selbst sind zweistellig, wobei eine Funkti-
on mit einer Konstanten verglichen wird. Es wurden Funktionen fu¨r Datum und Uhrzeit, fu¨r
die Identifikation der beteiligten Komponenten und Objekte sowie fu¨r fachliche und technische
Konsistenzbedingungen definiert. Mittels dieser Funktionen in den Bedingungen wird das flexi-
ble Verhalten von RegRess erreicht, weil sowohl Konsistenzmaße als auch technische Kennzahlen
zeitabha¨ngig beru¨cksichtigt werden ko¨nnen.
Damit RegRess eingesetzt werden kann, wurde der Replikationsmanager KARMA entworfen.
Der KARMA realisiert RegRess inklusive eines Regelinterpreters fu¨r die Regeln der RRML.
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Daher wurde eine geeignete, komponentenbasierte Softwarearchitektur erstellt und eine Spe-
zifikation der Komponenten vorgenommen. Weil es sich bei den Zugriffen auf die Replikate
um verteilte, geschachtelte Transaktionen handelt, wurde das beno¨tigte Transaktionsverhalten
spezifiziert. Idealerweise nutzt der KARMA den Transaktionsmanager RD-TM, der in einer stu-
dentischen Arbeit entwickelt wurde und so genannte High-Level-Services fu¨r eine transaktionale
Verarbeitung bietet.
Neben dem RD-TM wurden weitere experimentelle Prototypen durch studentische Arbeiten
entwickelt, die spezielle Funktionalita¨t wie z.B. die technische Anbindung von Informationssys-
temen an den KARMA auf die technische Machbarkeit untersuchten. Diese Prototypen werden
in dieser Dissertation kurz vorgestellt, wobei detaillierter auf das Simulationsframework F4SR
eingegangen wird, der die Basis fu¨r die Simulation und Evaluation bildet. Der in dieser Disser-
tation vorgestellte Prototyp KARMA, der selbst implementiert wurde, dient in erster Linie zum
Test der spezifizierten Protokolle fu¨r Schreib- und Lesezugriffe sowie zur Pru¨fung des Regelin-
terpreters, indem entsprechende Log-Informationen ausgewertet werden.
Um RegRess simulieren zu ko¨nnen, wurde der Prototyp KARMA als KARMA-Plugin fu¨r den
F4SR angepasst. Dazu mussten im Wesentlichen die entsprechenden Schnittstellen, die der F4SR
fu¨r das Einbinden von Replikationsstrategien bereitstellt, implementiert werden. Der F4SR mit
dem KARMA-Plugin erlaubt den Vergleich zu anderen Replikationsstrategien und insbesondere
den Vergleich verschiedener Regelmengen in einem Simulationsmodell, das ein verteiltes System
mit Lastspitzen und Ausfa¨llen simuliert. Der Analysator des F4SR zeigt die Ergebnisse eines
Simulationslaufs in verschiedenen Diagrammen, z.B. Kreisdiagramme fu¨r das Verha¨ltnis erfolg-
reicher zu abgewiesener Zugriffe oder ein Verlaufsdiagramm, das u.a. Antwortzeiten der Zugriffe
darstellt. Zusa¨tzlich wird fu¨r RegRess der gemittelte Versionsabstand und Konsistenzgrad der
replizierten Datenbank aufgelistet.
Bei der Evaluation wurden exemplarisch zwei Regelmengen untersucht, fu¨r die der gemittelte
Versionsabstand und Konsistenzgrad zuvor analytisch berechnet wurde. Die Simulationsla¨ufe
haben gezeigt, dass die vorhergesagten Werte im Wesentlichen erreicht werden. Dabei wurden
auch die unterschiedlichen Interpretationsmo¨glichkeiten der beiden Kennzahlen diskutiert. Des
Weiteren wurden in diesem Zusammenhang Regelmengen gezeigt, die das Nachstellen und Erwei-
tern von Replikationsstrategien erlauben. Auf die Replikationsstrategien, die zu den verwandten
Arbeiten za¨hlen, wurde hierbei besonders eingegangen.
Durch diese Dissertation wurde die Machbarkeit der regelbasierten Replikationsstrategie Reg-
Ress demonstriert. Die Sprachma¨chtigkeit der RRML erlaubt unterschiedlichste Konfiguratio-
nen durch entsprechende Regelmengen und bedingt damit eine hohe Flexibilita¨t von RegRess.
Dadurch kann ein geeigneter Trade-Off hinsichtlich der Replikationsziele Verfu¨gbarkeit, Perfor-
mance und Konsistenz erreicht werden. Die Verwendung von Regeln bietet den Vorteil, dass
die Anwendungslogik von der Replikationslogik, d.h. von der Vorschrift der Koordination fu¨r
Schreib- und Lesezugriffe, getrennt ist. Bei den Simulationsla¨ufen wurden im Allgemeinen nur
einige Replikationsregeln beno¨tigt, um das gewu¨nschte Verhalten zu erreichen. Allerdings muss
angemerkt werden, dass bei großen Datenbanken und/oder vielen Informationssystemen der
Aufwand fu¨r die Erstellung der Regeln durchaus groß sein kann, bietet dann aber den Vorteil
einer feingranularen Steuerung der Koordination.
Ein weiterer Vorteil liegt bei RegRess in der hohen Flexibilita¨t, der durch die Inferenz von
Regeln bei jedem Zugriff bedingt ist und damit bei jedem Zugriff eine unterschiedliche Koor-
dination bewirken kann. Insbesondere kann sich RegRess damit dem Systemzustand anpassen.
Dieser Vorteil bedingt aber den Nachteil, dass vor jedem Zugriff Rechenaufwand fu¨r die Ermitt-
lung der betroffenen Replikate no¨tig ist. Je nach Gro¨ße der verwendeten Regelmenge sollte der
Rechner, auf dem der KARMA zum Einsatz kommt, entsprechend performant sein.
Ein weiterer Nachteil besteht darin, dass bei einem verteilten KARMA die beno¨tigten Metain-
formationen wie z.B. Regeln und Replica Queue repliziert werden mu¨ssen, wobei hier Konsistenz
gefordert ist. Andernfalls ko¨nnte die chronologische Verarbeitung von RegRess gefa¨hrdet sein
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bzw. es ko¨nnten Schreib-/Schreibkonflikte auftreten. Dieser Nachteil entsteht nicht bei einem
zentralen KARMA. Dann allerdings ist eine Abha¨ngigkeit von dieser zentralen Stelle gegeben.
Daher ist die Entscheidung, ob der KARMA zentral oder verteilt ist und wo er lokalisiert wird,
von großer Bedeutung. Wenn hierfu¨r eine geeignete Lo¨sung gefunden ist, dann bietet der KAR-
MA bzw. RegRess eine große Flexibilita¨t und genu¨gt hohen Anspru¨chen.
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In diesem Kapitel werden mo¨gliche Erweiterungen und Folgearbeiten dieser Dissertation disku-
tiert. Dabei werden nicht die Punkte angesprochen, die als idealistische Voraussetzung durch die
Annahmen getroffen wurden. Die Erweiterungen, die bei Verzicht auf die Annahmen erforder-
lich sind, wurden im Abschnitt 4.1.1 erla¨utert. Hier soll vielmehr auf funktionale und technische
Erweiterungen eingegangen werden, wobei folgende Aspekte betrachtet werden:
1. Erweiterung des Simulationsframeworks F4SR.
2. Einsatz von JBoss Rules anstelle des eigenentwickelten Regelinterpreters.
3. Keine chronologische Verarbeitung, sondern Zulassen von Schreib-/SchreibkonfliktenR.
4. Verbesserung der Einhaltung von Koha¨renzbedingungen.
5. Behandlung der Widerspruchsregeln als eigensta¨ndige Regeln.
6. Optimierung der Bearbeitung der Replica Queue.
7. Sortierung der Menge der passenden Replikate bei Lesezugriffen.
8. Beru¨cksichtigung von Sessiongarantien.
9. Abbildung von Votierungsverfahren durch Regeln.
zu 1.) Eine mo¨gliche Erweiterung des Simulationsframeworks F4SR (siehe Abschnitt 7.3.1) be-
trifft sowohl das Simulationsmodell als auch den Analysator. Im Simulationsmodell ko¨nnte vor
allem die Simulation des verteilten Systems, genauer gesagt die mo¨glichen Eigenschaften der
Knoten (in dieser Arbeit als Komponenten mit Replikat bezeichnet) verbessert werden. Zwar
ko¨nnen mittlere Antwortzeiten, Lastspitzen und Nicht-Verfu¨gbarkeit vorgegeben werden, wobei
die beiden letztgenannten Eigenschaften auf Basis einer Zufallszahl variieren, aber die Konfigu-
ration ist eher umsta¨ndlich. Außerdem wa¨ren hier mehr Variationsmo¨glichkeiten wu¨nschenswert,
wie z.B. eine unterschiedliche Datengro¨ße der Replikate, variablere Leistungsprofile der Knoten
etc., um eine bessere Affinita¨t zu realen Systemen erzielen zu ko¨nnen.
Weiterhin ko¨nnten die Auswertungen des F4SR-Analysators verbessert werden. Dabei ko¨nnten
einerseits die bestehenden Diagramme erweitert werden und andererseits kumulative Auswer-
tungen u¨ber mehrere Simulationsergebnisse ermo¨glicht werden. So ko¨nnte das Kreisdiagramm
fu¨r das Verha¨ltnis von erfolgreichen zu abgewiesenen Schreibzugriffen dadurch verfeinert werden,
dass nach den Gru¨nden fu¨r den Fehler aufgeschlu¨sselt wird, wie z.B. Fehler wegen Schreibfehler,
Fehler wegen Nicht-Verfu¨gbarkeit des Knotens, etc. Zusa¨tzlich ko¨nnten weitere Kennzahlen vi-
sualisiert werden, wie z.B. Konsistenzmaße fu¨r abgeschwa¨chte Konsistenz (siehe Abschnitt 3.2.3)
Auch beim Antwortzeit-Diagramm (siehe Abbildung 7.14 auf Seite 205) wa¨ren detaillierte An-
gaben wu¨nschenswert. Hier sind zusa¨tzliche Auswertungen fu¨r mittlere Antwortzeiten je Knoten
bzw. fu¨r Verfu¨gbarkeiten der Knoten fu¨r die Analyse hilfreich. Dabei ko¨nnten z.B. die in Ab-
schnitt 4.4 vorgestellten Metriken und Berechnungsvorschriften verwendet werden, um detail-
liertere Kennzahlen fu¨r einen Trade-Off der Replikationsziele Verfu¨gbarkeit, Performance und
Konsistenz zu erhalten.
Neben den Auswertungen je Simulationslauf wu¨rde eine aggregierte Darstellung mehrerer
Simulationsergebnisse die Analyse vereinfachen. Dabei ko¨nnten statistische Verfahren verwen-
det werden, um Abweichungen kenntlich zu machen oder Ausreißer zu eliminieren. Auch ein
Vergleich von Simulationsergebnissen, die z.B. bei RegRess auf Grund unterschiedlicher Regel-
mengen entstanden sind, wu¨rde den Analysten unterstu¨tzen.
Speziell fu¨r das KARMA-Plugin sollte der Transaktionsmanager des F4SR durch einen Trans-
aktionsmanager wie den RD-TM (siehe Abschnitt 6.3.2) ersetzt werden. Damit wu¨rde die Si-
mulation verteilter, verschachtelter Transaktionen ermo¨glicht werden. Dabei sollten dann auch
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entsprechende Bearbeitungszeiten fu¨r die Commit-Protokolle der jeweiligen Transaktionsdienste
in der Simulation beru¨cksichtigt werden. Außerdem sollte ebenfalls die transaktionale Anbindung
beno¨tigter Ressourcen wie die Replica Queue ermo¨glicht werden.
zu 2.) JBoss Rules (vormals Drools [Rul08]) ist eine Schlu¨sselkomponente der JBoss Enterpri-
se SOA Platform. Im Prototypen RD-TM (siehe Abschnitt 6.3.2), einem Transaktionsmanager
fu¨r so genannte High-Level-Services, unterstu¨tzt JBoss Rules bei der Auswahl eines geeigneten
Transaktionsdienstes. JBoss Rules bietet eine eigene Regelsprache mit zugeho¨rigem Regelinter-
preter. Es ko¨nnte untersucht werden, ob die RRML auf diese Regelsprache abgebildet werden
kann, um dann den JBoss Regelinterpreter zu verwenden. Hierdurch wu¨rde die eigene Imple-
mentierung des Prototypen RIM (siehe Abschnitt 7.2) durch eine professionelle Komponente
ersetzt.
zu 3.) Bei RegRess werden Schreib-/SchreibkonflikteR (siehe Definition 16 auf Seite 33)
dadurch vermieden, dass eine chronologische Reihenfolge der Schreibzugriffe auf ein Replikat
gewa¨hrleistet wird. Die Chronologie wird durch das Verwalten von Sperren bei Schreibzugriffen
auf logische Objekte und durch Einhaltung der Bearbeitungsreihenfolge von Replikaten in der
Replica Queue erreicht (siehe Abschnitt 4.2.2). Wenn der Replikationsmanager KARMA verteilt
ist, dann mu¨ssen die Sperren global verwaltet werden und die Replica Queue muss konsistent
repliziert werden, damit auch im verteilten Fall die Chronologie eingehalten wird. Durch die-
sen erho¨hten Aufwand wird keine Behandlung von Schreib-/SchreibkonfliktenR beno¨tigt und
RegRess erfu¨llt trivialerweise das Korrektheitskriterium letztendliche Konsistenz.
Wenn Schreib-/SchreibkonflikteR zugelassen werden, dann kann auf die Sperren fu¨r logische
Objekte und auf das Replizieren der Replica Queue verzichtet werden, d.h. insbesondere, dass
jeder lokale ReplicaQueueManager (siehe Abschnitt 6.2) eine eigene, unabha¨ngige Replica Queue
verwalten wu¨rde. Angemerkt sei, dass damit die Berechnung von Versionsabsta¨nden nicht mehr
allein u¨ber eine Replica Queue erfolgen kann. Der Vorteil dieser Vorgehensweise im verteilten Fall
ist es, dass die lokalen ReplicaQueueManager autonom sind und die Replikation damit nicht
mehr von einer zentralen Stelle bzw. einer zentralen Synchronisation abha¨ngt. Der Nachteil
liegt darin, dass die Schreib-/SchreibkonflikteR behandelt werden mu¨ssen. Hierfu¨r ko¨nnten z.B.
Versionsvektoren fu¨r jedes Replikat verwendet werden (siehe Replikationsstrategie Independent
Updates in Abschnitt 3.3.2).
zu 4.) Wenn Koha¨renzbedingungen (siehe Definition 22 auf Seite 37) als Regeln fu¨r die asyn-
chrone Aktualisierung definiert werden, dann wird bei RegRess bis zur spezifizierten Grenze keine
Aktualisierung nachgeholt. Nachdem die U¨berschreitung der Grenze festgestellt ist, werden die
entsprechenden Schreibzugriffe, die in der Replica Queue anstehen, durchgefu¨hrt. Zwischenzeit-
lich ko¨nnen jedoch weitere Schreibzugriffe auf das logische Objekt initiiert worden sein, sodass
die vorgegebene Grenze theoretisch bei Weitem nicht eingehalten wird. Im Abschnitt 5.3.6 wurde
bei der Vorstellung der Funktionen fu¨r fachliche Konsistenzbedingungen ein Beispiel gezeigt, wie
durch eine entsprechende Regel fu¨r die synchrone Aktualisierung eine Grenze exakt eingehalten
werden kann. Allerdings werden dann Schreibzugriffe auf das logische Objekt abgewiesen.
Bei der Replikationsstrategie Quasi Copies (siehe Abschnitt 3.3.2) werden Replikate, die eine
Koha¨renzbedingung verletzen, gesperrt. Der Vorteil liegt darin, dass keine Schreibzugriffe auf
logische Objekte abgewiesen werden. Ein Nachteil ist bei dieser Vorgehensweise, dass die lokale
Komponente mit Replikat mit einer zentralen Stelle bzw. mit einem aktuellen Replikat kommu-
nizieren muss, um den Abstand gema¨ß der Koha¨renzbedingung zu bestimmen, ggf. werden so
genannte Alive-Nachrichten beno¨tigt. Diese Funktionsweise ko¨nnte auch bei RegRess verwendet
werden. Zusa¨tzlich wa¨re denkbar, dass bei Eintreffen eines Schreibzugriffs, der die Koha¨renzbe-
dingung verletzt, zuvor entsprechende Auftra¨ge aus der Replica Queue abzuarbeiten.
zu 5.) Widerspruchsregeln der RRML, Version 2.0 (siehe Abschnitt 5.3.5), werden bei der Be-
handlung von widerspru¨chlichen Regeln verwendet, die entweder fu¨r die synchrone oder fu¨r die
asynchrone Aktualisierung oder fu¨r Lesezugriffe spezifiziert wurden. Bei der Ausfu¨hrung einer
Aktion der aktuellen Regel wird zu Beginn gepru¨ft, ob ein Widerspruch vorliegt und ob die
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aktuelle Aktion ausgefu¨hrt werden darf, wobei im letzten Fall eine Inferenz der Widerspruchs-
regeln durchgefu¨hrt wird. Die Inferenz liefert ein Verfahren, mit dem die Rangfolge von Regeln
festgelegt wird, wodurch letztendlich entschieden wird, ob die aktuelle Aktion ausgefu¨hrt werden
darf oder abgebrochen wird.
Es wa¨re auch denkbar, Widerspruchsregeln
”
gleichberechtigt“ zu den anderen Regeln zu be-
handeln. Beim Erkennen widerspru¨chlicher Regeln muss dann einfach ein entsprechendes Ereig-
nis ausgelo¨st werden, im vorliegenden Fall z.B. conflict(<Parameter>). Grundsa¨tzlich wu¨rde
diese Vorgehensweise den Vorteil bieten, dass eine umfangreichere Widerspruchsbehandlung
mo¨glich wa¨re. In diesem Fall ko¨nnte nicht nur eine Rangfolge der Regeln festgelegt werden,
mittels derer die
”
u¨berlebende“ Aktion bestimmt wird, sondern es ko¨nnte in den Aktionen von
Widerspruchsregeln unterschiedlichstes Verhalten spezifiziert werden. Allerdings mu¨sste dann
sichergestellt werden, dass ein Konflikt tatsa¨chlich behandelt wird.
zu 6.) Die Bearbeitung der Auftra¨ge aus der Replica Queue ko¨nnte dahingehend optimiert
werden, dass bei mehreren Auftra¨gen, die das gleiche Replikat betreffen, nur ein Schreibzugriff
durchgefu¨hrt wird, der eine resultierende A¨nderung vornimmt. Wenn das Replikat jeweils abso-
lut gea¨ndert wird, dann ist die resultierende A¨nderung der zeitlich letzte Auftrag des Replikats
in der Replica Queue, d.h. der letzte Auftrag ist die
”
u¨berlebende“ A¨nderung. Wenn relative
A¨nderungen mo¨glich sind, z.B. wenn das Replikat inkrementiert wird, dann muss eine entspre-
chende relative A¨nderung berechnet werden, z.B. bei Vorliegen von n Auftra¨gen, die ein Replikat
inkrementieren, ist eine Addition um den Wert n erforderlich.
Voraussetzung fu¨r eine derartige Optimierung ist es, dass keine Seiteneffekte gegenu¨ber einer
Einzelverarbeitung unberu¨cksichtigt bleiben und dass die Inferenz fu¨r die asynchrone Aktua-
lisierung als Ergebnis AlleAuftraege liefert, d.h. ohne erneute Inferenz du¨rfen alle Auftra¨ge
des Replikats bearbeitet werden. Wenn dann eine resultierende A¨nderung mo¨glich ist, ko¨nnte
in einer Transaktion ein entsprechender Schreibzugriff auf das Replikat und ein Lo¨schen aller
Auftra¨ge des Replikats aus der Replica Queue erfolgen.
zu 7.) Im Prototyp KARMA (siehe Abschnitt 7.3.2) wurden Lesezugriffe auf ein logisches
Objekt derart implementiert, dass gema¨ß Protokoll eine Liste passender Replikate bestimmt
wurde. Die Liste wird dabei nicht nach den vorgegebenen Eigenschaften sortiert, sondern es
wird vom Regelinterpreter eine unsortierte Liste geliefert. Der KARMA liest das erste Replikat
der Liste, ggf. wird bei einem Fehler das na¨chste Replikat der Liste gelesen, und liefert dem
Client den Wert des Replikats. Weil die aktuellen Replikate z.B. Konsistenzeigenschaften immer
erfu¨llen, ist es damit mo¨glich, dass ein Lesezugriff immer ein aktuelles Replikat liefert, obwohl
laut Eigenschaften z.B. ein Versionsabstand von n zula¨ssig ist.
Eine Implementierungsvariante wa¨re diejenige, bei der die Liste der passenden Replikate nach
den vom Client u¨bergebenen Eigenschaften sortiert wird und dann dasjenige Replikat gelesen
wird, dass gerade die gegebenen Eigenschaften erfu¨llt. Eine weitere Variante wa¨re es, dass dem
Client nicht der Wert geliefert wird, sondern die Liste mit den Referenzen der passenden Repli-
kate sowie deren ermittelten Eigenschaften. Dann kann der Client selbst das zu lesende Replikat
bestimmen. In diesem Fall wa¨re eine Anpassung des Protokolls fu¨r Lesezugriffe erforderlich (sie-
he Listing 4.3 auf Seite 77) und der Client mu¨sste selbst das Einbinden des Zugriffs in die
Transaktionskontrolle u¨bernehmen.
zu 8.) In Definition 21 auf Seite 36 wurden Sessiongarantien vorgestellt, die einer Clientses-
sion z.B. garantieren, dass in der Session durchgefu¨hrte Schreibzugriffe bei einem Lesezugriff
enthalten sind. Bei RegRess sind Sessiongarantien nur dann erfu¨llt, wenn grundsa¨tzlich aktuelle
Replikate gelesen werden, weil diese alle Schreibzugriffe enthalten. Es wa¨re denkbar, die in der
Definition 21 auf Seite 36 aufgestellten Sessiongarantien in Regeln abzubilden. Dann wa¨re es
zumindest erforderlich, Session-Identifikatoren und die A¨nderungen einer Session zu protokollie-
ren.
zu 9.) Die RRML, Version 2.0, bietet keine Mo¨glichkeit, mittels Regeln Votierungsverfahren
(siehe Abschnitt 3.3.1) nachzustellen. Wenn unstrukturierte Votierungsverfahren beru¨cksich-
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tigt werden sollen, dann muss die Syntax der RRML erweitert werden und dann mu¨ssen die
Protokolle fu¨r die synchrone Aktualisierung (siehe Listing 4.1 auf Seite 71) und fu¨r einen Le-
sezugriff (siehe Listing 4.3 auf Seite 77) aufeinander abgestimmt werden. Das Protokoll eines
Schreibzugriffs muss dahingehend angepasst werden, dass die Menge der synchron zu aktuali-
sierenden Replikate einem Schreibquorum entspricht, und das Protokoll eines Lesezugriffs muss
so gea¨ndert werden, dass die passenden Replikate einem Lesequorum entsprechen. Zusa¨tzlich
sind in diesem Fall Zeitstempel zwingend erforderlich. Wenn strukturierte Votierungsverfahren
abgebildet werden, muss zusa¨tzlich die Mo¨glichkeit geschaffen werden, entsprechende Strukturen
bei den Quoren zu beru¨cksichtigen.
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A. Regelsprachen und regelbasierte Systeme
Beim Prototyp KARMA (siehe Abschnitt 7.3.2) handelt es sich um ein regelbasiertes System,
weil er die regelbasierte Replikationsstrategie RegRess (siehe Kapitel 4) implementiert. Das Ziel
der Auswertung der Replikationsregeln ist die Festlegung der Mengen von Replikaten, die bei
einem Schreib- oder Lesezugriff betroffen sind, d.h. die Koordination der Zugriffe basiert auf
der Inferenz der Replikationsregeln. Zwar bilden regelbasierte Systeme nicht die theoretische
Grundlage der in dieser Dissertation vorgestellten Replikationsstrategie RegRess, weil die ent-
sprechenden Konzepte der regelbasierten Systeme nur angewendet werden und daher auf die
Replikation als solches fokussiert wird, dennoch wird in diesem Anhang ein kurzer U¨berblick ge-
geben. Dazu wird zuna¨chst in Abschnitt A.1 auf Regeln eingegangen. In Abschnitt A.2 werden
dann Regelsprachen vorgestellt, die die konzeptionelle Basis der in dieser Dissertation entwickel-
ten RRML bilden (siehe Kapitel 5). Abschließend werden in Abschnitt A.3 regelbasierte Systeme
diskutiert.
A.1. Regeln
Eine Regel in einem regelbasierten System hat die Bedeutung einer Richtlinie bzw. einer Vor-
schrift, mit der ein bestimmtes Verhalten festgelegt wird. Derartige Regeln werden ha¨ufig als
Gescha¨ftsregeln bezeichnet, die nach [TW01] wie folgt definiert sind:
”
Gescha¨ftsregeln sind Anweisungen, die bestimmte Teile der Gescha¨ftsrichtlinien ausdru¨cken,
wie z.B. die Festlegung der Gescha¨ftsbedingungen, die Festlegung von Rechten und Pflichten und
die Festlegung oder Bedingungen der Arbeitsabla¨ufe.“
Regeln werden z.B. in Datenbankmanagementsystemen verwendet, um die Integrita¨t zu si-
chern, oder in Email-Systemen, um Nachrichten zu filtern, zu verschieben oder zu sortieren. Im
allgemeinen Sinn sind Regeln formalisierte Konditionalsa¨tze in folgender Form:
WENN Pra¨misse DANN Konklusion
Die Pra¨misse wird auch als Antezedenz oder Bedingung und die Konklusion als Konsequenz
bezeichnet. Eine Bedingung ist eine logische Aussage, insbesondere ko¨nnen logische Aussagen
durch logische Operatoren verknu¨pft werden. Die Konklusion kann wie im folgenden Beispiel (a)
eine Aussage sein oder wie im Beispiel (b) eine Aktion darstellen:
(a) WENN Person hat Fu¨hrerschein DANN Person darf Auto fahren
(b) WENN Aufzug ist defekt DANN benutze Treppe
In [TW01] werden drei grundlegende Regeltypen unterschieden: Integrita¨tsregeln, Ableitungsre-
geln und Reaktionsregeln. Eine Integrita¨tsregel oder Integrita¨tsbedingung besteht nur aus der
Konklusion, die in Form einer Aussage immer erfu¨llt sein muss, z.B. die Integrita¨tsbedingungen
in einer Datenbank. Die Konklusion einer Ableitungsregel in Form einer Aussage la¨sst sich aus
den Aussagen der Pra¨misse ableiten, wie im Beispiel (c):
(c) WENN Tank ist leer ODER Motor defekt DANN Auto fa¨hrt nicht
Die Konklusion einer Reaktionsregeln besteht aus einer Aktion, die ausgefu¨hrt wird, wenn die
Pra¨misse (Bedingung) eingetreten ist. Reaktionsregeln werden ha¨ufig in Anwendungssystemen
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Regel inaktiv
Bedingungen überprüfen
Passendes Ereignis tritt ein
Regel inaktiv
Bedingungen nicht erfüllt
Aktion ausführen 
Bedingungen erfüllt
Abbildung A.1.: Aktivita¨tsdiagramm einer Reaktionsregel [Add05]
verwendet, um beim Eintreten einer Bedingung eine Aktion (Methode) aufzurufen, die in irgend-
einer Form auf die Bedingung reagiert. Das folgende Beispiel (d) zeigt die Reaktion, na¨mlich das
Lo¨schen der Nachricht, eines Email-Programms, wenn eine Spam-Nachricht empfangen wird:
(d) WENN Nachricht empfangen UND Nachricht ist Spam DANN lo¨sche Nachricht
Im Allgemeinen wird die Bedingung einer Reaktionsregel erst dann gepru¨ft, wenn ein bestimm-
tes Ereignis eingetreten ist. Fu¨r eine Reaktionsregel muss also ein so genanntes beobachtbares
Ereignis definiert sein, auf das reagiert wird. Der Ablauf einer derartigen Reaktionsregel ist in
Abbildung A.1 dargestellt: Wenn das zur Reaktionsregel passende Ereignis eingetreten ist, dann
wird die Bedingung gepru¨ft. Wenn nun auch die Bedingung erfu¨llt ist, dann wird die Aktion
ausgefu¨hrt. Allgemein kann eine Reaktionsregel somit wir folgt notiert werden:
(e) ON Ereignis IF Bedingung THEN Aktion
Im Beispiel (e) wird der Ereignisteil mit
”
ON“ eingeleitet, der Bedingungsteil mit
”
IF“ und der
Aktionsteil mit
”
THEN“. Anstatt
”
THEN“ wird ha¨ufig auch
”
DO“ verwendet. Diese Form wird
als ON-IF-THEN-Darstellung bezeichnet. Damit kann die Reaktionsregel im Beispiel (d) z.B. in
der ON-IF-THEN-Darstellung wie im folgenden Beispiel (f) notiert werden:
(f) ON Nachricht empfangen IF Nachricht ist Spam THEN lo¨sche Nachricht
Reaktionsregeln werden z.B. in aktiven Datenbanken [WC95] verwendet, wo die Bezeichnung
ECA-Regel gebra¨uchlich ist (EVENT-CONDITION-ACTION).
A.2. Regelsprachen
Unter einer Regelsprache wird in dieser Dissertation eine Sprache verstanden, die es erlaubt,
Regeln fu¨r ein regelbasiertes System zu formulieren. Ha¨ufig haben konkrete regelbasierte Sys-
teme eine eigene Regelsprache, zumindest werden die Pra¨misse und die Konklusion einer Regel
(siehe Abschnitt A.1) in einer speziellen Syntax notiert. Das gilt auch fu¨r die in dieser Disserta-
tion entwickelte RRML (Replication Rule Markup Language, siehe Kapitel 5), die z.B. in den
Bedingungen spezifische Funktionen fu¨r Replikationsanforderungen zula¨sst. In diesem Abschnitt
wird auf zwei XML-basierte Regelsprachen fokussiert, die die Vorlage fu¨r die RRML bilden: Die
RuleML (Rule Markup Language, [Bol01]) und die XRML (eXtensible Rule Markup Language,
[LS03]).
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Die RuleML basiert auf XML und RDF [MBK00] und soll zur Beschreibung allgemeiner Regeln
dienen. Die Regeln sollen fu¨r unterschiedliche Anwendungssysteme nutzbar sein und zwischen
den Anwendungssystemen austauschbar sein. In der RuleML werden vier Klassen von Regeln
unterschieden: Reaktionsregeln, Integrita¨tsregeln, Ableitungsregeln und Fakten. Die Klassen sind
hierarchisch aufgebaut, d.h. Reaktionsregeln schließen Integrita¨ts- und Ableitungsregeln ein und
Ableitungsregeln schließen Fakten ein.
Gegenu¨ber der in Abschnitt A.1 vorgenommenen Beschreibung von Integrita¨tsregeln werden
die Aussagen der Integrita¨tsregeln der RuleML nicht in der Konklusion, sondern in der Pra¨misse
notiert. Wenn die Pra¨misse einer Integrita¨tsregel gilt, dann wird ein
”
Signal“ ausgelo¨st. Das Si-
gnal signalisiert die Erfu¨llung oder Verletzung einer Integrita¨tsbedingung. Fakten in der RuleML
sind Aussagen, die immer gelten. Fu¨r die vier Regelklassen der RuleML wurde die Syntax mittels
XML-Kennungen (Tags) definiert.
Die XRML (nicht zu verwechseln mit der XrML (eXtensible rights Markup Language)) bie-
tet die Mo¨glichkeit, in Webseiten eingebettete Regeln zu identifizieren und zu markieren. Diese
Regeln ko¨nnen in ein strukturiertes Austauschformat transformiert werden, um so von verschie-
denen Anwendungen genutzt zu werden. Dafu¨r bietet die XRML drei Teilsprachen:
1. Rule Identification Markup Language (RIML): Die RIML beinhaltet XML-Tags, die die
Identifikation von Regeln erlaubt. Die urspru¨ngliche Form der Regel in natu¨rlicher Sprache
wird nicht vera¨ndert, aber innerhalb eines Regeltextes ko¨nnen Tags z.B. zur Identifikation
von Funktionen etc. eingefu¨gt werden. Ein Web-Browser ignoriert die RIML-Tags bei der
Darstellung der Seite.
2. Rule Structure Markup Language (RSML): Mit der RSML lassen sich Regeln auf formale
Weise beschreiben, d.h. ohne natu¨rlichsprachliche Fu¨llwo¨rter oder dergleichen, sodass die
Regeln der RSML von einer Anwendung interpretiert werden ko¨nnen. Eine Regel der RSML
besteht aus einer Pra¨misse und einer Konklusion.
3. Rule Triggering Markup Language (RTML): Die RTML erlaubt die Spezifikation von Daten
bzw. Datenquellen, die von einer Regel beno¨tigt werden. Des Weiteren kann beschrieben
werden, unter welchen Bedingungen die Regel angewendet wird und was das Resultat ist.
Mit den drei Teilsprachen bietet die XRML die Mo¨glichkeit, natu¨rlichsprachliche Regeln mittels
der RIML in Webseiten einzubetten, die natu¨rlichsprachlichen Regeln in der RIML in formale
Regeln der RSML zu transformieren und diese mittels der RTML fu¨r regelbasierte Systeme
einsatzfa¨hig zu machen.
A.3. Regelbasierte Systeme
Ein regelbasiertes System [HR85] fu¨hrt eine Schlußfolgerung (Inferenz) auf einer Menge von
Regeln durch und liefert abschließend ein Ergebnis, wozu eine Wissensbasis (Knowledge Base)
und ein Regelinterpreter (Inferenzmaschine, Inference Engine) beno¨tigt werden. Die Wissensba-
sis entha¨lt alle Regeln und Fakten, die das regelbasierte System zur Inferenz beno¨tigt und die
im Allgemeinen in einer systemspezifischen Struktur vorliegen. Der Regelinterpreter fu¨hrt die
Inferenz durch und liefert ein Ergebnis. Allgemein sollten regelbasierte Systeme nach [HR85]
fu¨nf Eigenschaften haben:
1. Sie betten geeignetes menschliches Wissen in bedingte
”
wenn-dann“-Regeln ein.
2. Ihre Fa¨higkeiten erho¨hen sich proportional zur Erweiterung ihrer Wissensbasis.
3. Sie ko¨nnen eine große Auswahl von unter Umsta¨nden sehr komplexen Problemen lo¨sen,
indem sie die relevanten Regeln auswa¨hlen und deren Ergebnisse in ada¨quater Art und
Weise kombinieren.
4. Sie bestimmen adaptiv die beste Sequenz von Regeln, die ausgefu¨hrt werden sollen.
5. Sie erla¨utern ihre Entscheidungen, indem sie ihre Schlussfolgerung zuru¨ckverfolgen und die
verwendeten Regeln in eine natu¨rliche Sprache u¨bersetzen.
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Abbildung A.2.: Ein einfaches regelbasiertes System nach [HR85]
Die Abbildung A.2 zeigt ein einfaches regelbasiertes System nach [HR85]. Im Anwendungsspei-
cher (Working Memory) werden Eingaben eines Clients, der das regelbasierte System nutzt,
gespeichert. Auf Basis der Eingaben werden Parameter bestimmt, mittels derer die Regeln fu¨r
die Inferenz ausgewa¨hlt werden. Die Regeln und die Fakten sind in der Wissensbasis (Know-
ledge Base) gespeichert, die direkt mit der Selektionskomponente (Rule and data element selec-
tion) verbunden ist. Die beno¨tigten Regeln und Daten werden von der Selektionskomponente
an Hand der Parameter im Arbeitsspeicher ausgewa¨hlt und an den Regelinterpreter (Rule in-
terpreter) u¨bergeben. Der Regelinterpreter berechnet unter Verwendung der Eingaben aus dem
Anwendungsspeicher die Ergebnisse der ausgefu¨hrten Regeln. Dabei werden nicht nur Ausgaben
erzeugt, sondern auch Daten im Anwendungsspeicher gea¨ndert oder eingefu¨gt.
Wenn es zu A¨nderungen im Anwendungsspeicher kommt, dann muss die Selektionskompo-
nente darauf reagieren und ggf. neue Regeln und Daten an den Regelinterpreter liefern. Dieser
Zyklus wird wiederholt, insbesondere dann, wenn viele voneinander abha¨ngige Regeln existieren.
Daher sind Terminierung und Konfluenz wichtige Fragestellungen in regelbasierten Systemen.
Konfluenz bedeutet, dass unabha¨ngig von der Ausfu¨hrungsreihenfolge der Regeln der gleiche
Endzustand bzw. das gleiche Ergebnis erreicht wird.
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B. Tabellarische Aufstellung der Anforderungen
an das regelbasierte System
Die in dieser Dissertation aufgestellten Anforderungen an das regelbasierte System, das die In-
ferenz der Replikationsregeln der Replikationsstrategie RegRess durchfu¨hrt, werden nachfolgend
aufgelistet. Eine Anforderung kann einerseits den Regelinterpreter des regelbasierten Systems
betreffen oder die Regel selbst bzw. die RRML, mittels derer die Syntax und die Semantik der
Regeln festgelegt wird.
• Anforderungen 1 - 15: Durch diese Anforderungen, die den Regelinterpreter betreffen,
wird ein gu¨ltiges Ergebnis der Inferenz gefordert. Es werden gu¨ltige Start- und Endzusta¨nde,
auch im Fehlerfall, sowie Terminierung der verschiedenen Inferenzarten spezifiziert:
◦ Anforderung 1, Seite: 79: InferenzSynchron: Startzustand
◦ Anforderung 2, Seite: 79: InferenzSynchron: Endzustand
◦ Anforderung 3, Seite: 79: InferenzSynchron: Fehler
◦ Anforderung 4, Seite: 79: InferenzSynchron: Terminierung
◦ Anforderung 5, Seite: 80: InferenzSynchron: Widerspru¨chliche Regeln
◦ Anforderung 6, Seite: 80: InferenzAsynchron: Startzustand
◦ Anforderung 7, Seite: 80: InferenzAsynchron: Endzustand
◦ Anforderung 8, Seite: 80: InferenzAsynchron: Fehler
◦ Anforderung 9, Seite: 80: InferenzAsynchron: Terminierung
◦ Anforderung 10, Seite: 81: InferenzAsynchron: Widerspru¨chliche Regeln
◦ Anforderung 11, Seite: 81: InferenzLesen: Startzustand
◦ Anforderung 12, Seite: 81: InferenzLesen: Endzustand
◦ Anforderung 13, Seite: 81: InferenzLesen: Fehler
◦ Anforderung 14, Seite: 81: InferenzLesen: Terminierung
◦ Anforderung 15, Seite: 81: InferenzLesen: Widerspru¨chliche Regeln
• Anforderungen 16 - 18: Die nachfolgenden Anforderungen betreffen alle Regeln und be-
stimmen die Struktur sowie Gu¨ltigkeitszeitra¨ume:
◦ Anforderung 16, Seite: 85: Struktur von Regeln
◦ Anforderung 17, Seite: 85: Aktive Regeln bei einer Inferenz
◦ Anforderung 18, Seite: 86: Gu¨ltigkeitszeitraum von Regeln
• Anforderungen 19 - 23: Mit den folgenden Anforderungen werden die fachlichen Konsis-
tenzbedingungen der RRML festgelegt, wobei entweder einzelne Replikate oder die gesamte
replizierte Datenbank angesprochen werden:
◦ Anforderung 19, Seite: 86: Zustand eines Replikats
◦ Anforderung 20, Seite: 87: Koha¨renzbedingungen
◦ Anforderung 21, Seite: 87: Periodische Aktualisierung
◦ Anforderung 22, Seite: 88: Konsistenzgradbedingung
◦ Anforderung 23, Seite: 88: Lesen veralteter Daten
• Anforderungen 24 - 30: Diese Anforderungen zielen auf die technischen Konsistenzbe-
dingungen, mit denen auf Zustandsa¨nderungen der beteiligten Komponenten mit Replikat
reagiert werden kann:
◦ Anforderung 24, Seite: 89: Verfu¨gbarkeit
◦ Anforderung 25, Seite: 89: Performance bei Schreibzugriffen
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◦ Anforderung 26, Seite: 89: Performance bei Lesezugriffen
◦ Anforderung 27, Seite: 89: Datengro¨ße
◦ Anforderung 28, Seite: 90: Konfliktbedingung
◦ Anforderung 29, Seite: 90: Regelung von Widerspru¨chen
◦ Anforderung 30, Seite: 90: Vergabe von Priorita¨ten fu¨r Regeln
• Anforderungen 31 - 37: Die verbleibenden Anforderungen dienen der Erho¨hung der
Sprachma¨chtigkeit der RRML:
◦ Anforderung 31, Seite: 114: Weglassen von expliziten Replikationsregeln
◦ Anforderung 32, Seite: 114: Default-Regeln
◦ Anforderung 33, Seite: 114: Regeln fu¨r alle Replikate einer Komponente
◦ Anforderung 34, Seite: 114: Beschreibungsmo¨glichkeit von Regeln
◦ Anforderung 35, Seite: 114: Gruppierung von Regeln
◦ Anforderung 36, Seite: 115: Auslagerung von Regeln
◦ Anforderung 37, Seite: 115: Allgemeine Aktualisierungsart
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In Abschnitt 7.3.2 wurde die Implementierung des Prototyps KARMA vorgestellt. Das dort
gezeigte UML-Implementierungsmodell des KARMA (siehe Abbildung 7.6 auf Seite 188) zeigt
in einer Abbildung die implementierten Komponenten mit ihren angebotenen und beno¨tigten
Schnittstellen. Aus Platzgru¨nden wurden dort nur die wichtigsten Methoden ohne Parameter
gezeigt. Hier wird die komplette UML-Modellierung dargestellt, wobei die einzelnen Komponen-
ten bzw. deren UML-Modelle in den folgenden Abbildungen gezeigt werden (angegeben sind die
Komponenten (Klassen) sowie die angebotenen (implementierten) Schnittstellen):
• Abbildung C.1: AsynchronousWriter mit IAsynchronousWriter
• Abbildung C.2: DataTransformer mit IDataTransformer und IPhysicalAccess
• Abbildung C.3: Reader mit IReader
• Abbildung C.4: ReplicaQueueManager mit IQueueAccess
• Abbildung C.5: RequestHandler mit ILogicalAccess und IRequestHandler
• Abbildung C.6: RuleInterpreter mit IRuleInterpreter
• Abbildung C.7: SynchronousWriter mit ISynchronousWriter
• Abbildung C.8: TxController mit INestedTx, ISubTx und IExtendedTx
• Abbildung C.9: KarmaErrors, Rules, etc.
Auf eine detaillierte Beschreibung der einzelnen Klassen und Schnittstellen wird in dieser Disser-
tation verzichtet, weil die gegenu¨ber dem Entwurf (siehe Kapitel 6) hinzukommenden Methoden
im Wesentlichen Implementierungshilfen darstellen. In der Klasse KarmaErrors (siehe Abbil-
dung C.9 auf Seite 234) sind Konstanten deklariert, die auch in den Log-Informationen angeben
werden. Hierbei handelt es sich hauptsa¨chlich um die Ereignis- und Aktionsarten sowie um
Ru¨ckgabewerte mit folgender Bedeutung:
100 update()
101 sync_update()
102 async_update()
103 changeableTrue()
104 changeableFalse()
200 write()
201 later()
202 one()
203 all()
300 read()
301 getConsistency()
302 getPerformance()
900 Ergebnis der Widerspruchsbehandlung: Action
901 Ergebnis der Widerspruchsbehandlung: NoAction
902 Ergebnis der Widerspruchsbehandlung: NoSolution
991 Verfahren der Widerspruchsbehandlung: CGP
992 Verfahren der Widerspruchsbehandlung: FGP
993 Verfahren der Widerspruchsbehandlung: PCG
994 Verfahren der Widerspruchsbehandlung: PFG
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Abbildung C.1.: Implementierte Komponente AsynchronousWriter
Abbildung C.2.: Implementierte Komponente DataTransformer
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Abbildung C.3.: Implementierte Komponente Reader
Abbildung C.4.: Implementierte Komponente ReplicaQueueManager
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Abbildung C.5.: Implementierte Komponente RequestHandler
Abbildung C.6.: Implementierte Komponente RuleInterpreter
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Abbildung C.7.: Implementierte Komponente SynchronousWriter
Abbildung C.8.: Implementierte Komponente TxController
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Abbildung C.9.: Implementierte Komponenten KarmaErrors, Partition, Rule, XTransactionEr-
ror, XResourceManagerWriteError
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