A simple expansion method for numerically calculating the energy levels and the corresponding wave functions of a quantum particle in a two-dimensional infinite potential well with arbitrary shape ͑quantum billiard͒ is presented. The method permits the study of quantum billiards in an introductory quantum mechanics course. According to the method, wave functions inside the billiard are expressed in terms of an expansion of a complete set of orthonormal functions defined in a surrounding rectangle for which the Dirichlet boundary conditions apply, while approximating the billiard boundary by a potential energy step of a sufficiently large size. Numerical implementations of the method are described and applied to determine the energies and wave functions for quarter-circle, circle, and triangle billiards. Finally, the expansion method is applied to investigate the quantum signatures of chaos in a classically chaotic generic-triangle billiard.
I. INTRODUCTION
One of the most striking predictions of quantum mechanics is the discreteness of the energy spectrum of a microscopic particle whose motion is confined in space. The allowed values of energy for such a particle, together with the corresponding wave functions ͑i.e., stationary states͒, can be determined by solving the ͑time-independent͒ Schrödinger equation, subject to some properly chosen boundary conditions. Perhaps the simplest example in this respect is the problem of a particle in an infinite potential well. The particle is trapped inside the well, a simply connected region D, where it can move freely. Since the Schrödinger equation for a free particle assumes the form of the well-known Helmholtz equation 1 
͑ ٌ
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the problem of determining the stationary states of the particle in the infinite well amounts to the calculation of the eigenvalues and eigenfunctions as stated by Eq. ͑1.1͒ for Dirichlet ͑hard wall͒ boundary conditions along the boundary ⌫ϭ‫ץ‬D of the well, i.e., ͑r͉͒ r⌫ ϭ0.
͑1.2͒
In Eq. ͑1.1͒ kϭͱ2M E/ប is the wave vector, where M, E (Ͼ0), and ប are the mass of the particle, the energy of the particle, measured from the bottom of the well, and Planck's constant divided by 2, respectively. In one dimension, Eq. ͑1.1͒ is the ordinary differential equation of the vibrating string, and the solution of the eigenvalue problem ͑1.1͒-͑1.2͒ is presented in all introductory quantum mechanics textbooks. 1 In two-dimension ͑2D͒, the degree of difficulty in solving the above eigenvalue problem depends on the actual shape of the infinite well. Hereafter, for obvious reasons, we shall refer to a particle in a 2D infinite potential well as a ͑quantum͒ billiard. When the shape of the billiard is highly regular, such as square, rectangular, or circular, then Eq. ͑1.1͒ can be solved by means of separation of variables. Thus the energy eigenvalues and eigenfunctions of the square and rectangle billiards can be expressed in terms of the results for the one-dimensional well. Furthermore, the square billiard is a good example to illustrate the concept of degeneracy of an energy level due to geometrical symmetries, whereas the rectangular billiard provides a first example for what is called ''accidental'' degeneracy ͑when the ratio of the edge lengths of the rectangle is a rational number͒, which does not originate from symmetry. The stationary states of a circle billiard 2 can also be determined analytically by employing plane-polar coordinates in Eq. ͑1.1͒. For the radial part of the wave function one obtains the differential equation of the Bessel functions and one finds that the corresponding energy levels can be expressed in terms of the zeros of the integer Bessel functions. The study of the angular part of the wave function for a circle billiard provides the opportunity to introduce the quantum mechanical description of the angular momentum and to relate the degeneracy in the energy spectrum to the rotational symmetry with respect to the symmetry axis of the system.
The problem of determining the stationary states of a generic quantum billiard, with arbitrary shape, is not covered in quantum mechanics textbooks. Presumably, the main reason for this is that a generic quantum billiard cannot be solved analytically and apparently a tedious and costly numerical calculation would benefit the student too little. However, quantum billiards have recently attracted much interest in quantum physics and electronics such that an introduction to these quantum systems in modern physics is now desirable. Advances in crystal growth and lithographic techniques have made it possible to produce very small and clean devices, known as nanodevices. 3 The electrons in such devices, through gate voltages, are confined to one or two spatial dimensions. At sufficiently low temperatures, a 2D nanodevice in which the electrons are confined to a finite 2D domain of submicron size should be regarded as an experimental realization of a quantum billiard. Under these conditions the motion of electrons inside the device is ballistic, i.e., the electrons are scattered mainly by the device boundary and not by impurities or other electrons. The behavior of such a nanodevice is governed by single-particle physics and, accordingly, can be described by solving the time-independent Schrödinger equation for a particle in a 2D infinite potential well, i.e., by solving the eigenvalue problem ͑1.1͒-͑1.2͒. Thus quantum billiards can be regarded as models of nanodevices which play an important role in today's semiconductor industry. 3 It should be noted that the theoretical predictions of quantum mechanics for a quantum billiard can be tested experimentally by using scanning tunneling microscopy. 3 The study of quantum billiards is also of great interest in the relatively new field of quantum chaos. 4 Generic billiards are one of the simplest examples of conservative dynamical systems with chaotic classical trajectories. In general, chaos refers to the exponential sensitivity of a classical phase space trajectory on the initial conditions. It is known that integrable systems ͑which have the same number of constants of motion as their dimension͒, such as billiards with regular shape, are nonchaotic, whereas nonintegrable systems ͑with fewer constants of motion than their dimensionality͒, such as generic billiards, are chaotic. 5 In billiards the chaotic behavior is caused by the irregularities of the boundary and not by the complexity of the interaction in the system ͑e.g., scattering of the particle from randomly distributed impurities͒. Since the concept of ''phase space trajectory'' loses its meaning in quantum mechanics, one can naturally ask oneself what is the quantum mechanical analogue of ͑classical͒ chaos, or more precisely, is there any detectable difference between the behavior of a quantum system with chaotic and nonchaotic classical limits, respectively. The answer to these questions should be sought in the statistics of the energy levels of the billiard and in the morphology of the corresponding wave functions.
Although the stationary states of a generic billiard can be computed only numerically, the analogy between the Schrö-dinger and Helmholtz equations allows us to compare the obtained numerical results with the experimentally determined eigenmodes of a vibrating membrane, or the resonant modes of the oscillating electromagnetic field in a resonant cavity, of the same shape as the billiard. In fact, this analogy has been exploited by several authors who employed microwave cavities in order to measure directly, with high accuracy, both the eigenvalues and eigenfunctions in model billiard geometries. 6 The aim of this article is to present a simple, yet quite general and powerful, numerical method, referred to as the expansion method ͑EM͒, for calculating the stationary states of quantum billiards. This method is conceptually simple and should be accessible to students interested in quantum mechanics. The EM together with its computer implementation, e.g., as a MATHEMATICA notebook, 7 may also be of interest for those engaged in teaching introductory quantum mechanics.
This article is structured as follows. The formulation of the EM, along with its computer implementation, is given in Sec. II. In Sec. III the EM is applied to calculate the stationary states of three integrable billiards ͑quarter-circle, circle, and equilateral-triangle͒ and the calculated values of the energy levels are compared with the corresponding exact analytical results. Next, in Sec. IV, the results of similar calculations for several chaotic billiards ͑isosceles and generic triangles͒ are presented. In Sec. V the energy level spacing distributions corresponding to the studied quantum billiards are compared with the theoretical predictions of the random matrix theory 8 ͑RMT͒ and used to distinguish billiards which are classically integrable from those which are chaotic. Finally, Sec. VI presents conclusions.
II. THE EXPANSION METHOD
There exist several efficient numerical methods for calculating the energy spectrum of a generic quantum billiard ͑a classification of these methods is provided in Ref. 9͒, but all of them have certain shortcomings which make them unsuitable for the study of quantum billiards in an introductory quantum mechanics course. The expansion method ͑EM͒, we describe next, is simple, intuitive, quite general, and powerful enough to allow us to determine simultaneously both the energy levels and the corresponding wave functions of a quantum billiard.
Consider a particle of mass M moving in a 2D infinite potential well,
The corresponding stationary states are given by the eigenvalues and eigenfunctions of the time-independent Schrö-dinger equation
Since the potential energy is infinitely large outside the domain D, the wave functions n (r) must obey the Dirichlet boundary condition ͑1.2͒. By introducing the wave vector
Eqs. ͑2.2͒-͑2.1͒ yield the eigenvalue problem ͑1.1͒-͑1.2͒. The EM is founded on the approximation of the potential energy ͑2.1͒ through
͑2.4͒
where V 0 is a properly chosen large constant; domains I, II, III are specified in Fig. 1 . Approximation ͑2.4͒ amounts to fitting the generic billiard inside a rectangular infinite potential well of edge lengths a 1 and a 2 , and then replacing the infinite potential energy in region II ͑determined by what remains from the rectangular domain after removing D, i.e., region I; see Fig. 1͒ by a sufficiently large, but finite, value V 0 . Since lim V→ϱ Ṽ (r)ϭV(r), one expects that both V(r) and Ṽ (r) will lead approximately to the same stationary states as long as the associated energies are less than V 0 . Approximation ͑2.4͒ also replaces boundary condition ͑1.2͒ by
where ⌫ is the boundary of a rectangular well. This modification of the boundary condition has two important implications. First, the corresponding stationary state wave functions n (r) do not vanish identically in region II ͑i.e., between ⌫ and ⌫ ͒ but, for E n ӶV 0 , they assume a very small value ͑controlled by V 0 ͒ in this region. Second, the functions n (r) can be expressed as
where c m are expansion coefficients to be determined; m (r) are the energy eigenfunctions corresponding to a particle in the rectangular infinite potential well, i.e.,
͑2.7͒
The functions m (r) form a complete set of orthonormal functions. In Eq. ͑2.7͒ x 1,2 are Cartesian coordinates oriented along two perpendicular edges of the rectangle of lengths a 1,2 , and mϭ(m 1 ,m 2 ) are doublets of positive integers. The orthonormality condition of the functions m (r) reads
͑2.8͒
where the Kronecker-delta ␦ nm is equal to one for nϭm and zero otherwise. The possibility to employ the convenient expansions ͑2.6͒ and ͑2.7͒ is the reason why approximation ͑2.4͒ has been introduced. The price one needs to pay is that the resulting wave functions do not vanish exactly in region II. However, by choosing V 0 large enough this error can be kept small as demonstrated below. Inserting Eq. ͑2.6͒ into the Schrödinger equation ͑2.2͒, with V replaced by Ṽ , multiplying the result from the left by n (r), and integrating with respect to the position vector, one arrives at the matrix eigenvalue equation
͑2.9͒
In deriving Eq. ͑2.9͒ we have used the orthonormality condition ͑2.8͒, and defined the matrix elements of the Hamiltonian as
Using the Hamiltonian Ĥ ϭϪ(ប 2 /2M )ٌ 2 ϩṼ (r) together with ͑2.4͒ and ͑2.7͒ one can evaluate these matrix elements and obtain
Here we used the notations: mϭ(m 1 ,m 2 ), and
where ͐ II d 2 r¯denotes integration over region II ͑see Fig.  1͒ .
The ͑approximate͒ energy levels E of the quantum billiard are given by the condition that the homogeneous matrix equation ͑2.9͒ has nontrivial solutions, i.e., the allowed energy levels are those which obey det͉H nm ϪE␦ nm ͉ϭ0.
͑2.13͒
The corresponding energy values are a discrete set E n , n ϭ1,2,... . We assume the ordering E n ϽE m for nϽm. Once the energy eigenvalues E n are determined, they are inserted in ͑2.9͒ and the resulting sets of linear equations have to be solved for the unknown expansion coefficient c m (n) , which provide the desired wave functions
In practice, the application of the EM requires a second approximation, since in expansion ͑2.6͒ one can retain only a finite number of M 0 terms. This implies that the Hamiltonian matrix H nm is truncated, and that the approximate stationary states of the billiard are described by the eigenvalues and the eigenvectors of this truncated M 0 ϫM 0 matrix. The diagonalization of H nm yields as many states as the dimension M 0 of the matrix. However, due to the truncation process only a fraction of the obtained states with the lowest energies can be trusted. In fact, it must hold E 1 , E 2 ,...ӶV 0 and only m 0 states with m 0 ӶM 0 can be used. In principle, by using sufficiently large M 0 and V 0 values, one can determine accurately an arbitrarily large number m 0 of stationary states. In practice, however, by increasing the values of M 0 and V 0 the required computational resources ͑both CPU time and memory͒ proliferate exponentially and, therefore, the total number of stationary states which can be obtained by using the EM method are actually limited.
Numerical algorithm-The formulation of a numerical algorithm based on the EM is straightforward. The steps of the algorithm are the following.
͑1͒ Define proper energy and length units. It is convenient to chose as energy unit ប 2 /2M a 1 2 , and as length unit a 1 . ͑2͒ Define the shape of the billiard ͑⌫͒ and calculate the edge lengths a 1 and a 2 of a rectangle which encompasses ⌫ completely. ͑3͒ Chose proper values for M 0 and V 0 . ͑4͒ Evaluate and save the symmetric matrix v n,m , n, m рM 0 , by calculating analytically the integrals ͑2.12͒. If the shape of the billiard is such that these integrals cannot be evaluated analytically then the efficiency of the EM is jeopardized due to the required large number of numerical integrations involving highly oscillatory integrands. ͑5͒ Evaluate the Hamiltonian matrix H nm by using Eq.
͑2.10͒. ͑6͒ Find the eigenvalues E n ͑energy levels͒ and the corresponding eigenvectors c m (n) of the Hamiltonian matrix. ͑7͒ Determine the wave functions n (r) according to Eq. ͑2.6͒.
We have implemented the above algorithm as a MATHEMATICA3.0 notebook. The actual code can be made extremely compact by employing the excellent built-in functions that MATHEMATICA3.0 offers, together with the standard LinearAlgebra'MatrixManipulation' package. For example, once the symmetric matrix H nm is determined, the single command Eigensystem [Hnm] returns both the eigenvalues and the eigenvectors of the truncated Hamiltonian. Also, the obtained wave functions can be conveniently visualized as three-dimensional ͑3D͒ plots ͑with the Plot3D command͒ or density plots ͑by employing the DensityPlot MATHEMATICA command͒.
In general the most time-consuming part of the algorithm is the evaluation of the matrix v nm . Note, however, that for a given billiard this matrix should be evaluated only once and it is a good idea to save it on the hard disk. The already existing matrix elements need not be reevaluated even if one increases the value of the truncation constant M 0 in order, e.g., to determine more energy levels.
The approximations connected with the EM, i.e., the truncation size M 0 of the matrix H nm and the magnitude of V 0 , need to be carefully explored. M 0 should be large enough so that the truncated series ͑2.6͒ will accurately describe any desired stationary state. The higher the energy of the desired state, the more basis functions m need to be included in the expansion. The reason is that higher energy wave functions will have faster spatial oscillations than lower energy wave functions. A good rule of thumb in choosing a value for M 0 is to take the kinetic energy corresponding to M 0 (r) to be about 10 times larger than the highest desired energy level E n ; a good choice for V 0 is about 10 times E n . Note that although the size of V 0 does not effect the CPU time, too large a value of this quantity results in erroneous eigenvalues due to internal over/underflow errors.
III. INTEGRABLE SYSTEMS
First we apply the EM to calculate the stationary states of three examples of integrable billiards ͑quarter-circle, circle, and equilateral-triangle͒ for which analytical solutions are available. The wave vectors k n corresponding to the first sixteen stationary states for these systems, which have been calculated numerically by employing the EM, are listed ͑the first column͒ and compared with the corresponding exact analytical results ͑the second column͒ in Table I . The agreement between the numerical and analytical results is extremely good, as indicated by the small relative error ⌬k n ͑the third column͒. Furthermore, in Table I we also list the energies E n of the considered stationary states ͑the fourth column͒ in units 2ប 2 /2M A, which allows us to compare the corresponding energy eigenvalues of billiards which have the same area A but different shapes. As intuitively expected, the circle billiard has the smallest ground state energy, followed by the quarter-circle and the equilateraltriangle billiards.
A. Quarter-circle billiard
First we consider a quantum billiard, the boundary ⌫ of which is a quarter of a circle with unit radius. Expressing Table I . Comparison between the exact wave vectors k n and the ones computed numerically by using the expansion method ͑EM͒ corresponding to the first sixteen stationary states for: ͑1͒ quarter-circle, ͑2͒ full-circle, and ͑3͒ equilateral-triangle billiards. The corresponding energy eigenvalues E n , in units of 2ប 2 /2M A, are also given.
State n 1͒ Quarter Circle 2͒ Circle 3͒ Equilateral Triangle E n ϭប 2 k n 2 /2M , the wave vectors k n are given by the zeros of the even-integer Bessel functions, 1 i.e., J 2m (k n )ϭ0. To employ the EM, we fit this billiard in a unit square, i.e., a 1 ϭa 2 ϭ1. The matrix elements ͑2.12͒, in this case, are given by
͑3.1͒
The latter integral can be evaluated analytically. The first fifty energy values resulting from the EM with M 0 ϭ400 and V 0 ϭ50 000 are within 0.13% of the exact values. Density plots of the absolute value ͉ n (r)͉ of the wave function for the first sixteen stationary states are provided in Fig. 2 .
B. Circle billiard
Next, we consider a full-circle billiard of unit radius centered about the origin. Analytical solutions for this system are well known.
1,2 The energy eigenvalues are E n ϭប 2 k n 2 /2M , where the k n values are given by the zeros of the integer Bessel functions of the first kind: J m (k n )ϭ0.
To employ the EM, we fit the billiard in a square with a 1 ϭa 2 ϭ2. Because the origin of the coordinate system is chosen in the center of the square, the corresponding basis functions are given by ͑2.7͒ in which x 1,2 are shifted by unity. The matrix elements v nm are
͑3.2͒
and, again, can be evaluated analytically.
In Table I the numerically calculated k n 's, for the same values of M 0 and V 0 as above are compared with the exact values. Most of the energy levels, namely those with nonzero angular momentum, are doubly degenerate. Density plots for the first sixteen wave functions are shown in Fig. 3 .
C. Equilateral-triangle billiard
The equilateral-triangle billiard is also integrable. The energy spectrum, in units ប 2 /2M a 2 , where a is the edge length, is given by
where p and q are positive integers. All the states are degenerate, except those with pϭ2q. The EM can be efficiently applied to triangle billiards because the matrix elements v nm can be evaluated analytically. We fit the triangle inside a rectangle with a 1 ϭ1 and a 2 ϭl, l being the height of the triangle, which in the general case can be expressed in terms of two acute angles ␣ 1 and ␣ 2 . If one defines ␤ i ϭtan ␣ i , iϭ1,2, the vertices of the triangle have the coordinates ͑0,0͒, ͑1,0͒, and (x b ,l), where 
For an equilateral triangle ␣ 1 ϭ␣ 2 ϭ60°, lϭ)/2, and x b ϭ1/2. The matrix elements v nm are in this case
͑3.6͒
The first sixteen stationary states of an equilateral-triangle billiard are presented through their wave vectors k n and wave functions in Fig. 4 . One can see that the EM furnishes wave functions which decay to zero toward the edge of the triangle. The energy values indicate that the threefold symmetry has one-dimensional and two-dimensional representations, 11 i.e., there exist nondegenerate states and pairwise degenerate states. Due to the approximative character of the EM, the latter degeneracies are slightly broken with errors below 1%. Only 3 of the states shown, namely 1, 4, and 11, are nondegenerate, the corresponding wave functions exhibiting the threefold symmetry of the triangle ͑see Fig. 4͒ . The doubly degenerate states are presented through wave functions which do not exhibit the full symmetry of the equilateral triangle, but can be superimposed to be symmetric, in which case complex amplitudes are needed.
The wave functions in Fig. 4 reflect the well-known principle that increases in energy are accompanied by an increase in the number of nodal lines. For example, the nondegenerate states 1, 4, and 11 have, respectively, no nodal line, a nodal triangle ͑three lines͒, and three nodal triangles ͑nine nodal lines, two of which are oriented such that they form a single long line͒. Similarly, the first two pairs of nondegenerate states, ͑2,3͒ and ͑5,6͒, are characterized through one and through two nodal lines, respectively. Figure 5 presents the first sixteen stationary states ͑ener-gies and wave functions͒ of the isosceles triangle with ␣ 1 ϭ␣ 2 ϭ65°. In this case the double degeneracies, which arise in the equilateral triangle, are broken since the mirror symmetry of the isosceles triangles has only one-dimensional representations. One can relate quite well the states of the isosceles triangle to those of the equilateral triangle, in particular for the double-degenerate equilateral triangle states. In the case of state 4 one can discern that the wave function of this state evolves from that of state 4 of the equilateral case through a merging of the wave function minima in the two bottom corners. Similarly, state 11 of the isosceles triangle evolves through merging of wave function maxima ͑minima͒ of state 11 of the equilateral triangle. This ''morphological'' view of the wave functions in Fig. 5 emphasizes that the wave functions in the triangle depend sensitively on the triangle shape. One can readily imagine how a continuous change of the shape of the triangle ''morphes'' wave functions. What is not obvious is that continuous changes of the shape of the triangle can lead to new wave functions in cases when nodal lines merge with the triangle perimeter or detract from the triangle perimeter. These situations, which arise only in generic triangles, have been termed ''diabolic points'' in Ref. 10 and will be investigated now.
IV. CHAOTIC SYSTEMS

A. Isosceles-triangle billiard
B. Generic-triangle billiard
In Ref. 10 the authors present several generic triangles in which the quantum states exhibit ''diabolic points,'' i.e., points of ''accidental'' degeneracy. Two of the triangles discussed by these authors are presented below together with the wave functions and energies of the first nine stationary states.
The first triangle we consider has angles 30.73°, 18.70°, and 130.57°. For this triangle one can discern in Fig. 6 a near degeneracy between states 5 and 6 ͑see energy values͒ corresponding to a diabolic point. The reader should note that the numerical approximation associated with the expansion method precludes exact degeneracies. Inspection of the wave functions of the first seven states of the triangle shows immediately that the wave functions of state 1, 2, 3, 4, 5, 7 follow the expected progression of an increasing number of maxima and minima, namely 1, 2, 3, 4, 5, and 6, respectively. State 6, however, sports solely three maxima ͑minima͒, one of the main characteristics of the wave function being a long squeezed feature, a ''banana.''
The second triangle with angles 55.30°, 39.72°, and 84.98°, exhibits a similar scenario. The energy values shown in Fig. 7 exhibit a near degeneracy of states 6 and 7 corresponding to a ''diabolic point.'' The wave function of state 7 disrupts the progression of nodal lines and wave function maxima ͑minima͒ again: State 6 has a wave function with four connected regions without sign change, state 8 a wave function with five such regions, whereas state 7 has a wave function with only three such regions.
V. ENERGY LEVEL STATISTICS
One characteristic which distinguishes the spectra of integrable systems ͑e.g., quarter-, full-circle, and equilateraltriangle billiards͒ from chaotic ones ͑e.g., isosceles-and generic-triangle billiards͒ is the so-called energy level spacing distribution 9 P(s). By definition, P(s)ds represents the probability that, given an energy level at E, the nearestneighbor energy level is located in the interval ds about E ϩs. According to random matrix theory ͑RMT͒, 8,4 applicable due to a quasirandom character of the Hamiltonian matrix H nm , integrable systems are described by the Poisson distribution with
The energy levels of classically chaotic systems, which do not break time reversal symmetry ͑e.g., the generic triangle without geometrical symmetries͒, form a Gaussian orthogonal ensemble ͑GOE͒ with
͑5.2͒
Poisson and GOE distributions are distinguished most clearly near sϭ0, since P 0 (0)ϭ1 ͓maximum of P 0 (s)͔ and P GOE (0)ϭ0 ͓minimum of P GOE (s)͔; neighboring energy levels are likely to attract each other in the case of integrable systems, while in chaotic systems neighboring energy levels are likely to repel each other. In what follows we demonstrate that the level spacing distributions evaluated by means of the expansion method for the quarter-circle, circle, and triangle indeed obey these characteristics. For this purpose we evaluate P(s) by using several hundred of the lowest energy levels calculated numerically by employing the expansion method. First, one needs to make sure that the energy levels which enter in the determination of P(s) are accurate. For the circle billiard this can be accomplished by comparing the EM results with the available exact energy eigenvalues. For the triangle billiard, where the exact energy eigenvalues are not known, one can check the correctness of EM energies through comparison with the energy staircase function N(E) ͑which gives the number of quantum states with energy less than or equal to E͒ with the corresponding Weyl-type formula
where A and L are the area and the perimeter of the billiard, and C is a constant that carries information about the topological nature of the billiard. Strictly speaking, Weyl's equation is only valid in the semiclassical limit, i.e., for large quantum numbers n; however, it turns out that Eq. ͑5.3͒ holds well even in the lower part of the energy spectrum. For a proper analysis of the energy level statistics, we first ''unfold the spectrum'' 9 by linearly scaling the set of energies such that for the resulting sequence the mean level spacing is uniform, and equal to one, everywhere in the studied interval of the energy spectrum. This transformation is achieved by replacing the original set of energies E n by Ẽ n ϭ͗N(E n )͘. To this end, we evaluate first the area A and the perimeter L of the billiard and, for the sake of simplicity, we neglect the constant C in Eq. ͑5.3͒. The resulting staircase function N(E) for the first 400 energy levels of the quarter-and fullcircle billiards are given in Fig. 8͑a͒ and ͑b͒. The agreement between our results and the corresponding Weyl formula is satisfactory only for the lowest 200 energy levels; only the values of these levels can be trusted and used for statistical analysis of the energy spectrum. Next we unfold the spectrum formed by the lowest 200 energies E n , i.e., we evaluate Eq. ͑5.3͒ for each E n in order to obtain the new energies Ẽ n . For the first few energies this procedure is represented graphically in Fig. 9 . Note that the integer part of Ẽ n is about n and, as a result, the corresponding mean level spacing is characterized through ͗s͘ϭ͚ nϭ1 N (Ẽ nϩ1 ϪẼ n )/NϷ1. The resulting level spacing distributions P(s) are shown in Fig.  10͑a͒ and ͑b͒; for comparison P 0 (s) and P GOE (s) are also shown. As expected, P(s) for both systems are best approximated by the Poisson distribution.
The staircase function N(E) for the first 200 of 400 energy levels of the ␣ 1 ϭ␣ 2 ϭ30°isosceles triangle and the ␣ 1 ϭ20°and ␣ 2 ϭ68°generic-triangle billiards are given in Fig. 8͑c͒ and ͑d͒. The agreement between N(E) and the corresponding Weyl formula is acceptable only for the lowest fifty levels. For these levels the resulting P(s) are shown in Fig. 10͑c͒ and ͑d͒. As expected, P(s) for the classically chaotic generic-triangle billiard is approximated by P GOE (s). Note, however, that P(s) for the chaotic isosceles triangle seems to be different from both GOE or Poisson distributions. The deviation of P(s) from a GOE distribution is due to the fact that the isosceles triangle has symmetry axes and, hence, has two sets of states, one for each symmetry class ͑even and odd reflection symmetry͒. As a result, P(s) is best approximated with the superposition of two independent GOE distributions ͓see Fig. 10͑c͔͒ , which describes the distribution for two independent sets of GOE distributed energy levels. A general expression for the level spacing distribution P (N) (s) corresponding to the superposition of N independent spectra with GOE statistics is given by 
