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2 BULAT KHABIBULLIN AND ENZHE MENSHIKOVA
1. Introduction
We have considered in the survey [46] general concepts of affine balayage. In this article we
deal with a particular case of such balayage with respect to special classes of test subharmonic
functions. This allows us to generalize and develop some results from [45], [59], [43].
The general concept of balayage can be defined as follows. Let F be a set and (R,≤) be a
(pre-)ordered set with (pre-)order relation ≤. A function f : F → R can be called a (linear)
balayage of a function g ∈ F → R for a subset V ⊂ F , and we write g V f , if the function
f majorizes the function g on V :
g(v) ≤ f(v) for all v ∈ V . (1.1)
Suppose, in addition, that R is the extended real line with usual order relation ≤. A function
f : F → R can be called an affine balayage of a function g ∈ F → R for a subset V ⊂ F ,
and we write g 2V f , if there is a real constant C such that the function f + C majorizes
the function g on V :
g(v) ≤ f(v) + C for all v ∈ V . (1.2)
In this article, we use the balayage or the affine balayage when F is a class of functions on a
subdomain D of finite-dimensional Euclidean space, functions f and g are integrals defined
by positive measures on D, and classes V are special classes of subharmonic functions on D
or near the boundary of this domain D from the inside, respectively (Sec. 5–Sec. 7).
Using this special cases of balayage and affine balayage, we investigate two related but
different problems. Let u 6≡ −∞ and M 6≡ −∞ be a pair subharmonic functions on a
domain D in d-dimensional Euclidean space. The first is to find the relations between the
Riesz measures υu and µM of functions u and M respectively under which there exists a
subharmonic function h 6≡ −∞ on D such that u+h < M . The second is the same question,
but for a harmonic function h on D. The answers to these questions are given in terms of
affine balayage. Such function h exists if and only if the measure µM is an affine balayage of
the measure υu for a special class V of subharmonic test functions defined on D \ So, where
So is some precompact fixed subset in D (Sec. 9, Criteria 1 and 2).
Applications of these results relate to conditions on the distribution of zeros of a holomor-
phic functions f on a subdomain D of n-dimensional complex space under the restriction
|f | ≤ expM , where M is a δ-subharmonic function on D (Sec. 12, Theorem 2). For finitely
connected domains D in the complex plane (Subsec. 12.3), these descriptions are complete
(Criterium 3) or almost complete (Theorem 3 together with Theorem 2).
Obtained and used auxiliary results may have independent significance. It is primarily the
Gluing Theorems 1 and 2 for subharmonic functions (Sec. 3) with Green’s functions (Sec.
4, Gluing Theorems 3 and 4), properties of linear balayage of measures and charges (Sec. 5,
Propositions 5.1–5.8, Examples 5.1–5.5), an internal description for potentials of balayage
of measures (Sec. 6), including Duality Theorems 1 and 2 for them together with Duality
Theorems A and B from Subsections 6.2 and 6.5 for Arens – Singer and Jensen measures
and potentials, as well as our generalized Poisson – Jensen formula (Subsec. 6.3, Theorem
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1). Because of this the auxiliaries results are often proved in a more general form than is
necessary for the main purposes of this article.
2. Definitions, notations and conventions
The reader may address to this Subsec. 2 when necessary.
2.1. Sets, order, topology. As usual, N := {1, 2, . . . }, R and C are the sets of all natural,
real and complex numbers, respectively; N0 := {0} ∪ N is French natural series.
For d ∈ N, we denote by Rd the d-dimensional real Euclidean space with the standard
Euclidean norm |x| := √x21 + · · ·+ x2d for x = (x1, . . . , xd) ∈ Rd and the distance function
dist(·, ·). For the real line R = R1 with Euclidean norm-module | · |,
R−∞ := {−∞} ∪ R, R+∞ := R ∪ {+∞}, | ±∞| := +∞; R±∞ := R−∞ ∪ R+∞ (2.1∞)
is extended real line in the end topology with two ends ±∞, with the order relation ≤ on R
complemented by the inequalities −∞ ≤ x ≤ +∞ for x ∈ R±∞, with the positive real axis
R+ := {x ∈ R : x ≥ 0}, R++∞ := R+ ∪ {+∞},
{
x+ := max{0, x},
x− := (−x)+, for x ∈ R±∞, (2.1
+)
S+ := {x ≥ 0: x ∈ S}, S∗ := S \ {0} for S ⊂ R±∞, R+∗ := (R+)∗, (2.1+∗ )
x · (±∞) := ±∞ =: (−x) · (∓∞) for x ∈ R+∗ ∪ (+∞), (2.1±)
x
±∞ := 0 for x ∈ R, but 0 · (±∞) := 0 (2.10)
unless otherwise specified. An open connected (sub-)set of R±∞ is a (sub-)interval of R±∞.
The Alexandroff one-point compactification of Rd is denoted by Rd∞ := Rd ∪ {∞}.
The same symbol 0 is used, depending on the context, to denote the number zero, the ori-
gin, zero vector, zero function, zero measure, etc. The positiveness is everywhere understood
as ≥ 0 according to the context. Given x ∈ Rd and1 r (2.1
+)∈ R++∞, we set
B(x, r) := {x′ ∈ Rd : |x′ − x| < r}, B(x, r) := {x′ ∈ Rd : |x′ − x| ≤ r}, (2.2B)
B(∞, r) := {x ∈ Rd∞ : |x| > 1/r}, B(∞, r) := {x ∈ Rd∞ : |x| ≥ 1/r}, (2.2∞)
B(r) := B(0, r), B := B(0, 1), B(r) := B(0, r), B := B(0, 1). (2.21)
B◦(x, r) := B(x, r) \ {x}, B◦(x, r) := B(x, r) \ {x}. (2.2◦)
Thus, a basis of open (respectively closed) neighborhoods of the point x ∈ Rd∞ consists of
all open (respectively closed) balls B(x, r) (respectively B(x, r)) centered at x with radius
r > 0.
1A reference mark over a symbol of (in)equality, inclusion, or more general binary relation, etc. means
that this relation is somehow related to this reference.
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Given a subset S of Rd∞, the closure closS, the interior intS and the boundary ∂S will
always be taken relative Rd∞. For S ′ ⊂ S ⊂ Rd∞ we write S ′ b S if closS ′ ⊂ intS. An open
connected (sub-)set of Rd∞ is a (sub-)domain of Rd∞.
2.2. Functions. Let X, Y are sets. We denote by Y X the set of all functions f : X → Y .
The value f(x) ∈ Y of an arbitrary function f ∈ Y X is not necessarily defined for all
x ∈ X. The restriction of a function f to S ⊂ X is denoted by f ∣∣
S
. If F ⊂ Y X , then
F
∣∣
S
:= {f ∣∣
S
: f ∈ F}. We set
RX−∞
(2.1∞)
:= (R−∞)X , RX+∞
(2.1∞)
:= (R+∞)X , RX±∞
(2.1∞)
:= (R±∞)X . (2.3)
A function f ∈ RX±∞ is said to be extended numerical. For extended numerical functions f ,
we set
Dom−∞ := f−1(R−∞) ⊂ X, Dom+∞ f := f−1(R+∞) ⊂ X,
Dom f := f−1(R±∞) = Dom−∞ f
⋃
Dom+∞ f ⊂ X,
dom f := f−1(R) = Dom−∞ f
⋂
Dom+∞ f ⊂ X,
(2.4)
For f, g ∈ RX±∞ we write f = g if Dom f = Dom g =: D and f(x) = g(x) for all x ∈ D, and
we write f ≤ g if f(x) ≤ g(x) for all x ∈ D. For f ∈ RX±∞, g ∈ RX±∞ and a set S, we write
“f = g on S ” or “f ≤ g on S ” if f ∣∣
S∩D= g
∣∣
S∩D or f
∣∣
S∩D≤ g
∣∣
S∩D respectively.
For f ∈ F ⊂ RX±∞, we set f+ : x 7→ max{0, f(x)}, x ∈ Dom f , F+ := {f ≥ 0: f ∈ F}.
So, f is positive on X if f = f+, and we write “f ≥ 0 on X”.We will use the following
construction of countable completion of F up:
F ↑ :=
{
f ∈ RX±∞ : there is an increasing sequence (fj)j∈N, fj ∈ F ,
such that f(x) = lim
j→∞
fj(x) for all x ∈ X (we write fj ↗
j→∞
f)
}
. (2.5)
Proposition 2.1. Let F ⊂ RX± be a subset closed relative to the maximum. Consider
sequences F 3 fkj ↗
j→∞
fk ↗
k→∞
f . Then F 3 max{fkj : j ≤ n, k ≤ n} ↗
n→∞
f . In particular,
(F ↑)↑ = F ↑.
The proof is obvious.
For topological space X, C(X) ⊂ RX is the vector space over R of all continuous functions.
We denote the function identically equal to resp. −∞ or +∞ on a set by the same symbols
−∞ or +∞.
For an open set O ⊂ Rd∞, we denote by har(O) and sbh(O) the classes of all harmonic
(locally affine for d = 1) and subharmonic (locally convex for d = 1) functions on O,
respectively. The class sbh(O) contains the minus-infinity function −∞;
sbh∗(O) := sbh (O) \ {−∞}, sbh+(O) := (sbh(O))+. (2.6)
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Denote by δ-sbh(O) := sbh(O) − sbh(O) the class of all δ-subharmonic functions on O [3],
[45, 3.1]. The class δ-sbh(O) contains two trivial functions, −∞ and +∞ := −(−∞);
δ-sbh∗(O)
(2.6)
:= δ-sbh(O) \ {±∞}. (2.7)
If o /∈ O 3 ∞, then we can to use the inversion in the sphere ∂B(o, 1) centered at o ∈ Rd:
?o : x 7−→ x?o :=

o for x =∞,
o+ 1|x−o|2 (x− o) for x 6= o,∞,
∞ for x = o,
? := ?0 =: ?∞ (2.8?)
together with the Kelvin transform [26, Ch. 2, 6; Ch. 9]
u?o(x?o) = |x− o|d−2u(x), x?o ∈ O?o := {x?o : x ∈ O}, (2.8u)(
u ∈ sbh(O)
)
⇐⇒
(
u?o ∈ sbh(O?o)
)
. (2.8s)
For a subset S ⊂ Rd∞, the classes har(S), sbh(S), δ-sbh(S) := sbh(S) − sbh(S), and
Ck(S) with k ∈ N ∪ {∞} consist of the restrictions to S of harmonic, subharmonic, δ-
subharmonic,and k times continuously differentiable functions in some (in general, its own
for each function) open set O ⊂ Rd∞ containing S. Classes sbh∗(S), δ-sbh∗(S) are defined
like previous classes (2.6), (2.7),
sbh+(S)
(2.6)
:=
{
u ∈ sbh(S) : u ≥ 0 on S}. (2.9)
By consta1,a2,... ∈ R and const+a1,a2,... ∈ R+ we denote constants, and constant functions,
in general, depend on a1, a2, . . . and, unless otherwise specified, only on them, where the
dependence on dimension d of Rd∞ will be not specified and not discussed.
2.3. Measures and charges. Let Borel(S) be the class of all Borel subsets in S ⊂∈ Rd∞,
and S ∈ Borel(Rd∞). We denote by Meas(S) the class of all Borel signed measures, or,
charges on S ∈ Borel(Rd∞); Meascmp(S) is the class of charges µ ∈ Meas(S) with a compact
support suppµ b S;
Meas+(S) := {µ ∈ Meas(S) : µ ≥ 0}, Meas+cmp(S) := Meascmp(S) ∩Meas+(S); (2.10+)
Meas1+(S) := {µ ∈ Meas+(S) : µ(S) = 1}, probability measures. (2.101)
For a charge µ ∈ Meas(S), µ+, µ− := (−µ)+ and |µ| := µ+ + µ− are its upper, lower, and
total variations, respectively. So, δx ∈ Meas1+cmp(S) is the Dirac measure at a point x ∈ S,
i.e., supp δx = {x}, δx({x}) = 1. We denote by µ
∣∣
S′ the restriction of µ to S
′ ∈ Borel(Rd∞).
If the Kelvin transform (2.8) translates the subharmonic function u into another function
u?o (2.8u), then its Riesz measure υ is transformed common use image under its own mapping-
inversion of type 1 or 2. These rules are described in detail in L. Schwartz’s monograph [66,
Vol. I, Ch.IV, § 6] and we do not dwell on them here.
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Given S ∈ Borel(Rd∞) and µ ∈ Meas(S), the class L1loc(S, µ) consists of all extended
numerical locally integrable functions with respect to the measure µ on S. For the Lebesgue
measure λd, we set L1loc(S) := L1loc(S, λd). For L ⊂ L1loc(S, µ), we define a subclass
L dµ :=
{
ν ∈ Meas(S) : there exists g ∈ L such that dν = g dµ} (2.11)
of the class of all absolutely continuous charges with respect to µ. For µ ∈ Meas(S), we set
µ(x, r) := µ
(
B(x, r)
)
if B(x, r)
(2.2)⊂ S. (2.12)
Let 4 be the the Laplace operator acting in the sense of the theory of distributions, Γ be
the gamma function,
sd−1 :=
2pid/2
Γ(d/2)
(2.13)
be the surface area of the (d− 1)-dimensional unit sphere ∂B embedded in Rd. For function
u ∈ sbh∗(O), the Riesz measure of u is a Borel (or Radon [62, A.3]) positive measure
∆u := cd4u
(2.10+)∈ Meas+(O), where
cd
(2.13)
:=
1
sd−1(1 + (d− 3)+) =
Γ(d/2)
2pid/2 max{1, d− 2} . (2.14)
In particular, ∆u(S) < +∞ for each subset S b O. By definition, ∆−∞(S) := +∞ for each
S ⊂ O. We use the outer Hausdorff p-measure κp with p ∈ N0 [12, A6]:
κp(S) := bp lim
0<r→0
inf
{∑
j∈N
rpj : S ⊂
⋃
j∈N
B(xj, rj), 0 ≤ rj < r
}
, (2.15H)
bp
(2.14)
:=

1 if p = 0,
2 if p = 1,
sp−1
p
if p ∈ N,
is the volume of the unit ball B in Rp. (2.15b)
Thus, for p = 0, for any S ⊂ Rd, its Hausdorff 0-measure κ0(S) is the cardinality #S of S, for
p = d we see that κd
(2.15H)
=: λd is the the Lebesgue measure on S ⊂ Rd∞, and σd−1 := κd−1
∣∣
∂B
is the (d− 1)-dimensional measure of surface area on the unit sphere ∂B in the usual sense.
2.4. Topological concepts. Inward-filled hull of subset in open set. Let O be a
topological space, S ⊂ O, x ∈ O. We denote by ConnO S a set of all connected components
of S, and connO(S, x) ∈ ConnO S is connected component of S containing x. We write
closO S, intO S, and ∂OS for the closure, the interior, and the boundary of S in O. The set
S is O-precompact if closO S is a compact subset of O, and we write S b O.
Definition 2.1. An arbitrary O-precompact connected component of O \ S is called a hole
in S with respect to O. The union of a subset K ⊂ O with all holes in it will be called the
AFFINE BALAYAGE OF MEASURES 7
inward-filled hull of this set K with respect to O that is denoted further as
hull-inOK := K
⋃(⋃
{C ∈ ConnO(O \K) : C b O}
)
. (2.16)
Denote by O∞ the Alexandroff one-point compactification of O with underlying set Ounionsq{∞},
where unionsq is the disjoint union of O with a single point∞ /∈ O. If this space O is a topological
subspace of some ambient topological space T ⊃ O, then this point∞ can be identified with
the boundary ∂O ⊂ T , considered as a single point {∂O}.
Throughout this article, we use these topological concepts only in cases when O is an open
non-empty proper Greenian open subset [26, Ch.5, 2] of Rd∞ =: T , i. e.,
∅ 6= O = intRd∞ O =
⊔
j∈NO
Dj 6= Rd∞, j ∈ NO ⊂ N, Dj = connRd∞(O, xj), (2.17O)
where points xj lie in different connected components Dj of O ⊂ Rd∞, or
O = D, where D is an open connected subset, i. e., a domain. (2.17D)
The dependence on such an open set O or such domain D for constants const... will not
be indicated in the subscripts and is not discussed. For an open set O from (2.17O), we
often use results that are proved in our references only for domains D from (2.17D). This
is acceptable since all such cases concern only to individual domains-components Dj. So, if
S b O, then S meets only finite many components Dj. In addition, we give proofs of our
statements only for cases O,D ⊂ Rd. If we have o /∈ Dj = D 3 ∞, then we can use the
inversion relative to the sphere ∂B(o, 1) centered at o ∈ Rd as in (2.8).
Proposition 2.2 ([19, 6.3], [20]). Let K be a compact set in an open set O ⊂ Rd. Then
(i) hull-inOK is a compact subset in O;
(ii) the set O∞ \ hull-inOK is connected and locally connected subset in O∞;
(iii) the inward-filled hull of K with respect to O coincides with the complement in O∞ of
connected component of O∞ \K containing the point ∞, i. e.,
hull-inOK = O∞ \ connO∞\K(∞);
(iv) if O′ ⊂ Rd∞ is an open subset and O ⊂ O′, then hull-inOK ⊂ hull-inO′ K;
(v) Rd \ hull-inOK has only finitely many components, i. e.,
# ConnRd∞(R
d \ hull-inOK) <∞.
3. Gluing Theorems
Gluing Theorem A ([62, Theorem 2.4.5],[50, Corollary 2.4.4]). Let O be an open set in
Rd, and let O0 be a subset of O. If u ∈ sbh(O), u0 ∈ sbh(O0), and
lim sup
O03x′→x
u0(x
′) = u(x) for each x ∈ O ∩ ∂O0, (3.1)
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then the formula
U :=
{
max{u, u0} on O0,
u on O \ O0
(3.2)
defines a subharmonic function on O.
Gluing Theorem 1. Let O,O0 be a pair of open subsets in Rd, v ∈ sbh(O) and v0 ∈ sbh(O0)
be a pair of functions such that
lim sup
x′→x
x′∈O0∩O
v(x′) ≤ v0(x) for each x ∈ O0 ∩ ∂O, (3.30)
lim sup
x′→x
x′∈O0∩O
v0(x
′) ≤ v(x) for each x ∈ O ∩ ∂O0. (3.31)
Then the function
V :=

v0 on O0 \O,
max{v0, v} ≤ v+0 + v+ on O0 ∩O,
v on O \O0,
(3.4)
is subharmonic on O0 ∪O.
Proof. It is enough to apply Gluing Theorem A twice:
[O0] to one pair of functions
u := v0 ∈ sbh(O0), O := O0;
u0 := v
∣∣
O∩O0∈ sbh(O ∩O0), O0 := O ∩O0 ⊂ O0,
under condition (3.30) realizing condition (3.1);
[O] to another pair of functions
u := v ∈ sbh(O), O := O;
u0 := v0
∣∣
O0∩O∈ sbh(O0 ∩O), O0 := O0 ∩O ⊂ O,
under condition (3.31) realizing condition (3.1).
These two glued subharmonic functions coincide at the open intersection O ∩ O0 and give
subharmonic function V defined in (3.4). 
Gluing Theorem 2 (quantitative version). Let O and O0 be a pair of open subsets in Rd,
and v ∈ sbh(O) and g ∈ sbh(O0) be a pair of functions such that
−∞ < mv ≤ inf
x∈O∩∂O0
v(x), (3.7m)
sup
x∈O0∩∂O
lim sup
x′→x
x′∈O0∩O
v(x′) ≤Mv < +∞, (3.7M)
−∞ < sup
x∈O∩∂O0
lim sup
x′→x
x′∈O∩O0
g(x′) ≤ mg < Mg ≤ inf
x∈O0∩∂O
g(x) < +∞. (3.7g)
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If we choose the function
v0 :=
M+v +m
−
v
Mg −mg (2g −Mg −mg) ∈ sbh(O0), (3.8)
then the function V from (3.4) is subharmonic on O0 ∪O.
Proof. The function v0 from definition (3.8) is subharmonic on O0 since this function v0 has
a form const+g+ const with const+ ∈ R+, const ∈ R. In addition, by construction (3.8), for
each x ∈ O0 ∩ ∂O, we obtain
lim sup
y→x
y∈O0∩O
v(y)
(3.7m)−(3.7M)
≤ M+v +m−v =
M+v +m
−
v
Mg −mg (2Mg −Mg −mg)
(3.7g)
≤ M
+
v +m
−
v
Mg −mg
(
2 inf
x∈O0∩∂O
g(x)−Mg −mg
)
= inf
x∈O0∩∂O
M+v +m
−
v
Mg −mg
(
2g(x)−Mg −mg
)
(3.8)
= inf
O0∩∂O
v0 ≤ v0(x), ∀x ∈ O0 ∩ ∂O.
Thus, we have (3.30). Besides, by construction (3.8), for each x ∈ O ∩ ∂O0, we obtain
lim sup
x′→x
x′∈O0∩O
v0(x
′)
(3.8)
≤ M
+
v +m
−
v
Mg −mg
(
2 lim sup
x′→x
x′∈O0∩O
g(x′)−Mg −mg
)
(3.7g)
≤ M
+
v +m
−
v
Mg −mg (2mg −Mg −mg) = −(M
+
v +m
−
v ) ≤ −m−v ≤ mv
(3.7m)
≤ inf
x∈O∩∂O0
v(x) ≤ v(x), ∀x ∈ O ∩ ∂O0.
Thus, we have (3.31), and Gluing Theorem 2 follows from Gluing Theorem 1. 
Remark 3.1. Theorems of this section can be easily transferred to the cone of plurisubhar-
monic functions [50, Corollary 2.9.15]. We sought to formulate our theorems and their proofs
with the possibility of their fast transport to the plurisubharmonic functions and to abstract
potential theories with more general constructions based on the theories of harmonic spaces
and sheaves in the spirit of books [5], [16], [8], [9], [7], [57], [4], etc.
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4. Gluing with Green’s Function
Definition 4.1 ([62], [24], [55]). For q ∈ R and d ∈ N, we set
kq(t) :=
{
ln t if q = 0,
− sgn(q)t−q if q ∈ R∗,
t ∈ R+∗ , (4.1k)
Kd−2(x, y) :=

kd−2
(|x− y|) if x 6= y,
−∞ if x = y and d ≥ 2,
0 if x = y and d = 1,
(x, y) ∈ Rd × Rd. (4.1K)
Recall that a set E ⊂ Rd is called polar if there is a function u ∈ sbh∗(Rd) such that(
E ⊂ (−∞)u := {x ∈ Rd : u(x) = −∞}
)
⇐⇒
(
Cap∗E = 0
)
, (4.2)
where the set (−∞)u is minus-infinity Gδ-set for the function u,
Cap∗(S) := inf
S⊂O=intO
sup
C=closCbO
µ∈Meas1+(C)
k−1d−2
(∫∫
Kd−2(x, y) dµ(x) dµ(y)
)
is the outer capacity of S ⊂ Rd.
Let O be an open proper subset in Rd∞. Consider a point o ∈ Rd and subsets So, S ⊂ Rd∞
such that
Rd 3 o ∈ intSo ⊂ So b S ⊂ intO = O ⊂ Rd∞ 6= O. (4.3)
Let D be a domain in Rd∞ such that
o
(4.3)∈ intSo ⊂ So b D b S ⊂ O. (4.4)
Such domain D possesses the extended Green’s function gD(·, o) (see [24, 5.7.2], [26, Ch. 5,
2]) with pole at the point o
(4.4)∈ D described by the following properties:
gD(·, o) ∈ sbh+
(
Rd∞ \ {o}
) ⊂ sbh+(O \ {o}), (4.5s)
gD(·, o) = 0 on Rd∞ \ closD ⊃ O \ closD ⊃ O \ S, (4.50)
gD(·, o) ∈ har
(
D \ {o}) ⊂ har(So \ {o}) (2.2◦)⊂ har(B◦(o, ro)) (4.5h)
with a number ro ∈ R+∗ , gD(o, o) := +∞,
gD(x, o)
(4.1K)
= −Kd−2(x, o) +O(1) as o 6= x→ o. (4.5o)
and the following strictly positive number
0 < Mg := inf
x∈∂So
gD(x, o) = const
+
o,So,D,S
(4.5M)
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depends only on So, S,D and the pole o, and, by the minimum principle, we have
gD(x, o)−Mg
(4.5M)
≥ 0 for all x ∈ So \ {o}. (4.5M+)
Properties (4.5) for the extended Green’s function gD(·, o) from (4.3)–(4.4) are well known
[62, 4.4], [24, 5.7], and property (4.3) follows from 0 < g(·, o) ∈ C(D \ {o}) on D \ {o}.
Gluing Theorem 3. Under conditions (4.3) suppose that a function v ∈ sbh(O\So) satisfies
constraints from above and below in the form
−∞ < mv
(3.7m)
≤ inf
S\So
v ≤ sup
S\So
v
(3.7M)
≤ Mv < +∞. (4.6)
Every domain D with inclusions (4.4) possesses the extended Green’s function gD(·, o) with
pole o ∈ intSo, properties (4.5) and constant Mg of (4.5M) such that the choice of function
v0
(3.8)
:=
M+v +m
−
v
Mg
(
2gD(·, o)−Mg
) ∈ sbh(Rd∞ \ {o}) ⊂ sbh(intS \ {o}), (4.7v)
defines the subharmonic function
V
(3.4)
:=

v0 on So,
sup{v0, v} ≤ v+0 + v+ on S \ So,
v on O \ S,
from sbh∗
(O \ {o}), (4.7V)
satisfying the conditions
V
(4.5h)∈ har(So \ {o}) (2.2◦)⊂ har(B◦(o, ro)) with a number ro ∈ R+∗ , (4.7h)
v(x)
(4.7V)
≤ V (x)
(4.7v)
≤ M+v + 2
M+v +m
−
v
Mg
gD(x, o) for all x ∈ S \ So, (4.7+)
0 ≤ V (x)
(4.5M+)
≤ 2M
+
v +m
−
v
Mg
gD(x, o) for all x ∈ So \ {o}, (4.7+0 )
V (x)
(4.5o)
= −2M
+
v +m
−
v
Mg
Kd−2(x, o) +O(1) as o 6= x→ o. (4.7o)
Proof. It is enough to apply Gluing Theorem 2 with
O := O \ closSo, O0 := intS \ {o}, g := gD(·, o), mg := 0
in accordance with the reference marks indicated over relationships in (4.6)–(4.7). 
Remark 4.1. The choice of the domain D, and hence the constantMg in (4.5M) and (4.7o),
is entirely determined by the mutual arrangement of the sets So b S.
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Given S ⊂ Rd and r ∈ R+∗ , a set
S∪r
(2.2B)
:=
⋃
x∈S
B(x, r). (4.8)
is called a outer r-parallel open set [65, Ch. I,§ 4] for S. Easy to install the following
Proposition 4.1. Let a subset So b Rd be connected, and r ∈ R+∗ . Then S∪ro , S∪(2r)o , S∪(3r)o
are domains, and there is a Dirichlet regular domain Dr ⊂ S∪(3r)o such that
S∪ro b Dr b S∪(2r)o . (4.9)
For v ∈ L1(∂B(x, r)), we define the averaging value of v at the point x on the sphere
∂B(x, r) as
v◦r(x)
(2.13)
:=
1
sd−1
∫
∂B
v(x+ rs) dσd−1(s), (4.10)
where σd−1 measure of surface area on the unit sphere ∂B.
Gluing Theorem 4. Let O ⊂ Rd be an open subset, and So ⊂ Rd be a connected set such
that there is a point
o
(4.3)∈ intSo ⊂ So b O. (4.11)
Let r ∈ R+ be a number such that
0 < 3r < dist(So, ∂O), (4.12)
and Dr be a domain from Proposition 4.1 satisfying (4.9). Let v ∈ sbh∗(O\So) be a function
satisfying constraints from above and below in the form
v ≤Mv < +∞ on S∪(3r)o \ So, (4.13M)
mv := inf
{
v◦r(x) : x ∈ S∪(2r)o \ S∪(r)o
}
. (4.13m)
Then mv > −∞, and there is a function V ∈ sbh∗(O \ {o}) satisfying (4.7h)–(4.7+), i. e.,
0 < V ∈ har+(So \ {o}) on So \ {o}, (4.14h)
V = v on O \ S∪(3r)o , (4.14=)
v(x) ≤ V (x) ≤M+v + 2
M+v +m
−
v
Mg
gDr(x, o) for all x ∈ S∪(3r) \ So, (4.14+)
0 < V (x) ≤ 2M
+
v +m
−
v
Mg
gDr(x, o) for all x ∈ So \ {o}, (4.14+0 )
and such that
V (x)
(4.7o)
= −2M
+
v +m
−
v
Mg
Kd−2(x, o) +O(1) as o 6= x→ o, (4.14o)
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where
0 < Mg := inf
x∈∂S∪ro
gDr(x, o) = const
+
o,So,r,Dr
= const+o,So,r (4.14g)
Proof. We have mv > −∞ since the function v◦r is continuous in S∪(2r)o \ S∪ro [26, Theorem
1.14]. The function v can be transformed using the Perron –Wiener –Brelot method (into
the open “layer” S∪(3r)o \ closSo from boundary of this layer) to a new subharmonic function
v˜ ≥ v on O \ So such that v˜ ∈ har(S∪(3r)o \ closSo) and v˜ = v on O \ S∪(3r)o . It follows from
the principle of subordination (domination) for harmonic continuations and the maximum
principle that
−∞ < mv ≤ v˜ on S∪(2r)o \ S∪ro , v˜ ≤Mv on S∪(3r)o \ So. (4.15)
If we choose in Gluing Theorem 3 for the role a set So the set S∪ro , and instead of S the set
S
∪(2r)
o , then, by construction (4.7v)–(4.7V) and conditions (4.7h)–(4.7o) , we get series of
conclusions (4.14) of Theorem 4 in view of (4.15) since (4.15) gives (4.6) for v˜ instead of v.
The possibility of replacing a constant const+o,So,r,Dr with const
+
o,So,r
depending only on
o, So, r in(4.14g) follows from the Remark 4.1. 
5. Linear balayage of charges and measures
In this section 5 we discuss conventional linear balayage that is particular case of (1.1).
Next, we call linear balayage simply balayage.
Definition 5.1. Let ϑ, µ ∈ Meas(S), S ⊂ Borel(Rd∞). Let H ⊂ RS±∞ be a class of Borel-me-
asurable functions on S. Let us assume that the integrals
∫
h dϑ and
∫
h dµ are well defined
with values in R±∞ for each function h ∈ H. We write ϑ H µ and say that the charge µ is
a balayage, or, sweeping (out), of the charge ϑ for H, or, briefly, µ is a H-balayage of ϑ, if∫
h dϑ
(1.1)
≤
∫
h dµ for all h ∈ H. (5.1)
The relation H is a preorder on a part ofMH ⊂ Meas(S), where the integrals
∫
h dµ are
well defined for all µ ∈MH . If integrals
∫
h dµ are finite for each h ∈ H and µ ∈MH , and
H = −H, (5.2)
then this relation is symmetric onMH , i. e., the inequality in (5.1) becomes the equality∫
h dϑ
(5.2)
=
∫
h dµ for all h ∈ H. (5.3)
In this article, we consider only balayage forH ⊂ sbh(S) ⊂ RS−∞. In this case, the integrals
from (5.1) are well defined for all measures ϑ, µ ∈ Meas+cmp(S) with values in R−∞, and for all
absolutely continuous with respect to the Lebesgue measure λd charges ϑ, µ
(2.11)∈ L1loc(S) dλd
with values in R, etc.
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Proposition 5.1. Let O ⊂ Rd be an open set, µ ∈ Meas(O) be a H-balayage of ϑ ∈ Meas(O),
O′ ⊂ Rd be an open set, and H ′ ⊂ RO′±∞.
1. If 1 ∈ H, then ϑ(O) ≤ µ(O).
2. If ±1 ∈ H, then ϑ(O) = µ(O).
3. If H ′ ⊂ H, then µ is a H ′-balayage of ϑ.
4. If O′ ⊂ O and suppϑ ∪ suppµ ⊂ O′, then µ ∣∣
O′ is a balayage of ϑ
∣∣
O′ for H
∣∣
O′.
All statements of Proposition 5.1 are obvious.
Remark 5.1. Balayage of charges and measures with a non-compact support is also occur
frequently and are used in Analysis. So, a bounded domain D ⊂ Rd is called a quadrature
domain (for harmonic functions) if there is a charge µ ∈ Meascmp(D) such that the restriction
λd
∣∣
D
is a balayage of µ for the class har(D) ∩ L1(D). In connection with the quadrature
domains, see very informative overview [22, 3] and bibliography in it.
Proposition 5.2. If µ ∈ Meas+cmp(O) is a balayage of ϑ ∈ Meas+cmp(O) for sbh(O)∩C∞(O),
then µ is a balayage of ϑ for sbh(O).
Proposition 5.2 follows from [17, Ch. 4, 10, Approximation Theorem].
Example 5.1 ([18, 3], [51], [52], [14], [15], [11], [23], [27]–[43], [47], [6]). If a measure
µ ∈ Meas+cmp(O) is a balayage of the Dirac measure δx for sbh(O), where x ∈ O, then this
measure µ is called a Jensen measure for x. The class of such measures is denoted by Jx(O).
Example 5.2. We denote by ωD : D×Borel(∂D)→ [0, 1] the harmonic measure for D with
non-polar boundary ∂D ⊂ Rd∞. Measures ωD(x, ·)
(2.101)∈ Meas1+(∂D), x ∈ D, will also be
called a harmonic measure for D, but with specification, at x ∈ D. If D b O, then measures
aδx + bωD(x, ·) ∈ Jx(O), a, b ∈ R+, a+ b = 1. (5.4)
Likewise, if∑
k∈N
bk = 1, bk ∈ R+, Dk, D :=
⋃
k
Dk b O are Greenian, then
∑
k
bkωDk(x, ·) ∈ Jx(O).
So, the surface measure σd−1 in the unit sphere ∂B belongs to J0(rB) for each r > 1.
Example 5.3. Useful examples of Jensen measures from J0(B(r)) are probability measures
α∞r
(2.11)∈ (C∞0 (rB))+ dλd
(2.101)∈ Meas1+(B(r)), α∞r (S) = α∞1 (S/r), S ∈ Borel(Rd), (5.5)
r ∈ R+∗ , invariant under the action of the orthogonal group on Rd.
Example 5.4 ([18, 3], [30], [37], [35], [39], [54]). Let x ∈ O. If µ ∈ Meas+cmp(O) is a balayage
of δx for har(O), then such measure µ is called an Arens – Singer measure for x. The class
of such measures is denoted by ASx(O) ⊃ Jx(O). Arens – Singer measures are often referred
to as representing measures.
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Proposition 5.3. For H ⊂ sbh(O) (resp., H = −H ⊂ har(O)), let a measure µ ∈
Meascmp(O) be a balayage of a measure ϑ ∈ Meascmp for H.
Let ιx ∈ Jx(O)
(2.101)⊂ Meas1+cmp(O) (resp., ιx ∈ ASx(O) ⊂ Meas1+cmp(O)) with
sx := supp ιx b B
(
x,
1
2
dist(suppµ, ∂O)
)
for all x ∈ suppµ (5.6)
be a family Jensen (resp., Arens – Singer) measures for points x ∈ O. The measure µ and
probability measures ιx are bounded in aggregate, and we can to define the integral of ιx with
respect to µ [55], [10]
β :=
∫
ιx dµ(x) : h 7−→
∫ (∫
h dιx
)
dµ(x). (5.7)
In particular, if every Jensen (resp., Arens – Singer) measure ιx is a parallel shift to a
point x ∈ O of the same Jensen (resp., Arens – Singer) measure ι0 for 0 with the diame-
ter diam supp ι0 of supp ι0 fewer than 12 dist(suppµ, ∂O)
)
, then integral β from (5.7) is a
classical convolution β = ι0 ∗ µ of two measures ι0 and µ:
β := ι0 ∗ µ = µ ∗ ι0 : h 7−→
∫∫
h(x+ y) dι0 dµ, sx
(5.6)
= x+ supp ι0. (5.8)
In these cases both measures β from (5.7)–(5.8) also a balayage of ϑ for H with
supp β ⊂ clos
(
(suppµ)
⋃ ⋃
x∈suppµ
sx
)
b O.
Proof. Under condition (5.6), for subharmonic function h ∈ H ⊂ sbh(O), we have∫
h dϑ ≤
∫
h dµ ≤
∫
suppµ
(∫
sx
h dιx
)
dµ(x)
(5.7)
=
∫
h dβ (5.9)
by definitions (5.7)–(5.8). For H ⊂ har(O) and ιx ∈ ASx, by analogy with (5.9), we have
equalities in (5.9). 
Remark 5.2. If we choose parallel shifts to x of measures (Example 5.3, (5.5))
α∞r(x) ∈ (C∞0 (r(x)B))+ dλd ∈ Meas1+B(r(x))
as measures ιx for Proposition 5.3 with a function r ∈ C∞(O) and with condition (5.6), then
both measures β from (5.7)–(5.8) belong to the class C∞0 (O) dλd and still ϑ H β, i.e., the
measure β ∈ Meascmp(O) is a balayage of the measure ϑ for H.
Proposition 5.4. Let µ ∈ Meascmp(O) be a balayage of ϑ ∈ Meascmp(O) for har(O). Then∫
h dϑ =
∫
h dµ for every h ∈ har(hull-inO(suppµ ∪ suppϑ)). (5.10)
See Subsec. 2.4, Definition 2.1 of inward-filled hull of compact subset suppµ ∪ suppϑ in
O.
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Proof. We set
K := suppϑ ∪ suppµ b O. (5.11)
By Proposition 2.2(ii) and [19, Theorem 1.7], if h ∈ har(hull-inOK), then there are functions
hk ∈ har(O), k ∈ N, such that the sequence (hk)k∈N converges to h in C
(
hull-inOK
)
, and∫
hull-inOK
h dϑ =
∫
hull-inOK
lim
k→∞
hk dϑ = lim
k→∞
∫
O
hk dϑ
(5.1)
≤ lim
k→∞
∫
O
hk dµ =
∫
hull-inOK
lim
k→∞
hk dµ =
∫
hull-inOK
h dϑ.
Using the opposite function −h ∈ har(hull-inOK), we have the inverse inequality. 
Proposition 5.5. Suppose that measures ς, ϑ, µ ∈ Meas+cmp(O) satisfy the conditions{
ς har(O) ϑ,
ς sbh(O) µ,
and hull-in(supp ς ∪ suppϑ) ⊂ O′, (5.12)
where O′ b O is an open subset such that O′ ∩ suppµ = ∅. Then ϑ sbh(O) µ.
Proof. According to representation (2.17O), it suffices to consider the case when D := O
and D′ := O′ are domains. There exists a regular for the Dirichlet problem domain D′′ such
that
hull-in(supp ς ∪ suppϑ) (5.12)⊂ D′′ b D′ ⊂ D (5.13)
since hull-in(supp ς ∪ suppϑ) is compact subset in D′ by Proposition 2.2(i).
Let u ∈ sbh∗(D). Then we can build a new subharmonic function u˜ ∈ sbh∗(D) such that
u˜
∣∣
D′′∈ har(D′′), u˜ = u on D \D′′, u ≤ u˜ on D. (5.14)
By Proposition 5.4, in view of the inclusion in (5.13), we have∫
D
u dϑ
(5.12)
=
∫
D′′
u dϑ
(5.14)
≤
∫
D′′
u˜ dϑ
(5.10),(5.13)
=
∫
D′′
u˜ dς =
∫
D
u˜ dς
(5.12)
≤
∫
D
u˜ dµ. (5.15)
Since suppµ ⊂ D \D′, we can continue this chain of (in)equalities (5.15) as∫
D
u dϑ
(5.15)
≤
∫
D
u˜ dµ =
∫
D\D′
u˜ dµ
(5.14)
=
∫
D\D′
u dµ =
∫
D
u dµ.

Proposition 5.6. Let µ ∈ Meas+cmp(O) be a har(O)-balayage of measure ϑ ∈ Meas+cmp(O),
and ς ∈ Meas+cmp(O) also be a har(O)-balayage of the same measure ϑ. If
hull-inO(suppϑ ∪ supp ς) ⊂ hull-inO(suppϑ ∪ suppµ),
then the measure µ is a har(O)-balayage of the measure ς.
We omit the proof of this easy corollary of Proposition 5.4.
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Proposition 5.7. Let µ ∈ Meascmp(O) be a balayage of ϑ ∈ Meascmp(O) for sbh(O). Then∫
u dϑ ≤
∫
u dµ for each u ∈ sbh(hull-inO(suppµ ∪ suppϑ)), (5.16)
i. e., if O′ ⊃ hull-inO(suppµ ∪ suppϑ) is an open set, then µ is a sbh(O′)-balayage of ϑ.
Proof. We use the notation (5.11). By Proposition 2.2(ii), if u ∈ sbh(hull-inOK), then there
is a function U ∈ sbh(O) such that u = U on hull-inOK [19, Theorem 6.1], [21, Theorem
1], [20, Theorem 16], and we have∫
hull-inOK
u dϑ =
∫
hull-inOK
U dϑ =
∫
O
U dϑ
(5.1)
≤
∫
O
U dµ =
∫
hull-inOK
U dµ =
∫
hull-inOK
u dµ
that gives (5.16). 
Proposition 5.8. If µ ∈ Meas+cmp(O) is a sbh(O)-balayage of a measure ϑ ∈ Meas+cmp(O),
and a set E is polar, then µ(O ∩ E \ suppϑ) = 0.
This Proposition 5.8 is apparently well-known fact, but nevertheless we give its full
Proof. There is k0 ∈ N such that B(x, 1/k0) b O for all x ∈ suppϑ. For any k ∈ k0 + N0
there exists an finite cover of suppϑ by balls B(xj, 1/k) b O such that the open subsets
Ok :=
⋃
j
B(xj, 1/k) b O, suppϑ b Ok ⊃ Ok+1, k ∈ k0 + N0, suppϑ =
⋂
k∈k0+N0
Ok,
have complements Rd∞ \ Ok in Rd∞ without isolated points. Then every open set Ok b O is
regular for the Dirichlet problem. It suffices to prove that the equality µ(Ok ∩E) = 0 holds
for every number k ∈ k0 + N0. By definition of polar sets, there is a function u ∈ sbh∗(O)
such that u(E) = {−∞}. Consider functions
Uk =
{
u on O \Ok,
the harmonic extension of u from ∂Ok into Ok on Ok,
k ∈ k0 + N0.
We have Uk ∈ sbh∗(O), and Uk is bounded from below in suppϑ b Ok. Hence
−∞ <
∫
O
Uk dϑ
(5.1)
≤
∫
O
Uk dµ =
(∫
O\(Ok∩E)
+
∫
Ok∩E
)
Uk dµ
=
∫
O\(Ok∩E)
Uk dµ+ (−∞) · µ(Ok ∩ E)
(2.10)≤ µ(O) sup
suppµ
Uk + (−∞) · µ(Ok ∩ E).
Thus, we have µ(Ok ∩ E) = 0. 
Generally speaking, Proposition 5.8 is not true for har(O)-balayage. An implicit example
built in [59, Example]. We will indicate in Example 5.5 one more constructive and general
way of building in this direction.
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Example 5.5 (development of one example of T. Lyons [51, XIB2]). Consider
O = B, 0 < r0 < r < 1, ϑ
(2.15b)
:=
1
bdrd0
λd
∣∣
r0B
, µ
(2.15b)
:=
1
bdrd
λd
∣∣
rB (5.17)
Easy to see that ϑ sbh(B) µ. Let E = (ej)j∈N b rB \ r0B be a polar countable set without
limit point in rB \ r0B. Surround each point ej ∈ E with a ball B(ej, rj) of such a small
radius rj > 0 that the union of all these balls is contained in rB \ r0B. Consider a measure
µE
(2.12)
:= µ− 1
bdrd
∑
j∈N
λd
∣∣
B(ej ,rj)
+
1
bdrd
∑
λd(ej, rj)δej
(5.17)
=
1
bdrd
λd
∣∣
rB −
1
bdrd
∑
j∈N
λ
∣∣
B(ej ,rj)
+
1
rd
∑
j∈N
rdj δej .
By construction, the measure µE is har(B)-balayage of measure ϑ, but
µE(E) =
1
rd
∑
j∈N
rdj > 0.
in direct contrast to Proposition 5.8.
6. Potentials of charges and measures
Further everywhere we will assume for simplicity and brevity that
(O ⊂ Rd)⇔ (∞ /∈ O), (D ⊂ Rd)⇔ (∞ /∈ D) (6.1)
in addition to (2.17). If ∞ ∈ O, o ∈ Rd∞ \ O, we can always easily go to cases (6.1) using a
inversion ?o, and the Kelvin transforms (2.8).
Definition 6.1 ([62], [37, Definition 2], [45, 3.1, 3.2], [13]). Let µ ∈ Meascmp(Rd) be charge
with compact support. Its potential is the function ptµ ∈ δ-sbh∗(Rd) defined by
ptµ(y)
(4.1K)
:=
∫
Kd−2(x, y) dµ(x), (6.2)
where the kernel Kd−2 is defined in Definition 4.1 by the function kq from (4.1k). The values
of potential ptµ(y) ∈ R±∞ is well defined for all
y
(2.4)∈ Dom−∞ ptµ =
{
y ∈ Rd :
∫
0
µ−(y, t)
tm−1
dt
(2.12)
< +∞
}
,
y
(2.4)∈ Dom+∞ ptµ =
{
y ∈ Rd :
∫
0
µ+(y, t)
tm−1
dt
(2.12)
< +∞
}
,
y
(2.4)∈ Dom±∞ ptµ = Dom−∞ ptµ
⋃
Dom+∞ ptµ,
y
(2.4)∈ dom ptµ = Dom−∞ ptµ
⋂
Dom+∞ ptµ,
and their complements Rd \Dom−∞ ptµ and Rd \Dom+∞ ptµ are polar sets in Rd.
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If µ ∈ Meas+cmp(O) be a H-balayage of a measure ϑ ∈ Meas+cmp(O), then we consider the
potential
ptµ−ϑ
(6.2)
:= ptµ − ptϑ ∈ δ-sbh(Rd) (6.3)
where under the conditions d > 1 and 1 ∈ H it is natural to set ptµ−ϑ(∞) := 0. The latter
is based on the following
Proposition 6.1. Let µ ∈ Meascmp(Rd). Then
ptµ(x)
(4.1k)
= µ(Rd)kd−2
(|x|)+O(1/|x|d−1), x→∞. (6.4)
Proof. For d = 1, we have∣∣ptµ(x)− µ(R)|x|∣∣ ≤ ∫ ∣∣|x− y| − |x|∣∣ d|µ|(y) ≤ ∫ |y| d|µ|(y) = O(1), |x| → +∞.
See (6.4) for d = 2 in [62, Theorem 3.1.2].
For d > 2 and |x| ≥ 2 sup{|y| : y ∈ suppµ}, we have∣∣ptµ(x)− µ(Rd)kd−2(|x|)∣∣ = ∣∣∣∣∫ ( 1|x|d−2 − 1|x− y|d−2
)
dµ(y)
∣∣∣∣
≤
∫ ∣∣∣∣ 1|x|d−2 − 1|x− y|d−2
∣∣∣∣ d|µ|(y) ≤ 2d−2|x|2d−4
∫ ∣∣|x− y|d−2 − |x|d−2∣∣ d|µ|(y)
≤ 2
d−2
|x|2d−4
∫
|y||x|d−3
d−3∑
k=0
(3
2
)k
d|µ|(y) ≤ 2 3
d−2
|x|d−1
∫
|y| d|µ|(y) = O
( 1
|x|d−1
)
.

Proposition 6.2. If
µ ∈ Meas+cmp(Rd), L b Rd, o ∈ Rd \ L, (6.5)
then
inf
x∈L
ptµ(x)
(4.1k)
≥ µ(Rd)kd−2
(
dist(L, suppµ)
)
, (6.6i)
inf
x∈L
ptµ−δo(x)
(6.3)
≥ µ(Rd)kd−2
(
dist(L, suppµ)
)− kd−2(sup
x∈L
|x− o|
)
(6.6o)
Proof. The case d = 1 is trivial. Consider the cases d ≥ 2. If dist(L, suppµ) = 0, then the
right-hand sides in the inequalities (6.6) are equal to −∞, and the inequalities (6.6) are true.
Otherwise, by Definition 6.1, we obtain
ptµ(x) =
∫
kd−2
(|x− y|) dµ(y) ≥ inf
y∈suppµ
kd−2
(|x− y|)µ(Rd)
≥ inf
y∈suppµ
kd−2
(
inf
y∈suppµ
|x− y|
)
µ(Rd) = µ(Rd)kd−2
(
dist(x, suppµ)
)
, (6.7)
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since the function kq from (4.1k) is increasing, which implies the inequality (6.6i) after
applying the operation infx∈L to both sides of inequality (6.7). Using (6.6i), we have
inf
x∈L
ptµ−δo(x)
(6.2)
= inf
x∈L
(
ptµ(x)− kd−2
(|x− o|)) ≥ inf
x∈L
ptµ(x)− sup
x∈L
kd−2
(|x− o|)
(6.6i)
≥ µ(Rd)kd−2
(
dist(L, suppµ)
)− kd−2(sup
x∈L
|x− o|
)
which gives the inequality (6.6o).

6.1. Duality Teorem for har(O)-balayage.
Duality Theorem 1 (for har(O)-balayage). If a measure µ ∈ Meas+cmp(O) is a har(O)-ba-
layage of a measure ϑ ∈ Meas+cmp(O), then
ptµ ∈ sbh∗(Rd) ∩ har(Rd \ suppµ), (6.8p)
ptµ = ptϑ on Rd \ hull-inO(suppϑ ∪ suppµ∪). (6.8=)
Conversely, suppose that there is a subset S b O, and a function p such that
p
(6.8p)∈ sbh(O) ∩ har(O \ S), (6.9p)
p
(6.8=)
= ptϑ on O \ S for a measure ϑ ∈ Meas+ cmp(O).. (6.9=)
Then the Riesz measure
µ := ∆p
(2.14)
:= cd4 p
(6.9p)∈ Meas+(closS) ⊂ Meas+cmp(O) (6.10)
of this function p is a har(O)-balayage of the measure ϑ ∈ Meas+ cmp(O).
Proof. The first property (6.8p) is evidently. For each y ∈ Rd, the kernel Kd−2(·, y) is
harmonic on Rd \ {y}. By Proposition 5.4, for h := Kd−2(·, y) in (5.10), we have
ptϑ(y) =
∫
Kd−2(x, y) dϑ(x)
(5.10)
=
∫
Kd−2(x, y) dµ(x) = ptµ(y) (6.11)
for all y ∈ hull-inO(suppµ ∪ suppϑ). This gives (6.8=).
In the opposite direction, we can extend the function p to Rd so that p = ptϑ on Rd \ S.
In view of (6.9), we have p ∈ sbh(Rd) ∩ har(Rd \ S), and, by Proposition 6.1,
p(x)− ϑ(O)kd−2(|x|) (6.4)= p(x)− ptϑ(x) +O
(
1/|x|d−1) (6.9=)= O(1/|x|d−1), x→∞. (6.12)
Hence the function p is a potential with the Riesz measure (6.10), and µ(O) = ϑ(O), i. e.,
p = ptµ (see [2, Theorem 16] and [25, 6.7.2] for d = 2, and [24, 3.10] for d > 2). Further, we
can use the following
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Lemma 6.1 ([19, Lemma 1.8]). Let F be a compact subset of Rd, let h ∈ har(F ), and
b ∈ R+∗ . Then there are points y1, y2, . . . , ym in Rd \F and constants a1, a2, . . . , am ∈ R such
that ∣∣∣h(x)− m∑
j=1
ajkd−2
(|x− yj|)∣∣∣ < b for all x ∈ F . (6.13)
Applying Lemma 6.1 to the compact set F
(6.9p)
:= closS ∪ suppϑ b O and a function
h ∈ har(O), we obtain∣∣∣∫
F
h d(µ− ϑ)
∣∣∣(6.9=)= ∣∣∣∫
F
h d(µ− ϑ)−
m∑
j=1
aj
(
ptµ(yj)− ptϑ(yj)
)∣∣∣
≤ sup
x∈F
∣∣∣h(x)− m∑
j=1
ajkd−2
(|x− yj|)∣∣∣(µ(O) + ϑ(O)) ≤ b(µ(O) + ϑ(O))
for each b ∈ R+∗ . Hence the measure µ is a har(O)-balayage of ϑ. 
Corollary 6.1. Let ϑ, µ ∈ Meascmp(O), suppϑ ∪ suppµ ⊂ S b O. If µ is a balayage of ϑ
for the class
H =
{±kd−2(|y − ·|) : y ∈ Rd \ closS}, (6.14)
then µ is a har(O)-balayage of ϑ.
Proof. We have (6.11) for all y ∈ Rd \ closS. By Duality Theorem 1, ϑ har(O) µ. 
6.2. Arens – Singer measures and their potentials. If x ∈ O and ϑ := δx har(O) µ ∈
Meas+cmp(O), i. e., µ is a Arens – Singer measure for x ∈ O from Example 5.4, then potential
ptµ−δx(y) = ptµ(y)−Kd−2(x, y), y ∈ Rd \ {x}, (6.15)
satisfies conditions
ptµ−δx ∈ sbh(Rd∞), ptµ−δx(∞) := 0,
ptµ−δx ≡ 0 on Rd∞ \ hull-inO
({x} ∪ suppµ)
ptµ−δx(y) ≤ −Kd−2(x, y) +O(1) as x 6= y → x.
(6.16)
Recall that the function V ∈ sbh∗
(
Rd∞ \ {x}
)
is called a Arens – Singer potential on O with
pole at x ∈ O [18, 3], [64], [30], [35], [37], [39, Definition 6], [54, § 4], if this function V
satisfies conditions
V ≡ 0 on Rd∞ \ S(V )) for a subset S(V ) b O,
V (y) ≤ −Kd−2(x, y) +O(1) for x 6= y → x.
(6.17)
The class of all Arens – Singer potential on O with pole at x ∈ O denote by PASx(O). In
this class PASx(O) we will consider a special subclass
PAS1x(O) :=
{
V ∈ PASx(O) : V (y) = −Kd−2(x, y) +O(1) for x 6= y → x
}
(6.18)
By Duality Theorem 1, we have
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Duality Theorem A ([37, Proposition 1.4, Duality Theorem]). The mapping
Px : µ 7−→ ptµ−δx (6.19)
is the affine bijection from ASx(O) onto PASx(O) with inverse mapping
P−1x : V
(2.14)7−→ cd4V
∣∣
Rd\{x} +
(
1− lim sup
x 6=y→x
V (y)
−Kd−2(x, y)
)
· δx. (6.20)
Let x ∈ intQ = Q b O. The restriction of Px to the class{
µ ∈ ASx(O) : suppµ ∩Q = ∅
}
(6.21)
define a bijection from class (6.21) onto class (see (6.18))
PAS1x(O)
⋂
har
(
Q \ {x}). (6.22)
The restriction of Px to the class{
µ ∈ ASx(O) : suppµ ∩Q = ∅
}⋂(
C∞(O) dλd
)
(6.23)
define also a bijection from class (6.23) onto class
PAS1x(O)
⋂
har
(
Q \ {x})⋂C∞(O \ {x}). (6.24)
This transition from the main bijection Px to the bijection from (6.21) onto (6.22) or from
(6.23) onto (6.24) by restriction of Px to (6.21) or (6.23) is quite obvious.
6.3. A generalization of Poisson – Jensen formula.
Theorem 1 (generalized Poisson – Jensen formula for har(O)-balayage). Let a measure µ ∈
Meas+cmp(O) be a har(O)-balayage of a measure ϑ ∈ Meas+cmp(O). If u ∈ sbh(O) is a function
with the Riesz measure ∆u
(2.14)
:= cd4 u ∈ Meas+(O), then∫
u dϑ+
∫
K
ptµ d∆u =
∫
K
ptϑ d∆u +
∫
u dµ, K := hull-inO(suppϑ ∪ suppµ). (6.25)
In particular, if ∫
u dϑ > −∞, (6.26)
then (6.25) can be written as∫
u dϑ =
∫
u dµ−
∫
K
ptµ−ϑ d∆u. (6.27)
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Proof. Consider first the case (6.26). Choose an open set O′ such that K b O′ b O. By
the Riesz decomposition theorem u = ptν′ + h on O′, where ν ′ := ∆u
∣∣
O′ and h ∈ har(O′).
Integrating this representation with respect to dϑ and dµ, we obtain∫
u dµ =
∫
ptν′ dµ+
∫
h dµ, (6.28µ)∫
u dϑ =
∫
ptν′ dϑ+
∫
h dϑ, (6.28ϑ)
where the three integrals in (6.28ϑ) are finite, although in the equality (6.28µ) the first two
integrals can take simultaneously the value of −∞, but the last integral in (6.28µ) is finite.
Therefore, the difference (6.28µ)−(6.28ϑ) of these two equalities is well defined:∫
u dµ−
∫
u dϑ =
∫
ptν′ dµ−
∫
ptν′ dϑ+
∫
h d(µ− ϑ), (6.29)
where the first and third integrals can simultaneously take the value of −∞, and the re-
maining integrals are finite. By Proposition 5.4, the last integral in (6.29) vanishes. Using
Fubini’s theorem, in view of the symmetry property of kernel in (6.2), we have∫
ptν′ dϑ =
∫ ∫
Kd−2(y, x) dν ′(y) dϑ(x)
=
∫ ∫
Kd−2(x, y) dϑ(x) dν ′(y) =
∫
O′
ptϑ d∆u. (6.30)
and the same way∫
ptν′ dµ =
∫ ∫
Kd−2(y, x) dν ′(y) dµ(x)
=
∫ ∫
Kd−2(x, y) dµ(x) dν ′(y) =
∫
O′
ptµ d∆u (6.31)
even if the integral on the left side of equalities (6.31) takes the value −∞ because the
integrand Kd−2(·, ·) is bounded from above on the compact set closO′×closO′ [24, Theorem
3.5]. Hence equality (6.29) can be rewritten as∫
u dµ−
∫
u dϑ =
∫
O′
ptµ d∆u −
∫
O′
ptϑ d∆u =
∫
K
ptµ d∆u −
∫
K
ptϑ d∆u
since ptµ = ptϑ on O′ \K. This gives equality (6.25) in the case (6.26).
If condition(6.26) is not fulfilled, then from the representation (6.28ϑ) it follows that the
integral on the left-hand side of (6.30) also takes the value −∞. The equalities (6.30) is still
true [24, Theorem 3.5]. Hence, the first integral on the right side of the formula (6.25) also
takes the value −∞ and this formula (6.25) remains true. 
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Remark 6.1. If ϑ := δx and µ := ωD(x, ·) for x ∈ D b O, then the formula (6.27) is the
classical Poisson – Jensen formula [24, Theorem 5.27]
u(x) =
∫
u dδx
(6.27)
=
∫
∂D
u dωD(x, ·)−
∫
closD
ptωD(x,·)−δx d∆u
=
∫
∂D
u dωD(x, ·)−
∫
closD
gD(·, x) d∆u, x ∈ D,
since δx sbh(O) ωD(x, ·) according to Example 5.4, and the equalities
ptωD(x,·)−δx = ptωD(x,·) − ptδx
(6.2)
= ptωD(x,·) −Kd−2(x, ·) = gD(·, x), x ∈ D,
are well known [55, Ch. 4,§ 1,2].
6.4. Duality Theorem for sbh(O)-balayage.
Duality Theorem 2 (for sbh(O)-balayage). If a measure µ ∈ Meas+cmp(O) is a sbh(O)-
balayage of a measure ϑ ∈ Meas+cmp(O), then we have (6.8), and
ptµ ≥ ptϑ on Rd. (6.32)
Conversely, suppose that there is a subset S b O, and a function p such that we have (6.9),
and p ≥ ptϑ on closS. Then the Riesz measure (6.10) of p is a sbh(O)-balayage of ϑ.
Proof. If ϑ sbh(O) µ, then ϑ har(O) µ and we have properties (6.8) by Duality Theorem
1. For each y ∈ Rd, the function Kd−2(·, y) is subharmonic on Rd and (6.32) follows from
Definitions 5.1 and 6.1. Conversely, if a function p is such as in (6.9), then, by Duality
Theorem 1, this function is a potential ptµ = p with the Riesz measure (6.10), this measure
µ ∈ Meas+cmp(O) is a har(O)-balayage for ϑ, and K := hull-in(suppϑ∪ suppµ) ⊂ closS. Let
u ∈ sbh∗(O). It follows from ptµ ≥ ptϑ on K that
∫
K
ptϑ d∆u ≤
∫
K
ptµ d∆u. Hence, by the
generalized Poisson – Jensen formula (6.25) from Theorem 1, we obtain
∫
u dϑ ≤ ∫ u dµ. 
6.5. Jensen measures and their potentials. By Example 5.1, if we choose x ∈ O and
ϑ := δx sbh(O) µ ∈ Meas+cmp(O), i. e., µ is a Jensen measure for x ∈ O, then potential
ptµ−δx(y) = ptµ(y)−Kd−2(x, y), y ∈ Rd \ {x} , satisfies conditions (6.16) and ptµ−δx ≥ 0 on
Rd∞ \ {x}.
Recall that a positive function V ∈ sbh+(Rd∞ \ {x}) is called a Jensen potential on O
with pole at x ∈ O if this function V satisfies conditions (6.17) [18, 3], [1], [37], [58], [39,
Definition 8], [52, IIIC], [41], [47], [6]. The class of all Jensen potential on O with pole at
x ∈ O denote by PJx(O) ⊂ ASx(O). In this class Jx(O) we will consider a special subclass
PJ1x(O)
(6.18)
:= PJx(O)
⋂
PAS1x(O) ⊂ PAS1x(O). (6.33)
By Duality Theorem 2, we have
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Duality Theorem B ([37, Proposition 1.4, Duality Theorem]). The mapping Px defined
in (6.19) is the affine bijection from Jx(O) onto PJx(O) with inverse mapping (6.20).
Let x ∈ intQ = Q b O. The restriction of Px to the class (cf. (6.21)){
µ ∈ Jx(O) : suppµ ∩Q = ∅
}
(6.34)
define a bijection from class (6.34) onto class (see (6.33), cf. (6.22))
PJ1x(O)
⋂
har
(
Q \ {x}). (6.35)
The restriction of Px to the class (cf. (6.23)){
µ ∈ Jx(O) : suppµ ∩Q = ∅
}⋂(
C∞(O) dλd
)
(6.36)
define a bijection from class (6.36) onto class (cf. (6.24))
PJ1x(O)
⋂
har
(
Q \ {x})⋂C∞(O \ {x}). (6.37)
This transition from the main bijection Px to the bijection from (6.34) onto (6.35) or from
(6.36) onto (6.37) by restriction of Px to (6.34) or to (6.36) is quite obvious.
7. Affine balayage of measures
The following definition is a special case of the general concept of affine balayage (1.2).
Definition 7.1 ([46]). Let O ⊂ Rd be an open subset, and So b D. Let V be a class of
Borel-measurable functions on O \ So. We say that a measure µ ∈ Meas+(O) is an affine
balayage of a measure υ ∈ Meas+(O) for the class V , or, briefly, µ is an affine V-balayage of
υ, outside So and write υ 2So,V µ if there exists a constant C ∈ R such that∫
O\So
v dυ ≤
∫
O\So
v dµ+ C for all v ∈ V. (7.1)
provided that all integrals are well defined by values from R±∞.
Remark 7.1. If C = 0 for all v ∈ V in (7.1), then we are dealing with the usual V-balayage
from Definition 5.1. We study only case, when O = D is domain in Rd. Transferring these
results to the case of # ConnRd∞ O <∞ is trivial (see Sec. 2.4, (2.17)).
The case of # ConnRd∞ O = ∞ is somewhat more complicated and cumbersome in terms
of formulations and is not considered here.
8. Test subharmonic functions
In the role of class V , we consider various classes of test subharmonic functions on D \ So
and their countable completions up (2.5), where ∂D is non-polar, o ∈ So 6= ∅.
First, we define subclasses of sbh∗(D \ So) that vanish near the boundary ∂D:
sbh0(D \ So) :=
{
v ∈ sbh(D \ So) : lim
D3x′→x
v(x′) = 0 for all x ∈ ∂D
}
, (8.10)
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finite near the boundary ∂D:
sbh00(D \ So) :=
{
v
(8.10)∈ sbh(D \ So) : there is S(v) b D such that v ≡ 0 on D \ S(v)
}
,
(8.100)
positive near the boundary ∂D:
sbh+(D \ So) :=
{
v ∈ sbh(D \ So) : there is S(v) b D such that v ≥ 0 on D \ S(v)
}
,
(8.1+)
sbh+0(D \ So) (8.1+):= sbh0(D \ So)
⋂
sbh+(D \ So)
(8.100)⊃ sbh00(D \ So). (8.1+0)
Proposition 8.1. A function v
(8.1+0)∈ sbh+0(D \ So) continues as subharmonic function on
Rd∞ \ So by rule
v(x) :=
{
v(x) at x ∈ D \ So,
0 at x ∈ Rd∞ \D
∈ sbh(Rd∞ \ So). (8.2)
The proof is obvious.
Next we assume that the interior intSo is non-empty, i. e., there exists a point
o ∈ intSo ⊂ So b D ⊂ Rd. (8.3)
Given constants
−∞ < b− < 0 < b+ < +∞, 0 < 3r < dist(So, ∂D), (8.4)
we define the following classes of test subharmonic functions with different restrictions from
above or / and below in (8.5):
sbh...(D \ So;≤ b+) :=
{
v ∈ sbh...(D \ So) : v ≤ b+ on ∂So
}
, (8.5b)
sbh+...(D \ So;≤ b+)
(2.9)
:= sbh...(D \ So;≤ b+)
⋂
sbh+(D \ So), (8.5b+)
under notation (4.8) for the outer r-parallel set, by (8.5b),
sbh+0(D \ So; r, b− < b+) :=
{
v
(8.1+0)∈ sbh+0(D \ So;≤ b+) : b− ≤ v on S∪(3r)o \ So
}
, (8.5b±)
sbh00(D \ So; r, b− < b+) :=
{
v
(8.100)∈ sbh00(D \ So;≤ b+) : b− ≤ v on S∪(3r)o \ So
}
, (8.5b0±)
and under the designation (4.10) for averaging over spheres,
sbh+0(D \ So; ◦r, b− < b+) :=
{
v
(8.5b)∈ sbh+0(D \ So;≤ b+) : b− ≤ v◦r on S∪(2r)o \ S∪ro
}
. (8.5b◦)
If sbh......(D \ So; . . . ) is a class of test subharmonic functions from (8.5), then
sbh...↑... (D \ So; . . . )
(2.5)
:=
(
sbh......(D \ So; . . . )
)↑ (8.6)
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is the countable completion (2.5) of class sbh......(D \ So; . . . ) up.
Proposition 8.2. We have the following inclusions:
sbh+00(D \ So,≤ b+) ⊂ sbh00(D \ So; r, b− < b+)
∩ ∩
sbh+0 (D \ So,≤ b+) ⊂ sbh+0(D \ So; r, b− < b+)
∩ ∩
sbh+↑0 (D \ So,≤ b+) ⊂ sbh↑+0(D \ So; ◦r, b− < b+)
(8.7)
All inclusions here, generally speaking, are strict.
Proof. Inclusions immediately follow from Definitions (8.4)–(8.6). Example 5.5 shows that all
“horizontal” inclusions are strict. The first line of “vertical” inclusions is strict in an obvious
way. The second line of “vertical” inclusions is strict in the case when there are irregular
points on the boundary ∂D of the domain D [24, Lemma 5.6], since the limit values of the
Green’s function gD at such points are not zero, even if they exist [24, Theorem 5.19]. 
Gluing Theorem 5 (for test subharmonic functions). Let D be a domain together with
(8.3), b±, r are constants satisfying (8.4). Then there is a constant
B := 2
b+ − b−
const+o,So,r
:= const+o,So,r,b± > 0. (8.8)
such that for any function v ∈ sbh+0(D \ So; ◦r, b− < b+) we can construct a subharmonic
function V ∈ sbh∗(Rd∞ \ {o}) with properties
0 < V
(4.14h)∈ har+(So \ {o}) on So \ {o}, (8.9h)
V
(4.14=)
= v on D \ S∪(3r), (8.9=)
v(x) ≤ V (x)
(4.14+)
≤ b+ +BgD(x, o) for all x ∈ S∪(3r) \ So, (8.9+)
0 < V (x)
(4.14+0 )≤ BgD(x, o) for all x ∈ So \ {o}, (8.9+0 )
V (x)
(4.14o)
= −BKd−2(x, o) +O(1) when o 6= x→ o, (8.9o)
V ≡ 0 on Rd∞ \D. (8.90)
Besides, for any v ∈ sbh↑+0(D\So; ◦r, b− < b+) we get a function V : Rd∞ \{o} → R−∞ as the
limit of the increasing sequence of functions satisfying the conditions (8.9h)–(8.9o) with the
same properties (8.9h)–(8.9o), but with a weaker property instead of (8.90), more precisely
V ≡ 0 on Rd∞ \ closD, V ≥ 0 on ∂D, (8.9′0)
and such function V is not necessarily upper semi-continuous on closD \ So.
This also holds true for any functions v ∈ sbh+0 (D \ So;≤ b+) or v ∈ sbh+↑0 (D \ So;≤ b+),
resp., together with additional constraint of positivity V ≥ 0 on Rd∞ \ {o}.
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Proof. By Proposition 8.1 we can consider the function v ∈∈ sbh+0(D \ So; ◦r, b− < b+) as
defined on Rd∞ \ So by (8.2), i. e., v ≡ 0 on Rd∞ \ D, and v ∈ sbh(Rd∞ \ So). By Gluing
Theorem 4 with open set O := Rd \{o}, with constantsMv (4.13M):= b+, mv (4.13m):= b−, Mg (4.14g):=
const+o,So,r > 0, and a constant B from (8.8), we construct a function V ∈ sbh0(Rd∞ \ {o}),
V (∞) := 0, with properties (4.14) that go into properties (8.9h)–(8.9o) together with identity
(8.90). Note that we use the principle of domination in (8.9+)–(8.9+0 ) for Green’s functions
to replace Dr with D since a domain Dr from (4.14+) is a subdomain of D for (8.4). 
Proposition 8.3. Let b±, r are constants satisfying (8.4), v ∈ sbh↑+0(D \ So; ◦r, b− < b+)
(respectively, v ∈ sbh+↑0 (D \ So;≤ b+)). Then there are a constant
B
(8.8)
= const+o,So,r,b± , (8.10)
and an increasing sequence of Arens – Singer (resp., Jensen) potentials Vn ∈ PASo(D) (resp.,
Vn ∈ PJo(D)), n ∈ n0 + N0, such that
0 <Vn ∈ har
(
intSo \ {o}
)
, (8.11h)
BVn ↗
n0≤n→∞
V on D \ {o}, (8.11↑)
where V : Rd∞ \ {o} → R−∞ is a function with properties (8.9h)–(8.9o), (8.9′0),
lim
o 6=x→o
Vn(x)
−Kd−2(x, o) = 1, (8.11o)
BVn ≤ b+ +BgD(·, o) on S∪(3r)o \ {o}, n ∈ n0 + N0. (8.11b)
Proof. The classes PASo(D) and PJo(D) are closed relative to the maximum. By Proposi-
tion 2.1, it suffices to prove Proposition 8.3 only for functions v ∈ sbh+0(D \So; ◦r, b− < b+)
(resp., v ∈ sbh+0 (D \ So;≤ b+)). For a function v ∈ sbh+0(D \ So; ◦r, b− < b+), we consider
a function V from Gluing Theorem 5. For each number n ∈ N we put in correspondence an
open set On :=
{
x ∈ Rd∞ \ {o} : V (x) < 1/n
} ⊃ On+1, and a function vn such that
i) this function vn vanishes on all connected components connRd∞(On, xj) ∈ ConnRd∞ On
that met with complement Rd∞ \ D of D, i. e., vn ≡ 0 on every connected component
connRd∞(On, xj) admitting a representer xj ∈ Rd∞ \D,
ii) vn := V − 1/n on the rest of Rd∞ \ {o}.
By the construction i)–ii), this functions vn are subharmonic on Rd∞ \ {0}, have a compact
support in D, i. e., vn
(8.100)∈ sbh00(D \ {o}), and form an increasing sequence vn ↗
n→∞
V on
Rd∞ \ {o}. In view of (8.9o), there exists the limit
lim
o 6=x→o
vn(x)
−Kd−2(x, o) = B.
Thus, if we set Vn := 1B vn, then Vn ∈ PASo(D) (see definition (6.17) from Subsec. 6.2) and
properties (8.11) are fulfilled.
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In the case v ∈ sbh+0 (D \ So;≤ b+), we consider functions v+n after i)–ii) instead of vn and
obtain Vn ∈ PJo(D) (see definition from Subsec. 6.5) with properties (8.11). 
Remark 8.1. Numerous methods and examples of constructing various classes of test sub-
harmonic positive functions are described in articles [42], [49]. Test subharmonic alternating-
sign functions can be obtained from them in the development of Example 5.5 and in the
consideration of potentials for measure from such examples.
9. Criteria for subharmonic and harmonic functions
Criterium 1 (for subharmonic functions). Let D 6= ∅ be a domain in Rd with non-polar
boundary ∂D, M ∈ sbh(D) ∩ C(D) be a function with the Riesz measure µM ∈ Meas+(D),
and u ∈ sbh∗(D) be a function with the Riesz measure υu ∈ Meas+(D). Then the following
three statements are equivalent:
[s1] There is a subharmonic function h ∈ sbh∗(D) such that
u+ h ≤M on D. (9.1)
[s2] For any So satisfying
∅ 6= intSo ⊂ So b D ⊂ Rd (9.2)
and for any constant b+ ∈ R+∗ , the measure µM is an affine balayage of the measure υu
for class sbh+↑0 (D \ So;≤ b+) outside So (see (8.5b) and (8.6)).
[s3] There are So as in (9.2) and b+ ∈ R+∗ such that µM is an affine balayage of υu for the
class sbh+00(D \ So;≤ b+)
⋂
C∞(D \ So) outside So (see (8.100) and (8.5b+)).
Remark 9.1. A special case of Criterium 1 were considered in [43, Theorem 1] for one
complex variable. Various forms of implication [s1] ⇒ [s2] for narrower classes of test
subharmonic functions were obtained in the works [45], [48], [49].
“Subharmonic” Criterium 1 has a similar “harmonic” counterpart.
Criterium 2 (for harmonic functions). Let the conditions of Theorem 1 are fulfilled. Then
the following three statements are equivalent:
[h1] There exists a harmonic function h ∈ har(D) such that u+ h ≤M on D as in (9.1).
[h2] For any connected set So from (9.2) and for any constants r, b± from (8.4), i. e.,
0 < 3r < dist(So, ∂D), −∞ < b− < 0 < b+ < +∞, (9.3)
there is a constant C ∈ R such that (see (8.5b◦) and (8.6))∫
D\So
v dυu ≤
∫
D\S∪(3r)o
v dµM + C for all v ∈ sbh↑+0(D \ So; ◦r, b− < b+). (9.4)
[h3] For any connected set So from (9.2) and for any constants from (9.3), µM is an affine
balayage of υu for the class sbh↑+0(D \ So; r, b− < b+) outside So (see (8.5b±), (8.6)).
[h4] There are connected set So as in (9.2) and constants as in (9.3) such that µM is an
affine balayage of υu for sbh00(D\So; r, b− < b+)
⋂
C∞(D\So) outside So (see (8.5b0±)).
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Remark 9.2. A very special case of Criterium 2 announced without proof in [59, Theorem
2] for functions of one complex variable and subharmonic functions u of the form u = ln |f |,
where f is a non-zero holomorphic function on a domain D in the complex plane C.
Remark 9.3. By the inclusions (8.7) of Proposition 8.2, the implications s2⇒s3 from Cri-
terium 1 and h3⇒h4 from Criterium 2 are obvious.
For v ∈ L1(B(x, r)), we define the averaging value of v at the point x on the ball B(x, r)
as (cf. with (4.10))
v•r(x)
(2.15b)
:=
1
bd
∫
B
v(x+ rs) dλd(s). (9.5)
10. Proofs of implications s1⇒s2 and h1⇒h2⇒h3 from Criteria 1 and 2
In view of (8.3), there are a point o ∈ intSo and a number ro ∈ R+∗ such that
o ∈ B(o, ro)
(2.2B)⊂ B(o, ro) b intSo ⊂ So b D ⊂ Rd, and u(o) ∈ R, M(o) ∈ R. (10.1)
Let µ ∈ Jo(D) be a Jensen measure for the point o in the case s1 with the restriction
B(o, ro) ∩ suppµ = ∅. (10.2)
or µ ∈ ASo(D) be a Arens – Singer measure for the point o in the case h1, respectively. It is
follows from (9.1) in the cases s1 or h1 that∫
D
u dµ+
∫
D
h dµ ≤
∫
D
M dµ, (10.3)
where
R 3 h•ro(o) (9.5)= h(o) =
∫
D
h dµ in the case h1 with h ∈ har(D) and µ ∈ ASo(D). (10.4)
In the case s1, we see by Proposition 5.5 with
D := O, ς := δo, ϑ =
1
bdrdo
λd
∣∣
B(o,ro)
∈ Meas1+cmp(D),
in view of (10.2), that
λrod :=
1
bdrdo
λd
∣∣
B(o,ro)
sbh(D) µ, (10.5)
whence
R 3 h•ro(o) (9.5)=
∫
h dλrod
(10.5)
≤
∫
h dµ for h ∈ sbh∗(D), µ ∈ Jo(D) with (10.2). (10.6)
Thus, from (10.3) we obtain by (10.6) or (10.4) that, both in the case of s1 and in the case
of h1, for a constant Co := −h•ro(o) = consth,o,ro ∈ R, the following inequality is fulfilled:∫
D
u dµ ≤
∫
D
M dµ+ Co for all µ ∈
[
Jo(D) in the case s1 with (10.2),
ASo(D) in the case h1.
(10.7)
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By generalized Poisson – Jensen formula for har(O)-balayage from Theorem 1 in the form
(6.26)–(6.27) for the functions u,M ∈ sbh∗(D) with ϑ := δo, we have∫
D
u dµ = u(o) +
∫
D
ptµ−δo dυu, u(o)
(10.1)∈ R, (10.8u)∫
D
M dµ = M(o) +
∫
D
ptµ−δo dµM , M(o) ∈ R. (10.8M)
By (10.7)–(10.8), we obtain∫
D
ptµ−δo dυu ≤
∫
D
ptµ−δo dµM + C1,
where C1 := Co +M(o)− u(o) = consth,o,ro,So,u,M ,
(10.9)
for all µ ∈ Jo(D) with (10.2) in the case s1 or for all µ ∈ ASo(D) in the case h1 respectively.
In the case h1, by Duality Theorem A with x := o, if measures µ cover all class ASo(D),
then the potentials ptµ−δo run through the entire class PASo(D) of Arens – Singer potentials.
In the case s1, by Duality Theorem B with x := o,O := D,Q := B(o, ro) in the version
(6.34)–(6.35), if measures µ cover all class Jo(D) with (10.2), then the potentials ptµ−δo run
through the entire class (see (6.33))
PJ1o (D)
⋂
har
(
B(o, ro) \ {o}
) ⊂ PJo(D) (10.10)
of Jensen potentials. Thus, it is follows from (10.9) that∫
D
V dυu ≤
∫
D
V dµM + C1, where the constant C1 ∈ R independent of V , (10.11)
for all Arens – Singer potentials V ∈ PASo(D) in the case h1, and for all Jensen potentials
V from the class (10.10) in the case s1.
Let v ∈ sbh+↑0 (D \So;≤ b+) in the case s1 or v ∈ sbh↑+0(D \So; ◦r, b− < b+) in the case h1,
respectively. By Proposition 8.3, there are constants from (8.10) and an increasing sequence
of Jensen (resp., Arens – Singer) potentials Vn ∈ PJo(D) (resp., Vn ∈ PASo(D)), n ∈ N,
satisfying (8.11). For such potentials, relation (10.11) entails the relations∫
D
BVn dυu ≤
∫
D
BVn dµM +BC1 ≤
∫
D
V dµM +BC1, V := lim
n→∞
BVn on D \ {o},
(10.12)
where the function2 V has all the properties (8.9h)–(8.9o), (8.9′0), and the constant BC1 ∈ R
independent of Vn, n ∈ N. We will present the integral on the right-hand side of inequalities
2This function V has nothing to do with potentials V from (10.11).
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(10.12) in the form of sum of the integrals:∫
D
V dµM =
(∫
D\S∪(3r)o
+
∫
S
∪(3r)
o \So
+
∫
So\{o}
)
V dµM
(8.9=)-(8.9+0 )≤
∫
D\S∪(3r)o
v dµM + b+µM(S
∪(3r)
o \ So) +B
∫
S
∪(3r)
o \{o}
gD(x, o) dµM
≤
∫
D\S∪(3r)o
v dµM + C2, where C2 = const+o,So,r,b±,B,u,M (10.13)
is a constant independent of v. In addition, in the case v ∈ sbh+↑0 (D \So;≤ b+), the function
v is positive on D \ S0, and we have∫
D
V dµM
(10.13)
≤
∫
D\So
v dµM + C2 in the case s1. (10.14)
Besides, in the case v ∈ sbh↑+0(D \ So; r, b− < b+) ⊂ sbh↑+0(D \ So; ◦r, b− < b+), the function
v is bounded from below by b− ∈ R \ R+∗ , and it is follows from (10.13) that∫
D
V dµM
(10.13)
≤
∫
D\So
v dµM + C2 − µM(S∪(3r)o \ So)b− =
∫
D\So
v dµM + C3,
where C3 = const+o,So,r,b±,B,u,M in the case v ∈ sbh↑+0(D \ So; r, b− < b+).
(10.15)
If the integrals in the right parts of (10.13), (10.14), (10.15) are equal to +∞, then there
is nothing to prove. Otherwise, by the Beppo Levi’s monotone convergence theorem for
Lebesgue integral, (10.12) together with (10.13)–(10.15) implies∫
D
V dυu ≤
∫
D\S∗o
v dµM + C, where C = const+o,So,r,b±,B,u,M , (10.16)
and S∗o := S
∪(3r)
o in the proof of statement h2, but S∗o := So in the derivation of statement
h3 from h2, as well as in the proof of statement s2. According to (8.9h)–(8.9+), we obtain
from (10.16) that∫
D\So
v dυu
(8.9h)
≤
∫
S0
V dυu +
∫
D\S0
v dυu
(8.9+)
≤
∫
S0
V dυu +
∫
S
∪(3r)
o \S0
V dυu +
∫
D\S∪(3r)o
v dυu
(8.9=)
=
∫
D
V dυu
(10.16)
≤
∫
D\S∗o
v dµM + C,
where the constant C is independent of v, and a set S∗o is defined immediately after (10.16).
Remark 10.1. We do not require any properties for the boundary ∂D in the proofs of
implications s1⇒s2⇒s3 and h1⇒h2⇒h3⇒h4. Besides, we do not use also the continuity
of the majorizing function M ∈ sbh∗(D) from (9.1). Therefore these implications are true
for arbitrary domain D ⊂ Rd and for arbitrary majorizing function M ∈ sbh∗(D) in (9.1).
AFFINE BALAYAGE OF MEASURES 33
11. Proofs of implications s3⇒s1 and h4⇒h1 from Criteria 1 and 2
The basis of the proof of implications s3⇒s1 and h4⇒h1 is the following
Theorem C ([46, Ch. 2, 8.2, Corollary 8.1, II, 1, (i)-(ii)]). Let D ⊂ Rd be a domain, H be
a convex cone in sbh∗(D) containing constants, and
M∞(D \ U0) (2.11):= Meas+cmp(D \ U0)
⋂(
C∞(D) dλd
)
. (11.1)
Suppose that one of the following two conditions is fulfilled:
(a) for any locally bounded from above sequence of functions (hk)k∈N ⊂ H, the upper semi-
continuous regularization of the upper limit
lim sup
k→∞
hk belong to H provided that lim sup
k→∞
hk(x) 6≡ −∞ on D;
(b) H is sequentially closed in L1loc(D).
Let u ∈ sbh∗(D), M ∈ C(D), and 0 6= ϑ ∈ Meas+cmp(D), suppϑ ⊂ U0 b D, where U0 is the
domain. If there is a constant C ∈ R such that∫
D
u dµ ≤
∫
D
M dµ+C for all measures µ
(11.1)∈ M∞(D \ U0) such that ϑ H µ, (11.2)
then there is a function h ∈ H such that u+ h ≤M on D.
11.1. From smooth Arens-Singer or Jensen measures to their potentials in The-
orem C.
Corollary 11.1. Let Uo b D ⊂ Rd are domains, o ∈ Uo, u ∈ sbh(D) with value u(o) 6= −∞
and M ∈ C(D) ∩ sbh(D) are a functions with the Riesz measures υu and µM , respectively.
[h] If µM is an affine balayage of υu outside {o} for the class (see (6.18), (6.24))
V∞AS(D \ Uo) := PAS1o(D)
⋂
har
(
Uo \ {o}
)⋂
C∞
(
D \ {o}), (11.3)
then there is a function h ∈ har(D) such that u+ h ≤M on D.
[s] If µM is an affine balayage of υu outside {o} for the class (see (6.33), (6.37))
V∞J (D \ Uo) := PJ1o (D)
⋂
har
(
Uo \ {o}
)⋂
C∞
(
D \ {o}) ⊂ V∞AS(D \ Uo), (11.4)
then there is a function h ∈ sbh∗(D) such that u+ h ≤M on D.
Proof. We choose the convex cone
H :=
[
har(D) in the case [h] satisfying the condition (b) from Theorem C,
sbh∗(D) in the case [s] satisfying the condition (a) from Theorem C,
(11.5)
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respectively. By the generalized Poisson – Jensen formula from Theorem 1, for all potentials
V ∈ V∞AS(D \ Uo) ⊃ V∞AS(D \ Uo) from (11.3)–(11.4) and ϑ := δo, we have∫
D\{o}
V dυu = u(o) +
∫
D
u(cd4 V ) dλd for all V ∈ V∞AS(D \ Uo),∫
D\{o}
V dµM = M(o) +
∫
D
M(cd4 V ) dλd for all V ∈ V∞AS(D \ Uo).
(11.6)
By Duality Teorems A, the part (6.23)–(6.24), or by Theorem B, the part (6.36)–(6.37), if
functions V run the class (11.3) in the case [h] or the class (11.4) in the case [s], respectively,
the measures µV with densities dµV := (cd4V ) dλd run the classes of Arens – Singer measures
from the class (see (6.23))
M∞AS(D \ Uo) :=
{
µ ∈ ASo(D) : suppµ ∩ Uo = ∅
}⋂(
C∞(D) dλd
)
(11.7)
or the classes of Jensen measures from the class (see (6.36))
M∞J (D \ Uo) :=
{
µ ∈ Jo(D) : suppµ ∩ Uo = ∅
}⋂(
C∞(D) dλd
)
, (11.8)
respectively. For the cases [h] or [s], by Definition 7.1 the condition υu 2H µM with H from
(11.5) means that there is a constant C ∈ R such that∫
D\{o}
V dυu
(7.1)
≤
∫
D\{o}
V dµM + C for all V from (11.3) or (11.4), respectively.
Hence, using (11.6), we obtain with the constant Co := C − u(o) +M(o) the inequalities∫
D
u dµ ≤
∫
D
M dµ+ Co for all µ ∈
[ M∞AS(D \ Uo) from (11.7)
M∞J (D \ Uo) from (11.8) , respectively, (11.9)
which corresponds to (11.2). By Theorem C, this scale (11.9) of inequalities proves the
statements [h] and [s] for convex cone H from (11.5), respectively. 
11.2. An embedding of smooth potentials into a class of smooth test functions.
Throughout this Subsec.11.2, D ⊂ Rd is a domain with non-polar boundary ∂D ⊂ Rd∞,
o ∈ D.
Proposition 11.1 (a variant of Phra´gmen –Lindelo¨f principle). If a function v ∈ sbh(D \
{o}) satisfies the conditions
lim sup
o 6=x→o
v(x)
−Kd−2(x, o) ≤ 0, lim supD3x→∂D
(
v(x)
) ≤ 0, (11.10)
then v ≤ 0 on D \ {o}. In particular, if a function V ∈ sbh(D \ {o}) satisfies the conditions
lim sup
o 6=x→o
V (x)
−Kd−2(x, o) ≤ c ∈ R
+, lim sup
D3x→∂D
(
V (x)
) ≤ 0, (11.11)
then V ≤ cgD(·, o) on D \ {o}.
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Proof. By conditions (11.10), for any a ∈ R+∗ , we have
v(x)− agD(x, o) ≤ O(1), o 6= x→ o; lim sup
D3x→∂D
(
v(x)− agD(x, o)
) ≤ 0.
Hence the function v− agD ∈ sbh(D \ {o}) has the removable singularity at the point o [24,
Theorem 5.16], and the functionv − agD on D \ {o},lim sup
o 6=x→o
(
v(x)− agD(x, o)
)
at the point o (11.12)
is subharmonic on D and lim supD3x→∂D
(
v(x)−agD(x, o)
) ≤ 0. By the maximum principle,
the function (11.12) is negative on D. Therefore, v ≤ agD(·, o) on D \ {o} for aarbitrary
a > 0. Thus, v ≤ 0 on D. In particular, for v := V − cgD(·, o), under the conditions (11.11),
we have (11.10) and obtain V − cgD(·, o) ≤ 0 on D. 
Proposition 11.2 (on embedding). Let D be a domain with non-polar boundary, So be a
subset from (9.2) and r, b± are constants from (8.4). For any domain Uo satisfying
o ∈ intSo b S∪(3r)o b Uo b D, (11.13)
we can find a constant B = const+o,So,r,Uo ∈ R+∗ such that
V∞AS(D \ Uo)
∣∣
D\So
(11.3),(8.5b0±)⊂ VB := sbh00(D \ So; r,−B < B) ∩ C∞(D \ So), (11.14AS)
V∞J (D \ Uo)
∣∣
D\So
(11.4),(8.5b+)⊂ V+B := sbh+00(D \ So;≤ B) ∩ C∞(D \ So), (11.14J)
where, in the case (11.14AS), it is assumed that the subset So is connected.
Proof. Let V ∈ V∞AS(D \ Uo) ⊃ V∞J (D \ Uo).
Lemma 11.1. If V ∈ PASo(D), then V ≤ gD(·, o) on D.
of Lemma 11.1. By the definition (6.24) of Arens – Singer potentials, we have the conditions
(11.11) of Proposition 11.1 with c := 1. Hence V ≤ gD(·, o) on D. 
By Lemma 11.1 we have
sup
x∈S∪(3r)o \So
V (x) ≤ sup
x∈S∪(3r)o \So
gD(x, o) =: B
′ = const+o,So,r ∈ R+∗ . (11.15)
If V ∈ V∞J (D \ Uo), then V ≥ 0 on Rd∞ \ {0}, and we obtain (11.14J) with B := B′ =
const+o,So,r. In the case V ∈ V∞AS(D \ U0) \ V∞J (D \ Uo), we use
Lemma 11.2. Under the conditions (11.13), there is a constant B′′ ∈ R such that
inf
x∈S∪(3r)o \{o}
V (x) ≥ B′′ = consto,So,r,Uo > −∞
for every V
(6.24)∈ PAS1o(D)
⋂
har(Uo) ⊃ V∞AS(D \ U0).
(11.16)
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of Lemma 11.2. By Duality Theorem A in version (6.21)–(6.22), its Riesz measure ∆V =
cd 4 V is a Arens – Singer probability measure. In particular, ∆V ∈ Meas1+cmp(D \ Uo) and
V = pt∆V −δo . By Proposition 6.2 with µ
(6.5)
:= ∆V and L
(6.5)
:= S
∪(3r)
o , we have
inf
x∈S∪(3r)o \{o}
V (x) = inf
x∈S∪(3r)o \{o}
pt∆V −δo(x)
(6.6o)
≥ ∆V (Rd)kd−2
(
dist(S∪(3r)o , supp∆V )
)− kd−2( sup
x∈S∪(3r)o
|x− o|
)
≥ kd−2
(
dist(S∪(3r)o \ {o}, ∂Uo)
)− kd−2( sup
x∈S∪(3r)o
|x|+ |o|
)
(11.13)
= consto,So,r,Uo = B
′′ (11.13)> −∞.

If we set B
(11.15)
:= max{B′, (B′′)−}, then (11.15) and (11.16) give (11.14AS).

of implication s3⇒s1. According to (9.2), we can choose a point o ∈ intS0 and a domain
Uo so that the relationships (11.13) are fulfilled, and u(o) 6= −∞. The latter means
−∞ <
∫
So
kd−2
(|x− o|) dυu =⇒ ∫
So
gD(x, o) dυu(x) < +∞.
Thus, by Lemma 11.1, we obtain∫
So
V dυu ≤
∫
So
gD(·, o) dυu =: C1 = const+o,So,u ∈ R+ for all V ∈ PASo(D). (11.17)
Besides, by Lemma 11.2, we have
−∞ < consto,So,r,Uo,M = B′′µM(So) ≤
∫
So
V dµM for all V ∈ PAS1o(D)
⋂
har(Uo).
(11.18)
The condition [s3] or the condition [h4] means that there is a constant C2 ∈ R such that∫
D\So
v dυu ≤
∫
D\So
v dµM + C2
for all v
(11.14)∈
[
V+b with b
(11.14J )
:= b+ ,
Vb with b (11.14AS):= min{b+,−b−},
resp.
(11.19)
Let B ∈ R+∗ be a constant from Proposition 11.2 on embedding with inclusions (11.14). We
multiply both sides of the inequality from (11.19) by the number B/b and obtain∫
D\So
v dυu ≤
∫
D\So
v dµM +BC2 for all v
(11.14)∈
[ V+B in the case [s3],
VB in the case [h4], resp.
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Hence, by inclusions (11.14) from Proposition 11.2 on embedding, we have∫
D\So
V dυu ≤
∫
D\So
V dµM +BC2 for all V
(11.14)∈
[ V∞J (D \ Uo) in the case [s3],
V∞AS(D \ Uo) in the case [h4], resp.
The last one after addition with two more inequalities (11.17)–(11.18) gives the inequality∫
D\{o}
V dυu ≤
∫
D\{o}
V dµM + C, (11.20M)
where C := C1 +BC2 −B′′µM(So) = consto,So,r,Uo,u,M ∈ R independent of V ,
for all V
(11.14)∈
[ V∞J (D \ Uo) in the case [s3],
V∞AS(D \ Uo) in the case [h4], resp. (11.20V)
By Definition 7.1, (11.20M)–(11.20V) means that the measure µM is an affine balayage of
the measure υu outside {o} for the class V∞J (D \ Uo) from (11.4) in the case [s3] or for the
class V∞AS(D \ Uo) from (11.3) in the case [h4], respectively. By Corollary 11.1, there is a
function h ∈ sbh∗(D) in the case [s3] or a function h ∈ har(D) in the case [h4], respectively,
such that u+ h ≤M on D. Thus, the implications s3⇒s1 and h4⇒h1 are proved. 
12. Applications to the distribution of zeros of holomorphic functions
12.1. Additional definitions, notations and conventions. For n ∈ N we denote by Cn
the n-dimensional complex space over C with the standard norm |z| := √|z1|2 + · · ·+ |zn|2
for z = (z1, . . . , zn) ∈ Cn and the distance function dist(·, ·). By Cn∞ := Cn ∪ {∞}, and
C∞ := C1∞ we denote the one-point Alexandroff compactifications of Cn, and C; |∞| := +∞.
If necessary, we identify Cn and Cn∞ with R2n and R2n∞ respectively (over R). In such case,
the preceding terminology and concepts are transferred from R2n∞ to Cn∞ naturally. For a
proper subset S ⊂ Cn∞, the class Hol(S) consists of restrictions to S of functions holomorphic
in some (in general, its own for each function) open set O ⊂ Cn∞ containing S;Throughout
this Sec. 12, D 6= ∅ is a domain in Cn.
Zeros of holomorphic functions of several variables. [12, Ch. 1, 1,2], [63, § 11],[41,
Ch. 4]. The counting function (or multiplicity function, or divisor) of zeros of function
f ∈ Hol∗(D) is a function Zerof : D → N0 that can be defined as [12, 1.5, Proposition 2]
Zerof (a) := max
{
p ∈ N0 : lim sup
z→a
|f(z)|
|z − a|p < +∞
}
, a ∈ D. (12.1Z)
with the support set supp Zerof =
{
z ∈ D : f(z) = 0}. For f = 0 ∈ Hol(D), by definition,
Zero0 ≡ +∞ on D. To each counting function of zeros Zerof we assign the counting measure
of zeros nZerof ∈ Meas+(D) defined as a Radon measure by the formulas
nZerof (c) :=
∫
D
c dnZerof :=
∫
D
cZerof dκ2n−2
over all finite functions c ∈ C0(D) :=
{
c ∈ C(D) : supp c b D}, (12.1R)
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or, equivalently, as a Borel measure on D according to the rule
nZerof (S) =
∫
S
Zerof dκ2n−2 for all open or closed subsets S b D. (12.1B)
Poincare´ – Lelong formula ([56]). Let f ∈ Hol∗(D). The following relations hold for the
Riesz measure ∆ln |f | of the function ln |f | ∈ sbh∗(D):
∆ln |f |
(2.14)
:= c2n4 ln |f | (2.14)= (n− 1)!
2pin max{1, 2n− 2} 4 ln |f |=nZerof . (12.2)
Let Z : D → R+ be a function on D. We call this function Z a subdivisor of zeros for
function f ∈ Hol(D) if Z ≤ Zerof on D. The integrals with respect to a positive measure
whose integrands contain a subdivisor are everywhere below treated as upper integrals [10].
Zeros of holomorphic functions of one variable. [41, 0.1]. Let D ⊂ C, f ∈ Hol∗(D).
Then the counting function (or multiplicity function, or divisor) of zeros of f is the function
Zerof (z)
(12.1Z)
= max
{
p ∈ N0 : f
(· − z)p ∈ Hol(D)
}
, z ∈ D, (12.3Z)
the counting measure of zeros defined as a Radon measure by the formulas
nZerof (c)
(12.1R)
=
∑
z∈D
Zerof (z)c(z) =
∫
D
cZerof dκ0
for all finite functions c ∈ C0(D) with supp Zerof := {z ∈ D : f(z) = 0},
(12.3R)
or as a Borel measure on D according to the rule
nZerof (S)
(12.1B)
=
∑
z∈S
Zerof (z) for all sets S b D. (12.3B)
In this case, the support set supp Zerof is a locally finite set of isolated points in D.
An indexed set Z := {zk}k=1,2,... of points zk ∈ D is locally finite in D if
#{k : zk ∈ S} < +∞ for each subset S b D.
The counting measure nZ ∈ Meas+(D) of this indexed set Z is defined as
nZ :=
∑
k
δzk , or, equivalently, nZ(S) :=
∑
zk∈S
1 for any S ⊂ D (12.4)
Let Z and Z′ be a pair of indexed locally finite sets in D. By definition, Z = Z′ if nZ
(12.4)
= nZ′ ,
and Z′ ⊂ Z if nZ′
(12.4)
≤ nZ. An indexed set Z is the zero set of f ∈ Hol∗(D) if nZ = nZerof . A
function f ∈ Hol(D) vanishes on a indexed set Z if Z ⊂ Zerof .
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12.2. Zero sets of holomorphic functions with restriction on their growth. The
following Theorem 2 develops results from [45, Main Theorem, Theorems 1–3], and from
[59, Theorem 1]. Both the integrals on the right-hand sides of inequalities (12.8) and (12.9),
and the pair of integrals in inequality (12.10) below are, generally speaking, upper integrals
in the sense N. Bourbaki [10].
Theorem 2. Let D 6= ∅ be a domain in Cn,
M+ ∈ sbh∗(D), M− ∈ sbh∗(D), M := M+ −M− ∈ δ-sbh(D) (12.5)
are functions with the Riesz measures µM+ , µM− ∈ Meas+(D), and the Riesz charge µM =
µM+ − µM− ∈ Meas(D), respectively, and f ∈ Hol∗(D) be a function such that
|f | ≤ expM on D. (12.6)
Then
[ZI] For any connected set So b D with intSo 6= ∅ from (9.2) and for any numbers r, b±
from (9.3), i. e., 0 < 3r < dist(So, ∂D), −∞ < b− < 0 < b+ < +∞, there is a
constant
C = constu,M,So,r,b± ∈ R (12.7)
such that∫
D\So
v Zerof dκ2n−2 ≤
∫
D\S∪(3r)o
v dµM +
∫
S
∪(3r)
o \So
(−v) dµM− + C (12.8)
for all functions v ∈ sbh↑+0(D \ So; ◦r, b− < b+).
[ZII] For any connected set So from (9.2) and numbers b±, r from (9.3), i. e., 0 < 3r <
dist(So, ∂D), −∞ < b− < 0 < b+ < +∞, there is a constant (12.7) such that∫
D\So
v Zerof dκ2n−2 ≤
∫
D\So
v dµM + C for all v ∈ sbh↑+0(D \ So; r, b− < b+). (12.9)
[ZIII] For any set So from (9.2), constant b ∈ R+∗ , and subdivisor Z ≤ Zerof , there is a
constant C = constu,M,So ∈ R such that∫
D\So
vZ dκ2n−2 ≤
∫
D\So
v dµM + C for all v ∈ sbh+↑0 (D \ So;≤ b). (12.10)
Besides, the implication [ZI]⇒[ZII] is true.
Proof. We can rewrite (12.6) as
sbh∗(D) 3 u := ln |f |+M− ≤M+
(12.5)∈ sbh∗(D). (12.11)
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By Poincare´ – Lelong formula (12.2), and by implication h1⇒h2 of Criterium 2 together
with Remark 10.1, there is a constant (12.7) such that∫
D\So
v Zerof dκ2n−2 +
(∫
S
∪(3r)
o \So
+
∫
D\S∪(3r)o
)
v dµM−
(12.2)
=
∫
D\So
v d(∆ln |f | + µM−)
(9.4)
≤
∫
D\S∪(3r)o
v dµM + C.
for all functions v ∈ sbh↑+0(D \ So; ◦r, b− < b+). Hence we have the statement [ZI], (12.8).
Similarly, by Definition 7.1 of affine balayage, by Poincare´ – Lelong formula (12.2), and
by implication h1⇒h3 of Criterium 2 together with Remark 10.1, we obtain the statement
[ZII], (12.9). Besides, the implication [ZI]⇒[ZII] follows from the estimate∫
S
∪(3r)
o \So
|v| d|µM |
(8.5b±)≤ max{b+,−b−}|µM |(S∪(3r)o \ So)
true for each test function v
(8.5b±)∈ sbh+0(D \ So; r, b− < b+).
Finally, by Definition 7.1 of affine balayage, by Poincare´ – Lelong formula (12.2), and by
implication s1⇒s2 of Criterium 1 together with Remark 10.1, we get the statement [ZIII],
(12.10), since ∫
D\So
vZ dκ2n−2 ≤
∫
D\So
v Zerof dκ2n−2
for every positive function v ∈ sbh+↑0 (D \ So;≤ b). 
Remark 12.1. For n > 1, if the majorizing function M in (12.6) is plurisubharmonic, then
the scale of necessary conditions for the distribution of zeros of the holomorphic function f
can be much wider than that presented in Theorem 2. It should include other characteristics
related to the Hausdorff measure of smaller dimension than 2n−2. We plan to consider this
case elsewhere. In particular, analytical and polynomial disks should play a key role in this
case (see [53, Ch. 3], [11], [60], [61], [43, § 4], etc.).
12.3. The case of a finitely connected domain D ⊂ C.
Agreement. Throughout this Subsec. 12.3, the domain D ⊂ C is finitely connected in
C∞ with number of component # ConnC∞ ∂D < +∞, among which there is at least one
component containing two different points. Then the boundary ∂D of such domain D is a
non-polar set.
Lemma 12.1 ([39, Lemma 2.1]). If h ∈ har(D), then there are a real number c <
# ConnC∞ ∂D − 1 and a function g ∈ Hol(D) without zeros in D, i. e. with nZerog = 0,
such that
ln
∣∣g(z)∣∣ ≤ h(z) + c+ ln(1 + |z|) for all z ∈ D. (12.12)
If closD 6= C∞, then on the right-hand side of (12.12) we can put c := 0.
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Theorem 3. Let M ∈ δ-sbh(D) be a function from (12.5) with M+ ∈ C(D), and Z := {zk}k
be an indexed locally finite set in D of points zk ∈ D. If there are a connected set So as in
(9.2), numbers b±, r as in (9.3), and a constant C ∈ R such that∑
zk∈D\So
v(zk) ≤
∫
D\So
v dµM + C
for all v ∈ sbh00(D \ So; r, b− < b+)
⋂
C∞(D \ So),
(12.13)
then there are a real number c < # Conn ∂D− 1 and a function f ∈ Hol(D) with zero set Z
such that
ln
∣∣f(z)∣∣ ≤M(z) + c+ ln(1 + |z|) for all z ∈ D, (12.14)
where we additionally set c := 0 if closD 6= C∞.
Proof. We can rewrite relation (12.13) as∫
D\So
v d(nZ + µM−) ≤
∫
D\So
v dµM+ + C
where the constant C is independent of v ∈ sbh00(D \ So; r, b− < b+)
⋂
C∞(D \ So). By
Definition 7.1, this means that µM+ is an affine balayage of nZ + µM− ∈ Meas+(D) for the
class sbh00(D \ So; r, b− < b+)
⋂
C∞(D \ So) outside So. There is a function u ∈ sbh∗(D)
with the Riesz measure nZ + µM− [3, Theorem 1]. It follows from implication h4⇒h1 of
Criterium 2 that there exists a function h ∈ har(D) such that u + h ≤ M+. According to
one of Weierstrass theorems, there is a function fZ ∈ Hol(D) with the zero set Z. Hence,
using Weyl’s lemma for Laplace equation, we have a representation of the function u =
ln |fZ|+M− +H, where H ∈ har(D). Therefore
ln |fZ|+H + h ≤M+ −M− (12.5)= M on D. (12.15)
By Lemma 12.1, there is a function g ∈ Hol(D) without zeros such that
ln |g| ≤ H + h+ c+ ln(1 + | · |) on D, (12.16)
where c is a constant from Lemma 12.1. Addition (12.15) and (12.16) gives
ln |fZ|+ ln |g| ≤M + c+ ln
(
1 + | · |) on D.
If we set f := gfZ ∈ Hol(D), then Z is the zero set of f , and we have (12.14). 
The intersection of Theorem 3 with Theorem 2, [ZII], gives the following
Criterium 3. Let the conditions of Theorem 3 be satisfied. Besides, let the domain D is
simple connected or C∞ \D 6= ∅ under restrictions from our Agreement. Then the following
four assertion are equivalent:
[z1] There is a function f ∈ Hol(D) with the zero set Z such that |f | ≤ expM on D.
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[z2] For any connected set So from (9.2) and for any numbers b±, r from (9.3), there is a
constant C as in (12.7) such that∑
zk∈D\So
v(zk) ≤
∫
D\S∪(3r)o
v dµM +
∫
S
∪(3r)
o \So
(−v) dµM− + C (12.17)
for all functions v ∈ sbh↑+0(D \ So; ◦r, b− < b+).
[z3] For any connected set So from (9.2) and for any numbers b±, r from (9.3), there is a
constant C as in (12.7) such that∑
zk∈D\So
v(zk) ≤
∫
D\So
v dµM + C (12.18)
for all v ∈ sbh↑+0(D \ So; r, b− < b+).
[z4] There are connected set So as in (9.2), numbers b±, r as in (9.3), and a constant C
such that we have (12.18) for all functions v ∈ sbh00(D \ So; r, b− < b+)
⋂
C∞(D \ So).
Proof. The implications [z1]⇒[z2]⇒[z3]⇒[z4] follows from Theorem 2 with [ZI]⇒[ZII] and
Proposition 8.2. The implications [z4]⇒[z1] follows from Theorem 3, where c = 0 in (12.14)
according to the properties of the domain D. 
Remark 12.2. See Remark 9.2 on a special case of Criterium 3 announced in [59, Theorem
2].
Remark 12.3. The work [43, Theorems 2, 4,5] contains a wide range of necessary or suf-
ficient conditions under which there exists a function f ∈ Hol∗(D) that vanishes on Z and
satisfies the inequality |f | ≤ expM on D. These results do not follow directly from our
Criterium 3.
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