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This thesis is concerned with the derivation of new methods for the analysis uf 
nonstationary, cross-correlated panels.  The suggested procedures are carefully 
quantified by means of Monte Carlo experiments.  Typical applications of the 
developed  methods  consist  in  multi-country studies,  with  several  countries 
observed over a  couple of decades.  The empirical applications implemented 
here are the testing for trends in the investment share in European GDPs and 
the examination of OECD interest rates. 
In the first chapter, a panel test for  the presence of a linear time trend is 
proposed.  The test is applicable in cross-correlated, heterogeneous panels and 
it can also be used when the integration order of innovations is  unknown, by 
means of subsampling. 
In the next chapter a cointegration test having asymptotic standard nor-
mal distributiun and not requiring exogeneity assumptions is derived.  In pan-
els  exhibiting cross-correlation or cointegration, individual test statistics are 
asymptotically independent,  which  leads  to a  panel test statistic robust tu 
dependence across units. 
The third cha.pter examines in an econometric context the simple idea of 
combining p-values from  a series of statistical tests and improves its applica-
bili ty in the presence of cross-correlation. 
The last chapter applies recent panel techniques to OECD long-term inter-
est rates and differentials thereof, finding only rather week evidence in favor 
of stationarity when allowing for cross-correlation. 
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70 Preface 
Panel data has proven to be a valuable tool in describing, explaining, forecast-
ing and also controlling the evolution of economic, but also social and technical 
processes.  Panels obviously contain more information than single time series. 
Hence,  they are used to gain power when testing economic hypotheses or to 
gain precision when estimating relevant parameters.  However, macroeconomic 
panels pose particular difficulties, as  will shortly be seen. 
The first aspect to consider is that each of the single time series in a panel 
may be instationary.  This affects the inference about the examined relation-
ships between the observed macroeconomic variables.  There are many forms 
of instationarity, and at least two should be mentioned:  instationarity in the 
mean - in the most common form  of linear trends - and instationarity in  the 
variance,  usually modelled by integrated processes.  The latter are said to be 
driven by a stochastic trend.  A process which  is  integrated of order 1 - 1(1) 
- is  stationary after building differences;  equivalently, it is said to possess an 
autoregressive unit root. 
Instationarity in form  of trends  (deterministic or stochastic) matters be-
cause there is  a larger chance in this instationary context to observe spurious 
regressions than in the stationary framework.  The question, whether there is 
a relationship among the observed series,  turns into the question of whether 
there are  common  trends.  For  stochastic trends,  this  question  can  be an-
swered  with the help of cointegration  analysis.  The integrated time series 
are cointegrated if and only  if there is  a  linear combination thereof that is 
stationary.  Alternatively,  cointegration can be explained through an error-
correction mechanism, where the increments at time t  are dependent on the 
deviations from the long term equilibriuIll at time t - 1 in such a way that the 
balance is  redressed.  Cointegration describes hence a long term eqnilibrium. 
For deterministic trending, see the related notion of cotnenlling introduced by 
Hatanaka and Yamada (2003).  Since many macroeconomic variables, such <1.9 
interest rates, price levels or exchange rates, are considered <1.9  being integrated 2  Preface 
of order one, the empirical relevance of the problem is obvious. 
On the other hand, the dependencies between the units of the panel can be 
a substantial disturbing factor in a panel analysis:  for instance, it is difficult to 
decide if the statistical evidence in favour of a studied hypothesis arises because 
of the power gain of the panel test or if it is  simply some result obtained by 
chance  and influenced  by the dependence of  units.  Such interdependencies 
are to be expected especially with regional data,  where the observations of 
neighboring regions (countries) are usually high correlated. 
Thus, tests in nonstationary panels are difficult to build because of cross-
dependencies among units, which may lead to severe biases and serious com-
plications with the non-standard asymptotics.  This is  best seen in  the case 
of panel unit root testing.  The first  generation of unit root tests, see Levin, 
Lin  and Chu (2002)  or 1m,  Pesaran and Shin (2002),  use an asymptotic the-
ory  typically  built on  the assumption of independent units,  hypothesis  not 
holding with macroeconomic panels.  The second generation of tests tried to 
take this into account  (for a survey,  see Breitung and Pesaran,  2006).  Two 
strategies were developed to this purpose.  On the one hand, the conventional 
methods were adapted in such a way that they became robust to contempo-
rary cross-correlations,  see  Chang (2002).  An alternative approach resorted 
to generalized estimation methods (for instance Generalized Least-Squares), 
where the correlation matrix of the residuals is estimated in a first step and a 
transformation is carried out in the second step, transformation that can lead 
to an asymptotic efficient estimation, as in Breitung and Das (2005). 
This thesis discussess and proposes new ways of dealing with precisely this 
categOly of possibly non-stationary and cross-dependent panels.  The suggested 
procedures are carefully quantified by means of Monte Carlo experiments. Typ-
ical applications of the developed methods consist in  multi-country studies, 
with several countries observed over a couple of decades.  The empirical appli-
cations implemented here are the testing for trends in the investment share in 
European GDPs and the examination of OECD interest rates. 
In  the first  chapter,  a  panel test for  the presence of a  linear time trend 
is  proposed.  It is  important to have a test that can discern between a time 
trend and some random behavior in the presence of correlation.  Testing for the 
presence of a linear trend is indeed a topic of great practical relevance, which 
has  applications ranging from  the technical analysis of financial  markets  to 
the prediction of global temperature. The proposed test is applicable in cross-
correlated, heterogenous panels, as long as the number of units is smaller than Preface  3 
the number of time observations.  Further, it is  shown how to apply the test 
when  there is  uncertainty about whether the innovations  are stationary or 
integrated,  by  means of subsampling.  Subsampling also allows  for  arbitrary 
number of units and works better in small samples than the asymptotic variant 
of the test. Finally, the method is applied to test whether the investment share 
in European GDPs has a trend or not. 
In the next chapter, the issue of testing cointegration in cross-dependent 
panels  is  dealt with.  A single  equation,  error correction model of the type 
employed by Banerjee, Dolado and Mestre (1998) is estimated using the non-
linear instruments proposed by Chang (2002) for the augmented Dickey-Fuller 
test.  When testing the null of no cointegration for  a single unit, this yields 
a test statistic having asymptotic standard normal distribution without exo-
geneity assumptions,  irrespective of the number of integrated covariates.  In 
panels exhibiting cross-correlation or cointegration across units, individual test 
statistics are asymptotically independent, which leads to a panel test statistic 
robust to dependence across units. 
The third chapter examines in an econometric context the simple idea of 
combining p-values from  a series of statistical tests.  The idea of combining 
significance of correlated statistics is taken up from biometry and medical sci-
ence,  so it also has a large field  of applicability.  Here are combined not the 
test statistics of single units (where the units can be mice as well as countries), 
but their corresponding p-values.  The method is  suitable for  studies where 
the outcomes of the experiments are very different  and hence impossible to 
combine directly.  The original variant,  the inverse normal method,  requires 
independence of single test statistics in order to obtain asymptotic normality 
of the joint test statistic. This chapter discusses the modification due to Har-
tung (1999), which is  designed to allow for a certain correlation matrix of the 
transformed p-values.  Firstly, the modified inverse normal method is  shown 
here to be valid with more general correlation matrices.  Secondly, a necessary 
and sufficient condition for  (asymptotic) normality is provided, using the cop-
ula approach.  Thirdly,  applications to panels of cross-correlated time series, 
stationary as well  as  integrated,  are considered.  This approach is  not only 
adequate for  many types of empirical problems,  but also easy to implement 
and apply.  A comparison with his direct competitors (which are implemented 
in  EViews  and do  not allow  for  cross-correlation)  shows  that the proposed 
method performs well,  even if some of the assumptions are violated. 
The last chapter applies recent panel techniques to OECD interest rates 
and in particular to interf'llt rate differentials.  More precisely, panel unit root 4  Preface 
tests as well  as procedures that combine individual significance levels to one 
joint p-value are employed.  It turns out that empirical results largely depend 
on whether a homogeneous autoregressive structure is assumed for all countries 
or not. The assumption of independent units seems to be just as crucial.  Only 
rather weak evidence in favour of stationary interest rate differentials is found 
when cross-correlation is allowed by using the modified inverse normal method. 
Summing up, the new methods developed in this thesis should improve the 
reliability of panel studies with non-stationary, cross-correlated data and also 
provide answers to some empirical problems.  As a matter of course, the results 
can be used to examine other economic hypotheses, provided that they imply 
long term relationships. Chapter 1 
Testing for Linear Trends in 
Dependent Heterogeneous 
Panels 
1.1  Introduction 
In many branches of applied science, testing for the presence of a linear trend 
is  a topic of great practical relevance.  Global warming can be mentioned as a 
prominent, although non-economic example.  In applied economks, many stud-
ies have been centered on the verification (or rejection) of the Prebisch-Singer 
hypothesis: among others, Kim et al.  (2003) and Bunzel and Vogelsang (2003). 
Of course,  other issues of importance for  policy makers can be quantified in 
terms of deterministic trends as well. 
One aspect that has been extensively discussed in the context of testing for 
a time trend, see for instance Canjels and Watson (1997) or Sun and Pantula 
(1999),  is  whether the stochastic component is  stationary or integrated.  Vo-
gelsang (1998) suggested a method that works in both situations; Bunzel and 
Vogelsang (2003)  provide an alternative. 
All  these papers deal with single time series.  Although Kim et al.  (2003) 
consider more time series, they do not provide an overall test, but study each 
of them separately.  Considering this, the panel test proposed here is a natural 
and necessary development. 
In panels, especially when N  is  not small compared to T, things become 
more  complicated  than for  single  time series,  due  to eross-dependence.  A 
similar problem appears in panel unit root testing, see Pesaran and Breitung 
(2006).  Here,  we  model this dependenee by means of cross-correlation.  The 
5 6  Chapter 1. Testing for Linear Trends 
proposed test statistic can be used either for short-memory (1(0)) or for  inte-
grated (1(1)) panels.  We show how to use subsampling in order to encompass 
both possibilities for panel testing, as an alternative to the proposals for single 
time series by Vogelsang (1998) or Bunzel and Vogelsang (2003). 
To the structure of the chapter: At first the model is described and a panel 
test statistic which tests the presence of a linear trend in either short-memory 
(1(0)) or in integrated (1(1)) panels is proposed. Then we show how to apply 
the test when a priori information about innovations is not aW1ilable,  by means 
of sUbsampling.  In the end, the proposal is substantiated both by Monte Carlo 
simulations and an empirical application to the investment share of per capita 
GDP of 15 European countries. 
1.2  Model and test 
Let Yt.i,  t  E {I, ... , T} , i  E {I, ... , N} be our panel with N  units, each with 
T  time observations.  Assume 
Yt,i = OCi +  {3it + Xt.i, 
where Xt = (Xt,l,' .. , Xt,N)' is  a zero-mean 1(0) or 1(1)  variable.  Also,  denote 
Yt = (Yt,l,""  Yt,N)" 
In principle, testing for 
{3i = 0 VB.  {3i  =I 0 
in  single  units is  not particularly difficult,  even  when  Xt,i  is  1 (1).1  But in 
cross-dependent panels, this typically requires the non-parametric estimation 
of the long-run covariance matrix n of Xt (or of t!.Xt, respectively).  Although 
the problem was studied before in detail by Andrews in his paper from  1991 
(see  also  Newey  and West,  1987),  the larger N  is,  the more unreliable the 
estimation of n becomes. 
The basic idea is  to avoid estimation by using a possibly random matrix, 
but one" proportional" to n, so that n cancels out.  This idea was suggested 
by Kiefer,  Vogelsang  and Bunzel  (2000).  For an application to testing for 
uncorrelatedness of dependent time series, see Lobato (2001).  Using the same 
approach, Breitung (2002)  shows  how to modify vaJ'iance-ratio-type tests to 
consistently test for unit roots and cointegration. 
1 As already mentioned, complications arise only when the order of integration is not known. 1.2. Model and test  7 
1.2.1  1(0) panels 
Assume first: 
[sTJ 
T-O. 5 LXj '* n05w (8)  for 8 E [0,1],  (Ll) 
j=! 
where ",*" stands for  weak  convergence  in  a  suitable metric space of cad-
lag  random functions  defined on  [0,1], W (8)  is  a vector of N  independent 
standard Wiener processes  and n is  the long-run  covariance matrix of the 
multivariate process Xt.  This requirement can be seen as the defining property 
of short-memory processes (cf.  Lo,  1991). 
We  will  use a demeaned statistic which reacts to the presence of a trend. 
Firstly,  we  will  remove  the mean  from  the data to obtain invariance  with 
respect to ai' With the demeaned data, we build partial sums, 
t 
St = L (Yj - y) , 
j=! 
to obtain a statistic of the type used by Kwiatkowski et a1.  [KPSS]  (1992): 
Under the null hypothesis,  using the assumption on  Xt  and the Continuous 
Mapping Theorem, following distributional result arises imediately: 
where V/1  is the so-called Brownian Bridge (see Kwiatkowski et aI., 1992) and 
,,~  " stands for convergence in distribution. 
Remark 1.1 ff then;  is a  detem!inistic tmnd in one  of the  units,  it ca.n  be 
shown that 
and the test rejects faT  lar:ge  values. 
Its asymptotic null distribution is  not free  of nuisance parameters, but a 
pivotal variant could be obtained by using transformed St, 8  Chapter 1. Testing for Linear Trends 
to compute the corresponding statistic 
for which the following relationship holds: 
However,  we  do  not  use  this pivotal variant,  which,  as  said,  can be rather 
unreliable. 
Instead, we use some function of the data"  proportional" to 11, but invariant 
to the presence of a linear trend, such that the nuisance matrix 11  cancels out 
under both null  and alternative hypothesis.  We  denote by y[ the Yt  after 
demeaning and detrending by  OLS.  The corresponding cumulative sums are 
defined accordingly: 
u 
S~= I>j. 
j=l 
We can now suggest the use of a detrended KPSS-type statistic: 
and it results that 
T 
1  "STSTI  W=T20  U  U 
u=l 
(1.2) 
with V T  the second-level Brownian Bridge (see Kwiatkowski et al., 1992).  The 
condition N < T is required for  invertibility of w in (1.2). 
Then, we define the test statistic for  the presence of linear trends, 
T  (  T  )-1 
T* = ~  S;  ~  S~S~'  St.  (1.3) 
Proposition 1.1  Assuming {i.i} holds  for Xt,  it follows  for  T*  from  {i.3} 
under the null hypothesis of no linear time trends 1.2. Model and test  9 
as T -t 00. 
Proof: Follows directly with the Continuous Mapping Theorem. 
Remark 1.2 Remal'k 1.1 can  be  shown to  hold fol'  T*  as  well,  so  the test is 
consistent against the altel'na.tive of lineal' time tl'end. 
The test rejects for  too large values;  the distribution, being non-standard, 
requires  simulation  of critical  valucs.  The simulations  were  carried  out in 
GAUSS with 100000  replications and with T  = 1000.  The disturbances  Xt.i 
are generated as independent standard normal and we  set O<i  =  i3i  =  o.  We 
tabulate the critical values for  N  E {I, 2, 5,10, 15}  and the 1%,  5%  and 10% 
significance levels, see Table 1.1. 
Level  N= 1  N=2  N=5  N=1O  N= 15 
1%  17.89  30.45  76.05  176.10  308.19 
5%  9.39  18.13  51.01  128.09  233.93 
10%  6.48  13.54  40.80  107.49  200.70 
Table 1.1:  Critical values for  T* in the 1(0) case 
We now study the behaviour of the test in small samples.  For our Monte 
Carlo study, we employ following data generating process: 
with 
Since many economic scries are positively autocorrelated,  we  specify B = 
0.5.  Also,  there are usually positive correlations between similar series across 
countries, so we set p =  0.5. The observed Yt  is  generated by adding a linear 
trend, with coefficient  i3i  =  i3  E {a, 0.01, 0.05, O.I}.  The rejection frequencies 
at the 5%  level based on 5000 replications are given in Table 1.2, for  sample 
sizes T  E {50, 100, 250}.  The critical values from Table 1.1  were used. 
The size is  close enough to the nominal level only for  very sJIlall  N.  For 
large N, the t.est  is  extremely liberal;  this is  especially striking for  T  = 50, 
but it iJIlproves  with growing T.  Convergence to the asymptotic behaviour 10  Chapter 1. Testing for Linear Trends 
{3  T  N=1  N=2  N=5  N=lO  N= 15 
50  6.40  6.fj6  10.78  22.76  53.22 
0  100  5.74  6.90  8.10  11.84  27.38 
250  4.92  5.40  5.94  7.22  15.68 
50  11.28  11.62  15.26  26.56  57.00 
0.01  100  41.84  40.68  36.40  38.68  56.04 
250  100.00  100.00  99.96  100.00  100.00 
50  84.88  85.22  84.48  87.16  95.88 
0.05  100  100.00  100.00  100.00  100.00  100.00 
250  100.00  100.00  100.00  100.00  100.00 
50  99.96  99.98  99.84  99.92  100.00 
0.1  100  100.00  100.00  100.00  100.00  100.00 
250  100.00  100.00  100.00  100.00  100.00 
Table 1.2:  Size (5%) and power of test based on r*  in the 1(0) case 
can be observed; the larger N  is,  the slower the convergence.  Hence, it might 
be advisable to use exact finite-sample critical values  when  N  is  large.  We 
however, favour a different solution, see subsection 1.2.3.  In terms of power, the 
test behaves satisfactorily (however,  given  the size distortion, these rejection 
frequencies are not that meaningful). 
1.2.2  1(1) panels 
Should the stochastic components  Xt,i  be integrated of order one (or,  corre-
spondingly,  LlXt have short memory), we assume: 
(1.4) 
It turns out that the same test statistic T*  has a well-defined limiting distri-
bution under the null of no linear trends, see the proposition below.  The test 
statistic thus remains 
T  (  T  )-1 
T* =  ~  S;  ~  S~S~'  St. 
Proposition 1.2 Assuming (1.4) holds f01' Xt, following  asymptotic distribu-
tion Tesults for r*  under the null hypothesis of  no linear time trends as T  ~  00: 1.2. Model and test  11 
where WI' is the  demeaned  Wiener process,  WI'(v)  =  W(v) - Jo1W(s)ds, 
and W  T  is the demeaned and detrended Wiener process (cJ.  Park and Phillips, 
1988), W T  (v)  =  W(v) + (6v - 4)JOI W  (s) ds + (-12v + 6)JOI sW (s)ds. 
Proof: Follows directly with the Continuous Mapping Theorem. 
Remark 1.3  Under the  alternative,  the  behaviour also  changes  compared to 
the 1  (0)  case:  it is straightforward to  show that 
T*  .!:..,  00,  with T* =  Op (T) 
as T  -> 00, so power r'eduction in comparison to the 1(0) case is to be expected. 
As  an alternative method, one might difference the series  and test for  a 
non-zero mean by  a similar combination of KPSS-type statistics.  However, 
this alternative test statistic would have a degenerate distribution if the series 
were 1(0), so we do not elaborate this topic here. 
We have to give new critical values for the case of integrated disturbances, 
see Table 1.3. 
Level  N= 1  N=2  N=5  N=lO  N= 15 
1%  351.53  1036.08  7568.4  48612.3  163848.8 
5%  129.77  452.02  3934.5  29322.1  107222.5 
10%  74.99  278.88  2771.4  22245.2  84373.4 
Table 1.3:  Critical values for  T* in the 1(1) case 
Unfortunately, these differ strongly from those in the 1(0) case.  Therefore, 
special care is to be taken if the integration order of the stochastic component 
Xt is not known, see the next subsection. 
The corresponding Monte Carlo results (for which Xt is  based on the same 
MA  process as before, but using its partial sums) are provided in Table 1.4. 
Compared to Table 1.2, the simulations provide good results regarding the 
size properties. The low  power is determined by the fa.ct  that the small trend 
is  " hidden " by the stochastic trend (note also the reduced convergence rate 
under the alternative hypothesis). 
1.2.3  Unknown integration order 
Since the test statistic T* has well-defined asymptotic null distributions under 
both 1(0)  and 1(1)  possibilities,  while being consistent under the alternative  I 
i 
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f3  T  N= 1  N=2  N=5  N=lO  N= 15 
50  5.54  5.16  5.58  (i.66  8.14 
0  100  5.08  5.04  5.72  5.36  5.60 
250  5.56  4.28  5.10  5.30  4.84 
50  5.76  5.22  5.22  6.38  7.80 
0.01  100  5.30  4.46  4.96  5.20  6.00 
250  5.44  5.18  5.60  5.16  5.34 
50  5.96  5.02  5.32  6.62  8.78 
0.05  100  5.22  5.70  5.68  5.14  5.42 
250  6.64  6.36  6.40  (i.12  5.20 
50  6.42  6.10  6.40  7.28  8.72 
0.1  100  8.50  6.88  6.38  6.52  5.96 
250  11.58  10.86  9.46  6.90  7.38 
Table 1.4:  Size (5%) and power of test based on T* in the I(l) case 
of a linear trend, the subsampling method, proposed by Politis and Romano 
(1994), works in both 1(0) and 1(1) cases. 
The idea of the subsampling method is to approximate the sampling distri-
bution of a test statistic by recomputing it on subsamples of smaller size of the 
observed data. One uses blocks of size I of consecutive observations in order to 
preserve within each block the dependence structure of the underlying model. 
Note that there are M  =  T - I + 1 such blocks.  Only a very weak assumption 
on I will be required; typically, liT ~  0 and I ~  00 as T  ~  00. 
Compared to the bootstrap methods, for  which much work has to be done 
in order to demonstrate their validity in a given situation, subsampling only 
requires the existence of a nomiegenerate limiting distribution of the respective 
statistic and some bound on the serial dependence of the underyling sequence. 
In the context of time series this can be for  instance a mixing condition, see 
Politis, Romano and Wolf (1999, p.  70). 
In the panel situation, the series modelling the disturbances must satisfy a 
mixing condition corresponding to the multivariate framework.  Together with 
a moment condition, this implies weak convergence to Brownian Motion (see, 
for  instance,  Herrndorf,  1984), which  is  required for  the test to have a valid 
asymptotic distribution.  Of course, in the case of integrated disturbances, the 
mixing condition does not hold.  One may still use subsampling, since, when 
the  differences  are mixing,  subsampling these would  be justified.  Because 
the test statistic is  invariant w.r.t.  non-zero  mean,  subsampling differences 
and building their partial sums is equivalent to subsampling the disturbances 
themselves.  Hence, one may subsample the data in both 1(0) and 1(1) cases. 1.2. Model and test  13 
Similarly,  to simplify the computation,  we  suggest as panel test statistic 
the sum of single test statistics: 
N 
TS  =  LTt, 
i=l 
where T;*  are the univariate analogues to (1.3).  The distribution of this modi-
fied  TS  is then subsampled. 
Summing single test statistics removes the requirement that N  be smaller 
than T. The distribution of TS  depends indeed on fl, but, by using subsampled 
critical values (as described below), the test becomes invariant to fl without re-
quiring any kind of orthogonalization.  More importantly, cointegration across 
units is now allowed for I(I) series by the same argument. 
We detail here the used subsampling procedure:  First build M  =  T - I + 1 
overlapping blocks of length I,  the first one being {Yl,Y2, ... ,YI}  and the last 
one being {YT-l+l, YT-I+2, ... , yr} . Let Em be a generic block (of size I)  of the 
consecutive data {Ym, ... , Ym+l-d, m =  1,2, ... , Mj  we compute for each of the 
blocks the corresponding T;"  statistic and then use the M  ordered realizations 
T;"  in order to estimate the distribution function.  The critical value at level a 
is then TI11-a)Mj' 
The optimal choice of the block size I can be data-driven if the integration 
order of the series is known.  Since our assumption is that we do not know the 
true integration order, we have to TIm a Monte Carlo experiment to determine 
optimal values for  I.  We  must note here the fact that, although I converges 
to infinity together with T, the rate of convergence of T S  is slower than in the 
parametric case and hence the power of the subsampled test is expected to be 
lower. 
The results for  the Monte Carlo simulations for  T  =  50, 100  and 250  are 
given in Tables 1.5,  1.6 and 1.7, respectively.  A few words to the Monte Carlo 
setup:  since our goal is  only to determine an optimal I,  and not tu test,  we 
simplify the framework  as  much  as  possible.  So  we  set  ()  =  p  =  0,  which 
also ensures "neutrality" of the Monte Ca.rlo experiment, and let {3  take only 
two possible values,  {3  E  {O, 0.1}. The simulations are carried out with 5000 
replications and each table contains the rejection frequencies at the 5%  level 
for both I(O)  and I(I) cases. 
We  choose  the values  of I  which  realize  a.  reasonable  trade-off between 
correct size and power.  In Tables 1.5, 1.6 and 1.7, the bolded ca.ses  represent 
our choice of optimal I.  From the simulations results we see that the optimal 14  Chapter 1. Testing for Linear Trends 
;3  1(·)  N= 1  N=2  N=5  N=lO  N= 15 
0  0  3.52  1.82  0.86  0.26  0.18 
6  0  10.02  10.80  10.90  11.10  10.50 
0.1  0  99.88  99.96  100.00  100.00  100.00 
0.1  1  11.92  15.74  17.08  19.36  22.82 
0  0  5.94  5.20  3.08  1.68  1.70 
8  0  1  10.92  10.42  12.00  13.88  14.52 
0.1  0  99.88  99.98  100.00  100.00  100.00 
0.1  1  14.54  15.10  19.78  24.24  27.58 
0  0  7.52  6.50  5.20  4.32  3.32 
10  0  10.58  10.80  12.44  13.06  15.06 
0.1  0  99.88  100.00  100.00  100.00  100.00 
0.1  14.50  16.50  18.58  23.66  27.06 
0  0  6.90  6.00  4.74  3.64  3.40 
12  0  8.92  9.54  10.36  10.68  10.88 
0.1  0  99.40  99.98  100.00  100.00  100.00 
0.1  10.98  13.06  14.88  18.56  21.02 
0  0  7.52  6.24  6.02  5.40  4.52 
14  0  9.26  9.90  9.38  10.46  11.96 
0.1  0  99.00  99.94  100.00  100.00  100.00 
0.1  1  11.10  12.56  13.70  18.12  19.36 
0  0  8.52  7.14  6.48  6.56  6.42 
16  0  1  9.60  9.98  10.86  11.46  11.52 
0.1  0  98.44  99.90  100.00  100.00  100.00 
0.1  12.20  12.52  14.12  17.78  20.34 
Table  1.5:  Size  (5%)  and power of test based on  T S  as  function  of block length, 
T=50 
, 
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f3  I(·)  N= 1  N=2  N=5  N=lO  N= 15 
0  0  5.62  4.90  4.10  2.94  2.94 
12  0  1  8.08  8.64  9.42  9.98  10.86 
0.1  0  100.00  100.00  100.00  100.00  100.00 
0.1  1  13.18  15.94  21.72  29.42  34.88 
0  0  6.56  5.60  .5.46  4.26  4.38 
14  0  8.66  8.56  10.44  10.50  10.22 
0.1  0  100.00  100.00  100.00  100.00  100.00 
0.1  1  13.48  16.68  21.14  26.64  33.:32 
0  0  6.78  6.88  5.46  5.46  5.42 
16  0  9.46  9.10  9.14  9.52  9.80 
0.1  0  100.00  100.00  100.00  100.00  100.00 
0.1  14.34  16.70  20.50  26.00  32.26 
0  0  7.66  7.24  6.18  5.62  4.98 
18  0  9.12  9.40  9.04  9.82  9.62 
0.1  0  100.00  100.00  100.00  100.00  100.00 
0.1  1  14.60  15.44  19.94  26.52  30.84 
0  0  7.98  7.88  7.46  6.02  6.18 
20  0  1  9.92  9.02  8.80  9.74  10.38 
0.1  0  100.00  100.00  100.00  100.00  100.00 
0.1  13.80  16.42  20.88  24.70  29.32 
Table  1.6:  Size  (5%)  and power  of test  based  on  7 8  as  function  of block  length, 
T=100 
block length also depends on N  and that it would be appropriate to choose 
larger l  for  larger N.  This happens because the overall variability in  data 
increases with growing N, except for the case when T is large and the number 
of observations compensates the increase in data variability. 
Finally, we  provide the Monte Carlo simulation results for  the behaviour 
of test itself in Tables 1.8 and 1.9, which are the"  sUbsampling equivalents" of 
Tables 1.2 and 1.4. 
Compared to Table 1.2,  subsampling in  the /(0) case stabilizes the size 
(the test is even somewhat conservative).  This comes at a cost of power losses, 
which  is  a  common problem in  the subsampling framework.  However,  one 
should note that, for  the subsampled version, power increases with N, which 
does not seem to be the case with the parametric version of the test. 
In the /(1) case, subsampling leads to an oversized test for small number of 
units.  For a large number of units, the size remains close to the nominal level, 
which was not the case with the parametric version of the test.  Furthermore, 
the power gains over Table 1.4 are significant for N  :2:  2.  Again, power increases 
with growing N. 16  Chapter 1. Testing for Linear Trends 
f3  1(·)  N=l  N=2  N=5  N-lO  N -15 
0  0  5.40  4.98  4.88  4.18  3.74 
18  0  6.78  6.64  7.20  8.14  8.04 
0.1  0  100.00  100.00  100.00  100.00  100.00 
0.1  19.00  24.02  37.44  52.24  64.62. 
0  0  5.36  5.12  5.04  4.56  4.30 
20  0  1  6.58  6.58  7.36  7.86  7.78 
0.1  0  100.00  100.00  100.00  100.00  100.00 
0.1  1  20.32  23.46  35.76  49.88  63.42 
0  0  5.74  5.92  5.56  4.48  4.58 
22  0  7.14  6.70  7.54  7.44  7.52 
0.1  0  100.00  100.00  100.00  100.00  100.00 
0.1  1  19.20  23.60  35.30  50.38  60.86 
0  0  6.16  5.94  5.50  5.32  4.94 
24  0  1  7.26  7.46  7.78  7.32  7.34 
0.1  0  100.00  100.00  100.00  100.00  100.00 
0.1  1  16.38  19.46  28.22  39.16  47.18 
Table  1.7:  Size  (5%)  and power of test based on  rS  as  function  of block length, 
T=250 
To summarize these results, our advice to practitioners is to use the sub-
sampled test, since it works  better in most cases  and does  not impose any 
conditions on N  and T; additionally,  it provides trustworthy results in cases 
when the assumption about the integration order is wrong or not certain. 
1.3  Investment shares of per capita GDP 
As  an empirical application, we examine the investment shares of per capita 
GDP, since investment shares are a relevant measure for an economy.  Even the 
simplest endogenous growth model incorporates this quantity as a key variable. 
Along this line, Levine and Renelt (1992) find investment shares to correlate 
with growth and with the ratio of international trade to GDP. A more recent 
contribution in this field  of research is  due to Madsen  (2002),  who analyzes 
the interdependence between economic growth and investment. 
We employ annual data from the Penn World Table (Heston, Summers and 
Aten,  2002).  There is  strong reason to assume the investment shares of the 
GDP not to be integrated and we use therefore critical values from Table 1.1. 
More precisely, we examine 15 European economies, members of the European 
Union  {the  former  EU  15)2:  Austria,  Belgium,  Denmark,  Finland,  France, 
'Eight of the ten omitted new EU members, being during the 70's and the 80's members of the 
communist block, exhibit data that is not comparable to the EU 15. 1.3. Investment shares of per capita GDP  17 
f3  T  N= 1  N=2  N=5  N=lO  N  =  1.~ 
50  4.20  3.60  4.00  4.60  3.90 
0  100  2.60  3.00  3.40  3.60  4.60 
250  3.30  3.00  2.80  4.30  2.80 
50  6.40  6.80  6.80  8.50  8.20 
0.01  100  27.60  33.60  49.00  52.40  57.00 
250  99.80  100.00  100.00  100.00  100.00 
50  56.20  71.70  79.70  87.20  88.10 
0.05  100  99.90  100.00  100.00  100.00  100.00 
250  100.00  100.00  100.00  100.00  100.00 
50  94.80  98.20  99.60  99.40  99.70 
0.1  100  100.00  100.00  100.00  100.00  100.00 
250  100.00  100.00  100.00  100.00  100.00 
Table 1.8:  Size (5%) and power of test based on r S  in the 1(0)  case, I as bolded in 
Tables 1.5,  1.6 and 1.7. 
f3  T  N= 1  N=2  N=5  N=lO  N= 15 
50  6.00  7.90  7.60  7.20  6.50 
0  100  6.90  7.00  7.90  8.70  6.80 
250  5.00  6.40  7.60  6.20  5.60 
50  9.40  9.10  5.60  7.20  5.60 
0.01  100  6.00  6.40  7.00  8.60  6.50 
250  6.80  7.20  6.60  6.60  5.00 
50  6.80  8.60  7.00  7.50  7.00 
0.05  100  6.30  6.80  8.00  10.00  9.00 
250  6.50  8.20  9.40  9.20  9.60 
50  7.40  10.60  8.80  8.00  10.30 
0.1  100  9.40  9.10  10.70  11.20  11.40 
250  9.80  14.00  14.70  15.50  19.20 
Table 1.9:  Size  (5%)  and power of test based on r S  in t.he 1(1) case, I as bolded in 
Tables 1.5, 1.6 and 1.7. 18  Chapter 1. Testing for Linear Trends 
Germany, Greece,  Ireland, Italy,  Luxembourg,  Netherlands, Portugal, Spain, 
Sweden and the United Kingdom.  The u~ed data, covering the period from 
1970 to 2000, is  plotted in Figure 1.1. 
The investment shares have a visible downward time trend in all countries 
except for  Ireland, Luxembourg, Portugal and the UK,  but the degree of co-
movement seems considerable.  The panel test statistic has a value of 4338.27, 
which is highly significant even at the 1  % level.  Recall, however, that the test 
based on asymptotic critical values is  extremely oversized for  N  =  15.  If the 
data were integrated, this would not be significant anymore, not even at the 
10%  level.  In this case,  however,  the co-movement would most likely appear 
due to cointegration, case in which the critical values in Table 1.3 would not 
be valid anymore. 
To make sure the finding of a trend is substantiated, we apply the subsam-
piing procedure, first at the country level and then for  the whole panel.  The 
simulations to obtain an optimal I are repeated for T  =  30 and N  =  1,  as well 
as N  =  15.  For the single tests,  we  find  significant  trend~ only in  Austria, 
Finland, France,  Italy and Sweden,  which is  somewhat surprising, given the 
graphical evidence.  In this case,  I =  6 is  the optimal block length for  which 
the test keeps its size, while the power properties are satisfactory. 
Returning to panels, in the 1(0) case the size properties are good for I =  9 
and I  =  10;  the test is  undersized  for  I  =  11,  while  loosing  power  at the 
same time.  Similarly to Table 1.5,  the test is  oversized (around 10%  for  the 
5% significance level)  in the 1(1) case;  I =  10 or I =  11  seem here to be the 
optimal choices.  The power properties are improved compared to the single 
tests, as expected.3 
To the test results: in this application, the importance of I becomes obvious 
at the panel level.  If choosing I =  9,  the subsampled test rejects at the 5% 
level.  If  choosing I = 10 or I = 11, the subsampled test only rejects at the 10% 
level. 
To sum up, there is  statistical evidence that investment activity has been 
reducing over the past 30 years in the EU area.  One explanation that seems 
plausible is that the accelerated development of new technologies in the past 
40  years reduced the level of investment  neces~ary to keep growth at a given 
level. 
3The complete results are available upon request from  the author. 1.3. Investment shares of per capita GDP  19 
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1.4  Conclusions 
We study a panel test for the presence of linear trends. The test works for cross-
correlated, heterogeneous panels which are either stationary or integrated, as 
long as N < T. 
Further, it is shown how  to use subsampling to apply the test when the 
order of integration is  not known.  Subsampling also  allows  for  arbitrary N 
and improves the small sample behaviour over the asymptotic approximation 
in terms of both size and power.  Hence,  the subsampled version of our test 
should be preferred in practical applications. 
In an empirical application,  it is  found that the investment share of per 
capita GDP  has  been declining since  1970  in  the EU  area as  a  whole;  for 
individual countries, the evidence is  mixed.  This result also emphasizes the 
importance of panel tests like the one proposed here. Chapter 2 
Panel Cointegration Testing 
using Nonlinear Instruments 
2.1  Motivation 
Using panel data is generally viewed as a method of gaining power when test-
ing eeonomic hypotheses and estimating relevant parameters. Although panels 
obviously eontain more information than single time series, tests in nonstation-
ary panels are diffieult to build because of eross-eorrelation among units, which 
may lead to serious biases, see e.g.  O'Connell (1998).  Moreover, eointegration 
aeross  units was  also found  to distort  panel test statistics  (Banerjee,  Mar-
cellino and Osbat, 2004).  Then, one must either account for  such cross-unit 
dependence, or use methods that are robust to it. 
Popular tests for  panel cointegration, like those of Kao (1999), McCoskey 
and Kao (1998) or Pedroni (2004), do not cope well with cross-unit dependence. 
One obvious fix is to bootstrap the respective test statistics, e.g.  in the manner 
of Maddala and Wu  (1999).  This,  however,  comes at a cost:  bootstrapping 
time series is notoriously difficult.  Factor models, as advocated by Bai and Ng 
(2004), are able to deal with cross-unit dependence as well. 
Here,  we take a different approach, by adopting the single equatioll frame-
work advocated by Banerjee, Dolado and Mestre (1998).  Instead of using OLS 
estimation and testing, as Banerjee, Dolado and Mestre (1998) did, we suggest 
to employ nonlinear instrumental variables  [NIV]  of the kind  Chang  (2002) 
used in estimating the augmented Dickey-Fuller test regression. 
Our main contribution is to analyze the asymptotic behavior of the testing 
procedure proposed above.  For a single unit, we show this NIV cointegration 
test to have asymptotic standard normal distributioll, even when regn"ssors are 
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not weakly exogenous.  In a panel context, individual statistics are shown to be 
asymptotically independent in the presence of cross-unit correlation or cross-
unit cointegration.  This leads to a panel test statistic not affected by cross-
unit dependence; moreover, standard limiting distributions result without N 
asymptotics.  Work in progress by Chang (2005)  looks into a NIV estimation 
procedure for residual-based cointegration tests. 
The chapter is structured as follows.  First, we describe the model we work 
with.  Section 2.3 analyzes the NIV cointegration test in the error correction 
framework  and its extension  to panels exhibiting cross-dependence.  Monte 
Carlo evidence on small-sample behavior is  given  in Section 2.4.  The main 
findings and comments are summarized in the final section. 
2.2  Model and assumptions 
To reduce notational burden, we first study a single unit. The assumptions for 
the panel case are discussed in Section 2.3.2. 
We assume the data to be modelled by an integrated vector autoregressive 
process of order p +  1 with K +  1 components, K  ?:  1.  This process is possibly 
cointegrated: 
Assumption 2.1  Let the obse1'ued  data for one unit be  generated as follows: 
p 
LlWt =  IIWt-l + L AiLlWt-i +  lOt, 
i=l 
where w;  =  (Wl,t, ...  , WK+l,tl  and Wo  =  o. 
Denote with l' the rank of II.  Under no cointegration, one has II = 0, or 
l' =  O.  Under cointegration, one has 0 < l' < K +  1 and the known factorization 
of II, II =  ar(3~, in two (K + 1)  x l' matrices of adjustment speed coefficients 
and of parameters of the long-run  relations,  respectively,  holds  for  l'  >  O. 
Under the alternative hypothesis of cointegration, we  assume l' =  1.  This is 
needed to motivate the test statistic, see Banerjee, Dolado and Mestre (1998). 
The following assumption guarantees that the process Wt either follows a stable 
vector autoregressive process in differences (no cointegration), or, when II =f  0, 
1(2)  processes are avoided. 
Assumption 2.2  Let the  mots of the characteristic polynomial associated to 
Wt  defined in Assumption 2.1  be  either 1 or have  absolute values larger than 2.2. Model and assumptions  23 
1.  Further,  if  IT  =  0, let det (a~1- (/ - 2:;=1 Ai) ,8r1-)  i=  0,  where ad and ,8d 
are  the orthogonal complements ofar and,8r w.r.t.  RK+l. 
Note that no additional restriction is  imposed upon the elements of the 
matrices Ai or on IT.  Also, the innovations Et are allowed to correlate: 
Assumption 2.3  Let Et obey following conditions:  Et '" iid (0, 1:), with 1:  any 
symmetric, positive definite (1< + 1)  x  (1< + 1)  matrix.  Furthermore,  assume 
:31  > 2 such that E iiEt iii  < 00  and let Et  have absolutely continuous distribution 
function (w.r.t.  Lebesgue measure); let also  :3s > 0 such that ¢(A) =  0 (IIAII S), 
where ¢ is the corresponding characteristic function. 
Assumptions 2.2 and 2.3 together allow for  lack of exogeneity.  This is  an 
important aspect, since the weak exogeneity assumption is the main source of 
criticism to the single equation approach.  The conditions in Assumption 2.3 
are stronger than the typieal sets of assumptions under which an invariance 
principle for  cumulated innovations holds,  but are needed in order to estab-
lish asymptotic behavior of regularly integrable transformations of integrated 
processes,  see Park and Phillips  (1999,  2001),  as  well  as  Chang,  Park and 
Phillips (2001) and de Jong and Wang (2005).  It is this framework that leads 
to robustness against cross-unit dependence in panels (see Subsection 2.3.2). 
Denote We,t  =  (W2,t, ... , WK+l,tl'.  In the single equation framework,  the 
error correction representation can be then written as follows: 
a  (Wl,t-l +  (J'we,t-l) +  (j (L) ~Wl,t-l +  1'(L)~we,t-l +  lOt,  (2.1) 
Q e (Wl,t-l + (J'we,t-tl +  oe(L)~Wl,t-l +  r(L)~We,t-l +  Vt> (2.2) 
for  t =  1,2, ... , T, where a  E R,  Q e  E RK,  (J  E RK, the respective lag poly-
nomials and the innovations lOt  and Vt are defined implicitly from Assumption 
2.1.  Not ineluding contemporaneous differences  ~We,t in  Equation (2.1),  as 
Banerjee,  Dolado  and Mestre (1998)  do,  is  compensated by  having allowed 
for correlated innovations.  Equation (2.1) can be transformed to contain only 
levels of the integrated variables Wl,t and We,t, if one is  interested in the pure 
ADL representation of the model. 
The null hypothesis in the single equation framework is  a  =  0;  in casc of 
weak exogeneity,  Q e  = °  is  an implicit additional assumption.  However,  we 
wish to extcnd the types of cndogcneity our test copes with, and thus explicitly 
allow the error correction to affect Equations (2.2).  Hence,  we shall examine 
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Null hypothesis: a =  O. 
Note that, when allowing for error correction to affect the other components 
of Wt, the null of the test is actually absence of error correction in the studied 
equation and not lack of cointegration between Wl.t and we.t. This attribute is 
common to all approaches based on a single equation and not specific to our 
test.  See Remark 2.6 further below for a simple solution to this problem. 
Under the alternative, a needs to be negative if error-correction is present 
only in Equation (2.1).  Otherwise, a may also be positive (see Johansen, 1995, 
p.  54, for an example).  Thus, our alternative hypothesis is as follows: 
Alternative hypothesis: a  =f.  O. 
The basic idea of our test is to replace OLS estimation of the test Equation 
(2.1) with instrumental estimation using regularly integrable transformations. 
Specifically, F (wl.t-d is used as instrument for Wl.t-l, where F 0 is restricted 
as follows: 
Assumption 2.4 Let F(·)  be  continuous on lR  with  J~ooxF(x)dx finite  and 
non-zero.  Assume further that !PO I is bounded by a function R(·), where R(·) 
is integmble,  continuous on lR  and monotone on (-00,0) and (0, (0). 
In what concerns  the other integrated regressors,  two possibilities  arise. 
First, we may take them as instruments for themselves.  Second, we may take 
regularly integrable transformations as instruments. We shall call the first case 
"partial instrumentalization",  and the second will  be denoted as  "complete 
instrumentalization ".  However,  Monte  Carlo experiments  (see  Section  2.4) 
show the completely instrumentalized test to have very low power.  Therefore, 
this paper focusses on partial instrumentalization. 
The described data generating process does not exhibit deterministic com-
ponents.  These will be dealt with in Section 2.3.1. 
2.3  Asymptotic results 
As already mentioned, we first deal with the case of a single unit.  The panel 
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2.3.1  Single unit test 
The test regression (2.1) is reparameterized to match the usual notation of the 
single equation framework.  Defining 
~-1  (IlW1,t-1,""  IlW1,t-P' IlW~,t_1"'"  Ilw~,t_p,  W~,t_1) 
(~-l,O'  ~-1,1) , 
the 1(1)  variables (Xt-1,1  = W e,t-1) are separated from the 1(0)  ones  (Xt-1,O). 
The single-equation model becomes with Yt  = Wl,t 
(2.3) 
with a new parameter vector f3, 
f3'  =  (01,""  Op,  'Y~, ... ,  'Y~, 0:8')  , 
where 0i and 'Yi' i = 1,2, ... ,p, are the respective coefficients of the lag polyno-
mials from Equation (2.1).  It is convenient to write f3'  =  (f3~, f3~), with f3~ = 
(01,""  Op,  'Y~, ... ,  'Y~) and f3~ = 0:8',  in accordance to X;_l = (X;_l,O, X;_l,l)' 
The t statistic of the estimated parameter Q remains the natural choice as 
a  test statistic for  the null 0:  =  0,  even with instrumental estimation.  Note 
that, under the null hypothesis 0:  =  0,  it holds f31  =  O.  The parameter vector 
8 is not identified under the null hypothesis, but 0: and f31  are identified under 
both null and alternative hypothesis.  Hence, there is no impediment in testing 
this way. 
For  the case of partial instrumentalization, one obtains with the help of 
standard regression algebra, 
Q - 0:  =  Q-1M, 
where 
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For the t statistic, it holds under the null hypothesis a =  0 
with a",  the estimated standard deviation of a: 
where  a~ is a consistent estimator of the residual variance,  O'~ = Var(Ct),  and 
which leads to 
M 
t~--­ '" - a.H· 
In the following,  it will be more convenient to study the pivotal statistic 
a-a  M 
t*=--=-- aCi  a.H' 
irrespective of the value of a. 
The following  proposition establishes convergence  properties of the NIV 
estimators (see the Appendix for proof details). 
Proposition 2.1  For partially instrumentalized NIV estimation of test equa-
tion (2.3),  it holds as T  --+  00 under Assumptions 2.1  through 2.4  and a  =  0 
that 
a)  if a. =  0 
and 
b)  ifa. f  0, 
a - a =  Op (T-O.75) , 
(30 - (30  =  Op (r-0.25) 
~  (  -025)  (30 - (30  =  Op  T'  . 
(2.4) 
(2.5) 
(2.6) 
However,  the  convergence  rates of a or (31  to  the  true values a  and (31 
can  be ro·25 ,  depending  on the cointegrating vector (1,9')'. 
Proof: See  the Appendix. 2.3. Asymptotic results  27 
This behavior of the estimators associated to the integrated regressors ap-
pears under both the null and the alternative hypothesis,  since  we  allowed 
for lack of exogeneity in form of error-correction in the other equations of the 
error correction model besides the test Equation (2.1).  The direct effect on 
the test is that one should not use NIV residual~ when computing the residual 
variance,  since convergence rates of the estimators may not be high enough 
to ensure consistent residuals,  given that the regressors which a and {31  are 
associated to are integrated.  This seems to be the case even when Yt-l and 
X;_l,l do not cointegrate (and the convergence rates of the estimators al'e high 
enough); a  Monte Carlo experiment for  the simplest case of two independent 
random walks with no deterministic components or short-run dynamics sug-
gests that the behavior of the estimators is  not very reliable and the variance 
of the test statistic under the null hypothesis is lower than unity by a factor of 
up to 1.4 for sample sizes between T  =  100 and T  =  500.  One should resort to 
alternative residual variance estimators, such as using residuals from the OL8 
estimation of the model, which is employed throughout this paper. 
Fortunately, the behavior of the pivotal statistic t* is only  indirectly affected 
by this, by means of the residual variance estimator. The following lemma eases 
the discussion of the suggested test.  Its proof can be found in the Appendix 
as well. 
Lemma 2.1  If using a consistent residual variance estimator,  it holds under 
the assumptions of Pmp08ition 2.1  that 
regardless of whether Q e = 0  or Q e  fo  O. 
Proof: See  the Appendix. 
Remark 2.1  It is  now clear why no restrictive weak  exogeneity assumption.s 
have  to  be  made.  This  is  because  no  regressor  except  the  lagged  dependent 
variable  Yt-l  influences  the  test statistic for larye  T  - as  can  be  seen  fmm 
Lemma 2.1.  In contrast to  that,  OLS estimation of the test equation requires 
either weak  e.7:0geneity  01'  inclusion  of leads  to  account for second-order bias 
(see  Banerjee,  Dolado and Mestre,  1998). 
The following proposition summarizes the asymptotic behavior of the pro-
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Proposition 2.2  Under the  assumptions of Lemma 2.1,  it holds as T -+ 00: 
a)  if a =  0,  then 
tii ~N(O,  1); 
b)  ifa#O, then 
Itiil .E, 00. 
Proof: See the Appendix. 
Remark 2.2 Confidence intervals for the parameter a  are  straightforward to 
build,  since  the  pivotal statistic t*  has  asymptotic standard normal distribu-
tion whatever the true value of a  is,  as  long  as  a consistent residual variance 
estimator is used. 
Remark 2.3  Following  Demetrescu  (2006),  Proposition  2.2 can  also  be  es-
tablished for the case  where  tl.Wt follows  a general linear process with a weak 
summability condition, when an autoregressive approximation of order growing 
to  infinity,  but slower than T,  is used.  This  rate  should be  0(TO.25),  but not 
slowly varying at infinity, see Demetrescu (2006) for further details. 
Remark 2.4 In practice,  the  order  of the  autoregressive  process  capturing 
short-run dynamics is  of course not known.  Due to  Lemma 2.1,  data-driven 
lag  order choice  (such  as  sequential significance  testing of the  autoregressive 
parameters)  will  have  no  asymptotic  effect  on the  test statistic;  see  Deme-
trescu,  Kuzin and Hassler  (2006)  for a situation where  this is not the  case. 
However,  information criteria should not be  used,  since these typically result 
in logarithmic rates. 
When accounting for deterministic components, the lagged differences 
are either not affected by a non-zero mean in levels, or can be easily demeaned 
and deseasonalized,  respectively.  For  the levels  Yt-l,  one must ensure they 
possess the martingale property, purpose to which we follow  Chang (2002,  p. 
275) and resort to recursive (adaptive) schemes of demeaning, deseasonalizing, 
or detrending of Yt-l. 
Recursive adjustment has the additional advantage that it does not matter 
where deterministics appear - e.g.  a linear trend in the data may appear in 
levels, or due to a non-zero intercept in the cointegrating relation.  This is not 
the case with the Johansen procedure, for instance, where different asymptotic 
distributions result under different sources of detelministics. 
\ 
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For a non-zero mean, this means that the NIV cointegration test has to be 
carried out in following test equation: 
(2.7) 
where the recursively demeaned lagged level Yi-l is given for  t 2':  2 by 
t-l 
'"  1  '"  Yt-l =  Yt-l - t -1  ~Yj, 
j=1 
and the integrated regressors  Xt-l,1  may also require demeaning,  hence  the 
notation Xi_l  in  Equation (2.7).  Usual  projection on a  constant is  allowed 
for  the integrated regressors, in contrast to the case of the lagged dependent 
variable.  The stationary regressors, being differences, need no adjustment. 
For a linear trend, one must use as test equation 
(2.8) 
where the recursively detrended lagged level Y[-1  is given for  t  2':  2 by 
r  2  t-l  6  t-l. 
Yt-l=Yt-l+ t-1~Yj- t(t-1)~JYj, 
and the integrated regressors may be detrended the usual way.  The stationary 
regressors and the regressand t1Yt  only require usual demeaning. 
For deseasonalizing, note that Kuzin (2005) shows that simply subtracting 
recursive seasonal means is  not admissible, and gives  a method that ensures 
asymptotic equivalence to the case of recursive demeaning.  The extension to 
detrending follows  from his work. 
Then, one uses as  instruments F(Yi_l) or F(YL1)'  The employed asymp-
totic theory holds  for  these instruments as  well,  but in  terms of recursively 
demeaned  (detrended)  Brownian motions,  see  Chang (2002).  Thus,  for  the 
case of test Equations (2.7)  and (2.8),  the results analog to Proposition 2.1, 
Lemma 2.1  and Proposition 2.2,  summarized in the following proposition, can 
be shown to hold true.  Its proof is very similar to that of Proposition 2.2 and 
not given here. 
Proposition 2.3  Under' the assumptions of Lemma 2.1 and recursive demean-
ing OT detTending,  it holds for the t  statistics f7'Om  test equations (2.7) OT (2.8) 
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a)  if  a  = 0,  then 
tii~N(O,l); 
b)  if a  i= 0,  then 
Itiil ~  00. 
Proof:  Omitted. 
Remark 2.5  It can  be  shown  that Xt-1,1  themselves  may be  1'ecursively  de-
meaned (detrended)  without affecting the asymptotics.  This was found to per-
form  better in small samples than projecting XI-1,1  on a constant (on  a time 
trend). 
2.3.2  Panel test 
We now turn our attention to the panel case and deal with panels containing 
N  vector autoregressive processes representing N  cross-sectional units, whcre 
N  is  finite.  In what concerns the notation,  each  used symbol becomes  an 
additional index i, i = 1,2, ... , N, representing the respective unit. The inno-
vations (Ci,t, V;,t)' are allowed to correlate across units, as specified by following 
assumption. 
Assumption 2.5  Denote Ef =  (C1,t, V~,t' C2,t, V~,t'·· .,  CN,t,  V~,t)' and let Ef ~ 
iid (0, ~N), with ~N any symmetric, positive definite N(K + 1)  x N(K + 1) 
matTix.  Furthermore,  assume 31> 2 such that E IIEfW < 00 and let Ef  have 
absolutely continuous distTibutionfunction (w.r.t.  Lebesgue meas'ure) such that 
3s > 0  with r/JN(>")  = 0  (11)''11 8),  where  r/JN  is the  corresponding chamcteTistic 
function. 
Assumptions 2.1, 2,2 and 2.4 are maintained for each single unit. Thus, we 
do not explicitly allow for  cross-unit dynamics, but augmenting the test re-
gressions with lagged differences from other cross-sectional units can obviously 
be allowed for.  Moreover, this augmentation is desirable, since, when ignoring 
cross-unit dynamics, each unit ~Wt  follows  (marginally) a general linear pro-
eess,  which requires approximation by means of an autoregressive process of 
order growing to infinity, see also Remark 2.3. 
We assume here the number of cross-sections to be finite.  Note that Im and 
Pesaran (2003) argue that N  may grow to infinity, but at a certain maximal 
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from  Lemma 2.1  as  bath  Nand T  grow to infinity.  To avoid this issue,  we 
impose N  < 00. 
The testing hypotheses are modified as follows: 
Null hypothesis:  Qi =  0,  i  =  1,2, ... , N. 
The null is  rejected if equilibrium adjustment is  found for  at least one unit: 
Alternative hypothesis:  :3 i, 1 :s:  i :s: N  with Qi 10  O. 
The panel test statistic is  defined as 
N  - "2  t= ~ta" 
i=l 
(2.9) 
where the single tP-Bt statistics ta, may be computed with recursive demeaning 
or detrending. Due to Lemma 2.1, one is not constrained to use the same set of 
explanatory variables for each individual tP-Bt.  This panel test statistic follows 
a chi-square distribution with N  degrees of freedom asymptotically, as stated 
in the following  proposition, and one rejects for  too large values of the test 
statistic. This is  because single test statistics are asymptotically independent 
even if the innovations C;,t  correlate across units, see the Appendix for proof 
details.  The panel case is  where asymptotics of nonlinear transformations of 
integrated series indeed comes into its own. 
Proposition 2.4  Under the a88umptian8 af Propa8itian 2.2 with AS8umptian 
2.3 replaced by  Assumptian 2.5,  it halds far tfram (2.9) as T  --+  00 
a)  ifQ; = Olii E {1,2, ... , N} 
- d  2 
t --+ XN' 
b)  if:3i such that Q; 10 0 
-p 
t  --+  00. 
Proof: See the Appendix. 
Remark 2.6 Propa8itian 2.4  0,180,  allaws ane to,  build a simple multi-equatian 
te8t  far  single  unitB.  Tagether  with Lemma 2.1,  this  propasitian shaws  that 
test statistics from  diffeTent  equatians  for  the same unit  ar-e  asymptotically 
independent  as  well.  Then,  ane  can  use  as  test statistic fOT  a  single  v,nit i 
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Xk  distribution  results  asymptotically.  As panel  test statistic,  one  uses  the 
sum of single test statistics for each equation in all units, which follows a X~K 
distribution. 
Remark 2.7 The same reasoning as in the proof of Proposition 2.4 was used 
by Chang (2002) in building the panel NIV unit root test.  Also,  Chang's work, 
together with Lemma 2.1, shows that panels may be unbalanced in the sense of 
Assumption 4.1 from  Chang  (2002). 
Remark 2.8  The  innovations Vi,t  may also  correlate  across  units,  with Vj,t 
and Cj,t.  This is because  Lemma 2.1  ensures that the  terms containing inte-
grated regressors and lagged differences are asymptotically negligible.  Especially 
useful,  the elements of  Wi,e,t-1  may cointegrate across units. 
Remark 2.9 Should the dependent variables Yi,t cointegrate across units, asymp-
totic independence is no longer guaranteed.  However,  Chang and Song (2005) 
show that independence of  single test statistics holds, if  the instrument generat-
ing functions Fi  satisfy certain orthogonality conditions.  They suggest the use 
of Hermite polynomials,  but argue  that these need rescaling before  using them 
as instrument generating functions (see  Chang and Song,  2005, for a complete 
discussion). 
If knowing that the non-zero (ti are,  for  instance,  negative under the al-
ternative, one-sided testing results in more power.  A simple way to build the 
one-sided panel test is to take the standardized sum of single test statistics, 
_  1  N 
r  =  ",Lta,. 
vN i=l 
(2.10) 
Asymptotic standard normality of 't- is easily proved in the same manner as 
Proposition 2.4, and one rejects for large negative values of this test statistic. 
2.4  Small sample behavior 
All simulations are carried out in GAUSS, with 10000 replications for each con-
sidered case.  Compared to Chang's (2002)  simulations, we  employ a slightly 
modified instrument generating function,  F(x) =  exe-I""I, where c is the in-
verse of the standard deviation of tl.Yt; due to its consistency, it does not affect 
the asymptotics, in contrast to Chang's (2002)  choice of c,  which is  propor-
tional to T-o.5, leading thus to different asymptotics (see also 1m and Pesaran, 
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2.4.1  Behavior of the single unit test 
First,  we  study our test for  a single unit.  We  are particularly interested in 
the effects the lack of exogeneity has on the test statistic. Therefore, we forgo 
short-run dynamics,  but include one lagged difference  in  the test equation. 
All integrated variables,  Yt-l  as  well  as Xt-l,l,  are recursively demeaned for 
both partial and complete instrumentalization.  For the OLS residual variance 
estimation, a constant is included in the test equation instead of using recursive 
demeaning of the integrated variables.  Preliminary experiments indicate that 
better behavior is to be expected if the residual variance estimator is adjusted 
for degrees of freedom.  We take advantage of knowing what the true alternative 
is,  and employ a one-sided test against a  < O. 
In a first series of experiments, we specifY the data generating process with 
error-correction  affecting  the other equations,  under both the null  and the 
alternative hypothesis.  We set cte =  (-0.1, ... , -0.1). The covariance matrix 
of the innovations is set equal to the unity matrix.  Under HI, we let a  =  -0.1 
and a  =  -0.2, and, for simplicity, we set the cointegrating vector parameters 
to () =  -cte; it can be checked that, with these parameter values, Assumption 
2.2 is satisfied for any N  and no 1(2) process could emerge. 
The size and power (at the nominal level of 5%)  are given for  ]{ =  1 and 
]{ =  2 integrated cOV'driates and sample sizes T  =  100, T =  200 and T =  500 in 
Table 2.1.  Both variants of the test are studied: the partially instrumentalized 
test statistic is  denoted by  t~, while  the completely instrumentalized one is 
denoted by tii. 
T= lDO  T= 200  T= 500 
a  K= 1  K=2  K -1  K -2  K= 1  K -2 
0  tl!.. 
" 
6.54  7.44  6.17  6.92  6.52  7.00 
t"-
'" 
5.34  6.01  iU5  5.05  4.96  4.64 
-0.1  tl!..  a  29.41  28.53  43.41  38.42  70.85  52.46 
t"-
'" 
24.01  19.14  31.00  21.39  34.16  18.29 
-0.2  ~  61.49  59.80  86.63  79.57  97.08  88.01 
t"-
'" 
48.59  37.29  61.10  41.57  51.96  30.64 
Table 2.1:  Size and power of single t.est statistic ['Yo],  ~  =  IK+!, cte # O. 
We observe the completely instrumentalized test to be mildly oversized for 
T  =  100.  For larger sample sizes,  the size is  close to the nominal level.  For 
all  studied sample sizes,  the size distortions are of larger magnitude for  the 
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partially instrumentalized test and increase with growing  K.  On the other 
hand, the partially instrumentalized test is clearly superior in terms of power: 
t~ dominates ta for all sample sizes and all values of K, being up to four times 
more  powerful.  The power of both  t~ and ta  decreasf'B  with increasing  K, 
mirroring the situation under the null.  As expected, the power increases with 
growing sample size.  The test by Banerjee, Dolado and Mestre (1998) is more 
powerful (even though exogeneity is  not provided for,  its rejection frequency, 
for  instance for  T  = 500 and c¥  = -0.1, is  100%), but this should not come 
as a surprise, since using instrumental estimation instead of OLS usually leads 
to less  power; in our particular situation, the NIV test statistic also diverges 
slower under the alternative than the one based on OLS. 
For a second series of experiments, Xt-l,l is  not affected by error correc-
tion,  i.e.  we  set  Q e  =  O.  In exchange,  we  let  the lack  of exogeneity to be 
caused by correlation between innovations Ct and Vt.  More precisely,  we  use 
a covariance matrix of the innovations with constant correlation, i.e.  we  set 
~ from  Assumption 2.3 to equal  ~(K+I)X(K+1) =  {Pijhsi,jSK+I, with Pij  =  1 
if i  =  j, and Pij  =  P  if i  oJ  j.  For  ~ to be positive definite,  it must hold 
that -1/  K  < P < 1.  We choose for P the value of 0.5,  to account for  positive 
correlation often observed between macroeconomic time series.  The rejection 
frequencies for the 5% level are given in Table 2.2. 
T= 100  T = 200  T=500 
a  K=l  K=2  K= 1  K=2  K  K=2 
0  t12 
Q  6.07  6.84  5.30  6.25  4.86  5.(i8 
t"- 6.42  6.52  5.35  5.39  5.07  5.01 
-0.1  t~  22.50  19.96  38.26  30.00  69.54  48.88 
Q 
t"- 19.72  16.06  28.96  18.81  35.81  18.56 
-0.2  t~  51.07  41.17  79.09  61.78  96.06  77.21 
Q 
t"- Q  40.37  27.58  50.36  30.25  46.15  23.33 
Table 2.2:  Size and power of single test statistic [%],  p = 0.5,  c¥e  = O. 
Here, the size distortions of the completely instrumentalized test are larger, 
especially for  T  =  100,  but decrease with growing T.  The overall  image is 
basically the same, although the size distortions of the partially instrumental-
ized test decrease faster for  increasing sample size than before.  The power is 
marginally lower for  each studied case. 
Finally, both sources of lack of exogeneity are combined and the respective 
results are given in Table 2.3.  The findings of the first two series of experiments 
are confirmed:  the power is much higher for  t~ than for ta,  while ta has better 2.4. Small sample behavior  35 
size properties.  The power is  again marginally lower than for  each source of 
lack of exogeneity studied separately. 
T= 100  T= 200  T =500 
0<  K= 1  K=2  K= 1  K=2  K= 1  K=2 
0<=0  tl! 
<>  5.99  6.98  6.02  6.61  5.99  7.11 
t"-
" 
5.82  6.94  5.25  5.99  5.07  5.53 
-0.1  tl!.  <>  20.76  17.23  31.43  21.51  51.55  28.58 
6  16.98  13.98  21.74  13.65  19.30  11.58 
-0.2  t~  46.57  35.51  70.38  47.60  89.01  57.84 
<> 
t"-
" 
35.04  22.78  39.26  22.34  32.15  16.67 
Table 2.3:  Size and power of single test statistic [%],  p =  0.5,  Cte  of  O. 
Summing up, the partially instrumentalized test statistic performs well 
in  terms  of power,  and is  slightly oversized  under the null  hypothesis,  al-
though,  compared to tests that do not account for  cross-dependence,  these 
size distortions are not worth mentioning.  Opposed to that, the completely 
instrumentalized test statistic does not behave satisfactorily under the alter-
native hypothesis; in fact, the power is  so low that the better size properties 
are overshadowed.  Both variants of the test statistic are robust to absence of 
exogeneity. 
2.4.2  Behavior of the panel test 
For the panel situation,  we  examine how  well  the asymptotic independence 
of single test statistics is  preserved in small samples.  We  first study a panel 
of N  =  2  units  in  detail,  and turn our  attention to larger  cross-sectional 
dimension afterwards.  Having generated a one-sided alternative for the Monte 
Carlo analysis, we use the test statistic t:- from Equation (2.10) to obtain more 
power. 
For this series of experiments, we  use the same form  of covariance matrix 
as  above;  it allows  in the panel situation for  lack of exogeneity in eaeh unit 
as  well  as  for  dependence  across  units;  ~N =  Cov (Cl,t. V~,t' c2,t. V~,t)' is  a 36  Chapter 2. Panel Cointegration Testing 
Of course, any positive definite matrix ~N  is allowed by our results.  However, 
aside from an economic justification (see O'Connell, 1998), this is a particularly 
persistent correlation structure (within  as  well  as  across  units):  the largest 
eigenvalue of ~  is O(N  K).  In contrast, Chang's (2002)  Monte Carlo setup for 
the unit root test uses random eigenvalues between 0.1  and 1,  which leads to 
weak cross-correlation, see also 1m and Pesaran (2003). 
The correlation p is again chosen to be 0.5; this implies a correlation of 0.5 
between the innovations of the two units. 
We only report the results in the situation more relevant for  practical ap-
plications,  i.e.  with both sources of endogeneity.  The size and power of the 
panel test are given in Table 2.4 for N  =  2. 
T= 100  T =  200  T  =  .500 
0<  K= 1  K=2  K=l  K=2  K= 1  K=2 
0<=0  e. 
Ct  5.83  6.99  6.01  6.85  6.22  6.94 
ts.  5.10  6.43  5.10  5.89  5.31  5.97 
-0.1  t~  32.52  24.86  49.63  32.77  73.94  40.64 
Ct 
ts.  25.48  18.30  30.52  18.73  26.58  13.76 
-0.2  t~  69.68  54.79  91.38  68.91  97.40  74.48 
Ct 
ts. 
0:  51.09  32.86  55.58  30.55  43.82  21.07 
Table 2.4:  Size and power of panel test, p =  0.5,  G e # 0,  N  =  2. 
The power increases compared to the single unit case, even for the partially 
instrumentalized test statistic. The most interesting fact, however, is that the 
magnitude of the size distortions under the null hypothesis is approximatively 
the same as  for  the single  test,  in  spite of a  correlation of 0.5  between the 
innovations of the two units!  This suggests that the property of asymptotic 
independence of single test statistics is well maintained in small samples.  This 
intuition is  confirmed by Table 2.5,  where we  report mean and standard de-
viation of a  single  test statistic  (/-li  and ail,  as  well  as  mean  and standard 2.4. SmaIl sample behavior  37 
deviation of the panel test statistic (/-l  and (J)  for  N  =  2,  together with the 
correlation (g)  between the two single test statisti(~~ based on which the panel 
test statistic is  computed (Monte Carlo estimates based on 10000 samples). 
Ti = 100  Ti = 200  T;  =  500 
N  Ki- 1  Ki- 2  Ki -1  Ki- 2  Ki -1  Ki- 2 
t~ 
" 
fLi  0.055  0.016  0.029  0.001  -0.016  -0.056 
(Ji  1.098  1.131  1.072  1.082  1.053  1.057 
t9.. 
" 
fLi  0.065  0.001  0.041  0.000  -0.005  -0.027 
(Ji  1.093  1.101  1.048  1.058  1.018  1.029 
fL  0.078  0.022  0.041  0.002  -0.023  -0.079 
t~ 
" 
(J  1.109  1.144  1.073  1.094  1.049  1.065 
2  12  0.020  0.022  0.014  0.021  -0.007  0.015 
fL  0.092  0.002  0.058  0.000  -0.007  -0.038 
t9.. 
" 
(J  1.106  1.105  1.063  1.067  1.024  1.036 
12  0.023  0.006  0.029  0.016  0.012  0.014 
Table 2.5:  Characteristics of single and panel (N =  2)  test statistics under the null 
hypothesis. 
Indeed, the correlation between single test statistics is  practically negligi-
ble.  Even for the worst case (T =  100 and K  =  1), it is  rather small:  0.023 
compared to its cause,  p =  0.5, and decreases with growing T.  The moments 
of the asymptotic distribution are better approximated with complete instru-
mentalization thaIl with partial instrumentalization, thus explaining the better 
size properties of ia. 
For the case N  > 2, we note that the main problem resides not with cross-
dependence,  but with the distOltions single test statistics exhibit.  Non-zero 
mean of single test statistics has the worst effect, since, due to the definition of 
the paIlel test statistic, it is  multiplied by v'N.  Inflated standard deviations, 
however,  do not affect  that much  the size  of the panel test statistic as the 
number of units grows.  A small-sample eorrection  for  single  test statistics 
seems  appropriate,  espeeially for  centering.  Finally,  for  very  large N, even 
small correlations between single test statistics will have negative effect on the 
size of the panel test, see also 1m and Pesaran (2003). 
Table 2.6 studies the size properties of the panel test for N  =  5 and N  =  10, 
together with the power under the alternatives Ui = -0.1 and Ui = -0.2. The 
results suggest that complete instrumentalization should be used, if at all,  in 
panels with larger cross-sectional dimension, where a laI'ge N  may compensate 
for  the lack  of power of single tests, aIld the better size properties of single 
tests result in a  better behavior of the panel test under the null hypothesis. 38  Chapter 2. Panel Cointegration Testing 
T; = 100  T; = 200  T; = 500 
N  IXi  Ki=l  Ki=2  Ki = 1  Ki=2  Ki = 1  Ki=2 
0  tf! 
" 
6.36  7.76  6.27  6.98  6.87  8.25 
t~  5.33  6.95  4.85  5.95  5.49  6.28 
5  -0.1  t~  55.31  42.92  78.52  56.18  93.70  65.59 
"  t~  42.48  28.82  51.41  29.25  43.11  21.55 
-0.2  t~  92.84  80.81  99.36  89.34  99.47  90.81 
"  t~ 
!l  75.94  51.64  77.87  49.58  65.65  34.40 
0  tf! 
" 
7.44  8.93  6.67  7.44  7.06  9.52 
t~  5.05  6.67  5.18  6.10  6.33  6.56 
10  -0.1  t~  74.15  60.11  91.73  73.59  97.83  81.12 
"  t~  60.08  40.98  68.12  42.51  59.05  32.04 
-0.2  t~  98.06  91.84  99.91  95.38  99.86  95.42 
"  t~ 
!l  89.43  69.62  89.32  66.17  80.77  49.94 
Table 2.6:  Size and power of panel test, N = 5 and N = 10. 
For N  = 10,  the power,  although increasing compared to N  = 2 and N  = 5, 
is  still relatively low  even  for  T  =  500.  For partial instrumentalization,  the 
size  distortions are caused  by the mean  of the test statistic.  For  instance, 
with N  = 10,  T  = 100  and K  = 1,  this mean equals 0.162  for  the partially 
instrumentalized test  (estimation from  the same Monte  Carlo experiment), 
larger than the mean of the single test statistic by a proportionality factor of 
about 2.945,  close  to JIO.  The size properties become less  acceptable with 
growing I< and N. On the other hand, the power increases with N, as expected. 
To sum up, partial instrumentalization is to be preferred as long as N « T. 
2.5  Conclusions 
Until recently,  panel cointegration studies have  been carried out under the 
assumption of independent units.  This not being a plausible assumption, es-
pecially  in  macroeconomic  panels,  it is  expected that such  studies  lead  to 
biased conclusions.  The present paper proposes a teBt  that does  not exhibit 
such shortcoming. 
Our test is  obtained from  the error  correction  representation of Baner-
jee, Dolado and Mestre (1998),  to which the nonlinear instrumental variable 
method was applied in a manner similar to Chang (2002). 
The proposed test statistic is shown to be asymptotically standard normal 
distributed and requires no exogeneity assumptions.  We  find,  however,  that 
the residual variance should not be estimated using  NIV  estimators of the 2.5. Conclusions  39 
parameters,  since  these  may not converge  fast  enough  to ensure consistent 
residuals.  Instead, we use the OLS residual variance estimator. 
In cross-correlated as  well  as in  cross-cointegrated panels, individual test 
statistics are shown to be asymptotically independent;  thus, a  panel cointe-
gration test robust to cross-dependence can be built.  Up to a certain degree, 
panels may also be unbalanced, and no N  asymptotic,s is  required. 
The included Monte Carlo evidence shows that, in small samples, the prop-
erty of asymptotic independence of single  test statistics is  well  maintahled. 
This is  true only to a lesser degree for the approximation of the small sample 
distribution of single test statistics by their asymptotic distribution.  Our test 
should be used in panels with small cross-sectional dimension (relative to the 
time dimension); a typical application would consist in multi-country studies, 
with several countries observed over a couple of decades. 
Appendix 
The proofs of the results stated in the paper require following lemma. 
Lemma A  Under the aHsumptions of Proposition 2.1,  it holds as T  -->  00; 
A.l 
1  T  2  d  1
00  2  TO.5~F (Yt-l)-->.c(I,O)  _ooF  (s)ds; 
A.2 
A.3 
A.4 40  Chapter 2. Panel Cointegration Testing 
where W(r) is  a standard Brownian motion and .c(t,s) is  the local Brown-
ian time associated with another Brownian motion U,  independent of Wand 
having as variance the long-run variance of tlYt-1: 
I1t  .c(t, s) =  lim - 1 (IU(r) - sl < e) dr, 
.~O 2e  0 
with 1(·) the usual indicator function,  I(A) =  1,  if proposition A is  true, and 
0,  otherwise. 
If,  additionally,  Q e  =  0, it holds 
A.5 
1  T 
T E F (Yt-d  ~-1,1 =  Op (1); 
t=l 
if Q e  f.  0, a different behavior of this sample cross-moment can emerge,  de-
pending on 8: 
A.6 
T 
1" (  ) I  (  -0.5)  T L.J F  Yt-1  Xi-1,1  =  Op  T  . 
t=l 
Proof of Lemma A 
A.l follows  from  de  Jong and Wang  (2005),  Theorem 2,  since  F2  satisfies 
their conditions when F obeys our Assumption 204. 
A.2  also follows from de Jong and Wang (2005). 
A.3  is proven by Demetrescu (2006), see his Lemma 1,  item d). 
Ao4  is a direct consequence of Demetrescu's Lemma 1,  item e). 
A.5  is shown to hold true under no cointegration (Le.  a =  0 and Q e  = 0) by 
Chang, Park and Phillips (2001), Lemma 5. 
A.6  Under cointegration of Yt-1  and Xt-1,1  (as  implied  by  Q e  f.  0),  each 
element OfXt-1,1 can be expressed as a linear combination ofI(l) variables 
that are either cointegrated with Yt-1  or not.  When at least one of the 
1(1) variables that are not cointegrated with Yt-1  is present in the linear 
combinations, the cross-moment has order Op(l) due to A.5;  otherwise, 
when elements of Xt-1,1  equal Yt-1  plus 1(0)  noise,  the Op(T-O.5)  order 
emerges due to A.2 and Ao4. 2.5. Conclusions  41 
Proof of Proposition 2.1 
a)  Recall, a - a  = Q-l  M, with M  and Q  defined  in the text.  Let  us now 
examine the behavior of 1,/[.  The second term on  the right-hand side of the 
equation defining M  can be written as 
(tF(YH)~-l)  DrlDT (tXH~-l)  -1 DTDrl (tXt-lEt) 
with DT a ((K + l)p + K) x ((K + l)p + K) diagonal matrix partitioned ac-
cording to the stationary and integrated components of Xt-l: 
It follows that 
(t  F (YH) X;_l)  (T~O.5  T~l) 
=  (T-O .5 t F (Yt-l) ~-l,O' T-l t F (Yt-l) X;-l,l) 
t=l  t=l 
=  (Op (1), Op (1)) 
and 
(  T-O.5  0  )  (  T  )  o  T-l  ~Xt-1Et  = 
sce Lcmma A.4 and A.5.  Then, 42  Chapter 2. Panel Cointegration Testing 
which equals 
((  T-oO.5  0  )  (L:Xt-1'O~-l'O  L:Xt-1'O~-l'l) (  T-o.5 
T-1  L:  Xt-1,l~_l,O  L:  Xt-1,l~-l,l  0 
=  (  T-1 L:  Xt-1,O~_l,O  T-1.5 L:  Xt-1,O~_l,l )-1 
T-1.5 L:  Xt-1,l~_l,O  T-2 L:  Xt-1,l~-l,l 
=  (  Op (1)  Op (T-O.5)  )  -1 =  (  Op (1)  Op (T-O.5)  ) 
Op (T-O.5)  Op (1)  Op (T-O.5)  Op (1)  , 
due to continuity of matrix inversion and nonsingularity.  Hence, 
For Q, we only need to examine 
(  T-O.5  0  )  (.f- )  =  (  ro·5 (T-1 L:;=1 Xt-1,OYt-1)  )  =  (  Op (TO.5)  ) 
-1  L.-Xt-1Yt-1  (  2  T  )  ()'  o  T  t=l  T  T- L:t=l Xt-1,lYt-1  Op  T 
which, under no cointegration, leads to 
from which the convergence rate for Q follows  directly, 
For {3,  we have 
, 
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with R a column vector: 
T  T  (  T  )  -1  T 
R = ~  Xt-let - ~  Xt-1Yt-l  ~  F (Yt-d Yt-l  ~  F (Yt-d et 
and J a matrix 
Split Rand J corresponding to the stationary and integrated regressors.  Then, 
it is straightforward to check that for  R = (Rb, RD' it holds 
Then, for 
J=(A  B) 
CD' 
it holds  due to Lemma A  that A  =  Op (T),  B  =  Op (T1.5),  C  =  Op (T2) 
and D  =  Op (T2.5).  Using  formulae  for  inverting partitioned matrices  (e.g. 
Liitkepohl, 1996, p.  147), one obtains, after some algebra, 
from which the desired convergence rates follow. 
b) The result follows  along the same lines, but now A.6 could hold instead of 
A.5 (see the proof of Lemma A for  details).  While M  remains ill any case of 
order Op (TO.25),  Q call be of order Op (TO.5) instead of Op (T), resulting ill  a 
convergence order for a of Op (TO.25 ).  In what concerns (3,  B  mai\'  be Op(T) 
and D may be Op(T2),  if A.6  holds.  Thus,  a  behavior similar to that of a 
emerges for {3l,  while the behavior of {3o  is  unaffected. 
Proof of Lemma 2.1 From the proof of Proposition 2.1,  it follows 
1  T 
M =  TO.25 L F (Yt-l) et - op (1). 
t=l 44  Chapter 2. Panel Cointegration Testing 
We  also  have by arguments similar to those in the proof of Proposition 2.1 
that 
and thus 
which  leads to the desired result, the numerator of the t statistic being dif-
ferent  from  zero with probability 1.  It is  obvious that this relation holds of 
irrespective of which behavior, A.5 or A.6, holds. 
Proof of Proposition 2.2 The result  follows  directly from  Lemma 2.1,  if 
joint convergence of A.3 and A.l  holds.  This is  indeed the  ca.~e,  since  the 
proof of A.3 given by Demetrescu (2006)  establishes A.3 as  an implication of 
A.I. 
Proof of Proposition 2.4 Chang (2002)  argues that, as T  -+ 00, 
where  r:::Jd  stands for  equivalence in distribution.  This also applies for  recur-
sively demeaned (detrended) data, Yi-l or Y[-l' but in relation with the corre-
sponding recursively demeaned (detrended) Brownian motions.  The left-hand 
side of equation above is the numerator of the individual test statistic.  For two 
units i  =J j, the equivalent right-hand side representations are independent if 
and only if their quadratic covariation, given by 
where O'ij  is  the covariance of Ci,t and Cj.t, disappears almost surely as T -+ 00 
(see Chang, Park and Phillips,  2(01).  For independent units,  this condition 
holds trivially.  But even  if O'ij  =J  0,  it is  known  (see  Kasahara and Kotani, 2.5. Conclusions  45 
1979) that 
The denominators are asymptotically lIncorrelated, since, as Chang, Park and 
Phillips  (2001,  Lemma  5,  item  j) show,  T-o.5 'Li'=l F? (Yi,t-l) FJ (Yj,t-l)  = 
op (1),  the function  F2(-)  being  itself regularly  integrable,  if  F(·)  is.  This 
establishes asymptotic independence, from which the first result follows.  Con-
sistency is  obvious given Proposition 2.1,  item b). . 
• Chapter 3 
Combining Significance of 
Correlated Statistics with 
Application to Panel Data 
3.1  Introduction 
In clinical studies, there is a long tradition of combining p-values arising from 
test statistics of different  experiments.  In a meta analysis,  the outcomes of 
several experiments are used to test for an overall effect.  In particular, in case 
of very different test statistics, a direct combination of them may be impossible, 
and one has to rely on the combination of their respective p-values.  The idea 
to do so is attributed to Fisher - see, for instance, Fisher (1954,  p.  100). 
Recently,  the  combination  of significance  levels  has  been  advocated  in 
econometrics,  too.  A  typical  application would  be to build a  joint signifi-
cance test for  parameter values across units.  For instance,  Maddala and Wu 
(1999)  and Choi  (2001)  propose the combination of p-values computed from 
individual cross-sections in the context of panel unit root testing1 .  This allows 
for the combination of arbitrary tests, can be used with unbalanced panels and 
resorts to standard limiting distributions (X 2  or N(O, 1)) that do not require 
a  large amount of tables.  The asymptotics assume growing  time dimension 
and a finite number of cross-sections (large T,  small N), which is  typical for 
many multi-country studies.  Still, the case N  --+  00 can be incorporated, see 
Choi (2001).  The major drawback is  that asymptotic theory typically builds 
on  the assumption of independent test statistics.  Clearly,  this is  not a valid 
assumption working with macroeconomic panels.  To allow for  cross-sectional 
'For recent surveys on panel unit root tests see Banerjee (1999) and Baltagi and Kao (2000). 
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dependence when testing for  unit roots, Maddala and Wu  (1999) suggest the 
use of panel bootstrap.  Not wishing to resort to resampling methods, Chang 
(2002)  suggests nonlinear instl'llment estimation of the Dickey-Fuller test re-
gression resulting in asymptotically independent test statistics, while Bai and 
N  g (2004) focus on the source of cross-dependence2 by means of a factor model. 
Being concerned with outlier detection,  Carrion-i-Silvestre (2003)  adopts 
a different approach of combining significance levels under dependence.  This 
approach is  due to Hartung (1999)  who modifies the so-called inverse normal 
method3 in order to robustify against correlation.  The inverse normal method 
works with transformations of p-values, say ti, which follow a standard normal 
distribution by construction and are computed for  N  statistics, i  =  1, ... , N. 
Hartung (1999,  p.  850)  then exploits the fact that, under normality, "depen-
dency in the original test statistics (  ... ) is equivalent to some correlation", and, 
by assuming a certain structure (see Section 3.2) of the covariance matrix of 
the transformed p-values, ti, he shows how to correct for cross-correlation. 
The present work tackles two  aspects of this modification of the inverse 
normal method.  On the one hand, the assumed correlation stl'llcture is  likely 
to be violated in applied work.  On the other hand, the marginal normal dis-
tribution of ti does  not imply multivariate normality of t1, ... , tN.  Hence,  a 
linear combination of the probits does not necessarily follow a normal distribu-
tion as required for  the modified inverse normal method.  Our contribution is, 
correspondingly, twofold.  We  first show the modified inverse normal method 
to work  under a wide class  of covariance matrices of the probits.  Then,  in 
terms of copulas, we  provide a necessary and sufficient condition for  the the-
oretical justification of  Hartung's suggestion.  Although  this condition  does 
not hold,  for  instance, in case of Dickey-Fuller unit root tests, experimental 
evidence shows that correcting for  cross-correlation leads in finite samples to 
significant improvements over the naive inverse normal method.  Hassler and 
Tarcolea (see  Chapter 4)  recently  applied  this  method to OECD long-term 
interest rates, finding only rather weak evidence in favor of stationarity when 
allowing for cross-correlation. 
This chapter is  structured as  follows.  Section 3.2  reviews  the modified 
inverse  normal  method and discusses  conditions  for  its  validity.  Then,  we 
focus  on  panel tests as an application of this method, and give Monte Carlo 
examinations of our theoretical results.  The main findings are summarized in 
2Their approach allows for  a wider class of inference than only unit root testing. 
3The method was introduced in case of independent statistics by Liptak (1958); further refine-
ments were given, among others, by Van Zwet and Oosterhoff (1967). 3.2. The modified inverse normal method  49 
Section 3.4. 
3.2  The modified inverse normal method 
Before presenting and discussing the modification of the inverse normal method 
proposed by Hartung (1999), we introduce some notation. 
Let Si  (i =  1, ... , N) stand for statistics testing the null hypotheses 
HiO:  Oi  =  OiQ,  Oi  E ffi.,  i =  1, ... , N, 
against the one-sided alternatives 
It is  assumed that Si  has a continuous distribution function,  FiQ,  under HiQ. 
The corresponding p-values Pi are used to define the so-called probits ti , 
(3.1) 
where <1>-1  is the inverse of the standard normal cumulative distribution func-
tion (cdf).  Each probit follows  a standard normal distribution by definition, 
if the null hypothesis holds. 
The (weighted)  inverse normal method consists of linearly combining the 
probits;  for  independent units, one obtains a normally distributed combined 
test  statistic.  Hartung  (1999)  extends  the usual  weighted  inverse  normal 
method in order to account for dependent probits.  Dependency in the original 
statistics Si leads to dependency in the corresponding probits ti (i =  1, ... , N). 
It  is assumed that this can be expressed as correlation.  In this case, the covari-
ance equals the correlation, because probits are, by construction, standardized, 
so one has COV(ti' tj) =  Pij'  More precisely, constant correlation is  assumed, 
COV(ti,tj)=P,  forifj,  i,j=I, ... ,N,  (3.2) 
with - N~1 <  P <  1,  condition that guarantees positive  definiteness  of the 
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N 
If  p was known, one might compute with weights  Ai  E ffi.,  L: Ai # 0, 
i=l 
N 
L: Aiti 
t(p) =  -;===~i=~l=====;;, 
(1 _ p)  ~  At + p  (~Ai)  2 
(3.3) 
For p =  0 and Ai  =  1 this reproduces the test statistic favoured by Choi (2001). 
Under the joint null hypothesis, 
Ho:  (Ji  =  (JiQ  for all i  =  1,2, ... , N, 
the combined statistic t(p) follows a standard normal distribution if the probits 
are from a multivariate normal distribution, and the joint test rejects for large 
negative values of the test statistic. 
In practice,  p is  not zero and not known  but has to be estimated on the 
basis of the observed ti.  Plugging in a consistent (as N  -->  00)  estimator (J', 
Hartung (1999) suggests 
N 
L: Aiti 
t(P', K)  =  r====:======i==l===:========= 
~  At + [  (~Air  - ~  At]  [p' + K~  (1- P')] 
(3.4) 
where 
'""  (1_)  p  =  max  -N-l'P 
1  N (  1  N  )2 
with  p- =  1 ---'"  t  - - '"  t  N-IL..J  •  NL..J·  , 
i=l  i=l 
and  K  >  0  is  a  parameter regulating  in  small  samples  the actual signifi-
cance  level,  chosen  in  Hartung's simulations  as  K  =  Kl  =  0.2  or as  K  = 
K2  =  0.1  . (1 + N~l - (J').  This estimator is  justified  by  the properties of 
quadratic forms of a multivariate normal distribution possessing the assumed 
covariance matrix. For further construction details and comments see Hartung 
(1999).  Again, given a consistent (J'  and a multivariate normal distribution of 
tl, ... , tN,  the combined test statistic t({J', K)  results in an approximate stan-
dard normal distribution under the null hypothesis. 
In practical applications, it may well happen that the data generating pro-
cess does not lead to constant correlation of the probits.  Hartung provides in 3.2. The modified inverse normal method  51 
his paper simulations which show that a certain degree of deviation from the 
constant-correlation assumption is tolerable. We go a step further and, in the 
following  Proposition, provide technical conditions under which the modified 
inverse normal method is  robust to deviations from  the constant correlation 
assumption. 
Proposition 3.1  Let ~  =  {Pij} i,j=l, ... ,N be the covariance matrix of the probits 
t  =  {ti };=l,Oo.,N  and assume 
1·  1  LL  - lin  .. -
N~oo N (N - 1)  #/'J - P, 
where p  E (0; 1).  Then,  if the additional condition 
holds,  the asymptotic distribution of the combined statistic t ({5*, K)  from  (8.4) 
is not affected as  long  as  Ai  =  A. 
The proof is  given  in  the Appendix.  Proposition  3.1  can  be used,  for 
instance,  to justify the use  of the modified  inverse  normal method when  a 
finite number of"  outliers" is present in the covariance matrix. Also, correlation 
matrices gradually approaching the constant correlation specification as N  -> 
00 are allowed for.  Although Proposition 3.1  assumes constant weights,  the 
result can be extended to cover cases of variable weights,  Ai  =J  Aj,  but under 
additional conditions,  such  as  Ai  ->  A as  N  ->  00.  There is  controversy, 
however,  as  to whether one should allow  for  clifferent  weights  in  multi-unit 
studies.  Thus, not allowing for variable weights across the units is not critical 
in practical applications. 
The condition p > °  is  crucial for  the result.  Should p tend to zero as 
N  grows,  one  would  conclude  that units  are  uncorrelated,  although  cross-
correlation  may  exist,  even  if  not  as  strong as  implied  by  the assumption 
Pij  =  p. 
For the case p  =  0,  other parameterizations of the covariance matrix could 
be imposed.  For instance, one could assume a geometrically decreasing speci-
fication, 
on the grounds that neighbouring units should exhibit the same correlation. 
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the covariance matrix this way.  Obviously, the variance of the combined test 
statistic would have to be modified accordingly, just like the inference for the 
parameter p.  Specifically,  one could exploit the similarity to the autocovari-
ance matrix of an autoregressive process of order 1,  and, given an ordering, 
regress  ti on ti-l, i  =  2, ... , N.  One should,  however,  not resort to differ-
ent parameterization of the covariance matrix of the probits unless there are 
convincing reasons to do so. 
As has been stressed before, the probits follow N(O, 1) distributions individ-
ually.  Unfortunately, this does not imply multivariate normality of the probits, 
which would in turn imply asymptotic normality of t(fj*, K)  under Ho.  Finding 
a random vector with marginal normal distributions but whose  distribution 
is  not multivariate normal is  a textbook problem.  Let for  instance (example 
18.10 from Heike and TilIcolea, 2000)  X' =  (Xl; X2) be a random vector with 
joint probability density function (pdf) 
As it can be easily checked, the marginal pdf of Xl is 
hence  the marginal normality assumption holds.  For  reasons  of symmetry, 
the same is  true for  X 2•  The example illustrates the fact that, although the 
marginals are normal,  the joint density is  not4•  Moreover,  the normality of 
the sum of (weighted)  normal distributions is  only guaranteed for  elements 
from  a multivariate normal distribution.  'Continuing the example,  the sum 
U =  Xl + X2  is  not normal, because its pdf is 
Under what conditions does  the inverse normal method map the original 
test statistics Sl,""  SN to a multivariate normal distribution of the probits? 
A necessary and sufficient condition can be achieved by using the copula ap-
proach, which allows one to deal with the margins and the dependence struc-
ture separately - see Nelsen  (1998)  for  an introduction to copulas.  A copula 
4For another example see Bickel and Doksum (2001,  p.  533). 
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is  a  function that joins univariate distributions functions  to form  multivari-
ate distribution functions.  In fact,  a copula can be viewed as a multivariate 
distribution  function  with  univariate uniform  margins  restricted to the N-
dimensional unit cube.  Sklar's Decomposition Theorem (given for  instance in 
Nelsen, 1998, p.  18) states that for a given N-dimensional distribution function 
and the corresponding N marginal distributions, there is a unique copula5 link-
ing them. This implies the known corollary that any monotonically increasing 
univariate transformation of the margins leaves the copula unchanged.  Hence, 
the following Proposition follows  immediately. 
Proposition 3.2  The test statistic t(p) from (3.3) is N(O, 1)  for any Ai  E ~, 
N 
L Ai  =f  0 if and only if  the statistics Si  that define ti  in eq'Uation  (3.1) have 
i=l 
the cop'Ula  of a m'Ultivariate normal distrib'Ution. 
A sufficient (but not necessary) condition for the probits tl , .•. , tN to follow 
a multivariate normal distribution is  obviously the multivariate normality of 
SI"",SN' 
In some practical situations, a Central Limit Theorem leading to a multi-
variate normal distribution of the test statistics can be invoked.  Stationarity 
of the stochastic processes used to model observed time-series typically leads 
to (multivariate) normal statistics. One should be aware, though, that station-
arity per se is neither necessary, nor sufficient:  there are cases of test statisti(~~ 
with non-standard distributions in stationary panels (such as the stationarity 
test due  to Kwiatkowski et al.,  1992),  as well  as  examples of normal distri-
butions arising from models with integrated processes  (like the fractional LM 
integration test of Robinson, 1994, and Tanaka, 1999). 
But even if the condition in  Proposition 3.2 is  violated,  one still may be 
better off by correcting for cross-dependence than by ignoring it, since (strong) 
cross-correlation  arguably causes  more damage to a  combined test statistic 
than deviations from  normality of single test statistics.  By means of Monte 
Carlo simulations, this claim is quantified in the following section for the case 
of unit root testing. 
3.3  Panel tests 
We first consider an example where a Central Limit Theorem assures a normal 
copula and hence satisfies the condition in Proposition 3.2.  Then, we deal with 54  Chapter 3. Combining Significance of Correlated Statistics 
the already mentioned case of unit root testing with asymptotic non-normal 
distribution  (Dickey-Fuller).  The simulations were  performed  by  means  of 
GAUSS with 25,000 replications. 
3.3.1  Standard case 
The true data generating process (DGP) is 
Yit  J-li + cit,  i  =  1, ... , Nj  t =  1, ... , T,  where 
Ct  (Cit)i=l,oo.,N rv iiN(Oj ~), 
with covariance matrix ~  first given by (3.2)  as 
1  py  py  py  py 
py  1  py  py  py 
~1= 
py  py 
py  py 
py  py  py  1  py 
py  py  py  py  1 
For each unit,  one computes the t  statistic for  the null hypothesis that the 
longitudinal mean is zero: 
Ho  : J-li  =  0,  i  =  1, ... , N, 
against the alternative 
Hi : :Ji with J-li  < O. 
The significance levels are combined by means of the modified inverse nor-
mal method. Throughout this section, the weights in (3.4) are chosen as Ai  =  1 
and6  "- =  "-1  =  0.2.  The p-valueB are calculated using the numerical cdf of the 
t  distribution with T  - 1 degrees  of freedom,  supplied  by  GAUSS.  Probits 
are calculated using the numerical inversion of the standard normal cdf also 
available in GAUSS.  Due to symmetry reasons,  the covariance matrix of the 
probits ti exhibits constant cross-correlation. 
For  ~1 with py  = 0.2,  py  = 0.5  and py  = O.S,  the rejection frequencies 
under the null hypothesis are given in Tables 3.1  through 3.3. 
For relatively small cross-correlation (py  =  0.2), the panel test is oversized 
6 All simulations were  also  carried  out with  K,  =  fi2.  The results were similar to those run  with 
iii  and  are therefore not reported here. 3.3. Panel tests  55 
Table 3.1:  Panel t test for  El ,  py =  0.2 
T-50  T -100  T  - 250 
N  1%  5%  10%  1%  5%  10%  1%  5%  10% 
2.08  5.47  9.63  2.02  5.44  9.73  2.08  .5.46  9.62 
2.41  5.78  9.57  2.43  .5.75  9  .  .58  2.36  5.71  9.62 
10  2.60  6.29  10.45  2.53  5.98  9.90  2.62  6.06  9.94 
25  2.97  6.94  11.12  2.90  6.66  10.72  2.84  6.50  10.71 
Note: Experimental size of t(ji', /<)  from (3.4) with A;  - 1 at nominal 1%, 5% and 10% level. 
Further information is given in the text. 
Table 3.2:  Panel t test for El , ex =  0.5 
T-50  T -100  T  - 250 
N  1%  5%  10%  1%  5%  10%  1%  5%  10% 
2  1.82  5.50  10.13  1.78  5.46  10.19  1.58  .5.2.5  9.75 
1.91  5.79  10.21  1.93  5.64  10.06  1.93  5.75  10.38 
10  1.80  5.65  10.43  1.74  5.57  10.28  1.69  5.64  10.55 
25  1.22  5.21  10.22  1.43  5.27  10.13  1.35  5.41  10.16 
Note: See Table 3.1. 
at the 1% level.  A better fit  could be obtained for a different value of ~. The 
size distortions at the 5%  level are of lower magnitude than those at the 1% 
level, and somewhat increase with growing N. The sizes improve with growing 
py; the time dimension has limited relevance to the quality of the panel t test. 
Continuing this set of experiments, we  chose the covariance matrix ~2 as 
follows: 
1  py  p~ 
N-2  py 
N-l  py 
py  1  py 
N-3  py 
N-2  py 
~2 = 
p~  py 
py  p~ 
N-2  py 
N-3  py  py  1  py 
N-l  py 
N-2  py  p~  py  1 
This specification leads to violation of the assumptions of Proposition 1.  For 
py =  0.5, the results are given in Table 3.4. 
In this case,  distortions occur,  especially at the 1  % (oversized)  and 10% 
(undersized) level.  They worsen with growing N. For up to N = 10 units, the 
size  propertif'~ at the 5% and 10% levels are still acceptable. 56  Chapter 3. Combining Significance of Correlated Statistics 
Table 3.3:  Panel t test for EI, Py = 0.8 
T-50  T-100  T  - 250 
N  1%  5%  10%  1%  5%  10%  1%  5%  10% 
2  1.16  5.15  10.22  1.15  4.92  9.88  1.05  5.19  10.03 
5  1.04  5.12  10.05  1.09  4.88  9.82  1.00  4.86  9.99 
10  0.96  4.68  9.60  0.99  4.83  9.80  1.00  4.84  9.50 
25  1.04  4.92  9.73  0.93  4.79  9.62  0.99  4.63  9.72 
Note: See Table 3.1. 
Table 3.4:  Panel t tf'Bt  for  E2,  Py = 0.5 
T-50  T  - 100  T- 250 
N  1%  5%  10%  1%  5%  10%  1%  5%  10% 
2  1.64  5.31  10.26  1.70  5.42  10.13  1.70  5.75  10.21 
5  2.58  6.18  10.13  2.55  6.08  10.10  2.44  5.83  9.95 
10  2.35  5.52  9.22  2.55  6.05  9.78  2.64  5.97  9.42 
25  1.87  4.92  8.21  1.67  4.66  7.72  1.75  4.71  7.93 
Note: See Table 3.1. 
3.3.2  Non-standard case 
The true DGP changes to 
t 
Yit  L fij, i = 1, ... , N;  t = 1, ... , T,  where 
j=1 
ft  =  (fit)i=I,  ... ,N ~  iiN(O; E). 
We run for N  units with T  observations each a Dickey-Fuller (DF) test for  a 
unit root.  The p-value for each unit is calculated based on simulated cdfs with 
100,000 replications for the given sample size7.  The estimated DF regression 
is 
where the null hypothesis 
Ho  : ai = 0,  i = 1, ... , N 
is tested against the alternative 
HI : 3i with ai < O. 
TWe  waived the possibility of using the methods proposed by Adda and Gonzalo (1996)  and 
MacKinnon  (1996),  since they also  work  with  simulated p-V'dlues,  but  ingeniously  interpolated. 
Therefore, no accuracy is lost llsing au empirical cdf of the Dickey-FUller test statistic to calculate 
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In addition to the DF test, we  performed the nonlinear instrument variables 
(NIV) unit root test by Chang (2002).  The test regression is 
but estimation  is  done  with the  instrument  Zit-l  for  Yit-l,  where  Zit-l 
F(Yit-d,  with  F(u)  =  ue-c;lul.  The constants c;  are defined  by  Chang as 
Ci  =  3T-l/2S-1(~Yit), where S2(~Yit) =  T-1  Lr=2(~Yit)2. The null hypothesis 
changes to 
Ho  : bi  =  1,  i  =  1, ... , N, 
and is tested against the alternative 
Hl : :Ji with bi  < 1. 
The combination of p-values due to Fisher8,  advocated by Maddala and Wu 
(1999), is included as benchmark. We do not include the PANIC approach due 
to Bai and Ng  (2004)  in this simulation study, due to the fact that the DGP 
they work with is  different from ours:  they assume the existence of at least a 
common factor,  and the covariance matrix of the innovations is  only allowed 
to exhibit weak correlation. 
Table :3.5:  Panel unit root test. for  ~j, py =  0.2 
T -50  T-100  T  - 250 
N  1%  5%  10%  1%  5%  10%  1%  5%  10% 
Fishel'  2  1.18  5.43  10.53  1.14  5.36  10.22  1.04  5.23  10.50 
5  1.19  5.40  10.45  1.16  5.73  11.04  1.14  5.35  10.26 
10  1.36  5.81  11.04  1.29  5.88  11.26  1.17  5.80  11.32 
25  1.89  7.14  13.17  1.74  7.22  13.06  1.66  7.21  13.:34 
t(p,r;.)  2  2.00  5.22  9.12  1.79  4.90  8.64  2.04  5.41  9.24 
5  1.28  3.93  6.92  1.21  3.88  6.98  1.32  4.17  7.:36 
10  0.80  2.92  5.50  0.74  3.0l  5.85  0.79  :1.18  5.99 
25  0.29  1.84  4.07  0.27  1.91  4.21  0.34  2.10  4.68 
NIV  2  1.69  5.97  10.94  1.32  5.51  10.31  1.37  5.69  10.29 
5  1.37  5.28  9.63  1.20  .5.09  9.38  1.17  4.90  9.42 
10  1.22  5.02  9.28  1.27  4.89  9.12  1.21  4.78  9.10 
25  1.39  5.02  9.03  1.30  4.50  8.28  1.13  4.55  R.07 
Note: Experiment.al size of Maddala/Wu panel unit. root.  test (Fisher), of t(P', r;.)  from (3.4), and 
of the nonlinear instrument.al test (NIV) dne to Chang at nominal 1%, 5% and 10% level.  Units 
are equally weighted.  Further information is given in the t.ext. 
The results of combining the corresponding probits, together with the re-
8Fisher  suggm;ts  the  use  of logarithmic  transformations  of p-valucs,  instead  of applying  t.he 
inverse  normal  method.  This produces  an  overall test stati!;tic  following  a  X2(2N)  distribution, 
and the null hypothesis is  rejected for  large positive values.  Alt.hough  it unrealistically assumes 
ituJependent units, the behaviour of this panel unit root test is  of interest in econometric practice, 
being implemented in  EViews from  version 5 onwards. 58  Chapter 3. Combining Significance of Correlated Statistics 
Table 3.6:  Panel unit root test for  El ,  py = 0.5 
T-50  T-100  T-250 
N  1%  5%  10%  1%  5%  10%  1%  5%  10% 
Fisher  2  1.12  5.36  10.67  1.21  5.50  10.78  1.15  5.49  10.69 
5  1.80  6.98  12.80  1.76  7.30  13.02  1.72  6.98  12.52 
10  3.06  9.96  16.18  3.03  9.89  16.18  3.16  10.07  16.11 
25  6.90  16.62  23.68  7.44  17.08  24.15  7.28  16.76  23.91 
t (P', 1<)  2  1.88  5.14  9.30  2.08  5.62  9.72  1.75  4.98  9.25 
5  2.02  5.23  9.01  2.06  5.28  8.78  1.77  4.95  8.48 
10  1.93  5.32  8.86  1.76  5.19  8.74  1.73  4.79  8.13 
25  1.87  5.20  8.64  2.00  5.34  8.81  1.63  4.64  8.04 
NIV  2  1.82  6.40  11.28  1.89  6.53  11.73  1.52  6.38  11.42 
5  2.58  8.06  13.65  2.34  7.67  13.12  2.09  7.90  13.30 
10  3.78  10.70  16.57  3.57  10.43  16.24  3.27  9.77  15.66 
25  8.04  16.79  22.92  7.57  16.44  22.80  7.18  15.76  22.16 
Note: See Table 3.5. 
Table 3.7:  Panel unit root test for El ,  py = 0.8 
T-50  T-100  T-250 
N  1%  5%  10%  1%  5%  10%  1%  5%  10% 
Fishe,'  2  1.76  6.80  12.37  1.72  6.82  12.24  1.82  6.82  12.12 
5  4.64  12.25  18.54  4.41  12.15  18.42  4.82  12.56  18.78 
10  9.66  18.84  24.64  9.82  18.78  24.54  10.25  19.20  25.03 
25  20.85  28.74  33.24  20.92  28.42  33.04  20.52  28.12  32.63 
t(P',I<)  2  1.89  5.55  10.01  2.05  5.72  10.35  2.04  5.68  10.37 
5  2.72  6.06  10.50  2.63  6.05  10.37  2.75  6.40  10.73 
10  3.05  6.68  10.96  2.95  6.58  11.10  2.82  6.42  10.96 
25  3.26  6.79  11.26  3.36  6.81  11.34  3.10  6.44  11.08 
NIV  2  2.78  8.60  14.52  2.68  8.70  14.47  2.59  8.86  14.69 
5  7.32  16.07  22.37  6.46  15.48  21.90  6.50  15.54  22.13 
10  14.37  23.98  29.82  14.06  24.15  30.24  13.97  23.80  29.90 
25  26.00  33.69  37.89  26.47  33.86  37.94  26.14  33.88  38.02 
Note: See Table 3.5. 
suIts of the NIV  test, are given for  simulations under the null hypothesis in 
Tables 3.5, 3.6, and 3.7, respectively, for E =  El with py equal to 0.2, 0.5 and 
0.8. 
We  learn  that the experimental level  very  much  depends  on  the cross-
correlation py. The Fisher test is increasingly oversized with growing py and 
N, while the size distortions do not depend on the sample size T.  Compared 
to that, the modified inverse normal method has very good size properties at 
the 5%  level for  all  N  and T, especially for  medium and strong correlation. 
For weak  correlation,  py =  0.2,  the modified inverse normal method delivers 
an undersized test and is  not to be used with more than 5 units.  The worst 
distortions occur, as in the previous subsection, for  the 1% level,  irrespective 
of the magnitude of the cross-correlation. The NIV test performs roughly like 
the Fisher test;  at the 5%  level,  its size properties are good only in  case of 
weak  cross-correlation  (the same observation was  made by  1m  and Pesaran, 
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2003). 
Further, we wish to examine how  the tf'~ts behave if the constant correla-
tion assumption is violated as well, but the deviations are likely to be tolerable 
under the conditions of Proposition 3.1.  We  report in the following  the mean 
size of the tests over 20  randomly generated covariance matrices9•  To reduce 
computational burden, only 5,000 Monte Carlo replications were conducted for 
each studied case.  The covariance matrices are drawn following the recipe used 
by Chang (2002) for her simulation studies.  Specifically, she uses the spectral 
decomposition,  where the eigenvectors are generated as  H  =  M(M'M)-1/2, 
with MaN x  N  matrix with elements from  a  uniform  distribution on the 
interval [0; 1],  and the eigenvalues are randomly drawn from a uniform distri-
bution on  [0.1; 1].  We,  however, implement a slight modification.  In order to 
avoid criticism of the type expressed by 1m and Pesaran (2003), who argue that 
the covariance matrices generated by this recipe have low  mean correlation, 
we use the eigenvalues of ~l with py =  0.5, of which the largest is  (N + 1)/2. 
The results are given in Table 3.8. 
Table 3.8:  Panel unit root test for  randQm correlation matrices 
T-50  T-lOO  T  - 2.50 
N  1%  5%  10%  1%  .5%  10%  1%  .5%  10% 
Fisher  2  1.10  5.30  10.48  1.12  5.25  10.23  1.07  5.17  10.35 
1.47  6.12  11.59  1.40  6.11  11.47  1.40  6.15  11.32 
10  2.28  8.14  14.02  2.12  7.79  13.57  2.15  7.95  13.90 
25  4.91  12.76  19.35  4.69  12.50  18.94  4.93  12.82  19.65 
t(ji", K)  2  1.96  5.12  9.04  1.96  5.06  8.98  1.99  5.21  9.10 
5  1.71  4.67  7.99  1.63  4.49  7.92  1.68  4.61  7.95 
10  1.29  4.15  7.36  1.31  4.11  7.30  1.29  4.22  7.54 
25  1.24  4.28  7.44  1.21  4.32  7.67  1.32  4.37  7.67 
NIV  2  1.61  6.17  10.96  1.47  5.82  10.60  1.43  5.86  10.57 
5  1.99  6.92  11.84  1.84  6.52  11.34  1.74  6.46  11.34 
10  2.59  8.04  13.22  2.32  7.57  12.62  2.11  7.17  12.30 
25  4.42  11.14  16.75  4.28  11.11  16.63  3.97  10.53  16.03 
Note: See Table 3.5. 
We  observe the Fisher test to be (again)  oversized;  the NIV  test,  while 
somewhat improving on the size problem, does not solve it.  Opposed to that, 
the modified inverse normal method behaves particularly well at the 5% level; 
the test is somewhat oversilled at the 1  % level,  and conservative at the 10% 
level. 
9The maximal and minimal size over the 20 matrices were not essentially different - the differ-
ences to the mean size are  no larger than 25%  - and  are  available upon request from the authors, 60  Chapter 3. Combining Significance of Correlated Statistics 
3.4  Concluding remarks 
The idea of combining p-values can be of much use in  panel analyses.  E.g., 
Maddala and Wu  (1999)  and Choi  (2001)  proposed the combination of sig-
nificance levels when testing for  unit roots in panel data.  In particular, Choi 
(2001) favored the so-called inverse normal method.  For this method, Hartung 
(1999) suggests a modification that allows for constant correlation between test 
statistics. 
We first extend the scope of the modified inverse normal method by prov-
ing robustness to more general correlation matrices.  Second,  a necessary and 
sufficient condition for its validity is provided, namely:  a normal copula of the 
original test statistics.  A sufficient condition for  that clearly' is  multivariate 
normality of the statistics. 
As  an application,  we study experimentally the panel t test with normal 
iid time observations, which  turns out to work especially well  in the case of 
large cross-correlation.  The property of a normal copula does not hold with 
Dickey-Fuller unit root tests.  We provide simulation results that quantify the 
behaviour of the modified inverse  normal  method when  applied  to Dickey-
Fuller tests from  cross-correlated panels.  It is  found  that, for  medium  and 
strong cross-correlation, the advocated combination of p-values delivers very 
good results at the 5%  level.  Otherwise,  although less  desirable,  the results 
are in most situations superior to ignoring the cross-correlation problem. 
Appendix 
Proof of Proposition 3.1 
The combination of the probits is 
For simplicity, assume that ptakes admissible values a.s., and ignore the small-
sample correction.  For the numerator, it holds 3.4. Concluding remarks  61 
where T'  = (1,1, ... , 1)1xN' or 
( 
N)  N  N 
Var  ~)"ti  =  )..2~~Pij' 
Since, as assumed, Var (~~1  )"ti)  =  0  (N2) , we write 
t (p)  =  tJ ~~1  )..ti  ,  J  ~2 (N)..2 (1- p) + )..2N2p) 
to obtain well  defined limiting quantities for  numerator and denominator.  It 
then holds 
Let us  now examine the denominator of the combined statistic.  According to 
Hartung's method, one first obtains an estimator for  P, 
_  1  f-(-)2  t'Kt 
p=l- N-IL.., ti-t  =1-N-l' 
i=l 
where K = 1- tJTT'  is idempotent and tr(K) = N - 1.  By using well-known 
properties of quadratic forms, the expected value of p  is shown to be 
E(p)  =  1 - tr -- =  1 - --tr  ~  - -TT  ~  (  K~ )  1  (  1,) 
N-l  N-l  N 
N  1  (')  1  1  (') 
1 - N _ 1 + N (N _  1) tr  TT ~ = - N _ 1 + N (N _  1) tr  T  ~T 
liN  N  1 
- N -1 + N(N -1) LLPij  =  N(N _1)LLi;i/ij. 
,=1 }=1 
It henee follows 
The variance of the estimator p  is given by 
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which is  now shown to disappear for  N  -+ 00. To this purpose, one can de-
compose 
where  ~p is  a correlation matrix with constant off-diagonal elements p.  By 
calculating the multiplica.tion 
and using, as Hartung, the relationship 
K~p  =  (1 - PJ K, 
the condition Var (p)  -+ 0 reduces to tr (~h) =  0 (N2)  ,  which is  equivalent 
to the second assumption of the proposition.  By applying Slutsky's theorem, 
the denominator is  shown  to converge  to the square root of the numerator 
variance.  Hence, under the conditions of Proposition 3.2, the result follows. Chapter 4 
Combining Multi-Country 
Evidence on Unit Roots:  The 
Case of Long-Term Interest 
Rates 
4.1  Introduction 
Panel unit root tests have recently attracted a lot of attention, see Banerjee 
(1999)  or  Baltagi and Kao  (2000)  for  overviews.  They were  originally  de-
signed for  multi-country studies and are intended to combine evidence from 
individual cross-sections to one joint significance level.  We apply those tests 
to monthly interest rates and differentials to throw light on the interest rate 
linkage for  OECD countries.  For earlier evidence see  e.g.  Kirchgiissner and 
Wolters (1995).  Specifically, we  use two approaches.  First, we  employ panel 
Dickey-Fuller (DF) tests, and second, we  use methods that combine p values 
and can in principle be applied to any type of test. All procedures but one have 
to assume independent units, which is  not very realistic for  OECD countries. 
The exception is  the so-called  modified  inverse  normal method by  Hartung 
(1999), which can handle cross-correlation.  Recent tests accounting for  cross-
correlation are by Chang (2002), Bai and Ng  (2004),  Moon and Perron (2004), 
and Breitung and Das (2005).  They are technically more complicated and due 
to space limitations not considered here. 
The chapter is  structured as  follows.  After the introduction,  we  briefly 
review the most common panel unit root tests.  Section 4.3 surveys approaches 
that combine p values, and in particular the modified inverse normal method. 
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It also  compares  the methods by means of a  small simulation exercise. The 
fourth section contains the empirical results, and Section 4.5 concludes. 
4.2  Combining Dickey-Fuller tests 
In this section we spell out the assumptions behind the most widely used panel 
DF tests, which are implemented for  instance in  EViews.  The general setup 
assumes  N  countries  (or units in general),  i  =  1, ... , N, and Ti  time series 
observations in each country, t = 1, ... , Ti.  All tests 
•  rely on sequential limit theory, first Ti -> 00, then N  -> 00, 
•  assume independent units, 
•  and, as a consequence, result in limiting normal distributions. 
The general time series model is 
Xi,t = di,t + ai Xi,t-l + ei,t, 
where di,t denotes a deterministic component and ei,t a stationary and invert-
ible ARM  A process.  Throughout, those components are individual-specific. 
The first test by Levin,  Lin and Chu (2002)  (or LLC for  short) imposes a 
common root restriction (al = ... = aN = a) under the null as well as under 
the alternative hypothesis: 
Ho:  a =  1, 
The idea of their approach is to adjust all series individually for deterministics 
and short-run autocorrelation, and then to perform a pooled DF test with the 
residuals.  The pooled DF statistic has to be adjusted for  a bias term in order 
to converge to a limiting standard normal distribution.  Breitung (2000) argues 
that this bias correction may result in a substantial loss of power.  He proposes 
a modification that circumvents bias adjustment.  It amounts to subtracting 
the first observation instead of demeaning the series.  This test will  be called 
LLCB in the following. 
1m,  Pesaran and Shin (2003)  (or IPS for short) criticize the assumption of 
a common root under the alternative.  Instead they allow for heterogeneity of 
all parameters. To maintain power they require lad < 1 for a sufficiently large 
number of units.  Consequently, all parameters are individual-specific, and it 4.3. Combining P values  65 
is  natural to perform N  tests individually, and tu average over individual DF 
statistics. 
4.3  Combining p values 
The idea of combining P values of several statistics to obtain a joint level of 
significance can be traced back to R.A. Fisher, see, for instance, Fisher (1954, 
p.  100).  Let  Si  (i  =  1, ... , N) denote continuous tcst statistics fur  the null 
hypotheses 
Hi(O):  Oi  = olO),  i = 1, ... ,  N  , 
against the one-sided alternatives 
Let Pi  denotc the corresponding p values.  The so-called probits ti  are defined 
as  quantiles, 
with q,-l being the inverse of the standard normal distribution functiun.  By 
construction, the P values follow  a uniform law on [0,1]' hence 
-2 In(pi)  rv  X2(2)  and  ti  rv  N(O, 1) . 
The original proposal by Fisher combines the X2  distributions, 
N 
F =  -2  L:ln(Pi),  (4.1) 
i=l 
while the so-called inverse normal method relies on summing normalized pro-
bits: 
t =  '£;;/.  (4.2) 
Maddala and Wu (1999) suggest the use of F when testing for unit roots from 
a multi-country panel, while t is favoured by Choi (2001).  Under the joint null 
hypothesis 
H(O):  Oi  =  oiO)  for  all i  =  1, ... , N 
and under the assumption of independent units the following  holds in finite 
samples: 
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The tests are one-sided.  Fisher's test rejects for  too large values,  while t  is 
significant for too small values.  The advantages of combining p values are the 
applicability 
•  with all type of test problems where p values are available, 
•  in the presence of unbalanced panels, 
•  with standard distributions without complicated tabulations. 
The major drawback of course is  that independence of units still has to be 
assumed. 
We now briefly present the modification of the inverse normal method pro-
posed by Hartung (1999) to account for correlation between the units.  In fact, 
he assumes constant correlation between the probits, 
corr(ti,tj)=P  fori#j,  i,j=l,  ... ,N.  (4.3) 
If  P were known, we could generalize (4.2) in obvious manner: 
t(  ) - L~1  ti 
P  - VN + N (N-1)p' 
(4.4) 
with Var (L;:1 ti) =  N + N (N - 1) p.  For empirical applications P  has to 
be estimated, 
N 
p=l-Q  withQ= N~1I:(ti-t)2 
i=l 
where t =  1; L;:1 ti·  Hartung (1999) proves that the quadratic form Q relates 
to a X2  distribution as follows: 
N-1 
--Q  ~ X2(N-1). 
1-p 
Consequently, p  is  an unbiased and consistent estimator: 
E(p) =  p,  V  (;:;'\  2 (1 - p)2  ar  PI  = 
N -1 
For applied work in finite samples the estimator is  modified yet again: 4.3. Combining p values  67 
The lower bound - N~l avoids negative variance terms when replacing p in the 
denominator of (4.4)  by {5*.  To guarantee strictly positive variances Hartung 
(1999)  introduces the parameter Ii, > 0 and suggests 
(4.5) 
On experimental grounds Hartung (1999) proposes Ii, =  0.2.  Given consistency 
(as  N  --->  00)  of the estimator {5*,  Hartung's modified inverse normal method 
test statistic is  again compared with the approximating standard normal dis-
tribution. 
Finite sample p values required for unit root testing can be computed from 
MacKinnon (1996) and are available e.g.  in EViews.  Hence, a further item can 
be added to the list of the advantages of the modified inverse normal method: 
simp  lici ty. 
The approach by Hartung (1999)  has been further investigated by Deme-
trescu,  Hassler and Tarcolea (see Chapter 3).  First,  they study a  violation 
of (4.3)  and prove robustness against correlation varying at a certain degree. 
Second,  they emphasize that marginal normality of the probits is  not suffi-
cient for  limiting normality of t({5*).  Third, they provide simulation evidence 
that the modified inverse normal method is  reasonably reliable when applied 
to ADF tests in correlated panels.  Here, we  add some experimental evidence 
relevant to the current situation:  Under the null hypothesis of N  integrated 
series, they are assumed to be cointegrated of rank N - 1.  Under the alterna-
tive hypothesis all series are 1(0).  We try to mimic an empirical situation that 
is  plausible to be encountered with monthly international interest rates: 
t.Xl,t = <!>Xl,t-1 +  C1,t,  t = 1, ... , T = 200,  (4.6) 
t.Xi,t = -0.5 (Xi,t-1 - x1,t-Il +  Ci,t,  i = 2, ... , N = 10.  (4.7) 
The innovations are assumed to be serially independent Gaussian with constant 
contemporaneous correlation: 
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with  I; =  ( 
1  Pe  Pe  )  L: 
Then ADF tests with intercept (without trend) were applied to Xi,t with data-
driven lag length selection, and p values were combined as in (4.5).  For com-
parison we  also include the test proposed by Maddala and Wu  (1999)  relying 
on  (4.1).  The simulations were  performed by  means of GAUSS  with 5,000 
replications.  Table 4.1  contains the rejection frequencies when testing at the 
nominal sizes of 1%,  5% and 10%. 
We observe that the rates of rejection under the null hypothesis of integra-
tion vary only little with Pe'  More interestingly, with only N  = 10 cointegrated 
units the standard normal distribution provides a reasonable approximation for 
the finite sample distribution of Hartung's modified inverse normal test statis-
tic, while Fisher's original proposal F without correction for cross-correlation 
is  grossly oversized.  From the right panel in Table 4.1  we  further learn that 
the power of the t (p")  test decreases with growing Po. 
Table 4.1:  Size (and power)  with coilltegrated series 
I  Ho : <P  =  0  I  HI : <P  =  -0.1 
I  Po  =  0.2  0.5  0.8  0.2  0.5  0.8 
1%  2.44  1.94  1.26  67.86  49.26  34.76 
t (p")  5%  7.82  7.18  5.94  91.84  83.08  71.98 
10%  14.50  12.74  11.06  97.56  93.58  87.06 
1%  19.32  17.78  15.62  98.12  96.24  91.64 
F  5%  25.94  23.78  21.82  99.44  98.02  95.48 
10%  30.;~0  28.20  25.70  99.68  98.74  97.14 
Note: Percentage of rejection for  N  =  10 units with T =  200 observations generated by (4.6) and 
(4.7).  Further details are given ill the text. 
4.4  Empirical results 
We use monthly data of nominal long-term interest rates  I  from 12 OECD coun-
tries:  Austria, Carmda, Finland, France, Germany, Italy,  Japan, Netherlands, 
Portugal,  Spain,  United Kingdom,  and Unites States.  The sample starts in 
1985.01 and ends in 2002.12, leaving us with T  =  216 time series observations. 
1 Government bonds rates with 10 years to maturity. 4.4. Empirical results  69 
All computations were performed with the help of EViews.  Augmented Dickey-
Fuller tests (ADF) were computed with automatic lag length selection relying 
on Schwarz' information criterion (SIC) and with a maximum lag length of 14. 
The estimation of long-run variance for the LLC test was carried out with the 
quadratic spectral kernel using Andrew's bandwidth selection.  Throughout, 
P(i) denote ordered P values of individual ADF tests. 
In order to assess whether long-term interest rates may be considered as 
integrated of order one, ADF tests with intercept but without linear trend are 
applied to the levels of the series.  The outcome is summarized in Table 4.2.  No 
individual test rejects at the 10% level, in fact the P values due to MacKinnun 
(1996)  vary frum  30.87%  up  to 80.70%.  It is  still interesting tu study the 
outcome of combined results.  Only the LLCB test is  highly significant with a 
P value far below Pel),  while, in contrast, the majority of tests produces levels 
abuve the maximum individual P value (0.807).  The LLC test and the modified 
inverse normal method have values  between  the minimum and maximum P 
values.  For the rest of the chapter we assume the considered interest rates to 
be integrated of order one.  This is  not rejected by Hartung's modification of 
the inverse normal method accounting for  cross-correlation. 
Table 4.2:  P values testing interest rates 
Pel)  0.3087  LLC  0.4609  F  0.9895 
P(7)  0.6713  LLCB  0.0062  t  0.9216 
P(l2)  0.8070  IPS  0.8875  t(P*)  0.6688 
Note: Results are presented for individual ADF tests, the LLC , LLCB and IPS test.  F, t, and 
t(P') are defined in (4.1),  (4.2), Rnd  (4.5), respectively. 
Now, we turn to the investigation of international interest rate differentials. 
Stationarity thereof is  a  necessary  condition for  the uncovered interest rate 
parity (UIP) hypothesis to hold in the presence of integrated exchange rates, 
see  Wolters  (2002)  for  a  recent  review  of related theoretical  and empirical 
literature.  Since  Kirchgassner and Wulters  (1995)  found  that German and 
US  interest rates influence other countries, cf.  also Kirchgassner and Wolters 
(1993), we study differentials between all countries and the US  and Germany. 
ADF  tests  are  performed with  intercept but without  trend.  We  present P 
values for US  differentials in the left panel of Table 4.3. 
The differentials  between the US  and Germany,  the Netherlands and Japan 
are significant at the 10%  level.  All other countries are partly very far  from 
conventional  significance  levels.  Joint panel tests ignoring  cross-correlatiun 
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Table 4.3:  P values testing differentials 
US  GERMANY 
Pel)  0.0794  LLC  0.3538  Pel)  0.0109  LLC  0.0775 
P(3)  0.0947  LLCB  0.0323  P(3)  0.1248  LLCB  0.2089 
PeS)  0.1098  IPS  0.0297  PeS)  0.2069  IPS  0.0365 
P(7)  0.2663  F  0.0606  P(7)  0.4609  F  0.0616 
Peg)  0.6493  t  0.0265  Peg)  0.5988  t  0.0352 
P(ll)  0.7263  t(P*)  0.1817  P(ll)  0.7321  t(P*)  0.1716 
Note: See Table 4.2. 
level - with the exception of the LLC test, which is far from being significant. 
The modified inverse normal method produces a more conservative result not 
being indicative of significance. 
Finally, consider the analogous results for differentials between the German 
and all other interest rates.  Only the Netherlands and US are significant at the 
5%  and 10% levels,  respectively.  All other individual test statistics are again 
more or less far from conventional significance, see the right panel in Table 4.3. 
Joint panel tests melt this very heterogeneous evidence into significance at the 
5% or 10% level- with the sole exception of the LLCB test and of the modified 
inverse normal method accounting for cross-correlation.  Notice that the LLC 
test and Breitung's variant somehow contradict themselves.  If  we consider the 
differential between the US and Germany as stationary (individual p value of 
7.94%)  then the outcomes of the right and left panel in Table 4.3 should be 
concurring. This is in fact the case for all tests but LLC and LLCB. 
4.5  Concluding remarks 
We tested US and German interest rate differentials for nonstationarity using 
recent  panel techniques.  Unit root tests assuming a common autoregressive 
root over the countries seem to produce contradictory results with respect to 
stationarity of US  and German differentials.  The outcome of the IPS and 
Fisher tests and the inverse normal method are indicative in favour of the VIP 
hypothesis,  no  matter whether differentials  with  respect  to US  or German 
rates are tested.  The modified  inverse  normal  method,  however,  which  is 
the only one  accounting for  cross-correlation between countries,  produces p 
values of only 18% and 17% for US and German differentials, respectively.  We 
conclude that ignoring or modelling cross-correlation in multi-country studies 
may heavily affect the outcome of nonstationary panel analyses. Zusammenfassung 
Paneldaten werden  analysiert,  um die Entwicklung ökonomischer  (wie  auch 
sozialer  und technischer)  Prozesse zu  beschreiben,  zu  erklären,  zu  prognos-
tizieren und zu  kontrollieren.  Da Paneldaten mehr Information als einzehle 
Zeitreihen beinhalten, werden sie benutzt, um Güte zu gewinnen, wenn man 
ökonomische Hypothesen testet, bzw.  um Genauigkeit zu gewinnen, wenn man 
relevante Parameter schätzt. Allerdings verursachen Panels makroökonomischer 
Größen Schwierigkeiten, die durch die Natur der Paneldaten zustandekommen, 
und zwar durch die Kombination der Längsschnitt- und der Querschnittseigen-
schaften makroökonomischer Daten. 
Einerseits gilt es zu beachten, dass die einzelnen Zeitreihen des jeweiligen 
Längsschnitts instationär sein können.  Dies beeinflusst die Inferenz über die 
untersuchten  Zusammenhänge zwischen  den gegebenen  makroökonomischen 
Größen.  Von den vielen Formen von Instationarität sind zwei besonders wichtig: 
Zum einen Erwartungswertinstationarität in Form linearer Trends, und zum 
anderen  Varianzinstationarität  in  Form  so  genannter  integrierter  Prozesse, 
die durch einen stochastischen Trend getrieben werden.  Ein Prozess integri-
ert der Ordnung Eins - 1(1) - ist stationär nach einmaliger Differenzbildung. 
Äquivalent kann man sagen, dass ein solcher Prozess eine autoregressive Ein-
heitswurzel aufweist. 
Diese Eigenschaft der Instationarität (sei sie in Form deterministischer oder 
stochastischer Trends)  ist  insofern wichtig,  da Scheinregressionen bei insta-
tionären Zeitreihen wesentlich öfter als bei stationären Zeitreihen auftauchen, 
eben wegen  der Anwesenheit von Trends.  Die Frage,  ob ein Zusammenhang 
zwischen den untersuchten Größen besteht, geht in die Frage über, ob es einen 
oder mehrere gemeinsame Trends gibt.  Im  Falle integrierter Zeitreihen lässt 
sich diese Frage mit Hilfe der Kointegrationsanalyse beantworten.  Dabei sind 
integrierte Zeitreihen genau dann kointegriert,  wenn  es  eine Linearkombina-
tion gibt, die stationär ist.  Alternativ lässt sich Kointegration als ein sogenan-
ntes Fehlerkorrekturmodell darstellen, in dem die Inkremente zum Zeitpunkt 
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t derart von der Abweichung zum Zeitpunkt t - 1 von dem langfristigen Gle-
ichgewicht abhängen, dass das Gleichgewicht wieder hergestellt wird.  Im Falle 
von  Zeitreihen mit deterministischen Trends haben Hatanaka und Yamada 
(2003)  den Begriff Ko-trending geprägt.  Da viele  makroökonomische Vari-
ablen,  wie  Zinssätze, Preisniveaus und Wechselkurse,  als integriert von Ord-
nung Eins gelten, ist die empirische Relevanz dieser Eigenschaft offensichtlich. 
Andererseits sind Abhängigkeiten zwischen den Paneleinheiten zu beachten, 
die ein beträchtlicher Störfaktor bei  den Untersuchungen sein können:  Z.B. 
weist  die statistische Evidenz in einzelnen Paneleinheiten auf die Gültigkeit 
(bzw.  Nichtgültigkeit)  der untersuchten Hypothese hin,  weil  diese auf Pan-
elebene gegeben ist, oder lediglich durch Zufall,  der dadurch verstärkt wird, 
dass die Einheiten untereinander abhängig sind?  Solche Abhängigkeiten sind 
insbesondere bei regionalen Datensätzen zu erwarten, bei denen die Beobach-
tungen von aneinander angrenzenden Regionen  (Ländern) in der Regel hoch 
korreliert sind. 
Dieses  Problem der Kreuz-Abhängigkeit in Panels ist aber genau bei in-
stationären Daten besonders schwierig zu behandeln, weil es schwerwiegende 
Verzerrungen zur Folge haben könnte.  Beispielsweise wurde es in der ersten 
Generation von Paneleinheitswurzeltests völlig ignoriert, siehe Levin, Lin und 
Chu  (2002)  oder Im,  Pesaran und Shin  (2002).  Deshalb stellt die  Berück-
sichtigung von  Korrelationen oder sogar Kointegration  zwischen  den Quer-
schnittseinheiten einen wichtigen Schwerpunkt bei der Weiterentwicklung der 
Paneldatenmethoden dar.  Tests, die eine kontemporäre Korrelation zulassen, 
werden der zweiten Generation von Paneleinheitswurzeltests zugeordnet (vgl. 
Breitung und Pesaran, 2006).  Dabei werden zwei  unterschiedliche Strategien 
verfolgt.  Einerseits werden  die herkömmlichen Testverfahren so modifiziert, 
dass  sie  gegenüber  einer  kontemporären  Korrelation  der  Störgrößen  robust 
sind, vgl.  Chang (2002).  Ein alternativer Ansatz besteht darin, verallgemein-
erte Schätzverfahren (z.B. Verallgemeinerte KQ-Schätzung) zu verwenden, bei 
denen im ersten Schritt die Korrelationsmatrix aus den Residuen geschätzt 
wird und im zweiten Schritt eine Transformation vorgenommen wird, mit deren 
Hilfe eine asymptotisch effiziente Schätzung erreicht werden kann, wie bei Bre-
itung und Das (2005). 
Vorliegende Dissertation schlägt neue Methoden vor,  die sich explizit mit 
dieser Kategorie von möglicherweise instationären und kreuz-abhängigen Pan-
eldaten beschäftigen.  Typische Anwendungen der hier entwickelten Verfahren 
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beobachtet werden.  Die hier implementierten empirischen Anwendungen sind 
das Testen auf Anwesenheit eines deterministischen Zeittrends in der Investi-
tionsquote am BIP europäischer Volkswirtschaften und die Untersuchung von 
OECD-Zinssätzen. 
Im ersten  Kapitel  wird  ein  Paneltest  auf Anwesenheit  eines  Zeittrends 
vorgeschlagen.  Es ist wichtig, einen Test durchführen zu können, der zwischen 
einem Zeittrend und einem rein zufälligen Verhalten in Gegenwart von Kor-
relation unterscheiden kann.  Die Feststellung der Anwesenheit eines linearen 
Trends ist von großer praktischer Bedeutung und kann in unterschiedlichen Ge-
bieten angewendet werden, von der technischen Analyse von Finanzmärkten 
bis  zur Vorhersage der globalen  mittleren Temperatur.  Der vorgeschlagene 
Test ist in kreuz-abhängigen,  heterogenen  Paneldaten anwendbar,  so  lange 
die  Anzahl der Einheiten kleiner  als  die  Anzahl der Zeitbeobachtungen ist. 
Ferner wird gezeigt, wie der Test angewendet werden kann, wenn Unsicherheit 
darüber besteht, von welchem Integrationsgrad die stochastischen Komponen-
ten des  Modells sind.  Dies erfolgt mit der Hilfe des Subsamplingverfahrens. 
Das Subsampling lässt eine beliebige Anzahl von  Einheiten zu  und arbeitet 
besser in kleinen Stichproben als die asymptotische Variante des Tests.  An-
schließend wird die Methode benutzt, um zu testen, ob der Anteil der Investi-
tionsquote am BIP europäischer Volkswirtschaften einen Trend besitzt.  Als 
Ergebnis wird ein Abwärtstrend auf Panelebene gefunden, wobei die Evidenz 
für einzelne Länder unschlüssig ist. 
In  dem  nächsten  Kapitel wird  das  Thema des  Kointegrationstestens  in 
kreuz-abhängigen Paneldaten behandelt. Ein Einzelgleichungs-Fehlerkorrektur-
modell wie  das  von  Banerjee,  Dolado  and Mestre  (1998)  eingesetzte  Mod-
ell wird mit Hilfe nonlinearer Instrumentenschätzung geschätzt und getestet. 
Diese Art der Schätzung wurde von Chang (2002) für den erweiterten Dickey-
Fuller Test .vorgeschlagen.  Beim Testen der Nullhypothese "keine Kointegra-
tion" für eine einzelne Einheit ergibt sich ohne Exogenitätsannahmen eine Test-
statistik, die asymptotisch standardnormalverteilt ist.  In Panels, die Kreuz-
Korrelation oder Kointegration  zwischen  Einheiten aufweisen,  sind hier die 
einzelnen  Teststatistiken asymptotisch  unabhängig,  was  zu einer Paneltest-
statistik führt, die robust gegen solche Arten von Abhängigkeit ist. 
Der dritte Kapitel untersucht in einem ökonometrischen Kontext die ein-
fache  Idee,  p-Werte einer Reihe statistischer Tests zu kombinieren.  Die Idee, 
Signifikanzniveaus von korrelierten Statistiken zu kombinieren, ist der Biome-
trie und Medizin entnommen, wo oft nicht die Teststatistiken selber, sondern 
ihre entsprechenden p-Werte kombiniert wurden.  Die Methode ist für Studien 74  Zusammenfassung 
geeignet, bei denen die Ergebnisse einzelner Experimente sehr unterschiedlich 
und deshalb auch unmöglich direkt zu vereinen sind.  Die klassische Variante 
dieses  Verfahrens,  die  Inverse  Normale  Methode,  setzt  Unabhängigkeit  der 
einzelnen  Teststatistiken voraus,  um  asymptotische Normalität der gemein-
samen  Teststatistik zu  erhalten.  In  diesem  Teil  der  Dissertation  wird  die 
von  Hartung (1999)  vorgeschlagene Korrektur ausführlich behandelt, die für 
eine  bestimmte Korrelationsmatrix der transformierten  p-Werte vorgesehen 
ist.  Zuerst wird hier gezeigt,  dass  die sogenannte Modifizierte Inverse  Nor-
male Methode auch für allgemeinere Korrelationsmatrizen gültig ist.  Zweitens 
wird mit Hilfe von Kopulas eine notwendige und ausreichende Bedingung für 
asymptotische Normalität hergeleitet.  Als nächstes werden Anwendungen auf 
kreuz-abhängige, stationäre wie auch integrierte Paneldaten betrachtet. Dieser 
Ansatz ist nicht nur für viele Arten von empirischen Fragestellungen adäquat, 
sondern auch einfach zu  implementieren und anzuwenden.  Die Monte-Carlo-
Simulationen zeigen, dass die Methode gut abschneidet, auch wenn einige der 
Annahmen nicht erfüllt sind. 
Der  letzte Kapitel wendet  moderne Panelverfahren auf OECD-Zinssätze 
an,  wie  auch  auf deren  Abstände.  Genauer  gesagt  werden  hier zum  einen 
Paneleinheitswurzeltests, zum anderen Prozeduren eingesetzt, die einzelne Sig-
nifikanzniveaus zu einem gemeinsamen p-Wert kombinieren.  Die empirischen 
Ergebnisse hängen davon  ab,  ob eine homogene autoregressive Struktur für 
alle Länder angenommen wird.  Die Annahme unabhängiger Einheiten scheint 
genau so wichtig zu sein.  Zugunsten der Stationarität der Zinssätzen und der 
Zinsabstände spricht lediglich relativ schwache Evidenz, wenn Kreuz-Korrelation 
mit Hilfe der Modifizierten Inversen Normalen Methode berücksichtigt wird. 
Als Gesamtergebnis meiner Dissertation werden bessere Methoden für Pan-
eluntersuchungen bei instationären Daten und Kreuz-Abhängigkeiten geliefert. 
Mit  diesen  Methoden werden  auch Antworten zu  ausgewählten empirischen 
Fragen gesucht.  Zudem lassen sich die Ergebnisse auch zur Untersuchung weit-
erer ökonomischer Hypothesen einsetzen, sofern diese langfristige Beziehungen 
implizieren. 
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