


















Une minoration du minimum essentiel sur les varie´te´s
abe´liennes
Aure´lien Galateau
Re´sume´. On e´tend a` la codimension ge´ne´rale la minoration du minimum essentiel sur les varie´te´s
abe´liennes obtenue dans [Gal08], sous une conjecture concernant leurs ide´aux premiers ordinaires.
Cette minoration est optimale “a` ǫ pre`s” en le degre´ de la sous-varie´te´. Une nouvelle approche
de la phase de transcendance, suivant [Amo07], simplifie le lemme de ze´ros et sa combinatoire, ce
qui permet de mettre en place l’argument de descente. Celui-ci est rendu beaucoup plus de´licat
dans le cadre abe´lien par l’absence, en ge´ne´ral, d’un rele`vement du morphisme de Frobenius en
caracte´ristique nulle.
Abstract. We extend to the general codimension a lower bound for the essential minimum on
abelian varieties found in [Gal08], under a conjecture about ordinary primes in abelian varieties. This
lower bound is the best expected, “up to an ǫ”, in the degree of the subvariety. Following [Amo07],
we change the transcendance phasis in order to simplify the zero lemma and its combinatorics. The
last argument is a descent procedure on varieties, which is far more intricate in the abelian setting
since there is not, in general, a lifting of the Frobenius in characteristic zero.
1 Introduction
On poursuit dans ce travail la minoration de la hauteur normalise´e sur les varie´te´s
abe´liennes commence´e dans [Gal08], dont on ge´ne´ralise le re´sultat principal en codimension
quelconque.
Commenc¸ons par rappeler les origines de notre proble`me. Soit C une courbe alge´brique
de genre g ≥ 2 de´finie sur Q et plonge´e dans sa jacobienne J(C). On note hˆ la hauteur
canonique sur J(C). En 1981, Bogomolov conjecture :
The´ore`me 1.1 Il existe ǫ > 0 tel que {x ∈ C(Q¯), hˆ(x) ≤ ǫ} est fini.
Plus ge´ne´ralement, soit V une sous-varie´te´ d’une varie´te´ abe´lienne munie d’un fibre´ L
ample et syme´trique. On note hˆL la hauteur de Ne´ron-Tate associe´e a` ce fibre´. On dit que
V est de torsion si V est la translate´e d’une sous-varie´te´ abe´lienne par un point de torsion.
Une courbe alge´brique de torsion est en particulier de genre 1. On de´finit aussi, pour V un
ferme´ de Zariski inclus dans A :
De´finition 1.1 Le minimum essentiel de V est :
µˆessL (V ) = inf{θ > 0, V (θ)
Z
= V (Q)},
ou` V (θ) = {x ∈ V (Q), hˆL(x) ≤ θ} et V (θ)
Z
est son adhe´rence de Zariski.
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On peut alors e´tendre aux sous-varie´te´s des varie´te´s abe´liennes le the´ore`me 1.1 :
The´ore`me 1.2 Soit V une sous-varie´te´ propre d’une varie´te´ abe´lienne A (ie. : V ( A).
Le minimum essentiel de V est nul si et seulement si V est de torsion.
Le the´ore`me 1.1 a e´te´ de´montre´ par Ullmo (cf. [Ull98]) et le the´ore`me 1.2 par Zhang (cf.
[Zha98]), en utilisant les proprie´te´s d’e´quire´partition de´montre´es dans [SUZ97]. Le re´sultat
analogue est vrai si on remplace A par un tore (cf. [Zha92]) ou plus ge´ne´ralement par une
varie´te´ semi-abe´lienne (cf. [DP00]).
1.1 Versions quantitatives du proble`me de Bogomolov
Ces conjectures e´tant de´montre´es, on peut s’inte´resser a` une version quantitative, en
pre´cisant ǫ dans le the´ore`me 1.1 ou en minorant le minimum essentiel d’une varie´te´ qui
n’est pas de torsion. Graˆce au the´ore`me des minima successifs de´montre´ par Zhang (dans
[Zha95]), ceci revient a` minorer la hauteur d’une telle varie´te´. Depuis les travaux de Bombieri
et Zannier (voir [BZ95] pour le cas torique et [BZ96] pour le cas abe´lien, le the´ore`me 1 de
cet article e´tant vrai pour toute varie´te´ abe´lienne apre`s la de´monstration par Zhang de
la conjecture de Bogomolov ge´ne´ralise´e), on sait qu’on peut espe´rer obtenir une borne
“uniforme” pour le minimum essentiel, ne de´pendant que du degre´ de V et de la varie´te´
abe´lienne A.
Remarquons que pour obtenir de telles minorations, on doit exclure les translate´s de
sous-varie´te´s abe´liennes par des points qui ne sont pas de torsion. En effet, si V = x+B ( A,
le minimum essentiel est relie´ a` la hauteur de la projection de x dans le quotient A/B (pour
plus de de´tails, voir [Lit99]) et on peut le faire tendre vers 0 en fixant le degre´ et la dimension
de V .
Amoroso et David obtiennent une majoration quasi-optimale en le degre´ de V pour les
sous-varie´te´s des tores ([AD03]). Le degre´ y est en fait remplace´ par un invariant plus fin
et plus approprie´ aux techniques diophantiennes, l’indice d’obstruction.
De´finition 1.2 Soit V un ferme´ de Zariski propre de S une varie´te´ semi abe´lienne munie
d’un fibre´ ample. On appelle indice d’obstruction de V , note´ ω(V ) :
ω(V ) = inf{deg(Z)},
ou` l’infimum est pris sur l’ensemble des hypersurfaces (non ne´cessairement irre´ductibles)
de S contenant V .
Dans un sche´ma d’approximation diophantienne, ils utilisent les proprie´te´s de ramification
des corps cyclotomiques, qu’ils traduisent en un re´sultat me´trique leur permettant d’ex-
trapoler une fonction auxiliaire nulle sur V . Par le plongement standard Gnm →֒ P
n, on
dispose d’une hauteur projective h sur les points de Gnm, et un minimum essentiel µˆ
ess sur
les sous-varie´te´s de Gnm. Ils de´montrent alors :
The´ore`me 1.3 Soit V une sous-varie´te´ propre (et irre´ductible) de Gnm de codimension k











ou` c(n) est un re´el strictement positif et λ(k) = (9(3k)(k+1))k.
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Ce the´ore`me est optimal aux termes logarithmiques pre`s (voir la conjecture 1.2 de [AD03],
et la remarque qui suit), comme le re´sultat de Dobrowolski sur le proble`me de Lehmer et
ses ge´ne´ralisations.
Dans le cas des varie´te´s abe´liennes, on dispose de´ja` de re´sultats quantitatifs, mais la
de´pendance en le degre´ est moins bonne. On cite ici une version faible du the´ore`me principal
de [DP02], obtenue en comparant le rayon d’injectivite´ a` la hauteur de A suivant le lemme
6.8 de cette meˆme re´fe´rence :
The´ore`me 1.4 Soit A une varie´te´ abe´lienne de genre g ≥ 2 de´finie sur Q, principalement
polarise´e par un fibre´ L, et V une sous-varie´te´ alge´brique de A qui n’est pas translate´e d’une
sous-varie´te´ abe´lienne. Il existe alors une fonction explicite et strictement positive C(g) telle
que :





ou` d est le degre´ d’un corps de de´finition de A et h(A) est la hauteur projective de l’origine
de A dans le plongement associe´ a` L⊗16.
Cette minoration est monomiale inverse en le degre´, alors que dans le cas torique, elle est
line´aire inverse en l’indice d’obstruction (aux termes logarithmiques pre`s), ce qui, en vertu
d’un the´ore`me de Chardin (voir [Cha88], 2, Corollaire 2), correspond a` une minoration en
deg(V )−1/codim(V ).
Remarquons enfin que l’hypothe`se du the´ore`me 1.4 (V n’est pas un translate´ de sous-
varie´te´ abe´lienne propre) est plus faible que son analogue torique dans le the´ore`me 1.3 (V
n’est pas incluse dans un translate´ de sous-tore propre) ; cette diffe´rence se ressent de`s qu’on
obtient des re´sultats comparables au the´ore`me 1.3, et on peut pre´ciser la minoration sous
l’hypothe`se faible en faisant intervenir la dimension du plus petit translate´ de sous-tore
propre contenant V (voir le corollaire 1.6 de [AD03]).
1.2 Re´sultats et applications
Soit A une varie´te´ abe´lienne de´finie sur K un corps de nombres, munie d’un fibre´ L
ample et syme´trique. Pour A un mode`le entier de A sur OK , on commence par poser l’hy-
pothe`se suivante :
Hypothe`se H Il existe une densite´ positive de premiers p de OK en lesquels le p-rang
de la fibre spe´ciale Ap est e´gal a` g.
Sous cette hypothe`se, on a de´montre´ dans [Gal08] l’analogue du the´ore`me 1.3 en petite
codimension (k ≤ 2).
Le but de ce travail est de ge´ne´raliser a` la codimension quelconque ce re´sultat. Suivant
une ide´e nouvelle d’Amoroso (voir [Amo07]), on modifie les arguments de transcendance, ce
qui permet d’inse´rer un principe de tiroirs dans la combinatoire du lemme de ze´ros. Graˆce
a` ce raffinement, on peut mettre en place la technique de descente, ce qui n’e´tait possible
qu’en codimension 2 dans notre travail pre´ce´dent. On de´montre ici :
The´ore`me 1.5 On suppose qu’il existe un mode`le entier A de A ve´rifiant H. Soit V une
sous-varie´te´ propre (et irre´ductible) de codimension k quelconque dans A. Si V n’est conte-
nue dans aucun translate´ d’une sous-varie´te´ abe´lienne propre de A, on a :











ou` C(A) est un re´el strictement positif ne de´pendant que de A et λ(k) = (5g(k + 1))k+1.
Remarque La constante λ(k) obtenue avec ce nouveau sche´ma de preuve est sensiblement
meilleure que celle du the´ore`me 1.3.
Par l’ine´galite´ des minima successifs (voir infra, 2.2 pour cette ine´galite´ et pour la
de´finition de hˆ sur les sous-varie´te´s de A), on en de´duit :
Corollaire 1.6 S’il existe un mode`le entier de A ve´rifiant H, pour toute sous-varie´te´ V
propre et irre´ductible de codimension k ≥ 2 dans A qui n’est contenue dans aucun translate´
d’une sous-varie´te´ abe´lienne propre de A, on a :
hˆL(V ) ≥ C
′(A),
ou` C ′(A) est un re´el strictement positif ne de´pendant que de A.
La seule restriction qui empeˆche d’obtenir une minoration inconditionnelle est donc
l’hypothe`se H. Elle est en fait l’objet de la conjecture suivante (voir [Pin98], 7) :
Conjecture 1.7 Pour toute varie´te´ abe´lienne A de´finie sur Q, il existe un corps de de´finition
K de A et un mode`le entier A de A sur OK ve´rifiant H.
Sous cette conjecture, la minoration du the´ore`me 1.5 est ve´rifie´e pour toutes les varie´te´s
abe´liennes de´finies sur Q. En dimension 1, pour une courbe elliptique E, le re´sultat est
connu (voir [Ser68], IV, 13 et la the´orie de la multiplication complexe). La validite´ de
H a e´te´ e´tendue aux surfaces abe´liennes par les travaux de Katz et Ogus (cf. [Ogu82]
2.7, en remarquant par le the´ore`me de Chebotarev que les premiers de degre´ 1 ont une
densite´ positive). L’hypothe`seH est encore vraie pour les varie´te´s abe´liennes a` multiplication
complexe. Des conditions suffisantes, portant sur les groupes de monodromie Gl (associe´s a`
chaque nombre premier l) de la varie´te´ abe´lienne, ont e´te´ donne´es par Noot (voir [Noo95],
2) puis Pink ([Pin98], 7).
Une telle minoration du minimum essentiel s’applique au proble`me de l’intersection
d’une varie´te´ avec des sous-groupes alge´briques, en direction de conjectures formule´es de
fac¸on inde´pendante par Zilber sur les varie´te´s semi-abe´liennes, et Pink sur les varie´te´s de
Shimura mixtes (voir [Zil02] et [Pin05], conjectures 1.2 et 1.3). Pour S un sous-ensemble de
la varie´te´ abe´lienne A, on note :






la re´union portant sur tous les sous-groupes alge´briques de A ayant la codimension prescrite.
On garde les meˆmes de´finitions avec le tore Gnm(Q) a` la place de A. En utilisant le the´ore`me
1.3, Habegger a de´montre´ le re´sultat suivant (voir [Hab06]) :
The´ore`me 1.8 Soit C une courbe dans Gnm(Q) qui n’est pas incluse dans le translate´ d’un
sous-tore propre. Alors il existe ǫ > 0 tel que C ∩Hǫ est fini.
Ce the´ore`me a permis a` Maurin de de´montrer la conjecture de Zilber pour une courbe
plonge´e dans un tore (cf. [Mau07]) :
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The´ore`me 1.9 Soit C une courbe alge´brique irre´ductible de Gnm(Q) non incluse dans un
sous-groupe alge´brique propre (e´ventuellement re´ductible). Alors C ∩H est fini.
Il ame´liore ainsi le re´sultat principal de l’article fondateur de Bombieri, Masser et Zannier
(cf. [BMZ99]). Dans le cadre abe´lien, des estimations de type Lehmer sur les points de petite
hauteur permettent essentiellement de traiter le cas des varie´te´s abe´liennes a` multiplication
complexe (voir [Via03], [RV03], [Rat08]).
Soit E une courbe elliptique de´finie sur Q, g ≥ 2 un entier et Γ un sous-groupe de Eg de
rang fini. Le the´ore`me 1.5 rend de´sormais inconditionnel le re´sultat de Viada (cf. [Via08a]) :
The´ore`me 1.10 Soit C une courbe alge´brique incluse dans Eg.
– Si C n’est pas incluse dans un sous-groupe alge´brique propre, il existe ǫ > 0 tel que
C ∩Hǫ soit fini.
– Si C n’est pas incluse dans un translate´ de sous-varie´te´ abe´lienne propre, il existe
ǫ > 0 tel que C ∩ (H + Γǫ) soit fini.
Le premier point de ce the´ore`me implique la conjecture de Zilber pour les courbes plonge´es
dans une puissance de courbe elliptique. En raffinant son argument, Viada a depuis ob-
tenu des re´sultats pour une sous-varie´te´ ge´ne´rale d’une puissance de courbe elliptique (voir
[Via08b]).
1.3 Plan de l’article
La preuve du the´ore`me 1.5 est une adaptation du nouveau sche´ma de transcendance
utilise´ par Amoroso dans [Amo07]. Elle est e´crite dans le formalisme classique de la ge´ome´trie
diophantienne. La deuxie`me partie rassemble quelques rappels sur les varie´te´s abe´liennes.
On y introduit notamment le plongement e´tire´, qui permet de ne´gliger la constante de
comparaison entre la hauteur projective et la hauteur de Ne´ron-Tate. On construit aussi un
bon ensemble de premiers de densite´ positive.
Dans la troisie`me partie, on choisit une base de de´rivations adapte´e, puis on de´montre un
lemme cle´ p-adique sur les points de torsion des varie´te´s abe´liennes. On transporte ensuite
cette proprie´te´ a` un polynoˆme en les coordonne´es affines de la varie´te´s abe´lienne. Dans la
partie suivante, on en de´duit une ine´galite´ entre la fonction de Hilbert d’un ferme´ avec
multiplicite´, et la fonction de Hilbert de ce meˆme ferme´ translate´ par un sous-groupe de
torsion bien choisi, sans la multiplicite´. Un bon choix de parame`tres nous assure alors de
l’existence d’une section non-nulle, mais nulle sur ce translate´. L’application couple´e d’un
lemme de ze´ros de Philippon et d’un principe de tiroirs nous donne alors une ine´galite´
concernant le degre´ d’un ferme´ obstructeur.
Si cette ine´galite´ ne nous permet pas encore de conclure, elle amorce la phase de des-
cente qui constitue la cinquie`me partie de ce travail. Cette technique est classique dans
les travaux diophantiens visant a` minorer les hauteurs, mais le cas des varie´te´s abe´liennes
est plus difficile, en l’absence d’un rele`vement du Frobenius en caracte´ristique nulle. On a
cherche´ ici a` “simuler combinatoirement” le Frobenius, ce qui explique qu’on travaille, de`s
la transcendance, avec des ferme´s de Zariski non ne´cessairement irre´ductibles.
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2 Pre´liminaires sur les varie´te´s abe´liennes
Commenc¸ons par quelques rappels concernant la hauteur et le plongement e´tire´ sur les
varie´te´s abe´liennes. On fixe pour toute la suite une varie´te´ abe´lienne A munie de L un
fibre´ ample et syme´trique, et de´finie sur K un corps de nombres. On suppose que A ve´rifie
l’hypothe`se H et on fixe A un mode`le entier de A sur OK tel que pour une densite´ positive
d’ide´aux premiers v de OK , la fibre spe´ciale Av soit ordinaire.
2.1 Choix de la constante
La minoration que l’on a en vue fait intervenir une constante ne de´pendant que de la
varie´te´ abe´lienne A. On introduira par la suite des constantes c1, . . . , c14 de´pendant de A
et du fibre´ L, mais aussi d’un certain nombre de choix sur A (une base de sections globales
sur L, un mode`le entier A donne´ par l’hypothe`se H). Par abus de langage, on dira que ces
constantes ne de´pendent que de A.
On choisit ensuite une constante C0, ne de´pendant que deA, grande devant les constantes
c1, . . . , c14 dans un sens que le cours de la preuve rendra explicitable. La constante C(A)




la dimension g pouvant meˆme eˆtre remplace´e par la codimension k de V . Toutes ces
constantes sont calculables mais notre me´thode ne permet pas d’ame´liorer la de´pendance
en la hauteur de A du the´ore`me 1.4. En effet, la constante C0 est de´ja` au mieux monomiale
en la hauteur de A et le choix de la fonction λ donne un exposant particulie`rement mauvais
pour la hauteur de A.
2.2 Quelques de´finitions
Soit n un entier positif, K un corps de nombres et x := [x0 : · · · : xn] un point de Pn(K).








max{|x0|v, . . . , |xn|v}
)
,
ou` M(K) de´signe l’ensemble des places de K. Les nv et les valeurs absolues sont choisis de
telle sorte que la formule du produit soit satisfaite :




et que, pour tout p nombre premier et v/p : |p|v = p
−1. La formule donnant la hauteur ne
de´pend pas du choix d’un corps de de´finition K de x, ni du choix d’un repre´sentant de x
(par la formule du produit).
On a fixe´ une varie´te´ abe´lienne A munie de L, un fibre´ ample et syme´trique, et de´finie sur
K, un corps de nombres. Quitte a` conside´rer L⊗3, on peut supposer que L est projectivement
normal et tre`s ample. Il de´finit donc un plongement de A dans un espace projectif Pn(Q)
et on fixe de`s a` pre´sent une base de sections (Y0, . . . , Yn) de L sur A. Via ce plongement,
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pour tout point x ∈ A, on peut de´finir sa hauteur projective qu’on note hL(x). On de´finit






ou` [n] de´signe l’isoge´nie de multiplication par n, pour n ∈ N. Cette fonction hauteur ve´rifie
les proprie´te´s :
– hˆL(x) = 0 si et seulement si x est un point de torsion de A.
– la hauteur est quadratique :
∀x ∈ A,n ∈ N : hˆL([n]x) = n
2hˆL(x).
– il existe une constante c1 ne de´pendant que de A telle que :
∀x ∈ A, |hL(x)− hˆL(x)| ≤ c1.
Via le plongement projectif de A associe´ a` L, on peut de´finir le degre´ relativement a`
L d’une sous-varie´te´ V de A, qu’on note degL(V ) (voir [Har77]). On a aussi de´fini dans
l’introduction un invariant plus fin que le degre´, l’indice d’obstruction. On omettra par la
suite de pre´ciser le fibre´ car il n’y aura pas d’ambigu¨ıte´ concernant l’indice d’obstruction.
Soit V une sous-varie´te´ de A. La hauteur projective de V relativement a` L, note´e hL(V ),
est de´finie comme la hauteur de la forme de Chow qui lui est associe´e via le plongement
projectif. On construit ensuite la hauteur normalise´e hˆL(V ) par passage a` la limite :
hˆL(V ) = limn→+∞
hL ([n]V ) degL(V )
n2 degL([n]V )
.
Cette limite existe et la hauteur ainsi construite ge´ne´ralise la hauteur de Ne´ron-Tate pour
les points de A (voir[HS00], page 450 et [Phi95]). On peut aussi de´finir la hauteur d´une
varie´te´ par l’approche arakelovienne (cf [BGS94], partie 3). Ces deux notions co¨ıncident,
si on fait le choix de la norme L2 pour les places archime´diennes dans la de´finition de la
hauteur projective. Le the´ore`me des minima successifs de´montre´ par Zhang (dans [Zha95])
implique les ine´galite´s suivantes :









2.3 Le plongement e´tire´
On aura besoin de rendre ne´gligeable la constante de comparaison entre hauteur pro-
jective et hauteur canonique sur A. On re´sout ge´ne´ralement ce proble`me en utilisant le
plongement e´tire´. Soit M un entier strictement positif. On rappelle que l’isoge´nie de multi-
plication par M sur A est note´e [M ] et on de´finit φM :
A → A×A
x → (x, [M ]x).
Cette isoge´nie de´finit un plongement de A dans un espace projectif Pm(Q), le plongement
e´tire´.
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Le plongement e´tire´ a e´te´ utilise´ pour la premie`re fois par Laurent dans le cadre du
proble`me de Lehmer elliptique (cf. [Lau83]). Le principe en est le suivant : les techniques
diophantiennes utilisent la hauteur projective, et le minimum essentiel fait intervenir la
hauteur de Ne´ron-Tate associe´e au plongement. On sait que la diffe´rence entre ces deux
hauteurs est borne´e mais la hauteur de Ne´ron-Tate, qu’on prendra proche du minimum
essentiel au cours de la preuve, peut eˆtre tre`s petite. Il y a donc une perte d’information
sur la hauteur projective. Le plongement e´tire´ multiplie la hauteur par un parame`tre assez
grand, qui rend ne´gligeable la constante de comparaison.
On note M le fibre´ associe´ a` ce nouveau plongement et on fixe une base de sections
Z := (Z0, . . . , Zm) de M (en degre´ 1) sur A×A. On a :
M|A ≃ L
⊗(M2+1).
Cet isomorphisme sugge`re le lemme suivant, qui indique la variation de la hauteur et du
degre´ par φM :
Lemme 2.2 Si x est un point de A, on a :
hˆM(x) = (M
2 + 1)hˆL(x).
Si V est une sous-varie´te´ de A, on a :
degM(V ) = (M
2 + 1)dim(V )degL(V ).
Preuve
La premie`re partie du lemme suit de la de´finition de φM par quadraticite´ de la hauteur.
La deuxie`me partie est de´montre´e, par exemple, dans [Phi95], proposition 7.
✷
2.4 Une premie`re se´lection de nombres premiers
Pour obtenir le lemme p-adique crucial dans ce travail, on devra faire un certain nombre
d’hypothe`ses sur le premier p avec lequel on travaille. Les deux premie`res ne sont pas tre`s
restrictives et concernent les translations et de´rivations sur les coordonne´es projectives des
varie´te´s abe´liennes.
Lemme 2.3 Il existe des formes bi-homoge`nes de degre´ (2, 2) sur les coordonne´es projec-
tives, donne´es par une famille finie de coefficients (fi)i∈I telle que pour une constante c2 ne
de´pendant que de A, pour tout p ≥ c2, tout premier v/p de OK , on a :
∀i ∈ I : |fi|v = 1.
Preuve
Voir [LR85] ou [DP02], proposition 3.7, en remarquant qu’on a choisi L projectivement
normal.
✷
Un second re´sultat concernant les de´rivations nous servira pour montrer que les coeffi-
cients du de´veloppement de Taylor d’un polynoˆme en les coordonne´es affines sont v-entiers,
pour les ide´aux premiers v conside´re´s.
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Lemme 2.4 Il existe des de´rivations (∂1, . . . , ∂g) sur A, de´finissant une base (e1, . . . , eg)
du tangent en 0, telles que pour une constante c3 ne de´pendant que de A, pour tout premier
p ≥ c3, v/p ide´al premier de OK , on a les proprie´te´s suivantes :
– le changement de variable de la base de Siegel vers (e1, . . . , eg) est a` coefficients dans
OK , et l’image de (e1, . . . , eg) par la re´duction modulo v est encore une base du tangent
en 0 de Av ;
– pour toute base de fonctions abe´liennes (y1, . . . , yn) de´finies sur un ouvert affine de A
(par la non-annulation d’une des sections Yk fixe´es pre´ce´demment), on a :




avec, pour tout (α, β, i, j) : ai,jα,β est v-entier.
Preuve
Voir [Gal08], the´ore`me 2.6, qui re´sume l’argument de [Dav91], the´ore`me 4.1, ou` la hau-
teur des coefficients est borne´e explicitement en fonction de A dans le cas du plongement
the´ta. Pre´cisons que les coefficients de la matrice de l’application induite sur le tangent en 0
par ce choix de de´rivations sont dans K et ont une hauteur borne´e uniquement en fonction
de A (dans le cas du plongement the´ta, voir le lemme 1.4.14 de [Dav89]). Quitte a` mul-
tiplier les nouveaux parame`tres par un entier assez grand (borne´ uniquement en fonction
de A et du choix de coordonne´es affines), on obtient une base a` coefficients dans OK . Le
de´terminant de la matrice de passage de la nouvelle base par rapport a` la base de Siegel est
encore de hauteur borne´e par une constante ne de´pendant que de A.
✷
Ces deux lemmes e´tant pose´s, on peut de´finir l’ensemble de premiers avec lesquels on tra-
vaillera de´sormais :
De´finition 2.1 Soit PA l’ensemble des premiers p ≥ max{c2, c3} tels qu’il existe un ide´al
premier v/p de OK pour lequel Av a (bonne) re´duction ordinaire. Cet ensemble est de
densite´ positive par choix du mode`le.
3 Points de torsion et estimations p-adiques
Dans cette partie, on donne des estimations p-adiques concernant certains points de
torsion sur les varie´te´s abe´liennes. On commence par obtenir des proprie´te´s concernant les
parame`tres en 0 d’un point de torsion bien choisi, puis on transfe`re ces proprie´te´s a` des
coordonne´es affines (associe´es a` un ouvert affine contenant le point de torsion) en utilisant
les proprie´te´s des de´rivations alge´briques.
3.1 De´rivations sur le plongement e´tire´
On fixe ici une base de de´rivations sur l’image de la varie´te´ abe´lienne par plongement
e´tire´. On renvoie par exemple a` [DH00], 4 pour plus de de´tails.
Un bon choix de cette base nous permettra d’abord de transporter des estimations p-
adiques sur un syste`me de parame`tres vers des estimations portant sur les coordonne´es
affines. Dans la partie suivante, on aura besoin de ce contexte diffe´rentiel pour comparer la
fonction de Hilbert d’un ferme´ de Zariski X avec multiplicite´ et la fonction de Hilbert d’un
translate´ de X par un sous-groupe de torsion.
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On commence par choisir la base de parame`tres (t1, . . . , tg) de A en l’origine, duale de la
base du tangent alge´brique donne´e par le lemme 2.4. A cette base de parame`tres correspond
une base du tangent de A en 0 qu’on note encore, par abus de langage, (∂1, . . . , ∂g). Si x
est un point de A, on obtient une base de parame`tres locaux en x :
(t1 ◦ τ−x, . . . , tg ◦ τ−x),
ou` τ−x de´signe la translation par −x sur A. Cette base de parame`tres correspond a` une
base du tangent de A en x, qu’on note (∂1,x, . . . , ∂g,x).
L’image de cette base par le plongement e´tire´ fournit une base de de´rivations en tout
point de φM (A), qu’on pre´cise ici. On note encore, par abus de langage, (∂1, . . . , ∂g) l’image
de la base de de´rivations en l’origine de A sur le premier facteur de A×A, et (∂g+1, . . . , ∂2g)
son image sur le second facteur. On a donc une base (∂1, . . . , ∂2g) de de´rivations de A× A
en l’origine et on en de´duit par translations une base du tangent de A × A en tout point.
L’application induite par [M ] sur le tangent de A e´tant la multiplication par M , on obtient
enfin une base de de´rivations (δ1,x, . . . , δg,x) en tout (x,Mx) ∈ φM (A) par la formule :
∀ 1 ≤ i ≤ g : δi,x = ∂i,(x,[M ]x) +M∂g+i,(x,[M ]x).




ki et k ! = k1! · · · kg!,
et les “de´rive´es divise´es” :
sur A : ∂kx =
1
k !
∂k11,x ◦ · · · ◦ ∂
kg
g,x,





δk11,x ◦ · · · ◦ δ
kg
g,x.
Si T ≥ 1, et B est un ide´al homoge`ne de´finissant un ferme´ X de A dans le plongement
e´tire´, on de´finit B(T ), l’ide´al engendre´ par les polynoˆmes F ∈ Q[Z] nuls sur X a` un ordre
au moins T , dans le sens suivant :
∀x ∈ X, ∀k ∈ Ng tq |k| ≤ T − 1 : δkxF = 0.
3.2 Coordonne´es affines des points de torsion sur une varie´te´ abe´lienne
Soit p ∈ PA et v/p un ide´al premier de OK tel que Av soit ordinaire. On a le lemme
suivant :
Lemme 3.1 Si x est un point de p-torsion se re´duisant sur 0 modulo w, pour un ide´al
premier w/v dans un corps de de´finition de x, on a :
∀ 1 ≤ i ≤ g : |ti(x)|w ≤ p
−1/p.
Preuve




On peut maintenant de´montrer la proposition qui nous sera utile dans la partie suivante.
Il s’agit de passer d’une proprie´te´ sur les parame`tres a` une proprie´te´ concernant les sections
globales de M sur A. Soit T un entier, α ∈ A et P un point de torsion se re´duisant sur
0 modulo w, ou` w/v est une place d’un corps de de´finition de P et de α. On choisit un
ouvert affine de´fini par la non-annulation d’une coordonne´e projective Yi en P et associe´ a`
des coordonne´es affines :
(y1, · · · , yn).
Soit aussi F une section de M en degre´ quelconque sur A, a` coefficients v-entiers sur la
base de sections sur A en tout degre´ forme´e par restriction a` partir de (Z0, . . . , Zm), par
projective normalite´. On suppose que F est nul en α a` un ordre au moins T :
∀ k ∈ Ng t.q. |k| ≤ T − 1 : δkαF = 0.
On a alors la proposition suivante, ou` τα de´signe la translation par α :
Proposition 3.2 Avec le choix de coordonne´es affines induit sur le plongement e´tire´ par
(y1, . . . , yn), on a :
|F ◦ τα(P )|w ≤ p
−T/p.
Preuve
On commence par remarquer que :
x −→ F (α+ x)
est une fonction rationnelle sur A bien de´finie en 0. En notant A l’anneau des fonctions sur
A, m l’ide´al maximal associe´ a` l’origine et Am le localise´ de A en 0, on a l’injection :
Am →֒ Âm ≃ K[[t1, . . . , tg]],
qui associe a` une fonction re´gulie`re sur un voisinage de 0 son de´veloppement de Taylor en
les parame`tres (t1, . . . , tg).
Soit maintenant k ∈ Ng. Commenc¸ons par de´montrer que δkαF , le terme d’ordre k dans







Les coefficients des formes donnant l’addition sur les coordonne´es projectives sont de norme
w-adique e´gale a` 1 (par choix des premiers). On choisit les coordonne´es projectives :
[1 : y1(P ) : · · · : yn(P )]
pour P (quitte a` permuter) et on peut supposer que les coordonne´es projectives de α sont
w-entie`res (quitte a` multiplier par un entier assez grand). En ite´rant l’addition, on voit
que la multiplication par n’importe quel entier est donne´e sur les coordonne´es projectives
par des polynoˆmes a` coefficients w-entiers. Il suit que sur l’ouvert conside´re´, F ◦ τα est un
polynoˆme a` coefficients w-entiers en les coordonne´es affines :(
y1, . . . , yn
)
.
Enfin, comme les de´rivations δi sur le plongement e´tire´ sont des combinaisons line´aires a`
coefficients entiers des ∂i sur le plongement standard, il suffit de montrer que pour tout
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, k ∈ Ng,
sont w-entie`res. Ceci de´coule du choix des de´rivations dans le lemme 2.4. Les coefficients
apparaissant quand on de´rive les yi sont w-entiers, et comme la base de de´rivations est
alge´brique, les factorielles dans les de´rive´es divise´es disparaissent pour les polynoˆmes.
On a donc de´montre´ que les coefficients δkαF du de´veloppement de Taylor de F en α sont
w-entiers. Cette se´rie de Taylor converge (pour la norme w-adique) sur la “boule unite´” :{
x, sup1≤i≤n{ |ti(x)|w} < 1
}
.
Comme P est un point de p-torsion se re´duisant sur 0 modulo w, la se´rie de Taylor conside´re´e
converge donc en P (et en particulier par le lemme 3.1). On a donc, dans une comple´tion
w-adique :
F (α+ P ) =
∑
k
δkα (F ) · t(P )
k.
Puisque F est nulle a` l’ordre T en α, la proposition suit du lemme 3.1, de la w-inte´grite´ des
coefficients de cette se´rie formelle, et de l’ine´galite´ ultrame´trique.
✷
4 Section nulle sur une re´union de translate´s de la varie´te´
Suivant la strate´gie de [Amo07], on utilise la proprie´te´ p-adique de´montre´e dans le
paragraphe pre´ce´dent de fac¸on “e´quivariante”, dans le but de comparer deux fonctions de
Hilbert, celle d’un ferme´ X avec multiplicite´ T , et celle du translate´ deX par un sous-groupe
de torsion sans multiplicite´. Cette me´thode donne directement l’existence d’une section nulle
sur des translate´s de V , alors que la pre´ce´dente (voir [AD03]) commence par trouver une
section nulle sur V avec forte multiplicite´ avant d’extrapoler aux translate´s. Cette approche
plus “intrinse`que” simplifie la preuve de la fac¸on suivante (ces trois points e´tant lie´s) :
– on peut se contenter de conside´rer les points de p-torsion pour un seul premier p ;
– on n’est plus oblige´ d’ite´rer “l’extrapolation” en translatant plusieurs fois par des
groupes de torsion ;
– on utilise un lemme de ze´ros plus simple.
4.1 Le choix des parame`tres
Soit X un ferme´ de Zariski de A d’indice d’obstruction ω(X). On introduit un certain
nombre de parame`tres de´pendant de ω(X) et de A. On rappelle qu’on a introduit en 2.1 une
constante C0 ne de´pendant que de A, grande devant toutes les constantes (ne de´pendant
que de A) du proble`me. Soit ∆ un parame`tre ve´rifiant l’ine´galite´ suivante :
∆ ≥ C0log(3ω(X)).
Ce parame`tre permettra souvent de simplifier les calculs en e´liminant les constantes dans
les termes ayant une de´pendance logarithmique en ω(X).
On choisit d’abord p ∈ PA ayant une de´pendance d’ordre logarithmique en ω(X) dans
le sens suivant :
log(p) ≤ c4log(∆),
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ou` on a pose´ : c4 := (5g(g + 1))
g+1, cette constante ne de´pendant que de A. Soit v/p un
ide´al de OK de bonne re´duction ordinaire (un tel ide´al existe, par de´finition de PA).






On poursuit avec l’entier T de´finissant la multiplicite´. L’argument p-adique qu’on va
utiliser impose que T soit plus grand que ∆plog(p) , et l’ajustement des parame`tres (pour com-
parer les fonctions de Hilbert, puis pour le lemme de ze´ros) force que T soit en fait de l’ordre





La comparaison des “fonctions de Hilbert” fait intervenir le parame`tre L et impose
que celui-ci soit assez petit (de l’ordre d’une constante). Le choisir assez grand permet de
prendre M2 plus petit (puisque c’est le produit LM2 qui intervient typiquement dans la




Remarquons que le contexte du plongement e´tire´ “de´cale” les parame`tres : le choix de
l’entier L du cas torique correspond grosso modo a` M2 dans le cas abe´lien.
Cet entier M doit eˆtre assez grand pour que la comparaison des “fonctions de Hilbert”
conside´re´es donne l’existence d’une section non-nulle (majoration de l’“exposant de Diri-
chlet” selon la terminologie diophantienne, voir par exemple [DH00], 5.3). On doit ensuite le
prendre assez petit pour obtenir une bonne majoration du degre´ d’un “ferme´ obstructeur”







L’ine´galite´ (1) permet alors que la hauteur des petits points de X dans le plongement
e´tire´ soit borne´e, ce qui suffit puisqu’on travaille avec la hauteur projective, dont la diffe´rence
a` la hauteur de Ne´ron-Tate est borne´e par une constante.
Remarque On pourrait aussi choisir une strate´gie le´ge`rement diffe´rente, et construire une
section deM sur A×A non-nulle sur X+Ker[p]∗ (ce qui est fait par exemple dans [DH00]).
Avec un autre choix de parame`tres, en particulier L tre`s proche deM2, on montrerait qu’une
telle section est non-nulle sur l’image de A par le plongement e´tire´, et que la dimension de
l’espace des sections sur A × A est correctement minore´e. Cette me´thode donne ici des
re´sultats comparables.
4.2 Comparaison de “fonctions de Hilbert”
On rappelle qu’on a fixe´ une base Z := (Z0, . . . , Zm) de sections de M sur A × A
(voir 2.3). L’image par le plongement e´tire´ du ferme´ X est de´finie par un ide´al homoge`ne
B ⊂ Q[Z]. On pose :
Ker[p]∗ := π−1v (0),
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ou` πv est la re´duction :
πv : A −→ Av.
On note aussi pour simplifier :
X ′ := X +Ker[p]∗,
et l’image de ce ferme´ par le plongement e´tire´ est de´finie par un ide´al homoge`ne B′.
Les morphismes de restriction a` des ferme´s X inclus dans A n’e´tant pas ne´cessairement
surjectifs, on est amene´ a` poser la de´finition suivante :
De´finition 4.1 Si I est un ide´al de´finissant un sous-sche´ma de φM (A) (non ne´cessairement








f −→ [f ]I.
Proposition 4.1 On a l’ine´galite´ suivante :
H(B′, L) ≤ 2H(B(T ), L).
Preuve
Soit θ un re´el positif tel qu’on ait :




ceci e´tant possible par (1) et choix de M . On commence par conside´rer l’ensemble :
X(θ) = {x ∈ X, hˆL(x) ≤ θ}.
Cet ensemble est Zariski-dense dans X et l’ensemble X ′(θ) = X(θ) + Ker[p]∗ est Zariski-
dense dans X ′. Pour simplifier les notations, on pose :
h := H(B′, L) et : h′ := H(B′, L)−H(B(T ), L).
On peut de plus supposer que h′ ≥ 1, la proposition e´tant de´ja` de´montre´e sinon. Pour
distinguer un point x ∈ A de son image par le plongement e´tire´, on notera aussi :
xM := φM (x).
Posons :
S := Ker (rB′) ,
et filtrons cet espace vectoriel. Pour tout d ∈ N∗, on de´finit :
Sd :=
{
F ∈ S,∀x ∈ X ′(θ), [K(x) : K] ≤ d : F (xM ) = 0
}
.
Les Sd forment une suite croissante de sous-espaces vectoriels de S. L’espace vectoriel S
e´tant de dimension finie, cette suite est stationnaire a` partir d’un certain rang. On a alors,
pour un entier d0 assez grand :
Sd0 =
{




Comme X ′(θ) est Zariski-dense dans X ′, on a :
S = Sd0 .
Les points de X ′(θ) e´tant de´finis sur une extension de degre´ au plus d0 sont en nombre fini
par le “the´ore`me de Northcott”. On note (xi)1≤i≤i0 ces points. On indexe aussi (Qj)1≤j≤j0 ,
une base de sections de M⊗L sur A (le plongement e´tant projectivement normal, il s’agit
de monoˆmes en les Zj de degre´ L). De plus, pour tout 1 ≤ i ≤ i0, on choisit αi ∈ X(θ) et
Pi ∈ Ker[p]
∗ tels que : xi = αi + Pi.
















Remarquons que ce de´terminant est de´fini dans un espace projectif par plongements de
Segre´ et Ve´ronese, et que son annulation a donc un sens. On peut de plus choisir un ouvert
affine pour chaque xi = αi + Pi et on choisit l’ouvert donne´ par la proposition 3.2 pour
le point Pi dans les calculs qui suivent. La non annulation du de´terminant implique en
particulier que les (Qj)1≤j≤h sont deux-a`-deux distincts et engendrent un espace vectoriel
de dimension h. On conside`re la projection :
π : Vect
(








qui n’est autre que la restriction de rB(T ) a` l’espace de sections conside´re´. Son noyau est





gk,j Qj , k = 1, . . . , h
′,
nulles sur X a` un ordre au moins T . On prend de´sormais K ′ une extension finie de K
sur laquelle X et les coordonne´es des points de Ker[p]∗ sont de´finis, et w/v une place
ultrame´trique de K ′. Quitte a` faire des ope´rations e´le´mentaires sur la matrice (gk,j)k,j, on





et que, pour tout 1 ≤ k ≤ h′ :
|gk,j|w ≤ 1 si j < h− k + 1,
|gk,j|w = 1 si j = h− k + 1.









Gk(x1,M ), . . . , Gk(xh,M )
)
, 1 ≤ k ≤ h′,
en substituant d’abord C1 a` la dernie`re colonne, puis C2 a` l’avant-dernie`re, et ainsi de suite.
Si on note ∆′ le nouveau de´terminant, on a alors :
|∆′|w = |∆|w.
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Les polynoˆmes Gk sont nuls a` un ordre au moins T en tous les points αi,M , pour 1 ≤ i ≤ h
et ils sont a` coefficients w-entiers. On est donc en situation d’utiliser la proposition 3.2 qui
donne, pour 1 ≤ i ≤ h et 1 ≤ k ≤ h′ :
|Gk(xi,M )|w ≤ p
−T
p .
On peut maintenant majorer |∆′|w en de´veloppant successivement le de´terminant selon
les h′ dernie`res colonnes. Sur la i-e`me ligne de chacune des h − h′ premie`res colonnes, on
majore la norme de chaque coefficient par :
max{1, |z1(xi,M )|w, . . . , |zm(xi,M )|w}
L;
ou` les (zi)1≤i≤m sont un syste`me de coordonne´es affines sur un ouvert contenant xi,M . Le
syste`me de coordonne´es de´pend du point, mais on omettra de pre´ciser cette de´pendance
puisque la majoration fera vite apparaˆıtre la hauteur, qui ne de´pend pas du choix des
coordonne´es affines. On trouve finalement, par la formule donnant le de´terminant en fonction







max {1, |z1(xi,M )|w, . . . , |zm(xi,M )|w}
L .
Si w est une autre place de K ′, on se contente d’estimations triviales et, dans le cas ar-




max{1, |z1(xi,M )|w, . . . , |zm(xi,M )|w}
L.
On e´crit maintenant la formule du produit, dans sa version logarithmique, pour le






+ hlog(h) + hL max
1≤i≤h
{hM(xi)}.
On utilise ensuite la comparaison entre hauteur projective et hauteur de Ne´ron-Tate (voir






























pour une constante c6 ne de´pendant que de A (par le the´ore`me de Hilbert-Serre). On en





















la constante C0 e´tant prise suffisamment grande. La proposition est donc entie`rement
de´montre´e, par les de´finitions de h et h′.
✷
4.3 Utilisation du lemme de ze´ros
On montre qu’avec le choix des parame`tres, et la comparaison des fonctions de Hilbert
faite pre´ce´demment, il existe une section nulle sur X ′, le translate´ de X par un sous-groupe
de torsion. Puis a` l’aide d’un lemme de ze´ros classique de Philippon, on en de´duit une
ine´galite´ impliquant le degre´ d’une varie´te´ obstructrice. Cette ine´galite´ ne permet pas de
conclure et on devra recourir a` un argument de descente. A cette fin, on raffine le lemme de
ze´ros avec un principe de tiroirs pour montrer que la varie´te´ obstructrice contient une bonne
proportion de composantes du ferme´ alge´brique d’origine, si celui-ci n’est plus irre´ductible.
Corollaire 4.2 Il existe une section de L sur A en degre´ L(M2+1), non nulle, qui s’annule
sur X ′.
Preuve
On va en fait de´montrer qu’il existe une section de M en degre´ L, non nulle sur A, qui
s’annule sur X ′. Ceci impliquera le corollaire par l’isomorphisme :
M|A ≃ L
⊗(M2+1).
On commence par majorer le membre de droite dans l’ine´galite´ de la proposition 4.1. On
choisit d’abord une hypersurface Z contenant X, re´alisant ω(X) et associe´e a` un ide´al C.
Suivant un calcul de ge´ome´trie diffe´rentielle classique (l’“astuce de Philippon-Waldschmidt”,
voir par exemple [PW88], Lemme 6.7, [DH00], Lemme 5.1 ou [Gal08], Proposition 5.1), on
obtient :
H(B(T ), L) ≤ H(C(T ), L) ≤ TH(C, L).
Par le the´ore`me de Chardin et le lemme 2.2, on a, pour une constante c8 ne de´pendant que
de A :







Par ailleurs, la dimension de l’espace des sections est minore´e de la fac¸on suivante (en
















≤ H(B′, L) ≤ 2H(B(T ), L) ≤ 2c8T (LM
2)g−1ω(X).
Et pour une constante c10 ne de´pendant que de A :
LM2 ≤ c10Tω(X).












ce qui est absurde. Le corollaire est donc entie`rement de´montre´.
✷
Les conditions sont re´unies pour e´crire un lemme de ze´ros, et obtenir le re´sultat suivant
concernant un “ferme´ obstructeur” :
Proposition 4.3 Soit nX le nombre de composantes irre´ductibles de X. Il existe un ferme´










Le corollaire 4.2 donne l’existence d’une section non nulle F de L en degre´ L(M2 + 1)
nulle sur X +Ker[p]∗. Conside´rons l’ensemble alge´brique W de´fini par les e´quations :
F (x+ P ) = 0 , P ∈ Ker[p]∗.





ou` i de´signe la codimension de Wi. De plus, il suit de la de´finition de W que :
∀1 ≤ i ≤ g :Wi =Wi +Ker[p]
∗.
Le ferme´ W contient X, donc chaque composante irre´ductible de X est incluse dans une
composante irre´ductible deW et le principe des tiroirs de Dirichlet nous garantit qu’il existe
i0 tel que Wi0 contient m ≥
nX
g composantes irre´ductibles de X.
Notons Z le ferme´ Wi0 et k
′ sa codimension. Par le lemme 2.3, le ferme´ Z est in-
comple`tement de´fini par des e´quations de degre´ au plus 2L(M2 + 1) (suivant la termino-
logie de [Phi86], de´finition 3.5, qui vaut pour des ferme´s e´ventuellement re´ductibles). La


















Pour finir la de´monstration du the´ore`me 1.5, on va d’abord pre´ciser la proposition
pre´ce´dente, en choisissant un bon nombre premier p. Le re´sultat obtenu avec X = V ne
nous permet pas encore de conclure, car il manque une hypothe`se de coprimalite´ entre la
partie discre`te du stabilisateur du ferme´ obstructeur (qui est une varie´te´ dans ce cas) et le
premier p. On fait donc une descente dont le principe est le suivant : on ite`re la proposition
4.3 avec une suite de ferme´s construits a` partir de V , et l’hypothe`se de coprimalite´ en
de´cale´ ; on obtient l’e´galite´ des dimensions entre deux crans successifs, ce qui permet alors
de ramener l’hypothe`se de coprimalite´ au meˆme niveau et d’obtenir enfin une contradiction.
5.1 Choix du premier et quasi-contradiction
On va d’abord fixer le premier p. Celui-ci doit avoir une de´pendance logarithmique en
ω(X), pour que la minoration du minimum essentiel ait la pre´cision espe´re´e ; on a d’ailleurs
eu besoin de faire cette hypothe`se “raisonnable” dans le paragraphe 4.1. Dans la descente,
on construira des suites de premiers de plus en plus petits et suffisamment espace´s. On
commence par de´finir deux nouveaux parame`tres utiles dans la mise en place de la descente,
un re´el positif ρ qui permet de quantifier le choix de p, et un entier strictement positif R qui
sert a` fixer l’hypothe`se de coprimalite´ dont nous aurons besoin. On fait donc les hypothe`ses














Soit nX le nombre de composantes irre´ductibles de X et mX := [nx/g]. On obtient la
“quasi contradiction” :
Proposition 5.1 On suppose que X n’est pas incluse dans le translate´ d’une sous-varie´te´
abe´lienne et que son minimum essentiel est majore´ de la fac¸on suivante :




Alors il existe un premier p strictement positif et un ferme´ de Zariski Z, de codimension
k′, contenant au moins mX composantes de X, tels que :
– L’entier p est premier avec R et :
∆ρ
2
≤ p ≤ ∆ρ.







Il s’agit essentiellement de de´montrer qu’il existe un premier p ∈ PA premier a` R et
ve´rifiant les ine´galite´s annonce´es. Notons n∆ le nombre de premiers pde PA ve´rifiant :
∆ρ/2 ≤ p ≤ ∆ρ,
et nR le nombre de premiers de Z divisant R. Les premiers de PA sont en densite´ c12 > 0
fixe´e avec A, et comme ∆ ≥ C0, quitte a` prendre cette constante assez grande, le the´ore`me















On trouve donc :















car ρ ≥ 2, et avec C0 assez grande. Pour la meˆme raison et comme c12 > 0, on a finalement :
n∆ − nR ≥ 1.
L’existence d’un premier p ∈ PA ve´rifiant l’encadrement prescrit et ne divisant pas R est
donc acquise.
Pour appliquer la proposition pre´ce´dente, il reste a` voir que l’hypothe`se faite ici sur le
minimum essentiel est plus restrictive que (1). La majoration de p donne :










On peut donc appliquer la proposition 4.3, qui donne l’existence du ferme´ Z ve´rifiant les
proprie´te´s annonce´es.
✷
Remarque Expliquons pourquoi cette proposition donne presque la contradiction attendue.
Posons X = V et supposons de plus que V n’est pas inclus dans le translate´ d’une sous-
varie´te´ abe´lienne propre de A. Le ferme´ Z donne´ par la proposition est alors irre´ductible.
Supposons qu’on puisse imposer :
p ∤ [Stab(Z) : Stab(Z)0],
ou` Stab(Z) de´signe le stabilisateur de Z, et Stab(Z)0 la composante connexe de Stab(Z)









et seule la composante neutre du stabilisateur interviendrait au de´nominateur. De plus, la
varie´te´ Z, contenant V , n’est pas incluse dans un translate´ de sous-varie´te´ abe´lienne, ce qui
entraˆıne :
|Ker[p]∗ ∩ Stab(Z)| ≤ pdim(Stab(Z)
0) ≤ pg−k
′−1






Une contradiction suivrait imme´diatement en prenant ρ = 3k, et en utilisant le the´ore`me




pour c13 ne de´pendant que de A. On obtiendrait :








pour une constante C(A) ne de´pendant que de A.
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5.2 Descente en codimension ge´ne´rale
La construction pre´ce´dente ne permet pas de conclure, et on est amene´ a` ite´rer, au plus
k fois, la dernie`re proposition. Cet argument de descente a de´ja e´te´ utilise´ par Amoroso et
David dans [AD99] et dans [AD03]. Il est ici complique´ par l’absence d’isoge´nies relevant le
Frobenius en caracte´ristique nulle, qui rend la preuve bien plus simple dans le cas torique.
Son absence pousse a` le “reconstituer combinatoirement” en travaillant avec des re´unions de
tranlate´s, et ceci explique qu’on ait e´crit la partie diophantienne avec des ferme´s de Zariski
au lieu de varie´te´s.
On va donc ite´rer la construction du ferme´ Z donne´ par la proposition 5.1 (et en de´duire
l’existence d’une bonne varie´te´), en faisant a` chaque e´tape une hypothe`se de coprimalite´
entre l’entier p et le stabilisateur du ferme´ construit au cran pre´ce´dent. On pourra de
plus imposer un “emboˆıtement” entre ces varie´te´s et on de´montrera qu’il existe une suite
de varie´te´s ainsi construites associe´e a` une suite de dimensions qui n’est pas strictement
croissante. La comparaison des degre´s, avec l’hypothe`se de coprimalite´, permettra cette
fois-ci de conclure.
Commenc¸ons par pre´ciser les parame`tres propres a` la descente. Posons :









∆(V ) = C20 log((3degL(V )).
On fixe une varie´te´ V qui n’est pas incluse dans un translate´ de sous-varie´te´ abe´lienne
propre de A. On va ite´rer la proposition 5.1 au plus k fois, en employant le parame`tre ρi a`
la i-e`me e´tape. Le parame`tre Pi permettra d’encadrer le premier pi construit. On remarque
que le choix des ρi et de ∆ est cohe´rent avec les hypothe`ses faites au de´but de 5.1.
Il nous faut un nouvel indice d’obstruction pour traiter la perte de composantes dans le
lemme de ze´ros (dont on a garde´ une proportion d’au moins 1g par un principe de tiroirs). Si
Σ est un sous-ensemble fini de A et V une sous-varie´te´ de A, on commence donc par noter :
αV (Σ) := nombre de composantes distinctes de V + Σ.
De´finition 5.1 On de´finit l’indice d’obstruction de V relativement a` un sous-ensemble fini
Σ de A :
ω(V,Σ) := inf
Λ ⊂ Σ,Λ 6= ∅







ou` Z n’est pas ne´cessairement irre´ductible.
Cette de´finition permet de prendre en compte la perte de translate´s de V en compensant
cette perte par une chute du degre´ de la varie´te´ obstructrice correspondante.
On construit des suites de varie´te´s ayant les proprie´te´s suivantes :
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De´finition 5.2 Soit W(V ) l’ensemble des quadruplets (s,p,Σ,W) ou` s est un entier tel
que 1 ≤ s ≤ k, p = (p1, . . . ps) est un s-uplet de nombres premiers tels que :
∀ 1 ≤ i ≤ s :
Pi
2
≤ pi ≤ Pi,
l’ensemble Σ = (Σ1, . . . ,Σs) est un s-uplet de sous-ensembles finis de A etW = (W0, . . . ,Ws)
est un (s+ 1)-uplet de sous-varie´te´s propres et irre´ductibles de A avec V =W0, et les pro-
prie´te´s :
– pour tout 1 ≤ i ≤ s, l’entier pi est premier avec [Stab(Wi−1) : Stab(Wi−1)
0] ; Σi est
un ensemble non vide tel que :
Wi−1 +Σ
i ⊂Wi;
– on pose V0 = V et pour tout 1 ≤ i ≤ s, on de´finit :
Vi := V +Σ
1 + · · ·+Σi et Λi := Ker[pi]
∗.











– on a la “relation de re´currence” entre indices d’obstruction, pour tout 1 ≤ i ≤ s et
Γi ⊂ Λi :
ω(V,Σ1 + · · · +Σi−1 + Γi) ≤ ∆3piω(Vi−1).
Remarque Au sujet du dernier point, on convient que si i = 1 :
Σ1 + · · ·+Σi−1 + Γi = Γi.
On utilisera le lemme suivant, qui compare grossie`rement deux indices d’obstruction
successifs :





Soit Z une hypersurface, pas ne´cessairement irre´ductible, contenant Vi−1 et re´alisant
ω(Vi−1). On a :
Vi ⊂ Z + Λ
i;
et le lemme suit d’une majoration grossie`re de deg(Z + Λi).
✷
Notons :
W0(V ) = {(s,p,Σ,W) ∈ W(V ),dim(W0) < · · · < dim(Ws)}.
Si on trouve un quadruplet (s,p,Σ,W) ∈ W \W0, la comparaison des degre´s aux varie´te´s
de meˆme dimension permet de trouver une contradiction :
Proposition 5.3 On a l’e´galite´ : W0(V ) =W(V ).
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Preuve
Supposons par l’absurde qu’il existe (s,p,Σ,W) ∈ W(V )\W0(V ). On peut donc trouver
1 ≤ i ≤ s tel que :
dim(Wi−1) = dim(Wi) et : Wi−1 +Σ
i ⊂Wi.
On observe d’abord que pour tout 0 ≤ j ≤ s, Wj contient un translate´ de V . Comme V
n’est inclus dans aucun translate´ d’une sous-varie´te´ abe´lienne propre, il en va donc de meˆme
pour Wj.
Par irre´ductibilite´ de Wi, on observe que αWi−1(Σ
i) = 1. De plus, l’entier pi est premier
avec [Stab(Wi−1) : Stab(Wi−1)
0], la varie´te´ Wi−1 n’est pas un translate´ de sous-varie´te´










6(Pi+1 · · ·Pk)
g.




6(Pi+1 . . . Pk)
g ≤ 2∆u,
avec, en remarquant que les ρi sont une suite ge´ome´trique et g ≥ 2 :
ku = −ρi + 6k + kg(ρi+1 + · · ·+ ρk)
≤ −ρi + 5kgρi+1
≤ −5(k + 1)gρi+1 + 5kgρi+1 < 0.
Une re´currence imme´diate montre aussi que :
Vi−1 ⊂Wi−1.
Puisque l’indice d’obstruction avec poids est non nul, on en de´duit une contradiction.
✷
5.3 Un dernier argument ge´ome´trique
Dans le paragraphe pre´ce´dent, on avait seulement besoin de savoir que V n’est pas incluse
dans un translate´ de sous-varie´te´ abe´lienne. On rajoute maintenant l’hypothe`se suivante,
concernant son minimum essentiel :




La preuve du the´ore`me 1.5 sera quasiment acheve´e si on re´ussit a` de´montrer la ne´gation de
la proposition 5.3, a` savoir :
Proposition 5.4 On a : W0(V ) 6=W(V ).
Pour y arriver, on a besoin de quelques pre´liminaires. A un e´le´ment (s,p,Σ,W) de W, on
peut associer la suite de longueur s + 1, croissante, des dimensions des Wi. On commence
par construire un ordre total sur ces suites. Soient v = (vi)0≤i≤s et v
′ = (v′i)0≤i≤s′ deux
suites croissantes d’entiers positifs.
23
De´finition 5.3 On dit que v  v′ si (vi)0≤i≤min{s,s′} < (v
′
i)0≤i≤min{s,s′} pour l’ordre lexico-
graphique ou, en cas d’e´galite´, si s ≥ s′.
Remarque Si une suite est la tronque´e d’une autre suite, elle est plus grande selon cet
ordre (il y a un renversement des ine´galite´s).
On va de´montrer la proposition 5.4 par un argument de descente. On prendra un e´le´ment
(s,p,Σ,W) ∈ W0(V ) associe´ a` une suite minimale, et on construira un nouvel e´le´ment
(s′,p′,Σ′,W′) dans W(V ), associe´ a` une suite strictement infe´rieure. On sera alors assure´
que (s′,p′,Σ′,W′) est dans W(V ) \W0(V ).
Comme il n’y a qu’un nombre fini de suites de k + 1 entiers compris entre 0 et k, les
suites croissantes de dimensions associe´es aux e´le´ments de W0(V ) sont en nombre fini. De
plus :
Lemme 5.5 On a :
W0(V ) 6= ∅.
Preuve
Compte tenu de la proposition 5.3, on peut se contenter de trouver un e´le´ment dans
W(V ). On remarque d’abord (voir [AD99], 2 qui se transpose litte´ralement au cas abe´lien) :
log
(











La proce´dure diophantienne (proposition 5.1) avec X = V et R = [Stab(V ) : Stab(V )0]
donne l’existence d’un entier p1 tel que :
P1
2
≤ p1 ≤ P1,
et d’un ferme´ W1 contenant W0 + Λ




De plus, le premier p1 est premier a` [Stab(W0) : Stab(W0)
0] par construction.
La relation de re´currence entre indices d’obstruction, pour tout Γ1 ⊂ Λ1, vient en
extrayant une hypersurface Z1 contenant W1 par le the´ore`me de Chardin (voir [Cha88], 2,
Corollaire 2) :
ω(V,Γ1) ≤ degL(Z1) ≤ p1∆
3ω(V ).
La constante de comparaison entre les degre´s dans le the´ore`me de Chardin est e´limine´e en
remplac¸ant ∆2 par ∆3.
✷
On peut donc choisir une suite minimale pour l’ordre , associe´e a` un quadruplet
(s,p,Σ,W). Le lemme technique suivant montre comment construire l’e´le´ment (s′,p′,Σ′,W′)
en utilisant le the´ore`me de Be´zout. Il restera ensuite a` prouver que ce quadruplet est encore
dans W(V ).
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Lemme 5.6 Il existe un entier Ps+12 ≤ ps+1 ≤ Ps+1 premier avec [Stab(Ws) : Stab(Ws)
0],




et une sous-varie´te´ Zs′ propre et

















et telle qu’on ait l’inclusion :
Ws′−1 + Σ˜
s′ ⊂ Zs′ ,
avec :
codim(Zs′) = codim(Ws′) + 1,
en posant les conventions : codim(Ws+1) = 0, degL(Ws+1) = 1 et Σ
s+1 = Λs+1.
Remarque Avec la de´finition de l’ordre ≺, on vient bien de construire une suite de dimen-
sions “plus petite” :(








On va utiliser la proposition 5.1 avec :







1 + · · ·+Σs,





On choisit alors :
X = V +Σ.
Le ferme´ X e´tant re´union d’un nombre fini de translate´s de V par des points de hauteur
nulle, on a :
µˆessL (X) = µˆ
ess
L (V ).
De plus, le lemme 5.2 ite´re´ donne :
ω(X) ≤ ω(Vs) ≤ p
g
1 · · · p
g
sω(V ) ≤ P
g
1 · · ·P
g
s ω(V ).
Il en re´sulte :
ω(X)µˆessL (X) ≤ P
g








u = − (5g(k + 1))k+1 + g(ρ1 + · · · + ρs)
≤ − (5g(k + 1))k+1 + g(ρ1 + · · · + ρs+1)− ρs+1
≤ ρ1 (2g − 5g(k + 1))− ρs+1
< −1− ρs+1.
L’hypothe`se de la proposition 5.1 est donc ve´rifie´e avec ρ = ρs+1. De plus :
C0log(3ω(X)) ≤ C0
(
glogP1 + · · · + glogPs + log(3ω(V ))
)
≤ ∆(V ).
On majore ensuite log(R), en remarquant que :




+ log(P1) + · · ·+ log(Ps),
puis de la meˆme fac¸on que dans la preuve du lemme 5.5 :























La proposition 5.1 donne donc l’existence d’un entier :
Ps+1
2
≤ ps+1 ≤ Ps+1,
strictement positif, d’un ferme´ de Zariski Z, de codimension k′ et contenant au moins [αV (Σ)g ]






De plus, le re´sultat d’interpolation de Chardin (voir [Cha88], 2, Corollaire 2) permet d’ex-
traire une hypersurface non ne´cessairement irre´ductible Z˜ contenant Z + Λs+1 telle que,







On peut maintenant de´montrer l’ine´galite´ entre les indices d’obstruction au “cran s+1”.
Remarquons que si Γs+1 est un sous-ensemble quelconque de Λs+1, on a :
ω(V,Σ0 + Γ
s+1) ≤ 2g
αV (Σ0 + Γ
s+1)







On a fait apparaˆıtre les facteurs αV (Γ
s+1) en remarquant que les points de Γs+1 sont d’ordre
premier aux ordres des points de Σi, pour tout 1 ≤ i ≤ s. On utilise alors les proprie´te´s
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fines des nouveaux indices d’obstruction, et la de´finition de Σ, qui garantit l’existence d’une
hypersurface Z contenant V +Σ telle que :







On en de´duit l’ine´galite´ suivante :
ω(V,Σ0 + Γ
s+1) ≤ ∆3ps+1ω(V +Σ0). (3)
Premier cas. L’hypersurface Z˜ contientWs+Λ
s+1. On prend une composante irre´ductible
Zs+1 de Z˜ “au-dessus de la moyenne” dans le sens suivant. Il existe Σ˜
s+1 un sous-ensemble












Si on note Z˜ =
⋃
β Zβ la de´composition de Z˜ en composantes irre´ductibles et si Σ
(β) est










et l’existence de Zs+1 ve´rifiant (4) suit. L’ine´galite´ du lemme est alors de´montre´e avec












Remarquons que translater Z˜ ne change rien a` son degre´. Soit s′ le plus grand entier ≤ s
tel qu’il existe un ensemble Γs
′














et tel que cette proprie´te´ soit ve´rifie´e pour tout entier ≤ s′. Comme V =W0, la construction
de Z˜ garantit que s′ ≥ 1 (la perte de composantes au premier cran ne peut eˆtre plus grande
que la perte totale).
Cette clause technique tient au fait que la varie´te´ obstructrice dans le lemme de ze´ros
ne contient pas ne´cessairement toutes les composantes de V + Σ0, mais une proportion
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importante par un principe de tiroirs. On a donc introduit le sous-ensemble Σ de Σ0 qu’on
ne controˆle pas et (5) montre que la perte de composantes dans la descente est limite´e. Elle
sera compense´e par les proprie´te´s des indices d’obstruction en jeu.
Au cran suivant, on observe en particulier que :
Ws′ +Σ
s′+1 * Z˜,
et on peut supposer sans perte de ge´ne´ralite´ que :
Ws′ * Z˜.




ve´rifiant (5). Les deux ferme´s Ws′
et Z˜ contiennent alors Ws′−1 +Γ
s′ (voir la de´finition 1.8). Leur intersection Ws′ ∩ Z˜ est un
ferme´ e´quidimensionnel de dimension dim(Ws′)− 1 et contient encore le ferme´ Ws′−1+Γ
s′ .
De plus, son degre´ est majore´ par le the´ore`me de Be´zout (quitte a` sommer les degre´s sur






On choisit alors, comme dans le premier cas, une composante irre´ductible Zs′ de cette




s′ ⊂ Zs′ ,































De plus, soit Z contenant un certain V + Λ et re´alisant ω(V,Σ1 + · · · + Σs
′
). On a alors,






s′+1 · · · p
g
sω(V,Σ
1 + · · ·+Σs
′
).
Il reste enfin a` utiliser la relation de re´currence de la de´finition 5.2 :
ω(V,Σ1 + · · ·+Σs
′
) ≤ ∆3ps′ω(Vs′−1).


















✷La proposition 5.4 sera entie`rement prouve´e si on parvient a` de´montrer que la nouvelle
suite (s′, l′,Σ′,W′) construite dans le lemme pre´ce´dent est dans W(V ) :
Lemme 5.7 La suite (s′, l′,Σ′,W′) est dans W(V ).
Preuve
Rappelons que la nouvelle suite est de´finie par :





W′ = (W0, . . . ,Ws′−1, Zs′).
Le premier point est toujours ve´rifie´ par construction.






























puisque dans ce cas : codim(Zs′) = codim(Ws′) + 1. Si s
′ = s+ 1, la majoration du lemme
5.6 donne directement le re´sultat.
Enfin, la “relation de re´currence” entre indices d’obstruction est trivialement re´alise´e
pour i 6= s′ ; pour i = s′ = s + 1, c’est l’ine´galite´ (3) ; et pour i = s′ et s′ 6= s + 1, il n’y a
rien a` montrer.
✷
Preuve (du the´ore`me 1.5)
On peut maintenant de´montrer le the´ore`me 1.5. Soit V une sous-varie´te´ propre de A
qui n’est pas incluse dans un translate´ de sous-varie´te´ abe´lienne de A. Par les propositions
5.3 et 5.4, la varie´te´ V contredit l’ine´galite´ suivante :




avec ∆ = C20 log(3degL(V )). On en de´duit :
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