Weighted L p for p ∈ 1, ∞ and weak-type endpoint estimates with general weights are established for commutators of the Hardy-Littlewood maximal operator with BMO symbols on spaces of homogeneous type. As an application, a weighted weak-type endpoint estimate is proved for maximal operators associated with commutators of singular integral operators with BMO symbols on spaces of homogeneous type. All results with no weight on spaces of homogeneous type are also new.
Introduction
We will be working on a space of homogeneous type. Let X be a set endowed with a positive Borel regular measure μ and a symmetric quasimetric d satisfying that there exists a constant κ ≥ 1 such that for all x, y, z ∈ X, d x, y ≤ κ d x, z d z, y . The triple X, d, μ is said to be a space of homogeneous type in the sense of Coifman and Weiss 1 if μ satisfies the following doubling condition: there exists a constant C ≥ 1 such that for all x ∈ X and r > 0, μ B x, 2r ≤ Cμ B x, r . for all x ∈ X. For the case that X, d, μ is the Euclidean space, García-Cuerva et al. 3 proved that M b,k is bounded on L p R n for any p ∈ 1, ∞ , and Alphonse 4 proved that M b,1 enjoys a weak-type L log L estimate, that is, there exists a positive constant C, depending on b BMO R n , such that for all suitable functions f,
Li et al. 5 established a weighted estimate with any general weight for M b,1 in R n . As it was shown in 3-5 for the setting of Euclidean spaces, the operator M b,k plays an important role in the study of commutators of singular integral operators with BMO symbols. In this paper, we establish weighted estimates with general weights for M b,k in spaces of homogeneous type. To state our results, we first give some notation.
Let E be a measurable set with μ E < ∞. For any fixed p ∈ 1, ∞ , δ > 0, and suitable function f, set
, where the supremum is taken over all balls containing x. In the following,
For Euclidean spaces, Lemma 2.3 a is just Corollary 1.8 in 10 and Lemma 2.3 b is included in the proof of Theorem 2 in 11 together with 4.11 in 12 . For spaces of homogeneous type, Lemma 2.3 a is a simple corollary of Theorem 1.4 in 13 . On the other hand, by Theorem 1.4 in 13 , and the estimate that for all weights w, M L log L k w ≈ M k 1 w see 12 , we can prove Lemma 2.3 b by the ideas used in 11, page 751 . For details, see 6 .
By a similar argument that was used in the proof of Theorem 2.1 in 14 , we can verify the existence of the following approximation of the identity of order γ with bounded support on X. We omit the details here.
For any x ∈ X and r > 0, set V r x μ B x, r . 
For any > 0 and x, y ∈ X, let
2.5
Obviously, S satisfies i through v of Lemma 2.4 with 2 −k replaced by . From iii and iv of Lemma 2.4, it follows that there exist constants C ∈ 0, min{ C/κ, 1/κ, C 0 −2/γ } and C > 1 such that for all > 0 and all x, y ∈ X satisfying d x, y < C ,
For a positive integer k and a function b ∈ BMO X , let M b,k be the operator defined by
X and x ∈ X, where for > 0,
If k 0, we denote M b,k and M ;b,k simply by M and M , respectively. From i of Lemma 2.4 together with 1.1 , it follows that S x, y
2.9
On the other hand, for each fixed > 0, by 2.6 and V C x ∼V x , we have
2.10
By the definition of M b,k , we further obtain
For the sharp function estimate of M b,k , we have the following estimate. X and all x ∈ X,
Proof. By i , ii , and iii of Lemma 2.4, we obtain that for all x, y ∈ X,
and that for all > 0 and all x, y, y ∈ X with d x, y ≥ 2κd y, y ,
2.14 To verify 2.12 , by homogeneity, we may assume that
X , x ∈ X, and balls B containing x, it suffices to prove that
We consider the following three cases.
Where and in what follows C 1 κ 4κ 1 . In this case, we have that for all x ∈ X,
The Kolmogorov inequality see 15, page 102 , along with the fact that M and so M is bounded from L 1 X to L 1,∞ X and the inequality 1.22 gives us that
where the last inequality follows from the John-Nirenberg inequality, which states that for any ball Q,
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On the other hand, if 0 < q < s < 1, an application of Hölder's inequality implies that
2.19
We then get 2.15 .
With the aid of the formula
where C j k is the constant from Newton's formula, we have
Thus for any y ∈ B,
2.23
As in Case 1, we have that
2.24
Guoen Hu et al.
9
As for III y , by 2.14 and 1.22 , it is easy to get
where the last inequality follows from 2.18 and 
With the ball B replaced by B in Case 2, we also obtain the result that for any y ∈ B ,
which completes the proof of Lemma 2.5.
Lemma 2.6. Let α, β ∈ 0, ∞ . There exists a positive constant C, depending only on α and β, such that for all weights w,
For Euclidean spaces, a generalization of Lemma 2.6 was proved in 16 . For spaces of homogeneous type, by a standard argument involving a covering lemma in 17, page 138 , we have that for any λ > 0 and suitable function f,
Using this, Lemma 2.6 can be proved by applying the ideas used in 16 . For details, see 6, Lemma 7 .
Proof of Theorem 1.1. We assume again that b BMO X 1. At first, we claim that when μ X ∞, for all λ > 0 and
It then follows that for p ∈ 1, ∞ ,
2.31
This, together with the estimate that
leads to our claim. By 2.11 , to prove Theorem 1.1, it suffices to prove that for all weights w,
2.33
We proceed our proof by an inductive argument on k. When k 0, 2.33 is implied by the fact that Mw x ≤ M L log L δ w x for all x ∈ X and the following known inequality:
2.34
See 18, pages 150-151 , for a proof of the last inequality when X R n . The same ideas also work for X. Now we assume that k is a positive integer and 2.33 holds for any integer l with 0 ≤ l ≤ k − 1. Then M b,l 0 ≤ l ≤ k − 1 can extend to a bounded operator on L p X for p ∈ 1, ∞ and so for any λ > 0 and σ ∈ 0, 1 ,
2.35
We now prove 2.33 . To begin with, we prove that for any given q ∈ 0, 1 and k ∈ N, and for all weights h and all f ∈ L
2.36
We first consider the case that μ X ∞. Choose r 1 , . . . , r k−1 , r k such that 0 < q r 0 < r 1 < · · · < r k−1 < r k < 1. By Lemma 2.5, we obtain that for any 1 ≤ m ≤ k − 1 and any weight h,
2.37
Therefore, applying Lemmas 2.1 and 2.2, and the estimate 2.35 , we have
which leads to
X M # r j M b,m f x q h x dμ x m−1 l 0 X M # r j 1 M b,l f x q Mh x dμ x X M L log L m f x q h x dμ x .
2.39
Repeating the argument above k − 1 times, we then have that for all weights h,
2.40
On the other hand, notice that for all x ∈ X, M
2 f x , and that, by 2.12 and the fact that M 2 f x ∼M L log L f x for all x ∈ X see 12, 4.11 , we then have that for all
2.41
which together with i of Lemma 2.1 gives 2.36 . We turn our attention to 2.36 for the case of μ X < ∞. For all x ∈ X,
Moreover, the Kolmogorov inequality, together with Hölder's inequality, the inequalities 1.22 , and 2.18 , tells us that for any 0 ≤ j ≤ k, r ∈ 0, 1 , and t ∈ r, 1 ,
2.43
Combining the above estimates, we obtain
2.44
Let q, r 1 , r 2 , . . . , r k be as in the case of μ X ∞. Another application of Kolmogorov inequality and the fact that M is bounded from
2.45
As in the case of μ X ∞, by Lemmas 2.1, 2.2, and 2.5, we have that for any q ∈ 0, 1 ,
2.46
Combining the two cases yields 2.36 .
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For any fixed p ∈ 1, ∞ and δ > 0, choose q ∈ 0, 1 and δ 1 > 0 such that kp/q δ 1 < kp δ. This, via a duality argument, 2.36 , and Lemma 2.3, leads to
where in the last inequality we have used Lemma 2.6. This completes the proof of Theorem 1.1.
Proof of Theorem 1.2
We begin with some preliminary lemmas. X and λ > 0,
where k k when k is even and k k 1 when k is odd.
See 18, page 151 for a proof when X R n . The same idea also works for X. By Hölder's inequality, it follows that for all x ∈ X,
and so when k is odd,
3.6
Thus, it suffices to prove 3.3 for the case that k is even. We employ some ideas from 20 , and proceed our proof of 3.3 by an inductive argument. When k 0, 3.3 is implied by the fact that Mw x ≤ M L log L δ w x for all x ∈ X and 3.4 . Now let k be a positive integer. We may assume that M L log L k δ w is finite almost everywhere, otherwise there is nothing to be proved. For any fixed δ > 0, we assume that for any nonnegative integer l with 0 ≤ l ≤ k − 1, there exists a constant C C l,δ such that for all λ > 0,
where and in what follows, l l when l is even and l l 1 when l is odd. If μ X < ∞ and λ ≤ f L 1 X μ X −1 , the inequality 3.3 is trivial. So it remains to consider the case
For each fixed bounded function f with bounded support and λ > f L 1 X μ X −1 , applying Lemma 3.1 to |f| at level λ, we obtain a sequence of balls {B j } j≥1 with pairwise disjoint interiors. As in the proof of Lemma 2.10 in 17 , set 
3.10
Following an argument similar to the case of Euclidean spaces see 18, page 159 , we have that for any γ ≥ 0, there exists a positive constant C, depending only on γ, such that for all
M L log L γ wχ X\Ω y .
3.11
Thus,
3.12
For each fixed δ > 0, choose p 0 ∈ 1, ∞ and δ 1 > 0 such that kp 0 δ 1 < k δ. From the last estimate, 2.11 , Theorem 1.1, and 3.9 , it follows that w x ∈ X \ Ω : M b,k g x > λ/2 λ
3.13
Thus, our proof is now reduced to proving w x ∈ X \ Ω : M
