In this paper, we are concerned with the existence and asymptotic behavior of standing wave solutions ψ(x, t) = e −iλEt of nonlinear Schrödinger equations with electromagnetic fields i 
Introduction
We are concerned with nonlinear Schrödinger equations with an electromagnetic potential We are interested in standing wave solutions, i.e., solutions of type ψ(x, t) = exp(−iλEt)u(x) (1.2) to (1.1) when λ is sufficiently large, where E is a real number and u(x) is a complex-valued function which satisfies
(1.3)
We say that a local complex-valued function u is k-bump, if |u| has exactly k local maxima in R N . In this paper we consider the existence of multi-bump solutions to problem (1.3) . In recent years, much attention has been devoted to the study of the existence for one-bump or multi-bump bound states of (1.3) under the case A(x) ≡ 0. In particular, when f (t) = t p−2 2 ,
for N 3 and 2 < p < +∞ for N = 1, 2, which leads to investigate the positive solutions u : R N → R to the semilinear elliptic equation
Set v(x) = h In [19] , using a Lyapunov-Schmidt reduction, Floer and Weinstein established the existence of a standing wave solutions of (1.4) and W (x) − E is a bounded function having a non-degenerate critical point for sufficiently small h > 0. Moreover they showed that u concentrates near the given non-degenerate critical point of W − E when h tends to 0. Their method and results were later generalized by Oh [22, 23] to the higher-dimensional case and the existence of multi-bump solutions concentrating near several non-degenerate critical points of W − E as h tends to 0 was obtained. For more results, we refer to A. Ambrosetti, A. Malchiodi, S. Secchi [2] , A. Ambrosetti, M. Badiale and S. Cingolani [1] , S. Cingolani and M. Lazzo [11] , S. Cingolani and M. Nolasco [14] , M. Del Pino, P. Felmer [15, 16] . It seems that Byeon and Wang [5, 6] were the first to study energy level and the asymptotic behavior of positive solutions to problem (1.4) under the condition inf x∈R N W (x) = E.
In [7] , D. Cao and E.S. Noussair extended the results of Byeon and Wang [5] and [6] . They showed that if and the zero set of W − E has several isolated connected components Ω 1 , . . . , Ω k such that the interior of Ω i is not empty and ∂Ω i is smooth, then for h > 0 small there exist, for any non-empty subset J ⊂ {1, 2, . . . ,k}, solutions of problem (1.4) concentrating simultaneously at j∈ J Ω j , that is, to obtain solutions u h such that h
w| Ω j is the ground state solution of
(1.5)
In their argument of the main results, the isolation of the ground state solution of (1.5) plays an important role. There are also many works on the following similar nonlinear Schrödinger equations with an electromagnetic potential 6) with A(x) ≡ 0. The first result is due to Esteban and Lions [18] . For h > 0 fixed and for special classes of magnetic fields, they found existence of solutions for (1.9) by solving an appropriate minimization problems for the corresponding energy functional in the case of N = 2 and N = 3.
More recently, K. Kurata [21] , S. Cingolani [9] , S. Cingolani and S. Secchi [12] , D. Cao and Z. Tang [8] have verified the existence of single-bump or multi-bump bound states of (1.6) under the condition
In [13] , S. Cingolani and S. Secchi proved the existence of standing wave solutions for (1.6) on R 3 , they dealt with the physically meaningful case of a constant magnetic field B = (s, 0, 0) having source in the potential A(x) = b/2(−x 2 , x 1 , 0) corresponding to the Lorentz gauge. We refer to T. Bartsch, E.N. Dancer and S. Peng [4] in the case of W (x) − E 0, they obtained the existence of multi-bump semi-classic bound states of (1.6) which concentrate simultaneously at the local minima of W (x) − E under the condition that W (x) − E is non-negative. Moreover, they obtained the asymptotic behavior of the bound states as h sufficiently small. In [10] , S. Cingolani, L. Jeanjean and S. Secchi developed the result obtained in [4] , they obtained the existence result of multi-peak solutions to (1.6) under more general nonlinearities which is nearly optimal. In particular, they dropped the isolatedness condition which required in [4] and they covered the case of nonlinearities, which are not monotone.
In the present paper, we consider the standing waves of (1.3) under the condition inf x∈R N W (x) = E, we assume that the zero set of W − E has several isolated connected components Ω 1 , . . . , Ω k such that the interior of Ω i is not empty and ∂Ω i is smooth. We will obtain the similar results with D. Cao and E.S. Noussair [7] . However, our method has essential difference with the methods used in [7] . We mainly follow the idea of Y. Ding and K. Tanaka [17] to modify the nonlinearity and using the decay flow to obtaining our main results. Let us point out that although the idea was used before for other problems, the adaptation to the procedure to our problem is not trivial at all, since the appearance of electromagnetic potential A(x), we must consider our problem for complex-valued functions and so we need more delicate estimates.
Our paper is organized as follows: In Section 2, we describe our main results (Theorem 2.2). Section 3 is devoted to preliminary results. Section 4 contains the proofs of the main results.
We will use the same C to denote various generic positive constants, and we will use o(1) to denote quantities that tend to 0.
Main results
We set V (x) = W (x) − E and rewrite (1.3) in the following form
Our hypotheses on A(x) and V (x) are:
is non-empty and has smooth boundary and
We write 
the norm induced by the product (.,.) is
.
with the norms
We can easily see that (E, . E ) is a Hilbert space and
We define for open set K ⊂ R N ,
A (K ) be the Hilbert space defined by the closure of C ∞ 0 (K , C) under the scalar product (.,.).
Moreover, we have the following diamagnetic inequality (see [18] for example):
and this fact means that if 
Our assumptions on the nonlinearity f (t) are as follows:
The energy functional associated with (2.1) is defined by
where
f (s) ds. We say that u(x) ∈ E λ is a least energy solution of (2.1) if and only if
For λ large, the potential well Ω = int(V −1 (0)) plays an important role and the following problem
is some kind of limit problem of (2.1) and the solutions are characterized as critical points of
We also say that u ∈ H 0,1
A (Ω) is a least energy solution of (D Ω ) if and only if
For the following connected problem In present paper, we consider problem (2.1) which has essential differences with (2.2) as a results of the potential of (2.1) is critical frequency case.
Our main results are: 
3)
where 2} . Using standard bootstrap argument we can prove that v, w ∈ C 1,α (K , R) with 0 < α < 1.
Preliminaries
From the assumption (V 3 ) on V (x), for j ∈ {1, 2, . . . ,k}, we can find bounded open subset Ω j with smooth boundary such that
In the following, we will prove the positivity of the operator −(∇ + i A(x)) 2 + λV (x) acting on the space E(K ), where K is one of the following sets:
We can define a norm on E(k) by
The following proposition is one of the keys of the our argument. 
Proof. We firstly prove the case K = Ω j for some j ∈ {1, 2, . . . ,k}.
and we denote Ω δ
where C is a positive constant dependent only on the distance d := dist(Ω j , ∂Ω j ). By Poincaré inequality we have
From the definition of ζ , we know that |∇ζ
and by the diamagnetic inequality we have that for λ > 0
Similarly, we have
Thus we have
where the constant C dependent only on d and γ 0 . We choose ν 0 < 1 C , from (3.3) it is easy to see that we can find δ 0 > 0 such that inequality (3.2) holds. Now we come to see the case of K = R N . We choose R > 0 large enough such that
, where B R (0) denotes the ball centered at 0 with radius R. We also define a cut-off function
The following argument is similar the case of K = Ω j and we omit it.
For the case
. . ,k}), the proof is similar with the case of K = R N and we also omit it here and thus we complete the proof of Proposition 3.1. 2
In what follows, we fix non-empty subset J ⊂ {1, 2, . . . ,k} and we set
Now we definef
and g x, s
g(x, s) ds, then it is easy to see that
We define
It is easy to check that Φ λ (u) ∈ C 2 (E, R) and its critical points are solutions of
We 
M(c).
Proof. It follows from (3.7) and (3.8) that
where ε n → 0 as n → ∞. Thus
and
(s) ds. Thus we have
(3.9)
We remark that for t ∈ [a, ∞),
and for t a, by the assumption ( f 3 ) we have that
Thus from (3.9) we obtained that
Hence from (3.2), we have 
Now we prove that u n → u in E λ . First of all, it is easy to check that u is critical point of Φ λ (u),
It follows from (3.7) and (3.8) that
by the definition off (t), we have
We also remark that u n → u strongly in L p (Ω J ) for 2 < p < 2 * , thus by (3.2) and the assumption ( f 2 ), 
(3.12)
Then after extracting a sequence, still denoted by n, we have u n u weakly in E and H
(ii) u n converges to u(x) in a stronger sense, namely
Proof. As the similar proof with Lemma 3.3, we can prove that
Thus (u n ) stays bounded as n → ∞ in E and H 1 A (R N ), we may assume that for some u ∈ E u n u weakly in E and H
Now we come to show (i). Set C m := {x ∈ R N : V (x) 1 m }, for n large, we have
here we use the fact that ϕ λ n indeed does not dependent on λ n . Thus we have
By the definition of g(x, t), we know that for j ∈ J , u(x) satisfies (3.13). For j ∈ {1, 2, . . . ,k} \ J , setting
On the other hand, since Ω j is bounded with smooth boundary, by Remark 2.1 we have that u 
Thus u = 0 in Ω j for j ∈ {1, 2, . . . ,k} \ J and thus we get (i).
For (ii), we know that
On the other hand
As a similar argument in the proof of Proposition 3.1, we obtain that
and thus (ii) is obtained. Now we show (iii). Indeed
This completes the proof of Proposition 3. Proof. We use notation B r (x) = {y ∈ R N : |x − y| < r}. Since u λ ∈ E is a critical point of Φ λ (u), namely u λ satisfies the following equation
By Kato's inequality
there holds
since |u λ | 0 and V (x) 0 we have
we use the subsolution estimate (see Theorem 8.17 in [20] ) to get that there exists a constant C (r) such that for any 1 < q < 2
By Proposition 3.3, for any sequence λ n → ∞ we can extract a subsequence still denote λ n such that
In particular,
Since λ n → ∞ is arbitrary, we have
This completes the proof of Proposition 3.5. 2
Proof of main results
For j ∈ J we consider the following two functionals
By the assumptions ( f 1 )-( f 4 ), one can easily see that both of I Ω j (u) and Φ Ω j (u) have mountain pass geometry. That is,
(ii) There exist ρ 0 > 0 and ρ 1 > 0 independent of λ 0 such that
Here we use the notation:
We define the following minimax values (mountain pass):
It is standard to verify the Palais-Smale condition for I Ω j (u) and Φ λ,Ω j (u) and c j , c λ, j are achieved by critical points. We denote the corresponding critical points by ω j (x) and ω λ, j (x) respectively.
We have the following lemma.
Lemma 4.1.
(ii) c j (c λ, j respectively) is a least energy level for
Proof. From (4.3), it is easy to see that c λ, j ρ 1 . On the other hand, for any u ∈ H 0,1
Thus we have (i). Using the monotonicity of the term f (|u| 2 ) with respect to |u|, the proof of (ii) and (iii) is standard.
Now we show (iv). Using Proposition 3.3, we may extract a subsequence λ n → ∞ such that
is a solution of (3.7) and
By the definition of c j , we have lim sup
Compare with (4.4), we get (iv) and this completes the proof of Lemma 4.1. 2
We choose R 2 such that
Without loss of generality, we assume that J = {1, 2, . . . ,l} (l k). We remark that the project t → t Rω j belongs to Γ j and satisfies max t∈ [0, 1] 
We remark that Γ J = ∅ since γ 0 ∈ Γ J and thus b λ, J is well defined. We denote c J = l j=1 c j , we have the following lemmas. (ii) Φ λ (γ (s 1 , s 2 
Now we come to show (i).
Since γ 0 ∈ Γ J , we have
On the other hand, remarking (4.8), we know that for any γ ∈ Γ J , there exists s γ ∈ [0, 1]
Since F (|u| We use the following notation
We choose 0 < μ < and define
We remark that ω j is the least energy solution of (3.7) and
λ contains all the functions of the following form
We have the following lemma. Proof. We prove it by contradiction. Suppose that there exist λ n → ∞ and
) and Φ λ n (u n ) stays bounded as n → ∞. We may assume that
up to a subsequence. Applying Lemma 3.4, we can extract a subsequence of u n still denote u n such that
(4.14)
Since c J = l j=1 c j and c j is the least energy level for I Ω j (u), thus we have two possibilities:
If (1) occurs, we have
and it follows from (4.12)-(4.14) that u n ∈ D μ λ n for large n which is a contradiction to
If (2) occurs, from (4.12) and (4.13) that
This is also a contradiction to
) and we complete the proof. 2
The following proposition is the key of the proof of our main result. When (2) (1) u(x) ≡ 0 for x ∈ R N \ Ω J .
(2) u(x)| Ω j is a least energy solution of
This completes the proof of Theorem 2.2. 2
