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Fourth order wave equation with damping
Asymptotic proﬁle
Perturbation
We study the initial value problem for some semilinear damped
beam equation. In Takeda and Yoshikawa (submitted for publica-
tion) [9] unique global existence of a decaying solution for the
problem and the smoothing effect of the solution was shown. In
this article we shall give the asymptotic proﬁles of the solution. As
a result, we observe that the decay estimates are optimal. More-
over, considering the higher order expansion of the solution, we
observe more detailed information such as the contribution of the
nonlinear term to the solution as t → ∞.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we study the initial value problem for the following semilinear damped beam equa-
tion
∂2t u + ∂tu + ∂4x u − α∂2x u = ∂x f (∂xu), t > 0, x ∈R, (1.1)
u(0, x) = g0(x), ∂tu(0, x) = g1(x), x ∈R, (1.2)
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α is a positive constant. We assume that the nonlinear function f ∈ C1(R) satisﬁes that for some
p  2 and any small v , v1 and v2 ∈R,
∣∣ f (v)∣∣ C |v|p, ∣∣ f ′(v)∣∣ C |v|p−1,∣∣ f (v1) − f (v2)∣∣ C(|v1|p−1 + |v2|p−1)|v1 − v2|,∣∣ f ′(v1) − f ′(v2)∣∣ C(|v1|p−2 + |v2|p−2)|v1 − v2|, (1.3)
where C is independent of v , v1 and v2.
The typical example is given by
f (v) = −|v|p−1v, p  2.
The lowest exponent 2 for p is needed for the power in (1.3) to be non-negative. The paper is a
sequel to Part I [9]. We refer to the introduction in Part I for the motivations for studying (1.1)–(1.2).
In [9] unique global existence of a solution to (1.1)–(1.2) and the smoothing effect of the solution
were established.
Theorem 1.1. (See [9].) Assume that f satisﬁes the assumption (1.3) for p  2. If the initial data (g0, g1) ∈
W 2,1(R) ∩ H2(R) × L1(R) ∩ L2(R) and
‖g0‖W 2,1(R)∩H2(R) + ‖g1‖L1(R)∩L2(R)
is suﬃciently small, then there exists a unique mild solution u(t) of the initial value problem (1.1)–(1.2) in
C([0,∞); L1(R) ∩ H2(R)) satisfying
∥∥u(t)∥∥L1(R)  C, ∥∥∂2x u(t)∥∥L2(R)  C(1+ t)− 54 , t  0. (1.4)
Moreover, the solution u(t) to (1.1)–(1.2) belongs to C((0,∞);W 2,∞(R)), and the following time decay esti-
mate holds
∥∥u(t)∥∥Lq(R)  C(1+ t)− 12 (1− 1q ), 1 q∞, t  0, (1.5)∥∥∂2x u(t)∥∥Lq(R)  Ct− 12 (1− 1q )−1, 2 q∞, t > 0. (1.6)
According to [5] and [8], the solution of the initial value problem for the linear equation
∂2t u + ∂tu +
(−∂2x )u = 0, t > 0, x ∈R,  ∈N
decays
∥∥u(t)∥∥Lq(R)  C(1+ t)− 12 (1− 1q ), t  0, 1 q∞.
Then the decay rate in (1.5) does not agree with the damped beam equation
∂2t u + ∂tu + ∂4x u = 0, t > 0, x ∈R,
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∂2t u + ∂tu − ∂2x u = 0, t > 0, x ∈R,
which means that the decay property of the solution of (1.1) is mainly dominated by the lower order
term α∂2x u (α > 0). On the other hand, the smoothing effect that u ∈ C((0,∞);W 2,∞(R)) arises from
the dispersive property and never occurs on the solution for damped wave equations under the same
assumptions.
In this paper we obtain several asymptotic proﬁles which give informations about the behavior of
solution to (1.1)–(1.2) as t → ∞. It is well known that asymptotic proﬁles for the semilinear damped
wave equation with sourcing term
∂2t u + ∂tu − ∂2x u = |u|p−1u
are dealt in [3,4,6] (see also [7] and the reference therein). Corresponding to these results, we obtain
the following result which is applied to see that the decay estimates (1.5) and (1.6) are optimal.
Particularly, we note that the estimate (1.8) does not require the extra regularity assumption for the
data by virtue of the smoothing effect obtained in [9].




2 (1− 1q )∥∥u(t) − MGα(t)∥∥Lq(R) → 0, 1 q∞ as t → ∞, (1.7)
t
1
2 (1− 1q )+1∥∥∂2x (u(t) − MGα(t))∥∥Lq(R) → 0, 2 q∞ as t → ∞, (1.8)












From a self-similar property of Gα(t, x) we know ‖Gα(t)‖Lq(R) = Ct−
1
2 (1− 1q ) for a certain con-
stant C . As a result, from (1.7) we see that
∥∥u(t)∥∥Lq(R)  ∥∥Gα(t)∥∥Lq(R) − ∥∥u(t) − MGα(t)∥∥Lq(R)  Ct− 12 (1− 1q ) for t 	 1,
which means that the decay estimate (1.5) is optimal. In the same fashion, from (1.8) we observe that
the decay estimate (1.6) is also optimal.
Our second aim of this paper is to investigate more detailed proﬁles of the global solution as
t → ∞. Under the additional regularity assumptions for the initial data, we obtain the second order
expansion of the solution. Thus we observe the contribution of the nonlinear term to asymptotic
behavior of the solution.
Theorem 1.3 (Asymptotic proﬁle II). In addition to the assumptions in Theorem 1.1, suppose that the initial
data (g0, g1) ∈ (L11(R))2 . Then for any 1 q∞ the mild solution u(t) to (1.1)–(1.2) satisﬁes
t
1
2 (1− 1q )+ 12 ∥∥u(t) − MGα(t) − (M˜ + N)∂xGα(t)∥∥ q → 0 as t → ∞, (1.10)L (R)


















We conclude the introduction by giving notation used in this paper. We denote by ∂y partial
differential operator with respect to a variable y. Let Wk,p(R) be the standard Sobolev space for
k ∈N and 1 p ∞ deﬁned by
Wk,p(R) = {u :R→R; ‖u‖Wk,p(R) = ‖u‖Lp(R) + ‖∂kx u‖Lp(R) < ∞},
and Hk(R) = Wk,2(R). We deﬁne the weighted L1(R) space L11(R) by
L11(R) =
{




We denote the Fourier and the Fourier inverse transforms by F and F−1. We also let û the Fourier
transform of u. We denote the several positive constants by C > 0 without confusions. These constants
may change from line to line.
2. Preliminaries
We call u(t) a mild solution of the initial value problem (1.1)–(1.2) if
u(t) ∈ C([0,∞); L1(R) ∩ H2(R))
and satisﬁes the integral equation:
u(t) = K (g0, g1) +
t∫
0





where K (g0, g1) is deﬁned by
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We deﬁne Mr as the class of the Fourier multiplier for 1 r ∞:
Mr =
{
m :Rn →R, there exists a positive constant Cr < ∞
such that
∥∥F−1[m f̂ ]∥∥Lr(Rn)  Cr‖ f ‖Lr(Rn)},





‖ f ‖Lr(Rn) .
The following lemma is known as the Carleson–Beurling inequality, which is applied to show the
Lr–Lr boundedness of the Fourier multiplier.
Lemma 2.1 (Carleson–Beurling inequality). (See [1].) If m ∈ Hs(Rn) with s > n2 , then m ∈ Mr for all 1 






To compute the decay order of the linear estimates, we make an extensive use of the following
well-known estimates.




|ξ |de−β(1+t)|ξ |2 dξ = C(1+ t)− 12 (1+d).
3. Linear estimates
In this section we introduce several linear estimates. In [9] we proved the following linear esti-
mates which were used to show Theorem 1.1.
Proposition 3.1 (Lq–Lr estimates). (See [9].) For any 1 r  q∞ and t  0 we have
∥∥K0(t)g∥∥Lq(R)  C(1+ t)− 12 ( 1r − 1q )‖g‖W 2,r(R), (3.1)∥∥K1(t)g∥∥Lq(R)  C(1+ t)− 12 ( 1r − 1q )‖g‖Lr(R). (3.2)
Proposition 3.2 (Lq–Lr estimates with second order derivative). (See [9].) For 2  q ∞, 1  r  q ∞
such that 1q + 1q′ = 1 and t > 0, it follows that
3066 H. Takeda, S. Yoshikawa / J. Differential Equations 253 (2012) 3061–3080∥∥∂2x K0(t)g∥∥Lq(R)  C(1+ t)− 12 ( 1r − 1q )−1‖g‖Lr(R) + Ce− t2 t− 12 (1− 2q )‖g‖W 2,q′ (R), (3.3)∥∥∂2x K1(t)g∥∥Lq(R)  C(1+ t)− 12 ( 1r − 1q )−1‖g‖Lr(R) + Ce− t2 t− 12 (1− 2q )‖g‖Lq′ (R). (3.4)
These propositions are obtained by the Fourier splitting method with the help of Lemma 2.1 and
the stationary phase method. Thereafter we use the cut-off functions which will be used in the proofs
to aligned to low-, middle- and high-frequency parts. Let χl , χm and χh ∈ C∞(R) be
χl(ξ) =
{
1, |ξ | ρ2 ,
0, |ξ | ρ, χh(ξ) =
{
1, |ξ | 2R,
0, |ξ | R,
χm(ξ) = 1− χl(ξ) − χh(ξ)
for ρ  1 and R 	 1 which will be determined in each proof. We denote by δ < 1/2 a positive
constant which may change from line to line. We deﬁne the Fourier multiplier m1(t, ξ) corresponding
to the evolution operator K1(t) by
m1(t, ξ) = e− t2 e
it
√





ξ4 + αξ2 − 14
,
and set ζ(α) = −α2 +
√
1+α2
2 (> 0) which is a root of ξ
4 + αξ2 − 1/4 = 0.
We give the asymptotic proﬁle for the linearized equation of (1.1).
Proposition 3.3 (Asymptotic proﬁle for linear part). For 1  r  q ∞ and t > 0, the following estimates
hold







r − 1q )−1‖g‖W 2,r(R), (3.5)
∥∥K1(t)g − etα∂2x g∥∥Lq(R)  Ct− 12 ( 1r − 1q )−1‖g‖Lr(R). (3.6)
Proof. First we decompose the left-hand side of (3.6) into four parts;
∥∥K1(t)g − etα∂2x g∥∥Lq(R)  ∥∥F−1[χl(ξ)(m1(t, ξ) − e−tαξ2 )̂g]∥∥Lq(R)
+ ∥∥F−1[(χm + χh)e−tαξ2 ĝ]∥∥Lq(R)
+ ∥∥K1m(t)g∥∥Lq(R) + ∥∥K1h(t)g∥∥Lq(R)
=: I1(q) + I2(q) + I3(q) + I4(q),










In the proof of Proposition 3.1, we have already shown
I3(q) Ce−δt‖g‖Lr(R), I4(q) Ce−δt‖g‖Lr(R).





r − 1q )e−δt‖g‖Lr(R). (3.7)
We shall show
I1(∞) Ct− 32 ‖g‖L1(R), (3.8)
I1(q) Ct−1‖g‖Lq(R), 1 q∞. (3.9)
It follows from the Hausdorff–Young inequality that
I1(∞)















































4 − ξ4 − αξ2 − 12 )√
1













− ξ4 − αξ2 − αξ2. (3.10)
























4 − ξ4 − αξ2 )2
)
 0.
By the mean value theorem, there exists some θ ∈ (0,1) such that
e−tη(ξ) − 1 = −tη(ξ)e−tθη(ξ),
which gives
∣∣e−tη(ξ) − 1∣∣= tη(ξ)∣∣e−tθη(ξ)∣∣ Ctξ4 (3.11)











∥∥ξ4e−tαξ2∥∥L1(R)  Ct− 32 .






4 − ρ4 − αρ2
. (3.12)




















4 − ξ4 − αξ2 − 12 )√
1




∥∥e−tαξ2ξ2∥∥L1(|ξ |ρ)  Ct− 32 .
Consequently, we arrive at (3.8). Next, we show Lq–Lq estimate (3.9). In the same manner as above,
by using (3.11) and (3.13), we have












∥∥e−tαξ2tξ4∥∥L2(|ξ |ρ) + C∥∥e−tαξ2ξ2∥∥L2(|ξ |ρ) + Ce− t2




















4 − ξ4 − αξ2
}
χl(ξ)






− ξ4 − αξ2
)
2ξ3 + αξ




+ (m1(t, ξ) − e−tαξ2)χ ′l (ξ),
we have





































=: I11 + I12 + I13 + Ce−δt, (3.14)














1− 4( 14 − ξ4 − αξ2)






∥∥e−tαξ2 · tξ4 · ξ∥∥L2(|ξ |ρ) + Ct∥∥e−tαξ2 · ξ2 · ξ∥∥L2(|ξ |ρ)
 Ct2
∥∥ξ5e−tαξ2∥∥L2(|ξ |ρ) + Ct∥∥ξ3e−tαξ2∥∥L2(|ξ |ρ)
 Ct2− 114 + Ct1− 74  Ct− 34 . (3.15)






4−ξ4−αξ2 )  e−tCρ,αξ2 . (3.16)
Then it follows immediately from Lemma 2.2 that
I12  Ct
∥∥e−tCρ,αξ2ξ3∥∥L2(|ξ |ρ)  Ct1− 74 = Ct− 34 (3.17)
and
I13  C
∥∥e−tCρ,αξ2ξ∥∥L2(|ξ |ρ)  Ct− 34 . (3.18)
Combining (3.14)–(3.18) yields
∥∥∂ξ{χl(m1(t, ·) − e−tαξ2)}∥∥L2(R)  Ct− 34 .





m1(t, ·) − e−tαξ2
))
 C
∥∥χl(m1(t, ·) − e−tαξ2)∥∥ 12L2(R)∥∥∂ξ{χl(m1(t, ·) − e−tαξ2)}∥∥ 12L2(R)
 Ct− 54 · 12 · t− 34 · 12 = Ct−1,





r − 1q )−1‖g‖Lr(R).
We have thus proved (3.6).
Next we show (3.5). The proof is quite similar to the one of (3.6), and hence, to avoid the redun-
dancy we only give the outline of the proof. From the same computation as above we see that



























∥∥F−1[(χm + χh)e−tαξ2 ĝ]∥∥Lq(R) + ∥∥K0m(t)g∥∥Lq(R) + ∥∥K0h(t)g∥∥Lq(R).
From (3.7) and the proof of Proposition 3.1, we know that
∥∥F−1[(χm + χh)e−tαξ2 ĝ]∥∥Lq(R)  Ct− 12 ( 1r − 1q )e−δt‖g‖Lr(R),∥∥K0m(t)g∥∥Lq(R)  Ce−δt‖g‖Lr(R), ∥∥K0h(t)g∥∥Lq(R)  Ce−δt‖g‖W 2,r(R).
Thus it suﬃces to calculate the ﬁrst term. By the same procedure of the proof of the estimate for





































































































4 − ξ4 − αξ2
}
,
where η is deﬁned in (3.10). This implies (3.5). 
H. Takeda, S. Yoshikawa / J. Differential Equations 253 (2012) 3061–3080 3071To show the asymptotic proﬁle with the second order derivative in Theorem 1.2, we use the fol-
lowing estimates.















r − 1q )−2‖g‖Lr(R) + Ce− t2 ‖g‖W 2,q′ (R), (3.19)
∥∥∂2x (K1(t)g − etα∂2x g)∥∥Lq(R)  Ct− 12 ( 1r − 1q )−2‖g‖Lr(R) + Ce− t2 ‖g‖Lq′ (R). (3.20)
Proof. In the same manner as Proposition 3.4 we shall show (3.20). We decompose the left-hand side
of (3.20) into four parts;
∥∥∂2x (K1(t)g − etα∂2x g)∥∥Lq(R)

∥∥F−1[ξ2(m1(t, ·)̂g − e−tαξ2 ĝ)χl]∥∥Lq(R)
+ C∥∥F−1[ξ2(χm + χh)e−tαξ2 ĝ]∥∥Lq(R)
+ C∥∥F−1[ξ2χmm1(t, ·)̂g]∥∥Lq(R) + C∥∥F−1[ξ2χhm1(t, ·)̂g]∥∥Lq(R)
=: I˜1(q) + I˜2(q) + I˜3(q) + I˜4(q).
In the proof of Proposition 3.2 we have proved
I˜3(q) Ce−δt‖g‖Lr(R), I˜4(q) Ce− t2 t−
1
2 (1− 2q )‖g‖Lq′ (R).
It is easy to obtain the estimate for the linear heat equation that for t > 1
I˜2(q) Ce−δt‖g‖Lr(R).
Following the same procedure as the proof of Proposition 3.4, we shall show
I˜1(∞) Ct− 52 ‖g‖L1(R), (3.21)
I˜1(q) Ct−2‖g‖Lq(R). (3.22)
From (3.11) and (3.13) we have






























4 − ξ4 − αξ2 − 12 )√
1
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∥∥ξ2 · tξ4e−tαξ2∥∥L1(|ξ |ρ) + C∥∥ξ2 · ξ2e−tαξ2∥∥L1(|ξ |ρ) + Ce−δt
 Ct1− 72 + Ct− 52 + Ce−δt  Ct− 52 ,
which implies (3.21). Similarly, we see that
∥∥ξ2χl(m1(t, ·) − e−tαξ2)∥∥L2(R)  C∥∥ξ2 · tξ4e−tαξ2∥∥L2(R) + C∥∥ξ2 · ξ2e−tαξ2∥∥L2(R) + Ce−δt
 Ct1− 134 + Ct− 94 + Ce−δt  Ct− 94 . (3.23)
Remark that
∥∥∂ξ{ξ2χl(m1(t, ·) − e−tαξ2)}∥∥L2(R)  2‖ξχl(m1(t, ·) − e−tαξ2)‖L2(R)
+ ∥∥ξ2∂ξ{χl(m1(t, ·) − e−tαξ2)}∥∥L2(R).
From the same calculation as (3.23) we have
∥∥ξχl(m1(t, ·) − e−tαξ2)∥∥L2(R)  Ct− 74 .
From (3.14), (3.15), (3.17) and (3.18) we obtain




∥∥ξ2 · ξ5e−tαξ2∥∥L2(R) + t∥∥ξ2 · ξ3e−tαξ2∥∥L2(R))





4 + t1− 114 )+ Ct1− 114 + Ct− 74 + Ce−δt  Ct− 74 .
Then we deduce that
∥∥∂ξ{ξ2χl(m1(t, ·) − e−tαξ2)}∥∥L2(R)  Ct− 74 . (3.24)
Hence, from (3.23) and (3.24) we conclude that
Mq(m1) Ct−
9
8 · t− 78 = Ct−2,
by virtue of Lemma 2.1. Consequently, we obtain (3.22). This completes the proof of (3.20). We omit
the proof of (3.19) since it can be proved by an argument similar to that of (3.20). 
The following is needed to deal with the nonlinear part in proofs of theorems.
Corollary 3.5. (i) For 1 r  q∞ and t  0, we have
∥∥∂xK1(t)g∥∥Lq(R)  C(1+ t)− 12 ( 1r − 1q )− 12 ‖g‖Lr(R) + Ce−δt‖∂xg‖Lr(R).
(ii) For 1 r  q∞ and t > 0, we have
∥∥∂x(K1(t)g − etα∂2x g)∥∥Lq(R)  Ct− 12 ( 1r − 1q )− 32 ‖g‖Lr(R) + Ce−δtt− 12 ( 1r − 1q )‖∂xg‖Lr(R).
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tively. Then we omit the proofs. 
4. Asymptotic proﬁles
In this section, we prove the asymptotic proﬁles with the help of linear estimates given in Sec-
tion 3.
Proof of Theorem 1.2. It follows that




∥∥K1(t − s)∂x f (∂xu)∥∥Lq(R) ds.
By Propositions 3.3 and 3.4 we have
∥∥K (g0, g1) − etα∂2x (g0 + g1)∥∥Lq(R)














2 (1− 1q )−1







2 (1− 1q )−1(‖g1‖L1(R) + ‖g0‖W 2,1(R)), (4.1)
and it is well-known fact (see e.g. [2,5]) that for k = 0,1,2, . . . ,
t
1
2 (1− 1q )+ k2 ∥∥∂kx (etα∂2x (g0 + g1) − MGα(t))∥∥Lq(R) → 0, t → ∞. (4.2)

































(1+ t − s)− 12 (1− 1q )∥∥∂x f (∂xu(s))∥∥L1(R) ds
2













(1+ t − s)− 12 (1− 1q ) ds
 C(1+ t)− 12 (1− 1q )− 12 , (4.3)
where we used the Gagliardo–Nirenberg inequality that for any r ∈ [4/3,∞]
∥∥∂xu(s)∥∥Lr(R)  C∥∥u(s)∥∥1− 25 (2− 1r )L1(R) ∥∥∂2x u(s)∥∥ 25 (2− 1r )L2(R)  C(1+ s)− 12 (2− 1r ), (4.4)
due to (1.4). The estimates (4.1), (4.2) and (4.3) yield (1.7).













2 (1− 1q )− 32 , 2 q∞. (4.5)
Similarly, from Proposition 3.4 we have for 2 q∞
∥∥∂2x [K (g0, g1) − etα∂2x (g0 + g1)]∥∥Lq(R)

















2 (1− 1q )−1






(∥∥∥∥ g02 + g1
∥∥∥∥
Lq′ (R)




2 (1− 1q )−1(‖g1‖L1(R)∩L2(R) + ‖g0‖W 2,1(R)∩H2(R)). (4.6)
From (4.2), (4.5) and (4.6) we obtain (1.8). We have thus proved the theorem. 
Next, we show the second order expansion of the global solution, under the additional assumption
g0, g1 ∈ L11(R). It has been already known that the large time behavior of the etα∂
2
x g is approximated
by the corresponding Gauss kernel.
Lemma 4.1. (See [10].) Let 1 q∞ and g ∈ L1(R) ∩ L11(R). Then,
t
1
2 (1− 1q )+ 12 ∥∥etα∂2x g −mGα(t) − m˜∂xGα(t)∥∥Lq(R) → 0 as t → 0,
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Proposition 3.3 and Lemma 4.1 in view of Theorem 1.2, we observe that the proof of Theorem 1.3 only
requires showing the asymptotic proﬁle of the nonlinear term.
















2 (1− 1q )− 32
for t > 0.
Proof. It follows from (1.4), (1.6) and (4.4) that for p  2 and 1 q∞
∥∥ f (∂xu(s))∥∥L1(R)  C(1+ s)−p+ 12 , (4.7)∥∥∂x f (∂xu(s))∥∥Lq(R)  C(1+ s)−p− 12 (1− 1q ). (4.8)






































(1+ t − s)−1∥∥∂x f (∂xu(s))∥∥Lq(R) ds
 Ct−
1
2 (1− 1q )− 32
t
2∫
(1+ s)−p+ 12 ds + Ce− δ2 tt− 12 (1− 1q )
t
2∫
(1+ s)−p+ 12 ds0 0




(1+ t − s)−1 ds
 Ct−
1
2 (1− 1q )− 32 ,
which completes the proof of Lemma 4.2. 
In Lemma 4.2, we observe that the nonlinear term is well approximated by the corresponding
parabolic part. Then we concentrate on the proof that the corresponding parabolic part is approxi-
mated by its self-similar solution.
Lemma 4.3. Let 1 q∞ and u(t) be the global solution constructed in Theorem 1.1. Then it follows that
t
1











→ 0 as t → ∞,
where N is deﬁned in (1.11).
Proof. In this proof we shall use the notation Lqx or L
q
y when we wish to emphasize the integration











































































dy ds ∂xGα(t, x)
=: A1(t) + A2(t) + A3(t) + A4(t) − A5(t).
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θ ∈ (0,1) such that
∂x
(
Gα(t − s, x− y) − Gα(t, x− y)
)= −s∂t∂xGα(t − θ s, x− y).











s(t − θ s)− 12 (1− 1q )− 32 ∥∥ f (∂xu(s))∥∥L1x (R) ds
 Ct−
1




s(1+ s)−p+ 12 ds
 Ct−
1
2 (1− 1q )−1,













(t − s)− 12 (1− 1q ) + t− 12 (1− 1q )}∥∥∂y f (∂yu(s, ·))∥∥L1y(R) ds
 Ct−
1




(1+ s)−p− 12 ds
 Ct−
1
2 (1− 1q )−p+ 12 ,
with the help of (4.8). Summing up the above, we obtain for p  2
∥∥A2(t)∥∥Lq(R)  Ct− 12 (1− 1q )− 32 .
From the mean value theorem, there exists some θ ∈ (0,1) such that
∂x
(
Gα(t, x− y) − Gα(t, x)
)= −y∂2x Gα(t, x− θ y).
Then, applying the Minkowski inequality, we have for p  2











∥∥∂2x Gα(t, · − θ y)∥∥Lqx(R)∣∣ f (∂yu(s, y))∣∣dy ds
 Ct−
1
2 (1− 1q )− 78
t∫
0
∥∥ f (∂yu(s))∥∥L1y(R) ds
 Ct−
1
2 (1− 1q )− 78
t∫
0
(1+ s)−p+ 12 ds
 Ct−
1
2 (1− 1q )− 78 ,
due to (4.7). Here we used the well-known estimate
∥∥x2∂xGα(t, ·)∥∥Lqx(R)  Ct 12 (1− 1q )−1.




















(∥∥∂xGα(t, · − y)∥∥Lqx(R) + ∥∥∂xGα(t, ·)∥∥Lqx(R))∣∣ f (∂yu(s, y))∣∣dy ds
 Ct−
1





∣∣ f (∂yu(s, y))∣∣dy ds.
Therefore, we conclude that
lim t
1
2 (1− 1q )+ 12 ∥∥A4(t)∥∥Lq(R) = 0.t→∞




∥∥ f (∂xu(s))∥∥L1(R) ds∥∥∂xGα(t, ·)∥∥Lq(R)
 C(1+ t)−p+ 32 t− 12 (1− 1q )− 12 ,
and hence, we obtain that
∥∥A5(t)∥∥Lq(R)  Ct− 12 (1− 1q )−1.
This completes the proof. 
Proof of Theorem 1.3. Since we have
∥∥u(t) − MGα(t) − (M˜ + N)∂xGα(t)∥∥Lq(R)

∥∥K (g0, g1) − etα∂2x (g0 + g1)∥∥Lq(R)



























combining Lemmas 4.1, 4.2 and 4.3 yields the desired result. 
Acknowledgments
The authors should express deep gratitude to Professors Takayoshi Ogawa, Gustavo Ponce and
Yoshio Tsutsumi for their useful advice. The authors are grateful to Professor Hideo Kozono for his
many helpful suggestions. The authors are partially supported by the Japan Ministry of Education,
Science, Sports and Culture, Grant-in-Aid for Young Scientists (B), No. 22740097 and No. 23740116.
They are also grateful to the anonymous referees for their comments.
References
[1] P. Brenner, V. Thomée, L. Wahlbin, Besov Spaces and Applications to Difference Methods for Initial Value Problems, Lecture
Notes in Math., vol. 434, Springer-Verlag, Berlin–New York, 1975.
[2] M.-H. Giga, Y. Giga, J. Saal, Nonlinear Partial Differential Equations. Asymptotic Behavior of Solutions and Self-Similar Solu-
tions, Progr. Nonlinear Differential Equations Appl., vol. 79, Birkhäuser Boston, Inc., Boston, MA, 2010.
[3] N. Hayashi, E. Kaikina, P.I. Naumkin, Damped wave equation with super critical nonlinearities, Differential Integral Equa-
tions 17 (2004) 637–652.
[4] T. Hosono, T. Ogawa, Large time behavior and Lp–Lq estimate of 2-dimensional nonlinear damped wave equations, J. Dif-
ferential Equations 203 (2004) 82–118.
[5] G. Karch, Selfsimilar proﬁles in large time asymptotics of solutions to damped wave equations, Studia Math. 143 (2000)
175–197.
[6] K. Nishihara, Lp–Lq estimates of solutions to the damped wave equation in 3-dimensional space and their application,
Math. Z. 244 (2003) 631–649.
3080 H. Takeda, S. Yoshikawa / J. Differential Equations 253 (2012) 3061–3080[7] T. Ogawa, H. Takeda, Large time behavior of solutions for a system of nonlinear damped wave equations, J. Differential
Equations 251 (2011) 3090–3113.
[8] H. Takeda, Global existence of solutions for higher order nonlinear damped wave equations, in: Dynamical Systems and
Differential Equations, Proceedings of the 8th AIMS International Conference, Dresden, Germany, Discrete Contin. Dyn. Syst.
(Suppl.) (2011) 1358–1367.
[9] H. Takeda, S. Yoshikawa, On the initial value problem of the semilinear beam equation with weak damping I: smoothing
effect, submitted for publication.
[10] T. Yamada, Improvement of convergence rates for a parabolic system of chemotaxis in the whole space, Math. Methods
Appl. Sci. 34 (2011) 2103–2124.
