Supplementary Tables and Figures
Legend: Table 1 displays the mean squared error (MSE) for the ANOVA-POST model, which should be similar to the simulated error variance. For smaller values of , these were quite similar; however, as correlation grew between pre-treatment and post-treatment measurements, larger differences were observed. This was due to variance inflation caused by the correlated observations Table 2 for the five methods for values of 1 , n, and . All estimates are unbiased, so comparing the standard deviations of the estimates allows for comparison of the methods. Table 3 legend: Bias (top number) and power (bottom number) are presented in Table 3 for the five methods for values of 1 , n, and . Generally, all methods produced estimates which were unbiased for the parameter of interest. Power was typically marginally higher for ANCOVA models compared to ANOVA and LMM, and increased for higher values of n and . Figure 1 legend: Boxplots for parameter estimates for the 1000 simulations for the combinations of 1 , n, and are displayed in Figure 1 . Consistent with the data tables, all parameter estimates are unbiased, and the boxplots highlight differences in variability for the models. In general, variance was much larger for small values of and small n. ANCOVA models have smaller variances compared to ANOVA and LMM, though differences are quite small. Table 5 for the five methods for values of 1 , n, and assuming Y0 ~N(0,9) . All estimates are unbiased, so comparing the standard deviations of the estimates allows for comparison of the methods. Table 6 legend: Bias (top number) and power (bottom number) are presented in Table 6a and 6b for the five methods for values of 1 , n, and under Y0 ~N(0,9) . Generally, all methods produced estimates which were unbiased for the parameter of interest. Power was typically marginally higher for ANCOVA models compared to ANOVA and LMM, and increased for higher values of n and . ~N(0,9) for the combinations of 1 , n, and are displayed in Figure 2 . Consistent with the data tables, all parameter estimates are unbiased, and the boxplots highlight differences in variability for the models. In general, variance was much larger for small values of and small n. ANCOVA models have smaller variances compared to ANOVA and LMM, though differences are quite small. ~N(0,9) for the combinations of 1 , n, and are displayed in Figure 3 . Consistent with the data tables, all parameter estimates are unbiased, and the boxplots highlight differences in variability for the models. In general, variance was much larger for small values of and small n. ANCOVA models have smaller variances compared to ANOVA and LMM, though differences are quite small.
