In this paper, we introduce and prove stochastic Gronwall's inequality in (unboun ded) random time horizon. As an application, we prove a comparison theorem for backward stochastic differential equation (BSDE for short) with random terminal time under stochastic monotonicity condition.
Introduction
Gronwall's inequality is a handy tool to derive many useful results such as uniqueness, comparison, boundness, continuous dependence and stability in the theory of differentia l and integral equations. It was first introduced by Gronwall [5] as a differential form a nd the integral inequality was proposed by Bellman [1] . Since then, many researchers st udied the various types of generalizations of this inequality motivated by the developme nt of the differential and integral equations (see [2, 4, 6] ).
Among such generalizations, we are interested in the stochastic version of Gronwall's in equality.
Let be a complete probability space on which a dimensional Brownian mo tion is defined.
Let be the completion of the natural filtration generated by , that is, . and argument them by null sets.
In Wang and Fan [9] , they first proved the following stochastic Gronwall's inequality. In this paper, we study the complete version of Gronwall's inequality in stochastic sense.
Proposition
More precisely, the constants and are replaced by random variable and (unbounded) stopping time, respectively and the integral of is not assumed to be bounded.
We use a method by martingale representation to prove the main inequality.
Due to the type of the inequality which we discuss, the application to the backward stoc hastic differential equations up to stopping time, (or BSDEs with random terminal time)
is naturally considered. We provide the proof of a comparison theorem of solution s to BSDE with random terminal time and stochastic monotone coefficient by using the stochastic Gronwall's inequality in random time horizon, effectively.
Notations
Let be an stopping time and .
Throughout all the paper, means the standard uclidean norm.
We put ∫ , where is a non-negative progressive-measurable process.
 is the set of real-valued measurable random variables such that
 is the set of real-valued cadlag, adapted processes such that
 is the set of predictable processes with values in such that We put ∫ . By Holder's inequality with ,
That is, .
By the martingale representation theorem (see [7] , page 116, Theorem 2. 42), there exists a process satisfying for any such that
Moreover, we have the backward version: for all ,
with .
Or equivalently,
Now we shall show that .
First, we introduce a certain random time change.
Due to the fact that the process ∫ is strictly increasing and continuous, we can define its reverse denoted by .
Then a family of stopping times, is an random time change (see [8] for details about random time change). Set ̃ , then ( ̃ ) is a new filtration.
For any adapted process , we assume that ̃ means the time-changed process, that is, ̃ . We also define ̃ and ∫ √ ̃ ̃ .
Note that is an ( ̃ )
Brownian motion by Levy's characterization theorem.
In fact, for any ,
From the properties of (stochastic) integral with respect to time change,
So, we get the following expression with respect to ( ̃ ) . And we see that
Therefore, we deduce
So we have proved that .
For (3.1), using ito's formula, we get for any ,
From , it follows that
From (3.2), BDG inequality and Young's inequality,
Thus, ∫ is a uniformly integrable martingale.
Taking conditional expectations with respect to on both sides of (3.3), we get
So, we have 
Application
In this section we show a comparison principle of solutions of BSDEs with random terminal time under stochastic montonicity condition on generator.
Let us consider the following one-dimensional BSDE with random terminal time. 
