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Abstract
In this paper the analysis of pupil fluctuations after a light stimulus is considered; it is useful for non-invasive diagnosis of many
different diseases. When a light stimulus is presented to a subject, the pupil response is not instantaneous because of the action of
the sphincter muscle. A sequence of images will be caught by a pupillometer and each image of the sequence will be binarized; for
each segmented image, a useful parameter will be considered, the major diameter that is the length (in pixels) of the major axis of
the ellipse that has the same second moments of the pupil. The aim is the identification of the response time after a light stimulus,
from the sequence of the major diameters. The considered signal is degraded because of the presence of the measurement noise, the
natural fluctuation of the pupil (usually called “pupil noise”), and the general health state of the subject. To enhance the significant
part of this noisy signal a neural network is suitable trained. From the clean signal the identification of the response time of the
pupil will be easier and a simple method will be proposed.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
The analysis of pupil morphology has become more and more important. The observation of the pupil morphology
and the variations of its size can allow non-invasive diagnosis of many different diseases. In normal conditions, the
pupil of human eyes fluctuates to adapt the amount of light to the retina and when gazing at a fixed object (pupil
noise). In this paper the analysis of the pupil fluctuation after a light stimulus is considered. Many morphological
aspects could be considered to analyse the pupil variations, for example, its area, or, according to the shape assumed
for the pupil, its diameter (corresponding to a circular shape) or the longest and shortest diameters (corresponding to
an elliptic shape). As a first approximation the pupil can be considered circular, but recent studies show that a more
accurate analysis such as departures from circularity may be important [1]; the departure from circularity accounts
for anisotropies of structure and/or innervations; moreover with increasing age the pupil sometimes ovalizes [2]. In
[3] a first attempt to characterize the pupil as an ellipse is presented with the measures of the longest and shortest
diameters; more recently, in [4] a method based on wavelets allows the identification of the centre, the length of the
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semi-axes and the orientation of the best ellipse fitting the pupil. The measure of pupil size can be performed by ad
hoc pupillometer, with lens suitably provided by rules or by digital photography [5].
The localization of pupil centre is useful in video based systems for calculating eye orientation [6]; it is useful
also as an attempt to perform the design of an efficient human–computer interface [7]. Some correlations between
human fatigue during a visual display terminal task and the variation in the pupil diameter have been noted in [8,9].
The pupil fluctuations seem to be a sensitive indicator of mental activity [10–13]; in particular in [13] an acoustic
impulse test is described, trying to quantify the parasympathetic and sympathetic pupillary dilation components. Also
sleep disorder can give rise to anomalous pupil fluctuations [14–16]; in [17] short term memory has been studied by
pupillometry analysis with respect to narcoleptic patients. Changes in pupil reaction to light stimulus are studied in
Alzheimer’s and Parkinson’s disease patients [18,19]. The aim is to obtain early diagnosis and to study the effects on
pupil size and pupillary light reflexes of specific pharmacologic treatment. Pupil analysis can be useful as an early sign
of development of systemic autonomic neuropathy in patients with type 1 and 2 diabetes [20,21]; for these diseases
the relation between pupillary and cardiovascular autonomic function has been assessed. Recently, changes in the
pupillary responses have been studied with respect to: melancholic patients [22,23], schizophrenic [24] and stressed
[25] subjects; in all these situations the idea is to study the response of the autonomic nervous system by quantifying
the variation of the pupil size after various stimuli. The variation of pupil diameter is studied also with respect to dark
adaptation [26,27]. The effects of consuming medicines, drugs and alcohol may be observed analysing the variations
of pupil size [28–30]. An instrument that measures pupil movements to detect fatigue, alcohol and the presence of
illicit drugs has been recently proposed [31].
The identification of the onset of contraction of the pupil in response to light is not easy and a univocal definition
has not been assessed yet; an abrupt change in the pupil size is not present because of the action of the sphincter
muscle and, of course, the presence of various types of degradation. In [32] the analysis of the latency of the pupil
light reflex has been developed; it is defined as the onset of pupil movement in reaction to the onset of stimulation by
light. A suitable reduction of the measurement noise is performed by Gaussian filtering to allow the analysis of the
first and second derivatives of the pupil movement; the determination of the onset of pupil contraction has been made
by using velocity and acceleration arguments.
Pupil diameter fluctuations are usually studied by fast Fourier transformation [29]. An interesting procedure to
analyse the variation of the pupil diameter, applied to narcoleptics, is described in [17]; the pupil dilatation during a
cognitive task has been observed; a model of the resulting pupil diameter variation has been proposed and it is also
shown that the model parameters have a physiological interpretation. To analyse the pupil dynamic attempts to model
the pupil from a mechanical point of view have also been made [33].
Generally, the key point is the measure of pupil size variation by suitable parameters. Instrumental devices and set-
up do have an important role in obtaining signal useful for analysis and diagnosis; nevertheless measurement noise,
pupil noise, the breath and the movement of the subject degrade the information.
The signal that will be considered in this paper is the major diameter, that is the length (in pixels) of the major
axis of the ellipse, which has the same second moments as the pupil. The degradation of this signal, due to many
factors of different natures, does not allow a simple identification of the response time of the pupil. Although the
images of the pupil sequence appear to be of good quality at a visual inspection the signal is quite irregular. Therefore
some processing is needed on the images of the sequence to allow the identification of the parameters of interest.
We will binarize each image of the sequence to simplify the data; on the segmented images the Image Toolbox of
Matlab yields useful properties, such as the major diameter. It is not easy to model this signal. In this paper we
propose the use of artificial neural network (ANN) to “de-noise” the irregular fluctuations of the major diameter
of the pupil and enhance its significant part. ANNs [34–36] are considered in many different applications, such as
image analysis [37], character recognition and speech analysis [38–40], material science [41], telecommunications
[42], bioengineering [43,44] and, in general, whenever a simple relation between the variables of the problem is not
available. We will consider the pupil noise and the noise introduced by the measurement device as a total noise over
the significant signal. After a proper training on suitable synthetic signals similar to the one that we have to analyse,
a ready-to-use device is available. It will be applied to the sequence of major diameters obtaining a more clean
signal.
In this paper a complete procedure to identify the response time of the pupil after a light stimulus is presented, from
the acquisition of pupil images by a pupillometer to the estimation of the response time to light stimulus. Nevertheless
note that, once any signal (also different from the sequence of major diameters) describing the pupil response to light
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Fig. 1. Experimental set-up.
stimulus is obtained, a suitable trained ANN can be applied and its output will be a clean signal that can be easily
analysed.
The paper is organized as follows. Section 2 is divided in three subsections: in the first one the image processing of
the sequence of the pupil caught by the pupillometer is described; we analyse the sequence of images and we deduce
the fluctuation of the major diameter. In the second subsection the artificial neural network is introduced to enhance
the significant part of the signal, while in the third subsection a simple procedure to identify the response time is
proposed. In Section 3 numerical results are shown, and conclusions are discussed in Section 4.
2. Materials and methods
In this section the descriptions of the image processing and of the artificial neural network training are developed.
In the third part a simple but efficient procedure for the estimation of the response time of the pupil after a light
stimulus is presented.
2.1. Analysis of pupil images
The sequence of the pupil is caught by a pupillometer; it is constituted by a CCD camera fixed on a rigid structure;
an appropriate illumination is provided by a gas discharge lamp of 100 W; in Fig. 1 the 3D project of the structure is
shown.
The subject was positioned in a chin rest and his forehead was in contact with the plastic strip of the rigid structure at
a fixed distance of 20 cm. A video capture board was set with a frame rate of 10 frames/s and a resolution of 274×376
pixels; 256 grey levels were used. The instrumental device introduces measurement degradation; as already noted in
[4], the characterization of the blur effects introduced by an optical imaging system, such as the CCD camera, can be
a difficult task. The analysis of the degradation introduced by the instrumental device could be based upon physical
optics, but sometimes this kind of study could turn out to be impractical. The method we are going to propose does
not require any precise knowledge of the signal degradation.
The images caught by the pupillometer appear to be of good quality at a visual inspection but the signal is quite
irregular; in Fig. 2(a) a pupil image of the sequence is shown, while in Fig. 2(b) the central line of (a) is presented.
In general, as a first step, it can be useful to filter the image by a Gaussian: the pupil contour will become less sharp
but the signal will be more regular. Moreover, this filtering will be useful because of its smoothing effects over the iris
pattern. The binarization can be performed by a simple thresholding operation, where the threshold τ can be chosen
by histogram analysis, as proposed in [45]. We will assume that all the images of the sequence are caught by the
pupillometer in the same illumination condition; therefore, without lack of generality, in order to choose the threshold
for the segmentation, we will consider the histogram of the first image of the filtered sequence. The threshold τ is
chosen by considering the value that well separates the elements of the sclera from the others of the pupil, which
is always the darkest element of the eye. All the pixels below the threshold are labelled with “1” (corresponding to
the white colour) and those above are labelled with “0” (corresponding to the black colour). Note that now the pupil
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Fig. 2. (a) Original pupil; (b) central line of (a).
Fig. 3. Example of the response of a pupil to a light stimulus: Fluctuation of the major diameter.
is a white object. The Image Processing Toolbox of Matlab yields interesting properties of each white object of the
binarized image of the sequence by simple morphological operation (see the function regionprops of Matlab 7, for
example): the major and minor diameters, the area, the coordinates of the centroid and the presence of holes. We
consider the sequence of the major diameter, because it appears to be more sensitive to light variations; in Section 3
also the fluctuation of the area is shown, as an example.
A light stimulus is presented to the subject: the pupil reduces its dimension. An example of a sequence of the major
diameters, after a light stimulus, found according to the above procedure of binarization, has been shown in Fig. 3.
The reduction of the pupil major diameter is evident but the presence of noise does not allow a simple and, what
is more important, a univocal identification of the response time to light stimulus. With this aim we train a neural
network. In the next subsection we will introduce an ad hoc training set.
2.2. Neural network analysis
We consider the ANN to de-noise the signal of pupil major diameter response to light stimulus because the
characteristics of this signal depend on many factors of different nature, such as the pupil noise, the movement of
the subject, the noise introduced by the pupillometer and, of course, the health state of the subject. In this case it is
not easy to model the signal, while the neural networks, suitably trained, will be able to recognize the significant part
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Fig. 4. Example of functions used to train the artificial neural network. (a) Step function; (b) Step function convoluted with a Gaussian; (c) Function
of (b) with superimposed sinusoid; (d) Function of (c) with additive white noise.
of the signal. To train a neural network we need to introduce inputs and outputs for the network. The inputs should
be signals similar as much as possible to the true degraded fluctuation we have to analyse, the sequence of the major
axis; the outputs should be the significant part of the degraded signal.
We observe (for example from Fig. 3) that the signal representing the variation of the pupil major diameter after
a light stimulus is quite similar to a step h convoluted by a Gaussian N with a superimposed sinusoid s and additive
white noise w:
g = h∗N + s + w. (1)
The aim is to train the network to recognize, under the noisy signal (Fig. 4(d)), the useful information h∗N
(Fig. 4(b)).
For the training phase the inputs of the network are signals gi , i = 1, . . . , n like the one in (1):
gi = h∗Ni + si + wi
with different variances for the noise and for the Gaussian, and with different amplitude, frequency and phase for the
sinusoid signals; the outputs are the signals h∗Ni .
For the training the standard Toolbox of Neural Networks of Matlab is considered. A network composed of two
layers of 20 neurons with logsig transfer function was adopted with a supervised learning rule. The back-propagation
training function was performed by the Matlab function traingdx: it corresponds to the algorithm of gradient descent
with momentum, and adaptive learning rule back propagation. The number of epochs was set equal to 40 000, while
the goal was 0.1. There is no rule for the choice of these parameters; the number of neurons in the first layer was set by
the usual trial and error procedure in order to avoid overfitting. This was obtained by applying the trained network to
simulated signals to check if the generalization phase was satisfactory. Once the ANN is trained a ready-to-use device
is available and can be applied to the real signal, for example the one of Fig. 3.
Note that the choice of the representation of the sequence of major diameters by the function g can be considered
an attempt at the modelization of this signal; nevertheless the advantage is in the training with the n functions gi ; if a
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Fig. 5. Simple method to define and estimate the response time after a light stimulus.
good generalization capability of the ANN is obtained by a suitable training, the ANN will produce significant output
even if the real signal is not exactly like one of the gi .
From the clean signal (the output of the ANN) the identification of the response time of the pupil will be easier; in
the next sub-section a simple method will be proposed.
2.3. Estimation of the response time of the pupil after a light stimulus
When a signal like the output of the network is available, the definition and the estimation of the response time
after a light stimulus is easier. It is strictly related to the latency defined in [30]. A simple definition of response time is
to choose a tolerance parameter ε and to consider, in the time interval, the first and the last values of the output signal,
namely A and B; of course it will be A > B. The interval time between the instant tA at which the output signal is
equal to A− ε and the instant tB at which the signal is equal to B + ε can be defined as the response time of the pupil
(check Fig. 5):
r = tB − tA.
3. Results and discussion
Two different aspects should be considered for the numerical analysis, the processing of the sequence of pupil
images and the training of the neural network.
The pupil images were caught by the pupillometer described above for 14 seconds; a light stimulus was presented
to the subject after 7 s. Each image of the sequence was analyzed according to the procedure of Section 2.1. In Fig. 6
the phases of the image processing are shown: the original image, the image filtered with a Gaussian with standard
deviation equal to 2, the histogram and the binarization. The arrow in Fig. 6(c) indicates the assumed threshold,
τ = 0.7; this value well separates the elements of the sclera from the others of the pupil, and it is generally assumed
in the pertinent literature. In Fig. 6(d) the obtained binarized image is shown; note that the pupil is white over a black
background.
Each image of the sequence has been processed and for each of them by the Matlab Toolbox of Image Processing
useful information is available, the area, the coordinates of the centroid, the eccentricity, the lengths of the major and
minor axes, the length of the equivalent diameter (that is the diameter of the circle that has the same area of the pupil);
see Fig. 7. We considered only the sequence of the major diameter and the signal of Fig. 3 is obtained.
Generally, in the binarized image the pupil is the only white object present; in the case of images caught in non-
optimal illumination conditions more than one white object may be present in the binarized image. For every white
object in the binarized image information like that of Fig. 7 is available; the pupil can be univocally identified since it
will be the white element with the biggest major axis (or the biggest area).
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Fig. 6. Image processing of one element of the pupil sequence; (a) Original image; (b) Image of (a) filtered with a Gaussian of standard deviation
equal to 2; (c) Histogram of the image of (b); (d) Binarized image.
Fig. 7. Some of the information available with the Matlab Image Processing Toolbox, after the binarization.
As far as the neural network training is concerned, we considered n = 25 input functions like the function g in
(1), with variances for the Gaussian between 10 and 50 (pixel units) and for the noise between 0.004 and 0.06; the
sinusoidal functions si have amplitude between 0.01 and 0.09 with frequency from 0.1 to 0.5 and with phases between
0 and 20. Also for the choice of the number n = 25 of input functions there is not a precise rule; the aim is to yield to
the ANN a sufficient number of input functions for the training phase while the problem of overfitting must be avoided
choosing a number not too big; this trade-off should guarantee a good generalization property. The parameters of the
functions gi , i = 1, . . . , n were chosen in a suitable range, trying to reproduce the behaviour of the signal that we
have to analyze.
After the training was completed a ready-to-use device was available. We test the trained ANN versus simulated
data g¯ = h∗Nσ¯ + s¯ + w¯ different from the ones used for the training phase; for example, we chose for the variances
of the noise and the Gaussian the values σ 2w¯ = 0.02 and σ¯ 2 = 18 respectively; the sinusoid function was set equal to
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Fig. 8. Test of the trained artificial neural network versus simulated data different from the ones used for the training.
Fig. 9. Output of the trained ANN with the original noisy signal representing the fluctuation of the major axis of the pupil.
s¯(t) = 0.08 sin( t12 + 16). The aim is the reconstruction of the signal h∗Nσ¯ as much as possible. In Fig. 8 the output
of the ANN and the desired signal h∗Nσ¯ are plotted together with the simulated noisy data; it can be noted the almost
perfect reconstruction.
The same good results were also obtained for other simulated signals.
We then test the ANN versus real data. We apply the trained network assuming the sequence of major diameter
previously obtained as input; the result is in Fig. 9, in which we represent the network output over the input signal.
The analysis of the output of the network is now easier than the original sequence; this output can be useful for a
standard identification of the response time, for example with the method proposed in the Section 2.3. Other tests on
real data caught in different illumination conditions were performed with analogous promising results.
We like to stress that in this paper we chose the sequence of the major diameters to be analyzed by the neural
network approach; nevertheless after the image processing step described in Section 2.1 other information is also
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Fig. 10. Fluctuation of the area of the sequence of pupil previously considered.
available: for example the sequence of the area values; in Fig. 10 the sequence of the area values of the same subject
of Fig. 9 is shown.
Note that the trained ANN can be used with a sequence of major diameter (or equivalently a sequence of diameters
or of area) measured with any other method and not only with the one proposed in Section 2.1. An analogous remark
concerns the definition and the estimation of the response time: once the output of the ANN is obtained, the response
time of the pupil can be defined and identified in any way and not necessarily with the method proposed in Section 2.3.
The main contribution of the algorithm relies on the possibility of enhancing the significant part of a noisy signal
whose analytical description is not easy. Note that the procedure proposed in this paper can be applied real time; in
fact, once the ANN is suitably trained, a ready-to-use device is available.
4. Conclusions
In this paper we presented a complete procedure to identify the response time of the pupil after a light stimulus,
which is commonly considered one of the most important parameters for non-invasive diagnosis of many different
diseases.
The fluctuation of the major diameter of the pupil is found by Matlab Image Processing Toolbox, after a
suitable binarization; the presence of pupillary noise, the degradation introduced by the measurement device, and
the movement of the subject do not allow an easy and univocal identification of the response time of the pupil. With
this aim an artificial neural network was trained. We introduced noisy signals similar to the fluctuation of the major
axis of the pupil after light stimulus: each of them is step convoluted by a Gaussian and with a sinusoid and additive
white noise superimposed; they differ from each other in the variance of the Gaussian, the variance of the noise
and the sinusoid (amplitude, frequency and phase). They are the inputs for the network, while the outputs are step
convoluted, without noise and sinusoid. After the training, a ready-to-use device is available and can be applied to the
true fluctuations of the pupil. The result is a signal with a significant reduction of the noise. The procedure is tested
versus real data caught by a pupillometer with interesting results.
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