Abstract-Uncertainty from renewable energy and loads is one of the major challenges for stable grid operation. Various approaches have been explored to remedy these uncertainties. In this paper, we design centralized or decentralized statefeedback controllers for generators while considering worst-case uncertainty. Specifically, this paper introduces the notion of L∞ robust control and stability for uncertain power networks. Uncertain and nonlinear differential algebraic equation model of the network is presented. The model includes unknown disturbances from renewables and loads. Given an operating point, the linearized state-space presentation is given. Then, the notion of L∞ robust control and stability is discussed, resulting in a nonconvex optimization routine that yields a state feedback gain mitigating the impact of disturbances. The developed routine includes explicit input-bound constraints on generators' inputs and a measure of the worst-case disturbance. The feedback control architecture can be centralized, distributed, or decentralized. Algorithms based on successive convex approximations are then given to address the nonconvexity. Case studies are presented showcasing the performance of the L∞ controllers in comparison with automatic generation control and H∞ control methods.
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I. INTRODUCTION, LITERATURE REVIEW, PAPER CONTRIBUTIONS AND ORGANIZATION
Wide area measurement systems, phasor measurement units and advanced communication technologies provide the needed assets to transform traditional power grids from hierarchal, unobservable systems to integrated, resilient ones. Specifically, advances in smart grids present major solutions to power grids' major challenges: robustness against uncertainty from intermittent renewable energy generation and loads.
A plethora of research studies explore solutions to the aforementioned challenge. These solutions can be organized into four categories. The first category explores data mining and estimation methods to better predict wind speeds, solar irradiance, and loads [1] . This allows for improved planning, operation, and realtime control. Unfortunately, deviation in wind speed and solar irradiance is still significant, in comparison with models that predict demand. The second category studies the design of grid operating points for generators with lower operational costs and desirable stability properties [2] , [3] . The third category pertains to the design of economic incentives and demand-response methods that drive users to consume less energy, thereby impacting the overall grid generation and the stability of the grid [4] . The fourth category of research investigates the design of robust, real-time centralized/decentralized controllers for traditional generators or distributed energy resources ensuring that the grid is operating within its limits. These methods have been applied for different power system applications and contexts. This paper focuses on the fourth category of methods. We briefly review the most relevant literature, while acknowledging that the review given next is by no means exhaustive.
A linear matrix inequality (LMI)-based criterion to assess small-signal voltage stability in the presence of uncertain time constants of dynamic loads is given in [5] . Construction of LMI-based energy functions via convex approximations in [6] provide guarantees convergence of post-fault dynamics to stable equilibrium points. These works suggest remedial control actions but do not design controllers. Governor-based robust decentralized controller designs using LMIs have been initially pursued for transient-stability in [7] , later extended to primary frequency control in [8] , and recently developed for wide-area control (WAC) in [9] . In addition to decentralization, the major strengths of these works is that they avoid linearization around operating points. However, to derive controllers, networks with only generators (by considering model reduction) are considered and bounds on system nonlinearities are assumedbounds that tend to be conservative [8] .
The linear quadratic regulator (LQR), and more generally, H 2 robust controllers for power systems have also been extensively researched. LQR was initially used for secondary frequency control [10] . More recently, H 2 controllers have found application in wide-area feedback controllers that are used in conjunction with power system stabilizers. An efficient solution method for structured H 2 problems from [11] is employed to obtain optimal controllers that feed back a limited set of measurements to generator automatic voltage regulators [12] . Sparsity-constrained LQR control for WAC is also considered in [13] , in which a decentralized solution algorithm is computed by casting the problem as non-cooperative game.
The property that weighted l 1 minimization yields sparse solutions [14] has lead to the development of novel WAC methods. For instance, the ADMM solution of l 1 augmented problems initially proposed in [15] has been applied for WAC via voltage regulators in [16] , which requires slackbus reference angle measurements, and in [17] that bypasses the aforementioned requirement. Similar WAC methods have been employed in [18] to control rectifier current and inverter voltage setpoints of HVDC links. A faster algorithm for the same l-1 augmented formulation is developed in [19] using a proximal Netwon method and is applied to WAC.
A decentralized discrete-time LQR controller is designed in [20] impedances, [21] decomposes the nonlinear DAEs of the power system into equivalent linearized and internal dynamics. LQR then stabilizes the linearized dynamics while system internal dynamics are shown to be provably asymptotically stable irrespectively of operating conditions, further extending the application of LQR to cover both small-signal and transient stability.
Moving on from LQR and H 2 controllers, H ∞ controllers have also been recently investigated. Sparse l 1 regularized H ∞ WAC controller design is obtained in [22] via an optimization problem with nonlinear matrix inequalities. The work of [23] presents in an LMI-based decentralized H ∞ controller for synchronous generators and doubly-fed induction generators that addresses network transient and voltage stability. Centralized H ∞ controllers robust to load and renewable disturbances are developed in [24] to aid secondary frequency regulation in islanded microgrids, albeit simplistic first-order models for distributed generators are assumed.
The approaches presented in [10] , [12] , [13] , [16] , [18] - [24] do not explicitly consider bounds on the controllable input of generators. Practical equipment considerations on the other hand may necessitate bounds on the instantaneous actuation effort. Also, the variation of constant-power renewables is not explicitly leveraged. Furthermore, even though constraints on the feedback gain are considered in previous works [7] - [9] , a network-reduced model of only generator buses is utilized. The direct impact of constant-power nonsynchronous renewable generators and loads is abstracted in bounds that tend to become too conservative.
This paper introduces the notion of L ∞ control-originally proposed in [25] for generic dynamic systems and expanded in this paper-to power systems with high uncertainty from renewable energy and loads. This notion of L ∞ control is different than H ∞ control. The H ∞ norm of a linear system with transfer function G under disturbances w(t) is the worstcase, induced energy-to-energy gain of the closed-loop system. On the other hand, L ∞ control is concerned with the L ∞ gain of the system, that is, the gain of the system when viewed as an operator acting on L ∞ inputs and producing L ∞ outputs. With the aforementioned differences in mind, L ∞ -stability is a concept that we introduce for power networks in this paper. Both the L ∞ and H ∞ control problems yield state feedback gains that remedy the impact of disturbances. The paper contributions are as follows.
• From a control-theoretic perspective, the methods presented in this paper advance the concept of L ∞ control to incorporate (a) strict control input constraints, (b) an explicit measure of the worst-case unknown disturbance into the controller design, (c) formulation of a nonconvex optimization routine that seeks to obtain an optimal (or locally optimal) solution to the main L ∞ control problem, in comparison with the iterative algorithm in [25] that only yields a feasible solution, and (d) derivation of successive convex approximation algorithms-with convergence guaranteesto solve the nonconvex L ∞ problem yielding locally optimal solutions. All of these contributions are showcased for centralized feedback control, as well as distributed or purely decentralized control architectures.
• From a power network perspective, a fairly general differential algebraic model of the power grid is considered. This model encapsulates the algebraic power flow and stator equations as well as fourth-order generator dynamics with simplified governor and exciter control inputs. Based on linearization around a known equilibrium, a linear (centralized and decentralized) state-feedback controller is computed that ensures a given performance metric is met while the adverse effects of uncertainty from wind, solar, and load prediction errors are mitigated. The magnitude of the worstcase disturbance (which can be given by a system operator a day ahead) and the grid's operating point are thus leveraged to compute generator control actions. The resulting controller finds applications in secondary frequency or widearea control of power systems.
• The performance of the centralized and decentralized L ∞ controllers when applied to the high-order nonlinear grid model-amidst significant prediction errors from wind and solar generation-illustrates that the controllers are able to stabilize the nonlinear power network model. A comparison of the proposed control algorithm with automatic generation control (AGC) and H ∞ control is also presented.
Section II presents the uncertain power network model. Section III develops the worst-case, robust L ∞ controller for the network model, yielding a nonconvex optimization routine for a centralized control architecture with full state feedback. Section IV explores successive convex approximations for the noncovex problem, and Section V develops the L ∞ controller for decentralized control architectures. Finally, numerical tests conclude the paper in Section VI.
II. RENEWABLE-INTEGRATED DAE NETWORK MODEL

A. Network Model and Notation
We consider a power network with N buses, modeled by a graph (N , E), where N = {1, . . . , N } is the set of nodes and E ⊆ N × N is the set of edges; N i denotes the neighboring nodes to node i. Define the partition N = G R L where G = {1, . . . , G} collects the buses containing G synchronous generators, R = {1, . . . , R} collects the buses containing a total of R renewable energy producers, such as solar and wind farms, and L = {1, . . . , L} collects the L buses that contain load buses only. Denote by a i (t) the vector of algebraic variables for all nodes i ∈ N . For load nodes i ∈ L, there are two algebraic variables, that is, a i (t) = {v i (t), θ i (t)}, where v i (t) and θ i (t) denote the terminal load voltage and phase angle. For generator nodes i ∈ G R, there are four algebraic variables, that is, a i (t) = {p gi (t), q gi (t), v i (t), θ i (t)}, where p gi (t), q gi (t), v i (t), and θ i (t) respectively denote generator real and reactive power, terminal voltage and phase angle. Italicized, boldface upper and lower case characters represent matrices and column vectors-a is a scalar, a is a vector, and A is a matrix. Matrix I is the identity square matrix, 0 and O represent zero vectors and matrices of appropriate dimensions.
B. Synchronous Generator Model
We leverage the fourth order dynamics of synchronous generators with internal algebraic variables. The dynamics of synchronous generator i ∈ G can be written as [26] :
where 
x di is the direct-axis synchronous reactance, x di is the directaxis transient reactance (pu), T Chi and T Ci are the chest valve and reference valve time constants (s), R defines the regulation constant of the speed-governing mechanism, and ω s denotes the synchronous speed of rotor. In this work, we do not consider frequency-sensitive loads. If frequency-sensitive loads are placed on generator buses, their dynamics can be included in (1b) by adjusting the coefficient D i .
Each synchronous generator has a total of four states, defined by x si (t) = [δ i ω i e i m i ] , two control inputs, defined by u si (t) = [r i f i ] , and four algebraic variables
The following algebraic equations relate the generator real and reactive power output with generator voltage, internal EMF, and internal angle, and must hold at any time instant for generator nodes i ∈ G [26] :
In this paper, we focus on the small-signal stability of uncertain power systems. By linearizing (1) and (2) around the operating point {x
si }, we obtain the following dynamics of the small-signal system, with
where A si , B si , D si are the Jacobian matrices corresponding to the linearization of the dynamics of synchronous generator i around the operating point {x
The above dynamics (3) and (4) correspond to a single synchronous generator.
define the states, control inputs, and algebraic variables for the G synchronous generators in the power network. Given that, we obtain
where
2G×4G . For brevity, we do not provide the closed form presentation of these matrices.
C. Generation from Utility-Scale Solar and Wind Farms
Since the objective of this work is to obtain worst-case disturbance rejection controllers for the synchronous generators, we consider that predicted values of electric power generation from wind and solar buses i ∈ R are provided-similar to the widely available forecasts. Unlike traditional demand that can be predicted in hour-ahead markets within an accuracy of 1-3% (see California ISO's daily hour-ahead prediction and actual demand [27] ), high-fidelity estimates of generation from wind and solar farms are difficult to obtain in dayahead or hour-ahead fashion. Hence, we consider that realtime, unknown disturbances from p ri (t) for buses i ∈ R. Section VI includes a discussion on the choice of these unknown disturbances.
D. Power Flow Equations and DAE Model with Uncertainty
For bus i ∈ G, the power flow equations of the power network can be written as
and for a bus i ∈ L R, the power flow equations are
, are the real and reactive power loads at bus i modeled as time varying power load, and p ri = p ri (t), q ri = q ri (t) are the active and reactive power generated from the renewable energy sources at node i. Linearizing the power flow equation (6) and (7) of all buses, we obtain the following relationship between the voltages, phase angles, active and reactive power
where Ψ ∈ R (2G+2(L+R))×(4G+2(L+R)) includes the Jacobian of the power flow equations (6) and (7) . Note that Ψ can be analytically obtained. For brevity, we do not include the exact structure of Ψ. We now define the state, controllable inputs, unknown inputs, disturbances, and algebraic variables of the uncertain power network. Combining the linearized power flow (8) with the internal algebraic equations of the synchronous generators (5b) as well as their associated dynamics (5a), we obtain the following DAEs that model the dynamics of the uncertain network
where ∆w = (∆p r − ∆p l ) (∆q r − ∆q l ) ∈ R
2(L+R)
includes load and renewable energy deviations from the predicted values; matrices H x , H u , and H a are all matrices of appropriate dimensions that include the linearization of the power network dynamics.
This assumption is mild as it holds for practical networks and for various operating points; see [2] and references therein.
Assuming the invertibility of H a , we can write
The DAEs in (9) can then be written as
In the next section, we discuss a robust control formulation that considers the worst case unknown inputs/disturbances ∆w(t) (from the uncertainty due to mismatch/deviation in load predictions and renewable energy generation) to obtain a state-feedback controller that drives the system to a neighborhood of the operating point.
III. ROBUST FEEDBACK CONTROL OF UNCERTAIN POWER NETWORKS
Here, we present the L ∞ control formulation for the uncertain dynamics of the power network (10) . The objective of this formulation is to obtain a control law for the inputs of the synchronous generators p refi and f i , given the aforementioned disturbances.
A. Assumptions, Definitions, and Preliminaries
For the ease of exposition, we define n x = 4G, n u = 2G, and n w = 4G + 2L + 2R. In summary, the uncertain system in (10) has n x states, n u controllable inputs, and n w unknown inputs. We also drop the ∆ from the states, inputs, and disturbances, that is ∆x(t) ≡ x(t). We now present the following needed assumptions and definitions. Definition 1. The L ∞ space is defined as the set of signals which have bounded amplitude, that is
and the L ∞ -norm of a signal w ∈ L ∞ , denoted as w L∞ , is given by w L∞ = sup
This norm defines the worst-case value that the signal can take for t ≥ 0. This implies that w L∞ ≥ w(t) 2 .
Assumption 2. The disturbance vector w(t) belongs to the L ∞ space, and is considered to be completely unknown.
Design Requirement 1. A budget requirement ||u(t)|| 2 ≤ u max on the input u(t) is given.
Let z(t) = Cx(t) + Du(t) define the performance output of the control law of the power network which can include the deviations in the frequencies of the buses, as well as any other state of the synchronous generators. The performance index can also include the magnitude of the control actions which are essentially the deviations from the setpoints.
Assumption 2 and Requirement 1 are practical, as the load disturbances and deviations in the wind speed and solar irradiance are naturally unknown inputs with bounded amplitudes, and the input budget for all the controls cannot exceed a certain predetermined limit. Next, we rewrite the dynamics augmented by the performance indeẋ
The objective of this section is to derive a control law u(t) = Kx(t) that minimizes the impact of the unknown inputs w(t) on the performance index z(t), while guaranteeing that the controller drives the system states to a neighborhood of the operating point. Given the feedback control law, the closed loop dynamics can be written aṡ
The next definition and lemma from [25] present the properties of a special kind of robust dynamic stability, namely the L ∞ stability with performance level µ.
Definition 2. The closed-loop system with unknown inputs (12) is L ∞ -stable with performance level µ if the following conditions are satisfied.
1) The closed-loop linear system without unknown inputṡ x(t) = f (x, 0) is asymptotically stable. 2) For any unknown input w(t) = 0 and zero state initial conditions (x 0 = 0), we have z(t) 2 ≤ µ w L∞ . 3) For any nonzero initial conditions and unknown input, there exists a function β :
Lemma 1.
Consider a quadratic Lyapunov function V (x(t)) := x (t)P x(t). Suppose there exists P O, and scalars {µ 0 , µ 1 , µ 2 } > 0 such that for all x(t) and w(t) we haveV (x(t)) < 0 when x (t)P x(t) > µ 0 w(t) 2 2 , and z(t)
Then the closed loop system with unknown inputs (12) is L ∞ -stable with performance level µ = √ µ 0 µ 1 + µ 2 .
B. L ∞ Controller Design with Input Bound Constraints
The following theorem presents the design of the L ∞ statefeedback controller that aims to minimize the impact of the unknown disturbances on the state-performance. Theorem 1. For the system defined in (11) , consider that the initial state value is x 0 . Then, if there exist matrices S = S 0 and Z and positive scalars {α, µ 0 , µ 1 , µ 2 } that are the solution to the nonconvex optimization problem
then the feedback controller u(t) = Kx(t) with
guarantees that
where ρ = w L∞ , and that the closed loop system with unknown inputs (12) is L ∞ -stable with performance level µ. Frurthermore, Design Requirement 1 is satisfied.
Proof of Theorem 1: Consider a quadratic Lyapunov function V (x(t)) := x (t)P x(t) where P O. We consider classical conditions on the existence of this Lyapunov function from invoking the S-procedure in Lemma 1 
which is equivalent to
Applying congruence transformation with S = P
which can be written as
where Z and S are the matrix variables and K = ZS −1 is the feedback gain matrix. This verifies the first matrix inequality in (14) . From the second condition in Lemma 1, it is required that z(t)
for positive scalars µ 1 and µ 2 . Given the definition of the performance index z(t) and the candidate Lyapunov function, we obtain
. Substituting u(t) = Kx(t) in the previous equation, we obtain
Equivalently, we obtain 
Applying congruence transformation with
Noticing that K = ZS −1 , we finally retrieve
This verifies the second matrix inequality in (14) and that the performance level is indeed µ = √ µ 0 µ 1 + µ 2 ; see Lemma 1. The third and fourth matrix inequalities in (14) guarantee Design Requirement 1. Lemma 1 is established based on the existence of an invariant ellipsoid as discussed in [25] . This invariant ellipsoid is described as
Since E is invariant, then x 0 ∈ E guarantees x(t) ∈ E for all t ≥ t 0 . Suppose that the infinity norm of the disturbance signal is known, that is ρ = w L∞ . This reflects the worstcase disturbance to the power network. Then, x 0 ∈ E implies
Applying Schur complement to the above equation and then substituting S = P −1 0 establishes the third matrix inequality in (14) given by
To prove the fourth matrix inequality in (14) , substitute u(t) = Kx(t) with K = ZS −1 . This yields
Assuming that (20) is satisfied, then the following holds
for all t ≥ t 0 , which consequently implies
Based on this result, (21) can be written as
If we upper bound the RHS of (22) with u 2 max , then 
This completes the proof. The result in Theorem 1 guarantees that the small-signal deviation in the performance index does not exceed the worstcase scenario of load and wind speed deviations from the setpoints, while satisfying the bound constraints on the control inputs. This controller guarantees that x(t) is in a tube of radius √ µ of the operating point of the power network. In addition and in comparison with the results in [25] which develop the L ∞ for general dynamic systems, Theorem 1 includes (1) the input bound constraints, (2) the explicit measure of the worst-case unknown input ρ, and (3) a nonconvex optimization routine that seeks to obtain an optimal (or locally optimal) solution to (14) . In comparison, the iterative algorithm in [25] only seeks a feasible solution. The next section is dedicated to solving the nonconvex problem (14) using convex optimization techniques.
IV. SUCCESSIVE CONVEX APPROXIMATIONS FOR (14)
The nonconvex optimization problem (14) includes bilinear matrix inequalities (BMI) due to the presence of the terms αS, αµ 0 I, and µ 1 S in the first two constraints. It is very common in the robust control literature to introduce an alternating minimization-based algorithm to solve robust control problems with similar structure to (14); see [25] . However, these approaches do not typically provide optimality guarantees. In this section, we present a simple approach to solve (14) with convergence guarantees. The approach is based on expanding the BMIs as a difference of two convex functions that are then approximated by linear matrix inequalities (LMI).
To approximate BMIs with LMIs, we adopt the successive convex approximation (SCA) method that is introduced in [28] . This method principally replaces BMIs with a difference of convex functions, which can subsequently be transformed into LMIs using the first-order Taylor approximation and the Schur complement. If the optimal value of the optimization problem (14) is denoted by f * , then the approximating convex problem has optimal valuef * such that f * ≤f * . The next theorem presents the result from applying the SCA to (14) and hence yielding a sequence of convex routines to solve. Theorem 2. The convex approximation of problem (14) around the point (α,μ 0 ,μ 1 ,S) can be written as an SDP with optimization variables S, Z and positive scalars µ 0 , µ 1 , µ 2 , α,
, and H l are all linear matrixvalued functions of the optimization variables given by
Proof of Theorem 2 is in Appendix A. We rewrite (25) as
where C t (·) is a block diagonal concatenation of the LMI constraints in (25) . As stated earlier, this method relies on the SCA of the nonconvex constraints around a linearization point. Let k be the index of a problem that is solved in every iteration; and let α k , µ 0 k , µ 1 k , µ 2 k , k , S k , Z k be the corresponding solution. An additional term J k in the objective function of (25) is added to improve convergence. This term can be written as
The k-th SCA of (14) can be written as
where α, µ 0 , µ 1 , µ 2 , , S, and Z are the new optimization variables; γ > 0 is a regularization weight; andf * k is the optimal value of (28) at the k-th SCA iteration. Algorithm 1 provides the steps to solve (28) sequentially until a maximum number of iterations (MaxIter) or a stopping criterion defined by a tolerance (tol) is achieved.
Based on the general framework of [28] , Algorithm 1 enjoys several convergence properties. In particular, the sequence {f * k } is monotonically decreasing; and by construction, it is an upper bound to f * [cf. (14)]. Furthermore, under mild regularity conditions listed in [28] , every accumulation point of the sequence of solutions (28) is a KKT point of (14) .
Remark 1.
Since the SCA is an inner approximation of the nonconvex problem, it needs to start from a strictly feasible point. To obtain this point, α and µ 1 can always be set to a desired predefined values and then solve problem (14) as an SDP with LMI constraints.
After the implementation of Algorithm 1, the state-feedback control is computed as u = K * x(t) where K * = Z * (S * ) −1 . Per Theorem 1, this gain guarantees that
for all t > t 0 , where µ * = µ * 0 µ * 1 + µ * 2 and ρ = w L∞ which can be considered as the worst-case disturbance.
Algorithm 1 Solving the SCA of (14) .
The formulation presented in the previous section assumes a centralized control law, that is, matrix K is dense, which is practical in microgrids or in areas where utilities or system operators have full access to the network's states. This assumption is reasonable in future power networks with increased installations of PMUs and dynamic state estimation methods. In this section, we present a decentralized controller that ensures that each local controller only uses locally acquired measurements. Specifically, the two local control signals for each generator only require the knowledge of generator's states. The design can also be extended to multi-area power networks with each area having the measurements from all the buses in that area.
Following a similar derivation of Theorem 1 for the centralized L ∞ controller, the robust L ∞ decentralized control problem can be derived considering that K is an optimization variable instead of computing it from the resulting matrices Z and S. This is then followed by imposing strict structure on K that defines the decentralized control architecture-be it purely decentralized or distributed. In particular, in the proof of Theorem 1, we do not apply the congruence transformation and the change of variables before (16), but keep K as an optimization variable. The resulting formulation is written as
where the optimization variables are P , K and the positive scalars. The constraint K ∈ K defines the convex set that describes the decentralized control architecture. For example, if purely decentralized controllers are sought, then K ij = 0 can be included in K for all (i, j) except for the ones representing feedback of local measurements to local controler inputs. Remark 2 includes a discussion on this constraint. Similar to the SCA and derivations in the previous section, problem (29) can be solved using a specific successive convex approximation, which is detailed in the next theorem. We do not consider the input bound constraints as a part of the SCA for the decentralized L ∞ due to the lack of space. Theorem 3. The convex approximation of problem (29) around the point (α,μ 0 ,μ 1 ,P ,K) can be written as the following SDP with optimization variables P , K and positive scalars µ 0 , µ 1 , µ 2 , α, :
where F l1 , F l2 , G l , H l are all linear matrix-valued functions of the optimization variables given in Appendix B.
The proof of Theorem 3 and the closed form expressions of the linear matrix-valued functions are all presented in Appendix B. An SCA algorithm akin to Algorithm 1 can also be implemented to obtain K * , µ * 0 , µ * 1 , and µ * 2 yielding the desired L ∞ performance level µ * = µ * 0 µ * 1 + µ * 2 for the decentralized control architecture. Note that the nonconvexity in (29) is different from that of (14) as the bilinearities only appear as multiplications between scalar variables or between scalar and matrix variables. For the decentralized L ∞ formulation, one of the bilinearities appears as a multiplication of two matrix variables P and K, where K ∈ K. This type of bilinearity makes it challenging to obtain a strictly feasible point of problem (29), which is needed as an initialization. To that end, we develop an algorithm to initialize the SCA for (29) based on the methods in [28, Section V].
Remark 2. The convex constraint K ∈ K can be arbitrarily chosen by the system operator, as it depends on the logistics of the controller. If a purely decentralized controller is desired, then the i-th controller only measures its generator states.
VI. NUMERICAL TESTS ON NONLINEAR DAES WITH LARGE WIND AND LOAD DISTURBANCES
In this section, numerical simulations are presented to investigate the application of the aforementioned algorithms in stabilizing several standard IEEE test networks under load and renewable disturbances. The SDPs are modeled via YALMIP [29] and solved by MOSEK [30] . The operating point of the wind-integrated power network (x 0 , u 0 , a 0 ) is obtained given w 0 using optimal power flow. The linearized state-space parameters are then computed. Next, the L ∞ feedback gain K is calculated via Algorithm 1 and Theorem 2. The feedback controller u(t) = Kx(t) is applied to the nonlinear power network given in (1), (2), (6), and (7). The nonlinear DAEs are simulated via MATLAB's ODE suite.
A. Power System Parameters and Setup
The 9-bus system, 39-bus New England system, and a 57-bus system are selected to conduct the numerical simulations. The steady-state data required to construct the power flow equations in (6) are obtained from MATPOWER [31] . Synchronous machine constants required to characterize generator dynamics based on the fourth-order model in (1) are obtained from Power System Toolbox case files d3m9bm.m, datane.m for the 39-bus network [32] . For the 57-bus network, as well as the governor model of (1d) for all networks, typical parameter values of M i = 0.2 pu × sec 2 , D i = 0 pu × sec, τ di = 5 sec, x di = 0.7 pu, x qi = 0.5 pu, x di = 0.07 pu, τ ci = 0.2 sec, and R i = 0.02 Hz pu have been .87 pu, and 12.51 + j3.36 pu for the 9-, 39-, and 57-bus networks, respectively. We set R = G ∪ L so that R = N . Wind farms are modeled as negative loads, effectively injecting power into the network. We assume that each wind farm is expected to generate 20% of its local real power load at unity power factor, that is p The performance index is selected by setting C δ,ω,e = I, C m = 0.1I, D r = 0.1I, and D f = I. Here, we evaluate the performance of the proposed L ∞ controller on the 39-bus network for the centralized architecture of feedback control. For comparison purposes, H ∞ control via an LMI formulation is implemented [33] , in addition to AGC; see Appendix C for the AGC implementation. The system initially operates with total load of (p 0 ln , q 0 ln ) and wind injection of (p 0 rn , q 0 rn ). For t > 0, the load and wind profiles are modeled as:
where we set ∆p ln = ∆p rn = 0.03p 0 ln to represent a step change and z n (t) is Gaussian noise with zero mean and variance of 0.1∆p rn . Notice that there is a step decrease in wind generation while there is a step increase in load consumption. Wind variations are portrayed in Fig. 1 for various nodes. For a time span of t ∈ [0, 10] sec, the disturbance in (31) causes the DAEs to depart from the initial equilibrium. This disturbance corresponds to a disturbance signal w(t) with w L∞ = 1.097 pu and w L2 = 1.059 pu. The centralized feedback law previously computed is then applied to the nonlinear, perturbed power network. The behavior of the nonlinear dynamical system is then analyzed.
A summary of performance is printed in Table I for AGC, H ∞ , and L ∞ control methods. The second and fourth columns Notice that the frequency deviation for centralized is smallest, the input constrained forces the governor and voltages to not deviate much. The decentralized performance in terms of voltages is quite poor, however, recall that in this case network buses perform feedback locally.
of Table I show the maximum frequency and voltage deviation for all buses during the entire simulation. The third column shows the average frequency deviation for all buses, which is computed based on the deviation from 60 Hz. From the results in Table I , we observe the L ∞ approach significantly improves voltage control, effectively managing to keep voltage deviations very to their initial value, while still outperforming AGC and H ∞ controllers in terms of the average frequency deviation. We should mention, however, that the H ∞ and AGC exhibits slightly superior performance in terms of the maximum frequency deviation for this particular case study.
In our implementation of the AGC, the governor is controlled according to (59b) in Appendix C while the exciter uses the optimal L ∞ feedback signal to aid voltage control. This explains the superior performance of the AGC comparison to that of H ∞ . Plots of generator frequencies and nodal voltage magnitudes are exhibited in Fig. 2 for H ∞ and L ∞ controllers.
C. Decentralized and Input-Constrained L ∞ Control
In this section, we evaluate the performance of the decentralized and input-constrained designs in comparison to the centralized controller in stabilizing the 9-, 39-, and 57-bus networks (in the previous section, input constraints are not imposed). The performance index here is selected by setting C δ,ω,e = 0.2I, C m = 0.1I, D r = 0.1I, and D f = 0.2I. For the input-constrained problem, we select u max = 5 (pu). For the decentralized controller, K is selected so that only local measurements are used to compute the local input feedback, effectively enforcing a block-diagonal feedback structure. The disturbances applied are of the form (31) with L ∞ -norms of w L∞ = 0.118 (pu), w L∞ = 1.089 (pu), and w L∞ = 0.286 (pu) respectively for the 9-, 39-, and 57-bus networks. Table II summarizes the performance of the centralized, input-constrained, and decentralized controllers when computed by 50 iterations of their respective SCA algorithms. The trend is that the centralized and the input-constrained achieve similar performances, with the input-constrained controller yielding the least frequency and voltage deviations for all networks. The input-constrained controller also generally stabilizes the system with smallest control energy-captured by the L 2 -norm of signal u. The decentralized L ∞ control also performs well in terms of curbing frequency and voltage deviations in the 9-bus and 57-bus networks. On the other hand, the decentralized controller shows poorer performance in controlling the voltage of the 39-bus system. Notice that in this case, only local state deviations are used to compute the feedback gain. Fig. 3 depicts the plots for the frequency, governor reference and nodal voltage deviation for the centralized, input-constrained, and decentralized L ∞ control architectures. APPENDIX A PROOF OF THEOREM 2 Proof of Theorem 2: Consider the first bilinear matrix inequality (BMI) constraint in (14) . Separating the bilinear terms in (14b) from the other terms yields
The bilinear term, which is the second term on the lefthand side of (32) , is replaced by a convex function
The expression αX can be written as
While (αI + X) (αI + X) is convex in α, µ 0 , and S, the term −(αI − X) (αI − X) is concave. Since the first-order Taylor approximation of a concave function is indeed a global overestimator of the function, then the concave part of (34) can be approximated by a linear function F l (α, µ 0 , S;α,μ 0 ,S) that is calculated around (α,μ 0 ,S). Consequently, for all α,μ 0 ,S and α, µ 0 , S, we have
which implies that
Let α =α + ∆α and X =X + ∆X with ∆α = α −α, ∆X = X −X, and
Substituting these variables into the concave part of (34) and removing all second-order terms that contain both ∆α and ∆X produces 
Thus, from (33), (34) , (35) , (36), and (38), the BMI in (14b) can be replaced by the following matrix inequality   SA + AS + Z B u +B u Z + 
which is an LMI in α, µ 0 , and S. This proves the convex approximation of the first constraint. The other BMI constraints in (14) can be approximated with LMI by applying a similar procedure based on the SCA. For brevity, we do not provide these derivations here but still provide the linear form of the matrices included in Theorem 2. These linear terms F l , G l , K l , H l are all given in Theorem 2. APPENDIX B PROOF OF THEOREM 3 Proof of Theorem 3: The first BMI appears in (29) can be written as A P + P A P B w B w P O
Note that only the second term of the LHS of (43) represents a BMI. Let this BMI be replaced by two convex functions C 1 (P , K;P ,K) and C 2 (α, µ 0 , P ;α,μ 0 ,P ) such that
A P + P A P B w B w P O + C 1 (P , K;P ,K) + C 2 (α, µ 0 , P ;α,μ 0 ,P ).
In fact, to satisfy (44), we can leave the linear part of (44) as is and require the bilinear terms to satisfy αP O O −αµ 0 I C 2 (α, µ 0 , P ;α,μ 0 ,P )
Realize that (45a) is similar to (33) if S in (33) is replaced by P . Hence, we can use the previous result to obtain C 2 (α, µ 0 , P ;α,μ 0 ,P ), which is given as C 2 (α, µ 0 , P ;α,μ 0 ,P ) = 1 4 F l (α, µ 0 , P ;α,μ 0 ,P )
where F l (α, µ 0 , P ;α,μ 0 ,P ) = F l1 (α, P ;α,P ) O O F l2 (α, µ 0 ;α,μ 0 )
with F l1 (α, P ;α,P ) =α 2 I − 2αP +P 2 − 2α(αI −P ) + (2αI −P )P − PP
and F l2 (α, µ 0 ;α,μ 0 ) being equal to (40). Next, the bilinear terms in (45b) can be expressed as K B u P + P B u K = 1 2 ((P + B u K) (P + B u K)
which is a difference of convex-concave functions. The concave part of (49), which is −(P − B u K) (P − B u K), can be approximated by a linear function G l (P , K;P ,K) that is calculated around (P ,K). Consequently, for allP ,K and P , K, we have
which consequently implies K B u P + P B u K 1 2 (P + B u K) (P + B u K) + 1 2 G l (P , K;P ,K).
Substituting P =P + ∆P and K =K + ∆K with ∆P = P −P and ∆K = K −K into the concave part of (49) and removing all second-order terms that contain both ∆P and ∆K yields G l (P , K;P ,K) =P 2 −P B uK −K B uP +K B u B uK −P P − PP +P B u K + K B uP + P B uK
Due to this result, C 1 (P , K;P ,K) can now be expressed as
Combining the results from and (44), (45), (46), (53) yields 
which is equal to the right-hand side of (44). By applying Schur complement, (54) can be written as
