Abstract. This paper is concerned with partial regularity for weak solutions to nonlinear sub-elliptic systems related to Hörmander's vector fields. The method of A-harmonic approximation introduced by Simon and developed by Duzaar and Grotowski is adapted to our context, and then a Caccioppoli-type inequality and partial regularity with optimal local Hölder exponent for gradients of weak solutions to the systems under super-quadratic natural growth conditions is established.
Introduction and statements of main results
Let X 1 , . . . , X k be a family of smooth vector fields defined in ⊂ R n (n > k), i.e.,
Hörmander in [18] showed that if smooth vector fields X 1 , . . . , X k satisfy the finite rank condition (rank Lie[X 1 , . . . , X k ] = n at every point ξ ∈ R n ), then the square sum operator L = k i=1 X * i X i is hypoelliptic, where X * i is the formal adjoint of X i . For example, in typical cases of Heisenberg groups, groups of Heisenberg type and even general Carnot groups, their Lie algebras have a family of smooth vector fields satisfying Hörmander's rank condition, so the sub-elliptic Laplacian consisting of those vector fields is hypoelliptic. Since the appearance of Hörmander's work [18] , the study of properties for weak solutions to linear or nonlinear equations and systems arising from Hörmander's vector fields has attracted extensive attention. Although some new and serious difficulties arose due to noncommutativity of vector fields in the study of regularity theory, many significant results for regularity of weak solutions to these equations were established; see [ (ξ, u ) is a positive definite symmetry matrix, and f α satisfies quadratic growth conditions. Later, Giuseppe and Maria in [16] showed the local Morrey regularity for the gradient of weak solutions to the following linear system involving Hörmander's vector fields: However, in the Euclidean space R n , many interesting regularity results for more general nonlinear elliptic systems have been established, based on the latest method called A-harmonic approximation. For example, Duzaar and Grotowski in [12] treated general nonlinear systems under quadratic growth conditions, and then both cases of superquadratic natural growth conditions and super-quadratic controllable growth conditions were considered by Chen and Tan in [6] and [7] , respectively. We also note that the degenerate p-Laplacian version of the method has been obtained by Duzaar and Mingione in [10] , and applied to the partial regularity by the same authors in [11] .
The purpose of this paper is to establish the Hölder continuity for the gradient of weak solutions to more general sub-elliptic systems structured by Hörmander's vector fields under super-quadratic natural growth conditions. Precisely, let ⊂ R n be a bounded, open and path-connected domain, and consider the nonlinear sub-elliptic system (ξ, u, p) is Hölder continuous with exponent γ ∈ (0, 1) in the first and second variables, respectively, i.e., 
where a (possibly depending on M > 0) and b are positive constants. Next, we give some explanation about these assumptions. Note that (H1) infers
Moreover, there exists a bounded and continuously non-negative function ω(s, t)
, where ω(s, 0) = 0 for all s, and ω(s, t) is monotonously non-decreasing in s for fixed t; ω(s, t) is monotonously non-decreasing and concave in t for fixed s, such that for all ξ ∈ , u ∈ R N and p,p ∈ R kN ,
From (H2), we have
with a positive constant λ . In fact, it is easy to follow that
Using the following inequality from Lemma 2.1 in [15]
In the present paper, we will apply the method of A-harmonic approximation adapting to the setting of Hörmander vector fields to study partial regularity for the system (1.1). The general steps are as follows.
(1) A Caccioppoli-type inequality is established for weak solutions of (1.1).
(2) The inequality and the A-harmonic approximation technique lead to decay estimates for the following function:
(1.9) (3) Partial regularity for gradients of weak solutions is obtained by the standard iteration.
As in the Euclidean space, when coefficients A α i are Hölder continuous with exponent γ , one hopes to see that the gradients of weak solutions to systems have Hölder regularity with the same exponent. However, a preliminary experiment with the classical direct technique can only get the Hölder exponent less than γ . Fortunately, based on the work in this paper, we obtain the desired optimal Hölder exponent γ for weak solutions.
The main result in this paper is the following theorem. 
Furthermore, \ 0 = 1 ∪ 2 and meas( \ 0 ) = 0, where
The condition 2aM < λ in Theorem 1.1 is necessary. Whether we may assume aM < λ instead of the condition is still an open issue. The following result shows that we can slightly change (1.5). To the best of our knowledge, in the Heisenberg group, 0,γ regularity is valid for 1 < p < ∞ and was proved by several people during the 1990s [5, 21, 29] , but when turning to 1,γ regularity, it is worth pointing out that the remarkable contribution of Hölder continuity for the gradient of weak solutions to sub-elliptic p-Laplacian equations is due to Capogna [3, 4] , Marchi [22, 23] , Domokos [8, 9] , Manfredi and Mingione [24] and Mingione et al [25] , but the exponent p should be near 2, and the limitation 2 ≤ p < 4 appears in the most recent of the cited works. Recently, Garofalo in [14] obtained the 1,γ regularity of weak solutions which possess some special symmetries for 2 ≤ p. When turning to partial continuity of weak solutions, our results show that the 1,γ continuity is also valid for exponent 2 ≤ p.
Compared with the usual gradient vector fields {X i = ∂/∂x i , i = 1, . . . , n} on the Euclidean case R n , there exist two main difficulties in our setting: the lack of commutation and the lack of homogeneity of the vector fields. The first difficulty does not allow us to differentiate the equation, and the second difficulty does not permit us to use scaling. Also, Hörmander's vector fields have no explicit expressions like basic vector fields in Carnot groups, and we meet an obstacle when trying to establish Caccioppoli-type inequalities. Fortunately, a result on the expressions of vector fields by Xu and Zuily in [30] plays a crucial role in proving the inequality.
The structure of this paper is as follows. In Section 2, we collect some basic notion and facts related to Hörmander's vector fields, involving the Carnot-Carathéodory metric, the Sobolev-type embedding theorem, the Poincaré-type inequality and several relative function spaces. In Section 3, an A-harmonic approximation lemma is given and a conclusion for constant systems obtained by Xu and Zuily [30] is generalized. Then we show a Caccioppolitype inequality for weak solutions to the system (1.10). Section 4 is devoted to the proof of Theorems 1.1 and 1.2, and the process of the proof is split into four steps. An estimate on weak solutions is established in the first step. The second step begins with proving three 'small conditions'(see (4.10)-(4.12) below), and then obtaining the estimate for the function (ξ 0 , ρ, p 0 ) in (1.9). The third step is to show that we can iterate the statement in the second step. A decay estimate
is obtained in the last step, where γ is the same as (1.4). Then we can infer the conclusion of Theorem 1.1 by employing the Campanato-type lemma by Capogna [4] . The proof of Theorem 1.2 is very similar to that of Theorem 1.1 and the key point is to find a suitable estimate for a new term (see (4.37) below).
Basic facts and notion
Assume that ⊂ R n is a bounded, open and path-connected domain and that {X i } k i=1 (k < n) are a family of C ∞ real valued vector fields defined in a neighborhood of the closure of . For a multi-index α = (i 1 , . . . , i k ), we denote by X α the commutator
of length l = |α|. Throughout the paper, we suppose that the vector fields satisfy Hörmander's condition: there exist some positive integers s such that {X α } |α|≤s span the tangent space of R n at each point of , that is, rank Lie[X 1 , . . . , X k ] ≡ n.
Rothschild and Stein in [27] exhibited a lifting and approximation technique which implies that the original vector fields {X 1 , . . . , X k } can be lifted by adding extra variables to free vector fields { X 1 , . . . , X k } on × T ⊂ R n × R d−n with T being the unit ball in R d−n , and
Note that we have
is a solution of (1.1), then it also satisfies the system
where { X i } is a family of lifted vector fields of {X i } (see [27] ). Without loss of generality, we may assume that {X 1 , . . . , X k } are free up to order s. Now, we introduce a metric in the following way. Assume that admissible path γ is a Lipschitz curve γ : [0, b] → , and there exist c i (
From (2.1), we can define the C-C ball and the C-C sphere as
respectively. A fundamental doubling property of the Lebesgue measure with respect to the C-C metric balls was shown by Nagel et al in [26] , namely: given a bounded set ⊂ R n , there are positive constants C and R 0 , such that
Let Q = log 2 C, then the number Q acts as a dimension and is therefore called the local homogeneous dimension relative to and to
. . , n}, one has C = 2 n and Q = n. Furthermore,
where ω X (ξ ) is positively bounded and depends only on the center ξ .
The following result from [30] is crucial for our discussion.
second-order differential operator with a im being functions and denote by
A the matrix (a im ) 1≤i,m≤k . For any ξ 0 ∈ , one can find coordinates in a neighborhood V of ξ 0 and a matrix T (ξ) ∈ GL(k, R) which is C ∞ in V such that if we set (Y 1 , . . . , Y k ) = T (ξ )(X 1 , . . . , X k ), then: (1) Y i = ∂ ∂ξ i + n l=k+1 g il ∂ ∂ξ l , i = 1, . . . , k, (2.3) (2) the set (Y 1 , .
. . , Y k ) satisfies Hörmander's condition of order s and is free up to the order s in V ;
Because of the result, we always assume that Hörmander's vector fields
Definition 2.2. Let ⊂ R n be an open set and denote by
the Sobolev space. Then HW 1,m ( ) is a Banach space under the norm
The local Sobolev space is defined by
Jerison [19] showed a Poincaré-type inequality related to Hörmander's vector fields:
where
, and C P depends only on m (m ≥ 1) and Q. Without loss of generality, we may assume C P > 1.
Denote by Bil(R kN ) the collection of bi-linear forms defined in R kN , and suppose
We say that 1,γ ( ) is a Folland-Stein space with the norm
Garofalo and Nhieu [17] proved a Sobolev-type embedding theorem for Hörmander's vector fields. 
We recall that an open set ⊂ R n has the A-property if and only if there exists A > 0 such that for every ξ ∈ and ρ > 0,
Capogna in [4] pointed out that any gauge ball B r (ξ ) fits the A-property and proved a Campanato-type lemma for Hörmander's vector fields.
It is useful to write the following.
Then for any r with m < r < q, we have f ∈ L r ( ) and
The conclusion can be obtained by Hölder's inequality. In this paper, we denote by C a general constant, which may vary from line to line.
Caccioppoli-type inequality
Similar to [12] , one can establish the following A-harmonic approximation lemma for vector fields.
LEMMA 3.1. Consider fixed positive λ and L, and k, N ∈ N with k ≥ 2. Assume that
and
is satisfied, then
Proof. We assume the conclusion to be false, and then for some ε > 0 we can find {A k } each fulfilling (3.1), and {g k } satisfying (3.2) and (3.3) with δ k = 1/k, but failing to obey (3.4); that is,
Without loss of generality, we may assume
. By the compact embedding of HW 1,p into L p , we find subsequences of g k (also denoted by {g k }), g and A such that g k g weakly in
Next, we further find that g is A-harmonic by using the weak HW 1,2 convergence of g k to g and A k -harmonicity of the g k and the convergence of the A k :
We now consider the Dirichlet problem given by
and with the Lax-Milgram theorem we find the respective solutions h k . Using the ellipticity of A k , employing the A k -harmonicity of the h k , applying the A-harmonicity of g, and exploiting Hölder's inequality, we then have
By the convergence of A k to A and the fact that h k − g ∈ HW 1,2 0 , we conclude that h k converges strongly to g in HW 
and this gives the desired contradiction to (3.5) .
2 Xu and Zuily [30] considered the following constant coefficients system involving Hörmander's vector fields: 6) and proved that weak solutions u ∈ HW 1,2 ( ) implies u ∈ C ∞ ( ). Moreover, they established the following inequality for all ξ 0 ∈ , R ∈ (0, 1) s.t. B(ξ 0 , R) ⊂ and all k ∈ N:
where C is a constant independent of ξ 0 , R and u.
In view of (u − u ξ 0 ,R ) also being a weak solution to the system (3.6), combining (3.7) and (2.6), it is easy to see that
where C 0 is a constant independent of ξ 0 , R and u. Without loss of generality we may take
is a weak solution to the system (1.
1) with conditions (H1)-(H3) and (N), and 2aM < λ . Then for every
Proof. Inspired by the method of [13] , we let
3), and
One obtains from the selection of ϕ that
Adding (3.10)-(3.12) and then using (1.4)-(1.6) yields
where K(·) =: K(|u 0 | + |ξ 1 − ξ 1 0 ||p 0 |). Employing (1.8), the left-hand side in (3.13) can be estimated by
In what follows, we will estimate the five terms of the right-hand side in (3.13), respectively. For a small positive ε to be fixed later, using Young's inequality and |Xη| ≤ C(R − ρ) −1 , we have
Noting the fact that (R/R − ρ) 2γ ≥ 1 yields
Similarly, it follows that
For a small positive μ to be fixed later, we have
where we have used the fact that
Paying attention to the facts that
and substituting (3.14)-(3.19) into (3.13), it is not difficult to obtain
The conclusion follows by choosing suitable ε and μ, such that > 0. We refer to [12] for a similar and detailed argument. 
Proof of Theorem 1.1
We will complete the proof of Theorem 1.1 via four steps.
First step. We claim that if ρ ≤ 1 and ϕ
where we denote
Proof. Noting the fact that
where we have used (3.12) over the ball B ρ (ξ 0 ) and (1.10), we obtain
Using (1.1) and (1.7) gives
By Hölder's inequality, Jensen's inequality and m/(m − 1) ≤ 2, it follows that
It follows from Young's inequality, (2.6) and
Noting the fact that sup B ρ (ξ 0 ) |ϕ| ≤ ρ ≤ 1, we have
Now, we conclude (4.1) by combining estimates (4.6)-(4.9) with (4.5). 2
Second step. We claim that for a fixed γ ∈ (0, 1), there exist positive constants C 2 , C 3 and δ satisfying the conditions in Lemma 3.1 and θ ∈ (0, 1) such that
where M 1 is a positive constant and
The three inequalities above imply
Proof. Paying attention to the properties of ω(s, t) in (1.7), we choose a suitable t 0 > 0 satisfying
Moreover, let us take ρ 0 > 0 such that ρ 16) it follows that (4.10)-(4.12) are valid. In the sequel, let
Noting (4.10) and (4.11) yields
So (4.17) and (4.18) imply the conditions (3.2) and (3.3) in Lemma 3.1, respectively. Also (1.1) and (1.3) suggest the condition (3.1). Then there exists an A-harmonic function
and 
Note the facts that
where we have used (3.8) and (4.20) , and
where we have used the fact that u − p 0 (ξ 1 − ξ 1 0 ) has the mean value u ξ 0 ,2θρ on the ball
It follows that by (4.23) and (4.24)
On the other hand, we see from (4.11) and (4.12) that
Thus we first get,
Next, we recall that g(τ ) = B 2θρ (ξ 0 ) (u − τ ) 2 dξ has a minimal value at τ = u ξ 0 ,2θρ , and
. Using (4.20) and (2.6) yields
By (3.7) with k = 2, the inequality
is valid. Replacing h with h − h ξ 0 ,R and using (2.6) leads to
It implies that
Applying (4.20) , it follows that for θ ∈ (0,
Noting that
, we estimate the left-hand side of (4.28): 29) where 
Thus we obtain
Substituting these estimates of I , II , III into (4.22), we have
For given γ ∈ (0, 1), fix θ ∈ (0, 1 4 ] sufficiently small such that C 6 θ 2 < 1 4 θ 2γ , and take ε = θ Q+4 . Then Remark 4.1. Actually, the conclusion is still valid when the factor 1 2 is removed in two inequalities of (4.16). Here, we make the stronger restriction on purpose so we can use it later.
Third step. We claim that for every n ∈ N,
It allows us to make an iteration from the assertion in the second step and have
Proof. We will show (4.32) by induction. Clearly, if n = 0, then (4.33) is just (4.13).
Assuming that (4.32) is true for 1, . . . , n − 1, we have
A direct calculation gives Then it is not difficult to obtain a Caccioppoli-type inequality like Lemma 3.2. Finally, we end the proof of Theorem 1.2 by following the process of the proof of Theorem 1.1. 2
