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An efficient method for calculating linearized disturbances to shear flows that accurately
captures their acoustic radiation was recently introduced (Towne & Colonius, AIAA Paper
2013-2171, 2013). The linearized Euler equations are modified such that all upstream
propagating acoustic modes are removed from the operator. The resulting equations, called
one-way Euler equations, can be stably and efficiently solved in the frequency domain as
a spatial initial value problem in which initial perturbations are specified at the flow inlet
and propagated downstream by integration of the equations. In this paper, we continue the
development of this method with the aim of using it to model wavepackets and their acoustic
radiation in turbulent jets. Before turning attention to jets, two dimensional mixing layer
noise results computed using the one-way Euler equations are shown to be in excellent
agreement with a direct solution of the full Euler equations. The one-way Euler operator
is then shown to accurately represent all downstream modes that exist in supersonic and
subsonic parallel jets, while properly eliminating the upstream acoustic modes. Finally,
the method is applied to a turbulent Mach 0.5 jet mean flow obtained from experimental
measurements. The near-field one-way Euler results are similar to those obtained using a
previous spatial marching technique called the parabolized stability equations. However,
the one-way Euler solutions also include the acoustic fields. With further development, the
results suggest that the one-way Euler equation could be used to obtain improved accuracy
over the parabolized stability equations as a low-order jet noise model.
I. Introduction
A wide range of experimental and numerical investigations have identified large-scale coherent structures
in turbulent jets.1 These structures take the form of advecting wavepackets with nearly constant wavelength
and exhibit coherence over distances exceeding turbulent length scales. Although large-scale wavepackets
constitute a modest portion of the total turbulent flow energy, their high spatiotemporal coherence makes
them acoustically efficient relative to uncorrelated turbulent fluctuations. In particular, wavepackets are
correlated with acoustic radiation to downstream angles, where sound is most intense.2
The process by which supersonically convected wavepackets produce sound is well known and corresponds
to a wavy-wall-like mechanism leading to Mach wave radiation.3 Constant amplitude subsonically convected
waves, on the other hand, do not produce sound. However, when such a wave undergoes a change in
amplitude, its wavenumber is no longer discrete and some of its energy becomes acoustically matched to
propagating solutions of the wave equation.1,3 It is therefore the growth and decay of wavepackets that
contributes to sound production in subsonic jets.
Suzuki & Colonius4 showed that these wavepackets can be quantitatively identified as linear instability
modes of the turbulent mean flow. This suggests that reasonable low-cost jet noise models could be obtained
through accurate calculation of linear modal solutions.
By assuming that the mean jet is locally parallel, Michalke5 and Mattingly & Chang6 applied classical
linear stability theory to experimentally measured velocity profiles to compute local eigenvalues and found
good agreement with experimental growth rate and wavenumber estimates. However, the local nature of
such methods limits their ability to accurately capture nonparallel effects and the downstream growth and
decay of the instability waves.
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To address this shortcoming, a variety of weakly-nonparallel methods were developed based on the method
of multiple scales7,8 and matched asymptotic expansion.3 These methods partially account for the slow
divergence of the jet mean flow and deliver reasonable results, especially in the near-field. They are, however,
mathematically intricate and must be appropriately modified to account for each new flow configuration
considered.
A simpler, more robust approach for incorporating slow mean flow divergence is an ad hoc generalization
of linear stability theory called the parabolized stability equations (PSE).9 PSE can partially capture non-
parallel and nonlinear effects, and has been shown to accurately model many convectively unstable flows.
In particular, our group has previously shown that linear PSE produces quantitatively accurate near-field
wavepackets for both supersonic10 and subsonic11 turbulent jets. For supersonic jets, the far-field noise is
also well predicted by PSE.12 On the other hand, PSE severely under-predicts the far-field noise for subsonic
jets.13
PSE is a frequency-space spatial marching technique in the streamwise direction. Initial conditions are
specified at the jet inlet and propagated downstream by integration of the PSE operator. Because of this
one-way solution strategy, upstream propagating waves cannot be captured by PSE. Care must be taken to
assure a stable downstream march. This is the case because, despite their name, the parabolized stability
equations are not formally parabolic. The PSE operator contains remnants of upstream acoustic modes that
constitute an elliptic effect in the frequency domain. These elliptic modes are a consequence of the inherent
boundary value nature of the subsonic Euler equations. Specifically, decaying upstream acoustic modes are
wrongly interpreted by the PSE operator as growing downstream modes, causing exponential instability
in the march if they are not eliminated. The traditional PSE method attenuates these waves by using an
implicit Euler axial discretization along with a restriction on the minimum step size. This has the effect of
numerically damping the upstream acoustic modes such that they move inside the unit circle in the discrete
spectral space. If a step size below the restriction is used, these modes again move outside of the unit circle
and cause unbounded instability.14
An unintended consequence of the numerical damping used to eliminate the upstream acoustic modes is
that PSE effectively damps or otherwise distorts all but a single mode of the Euler operator. For shear flows,
the one mode that PSE faithfully tracks (which we call the primary PSE mode) is the Kelvin-Helmholtz
mode. As a result, the desired downstream acoustic modes are poorly computed. The downstream acoustic
modes in subsonic jets are more susceptible to this numerical damping than their counterparts in supersonic
jets. The implicit Euler discretization applies damping in such a way that modes that are farther from
the Kelvin-Helmholtz mode in the complex spectral plane are more seriously damaged. The lower phase
velocity of the Kelvin-Helmholtz mode in subsonic jets increases the distance of this mode from the sonically
propagating downstream acoustic modes, effectively increasing the damping of these modes compared to
supersonic jets. Several alternative methods15,16 have been devised to remove the upstream acoustic mode
from the PSE operator and reduce the minimum allowable step size, but each of these methods still has
catastrophic effects on the downstream acoustic radiation, especially for subsonic flows.
Towne & Colonius17 recently introduced an alternative parabolization technique and applied it to the two
dimensional Euler equations. The resulting equations, termed the one-way Euler equations (OWE), do not
contain upstream acoustic modes and can be stably integrated in the downstream direction. Furthermore,
the downstream acoustic modes are accurately retained, allowing far-field acoustic radiation to be properly
captured.
In this paper, we extend the one-way Euler methodology with the aim of ultimately using it to model
wavepackets and their acoustic radiation in turbulent subsonic jets. We begin in section II by deriving the
one-way Euler equations in cylindrical coordinates. Section III contains two test problems that verify the
convergence and accuracy of the method. In section IV, we first demonstrate the ability of the one-way Euler
equations to accurately represent the various modal families that exist in supersonic and subsonic parallel
jets. We then apply the method to a Mach 0.5 turbulent jet. Section V concludes the paper.
II. Method
In this section, we outline our method for parabolizing the Euler equations. We first derive the linearized
Euler equations in cylindrical coordinates and manipulate them into a form convenient for parabolization.
Then, assuming parallel flow, we derive exact one-way Euler equations. This formulation turns out to be
computationally intractable in most cases, so we formulate an alternative approximate one-way equation
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that converges to the exact one-way equation as the order of the approximation is increased. Then, we
discuss the application of these methods to non-parallel flows and finally compare the computational cost of
the one-way equations to other solution techniques.
II.A. The linearized Euler/Navier-Stokes equations
We begin with the compressible Navier-Stokes equations in cylindrical coordinates:
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We have chosen as independent variables specific volume ν, axial velocity ux, radial velocity ur, azimuthal
velocity uθ, and pressure p. All variables have been appropriately non-dimensionalized by an ambient sound
speed c∞ and density ρ∞ and a problem dependent length-scale D (nozzle diameter for jet problems). The
fluid is approximated as a perfect gas with specific heat ratio γ and constant Reynolds number Re and
Prandtl number Pr. We have neglected viscous energy dissipation and assumed that the gradient of the
dilatation is small.
We decompose the flow-field q = {ν, ux, uy, uθ, p}T into a steady, axisymmetric baseflow and fluctuations
about this baseflow:
q(x, r, θ, t) = q¯(x, r) + q′(x, r, θ, t). (2)
If non-linear products of fluctuations are neglected and the baseflow satisfies equation (1), then the fluctua-
tions satisfy the linearized, two-dimensional, compressible Navier-Stokes equations:
∂q′
∂t
+A
∂q′
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+Br
∂q′
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+Bθ
∂q′
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+Bxx
∂2q′
∂x2
+Brr
∂2q′
∂r2
+Bθθ
∂2q′
∂θ2
+ Lq′ = 0. (3)
The matrix coefficents are functions of the baseflow q¯(x, r) and are given in Appendix A.
We further simplify equation (3) by neglecting terms involving second axial derivatives. Although this
is not necessary, it simplifies the process of decoupling the upstream and downstream dynamics contained
within the linearized operator. These axial viscous terms have historically been neglected in previous spatial
marching methods as well, such as the parabolized and reduced Navier-Stokes equations.18 Within the
context of this work, omitting them is appropriate whenever the axial variation of the solution is much
slower than the variation in the radial direction or when viscous effects are altogether unimportant in the
linear evolution of the large-scale dynamics. The high-Reynolds-number jets considered in this paper in fact
satisfy both of these conditions, suggesting that viscous terms could be neglected altogether. However, we
have found that retaining the radial and azimuthal viscous terms helps stabilize spurious dynamics that in
some cases impede the parabolization process. In that sense, the retained viscous terms can be thought
of as regularization terms rather than physically important ones. Accordingly, we continue to refer to the
equations as Euler equations despite the inclusion of the aforementioned viscous terms.
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Next, the solution is discretized in the radial direction using Nr grid points and decomposed into Fourier
modes in the azimuthal direction. We will use bold font to represent the discretized analogue of each variable
and operator, and the azimuthal transform is indicated using superscript (†) with the mode number specified
by the subscript m. Equation (3) then becomes
∂q†m
∂t
+A (x)
∂q†m
∂x
+Bm (x) q
†
m = 0, (4)
where Bm = BrDr+ ımBθ+BrrDrr+(ım)
2
Bθθ+L. The matrices Dr and Drr approximate the first and
second radial derivatives, respectively. At this point, pole conditions and far-field radial boundary conditions
are also incorporated into Bm. Since each azimuthal mode is treated independently and identically, we drop
the subscript m.
Equation (4) is a one-dimensional strongly hyperbolic system. In other words, A is diagonalizable and
has real eigenvalues. This follows directly from the fact that the undiscretized operator A satisfies these
requirements, as shown in Appendix A. The eigenvalues of A are
λ1,2,3 = u¯, (5a)
λ3,4 = u¯± c¯, (5b)
where u¯ and c¯ are the local axial velocity and sound speed. Evaluating these eigenvalues at each radial
grid point gives the eigenvalues of A. The number of positive, zero, and negative eigenvalues of A will be
important in the development of our parabolized equations. We denote these quantities as N+, N0, and N−,
respectively. Also define N = N+ +N0 +N− = 5Nr. For a subsonic jet, the first four eigenvalues of A will be
positive and λ5 will be negative everywhere, so N+ = 4Nr, N0 = 0, and N− = Nr. For a supersonic jet, λ5
becomes positive in regions of supersonic flow, so we have 4Nr < N+ < 5Nr, N− < Nr, and either N0 = 0
or N0 = 1, depending on whether a grid point coincides with the sonic point at a given axial location.
For the remainder of this paper, we will assume that N+ and N− are fixed for all x and that N0 = 0.
This is true for all subsonic flows, as well as supersonic parallel flows as long as a grid point does not coincide
with the sonic point. It is not true for nonparallel supersonic jets, since the number of grid points within
the sonic region changes as the jet spreads. This assumption is not necessary for the development of our
parabolization method, but making it greatly simplifies the presentation.
It proves useful to work with the characteristic variables of equation (4). Since A is diagonalizable, there
exists a transformation T (x) such that
TAT−1 = A˜ =
[
A˜++ 0
0 A˜−−
]
(6)
where A˜, A˜++ ∈ RN+×N+ > 0, and A˜−− ∈ RN−×N− < 0 are diagonal matrices. The diagonal entries of
A˜++ and A˜−− are precisely the positive and negative eigenvalues of A, respectively. The transformation T
is known analytically since it is the discretization of the matrix T that diagonalizes A (see Appendix A).
The characteristic variables of equation (4) are then φ†(x, t) = T (x)q†(x, t), and can be separated into
positive and negative parts based on the positive and negative blocks of A:
φ† =
{
φ†+
φ†−
}
(7)
with φ†+ ∈ RN+ and φ†− ∈ RN− . In terms of the characteristic variables, equation (4) becomes
∂φ†
∂t
+ A˜ (x)
∂φ†
∂x
+ B˜ (x)φ† = 0 (8)
where B˜ = TBT−1 + A˜T dT
−1
dx .
Since we wish to obtain modal solutions, we proceed by applying a Laplace transform in time to equa-
tion (8), giving
s φˆ+ A˜ (x)
∂φˆ
∂x
+ B˜ (x) φˆ = 0, (9)
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where φˆ(x, s) is the Laplace transform of φ†(x, t) and s = η − ıω (η, ω ∈ R) is the Laplace dual of t.
We have assumed zero initial conditions, but that is not important since we are not interested in transient
start-up effects, but rather the long-time stationary behavior of the flow. We will ultimately take η = 0 and
set ω to a particular value to obtain the modal solution at that frequency, but keeping the possibility of
non-zero η will help us distinguish between upstream and downstream solutions of equation (8).
Solving equation (9) for x-derivatives then gives
dφˆ
dx
= M (x, s) φˆ (10)
with
M = −A˜−1
(
sI + B˜
)
. (11)
It is useful to divide M into blocks according to the sizes of the positive and negative characteristic variables:
d
dx
{
φˆ+
φˆ−
}
=
[
M++ M+−
M−+ M−−
]{
φˆ+
φˆ−
}
. (12)
The size of each block is implied by the subscripts; for example, M+− ∈ CN+×N− . We will continue to use
this convention throughout the paper.
II.B. Exact Parabolization
In this subsection, we derive an exact parabolization of equation (10) for the special case of parallel flow
(M not a function of x). The method will be generalized to allow for non-parallel flow in section II.D.
We also restrict our attention, for the remainder of the paper, to the case where M is diagonalizable. The
modifications required to accommodate a defective M are straightforward but cumbersome, so we omit them
for the sake of clarity.
The essential step in parabolizing equation (10) is distinguishing between its upstream propagating and
downstream propagating solutions. Since equation (10) is uniform in x, its general solution is the summation
of modes
φˆ(x, s) =
N∑
k=1
vk(s)ψk(x, s), (13)
where each expansion coefficient ψk satisfies
dψk
dx
= ıαk(s)ψk, (14)
and each (ıαk, vk) is an eigenvalue-eigenvector pair of M . We include the ı in our definition of the eigenvalue
for consistency with the usual definition of spatial wave-numbers. The real and imaginary parts of αk are
related to the phase-speed and growth rate of the mode.
The task at hand is to determine which of these modes are upstream propagating and which are
downstream propagating, in terms of energy transfer. Briggs19 developed a criterion for making this dis-
tinction: mode k is downstream propagating if limη→+∞ = [αk(s)] = +∞ and upstream propagating if
limη→+∞ = [αk(s)] = −∞. Since M tends to the real diagonal matrix −ηA˜−1 as η → +∞, it is clear that
all of its eigenvalues will exhibit one of these two behaviors. Furthermore, based on the block structure
of A˜, there are exactly N+ downstream modes and N− upstream modes. When applied to an operator
obtained from a constant coefficient hyperbolic system such as equation (10), Briggs’ criterion is consistent
with well-posedness theory for hyperbolic systems as developed by Kreiss.20
The exact parabolization of equation (10) is then obtained by zeroing the upstream modes. That is, for
each upstream mode, equation (14) is replaced with the condition
ψk = 0. (15)
This is exactly the same condition that is applied to each upstream mode in order to generate non-reflecting
boundary conditions at an outflow. Indeed, our parabolization technique can be thought of as applying a
non-reflecting outflow boundary condition everywhere.
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In order to write the parabolized system clearly and compactly, it is useful to write it in block matrix
form. First, the expansion coefficients are arranged in a vector ψ such that the the N+ downstream modes
appear first followed by the N− upstream modes:
ψ =
{
ψ+
ψ−
}
. (16)
Then equation (13) and equation (14) can be written in matrix form as
φˆ = V ψ ↔ ψ = Uφˆ (17)
and
dψ
dx
= Dψ. (18)
The columns of V are the right eigenvectors, the rows of U = V −1 are the left eigenvectors, and the entries of
the diagonal matrix D are the eigenvalues of of M , all ordered in the same way as ψ, such that M = V DU .
We can also partition the matrices D, V , and U into blocks based on their association with the upstream
and downstream expansion coefficients and the positive and negative characteristic variables. Specifically,
we write
d
dx
{
ψ+
ψ−
}
=
[
D++ 0
0 D−−
]{
ψ+
ψ−
}
, (19){
φˆ+
φˆ−
}
=
[
V++ V+−
V−+ V−−
]{
ψ+
ψ−
}
, (20)
and {
ψ+
ψ−
}
=
[
U++ U+−
U−+ U−−
]{
φˆ+
φˆ−
}
. (21)
Recall that based on our ordering of ψ, D++ contains the downstream eigenvalues and D−− contains the
upstream eigenvalues.
The exact parabolization of equation (10), in terms of ψ, is then
dψ+
dx
= D++ψ+, (22a)
ψ− = 0. (22b)
This can also be written in terms of the characteristic variables as
dφˆ+
dx
= M++φˆ+ +M+−φˆ−, (23a)
U−+φˆ+ +U−−φˆ− = 0. (23b)
When U−− is invertible, equation (23) is a differential-algebraic system of index 1 and φˆ− can be
eliminated, giving an ordinary differential equation for the positive characteristic variable:
dφˆ+
dx
= Pφˆ+, (24)
where
P = M++ −M+−U−1−−U−+ (25a)
=
[
M++ M+−
] [ I
−U−1−−U−+
]
(25b)
=
[
V++ V+−
] [ D++ 0
0 D−−
][
U++ U+−
U−+ U−−
][
I
−U−1−−U−+
]
(25c)
=
[
V++ V+−
] [
D++ 0
0 D−−
][
V −1++
0
]
(25d)
= V++D++V
−1
++ . (25e)
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In going from the third to fourth line, we made use of the identity V −1++ = U++ −U+−U−1−−U−+. It is clear
from the final equality that the eigenvalues of P are precisely the downstream eigenvalues of M .
Implementation of the exact one-way equation given by equation (23) would require calculation of the
N− left eigenvectors corresponding to the upstream eigenvalues of M . The resulting computational cost is
usually intolerably high. This is especially true for nonparallel flows, in which case local eigenvectors would
need to to be calculated at each x (see section II.D). Instead, we will generate a practical one-way equation
by approximating the parabolization condition given by equation (23b).
II.C. Approximate Parabolization
Motivated by the connection between the exact parabolization method and non-reflecting boundary con-
ditions, our approximate parabolization method is based on recursions that were introduced by Givoli &
Neta21 and Hagstrom & Warburton22 for generating non-reflecting boundary conditions. Accordingly, we
propose an approximate parabolization given by the differential-algebraic system
dφˆ+
dx
= M++φˆ+ +M+−φˆ−, (26a)(
M − ıb j+I
)
φˆj =
(
M − ıb j−I
)
φˆj+1 j = 0, . . . , Nb − 1, (26b)
φˆNb− = 0. (26c)
In this formulation, we have introduced a set of auxiliary variables {φˆj : j = 0, . . . , Nb} and a set of
complex scalar parameters {b j+, b j− : j = 0, . . . , Nb − 1}. The zero-indexed variable is the physical variable
(φˆ0 = φˆ) and the remaining auxiliary variables are defined by the recursions. The selection of the parameters
will be discussed below. We call Nb the order of the approximate one-way equation.
We will now show that the approximate one-way equation given by equation (26) converges to the exact
one-way equation equation (23) in the limit Nb → ∞ when the recursion parameters are appropriately
chosen. Since equation (26a) is identical to equation (23a), we must only show that equation (26b) and
equation (26c) together converge to equation (23b). In other words, we wish to show that ψ− → 0 as
Nb →∞. To do so, we begin by defining ψj = Uφˆj , which is the natural extension of the previous definition
ψ = Uφˆ. Equation (26b) can then be written(
D − ıb j+I
)
ψj =
(
D − ıb j−I
)
ψj+1 j = 0, . . . , Nb − 1. (27)
Since D is diagonal, each scalar component of ψj can be considered separately:(
ıαk − ıb j+
)
ψjk =
(
ıαk − ıb j−
)
ψj+1k j = 0, . . . , Nb − 1, k = 1, . . . , N. (28)
It is then straightforward to eliminate all of the intermediate (j = 1, .., Nb − 1) auxiliary variables, leaving
ψNbk =
Nb−1∏
j=0
αk − b j+
αk − b j−
ψk k = 1, . . . , N. (29)
For every k, the coefficient relating ψNbk and ψk is the value of a function that is independent of k,
evaluated at αk. That is,
ψNbk = F(αk)ψk k = 1, . . . , N. (30)
with
F(α) =
Nb−1∏
j=0
α− b j+
α− b j−
. (31)
We now re-assemble equation (30) into a single matrix equation for all k:{
ψNb+
ψNb−
}
=
[
F++ 0
0 F−−
]{
ψ+
ψ−
}
. (32)
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where F++ and F−− are diagonal matrices whose entries are F evaluated at each rightgoing and leftgoing
eigenvalue, respectively. In other words, F++ = F (D++) and F−− = F (D−−).
Next, we apply the termination condition given by equation (26c). To do so, we write the left-hand-side
of equation (32) in terms of φˆNb :[
U++ U+−
U−+ U−−
]{
φˆNb+
φˆNb−
}
=
[
F++ 0
0 F−−
]{
ψ+
ψ−
}
. (33)
Applying equation (26c) leaves [
U++
U−+
]
φˆNb+ =
[
F++ 0
0 F−−
]{
ψ+
ψ−
}
. (34)
When U++ is invertible, φˆ
Nb
+ can be eliminated, giving
ψ− = Rψ+ (35)
with
R = −F−1−−U−+U−1++F++. (36)
The rectangular matrix R is analogous to a matrix of reflection coefficients. To attain ψ− → 0, the
recursion parameters must be chosen such that each entry in R approaches zero. In practice, this requires
some knowledge regarding the approximate locations of the upstream and downstream eigenvalues. Typically,
the Euler equation supports convective modes that travel with phase velocities ranging from the slowest to
fastest axial velocities in the flow. Additionally, the Euler equations usually support acoustic modes that are
well approximated by treating them as acoustic modes in a uniform free stream. Such modes are solutions
of the convective Helmholtz equation with uniform velocity u¯x. The eigenvalues are
α±(z) = k
−u¯x ± µ(z)
1− u¯2x
(37)
with
µ(z) =
√
1− (1− u¯2x)z2 (38)
and z ∈ (0,∞).
The simplest strategy for selecting the recursion parameters is to choose a single pair {b j+, b j−} for which
F < 1 for all downstream eigenvalues and F > 1 for all upstream eigenvalues, and use this pair for all
j = 0, .., Nb − 1. If we define κ to be the product of the maximum entries of F++ and F−1−− for Nb = 1, then
the magnitude of the slowest converging entry of R will decrease like |κ|Nb . Therefore, even for this very
simple choice of parameters, the method exhibits spectral convergence.
It is not always possible to find a single pair of recursion parameters that meets the above requirements.
Even when it is possible, it is typically preferable to distribute the parameters over a range of locations based
on the expected values of the upstream and downstream eigenvalues in an attempt to minimize R at a given
Nb rather than to guarantee a certain rate of convergence.
Most of the results in this paper are obtained using the following strategy. Some of the parameters,
usually about half, are distributed along the real axis over the range of convective phase speeds supported
by the baseflow. The remaining parameters are placed along the acoustic branches given in equation (37) by
varying z from 0 to the maximum value supported by the mesh with u¯x set to some characteristic velocity
of the flow.
This approach to parameter selection is certainly not optimal. Within the context of nonrelecting bound-
ary conditions for uniform flow Euler equations, parameters have been derived that are optimal at every
Nb and guarantee spectral convergence.
23 However, these parameters are fundamentally linked to the time-
domain and cannot be easily translated to the frequency domain. Finding robust, optimal frequency domain
parameters is an ongoing aspect of our work.
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II.D. Extension to non-parallel flows
In the previous two subsections, we developed exact and approximate parabolization techniques for the Euler
equations under the assumption of parallel flow. In this subsection, we discuss the extension of these methods
to non-parallel flow.
First, it is easy to verify that for a nonparallel flow, the approximate parabolization given by equation (26)
still converges to the exact parabolization given by equation (23) at every x. Therefore, we must only evaluate
the exact method, and all conclusions will apply also to the approximate formulation.
Central to the concept of parabolization is the identification of upstream and downstream parts of the
solution at each axial location. When M depends on x, equation (10) no longer admits simple modal
solutions, so Briggs’ criterion no longer strictly applies. However, the theory of well-posedness of variable
coefficient hyperbolic systems20 provides a means by which to distinguish, locally at each x, parts of the
solution that are propagated upstream and downstream. Simply put, the variable coefficient extension of
well-posedness theory states that constant coefficient analysis of the frozen coefficent system at a given x
provides the correct (that is, well-posed) division of the solution into upstream and downstream components.
Therefore, the one-way equations derived in the previous two sections will still retain and eliminate the correct
parts of the Euler operator at each axial station in non-parallel flows.
The fundamental difference between the parallel and non-parallel cases is that in a non-parallel flow, the
upstream and downstream variables no longer evolve independently. Except in rare cases, the transformation
ψ = Uφˆ no longer diagonalizes equation (10) because dUdx 6= 0. As a result, every expansion coefficient ψk is
potentially coupled with every other coefficient, so the upstream and downstream variables no longer evolve
independently. This coupling is intrinsic to non-parallel flow equations and is deeply linked to important
properties of their solutions. For example, this coupling allows convective waves in jets to excite acoustic
waves that propagate in all directions.
The implication of this coupling for our one-way equation is that setting ψ− = 0 will cause ψ+ to evolve
incorrectly as it propagates downstream. If for a given problem the upstream waves significantly interact with
and modify the downstream waves, this error will become large and an accurate one-way spatial marching
solution is not possible. If, however, the coupling between the upstream and downstream parts of the solution
is sufficiently weak, an accurate one-way solution can be obtained.
An important situation in which the coupling is weak occurs when the baseflow is slowly-varying in x.
In this case, the slow variation of the baseflow ensures the slow variation of U , which in turn implies that
U nearly diagonalizes M . A close examination of the meaning of “nearly diagonalizes” reveals that this
is akin to the usual short-wavelength condition that is frequently invoked when applying parallel theory to
non-parallel flows. To reiterate, the one-way Euler equations are well-posed for all parallel and non-parallel
flows, but accuracy is guaranteed only for sufficiently slowly varying baseflows.
II.E. Computational Cost
Using the approximate one-way Euler method entails satisfying the differential-algebraic system given by
equation (26) at each axial step in the march. This, in turn, requires the solution of a matrix system with
leading dimension O (NrNb). For efficiency, it is important for the system to be sparse, which requires the
use of a sparse discretization schemes. When this requirement is observed, the banded structure of the
system results in a predicted operation count that scale like NrN
2
b . Modern sparse solvers can often exploit
additional structure within the system not accounted for in this cost estimate, so in practice we observe
scaling like NrN
p
b with 1 < p < 2. Frequently, p ≈ 1.5.
The eigen-solution required by the exact parabolization method scales like N3r . The cost savings of
the approximate method stems from the fact that Nb  Nr and therefore Npb  N2r . Because of the
impracticality of the exact parabolization method, from here on out we will refer to the approximate method
as the one way Euler method.
In comparison, PSE usually scales like NrNit, where Nit is the number of iterations required to satisfy a
nonlinear constraint that is part of the PSE formulation. Finally, direct time domain and frequency domain
solutions of the full Euler equations scale like NrNt and N
2
r , respectively, per axial station. In time domain
solvers, Nt is the number of time step required to obtain a stationary solution. Again, the benefit of the
one-way Euler method is that Npb  Nt.
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III. Validation
This section contains two test problems used to verify the convergence and accuracy of our one-way
Euler formulation. First, we demonstrate convergence to an exact solution for the simple case of acoustic
waves generated by a monopole in a free-stream. Second, the accuracy of previously reported results for a
two-dimensional mixing layer are confirmed by comparing the one-way Euler solution to a direct solution
of the linearized Euler equations. Results for both test problems are also compared to PSE solutions to
highlight the improvement achieved by the one-way Euler method.
For all simulations in this section and section IV, the equations are discretized in the radial (or transverse)
direction using fourth-order central finite differences with summation-by-parts boundary closure.24 Radiation
boundary conditions are enforced using a super-grid damping layer25,26truncated by Thompson characteristic
conditions.27 Pole conditions are implemented using the scheme of Mohseni & Colonius.28 For the one-way
Euler equations, we perform the downstream march using a fourth-order diagonally-implicit Runge-Kutta
scheme, while PSE uses implicit Euler integration by definition.
III.A. Monopole forcing
In this problem, a monopole disturbance is placed just upstream of the computational domain in a Mach 0.25
uniform, inviscid free stream. The monopole generates an axisymmetric acoustic field, shown in figure 1(a),
for which an analytical solution exists. Along the inlet of the computational domain, indicated by the vertical
dashed line, the exact solution is supplied as an initial condition to the one-way Euler and PSE algorithms.
Then, this solution is propagated downstream by the spatial marching routine of each method, and the error
in each solution is calculated by comparison to the analytical solution. Since the flow is parallel and the
solution is comprised exclusively of downstream propagating waves, this set-up allows the convergence of the
one-way equation to be verified.
The recursion parameters for the one-way Euler method are chosen as follows. The first parameter b1+ is
chosen to coincide with the discrete convective mode α = ω/u¯x, and the corresponding b
1
− is the reflection
of b1+ over the line =[α] = −<[α]. The second parameter pair is chosen to be (b2+, b2−) ≈ (3 + 6ı,−9 − 6ı).
All additional parameter pairs repeat this second pair.
Figure 1(b) contains the error results. The error in this plot is defined as the local difference between the
numerical and analytical solution normalized by the local analytical solution and integrated over the x − r
plane at a fixed θ. The convergence of the one-way Euler solution over 1 < Nb < 5 is roughly spectral, as
expected. For Nb > 5, the error plateaus at a level equal to the error of the exact parabolization method.
Recall that the one-way Euler eigenvalues converge toward the eigenvalues of the discretized equations.
The properties of the underlying discretization – both good and bad – are unaltered by the parabolization
method. Therefore, the convergence plateau indicates that the discretization error has become larger than
the parabolization error. By the time this occurs, the one-way Euler error is over three orders of magnitude
smaller than the PSE error. Note that the PSE calculations reported here are best case results in the sense
that the most energetic acoustic mode was initialized as the primary PSE mode.
A useful way to visualize the convergence of the parabolization procedure is to compare the eigenvalues of
the one-way Euler operator to those of the full Euler operator M . Figure 2(a) shows the spectrum of the full
Euler operator for this problem. Note that additional stable convective modes exist, but are omitted from
the plot so that the behavior of the more important acoustic modes can be clearly presented. The remaining
subfigures show the spectra for several orders of the one-way Euler operator as well as the exact one-way
operator. At Nb = 0, the upstream acoustic waves have been removed, but the downstream eigenvalues
are poorly represented. The very small angle downstream propagating waves are properly captured while
all other waves are poorly modeled. As Nb is increased, all downstream eigenvalues continue to converge
toward the spectrum of the full Euler operator, so that more and more of the downstream acoustic modes
are properly modeled.
III.B. Two-dimensional mixing layer
Here, we confirm the accuracy of a previous result17 in which the generation and propagation of sound in a
two-dimensional mixing layer was modeled using one-way Euler equations. This problem demonstrates the
accuracy of the method for slowly-varying nonparallel flows.
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Figure 1: Monopole test case. (a) real part of the exact pressure field created by the monopole. The dashed
line shows the location where the initial condition is specified for the marching procedures. (b) global error
of the one-way Euler equations, PSE, and exact one-way Euler equations compared to the exact solution.
Error is defined as ‖(pˆ− pˆexact)/pˆexact‖ integrated over the full computational domain.
The baseflow is a second-order approximation of a self-similar solution of the incompressible boundary
layer equations using Prandtl’s eddy viscosity model.29 The Mach number of the fast and slow free-streams
are 0.8 and 0.2, respectively. The shear layer thickness grows linearly, with the spread rate chosen to match
experiments. The initial condition at the inlet is a pure Kelvin-Helmholtz eigenfunction computed at x = 0
under a locally-parallel assumption. We show results for the most unstable frequency near the inlet. The
solution is computed using the PSE and the approximate one-way Euler equations at Nb = 15. The one-way
Euler solution is well-converged at this order. The exact one-way Euler solution is prohibitively expensive for
this problem and is not computed. See the original paper (Towne & Colonius, 2013) for additional details.
The accuracy of the one-way Euler solution is verified by comparing it to a direct solution of the linearized
Euler equations (LEE). Precisely, equation (10) is solved as a boundary-value-problem by applying non-
reflecting boundary conditions at the limits of the axial domain and discretizing in x. The result is a very
large, sparse matrix equation in which the right-hand-side vector is created by specifying the same inlet
condition used for the marching methods, and the unknown vector is the solution at all x and y grid points.
Since equation (10) is properly treated as a boundary-value-problem, the LEE solution fully accounts for the
non-parallel baseflow, and therefore can be considered the correct solution for this problem, up to numerical
error.
Figure 3 shows the pressure field as computed by LEE, PSE, and OWE. First, consider the LEE solution.
The near-field is dominated by a growing, then decaying wavepacket. The location where the wavepacket
begins to decay acts as a sound source, creating acoustic radiation in all directions but especially in the
downstream direction in the slow-stream (y < 0). Comparing the PSE and LEE solutions, two deficiencies
are clearly discernible. First the PSE near-field wavepacket decays too rapidly. Second, the PSE solution
contains almost no acoustic field at all. Again, this is due to the fact that the downstream acoustic modes
in the PSE equations were heavily damped to allow a stable march.
The one-way Euler solution does not suffer from either of these problems. The near-field wavepacket
in the one-way Euler solution is indistinguishable from the LEE wavepacket, and the downstream acoustic
radiation is accurately captured. Two differences can be identified between the LEE and one-way Euler
solutions. First, the one-way Euler solution does not capture the upstream acoustic radiation. This is
inherent to any spatial marching technique. Second, the downstream acoustic radiation to very high angles
is somewhat inaccurate. This occurs because the eigenvalues associated with high angle acoustic radiation
are typically difficult to converge. This error can be reduced by increasing the order of the recursions, but in
many applications, including jet aeroacoustics, this high angle sound is unimportant compared to low angle
sound, which is well captured using fairly lower order recursions.
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Figure 2: Convergence of the spectrum of the one-way operator (+) to the downstream acoustic modes of
the full Euler operator (green ©). The upstream waves are completely removed and the downstream waves
converge spectrally. The spectrum of the exact one-way operator is shown in (f).
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Figure 3: Pressure field generated by a wavepacket in a turbulent mixing layer computed using (a) direct
solution of the linearized Euler equations, (b) PSE, (c) the one-way Euler equations.
Figure 4(a) shows the pressure field along x = 50 for each method. The exponential decay of the near-field
pressure in all of the solutions is consistent with the asymptotic behavior of the Kelvin-Helmholtz mode.
The LEE and one-way Euler pressure fields level off due to the presence of propagating acoustic waves that
radiate to the far-field, and the agreement between these two solutions is excellent. In contrast, the damped
remnants of acoustic radiation in the PSE solution is at least four orders of magnitude too small. Figure
4(b) shows the pressure field along a circular arc of radius 50 centered at the origin passing through the slow
stream. It is clear that the primary error in the one-way Euler pressure field occurs at high angles, and that
the solution at low and intermediate angles is in close agreement with the LEE solution.
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Figure 4: LEE, OWE, and PSE pressure amplitude for the turbulent mixing layer (a) along the transverse
slice x = 50 (b) along a circular arc of radius 50 centered at the origin, sweeping through the slow stream.
The angle is measured counter-clockwise from the negative x-axis.
Recall that the purpose of developing an improved spatial marching technique was to efficiently obtain
accurate modal solutions. We have seen here that the one-way Euler equations can produce accurate results.
Table 1 shows the improved efficiency obtained over the direct LEE method for this mixing layer problem.
Compared to LEE, the one-way Euler method offers a speed-up of 42 times and a factor of 242 times
reduction in memory usage. We note that time domain implementations of the linearized Euler equations
are less memory intensive than the frequency domain solver used here, but they are also slower, so the
one-way Euler method would also offer attractive savings over time domain LEE solvers. The low CPU and
RAM requirements of PSE are achieved at the expense of accuracy, as we have seen.
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Method CPU Hours RAM (GB)
LEE 136.0 194.1
OWE 3.2 0.8
PSE 0.02 0.08
Table 1: Computational costs for the mixing layer problem
IV. Results
In this section, we present results related to the application of the one-way Euler equations to jets. First,
we demonstrate the ability of the parabolized equations to accurately represent the typical eigen-families
that exist in supersonic and subsonic parallel jets, and in particular highlight the improved representation
of important low-angle acoustic eigenvalues. Second, we calculate modal solutions of a Mach 0.5 turbulent
jet over a range of Strouhal numbers using the one-way Euler equations and compare these results to those
obtained using PSE.
IV.A. Parallel Jets
Here, we apply the one-way Euler method to supersonic and subsonic parallel jets. The base axial velocity
is taken as
u¯x =
u¯jet − u¯co
2
(
1 + tanh
(
1
4H
(
1
2r
− 2r
)))
+ u¯co, (39)
where u¯jet is the jet velocity, u¯co is the co-flow velocity, and H controls the momentum thickness of the
shear-layer. With properly chosen H, this profile fits well with experimentally measured velocity profiles
near the end of the potential core.5 In the following sections, we study a Mach 1.5 jet with a Mach 0.1
co-flow and a Mach 0.9 jet with a Mach 0.1 co-flow. For both cases, we use the experimentally motivated
thickness parameter H = 0.16.30 The pressure and specific volume are taken to be constant, and the radial
and azimuthal velocities are zero.
The computational domain extends five jet diameters in the radial direction, and the radial coordinate
is discretized using 350 points. A coordinate transformation is used to cluster grid-points in the shear-layer.
Additional computational details are given at the beginning of Section III. Even though our discretization
is stable in the inviscid limit, we use a Reynolds number of one million to further damp all spurious modes.
IV.A.1. Full Euler Spectrum
The spatial spectra of the Euler and Navier-Stokes equations for parallel supersonic and subsonic jets have
been extensively studied by a large number of investigators.6,30–32 Within different flow regimes, several
distinct families of modes have been identified and characterized. Although jet spectra have been shown to
be sensitive to Mach number, temperature ratio, shear-layer thickness, and Reynolds number, the two simple
jets considered here contain the main families of modes that exist for supersonic and subsonic jets over a wide
range of operating conditions. The spatial spectra for the two jets at St = 0.3 andm = 0 are shown in figure 5.
Other frequencies and azimuthal modes within our range of interest have qualitatively similar spectra. We
have taken the liberty to omit from these plots a number of stable spurious modes which inevitably arise
due to the dispersive nature of the finite-difference discretization used to approximate radial derivatives.
Spurious modes can be distinguished from physical ones by the tendency of their eigenvalues to change
significantly as the grid is refined and the prevalence of point-to-point oscillations in their eigenfunctions.
We have also omitted stable convective modes to reduce clutter.
For supersonic jets, six families of modes can be distinguished and are denoted by color in figure 5(a).
First, there is a single convectively unstable mode – the Kelvin-Helmholtz mode. Second, there are two
continuous branches of vorticity and entropy modes that stably convect downstream at speeds ranging
between the jet velocity and the co-flow velocity (omitted from plot). The third and fourth families are
continuous branches of upstream and downstream free stream acoustic modes, which together radiate sound
to all angles in the far-field. The fifth and sixth families are core pressure modes generated by resonant
acoustic waves trapped within the potential core. These modes are discrete because of the confinement
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Figure 5: Spatial spectrum of the Euler equations for (a) supersonic jet, (b) subsonic jet. The legend
identifies the different mode families and applies to both subplots. Note that the subsonic jet does not
contain core modes. The spectrum of the one-way Euler operator for each jet is given by the black (+)
symbols. In both cases, the upstream modes are properly removed, and all downstream modes are accurately
represented.
caused by the shear layer. One of these families has positive phase velocity and one has negative phase
velocity, but they both have positive group velocity because of the supersonic flow in the core, and so they
are both downstream families of modes.32 This can be confirmed using Briggs’ criterion.19
The spectrum of the Euler equations for the subsonic jet is shown in Figure 5(b). Four families of
modes can be distinguished. The first two families are unchanged from the supersonic case: the discrete
Kelvin-Helmholtz mode and the continuous convective vorticity and entropy branches (again omitted). The
third and fourth families are the upstream and downstream acoustic branches. Since the flow is now subsonic
everywhere, these branches contain only upstream and downstream propagating acoustic waves, respectively.
No resonant core modes exist.
IV.A.2. One-way Euler spectrum
For the supersonic and subsonic jets, the b j+ recursions parameters are divided evenly amongst the different
families of downstream modes, and distributed over the regions over which each family is expected to appear.
The locations of the acoustic branches and core modes can be predicted based on equation (37) with u¯x set
to the free stream velocity and jet velocity, respectively. The locations of the Kelvin-Helmholtz mode and
convective modes are estimates based on the range of possible convection velocities within the jet. Since
there is only one upstream family in both jets, all of the b j− parameters are placed in the vicinity of the
upstream free stream acoustic branch.
The (+) symbols in figure 5(a) are the eigenvalues of the one-way Euler operator with Nb = 18 for the
supersonic jet. All downstream modes are accurately represented and the upstream free stream acoustic
modes have been removed. Similarly, the (+) symbols in figure 5(b) show the eigenvalues of the one-way
Euler operator with Nb = 14 for the subsonic jet. All downstream modes are accurately represented, and
the upstream acoustic modes have been removed.
For use as a jet noise model, it is especially important that the one-way Euler equations accurately
represent the low-angle free stream acoustic modes in both the supersonic and subsonic jets. Figure 6
concentrates on these low-angle acoustic modes and the Kelvin-Helmholtz mode and compares their one-way
Euler and PSE representations. The PSE representation is based on the effective PSE spectrum, defined
in Appendix B. Concisely, the effective PSE spectrum is the set of eigenvalues that, if exactly integrated,
would produce the same results as PSE.
Recall that for PSE, the distortion of modes farther away from the Kelvin-Helmholtz mode is greater than
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Figure 6: Comparison of the one-way Euler (+) and PSE () low angle acoustic modes to their full Euler
counterparts (green ©) for the (a) supersonic and (b) subsonic jets. The one-way Euler modes are far more
accurate than the PSE modes, especially for the subsonic jet. The location of the Kelvin-Helmholtz mode
is also shown (blue ©).
for modes closer to it. For the supersonic jet, the relatively short distance between the Kelvin-Helmholtz
mode and the low-angle acoustic modes allows PSE to retain them with reasonable accuracy. Still, the one-
way Euler equations are much more accurate and represent the true eigenvalues almost perfectly. The main
error in the PSE acoustic modes is an increase in wavelength (and therefore a reduction in phase speed),
since the real parts of the eigenvalues move to higher values. There is, however, little excess damping. Since
PSE already gives reasonable far-field sound predictions, it is unclear how much the improvement achieved
in the spectrum of the one-way Euler operator will ultimately improve noise predictions for supersonic jets.
For the subsonic jet, the distance between the Kelvin-Helmholtz mode and the downstream acoustic
modes is comparatively large. As a result, the PSE acoustic modes contain much more error. Their phase
velocity is much too low and they are also significantly damped. The one-way Euler acoustic modes, on the
other hand, are represented extremely accurately. This suggests that the one-way Euler method is capable
of delivering greatly improved far-field noise predictions for subsonic jets, compared to PSE.
IV.B. Non-parallel subsonic jet
In this section, the one-way Euler method is applied to the mean flow of an experimentally measured
turbulent subsonic jet. The jet has acoustic Mach number M∞ = u¯jet/¯c∞ = 0.5, temperature ratio T¯jet/T¯∞ =
0.96, and Reynolds number Re = 7 × 105. The axial velocity was measured using stereoscopic PIV in
the Small Hot Jet Acoustic Rig at the NASA Glenn Research Center.33 Velocity contours are shown in
figure 7. Temperature is recovered using the Crocco-Busemann relation, and the radial velocity is estimated
by enforcing continuity. The mean pressure and azimuthal velocity are constant and zero, respectively. To
ensure reasonable smoothness of the baseflow, the mean axial velocity data is fit to radial and axial profiles
similar to those used by previous investigators.3,11
x
r
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Figure 7: Axial velocity of the Mach 0.5 jet. The contours are evenly spaced between 0.1 and 0.99. The
dashed line indicates the starting-point of for PSE and one-way Euler marches.
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Figure 8: Pressure contours for the Mach 0.5 turbulent jet.
Gundmundsson & Colonius previously calculated modal solutions for this jet using PSE. They found
good agreement between their results and POD filtered near-field microphone data, except at low Strouhal
numbers for m = 0. Here, we compare results computed by PSE and the one-way Euler equations for
m = 0 and St = 0.3, 0.5, 0.7. The domain extends fifteen jet diameters in the radial direction, and the
equations are discretized as described in section III using approximately 800 grid points. A local Kelvin-
Helmholtz eigenfunction is specified two diameters downstream of the nozzle and the solution is marched
eighteen diameters downstream. We will discuss the effects of changing the position and form of the initial
disturbance below. We use Nb = 18, and the recursion parameters are selected based on the strategy
describes for the parallel subsonic jet.
Figure 8 shows the pressure field as computed by PSE and the one-way Euler equations. Both methods
give similar near-field results, although the wavepacket decays slightly more rapidly in the PSE results, just as
it did in the mixing layer test problem. The wavepacket along the lip-line at St = 0.3 is plotted in figure 9(a).
As expected, the PSE results contain virtually no acoustic field. The one-way Euler results clearly do contain
acoustic waves. The downstream acoustic field is qualitatively consistent with LEE solutions of similar jets
(see for example, Baqui et al, 2013).34 For instance, the angle of the strongest radiation increases with
Strouhal number, and the pressure decays like 1/R away from the source region, where R is the distance
along the direction of propagation. The pressure along x = 15 for St = 0.3 is shown in figure 9(b). PSE
under-predicts the acoustic radiation by over four orders of magnitude.
Especially for the lower two Strouhal numbers, there exist some curious waveforms in the one-way Euler
solutions at low x. The cause of the behavior is not yet known. We have verified that it is related neither to
inadequate grid resolution nor radial boundary conditions. It also does not appear to be related to inadequate
convergence of the one-way equations, as the solutions change very little in the range 12 < Nb < 24. Instead,
this behavior seems to be related to how and where the march is initiated. Changing these parameters effects
the solutions, and especially these waveforms. Further investigation is need to strengthen this hypothesis
and confirm that this behavior is not related to parabolization. While we do not believe that these particular
waveforms are physical, it is actually a positive feature that the one-way equations are sensitive to the inlet
conditions. With PSE, the specific form and location of the inlet conditions has minimal effect on the solution
because everything except the Kelvin-Helmholtz mode is rapidly damped regardless of initial input. The
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Figure 9: One-way Euler and PSE pressure results for St = 0.3, m = 0 at (a) r = 1/2, (b) x = 15.
development of large-scale structures in a real jet, on the other hand, is likely to be somewhat dependent on
inlet disturbances. The increased sensitivity to inlet conditions of the one-way Euler results can therefore be
leveraged to obtain an ensemble of solutions that can be analyzed and combined to obtain a more realistic
aggregate result.
V. Summary and Future Work
In this paper, we have extended the one-way Euler method to cylindrical coordinates, verified its conver-
gence, accuracy, and efficiency, and demonstrated its ability to properly parabolize the Euler equations for
typical jet profiles. We then applied it for the first time to experimental mean flow data. The one-way Euler
method eliminates the upstream acoustic modes from the Euler operator, resulting in a formally parabolic
operator containing only downstream modes that can be stably and efficiently solved by spatial marching in
the downstream direction. It is confirmed that for supersonic and subsonic parallel jets, the one-way Euler
method properly retains all downstream propagating modes and successfully removes all upstream modes.
When applied to a Mach 0.5 turbulent jet based on experimental mean flow data, the one-way Euler
equations produce similar near-field wavepackets as PSE, but unlike PSE also include the associated acoustic
field. Basic properties of the one-way Euler acoustic field, such as far-field decay rate and directivity trends,
match expectations, but the quantitative accuracy of these results still needs to be verified. The one-way
Euler solutions also contain some irregular waveforms at low x that appear to be related to how and where
the spatial march is initialized. This issue requires further investigation.
Overall, the results presented in this paper suggest that, with further development, the one-way Euler
equations could be used to obtain improved accuracy over PSE as a low-cost jet noise model.
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Appendices
A. Linearized Navier-Stokes operators
The linearized Navier-Stokes operators in specific volume, pressure form are:
A =

u¯x −ν¯ 0 0 0
0 u¯x 0 0 ν¯
0 0 u¯x 0 0
0 0 0 u¯x 0
0 γp¯ 0 0 u¯x
 , Br =

u¯r 0 −ν¯ 0 0
0 u¯r − 1Re ν¯r 0 0 0
0 0 u¯r − 1Re ν¯r 0 ν¯
0 0 0 u¯r − 1Re ν¯r 0
− γRePr p¯r 0 γp¯ 0 u¯r − γRePr ν¯r
 ,
Bθ =
1
r

u¯θ 0 0 −ν¯ 0
0 u¯θ 0 0 0
0 0 u¯θ
2
Re
ν¯
r2 0
0 0 − 2Re ν¯r2 u¯θ ν¯
0 0 0 γp¯ u¯θ
 , Bxx = Brr = r2Bθθ = −
1
Re

0 0 0 0 0
0 ν¯ 0 0 0
0 0 ν¯ 0 0
0 0 0 ν¯ 0
γ
Pr p¯ 0 0 0
γ
Pr ν¯
 ,
L =

−∇ • u¯ ∂ν¯∂x ∂ν¯∂r − ν¯r 0 0
∂p¯
∂x − 1Re∇2u¯x ∂u¯x∂x ∂u¯x∂r 0 0
∂p¯
∂r − 1Re
(∇2u¯r − u¯rr2 ) ∂u¯r∂x ∂u¯r∂r + 1Re ν¯r2 − 2r u¯θ 0
− 1Re
(∇2u¯θ − u¯θr2 ) ∂u¯θ∂x ∂u¯θ∂r + u¯θr 1r u¯r + 1Re ν¯r2 0
− γRePr∇2p¯ ∂p¯∂x ∂p¯∂y 0 γ∇ • u¯− γRePr∇2ν¯
 .
The eigenvalues and diagonalizing transformation of the axial derivative matrix A are
A˜ =

u¯x 0 0 0 0
0 u¯x 0 0 0
0 0 u¯x 0 0
0 0 0 u¯x + c¯ 0
0 0 0 0 u¯x − c¯
 , T =

1 0 0 0 d¯2
0 0 1 0 0
0 0 0 1 0
0 1 0 0 d¯
0 −1 0 0 d¯
 ,
where c¯ is the speed of sound and d¯ = ν¯c¯ =
c¯
γp¯ is the acoustic admittance.
B. Effective PSE spectrum
The effective PSE spectrum is a tool for quantifying and visualizing the effects of PSE parabolization on
the modes of the operator to which it is applied. We define the PSE spectrum as the set of eigenvalues that,
if exactly integrated, would produce the same results as PSE. For a mode with eigenvalue ıα, PSE would
advance the associated expansion coefficient as
ψk+1 =
1
1−∆x(ıα− ıα0)e
ıα0∆xψk
where ıα0 is the primary PSE mode – that is, the mode PSE is attempting to track. Now consider a different
operator that supports the same eigenvector but with a different eigenvalue ıαPSE . The exact advancement
of this mode (assuming locally parallel flow) is given by
ψk+1 = e
ıαPSE∆xψk
Equating these two solutions gives the effective PSE eigenvalue for this mode:
ıαPSE = ıα0 − 1
∆x
log (1−∆x(ıα− ıα0))
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As ∆x → 0, the correct eigenvalue ıα is recovered, but this limit cannot be approached because of the
PSE step-size restriction. At a fixed ∆x, the distortion of each eigenvalue depends on its distance from the
primary eigenvalue α0.
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