We consider the CNN problem in arbitrary dimension, and over any metric space containing the integers. We prove that, in every dimension at least 2, no memoryless online algorithm can achieve a constant competitive ratio, under a weak symmetry constraint on the algorithm. This generalizes in several aspects the lower bounds obtained by Koutsoupias and Taylor [The CNN Problem and other k-server variants, Theoret. Comput. Sci. 324 (2004) 347-359] for the original problem. The proof consists in the analysis of carefully selected random walks, which appear naturally in the framework of memoryless algorithms.
Several generalizations of the k-SERVER(M) problem have been studied recently. In [12] , Sitters et al. have considered the GENERAL k-SERVER(P) problem where P = M 1 × · · · × M k is a product of arbitrary metric spaces, together with the product metric. There is only one server in the space P and a request r = (r 1 , . . . , r k ) is served by moving the server to a point (z 1 , . . . , z k ) for which there is at least one i such that z i = r i . In a breakthrough result they have proved that for any P there exists a 10 5 -competitive algorithm when k = 2. That result was later enhanced by Sitters and Stougie [11] , who exhibited a 44 800-competitive algorithm.
The k-SERVER(M) problem is in fact a special case of the GENERAL k-SERVER(P) problem when P = M k , the distance in P is the product distance, and the only requests considered are such that r 1 = · · · = r n . The difficulty of the WEIGHTED k-SERVER(M) problem lies between these two cases. To see that this is also a special case of GENERAL k-SERVER(P), we can take P and the requests as before, but the distance in P can be more general: between a = (a 1 , . . . , a k ) and b = (b 1 , . . . , b k ) it is given by k i=1 v i · d(a i , b i ) where the v i are positive. For the WEIGHTED 2-SERVER(M) problem where M is a uniform space, Chrobak and Sgall [6] have constructed two 5-competitive algorithms: one deterministic and the other randomized memoryless.
In this paper, we consider the k-CNN(M) problem which in the hierarchy of server problems can be defined as GENERAL k-SERVER(M k ). It was originally introduced by Koutsoupias and Taylor [8] for the case 2-CNN(R), that is, for the general problem in two-dimensional Euclidean space. They have shown that there is no lazy randomized memoryless algorithm for the 2-CNN(R) problem that satisfies certain symmetry conditions. Chrobak and Sgall [6] have proved a similar lower bound with fewer symmetry conditions, which also holds for lazy randomized memoryless algorithms for the WEIGHTED 2-SERVER(Z) problem. Since a lazy algorithm for GENERAL k-SERVER(M) naturally induces a lazy algorithm with the same competitive ratio for GENERAL k-SERVER(M ) when M is any subspace of M, their lower bound is also valid for 2-CNN(R).
Here, we generalize the lower bound of Koutsoupias and Taylor [8] . We introduce a new symmetry condition which we call cube-symmetry, and which is incomparable to the ones used by Chrobak and Sgall [6] . More precisely, our main result is as follows.
Theorem 1. Let k be an integer at least 2.
There is no competitive randomized memoryless algorithm for the k-CNN(Z) that is cube-symmetric.
Our proof technique actually generalizes the methods used by Koutsoupias and Taylor [8] and Chrobak and Sgall [6] by clearly exhibiting their main underlying ingredient, the use of Markov chains. In the context of memoryless algorithms, they appear naturally when the requests depend only on the configuration of the servers. By developing that approach through the use and analysis of carefully selected random walks, we prove that under some symmetry assumptions on the algorithm, that we call cube-symmetry, there exist sequences of requests for which the ratio between the expected cost of the moves of the token and the cost of the optimal choices is unbounded. The main idea for selecting the random walks appears in full clarity for dimensions of at least 4. In the case of the lower dimensions some special treatment will be required. Notice that, though the results of Koutsoupias and Taylor [8] and Chrobak and Sgall [6] can easily be generalized to every dimension using a simple gadget, our results need to be proved in every dimension, as the cube-symmetry assumption in dimension n is quite different from the cube-symmetry assumption in dimension n + 1.
The organization of the paper is as follows. In Section 2, we will give the necessary definitions and the exact comparisons between our results and the previous ones in the literature. In Section 3, we will deal with the highdimensional cases, and in Section 4 we will prove our result in dimensions 2 and 3.
Competitive algorithms for k-CNN(Z)
Throughout the paper, P will denote a probability measure, E the associated expectation, and 1l A the characteristic function of the event A. If x = (x 1 , . . . , x n ) is a vector with real coordinates, x 1 will denote n i=1 |x i |. We now give a formal setting for the k-CNN(Z) problem. Two points a and b in Z k are matching if they have at least one coordinate in common. Given a sequence r 1 , . . . , r n of requests in Z k , a sequence 0, z 1 , . . . , z n of positions in Z k of the server is said to be valid if for all i ∈ {1, . . . , n} the points z i and r i are matching. We call a history any pair of sequences r 1 , . . . , r i of requests and 0, z 1 , . . . , z i of valid positions. A deterministic online algorithm for the k-CNN(Z) problem is a procedure that for any history, and for any new request r i+1 , deterministically computes and outputs a position z i+1 matching with r i+1 . A randomized online algorithm has also access to randomized bits, which it can use to help compute its output. As in [8] , we consider only lazy players which move their servers by changing at most one of their coordinates at each request, and should not move at all if they do not need to.
After a sequence r 1 , . . . , r n of requests and a valid sequence 0, z 1 , . . . , z n of positions of the server, the cost incurred to the algorithm for the moves of the server is Cost(z 1 , . . . , z n ) = n i=1 z i − z i−1 1 . For the same sequence of requests, the optimal cost Opt(r 1 , . . . , r n ) is defined as the minimum cost of a valid sequence of moves. These quantities could as well be defined for infinite sequences by letting n go to infinity. A deterministic online algorithm is said to be -competitive if there exists a constant such that for all finite sequences of requests r 1 , . . . , r n , its output satisfies
In the case of randomized algorithms we describe the strongest adversary: the adaptive offline adversary. For this adversary, the requests are chosen adaptively, which means that each new request might depend on the history. We say that a randomized online algorithm is -competitive if there exists a constant such that for all finite sequences of requests r 1 , . . . , r n chosen adaptively, its output satisfies
An algorithm is competitive if it is -competitive for some constant . Let us make some remarks about these definitions.
For the competitivity of deterministic algorithms we could have allowed the requests to be chosen adaptively without changing the definition. However, for randomized algorithms non-adaptive adversaries may be weaker than adaptive ones. Moreover, from Theorem 7.1 in [3] we know that without loss of generality it can be assumed that a new request depends only deterministically, and not randomly, on the previous positions of the server. A class of algorithms of particular interest is the class of memoryless algorithms. An algorithm is memoryless if the choice of the next move depends only on the current position of the request and of the server. These algorithms are very convenient to use in practice. We now state the exact definition in the randomized case, as this is the one we work with throughout the paper.
Definition 1.
A randomized memoryless algorithm for k-CNN(Z) is a family of probability distributions (p z,r ) z,r∈Z k satisfying
If the server is in z and the request is r (where we suppose that its coordinates are given relatively to the current position of the server), then the server moves according to the probability distribution p z,r .
A memoryless algorithm can have several properties. It is said to be • translation invariant if the probability distributions do not depend on z,
• sign-symmetric if the probability distributions do not depend on the request r = (a 1 , . . . , a k ) but only on r = (|a 1 |, . . . , |a k |), that is,
• isotropic if for all permutations ∈ S k , the probability of changing the ith coordinate of the server on request r is equal to the probability of changing its (i)th coordinate on the request obtained from r by applying the permutation on its coordinates, and
• cube-symmetric if the probability of moving the server to a certain point is uniform over the valid positions when there exists an a ∈ N such hat the relative position of the request r = (a 1 , . . . , a k ) satisfies |a i | = a for all 1 i k. Notice that isotropicity implies cube-symmetry. This is the only known relation between these properties.
The main motivation for this paper is to gain further knowledge on the exact border between non-competitive and competitive algorithms for the k-CNN(Z) problem. This can already be well characterized for deterministic algorithms in the case k = 2. The result of [12] implies that, in that case, deterministic algorithms can achieve competitivity. On the other hand, for all k 2, memoryless deterministic algorithms cannot be competitive, as shown by the following result.
Theorem 2. For any and k 2, there is no deterministic memoryless algorithm for the k-CNN(Z) that is -competitive.
Proof. Suppose that there exists an -competitive deterministic memoryless algorithm. There exists a constant such that for all finite sequences of requests r 1 , . . . , r n , we have Cost(z 1 , . . . , z n ) ·Opt(r 1 , . . . , r n )+ . Set u = + +1, and let v be any integer satisfying u + < 1 + v. Consider the sequence of requests (u, 1), (v, 0). By definition of u, we have u > + . Therefore, after the first request the server has to be in (0, 1), since the only other matching position is (u, 0), and this choice would contradict the -competitivity. After the second request, the only matching positions are (0, 0) and (v, 1). We claim that the server has to be in (0, 0), as the optimal sequence of choices is to go to and stay at (u, 0). Assuming that the algorithm is memoryless and deterministic implies that if we repeat the same two requests, the movement of the server will also keep repeating. Using such sequences, we can make the server move to an arbitrarily high cost, whereas the strategy to go and stay at (u, 0) has finite cost. This contradicts the -competitivity of the algorithm, and finishes the proof.
In the randomized case, no algorithm is known other than that of [12] , and the existence of a competitive randomized memoryless algorithm is still open, although the result in this paper shows further constraints on such an algorithm. Several lower bounds are known for randomized memoryless algorithms with specific symmetry constraints. Koutsoupias and Taylor [8] have shown that no randomized memoryless algorithm that is translation invariant, scale invariant, sign-symmetric and isotropic can be competitive for 2-CNN(R). This bound was strengthened by Chrobak and Sgall [6] who have proved the same result under the weaker conditions of translation invariance and sign-symmetry for 2-CNN(Z).
Let us observe that in the case of the easier k-SERVER(M) problem, a deterministic memoryless competitive algorithm exists [2] .
In the present study, we prove a lower bound on randomized memoryless algorithms for 2-CNN(Z) under the single assumption of cube-symmetry. The probabilistic analysis is based on the following fact (which is implicitly used in [8, 6] ): Proof. Let N be any positive integer, and let M = N · E[Opt(r 1 , r 2 , . . .)]. The Beppo-Levi Theorem, applied to the increasing sequence k → Cost k (z 1 , . . . , z k ) implies that for any sufficiently large n we have E[Cost n (z 1 , . . . , z n )] M. Therefore, the monotonicity of the sequence n → E[Opt(r 1 , . . . , r n )] implies that for sufficiently large n we have E[Cost n (z 1 , . . . , z n )] N · E[Opt(r 1 , . . . , r n )]. The inequality being true for any N, this concludes the proof.
The general case, dimension k 4
We first prove Theorem 1 for dimensions k 4. Although our argument needs some extra work for dimensions 2 and 3 due to some technicalities, intuition can be obtained from these small dimension cases. Figures will be given in three dimensions.
Introducing random walks
For the rest of the paper, let us fix a randomized memoryless algorithm A that is cube-symmetric. Notice that, as the cost is shift-invariant over sequences of positions, it can be assumed without loss of generality that the starting point for the server is (1, 0, . . . , 0) . The main idea of the proof lies in the following fact.
Fact 2. If the algorithm A is memoryless and every new request of the adversary depends only on the current position of the server, then the trajectory of the server forms a Markov chain.
The requests we will give in order to prove Theorem 1 will always satisfy the assumption of Fact 2. The analysis of the expected cost of the moves reduces to the analysis of a Markov chain. We design for k-CNN(Z) a random walk, which we call the generic random walk. Requests are made using the following rules:
• if the server is at 2 s · (1, 0, . . . , 0) , then the request is at 2 s · (0, 1, . . . , 1) ,
• if the server is at 2 s · (1 + ε 1 , ε 2 , . . . , ε k ) , where ε i ∈ {0, 1} for all 1 i k and there is a 2 j k with ε j = 0, then the request is at 2 at (0, . . . , 0) , then the request is at (0, . . . , 0). Note that there is no need to define the requests for the remaining elements of Z k , since they cannot be reached by the server. Let us define for every s 0, the cube C s at scale 2 s by
The random walk induced according to Fact 2 on the set of points {(0, . . . , 0)} ∪ ∞ s=0 C s is the generic random walk for k-CNN(Z). We will now determine the transition probabilities of the walk.
Proposition 1. All transitions of the generic random walk for k-CNN(Z) have probability 1/k, except the loop in the origin which has probability 1.
Proof. The requests have the special property that their positions, relative to the position of the server, are always of the form (ε 1 · a, . . . , ε k · a) for an a ∈ Z and a k-tuple (ε 1 , . . . , ε k ) ∈ {−1, 1} k . Therefore, the cube-symmetry of the algorithm implies that all k possible choices are equally likely, except at the origin. The origin is obviously a sink.
An example of the generic random walk is given in Fig. 1 for dimension 3 .
Proposition 2.
The optimal cost is bounded: Opt(r 1 , r 2 , . . .) = 1.
Proof. Another property of the requests is that they all have at least one coordinate equal to 0. Therefore, going from (1, 0, . . . , 0) to the origin and staying there forever is always a valid sequence. The cost of that sequence of moves is 1. It is easy to see that any valid sequence has cost at least 1.
Let us denote by T s the time spent by the server in C s , i.e. the number of steps of the server within C s . We denote by R s the event that the sth cube has been reached.
Proposition 3. For all s 1 we have
Proof. The transitions inside and between the cubes are independent of the index of the cube.
We can now give a closed-form formula for the expected cost of the moves of the server.
Proof. The server cannot come back to cube C s if it has reached cube C s+1 . Moreover, for any s 0, the probability that the walk stays in cube C s forever is 0, since no cube forms an irreducible part of the chain. Therefore, after the Fig. 1 . Two cubes of the generic random walk for 3-CNN(Z). Each arrow is a probability 1 3 transition, except the loop on (0, 0, 0) which has probability 1.
server has reached cube C s , either it reaches cube C s+1 , or it reaches the origin. Consequently, (the definition of the characteristic function 1l is recalled at the beginning of Section 2)
. By the definition of conditional expectation, the quantity E T · 1l R can be rewritten as E [T | R ] · P[R ]. We can now conclude using Proposition 3, since for all s 0, the event R s+1 is included in the event R s .
We would like to prove that E [Cost(z 1 , z 2 , . . .)] = ∞ in order to conclude the proof of Theorem 1 using Fact 1.
By Proposition 4, this is equivalent to proving P[R 1 ] 1 2 . The study of this probability is the subject of the next subsection.
Random walk on the hypercube of dimension k
The probability P[R 1 ] can nicely be related to the probability of some event concerning the standard random walk in the k-dimensional hypercube H k = {0, 1} k . To state the result precisely, we will need some general definitions and notations about Markov chains.
If (X k ) k 0 is a Markov chain on a graph G, then for any event A, and vertex g ∈ G, we let P g [A] = P[A | X 0 = g]. If the Markov chain on G is irreducible, then its stationary distribution is denoted by . For any h ∈ G, we define, respectively, the first hitting time h and second hitting time + h of the chain on h by h = inf{n ∈ N | X n = h} and + h = inf{n > h | X n = h}.
Using these notions, we can now give a characterization of P[R 1 ] in terms of random walks on H k . Proof. First observe that for studying P[R 1 ], one can restrict the generic Markov chain to the set of states C 0 ∪ {(0, . . . , 0), (2, 0, . . . , 0)}. The event R 1 is realized exactly when the random walk goes over an edge leading to (2, 0, . . . , 0) before it reaches the origin. There is no edge between (1, 0 . . . , 0) and (2, 0 . . . , 0). Let us replace the edge between (1, 0, . . . , 0) and the origin by an edge between (1, 0, . . . , 0) and (2, 0, . . . , 0) , and remove the origin.
The chain that we obtain is the standard walk on H k shifted by (1, 0, . . . , 0) . Moreover, taking a = (1, 0, . . . , 0) and b = (2, 0, . . . , 0), it turns out that R 1 and the event that when the standard random walk hits b for the first time, the last vertex it visited was not a having the same probability. From the symmetries of H k it follows that the latter probability does not depend on the pair (a, b), as long as it is a pair of neighbors in H k .
Fact 3 (Lovász [9] ). Let G be a connected k-regular graph with transition probability 1/k on each edge. The stationary distribution on G is uniform.
This lemma shows that the stationary distribution is equal to 1/2 k for all vertices of the k-dimensional hypercube H k . Another useful Fact that we will use in the proof of the main theorem is the following:
Fact 4 (Aldous and Fill [1, Chapters 2 and 5]). For any a and b distinct elements of H k we have:
• if a and b are neighbors then Note that for k 3, the inequality P[R 1 ] 1 2 does not hold, which justifies the special treatment of the low-dimensional cases.
The small-dimensional cases
As in the general case, we will make the requests so that the moves of the server form a Markov chain, and we will prove that although the optimal cost is bounded, the expected cost for the moves is not. Since the generic random walk in small dimensions does not give the desired result, we will design ad hoc random walks.
The case of dimension 3
Let us fix a randomized memoryless algorithm for 3-CNN(Z) that is cube-symmetric. The starting point of the walk is (1, 0, 0). To define the walk, we give the dependence of the requests on the position of the server in the first two columns of the following table. Assume that p and p are any positive integers.
Server location
Request position Possible new positions p · (1, 0, 0) p · (0, 1, 1) ( 0, 0, 0), p · (1, 1, 0), p · (1, 0, 1) p · (p , 1, 0) p · (p + 1, 0, 1) p · (p + 1, 1, 0), p · (p , 0, 0), p · (p , 1, 1) p · (p , 1, 1) p · (p + 1, 0, 0) p · (p + 1, 1, 1), p · (p , 0, 1), p · (p , 1, 0) p · (p , 0, 1) p · (p + 1, 1, 0) p · (p + 1, 0, 1), p · (p , 1, 1), p · (p , 0, 0)
The third column of the table gives all possible new positions of the server to answer the corresponding request. Since all these positions are already among the locations enumerated in the first column, the random walk is well defined. From cube-symmetry it follows that all transitions in the random walk have probability 1 3 , except at the origin which is a sink. The walk is illustrated in Fig. 2 .
Moving the server to the origin and staying there forever is a valid sequence. Therefore, we have E[Opt(r 1 , r 2 , . . .)] < ∞.
Let us denote by E[x, y, z] the expected cost of the random walk starting at the point (x, y, z). The next two equations follow from the definition of the walk. In particular, the second equation is a consequence of the fact that the plane y = z is a plane of symmetry for the walk.
