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1 Introduction
Universal algebraic geometry studies the general properties of equations over arbitrary al-
gebraic structures. Such general principles really exist, and there are at least two attempts
to explain them.
1. In the papers by B.I. Plotkin (with co-authors) [93]–[100] such principles were ex-
plained in the language of Lindebaum algebras.
2. In the papers [1, 2, 3, 4] written by E. Daniyarova, A. Miasnikov, V. Remeslennikov
(DMR) the universal algebraic geometry is studied by the methods of model theory
and universal algebras.
The main achievement of DMR is the pair of so-called Unifying theorems (see The-
orems 15.1, 15.2 of our paper). The Unifying theorems give the connections between
equations and other six (!) notions in algebra. Thus, the universal algebras geometry
becomes a set of six equivalent approaches for solving equations over arbitrary algebraic
structures. Therefore, any researcher may choose the most useful approach for him to
solve equations over the given algebraic structure.
Moreover, the statements of Unifying theorems give the connection between equations
and elementary theory of an algebraic structure A. Therefore, the study of equations over
A is the starting point in the study of the elementary theory Th(A). This strategy was
applied by O. Kharlampovich and A. Miasnikov in [66, 67, 68], where the description of
the solution sets of equations over free non-abelian groups allowed to solve positively the
famous Tarski problem in [69].
Unfortunately, there are difficulties in the reading of DMRs‘ papers [1]– [5], since the
authors use the abstract language of model theory and rarely give examples. We hope our
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survey elementary explains the ideas of DMR and gives numerous examples for universal
algebraic geometry.
In the series of the papers by DMR we extract the main results, prove them by ele-
mentary methods and illustrate by numerous examples. Thus, each section of our survey
consists of two parts. In the first part we give definitions and theorems of universal alge-
braic geometry, and in the second one we explain them with examples from the following
classes of algebraic structures:
• abelian groups (here we follow the paper [89]);
• free monoids and semigroups;
• the additive monoid of natural numbers (here we follow the papers [9, 10]);
• semilattices;
• rectangular bands;
• lest zero semigroups;
• unars (unar is a set equipped with a unary function f(x)).
In the first sections we consider all algebraic structures above in the “standard” lan-
guages (for example, any group is an algebraic structure of the language Lg = {·,
−1 , 1}).
It follows that we study equations with no constants (parameters). The general case
(equations with constants) is studied in Section 16.
The survey is concluded by Section 20, where we refer to papers devoted to equations
in various classes of algebraic structures.
We tried to write an elementary survey. The reader needs only the simple facts in
linear algebra and group theory. Some notions in our text are marked by the symbolWiki.
For example, the expression “cyclic groupWiki”means that the survey does not contain the
definition of a cyclic group, but we recommend the reader to find it in Wikipedia.
2 Algebraic structures
A set of functional symbols L = {f
(n1)
1 , f
(n2)
2 , . . .}, where f
ni
i denotes a ni-ary function, is
a functional language (language, for shortness). A functional 0-ary symbol f
(0)
i is called
a constant symbol, and in the sequel we shall denote constant symbols with no upper
index. An algebraic structure A = 〈A | L〉 of a language L (L-algebra for shortness) is
an nonempty set A, where each functional symbol f
(ni)
i ∈ L corresponds to a function
fAi : A
ni → A (clearly, each constant symbol f
(0)
i corresponds to some element of A). The
function fAi is called the interpretation of a functional symbol f
(ni)
i ∈ L. The set A of an
L-algebra A is the universe of A. If |A| = 1 an algebraic structure A is called trivial.
We shall use the following denotations: an expression a ∈ A ((a1, a2, . . . , an) ∈ A
n)
means a ∈ A (respectively, (a1, a2, . . . , an) ∈ A
n).
Let us define main classes of algebraic structures which are used for our examples.
1. An algebra A of the language Ls = {·
(2)} is a semigroup, if A satisfies the axiom of
the associativity
∀x∀y∀z (xy)z = x(yz). (1)
The binary function · is called a multiplication.
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2. An algebra A of the language Lm = {·
(2), 1} is a monoid, if A satisfies (1) and
∀x(x · 1 = x), ∀x(x · 1 = x). (2)
The element 1 is the identity of a monoid A.
3. An algebra A of the language Lg = {·
(2), −1
(1)
, 1} is a group, if A satisfies (1, 2) and
∀x(xx−1 = 1), ∀x(x−1x = 1) (3)
The unary function −1 is called an inversion.
4. A group is commutative, if it satisfies
∀x∀y (xy = yx).
Commutative groups (abelian groups) are considered as algebraic structures of the
additive language L+g = {+,−, 0}, where the binary operation + is called an
addition and 0 is the zero element. Similarly, one can define commutative semi-
groups (monoids) as algebraic structures of the language L+s = {+
(2)} (respectively,
L+m = {+
(2), 0}).
5. Any algebraic structure of the language Lu = {f
(1)} is said to be unar.
2.1 Free objects
Let us give the definition of a term of a language L (L-term for shortness) in variables
X = {x1, x2, . . . , xn} as follows:
1. any variable xi ∈ X is an L-term;
2. if f (m) is a functional symbol of a language L and t1(X), t2(X), . . . , tm(X) are L-
terms, then the expression f (m)(t1(X), t2(X), . . . , tm(X)) is an L-term.
Since any constant symbol of a language L is a 0-ary functional symbol, all constant
symbols are L-terms.
Remark 2.1. Roughly speaking, an L-term is a composition of variables X , constant
and functional symbols of L.
According to the definition, L-terms may be very complicated expressions. For exam-
ple, the following expressions are terms of the group language Lg:
x1, x1(x1)
−1, ((x1x2)(x3)
−1), (((x1)
−1)−1)−1, ((1−1)(1−1))−1.
In Section 5.1 we discuss the ways to simplify L-terms in some classes of L-algebras.
A formulaWikiof the language L of the form
∀x1∀x2 . . .∀xn t(x1, x2, . . . , xn) = s(x1, x2, . . . , xn),
where t, s are terms of L, is called an identity. The class of L-algebras defined by a set
of identities is called a variety. Obviously, the classes of all semigroups and monoids
are defined by the identities of the languages Ls, Lm respectively, therefore such classes
form varieties. By Birkgof‘s theoremWikiany variety contains a freeWikiobject. Thus, there
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exist free semigroups FSn and free monoids FMn of rank
Wikin. Below we give constrictive
definitions for FSn and FMn.
The class of all algebraic structures of the language Lu forms the variety of unars. Let
us denote the free unar of rank n by FUn. It is easy to prove that FUn is isomorphic
Wiki(we
give the definition of an isomorphism in Section 3) to the disjoint union of n copies of
natural numbers N1,N2, . . . ,Nn, Ni = {0i, 1i, 2i, . . . , ki, . . .}, and the function f is defined
as follows f(ki) = (k + 1)i.
2.2 Abelian groups
We shall use the following denotations.
1. Z is the abelian group of integers {0,±1,±2, . . .} relative to the operation of the
addition.
2. Zn is the cyclicWikigroup of order n. Elements of Zn are denoted by natural numbers
{0, 1, 2, . . . , n− 1} relative to the addition modulo n.
2.3 Semigroups
In the variety of semigroups we deal only with the following classes of semigroups.
1. A semilattice S is a semigroup, where all elements are idempotents (∀x xx = x) and
commute (∀x∀y xy = yx). Any semilattice admits a partial order
x ≤ y ⇔ xy = x.
If a partial order over S is linearWiki, the semigroup is said to be linearly ordered.
A linearly ordered semilattice with exactly n elements is denoted by Ln.
2. A left zero semigroup is a semigroup which satisfies the identity
∀x∀y xy = x.
It is easy to prove that there exists a unique (up to isomorphism) left zero semigroup
with n elements. Let us denote such semigroup by LZn.
3. A rectangular band is a semigroup which satisfies the identity
∀x xx = x, ∀x∀y∀z xyz = xz.
By semigroup theory, any rectangular band is isomorphic to a set of pairs
RB(n,m) = {(i, j) | 1 ≤ i ≤ n, 1 ≤ j ≤ m} under multiplication (i, j)(i′, j′) =
(i, j′). Obviously, RB(n,m) is a left zero semigroup if m = 1.
4. The free semigroup FSn of rank n is the set of all words in an alphabet An =
{a1, a2, . . . , an} under the operation of a word concatenation.
5. The free monoid FMn of rank n is obtained from FSn by the adjunction of the
empty word 1 which satisfies the identity axiom (2).
6. For n = 1 the free monoid FMn is isomorphic to the monoid of natural numbers
N = {0, 1, 2, . . .} relative to the addition. In the sequel we consider the monoid N
in the language L+m.
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7. A semigroup S has cancellations if each equality xy = xz, yx = zx implies y = z.
It is directly checked that the free monoids FMn has cancellations.
By the definition, the class of all semilattices (respectively, rectangular bands, left zero
semigroups) forms a variety.
3 Subalgebras, direct products, homomorphisms
Let A = 〈A | L〉 be an algebraic structure of a language L. An L-algebra B = 〈B | L〉 is
called a subalgebra of A if
1. B ⊆ A;
2. all functions over B are restrictions of corresponding functions over A
fB(b1, b2, . . . , bn) = f
A(b1, b2, . . . , bn),
3. B is closed under all functions fB.
By the definition, any subalgebra of an L-algebra A should contain all constants
from the set A, since constants are unary functions over A. Obviously, in the variety
of groups (semigroups) subalgebras of a group (respectively, semigroup) A are exactly
subgroupsWiki(respectively, subsemigroupsWiki) of A.
An L-algebra A = 〈A | L〉 is finitely generated if there exists a finite set of elements
S = a1, a2, . . . , an such that any non-constant element of A is a value of a composition of
functions over A at a point P = (p1, p2, . . . , pm) where for each i either pi ∈ S or pi is a
constant of an L-algebra A.
Remark that an L-algebra A is always finitely generated if each element of A is defined
as constant.
One calls a variety V of L-algebras locally finite if every finitely generated algebra from
V has finite cardinality. For example, the varieties of semilattices, left zero semigroups
and rectangular bands are locally finite.
Let A = 〈A | L〉, B = 〈B | L〉 be L-algebras. A map φ : A→ B is called a homomor-
phism if for any functional symbol f (n) ∈ L it holds
φ(fA(a1, a2, . . . , an)) = f
B(φ(a1), φ(a2), . . . , φ(an)).
It follows that for any constant symbol c ∈ L we have the equality φ(cA) = cB. In
other words, any homomorphism should map constants into constants. The set of all
homomorphisms between L-algebras A,B is denoted by Hom(A,B).
Let us apply the general definition of a homomorphism to groups, semigroups and
unars.
1. A map φ : A → B is a homomorphism between two semigroups A,B of the language
Ls if for all a1, a2 ∈ A it holds
φ(a1 · a2) = a1 · a2 (4)
2. A map φ : A → B is a homomorphism between two monoids A,B of the language
Lm if for all a1, a2 ∈ A it holds (4) and
φ(1) = 1 (5)
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3. A map φ : A → B is a homomorphism between two groups A,B of the language Lg
if for all a1, a2 ∈ A it holds (4, 5) and
φ(a−11 ) = φ(a1)
−1. (6)
4. A map φ : A → B is a homomorphism between two unars A,B of a language Lu if
for any a ∈ A we have φ(f(a)) = f(φ(a)).
A homomorphism φ ∈ Hom(A,B) is an embedding if φ is injective, i.e. for any pair of
distinct elements a1, a2 ∈ A it holds φ(a1) 6= φ(a2).
Let us describe homomorphism sets and embeddings for some algebras A,B (in all
examples below p, q are distinct primes).
1. The abelian group Zpn is embedded into Zpm iff n ≤ m. For example, Z4 =
{0, 1, 2, 3} is embedded into Z8 = {0, 1, . . . , 7} by φ(x) = 2 · x.
2. Any homomorphism φ ∈ Hom(Zpn,Zpm) (n > m) maps an element pm ∈ Zpn into
0 ∈ Zpm.
3. The unique homomorphism of the set Hom(Zpn,Zqm) (p 6= q) is the trivial homo-
morphism φ(x) = 0.
4. The unique homomorphism of the set Hom(Zpn ,Z) is the trivial homomorphism
φ(x) = 0.
5. Any homomorphism between Z and Zpn should map the element pn ∈ Z into 0 ∈ Zpn .
6. The left zero semigroup LZn is embedded into LZm iff n ≤ m.
7. Clearly, a rectangular band RB(n,m) is embedded into RB(n′, m′) iff n ≤ n′,
m ≤ m′.
A homomorphism φ ∈ Hom(A,B) of two L-algebras A,B is an isomorphism if φ is
bijective. A pair of isomorphic L-algebras A,B is denoted by A ∼= B.
Let {Ai | i ∈ I} be a family of L-algebras. The direct product A =
∏
i∈I Ai is an
L-algebra of all tuples
(a1, a2, . . . , an, . . .), ai ∈ Ai,
and the value of any function f over A is the tuple of values of f in algebras Ai. For
example, a binary function f(x, y) over A is computed as follows
fA((a1, a2, . . . , an, . . .), (a
′
1, a
′
2, . . . , a
′
n, . . .)) = (f
A1(a1, a
′
1), f
A2(a2, a
′
2), . . . , f
An(an, a
′
n), . . .).
By the definition of a direct product, we have the following interpretation of constant
symbols. Suppose ai ∈ Ai is an interpretation of a constant symbol c ∈ L in Ai, then the
element (a1, a2, . . . , ai, . . .) is the interpretation of c in the algebra A.
If all algebras Ai are isomorphic to an algebra B, the direct product
∏
iAi is called
a direct power of an algebra B.
Let A =
∏
i∈I Ai. By pii : A → Ai we shall denote the projection of A onto the
subalgebra Ai. In other words,
pii((a1, a2, . . . , ai, . . .)) = ai.
It is directly checked that any projection pii is a homomorphism between A and Ai.
Let us give examples of direct products in various classes of algebras.
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1. In the category of abelian groups direct products are called direct sums and denoted
by ⊕.For example, one can prove that the cyclic group Z6 is isomorphic to the direct
sum Z2 ⊕ Z3.
By the theory of abelian groups, any finitely generated abelian group A is isomorphic
to a direct sum
Z⊕ Z⊕ . . .⊕ Z⊕ Zpn1
1
⊕ Zpn2
2
⊕ . . .⊕ Zpnl
l
, (7)
where pi are primes. The subgroup Zpn1
1
⊕Zpn2
2
⊕ . . .⊕Zpnl
l
is the torsion of a group
A and denoted by T (A).
2. The proof of the following two facts is refer to the reader. The direct product of
two left zero semigroups LZn, LZm is isomorphic to LZn·m. The direct product of
two rectangular bands RB(n,m), RB(n′, m′) is isomorphic to RB(nn′, mm′).
3. Remark that nontrivial direct products of free semigroups FSn and free monoids
FMn are not free.
4 Simplifications of terms
As we mentioned above, L-terms may be very complicated expressions. Fortunately, for
many varieties of algebras one can simplify term expressions.
Let V be a variety of L-algebras. L-terms t(X), s(X) are called equivalent over V if
the identity ∀x1∀x2 . . .∀xn t(X) = s(X) holds in each algebra of V . Let us give examples
which show the simplification of terms in many varieties of algebras (in all examples below
terms depend on variables X = {x1, x2, . . . , xn}).
1. V =the variety of all semigroups. Since the multiplication is associative in every
semigroup, any Ls-term is equivalent over V to a term with no brackets:
xk1i1 x
k2
i2
. . . xkmim (kj ∈ N). (8)
2. V =the variety of all groups. Using the axioms of group theory, one can obtain
that every Lg-term is equivalent over V to a product of variables in integer powers
xk1i1 x
k2
i2
. . . xkmim (kj ∈ Z). (9)
3. V =the variety of all idempotent semigroups. Recall that a semigroup is idem-
potent if it satisfies the identity ∀x xx = x. Thus, any Ls-term is equivalent over V
to an expression of the form
xi1xi2 . . . xik . (10)
4. V =the variety of all semilattices. Since a semilattice is a commutative idem-
potent semigroup, one can sort variables in (10) and obtain
xi1xi2 . . . xik (i1 < i2 < . . . < ik). (11)
5. V =the variety of all rectangular band. Recall that a rectangular band is
an idempotent semigroup satisfying the identity ∀x∀y∀z (xyz = xz). Therefore
the expression (10) is equivalent over V to xi1xik . In other words, any Ls-term is
equivalent over V to a term in at most two letters.
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6. V =the variety of all left zero semigroups. The identity ∀x∀y (xy = x) holds
in V . Thus, any Ls-term is equivalent over V to a term in one letter.
7. V =the variety of all abelian groups. It is directly checked that every L+g-term
is equivalent over V to an expression of the form
k1x1 + k2x2 + . . .+ knxn, (12)
where ki ∈ Z, and expressions kixi are defined as follows
kixi =


xi + xi + . . .+ xi︸ ︷︷ ︸
ki times
if ki > 0
−(xi + xi + . . .+ xi︸ ︷︷ ︸
ki times
) if ki < 0
0 if ki = 0
8. V =the variety of all unars. The language Lu has a very simple set of terms,
therefore we write only a compact form of Lu-terms:
fn(x) =


f(f(f(. . . (x)) . . .))︸ ︷︷ ︸
n-times
if n > 0
x ifn = 0
5 Equations and solutions
An equation over a language L (L-equation) is an equality of two L-terms.
t(X) = s(X).
Remark 5.1. According to model theoryWiki, L-equation is actually an
atomicWikiformula of L.
A system of L-equations (L-system for shortness) is an arbitrary set of L-equations.
Notice that we shall consider only systems which depend on a finite set of variables X .
An L-system in variables X is denoted by S(X).
Let A be an L-algebra and S be an L-system in variables X = {x1, x2, . . . , xn}. A
point P = (p1, p2, . . . , pn) ∈ A
n is called a solution of S if the substitution xi = pi reduces
each equation of S to a true equality of A. Let us denote the set of all solutions of S in
A by VA(S(X)) ⊆ A
n.
If VA(S) = ∅ an L-system S is called inconsistent over A.
Proposition 5.2. For an L-algebra A and L-systems Si it holds:
1. S1 ⊇ S2 ⇒ VA(S1) ⊆ VA(S2);
2.
VA(
⋃
i∈I
Si) =
⋂
i∈I
VA(Si)
Proof. Both statements immediately follows from a principle: “a big system has a small
solution set”.
An L-system S1 is equivalent over an L-algebra A to an L-system S2 if
VA(S1) = VA(S2),
and it is denoted by S1 ∼A S2.
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5.1 Simplifications of equations
One can simplify equations in many classes of L-algebras.
1. Any Lg-equation t(X) = s(X) is equivalent over any group G to
w(X) = 1, (13)
where w(X) = t(X)s−1(X).
Respectively, any L+g-equation is equivalent over an abelian group A to
k1x1 + k2x2 + . . .+ knxn = 0. (14)
2. By the definition, an equation over a semigroup S is an equality
t(X) = s(X), (15)
where t(X), s(X) are semigroup terms (8). However, the equation (15) does not
always allow further simplifications. Nevertheless, for a commutative monoids with
cancellations any L+m-equation can be reduced to∑
i∈I
kixi =
∑
j∈J
kjxj , (16)
where I, J ⊆ {1, 2, . . . , n}, and I ∩ J = ∅, i.e. there is not a variable occurring in
both parts of equation.
3. Any Lu-equation over an unar U is written as
fn(xi) = f
m(xj), (17)
xi, xj ∈ X .
If a function f is injective the equation (17) can be reduced to an expression of the
form
fk(xi) = xj . (18)
Let us give examples of equations and their solutions over some algebraic structures.
1. Let us consider an equation xy = yx in the free semigroup FSn (n > 1). By the
properties of FSn, elements x, y ∈ FSn commute iff x, y are powers of the same
element w ∈ FSn. Thus,
VFSn(xy = yx) = {(w
k, wl) | w ∈ FSr, k, l > 0}
The solution set of xy = yx in the free monoid FMn (n > 1) is
VFMn(xy = yx) = {(w
k, wl) | w ∈ FSr, k, l ≥ 0},
where the expression w0 equals 1.
2. Let S = RB(n,m) be a rectangular band. The solution set of an equation xy = y
in S is the following set of pairs {([t, t1], [t, t2]) | 1 ≤ t ≤ n, 1 ≤ t1, t2 ≤ m}.
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6 Algebraic sets and radicals
A set Y ⊆ An is called algebraic over an L-algebra A if there exists an L-system S in
variables X = {x1, x2, . . . , xn} such that VA(S) = Y .
Let us give examples and properties of algebraic sets.
1. An intersection of an arbitrary number of algebraic sets
Y =
⋂
i∈I
Yi, Yi ⊆ A
n
is algebraic over every L-algebra A. Indeed, if each Yi is the solution set of an
L-system Si, then the system S =
⋃
i∈I Si has the solution set Y .
2. A set Y = An is algebraic over any L-algebra A and every natural n > 0. Indeed,
the L-system S = {xi = xi|1 ≤ i ≤ n} has the solution set Y .
3. Let G be a group, and Yn = {g | the order
Wikiof g divides n} ⊆ G. The set Yn is
algebraic, since Yn = VG(x
n = 1).
4. Every algebraic set Y ⊆ Gn over a group G contains the point en = (1, 1, . . . , 1),
since any equation w(X) = 1 satisfies en over the group G. Thus, the empty set is
not algebraic over any group G.
5. The set of idempotents E in an arbitrary semigroup S is algebraic, since E =
VS(x
2 = x).
6. Let S be an idempotent semigroup (recall that left zero semigroups, semilattices and
rectangular bands are idempotent). Let us prove that every algebraic set Y ⊆ Sn
over a semigroup S contains the set of points {(a, a, . . . , a) | a ∈ S}. Indeed, let us
consider an Ls-equation t(X) = s(X). The idempotency of S gives t(a, a, . . . , a) = a,
s(a, a, . . . , a) = a, therefore (a, a, . . . , a) ∈ VS(t(X) = s(X)). Thus, the point
(a, a, . . . , a) satisfies any Ls-system S, and every algebraic set Y should contain all
points of the form (a, a, . . . , a). Finally, we obtain that the empty set is not algebraic
set over any idempotent semigroup.
7. Left zero semigroups LZm have a simple structure, and we can explicitly describe
the whole class of algebraic sets over LZm. According to Section 4, any equation
over LZm is the equality of two variables xi = xj . Therefore, every Ls-system S in
variables X = {x1, x2, . . . , xn} over LZm is the set of equalities between variables of
X . Thus, for any pair of variables xi, xj it holds that either the values of xi and xj
coincide at any point of VLZm(S) or for all ai, aj ∈ LZm the set VLZm(S) contains
a point, where xi = ai, xj = aj .
Let Y be a subset of LZnm. Using the reasonings above, we give conditions for Y
to be algebraic. Let piij(Y ) ⊆ LZ
2
m denote the projection of the set Y onto the i-th
and j-th coordinates, i.e.
(ai, aj) ∈ piij(Y )⇔ (a1, a2, . . . , an) ∈ Y.
Thus, a set Y ⊆ LZnm is algebraic over LZm iff for any pair 1 ≤ i 6= j ≤ n the
projection piij(Y ) is equal either LZ
2
m or piij(Y ) = {(a, a) | a ∈ LZm}.
8. The empty set is algebraic over the free unar FUn of rank n, since there exists an
inconsistent equation f(x) = x over FUn.
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6.1 Radicals and congruent closures
Let Y ⊆ An be an algebraic set over an L-algebra A. The radical of Y is defined as
follows
RadA(Y ) = {t(X) = s(X)|Y ⊆ VA(t(X) = s(X))}.
The radical of an L-system S over A is defined as the radical of the set VA(S):
RadA(S) = RadA(VA(S)).
Equations from the radical RadA(S) are called consequences of an L-system S.
Obviously, S ⊆ RadA(S) (a system S is a consequence of its equations) for any L-
algebra A. Moreover, any radical RadA(S) contains the following types of equations.
1. All equations obtained from equations of S by the transitive and symmetric closure
of the equality relation. For example, if t(X) = s(X) ∈ S then s(X) = t(X) ∈
RadA(S), and t(X) = s(X), s(X) = u(X) ∈ S imply t(X) = u(X) ∈ RadA(S).
2. All equations obtained from a functional composition of equations of S. For example,
for an Ls-system S = {t1(X) = s1(X), t2(X) = s2(X)} of semigroup equations the
equation t1(X) · t2(X) = s1(X) · s2(X) belongs to the radical RadS(S) over any
semigroup S.
Above we describe two types of elementary consequences of an L-system S. Such
equations form a main subset [S] of the radical RadA(S). Let us give a formal definition
of the set [S].
A set of L-equations [S] is a congruent closure of an L-system S, if [S] is the least set
containing S and satisfying the following axioms (below ti(X), si(X) are L-terms):
1. t1(X) = t1(X) ∈ [S] for every L-term t1(X);
2. if t1(X) = t2(X) ∈ [S] then t2(X) = t1(X) ∈ [S];
3. if t1(X) = t2(X) ∈ [S] and t2(X) = t3(X) ∈ [S] then t1(X) = t3(X) ∈ [S];
4. if ti(X) = si(X) ∈ [S] (1 ≤ i ≤ n) and L contains an n-ary functional symbol f
(n)
then we have f(t1(X), t2(X), . . . , tn(X)) = f(s1(X), s2(X), . . . , sn(X)) ∈ [S].
It is easy to check that for any L-system S it holds the following inclusion
[S] ⊆ RadA(S). (19)
The converse inclusion of (19) does not holds for many systems S and algebras A, since
the radical may contain nontrivial and unexpected equations. In the following examples
we find some equations which do not belong to congruent closures of given systems.
1. The radical of any system over an L-algebra A should contain all identities which
are true in A.
2. Let Z be the abelian group of integers. The radical of an L+g-equation nx = 0
(n ∈ N) contains the consequence x = 0. Obviously, in this example one can take
an arbitrary abelian group with no torsion instead of Z.
3. Let N be the monoid of natural numbers. The radical of the equation x + y = 0
contains x = 0, y = 0.
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4. Let FSr be the free semigroup of rank r. Let us consider a Ls-system S = {x1x2 =
x2x1, x2x3 = x3x2}. By the properties of free semilattices, elements x, y commute iff
x, y are powers of the same element w. Therefore, x1 = w
n1, x2 = w
n2, x3 = w
n3 for
some w ∈ FSr, and we obtain that the equation x1x3 = x3x1 belongs to the radical
of S.
However in the free monoid FMr of rank r > 1 the equation x1x3 = x3x1 does not
belong to the radical of S, since (a1, 1, a2) ∈ VFr(S), but a1a2 6= a2a1, where ai are
free generators of FMr.
5. The equation x1x3 = x2x3 over the free monoid FMr implies x1 = x2 ∈
RadFMr(x1x3 = x2x3), since FMr has cancellations.
6. The equation f(x) = f 2(y) over the free unar FUn deduces the equation x = f(y) ∈
RadFUn(f(x) = f
2(y)), since the unary function f is injective over the set FUn.
The following statement contain the list of all elementary properties of radicals.
Proposition 6.1. Let A be an L-algebra.
1. For algebraic sets Y1, Y2 it holds
Y1 ⊆ Y2 ⇒ RadA(Y1) ⊇ RadA(Y2). (20)
In particular,
Y1 = Y2 ⇔ RadA(Y1) = RadA(Y2).
2. For L-systems S1,S2 we have
S1 ⊆ S2 ⇒ RadA(S1) ⊆ RadA(S2). (21)
3. Suppose an algebraic set Y is a union of algebraic sets {Yi | i ∈ I}, then
RadA(Y ) =
⋃
i∈I
RadA(Yi). (22)
Proof. The first statement follows from the informal principle “a small set Y has a big
class of equations which satisfy all points of Y ”. The second statement immediately
follows from the first one.
Let us prove the third statement. The inclusion Rad(Y ) ⊆
⋃
i∈I RadA(Yi) follows
from (20), therefore it is sufficient to prove the converse inclusion. Let t(X) = s(X) be an
L-equation from all radicals RadA(Yi) (i ∈ I). Therefore, we have Yi ⊆ VA(t(X) = s(X)),
and hence Y =
⋃
i∈I Yi ⊆ VA(t(X) = s(X)) or equivalently t(X) = s(X) ∈ RadA(Y ).
6.2 Irreducible algebraic sets
A nonempty algebraic set Y ⊆ An is irreducible if Y is not a finite union of algebraic sets
Y1 ∪ Y2 ∪ . . . ∪ Yk, Yi 6= Y.
Below we give examples of irreducible algebraic sets over different algebraic structures.
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1. Let A = 〈A | L〉 be a finite L-algebra and A = {a1, a2, . . . , an}. Any algebraic
set Y = Am for m > n is reducible. Indeed, Y is the solution set of a system
S = {x1 = x1, x2 = x2, . . . , xm = xm}. Since the values of x1, x2, . . . , xm belong to
A, there exists a pair xi, xj with the same values at a given point. Thus, the set Y
is a union
Y =
⋃
i 6=j
VA(S ∪ {xi = xj}).
2. Let Ln be a linear ordered semilattice and n > 1. Then
L2n = VLn({x = x, y = y}) = VL(x ≤ y) ∪ VL(y ≤ x).
Remark that the set Ln = VLn(x = x) is irreducible.
3. Let S = RB(n,m) = {(i, j) | 1 ≤ i ≤ n, 1 ≤ j ≤ m} be a rectangular band. Then
the algebraic set Y = Sl = VS(S) = VS(x1 = x1, x2 = x2, . . . , xl = xl) is reducible
for l > min(n,m). Let us prove this statement for min(n,m) = n.
There exists a pair xi, xj whose values have the same first coordinate in the presen-
tation of S. Thus, Y is a union
Y =
⋃
1≤i 6=j≤n
VS(S ∪ {xixj = xj}).
4. Let FMr be the free monoid of rank r > 1. Then the solution set of S = {xy =
yx, yz = zy} admits a presentation
VFMr(S) = VFMr(S ∪ {xz = zy}) ∪VFr(S ∪ {y = 1}).
(see Section 5.1 for details).
Remark that S has the irreducible solution set over the free semigroup FSr (see
Section 11 for the proof).
There are algebraic structures, where every nonempty algebraic set is irreducible (fol-
lowing [4], such algebraic structures are called co-domains, and we study their properties
in Section 12).
7 Equationally Noetherian algebras
An L-algebra A is equationally Noetherian if any infinite L-system S is equivalent over A
to some finite subsystem S′ ⊆ S.
Remark 7.1. By the definition, any infinite inconsistent system S over an equationally
Noetherian L-algebra A should contain a finite inconsistent subsystem S′. However, the
property “any consistent system S is equivalent to some finite subsystem S′ ⊆ S” is not
equivalent to the definition of equationally Noetherian algebra (see the definition of the
class Nc in Section 19).
For equationally Noetherian algebras we have the following criterion (its proof is easily
deduced from the definition of equationally Noetherian algebras).
Proposition 7.2. An L-algebra A is equationally Noetherian iff for each n > 1 the set
An does not contain an infinite chain of algebraic sets
Y1 ⊃ Y2 ⊃ . . . ⊃ Yn ⊃ . . .
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In examples below of equationally Noetherian algebras we use the following obvious
fact: any subalgebra A of an equationally Noetherian L-algebra B is equationally Noethe-
rian.
1. Any finite L-algebra A is equationally Noetherian. Indeed, the solution set of ev-
ery L-system S is finite, so there is not any infinite chain of algebraic sets, and
Proposition 7.2 concludes the proof.
2. Any L-algebra A from a locally finite variety V is equationally Noetherian. In this
case the free algebra F (X) in V generated by X = {x1, x2, . . . , xn} is finite. Since
one can consider any L-term as an element of F (X), the set of different terms is
finite. Therefore, the number of all nonequivalent equations are also finite and there
is not any infinite L-system over A.
3. By the previous item, all semilattices, rectangular bands and left zero semigroups
are equationally Noetherian.
4. Each abelian group is equationally Noetherian. Let us explain this statement by the
following example. Let us consider an infinite L+g-system
S =


x+ 2y = 0,
3x+ 4y = 0,
5x+ 6y = 0,
. . .
(2i+ 1)x+ (2i+ 2)y = 0,
. . .
over an abelian group A. By the Gauss elimination process, one can reduce S to
an upper triangular form as follows. Multiplying the first equations on 2i + 1 and
subtracting the i-th equation from the first one, we obtain the following system of
equations
S1 =


x+ 2y = 0,
2y = 0,
4y = 0,
. . .
(2i)y = 0,
. . .
Since there exist abelian groups where the equation (2i)y = 0 do not imply y = 0,
the system S1 is not necessarily equivalent to {x+2y = 0, y = 0}. However abelian
group theory states that a system of the form Sx = {n1x = 0, n2x = 0, n3x = 0, . . .}
is equivalent to an equation nx = 0, where n is the greatest common divisor of
n1, n2, n3, . . .. By the properties of the greatest common divisor, there exists a
number k such that gcd(n1, n2, . . . , nk) = gcd(n1, n2, . . .). Therefore the system Sx
is equivalent to its finite subsystem {n1x = 0, n2x = 0, . . . nkx = 0}. Thus, the
system S1 is equivalent to its finite subsystem S
′
1 = {x+2y = 0, 2y = 0}. Replacing
all equations of S′2 to the corresponding equations of the original system S, we obtain
a finite subsystem S′ = {x+ 2y = 0, 3x+ 4y = 0} ⊆ S with S′ ∼A S.
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5. Every commutative monoid M with cancellations is equationally Noetherian. By
semigroup theory, such monoids are embedded into abelian groups. Since all abelian
groups are equationally Noetherian (see above), each submonoid of an abelian group
is also equationally Noetherian.
6. Any group isomorphic to a group of invertible matrices relative to the operation
of matrix multiplication (following group theory, such groups are called linear) is
equationally Noetherian. Let us prove this statement for a group G of 2×2-matrices
with entries in a field F .
Let S be an arbitrary system in variables x1, x2, . . . , xn. Since elements of G are
2× 2-matrices, we put
xi =
(
x
(1)
i x
(2)
i
x
(3)
i x
(4)
i
)
for some x
(j)
i ∈ F . The identity of G is the identity matrix
1 =
(
1 0
0 1
)
Replacing all variables in S to their matrix presentations and computing all multi-
plications and inverse elements, we obtain a system of polynomial equations Spoly
over the field F . For example, the group equation xixj = 1 is equivalent to the
following polynomial system
xixj = 1⇒
(
x
(1)
i x
(2)
i
x
(3)
i x
(4)
i
)(
x
(1)
j x
(2)
j
x
(3)
j x
(4)
j
)
=
(
1 0
0 1
)
⇒
(
x
(1)
i x
(1)
j + x
(2)
i x
(3)
j x
(1)
i x
(2)
j + x
(2)
i x
(4)
j
x
(3)
i x
(1)
j + x
(4)
i x
(3)
j x
(3)
i x
(2)
j + x
(4)
i x
(4)
j
)
=
(
1 0
0 1
)
⇒


x
(1)
i x
(1)
j + x
(2)
i x
(3)
j = 1,
x
(1)
i x
(2)
j + x
(2)
i x
(4)
j = 0,
x
(3)
i x
(1)
j + x
(4)
i x
(3)
j = 1,
x
(3)
i x
(2)
j + x
(4)
i x
(4)
j = 0
According to commutative algebra (Hilbert‘s basic theoremWiki), the system of poly-
nomial equations Spoly is equivalent over the field F to its finite subsystem S
′
poly.
Applying inverse transformations to S′poly, one can obtain a system of group equa-
tions S′ with S′ ∼G S.
7. Let us prove that the free monoids FMn are equationally Noetherian. We need the
following facts about the theory of the free groupWiki. It is known that the free group
FGn of rank n contains (as a submonoid) the free monoid of rank n, and moreover
all free groups FGn are embedded into the free group FG2 of rank 2. Thus, FG2
contains a submonoid FMn of an arbitrary finite rank n and it is sufficient to prove
that FG2 is equationally Noetherian.
By the Sanov theoremWikithere exists a presentation of the free generators a1, a2 of
FG2 by the following matrices (
1 2
0 1
)
,
(
1 0
2 1
)
.
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Thus, the group FG2 is linear and by the previous statement FG2 is equationally
Noetherian. Remark that we actually prove that all free groups are equationally
Noetherian.
8. Let us show that the free unar FUn of rank n is equationally Noetherian. Since
any equation over FUn contains at most two variables, every system S in variables
X = {x1, x2, . . . , xm} is a union
S =
⋃
1≤i≤j≤m
Sij ,
where the system Sij depends only on the variables xi, xj . It is sufficient to prove
that each Sij is equivalent to a finite subsystem.
According to (18), each equation of Sij has the form f
k(xi) = xj . Suppose Sij is
infinite. Let us consider all possible cases if Sij contains the following equations.
(a) If fk(xi) = xj , f
l(xi) = xj ∈ Sij (k < l) then
fk(xi) = f
l(xi) ∈ RadFUn(Sij)⇔ f
l−k(xi) = xi ∈ RadFUn(Sij).
(b) If fk(xi) = xj , xi = f
l(xj) ∈ Sij (k < l) we have
fk+l(xj) = xj ∈ RadFUn(Sij).
In both cases the last equation is inconsistent in the free unar, Sij is also inconsistent
and it is equivalent to the given two equations.
There are algebras which are not equationally Noetherian.
1. Following [64], let us consider a monoid with the presentation B = 〈a, b | ab = 1〉.
The monoid B is called the bicyclic, and each element s ∈ B is a product of the form
s = bnam (m,n ∈ N). The multiplication in B is defined as follows
bn1am1bn2am2 =
{
bn1+n2−m1am2 , if m1 ≤ n2
bn1am1−n2+m2 , otherwise
The elements bnan are idempotents of B:
(bnan)(bnan) = bn(anbn)an = bn1an = bnan.
Let us consider an infinite system of equations
S =


xyz = z,
x2y2z = z,
x3y3z = z,
. . .
Let us assume that S is equivalent over B to a finite subsystem S′. Without loss of
generality, we put S′ = {xiyiz = z | 1 ≤ i ≤ n}. The system S′ satisfies the point
(b, a, bnan):
biaibnan = bi(aibn)an = bibn−ian = bnan.
However (b, a, bnan) /∈ VB(x
n+1yn+1z = z):
bn+1an+1bnan = bn+1(an+1bn)an = bn+1a1an = bn+1an+1 6= bnan.
Thus, (b, a, bnan) /∈ VB(S), and we obtain S ≁B S′, a contradiction.
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2. Let Lu∞ = {f
(1)
i | i ∈ N} be a language of a countable number of unary functional
symbols, and A be an Lu∞-algebra with the universe N (natural numbers) and the
functions fi are defined in A as follows
fAi (x) =
{
0, if x = i
x, otherwise
Let us consider an infinite system S = {fi(x) = x | i ∈ N}. By the definition of the
functions fi it follows VA(S) = {0}. However, any finite subsystem S
′ = {fi(x) =
x | 1 ≤ i ≤ n} has the nonempty solution set VA(S
′) = {i | i > n}.
3. Following [64], any finitely generated non-hopfianWikigroup is not equationally
Noetherian. In particular, the well-know Baumslag-Solitar group B(2, 3) = 〈a, b |
a−1b2a = b3〉 is not equationally Noetherian.
For the class of equationally Noetherian algebras we have the following statements.
1. Any subalgebra of an equationally Noetherian L-algebra A is also equationally
Noetherian (we used this property above many times).
2. An arbitrary direct power of an equationally Noetherian L-algebra A is equationally
Noetherian.
3. A finite direct product of equationally Noetherian algebras is also equationally
Noetherian.
The class of equationally Noetherian algebras is not closed under the following oper-
ations.
1. An infinite direct product of equationally Noetherian algebras is not always equa-
tionally Noetherian. In [73] it was defined an example of infinite direct product
S =
∏
i Si of equationally Noetherian semigroups Si such that S is not equation-
ally Noetherian. Below we consider a simpler example of a direct product of linear
ordered semilattices in a non-standard language.
Let Ls∞ = {·, c1, c2, . . . , cn, . . .} be a semigroup language extended by a countable
set of constants ci. Let An = 〈{1, 2, . . . , n} | L〉 be an Ls∞-algebra such that
x · y = min{x, y} and the constants are defined in A as follows
cAni =
{
i if i ≤ n
n otherwise
Obviously, An is a linear ordered semilattice. Since all An are finite, they are
equationally Noetherian.
Let A denote the direct product
∏∞
i=1Ai. By the definition of a direct product, a
constant symbol cn has an interpretation in A as follows
cAn = (1, 2, 3, . . . , n, n, . . . , n, . . .).
According to the definition of a partial order, we have the following chain of con-
stants
cA1 < c
A
2 < . . . < c
A
n < . . .
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Let us consider an infinite system S = {x ≥ cAn | n ≥ 1} over A. Let S
′ be a finite
subsystem of S. Without loss of generality one can assume that S′ = {x ≥ cn |
1 ≤ n ≤ N}. It is directly checked that the point cAN is a solution of S
′, however
cAN  c
A
N+1, i.e. c
A
N /∈ VA(S). Thus, S
′ ≁A S, and A is not equationally Noetherian.
2. A homomorphic image of an equationally Noetherian algebra is not always equa-
tionally Noetherian. The Baumslag-Solitar group B(2, 3) is a homomorphic image
of the equationally Noetherian free group FG2 of rank 2 (by group theory, any two-
generated group is a homomorphic image of FG2), but above we showed B(2, 3) is
not equationally Noetherian.
An algebraic set Y over an L-algebra A can be decomposed into a union of other
algebraic sets Y = Y1 ∪ Y2 ∪ . . . ∪ Yn, and one can iterate this process for each Yi, ets...
This process may be finite (if we shall obtain a decomposition of Y into a finite union of
irreducible sets) or infinite. The equationally Noetherian property provides the finiteness
of the process.
Theorem 7.3. If an L-algebra A is equationally Noetherian, then any algebraic set Y
over A admits a decomposition
Y = Y1 ∪ Y2 ∪ . . . ∪ Ym, (23)
where Yi are irreducible, Yi * Yj (i 6= j), and this decomposition is unique up to permu-
tations of Yi.
The algebraic sets Yi from Theorem 7.3 are called irreducible components of Y .
Remark 7.4. Let us prove that the converse statement of Theorem 7.3 does not hold.
It is sufficient to define an L-algebra B such that B is not equationally Noetherian and
all nonempty algebraic sets over B are irreducible (in this case the decomposition (23)
obviously holds for B).
Algebras with no nonempty reducible sets are called co-domains (see Section 12).
Thus, B should be a co-domain. According to the results of Section 12, an infinite direct
power B =
∏∞
i=1A of an arbitrary L-algebra A is co-domain. Taking a non-equationally
Noetherian algebra A, we obtain B with required properties.
7.1 Comments
Firstly, let us show the terminology difference. In B. Plotkin‘s papers [93, 94, 95] equation-
ally Noetherian algebras are called logically Noetherian, and in [63, 64, 73] the equationally
Noetherian property is called the Compacteness property.
In [2] there is a list of equationally Noetherian algebras. For example, the following
algebras are equationally Noetherian
• any Noetherian commutative ring R (a ring R is called Noetherian if it does not
contain infinite ascending chains of ideals);
• any torsion-free hyperbolic group [127];
• any free solvable group [59];
• any finitely generated metabelian (nilpotent) Lie algebra [42];
19
• since any linear group is equationally Noetherian (see above), any polycyclic and
any finitely generated metabelian group is equationally Noetherian [26, 29, 57].
Moreover, the paper [116] is devoted to the Noetherian property of the universal en-
veloping algebras; in [63] there were described equationally Noetherian completely simple
semigroups.
On the other hand, the following algebras are not equationally Noetherian (see [2] for
the complete list of such algebras):
• infinitely generated nilpotent groups [89];
• the wreath product A ≀ B of a non-abelian group A and infinite group B [28];
• the min-max algebras MR = 〈R; max,min, ·,+,−, 0, 1〉 and MN = 〈N; max,min,
+, 0, 1〉 [49];
• finitely generated semigroups with an infinite descending chains of idempotents (in
particular, all free inverse semigroups) [64].
One can recommend the book [73] which contains many examples of (non-) equation-
ally Noetherian semigroups.
Nevertheless there are many open problems in this area. Let us formulate only two of
them.
Problem. Is the free product of two equationally Noetherian groups equationally Noethe-
rian?
Problem. Is the free anti-commutative (respectively, the free associative algebra, the
free Lie algebra) is equationally Noetherian?
8 Coordinate algebras
By the definition, the set of all L-terms is closed under compositions of all functional
symbols of the language L. Thus, the set of all L-terms in variables X is an L-algebra
which is denoted by TL(X) and called the the termal L-algebra generated by X .
Let Y be an algebraic set over an L-algebra A and Y is defined by an L-system in
variables X . Let us define an equivalence relation ∼Y over TL(X) as follows:
t(X) ∼Y s(X)⇔ t(P ) = s(P ) for each point P ∈ Y ⇔ t(X) = s(X) ∈ RadA(Y ).
Let [t(X)]Y denote the equivalence class of a term t(X) relative to the relation ∼Y .
The family of all equivalence classes
ΓA(Y ) = T (X)/ ∼Y
is called the coordinate L-algebra of an algebraic set Y (precisely, ΓA(Y ) is a factor-
algebraWikiof T (X) by the relation ∼Y ). The result of an n-ary function f over an
L-algebra ΓA(Y ) is defined as follows
f([t1(X)]Y , [t2(X)]Y , . . . , [tn(X)]Y ) = [f(t1(X), t2(X), . . . , tn(X))]Y .
For example, if L contains a binary functional symbol ·, the result of the function · in
ΓA(Y ) is [t(X)]Y · [s(X)]Y = [t(X) · s(X)]Y .
Remark 8.1. Let I be the set of all identities which hold in an L-algebra A. Since the
radical of any algebraic set Y ⊆ An contains all identities from I, the coordinate algebra
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of Y satisfies all identities of I A. In particular, the coordinate algebra of an algebraic
set over a group (semigroup, unar) is always a group (respectively, semigroup, unar).
According to the definition, the coordinate algebra of an algebraic set Y ⊆ An defined
by a system in variables X admits a presentation
ΓA(Y ) = 〈X | RadA(Y )〉. (24)
By (24) it follows that any coordinate algebra is finitely generated.
Let us compute coordinate algebras for some algebraic sets.
1. Suppose Y = ∅ is an algebraic set over an L-algebra A, and Y is defined by an
L-system S in variables X . Obviously, arbitrary terms t(X), s(X) has equal values
at each point of the empty set. It follows that the relation ∼∅ defines a unique
equivalence class in TL(X). Therefore, the factor-algebra ΓA(∅) consists of a single
element. In other words, the algebra ΓA(∅) is trivial.
2. Let us consider a system of equations S = {2x+ z = y+u, x+u = 3y+ z} over the
commutative monoid of natural numbers N and denote Y = VN(S). Subtracting
from the first equation the second one, we obtain the equation x+ 2y = 0 which is
obviously belongs to the radical of S. From the last equation it follows x = 0, y = 0 ∈
RadN(Y ). Applying x = 0, y = 0, to the equations of S, we have z = u ∈ RadA(Y ).
Since the substitutions x := 0, y := 0, z := u reduce the system S to trivial equalities,
the radical of Y is generated by the equations x = 0, y = 0, z = u. Therefore
ΓN(Y ) ∼= 〈x, y, z, u | x = 0, y = 0, z = u〉 ∼= 〈u〉 ∼= N
3. Let A be a torsion-free abelian group, and Y be an arbitrary algebraic set over A.
By Remark 8.1, the coordinate group ΓA(Y ) is an abelian group. Suppose that
ΓA(Y ) has a nontrivial torsion, i.e. there exists a nonzero element γ ∈ ΓA(Y ) with
nγ = 0 for some n ∈ N. By the definition of a coordinate group, there exists
an L+g-term t(X) such that γ = [t(X)]Y and nt(X) = 0 ∈ RadA(Y ). Since the
equality nt(X) = 0 implies t(X) = 0 in any torsion-free group, we have γ = [0], a
contradiction.
Thus, we proved that all coordinate groups over an abelian torsion-free group A
have not torsion subgroups. Since the coordinate group ΓA(Y ) is always finitely
generated, the group ΓA(Y ) is isomorphic to Zn for some n ∈ N (here we apply the
decomposition (7)).
Proposition 8.2. A group G is the coordinate group of an algebraic set over an
abelian torsion-free group iff G is isomorphic to Zn.
Proof. The “only if” statement was proved above. Let us prove the “if” part of
the theorem: one should prove that Zn is isomorphic to a coordinate group of some
algebraic set over A. Let us consider an algebraic set Y = An = VA({x1 = x1, x2 =
x2, . . . , xn = xn}). Its coordinate group is
ΓA(Y ) = 〈x1, x2, . . . , xn | xi = xi〉 ∼= 〈x1, x2, . . . , xn〉 ∼= Z
n.
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4. Let FMr be the free monoid of rank r > 1. The coordinate monoid of the algebraic
set Y = VFMr(xy = yx) is the monoid with two generators x, y and x commutes
with y. Thus, ΓFMr(Y ) is isomorphic to the commutative free monoid of rank 2:
ΓFMr(Y )
∼= N2.
5. Let us consider the equation f(x) = f 2(y) over the free unar FUr. Since the function
f is injective on FUr, we have x = f(y) ∈ RadFUr(f(x) = f
2(y)). Therefore the
coordinate unar of the algebraic set Y = VFUr(f(x) = f
2(y)) has the presentation
ΓFUn(Y )
∼= 〈x, y | x = f(y)〉 ∼= 〈y〉 ∼= FU1.
There exist distinct algebraic sets Y ⊆ An, Z ⊆ Am with isomorphic coordinate alge-
bras. Indeed, the algebraic sets
Y = A = VZ(x = x), Z = VZ({x = x, y = x}) ⊆ Z
2
over the abelian group Z has the following coordinate groups
ΓZ(Y ) = 〈x | RadZ(x = x)〉 ∼= Z.
ΓZ(Z) = 〈x, y | RadZ(x = x, y = x)〉 ∼= 〈x | RadZ(x = x)〉 ∼= Z.
Algebraic sets with isomorphic coordinate algebras were described in [1]. Precisely, it
was defined the notion of an isomorphism of algebraic sets (see [1] for more details) and
proved the following statement.
Proposition 8.3. Algebraic sets Y ⊆ An, Z ⊆ Am have isomorphic coordinate algebras
iff the sets Y, Z are isomorphic. Moreover, an irreducible algebraic set is isomorphic only
to irreducible algebraic sets.
The coordinate algebra of an irreducible algebraic set is called irreducible. By Propo-
sition 8.3, this definition is well-defined.
9 Main problems of universal algebraic geometry
Now we are able to explain the problems studied in universal algebraic geometry. For a
fixed L-algebra A one can pose the following problems.
1. Describe all algebraic sets over A. When a given set Y ⊆ An is algebraic over A?
What are irreducible sets over A?
2. Describe all coordinate algebras over A. When a given L-algebra B is isomorphic to
the coordinate algebra of some algebraic set overA? What are irreducible coordinate
algebras over A?
Actually, the first problem is complicated and it is completely solved only for algebras
A of a simple structure (for example, in Section 6 we completely describe algebraic sets
over left zero semigroups).
The second problem is simpler than the first one, since the description of coordinate
algebras gives the description of algebraic sets up to isomorphism. However, this problem
can be solved for a wide class of algebras, and in the next sections we shall study only
coordinate algebras.
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10 Properties of coordinate algebras
Let Γ = ΓA(Y ) be the coordinate algebra of an algebraic set over an L-algebra A, and
φ : Γ → A be a homomorphism between Γ and A. By (24), we may assume that Γ
has a presentation 〈X | RadA(Y )〉, where X = {x1, x2, . . . , xn} is the generating set
of Γ. The homomorphism φ should map each xi into an element of A, and the vector
(x1, x2, . . . , xn) is mapped into a point P = (φ(x1), φ(x2), . . . , φ(xn)) ∈ A
n. Since φ
should preserve all relation RadA(Y ) of Γ, we obtain that the point P should satisfy all
equations from RadA(Y ) and therefore P ∈ Y . Thus, we proved that any homomorphism
between L-algebras Γ,A is actually a substitution xi 7→ pi of coordinates of some point
P = (p1, p2, . . . , pn) ∈ Y . This fact can be written in the following form
φ([t(X)]Y ) = t(P ) (25)
A homomorphism φ : B → A of the type (25) is denoted below by φP .
An L-algebra A approximates an L-algebra B if for an arbitrary pair of distinct ele-
ments b1, b2 ∈ B there exists a homomorphism φ : B → A such that φ(b1) 6= φ(b2).
Theorem 10.1. A finitely generated L-algebra B is the coordinate L-algebra of a
nonempty algebraic set Y over an L-algebra A iff B is approximated by A.
Proof. Let us prove the “only if” part of the theorem. Suppose B ∼= ΓA(Y ) for some
algebraic set Y over A, and [t(X)]Y , [s(X)]Y are distinct elements of B. Since the terms
t(X), s(X) are not ∼Y -equivalent, there exists a point P ∈ Y with t(P ) 6= s(P ). Thus, the
homomorphism φP gives φP ([t(X)]Y ) 6= φP ([s(X)]Y ), and the algebra B is approximated
by A.
Let us prove the “if” part of the statement. Suppose that a finitely generated L-
algebra B has a presentation 〈X | R〉, where X = {x1, x2, . . . , xn} is the set of generators
and R = {ti(X) = si(X) | i ∈ I} are defining relations. One can consider R as an
L-system over an L-algebra A.
The images of homomorphisms φ ∈ Hom(B,A) are the subset in An:
Y = {(φ(x1), φ(x2), . . . , φ(xn)) | φ ∈ Hom(B,A)}.
A map φ : B → A is a homomorphism of B iff φ preserves all defining relations R, or
equivalently (φ(x1), φ(x2), . . . , φ(xn)) ∈ VA(R). Thus, Y = VA(R), i.e. Y is an algebraic
set. It is sufficient to prove that B is the coordinate algebra of the set Y . According
to (24), one should prove the equality of the sets [R] = RadA(Y ).
Since Y = VA(R), for any t(X) = s(X) ∈ [R] it holds Y ⊆ VA(t(X) = s(X)),
therefore t(X) = s(X) ∈ RadA(Y ). Let us prove the converse inclusion RadA(Y ) ⊆ [R].
Assume there exists an equation t(X) = s(X) ∈ RadA(Y ) \ [R]. It follows that the
elements t(X), s(X) are distinct in the algebra B, but t(P ) = s(P ) for all P ∈ Y . By the
definition of the set Y , we have φ(t(X)) = φ(s(X)) for any homomorphism φ : B → A.
Thus, we obtain a contradiction, since B is approximated by A.
Let us apply Theorem 10.1 to various algebras.
1. Let A = Zpn be the cyclic group of order pn for a prime p. Let us find all coordinate
groups of algebraic sets over A. The list of nontrivial subgroup of A is Sub(A) =
{Zpm | 1 ≤ m ≤ n}. Obviously, each group from Sub(A) is approximated by A,
therefore all groups {Zpm | m ≤ n} are coordinate groups of algebraic sets over A.
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Let is prove that any direct sum of groups from Sub(A) is also a coordinate group
over A. Let
B =
m⊕
i=1
Zpni ,
where 1 ≤ ni ≤ n, and we allow ni = nj for distinct i, j. Therefore the elements
b, b′ ∈ B, b 6= b′ admit unique presentations as the following sums
b = b1 + b2 + . . .+ bm, b
′ = b′1 + b
′
2 + . . .+ b
′
m,
where bi, b
′
i ∈ Zpni . Since b 6= b
′, there exists a number i such that bi 6= b
′
i. Then
the projection pii of B onto the subgroup Zpni ⊆ A gives pii(bi) 6= pii(b′i), and B is
approximated by A.
Thus, we proved that the group B is the coordinate group of some algebraic set Y
over A. Moreover, one can write a system of equations S such that ΓA(VA(S)) ∼= B.
Indeed, for
S =
m⋃
i=1
{pnixi = 0},
the coordinate group of the set Y = VA(S) has the presentation
ΓA(Y ) = 〈x1, x2, . . . , xm | p
nixi = 0〉 (1 ≤ i ≤ m),
and we obtain ΓA(Y ) ∼= B.
Let us consider groups which are not coordinate groups over A = Zpn (below we
shall use the results of Section 3 about homomorphisms of abelian groups).
(a) Let B = Z. Any homomorphism φ ∈ Hom(B,A) maps the element pn ∈
Z in 0 ∈ Zpn , hence the group A does not approximate B (there is not a
homomorphism ψ ∈ Hom(B,A) with ψ(0) 6= ψ(pn)).
(b) Let B = Zqm , where q is prime and q 6= p. The set of homomorphisms
Hom(B,A) contains only the trivial homomorphism φ(x) = 0 for all x ∈ Zqm .
Obviously, such group B is not approximated by A.
(c) Suppose B = Zpm , where m > n. Each homomorphism φ ∈ Hom(B,A) maps
pn ∈ Zpm in the zero of Zpn . Thus, the group A does not approximate B, since
there is not a homomorphism ψ ∈ Hom(B,A) with ψ(0) 6= ψ(pn).
The obtained results allow us to formulate the following proposition.
Proposition 10.2. Let Sub(A) = {Zpk | 1 ≤ k ≤ n} be the set of all nonzero
subgroups of the group A = Zpn for a prime p. An abelian group B is the coordinate
group of a nonempty algebraic set over A iff B is a direct sum of a finite number of
groups from Sub(A).
In Theorem 10.6 we shall prove Proposition 10.2 for any finitely generated abelian
group A.
2. Let A = LZn = {a1, a2, . . . , an} be a left zero semigroup consisting of n > 1
elements. Let us show that an arbitrary finite left zero semigroup B = LZm =
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{b1, b2, . . . , bm} is the coordinate semigroup of some nonempty algebraic set over A.
Let bi, bj be two distinct elements of B. Then the homomorphism
φ(b) =
{
a1, if b = bi
a2, otherwise
satisfies φ(bi) 6= φ(bj). Thus, the semigroup B is approximated by A and by Theo-
rem 10.1 B is the coordinate semigroup of a nonempty algebraic set over A.
3. Let A = RB(n,m) be a rectangular band. If n = 1 (m = 1) the semigroup A is a left
(respectively, right) zero semigroup and its coordinate semigroups were described
above. Thus, we assume n,m > 1. Let us show that an arbitrary finite rectangular
band B = RB(n′, m′) is the coordinate semigroup of a nonempty algebraic set over
A. Without loss of generality one can assume A = RB(2, 2). Let b1 = (i1, j1),
b2 = (i2, j2) be two distinct elements of B, and i1 6= i2 (similarly one can consider
the case j1 6= j2). It is directly checked that the map
φ((i, j)) =
{
(1, 1), if i = i1
(1, 2), otherwise
is a homomorphism and φ(b1) = (1, 1) 6= (1, 2) = φ(b2). Thus, the semigroup B is
approximated by A, therefore B is the coordinate band of an algebraic set over A.
4. Let A = L2 be a linear ordered semilattice consisting of the elements 0, 1. Let
us show that an arbitrary finite semilattice B is the coordinate semilattice of a
nonempty algebraic set over A.
Let us consider two distinct elements b1, b2 ∈ B. One can assume b2  b1 (otherwise,
we assign b1 := b2, b2 := b1 and obtain the condition b2  b1). Let us define a map
φ : B → A:
φ(b) =
{
1, if b ≥ b2,
0 otherwise
Let us prove the map φ is a homomorphism of B. Assume the converse: φ(xy) 6=
φ(x)φ(y) for some x, y ∈ B. We have the following cases:
(a) φ(xy) = 0, φ(x) = φ(y) = 1;
(b) φ(xy) = 1, φ(x) = 0;
(c) φ(xy) = 1, φ(y) = 0.
In the first case we have b2 ≤ x, b2 ≤ y. Therefore, b2 ≤ xy, and the definition of φ
gives φ(xy) = 1, a contradiction. In the second case we obtain xy ≥ b2 that implies
x ≥ b2, and the definition of ψ gives φ(x) = 1, a contradiction. The proof of the
third case is similar to the second one.
Thus, φ ∈ Hom(B,A) and φ(b1) 6= φ(b2). We have that B is approximated by L2.
Since each nontrivial semilattice A contains L2 as a subsemilattice, we obtain the
following statement.
Theorem 10.3. Any finite semilattice B is the coordinate semilattice of a
nonempty algebraic set over a nontrivial semilattice A.
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5. Let us describe the coordinate unars of algebraic sets of nonempty algebraic sets
over the free unar A = FUn of rank n. Let us consider a finitely generated unar B
with the set of generators b1, b2, . . . , bm. Therefore, each element b ∈ B is equal to
an expression b = fk(bi) for some numbers i, k.
If there exists numbers i, k such that fk(bi) = bi then the set of homomorphisms
Hom(B,A) is empty (it is impossible to map bi into A, since there is not any element
a ∈ A with fk(a) = a). Therefore, B is not a coordinate unar of a nonempty
algebraic set over A.
Thus, for any i all elements in sequence bi, f(bi), f
2(bi), . . . are different. Moreover,
one can assume there are not generators bi, bj with f
k(bi) = bj (otherwise,one can
remove bj from the set of generators).
Assume there exist different elements b, b′ ∈ B such that f(b) = f(b′). In this case
any homomorphism φ ∈ Hom(B,A) gives φ(b) = φ(b′), since f is injective on A.
Thus, B is not approximated by A in this case.
Finally, we have all elements of the set {fk(bi)} (k ∈ N, 1 ≤ i ≤ m) are pairwise
distinct, and it follows that the unar B is isomorphic to the free unar of rank m.
Thus, we obtain the following statement.
Theorem 10.4. A finitely generated unar B is the coordinate unar of a nonempty
algebraic set over A = FUn (n ≥ 1) iff B ∼= FUm for some m ≥ 1.
Proof. The “only if” part of the statement was proved above. Let us prove the
“if” part. Let B = FUm, where B is freely generated by the set of generators
b1, b2, . . . , bm, and a1 be an arbitrary free generator of A. Let us take two different
elements b, b′ ∈ B. If b = fk(bi), b
′ = fk
′
(bi) (i.e. b, b
′ lies in the same subunar
FU1 ⊆ B generated by the element bi), then the homomorphism
φ(bj) = a1 for all 1 ≤ j ≤ m
has the property
φ(b) = fk(a1) 6= f
k′(a1) = φ(b
′).
In the case of b = fk(bi), b = f
k′(bi′), the homomorphism φ is defined as follows
φ(bj) = a1,
if k 6= k′, and
φ(bj) =
{
a1, if j 6= i
′
f(a1), otherwise j = i
′
if k = k′. One can directly check that φ(b) 6= φ(b′).
Thus, we proved the unar B is approximated by A, and according to Theorem 10.1
B is the coordinate unar of a nonempty algebraic set over A.
One can describe coordinate algebras with embeddings.
Theorem 10.5. An L-algebra B is the coordinate L-algebra of a nonempty algebraic
set over an L-algebra A iff B is embedded into a direct power of A.
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Proof. Let us prove the “only if” part of the statement. Suppose B ∼= ΓA(Y ) for some
algebraic set Y over the L-algebra A. For each b ∈ B let us define a vector v(b) such that
1. coordinates of v(b) are indexed by points P ∈ Y ;
2. the value of the P -th coordinate is φP (b).
By Theorem 10.1, B is approximated by A, i.e. for any pair b1, b2 ∈ B there exists a
homomorphism φP with φP (b1) 6= φP (b2). Thus, the vectors v(b1), v(b2) are distinct in
the P -th coordinate, and the map v is an embedding of B into a direct power of A.
Let us prove the “if” of the theorem. According to Theorem 10.1, it is sufficient to
prove that each subalgebra of a direct power
∏
i∈I A is approximated by A. Let
b¯1 = (b11, b12, . . . , b1n, . . .), b¯2 = (b21, b22, . . . , b2n, . . .)
be two distinct elements a direct power of A (bij ∈ A). Therefore there exists a coordinate
with index j such that b1j 6= b2j . The projection
pij :
∏
i∈I
A → A
of a direct power onto the j-th coordinate is a homomorphism, and pij(b¯1) 6= pij(b¯2). Thus,
any subalgebra of a direct power of A is approximated by A.
Let us apply Theorem 10.5 for descriptions of coordinate algebras.
1. Theorem 10.5 allows us to describe the coordinate groups of algebraic sets over a
finitely generated abelian group A. According to theory of abelian groups, a group
A is a direct sum (7). Let Sub⊕(A) denote the set of all nonzero subgroups of all
direct summands of A. For example, the group
A = Z⊕ Z⊕ Z8 ⊕ Z3 ⊕ Z3 (26)
gives Sub⊕(A) = {Z,Z8,Z4,Z2,Z3}. The following result holds.
Theorem 10.6. A finitely generated group B is the coordinate group of a nonzero
algebraic set over an abelian group A iff B is isomorphic to a finite direct sum of
groups from Sub⊕(A).
Proof. Let us explain the idea of the proof at the group A given by (26). By
Theorem 10.5, the group B = Z8⊕Z8⊕Z8 is coordinate over A, since B is embedded
into the direct power A⊕A ⊕A. Similarly, one can embed into a direct power of
A any sum of groups from Sub⊕(A).
If a group B has a direct summand G /∈ Sub⊕(A) in its presentation (7), the
subgroup G is not embeddable into any direct power of A. For example, the group
B = Z ⊕ Z9 contain the subgroup Z9 which is not embedded into direct powers of
A. Thus, B is not a coordinate group over A.
2. Applying Theorems 10.3 and 10.5, one can obtain the well-known result in semilat-
tice theory.
Proposition 10.7. Any finite (actually, one can prove this statement also for
infinite semilattices) semilattice B is embedded into a direct power of L2 = {0, 1}.
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3. Let A = N be the additive monoid of natural numbers. According to Theorem 10.5,
a finitely generated monoid B is a coordinate monoid over A iff B is embedded into
a direct power of N. Remark that the monoid Nn has a rich class of submonoids.
For example, it contains monoids which are not isomorphic to a direct powers of N.
11 Coordinate algebras of irreducible algebraic sets
An L-algebra A discriminates an L-algebra B if for any finite set of distinct elements
b1, b2, . . . , bn there exists a homomorphism φ : B → A such that φ(bi) 6= φ(bj) for all i 6= j,
i.e. φ is injective on the set {b1, b2, . . . , bn}. Obviously, the approximation is a special case
(n = 2) of the discrimination.
The following theorem shows the role of the discrimination in the description of irre-
ducible coordinate algebras.
Theorem 11.1. A finitely generated L-algebra B is the coordinate L-algebra of an
irreducible algebraic set Y over an L-algebra A iff B is discriminated by A.
Proof. Let us prove the “only if” part of the statement. Suppose B ∼= ΓA(Y ) for a
nonempty algebraic set Y over A. Let us assume that B is not discriminated by A,
i.e. there exist distinct elements [t1(X)]Y , [t2(X)]Y , . . . , [tm(X)]Y ∈ B such that for any
homomorphism φ ∈ Hom(B,A) there are indexes i 6= j with φ([ti(X)]Y ) = φ([tj(X)]Y ).
Since any homomorphism of coordinate algebras has the form (25), the assumption above
is formulated as follows: for each point P ∈ Y there exist indexes i 6= j such that
ti(P ) = tj(P ). Therefore
Y =
⋃
i<j
(Y ∩ VA(ti(X) = tj(X))). (27)
According to Theorem 10.1, B is approximated by A, i.e. for all i 6= j there exists a
point Pij ∈ Y with ti(Pij) 6= tj(Pij). It follows that Yij ⊂ Y for all i < j. Thus, (27) is a
proper decomposition of the set Y , and we obtain a contradiction with the irreducibility
of the set Y .
Let us prove the “if” part of the statement. Since the approximation is a special case
of the discrimination, B is approximated by A. According to Theorem 10.1, there exists
an algebraic set over A with ΓA(Y ) ∼= B. Assume that Y is reducible and it admits a
decomposition
Y = Y1 ∪ Y2 ∪ . . . ∪ Ym (Yi ⊂ Y, Yi * Yj for all i 6= j).
By (20), it follows RadA(Y ) ⊂ RadA(Yi), and there exist equations ti(X) = si(X) ∈
RadA(Yi) \ RadA(Y ). Let us show that an arbitrary homomorphism φ ∈ Hom(B,A) is
not injective on the set M = {[ti(X)]Y , [si(X)]Y | 1 ≤ i ≤ m}. Following (25), φ = φP
for some point P ∈ Y . Since Y is a union of Yi, the have P ∈ Yk for some 1 ≤ k ≤ m.
Therefore tk(P ) = sk(P ) and
φP ([tk(X)]Y ) = φP ([sk(X)]Y ). (28)
Since tk(X) = sk(X) /∈ RadA(Y ), the elements [tk(X)]Y , [sk(X)]Y are distinct in the
L-algebra B. So [tk(X)]Y , [sk(X)]Y are distinct elements of the set M . However, by (28)
the homomorphism φP is not injective on M , a contradiction with the discrimination of
B.
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Theorem 11.2. Let A be a finite L-algebra. A finitely generated L-algebra B is the
coordinate algebra of an irreducible algebraic set over A iff B is embedded into A.
Proof. Let us prove the “only if” part of the statement. If B contains at least n > |A|
different elements b1, b2, . . . , bn, there is not any homomorphism φ : B → A which is
injective on the set {bi}, and we obtain a contradiction with Theorem 11.1. Therefore,
|B| ≤ |A|, i.e. B is also finite. Let b1, b2, . . . , bm (m ≤ n) be all elements of B. An injective
on {bi} homomorphism φ : B → A provides the embedding of B into A.
The proof of the “if” part of the statement immediately follows from the obvious
discrimination of any subalgebra B ⊆ A by A.
Theorem 11.3. Let A be an L-algebra from a locally finite variety V (remark that A
may not be finitely generated). Then a finitely generated L-algebra B is the coordinate
algebra of an irreducible algebraic set over A iff B is embedded into A.
Proof. The proof of this theorem repeats the proof of Theorem 11.2, since B ∈ V (Re-
mark 8.1) that gives the finiteness of B.
Let us describe the coordinate algebras of irreducible algebraic sets over some algebras.
1. Let A be a torsion-free abelian group. Proposition 8.2 provides that a group B is
approximated by A iff B ∼= Zn for some n. Let us show that B is discriminated by
A. First of all we assume the following.
(a) We assume that A ∼= Z (any torsion-free group G contains a subgroup Z,
therefore the discrimination of B by Z implies the discrimination by G).
(b) We assume B = Z2 = Z ⊕ Z (the general case B ∼= Zn is considered by the
induction on n and its proof is similar to the case n = 2).
Let b1, b2, . . . , bn be different elements of B ∼= Z2. Each bi is a pair bi = (bi1, bi2),
where bij ∈ Z. Let us consider a map φα : B → Z φα((x, y)) = αx + y, where a
number α ∈ Z\{0} will be defined below. It is easy to see that φα ∈ Hom(B,A). Let
us choose α such that the homomorphism is φα injective on {bi}. An integer number
α is said to be forbidden if φα is not injective on the set {bi}. Let us prove there
exist at most finite set of forbidden numbers. Indeed, the equality φα(bi) = φα(bj)
implies
αbi1 + bi2 = αbj1 + bj2 ⇔ α(bi1 − bj1) + (bi2 − bj2) = 0,
and the last equation has a unique solution αij. Choosing all pairs i, j, we obtain a
finite set of forbidden numbers αij. Thus, there exists an integer permitted number α
such that the homomorphism φα is injective on {bi}, and therefore B is discriminated
by A.
According to Theorem 11.1, we have the following result.
Proposition 11.4. A finitely generated abelian group G is the coordinate group of
an irreducible algebraic set over a torsion-free abelian group A iff G is isomorphic
to Zn for some n.
29
2. Similarly, one can prove that any submonoid in Nn is discriminated by N, and
Theorem 11.1 gives the following result.
Proposition 11.5. A finitely generated commutative monoid M is the coordinate
monoid of an irreducible algebraic set over N iff M is embedded into a direct power
of N.
3. Since the varieties of semilattices, left zero semigroups and rectangular bands are lo-
cally finite, irreducible coordinate semigroups in such varieties satisfy Theorem 11.3.
4. Let A be a finitely generated abelian group. By (7), the group A admits a pre-
sentation A = Zn ⊕ T (A). If n = 0 (i.e. A = T (A)), the group A is finite, and
Theorem 11.2 states that irreducible coordinate groups over A are exactly the sub-
groups of A.
Suppose now n > 0 and consider a finitely generated abelian group B = Zm ⊕
T (B) such that B is discriminated by A. Since the subgroup T (B) is finite, the
discrimination gives that T (B) is embedded into T (A). By 8.2, the subgroup Zm ⊆
B is discriminated by Zn ⊆ A, and we obtain the following result.
Theorem 11.6. A finitely generated abelian group B = Zm⊕T (B) is an irreducible
coordinate group over a finitely generated abelian group A = Zn⊕T (A) iff the torsion
T (B) is embedded into T (A) and m = 0 for n = 0.
5. Let us show (as we promised in Section 6.2) that an algebraic set Y = VFSr({xy =
yx, yz = zy}) over the free semigroup FSr is irreducible. Let us compute the
coordinate semigroup of the set Y . Remark that the equation xz = zx belongs to the
radical of Y , therefore the coordinate semigroup ΓFSr(Y ) generated by the elements
x, y, z is commutative. Since there are not other relations between the elements
x, y, z ∈ ΓFSr(Y ), the semigroup ΓFSr(Y ) is isomorphic to the free commutative
semigroup of rank 3, i.e. ΓFSr(Y )
∼= (N \ 0)3. To prove the irreducibility of Y it
is sufficient to show that the semigroup (N \ 0)3 is discriminated by FSr. The last
property follows from Proposition 11.5, where we proved that (N\0)3 is discriminated
by N \ 0 ⊆ FSr.
12 When all algebraic sets are irreducible
There are L-algebras where all nonempty algebraic sets are irreducible. Following [4],
such algebras are called co-domains. Theorems 10.1, 11.1 give the following criterion for
an L-algebra to be a co-domain.
Theorem 12.1. An L-algebra A is a co-domain iff for any finitely generated L-algebra
B the following conditions are equivalent
1. B is approximated by A;
2. B is discriminated by A
(remark that the second condition implies the first one for any L-algebra A).
Let us show examples of co-domains in different classes of algebras.
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1. Let us show that an infinite direct power of any L-algebra A is a co-domain. Let
Aω =
∏
i∈I A denote an infinite power of A, and suppose that a finitely generated
L-algebra B is approximated by Aω. By Theorem 10.5, B is embedded into a direct
power Aω, so B is embedded into a direct power of A. Thus, one can treat elements
of B as vectors with coordinates from A. Let b1, b2, . . . , bn be different elements of
B, i.e. there exists an index ijk ∈ I such that the elements bj , bk have different
ijk-th coordinates. Let I
′ = {ikj | 1 ≤ j < k ≤ n}, and B
′ be the projection
pi(B) onto the coordinates I ′. Since B′ is a finite direct power of A, the algebra B′ is
embedded into A∞ and the images pi(b1), pi(b2), . . . , pi(bn) are different in A
∞. Thus,
B is discriminated by Aω, and by Theorem 12.1 the algebra Aω is a co-domain.
2. According to Propositions 11.4, 11.5, any torsion-free abelian group and the monoid
N are co-domains.
3. Let F be the free semilattice of infinite rank. According to semilattice theory, F is
isomorphic to the family of all finite subsets of natural numbers N relative to the
operation of set union. Moreover, semilattice theory states that any finite semilattice
is embedded into F . Therefore F discriminates any finite semilattice (in the locally
finite varieties of semilattices every finitely generated semilattice is finite). Thus F
is a co-domain.
The following algebras are not co-domains.
1. Let A = {a1, a2, . . . , an} be a finite L-algebra. Then the solution set of the L-system
S = {x1 = x1, x2 = x2, . . . , xn+1 = xn+1} is reducible:
VA(S) =
⋃
i 6=j
VA(S ∪ {xi = xj}).
2. By the previous item, any cyclic group Zn is not a co-domain. Moreover, below
we prove that any finitely generated abelian group with a nontrivial torsion is not
a co-domain. Let A = Zn ⊕ T (A). Since T (A) is finite for a finitely generated A,
there exists a natural number m such that mx = 0 for each x ∈ T (A). Let k denote
the order of T (A) and S be an L-system
{mxi = 0 | 1 ≤ i ≤ k + 1},
which is obviously satisfied only by points (a1, a2, . . . , ak+1) ∈ T
k+1(A). Since
|T (A)| = k, there exists a pair of coordinates i, j such that ai = aj . Therefore
the solution set of S is reducible and admits a presentation
VA(S) =
⋃
i 6=j
VA(S ∪ {xi = xj}).
3. The free monoid FMr of rank r > 1 is not a co-domain, since
VFMr({xy = yx, yz = zy}) = VFMr({xy = yx, yz = zy, xz = zx})∪
VFMr({xy = yx, yz = zy, y = 1})
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13 The intervention of model theory
13.1 Quasi-identities and universal formulas
One of the unexpected result of Unifying theorems is the description of coordinate alge-
bras by first-order formulas of special kind. Below we assume that a reader knows the
definition of a first-order formulaWikiof a language L and main identities of the first-order
logic. The operations of the conjunction, disjunction and negation are denoted by ∧,∨,¬
respectively. Moreover, the expression x 6= y is the abbreviation for ¬(x = y).
A universal formula of a language L is a formula equivalent to
∀x1∀x2 . . .∀xnϕ(x1, x2, . . . , xn), (29)
where ϕ is a quantifier-free formula. A quasi-identity of L is a universal formula, where
the subformula ϕ has the form
(t1(X) = s1(X)) ∧ (t2(X) = s2(X)) ∧ . . . ∧ (tm(X) = sm(X))→ (t(X) = s(X)),
where ti(X), si(X), t(X), s(X) are L-terms in variables X = {x1, x2, . . . , xn}.
Many properties of algebraic structures can be written as universal formulas or quasi-
identities.
1. It is easy to see that any identity
∀x1∀x2 . . .∀xn t(X) = s(X)
of a language L is a quasi-identity, since it is equivalent to
∀x1∀x2 . . .∀xn ((x1 = x1)→ (t(X) = s(X)))
2. The cancellation property in the language Ls is written as the following quasi-
identity
∀x∀y∀z((xz = yz)→ (x = y)) ∧ ((zx = zy)→ (x = y)).
For a commutative semigroup of the language L+s the cancellation property is writ-
ten as the following quasi-identity
∀x∀y∀z((x + z = y + z)→ (x = y)).
3. One of the principal properties of the additive monoid of natural numbers can be
written as the quasi-identity
∀x∀y((x+ y = 0)→ (x = 0)).
Following [87], this property is called the positiveness, and in Section 13.2 it is used
in the description of coordinate monoids over N.
4. The injectivity of a function f defined on an unar U can be written as the following
quasi-identity of the language Lu
∀x∀y((f(x) = f(y))→ (x = y)).
Obviously, all free unars FUn satisfy this formula.
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5. The transitivity of the commutation in a semigroup can be written as the following
quasi-identity
∀x∀y∀z((xy = yx) ∧ (yz = zy)→ (xz = zx)).
6. If an abelian group A satisfies the following list of quasi-identities
{∀x((nx = 0)→ (x = 0)) | n ∈ N}
the group A is torsion-free.
The following properties of L-algebras can be written as universal formulas .
1. If a semilattice S satisfies the following formula of the language Ls
∀x∀y ((x ≤ y) ∨ (y ≤ x)),
S is linearly ordered (precisely, in this formula one should replace all occurrences of
inequalities a ≤ b to ab = a, and after that we obtain a formula of the language Ls)
2. All free monoids satisfy the universal formula
∀x∀y∀z((xy = yx) ∧ (yz = zy)→ ((y = 1) ∨ (xz = zx))).
3. The following universal formula states that an L-algebra A contain at most n ele-
ments:
∀x1∀x2 . . . ∀xn∀xn+1(
∨
i 6=j
(xi = xj)).
Remark that the properties “an L-algebra A contain exactly n elements” and “an
L-algebra A contains at least n elements” are not expressible by universal formulas.
4. The property “ in a group G there are at most k elements of the order n” is written
as the following universal formula of the language Lg
∀x1∀x2 . . . ∀xk∀xk+1(
k+1∧
i=1
n−1∧
j=1
(xji 6= 1)
k+1∧
i=1
(xni = 1)→
∨
i 6=j
(xi = xj)).
Let A be an L-algebra. The quasi-variety qvar(A) (universal closure ucl(A)) is the
class of all L-algebras B such that B satisfies all quasi-varieties (respectively, universal
formulas) which are true in A.
Since any quasi-identity is a universal formula, we have the inclusion ucl(A) ⊆
qvar(A).
The importance of the classes qvar(A), ucl(A) in universal algebraic geometry follows
from the next two sections.
13.2 Coordinate algebras
Theorem 13.1. If a finitely generated L-algebra B is the coordinate algebra of a
nonempty algebraic set over an L-algebra A, then B ∈ qvar(A).
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Proof. By Theorem 10.1, B is approximated by A. Suppose there exists a quasi-identity
ϕ : ∀x1∀x2 . . .∀xn(
m∧
i=1
ti = si → t = s)
such that ϕ is true in A, but false in B (above ti, si, t, s are L-terms in variables
X = {x1, x2, . . . , xn}). Therefore, there exist elements b1, b2, . . . , bn ∈ B such that
ti(b1, b2, . . . , bn) = si(b1, b2, . . . , bn), but t(b1, b2, . . . , bn) 6= s(b1, b2, . . . , bn). Since B is
approximated by A, there exists a homomorphism φ ∈ Hom(B,A) with
φ(t(b1, b2, . . . , bn)) = t(φ(b1), φ(b2), . . . , φ(bn))) 6= s(φ(b1), φ(b2), . . . , φ(bn)) = φ(s(b1, b2, . . . , bn)).
(30)
Since φ preserves all equalities between elements of B, we have the following equalities
in A:
ti(φ(b1), φ(b2), . . . , φ(bn))) = si(φ(b1), φ(b2), . . . , φ(bn)).
Thus, the point P = (φ(b1), φ(b2), . . . , φ(bn)) make the subformula
m∧
i=1
ti = si
true. Since ϕ holds in A, the equation t(X) = s(X) should satisfy the point P , and we
came to the contradiction with (30).
The profit of Theorem 13.1 is the following: for a given L-algebra A one can restrict
the class of coordinate algebras over A. For example, Theorem 13.1 immediately gives
that any coordinate monoid of algebraic set over the monoid N is positive, since N is
positive and the property of positiveness can be written as quasi-identity of the language
L+m (see above).
Actually, for equationally Noetherian algebras it holds the converse to Theorem 13.1
statement.
Theorem 13.2. If a finitely generated L-algebra B belongs to the quasi-variety qvar(A)
generated by an equationally Noetherian L-algebra A, then B is the coordinate algebra of
a nonempty algebraic set over A.
Proof. Assume the converse: the L-algebra B is not the coordinate algebra of a nonempty
algebraic set over A. By Theorem 10.1 it follows that there exist two distinct elements
b, b′ ∈ B such that for any homomorphism φ ∈ Hom(B,A) it holds φ(b) = φ(b′).
Suppose B has a presentation 〈b1, b2, . . . , bn | R〉. Let b¯ denote the vector of the
generators (b1, b2, . . . , bn). There exist L-terms t(b¯), t
′(b¯) with b = t(b1, b2, . . . , bn),
b′ = t′(b1, b2, . . . , bn).
One can treat the set of defining relations R = {ti(b¯) = si(b¯) | i ∈ I} as an L-system
in variables b1, b2, . . . , bn over the algebra A. Since A is equationally Noetherian, there
exists a finite subsystem R′ = {ti(b¯) = si(b¯) | i ∈ I
′} such that R′ ∼A R (in other words,
the algebras B′ = 〈b1, b2, . . . , bn | R
′〉 and B have the same set of homomorphisms to the
algebra A). Let us show that the following quasi-identity
ϕ : ∀x1∀x2 . . .∀xn(
∧
i∈I′
ti = si → t = s).
holds in A.
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If ϕ does not holds in A, there exist elements a1, a2, . . . , an such that
ti(a1, a2, . . . , an) = si(a1, a2, . . . , an) (i ∈ I
′), t(a1, a2, . . . , an) 6= s(a1, a2, . . . , an).
Therefore the homomorphism φ ∈ Hom(B′,A) = Hom(B,A) defined by φ(bj) = aj (one
can check that this map is really homomorphism) satisfies φ(b) = t(a1, a2, . . . , an) 6=
s(a1, a2, . . . , an) = φ(b
′). The last inequality contradicts the choice of the elements b, b′.
Thus, we obtain that ϕ is true in A.
Since B ∈ qvar(A), the algebra B satisfies the quasi-identity ϕ. The equalities
ti(b1, b2, . . . , bn) = si(b1, b2, . . . , bn) (i ∈ I
′) hold in B, since they are defining relations
of B. The truth of ϕ in B implies b = t(b1, b2, . . . , bn) = s(b1, b2, . . . , bn) = b
′ that contra-
dicts the choice of the elements b, b′.
Actually, one can prove Theorem 13.2 for a wide class of qω-compact algebras (see
details in Section 19).
The sense of Theorems 13.1, 13.2 is the following: any coordinate L-algebra B of a
nonempty algebraic set over an equationally Noetherian L-algebra A inherits the prop-
erties of A which can be written as quasi-identities of the language L. For example, a
coordinate group over the cyclic group Zn is not necessarily cyclic, since the property “to
be a cyclic group” is not expressible as a quasi-identity of the language L+g (see Theo-
rem 13.3). Moreover, Theorems 13.1, 13.2 explain the following phenomenon. One can
consider the set Z = {0,±1,±, 2, . . .} as a commutative monoid in the language L+m.
Then the coordinate algebras of algebraic sets over the monoid Z are not necessarily
abelian groups, since the property “to be a group” can not be written as a quasi-identity
of the language L+m (see example below).
Thus, it follows from Theorems 13.1, 13.2 that the class of coordinate algebras over
a given equationally Noetherian L-algebra A is logical, i.e. it can be defined by a set of
logical formulas (quasi-identities). Let us give examples which demonstrate such property
of coordinate algebras.
1. Let A = Zk ⊕ T (A) be a finitely generated abelian group. Below we define a set of
quasi-identities ΣA which are true in A. Initially, we put ΣA = ∅.
A group A has a period n if for each a ∈ A it holds na = 0 and n is the minimal
number with such property. For example, the group A = Z2 ⊕ Z3 has the period
n = 6. One can prove that the period of a finitely generated abelian group exists iff
A = T (A), and the period equals the least common multiple of the orders of direct
summand of T (A). For example, the periods of the groups Z4⊕Z3, A = Z2⊕Z4⊕Z8
are 12, 8 respectively.
Thus, if a group A has the period n we add to the set ΣA the following identity
∀x (nx = 0)
(remind that any identity is equivalent to a quasi-identity)
From the set of quasi-identities
Σp,n = {∀x (p
nx = 0→ pn−1x = 0) | p is prime , n ∈ N}, (31)
let us add to ΣA the quasi-identies which are true in the group A. Let us explain,
the sense of the set Σp,n by the following examples (below p, q are pimes).
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(a) If A = Z (one can take here any torsion-free group), then each quasi-identity
of the form (31) is true in A (the condition pnx = 0 implies in A the equality
x = 0, and pn−1x = 0 obviously holds).
(b) Let A = Zqn . All quasi-identities (31) for p 6= q are true in A, since there are
not nonzero elements of order pn in A, and the left part of the implication (31)
becomes false, therefore the whole formula (31) becomes true. Moreover, any
quasi-identity (31) for p = q and n < m is also true in A, since the condition
qmx = 0 implies that an element x ∈ A becomes zero in a power less than qm.
By the other hand, the set ΣA does not contain all formulas with p = q and
m ≤ n, since the condition qmx = 0 does not now imply qm−1x = 0, because
the group Zqn contains an element of order qm.
(c) Let A = Zpn ⊕ Zqm . By the reasonings from the previous item, one can prove
that a quasi-identity Q from Σp,n is true in A iff Q is true in Zpn and Zqm
simultaneously.
(d) Actually, the following general statement holds: if the torsion T (A) of a finitely
generated abelian group A does not contain Zqm as a subgroup of a direct sum-
mand, then A satisfies the following quasi-identities
∀x (qnx = 0→ qn−1x = 0)
for every n ≥ m.
Theorem 13.3. Let A,B be finitely generated abelian groups. Then the following
conditions are equivalent:
(a) B is the coordinate group of a nonempty algebraic set over A;
(b) B is a direct sum of groups from Sub⊕(A).
(c) B satisfies all quasi-identities ΣA.
Proof. The equivalence of the first two conditions was proved in Theorem 10.6. By
Theorem 13.1, we have (a)⇒ (c). Thus, it is sufficient to prove (c)⇒ (b).
Assume the presentation (7) of B contains as a direct summand Zqm /∈ Sub⊕(A).
By the properties of the set ΣA the group A satisfies the formulas
∀x (qnx = 0→ qn−1x = 0)
for any n ≥ m. Since B contains Zqm as direct summand, the equality qmx = 0
does not imply qm−1x = 0 in Zqm . Thus, the quasi-identity
∀x (qmx = 0→ qm−1x = 0)
is false in B, that contradicts the condition.
Therefore, for all direct summands Zqn of the group B we proved Zqn ∈ Sub⊕(A).
Assume now that Z is a direct summand in B. If Z /∈ Sub⊕(A) the group A has a
finite period n, and the definition of the set ΣA gives (∀x (nx = 0)) ∈ ΣA. By the
condition, such quasi-identity should hold in B, so B has a finite period. We came
to the contradiction, since B contains Z.
Thus, we proved that B is a direct sum of groups from Sub⊕(A).
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2. Let us consider the set of integer numbers Z as a commutative monoid of the lan-
guage L+m. For coordinate algebras of algebraic sets over Z we have the following
theorem.
Theorem 13.4. A finitely generated commutative monoid M is the coordinate
monoid of an algebraic set over the monoid Z iff M satisfies the following quasi-
identities:
∀x∀y∀z(x + z = y + z → x = y) (cancellation property),
ϕn : ∀x (nx = 0→ x = 0), n ≥ 1
(the series {ϕn} provides that M does not contain elements of finite order).
Proof. The “only if” statement follows from Theorem 13.1, since all quasi-identities
above hold in Z. Let us prove the “if” statement of the theorem. Following The-
orem 10.5, it is sufficient to prove the embedding of M into a direct power of the
monoid Z. By semigroup theory, a commutative monoid M is embedded into an
abelian group iff M has the cancellation property. Thus, there exists an abelian
group A with a submonoid isomorphic to M . Since M is finitely generated, so is A.
Following (7), A is isomorphic to a direct sum Zn⊕T (A). Since the quasi-identities
ϕn hold inM , the monoid M does not contain elements of finite order, and actually
M is embedded into a subgroup Zn ⊆ A.
3. One can compare Theorem 13.4 with the similar result for the monoid N.
Theorem 13.5. A finitely generated commutative monoid M is the coordinate
monoid of an algebraic set over N iff M satisfies the following quasi-identities:
∀x∀y∀z(x + z = y + z → x = y) (cancellation property),
∀x∀y(x+ y = 0→ x = 0) (positiveness).
Proof. By Proposition 11.5, it is sufficient to prove that any positive commutative
monoid with cancellations is embedded into a direct power of Nn. One can see the
proof of this fact in [52] or [87] (remark that in [52] a positive monoid is called a
reduced monoid).
4. For unars of the language Lu we have the following result.
Theorem 13.6. For a nontrivial finitely generated unar U the following conditions
are equivalent:
(a) U is isomorphic to a free unar FUm for some m ≥ 1;
(b) U is the coordinate unar of an algebraic set over the free unar FUn (n ≥ 1);
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(c) U satisfies the quasi-identities
ϕ : ∀x∀y(f(x) = f(y)→ x = y) (the function f is injective),
ϕn : ∀x∀y(f
n(x) = x→ x = y) (n ≥ 1)
(the quasi-identities ϕn provides the following property: if an unar U contains
an element x such that x = fn(x) for some n ≥ 1 then the unar U is trivial).
Proof. One can see that a unar U satisfying ϕ, ϕn is either free or trivial. The trivial
unar is the coordinate unar of the empty set, therefore U is free.
13.3 Irreducible algebraic sets
Let us consider the role of the class ucl(A) in algebraic geometry over an L-structure A.
First of all we prove the following auxiliary statement from model theory.
Proposition 13.7. An L-algebra B belongs to the universal closure ucl(A) of an
L-algebra A iff B satisfies all formulas of the form
∀x1∀x2 . . .∀xn(
m∧
i=1
(ti = si)→ (
l∨
j=1
(t′j = s
′
j))) (32)
which are true in A (ti, si, t
′
j , s
′
j are L-terms).
Proof. According to the main identities of the first-order logic, the quantifier-free subfor-
mula ϕ(x1, x2, . . . , xn) of an universal formula (29) can be written as
ϕ : ∀x1∀x2 . . .∀xn (
r∧
k=1
Dk),
where Dk are disjunctions of atomic formulas and their negations (the precise structure
Dk is written below). Using the logic identity
∀x (ϕ1 ∧ ϕ2) ∼ ∀x (ϕ1) ∧ ∀x (ϕ2),
we obtain that ϕ holds in A iff all formulas
∀x1∀x2 . . .∀xn (Dk). (33)
are true in A.
Thus the truth of (29) in B is equivalent to the simultaneous truth of formulas of the
form (33). Thus, it is sufficient to prove that any formula (33) can be transformed to (32).
Indeed, the quantifier-free part Dk of (33) is the following expression∨
i
(ti 6= si)
∨
j
(t′j = s
′
i).
Using the identities of the first-order logic, we obtain:∨
i
(ti 6= si)
∨
j
(t′j = s
′
i) ∼ ¬(
∧
i
(ti = si))
∨
j
(t′j = s
′
i) ∼
∧
i
(ti = si)→ (
∨
j
t′j = s
′
i).
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Theorem 13.8. If a finitely generated L-algebra B is the coordinate L-algebra of an
irreducible algebraic set over an L-algebra A, then B ∈ ucl(A).
Proof. By Theorem 11.1, B is discriminated by A. Let us assume there exists a universal
formula (32) which is true in A but false in B. Therefore, there exists a vector b¯ =
(b1, b2, . . . , bn) ∈ B
n such that ti(b¯) = si(b¯), t
′
j(b¯) 6= s
′
j(b¯) for all 1 ≤ i ≤ m, 1 ≤ j ≤ l.
Since B is discriminated by A there exists a homomorphism φ ∈ Hom(B,A) with
φ(t′j(b¯)) = t
′
j(φ(b1), φ(b2), . . . , φ(bn))) 6= s
′
j(φ(b1), φ(b2), . . . , φ(bn)) = φ(s
′
j(b¯)) (34)
for all 1 ≤ j ≤ l.
By the definition of a homomorphism, we have the following equalities
ti(φ(b1), φ(b2), . . . , φ(bn))) = si(φ(b1), φ(b2), . . . , φ(bn))
in A for each 1 ≤ i ≤ m.
Thus, the subformula
m∧
i=1
ti = si
becomes true for the vector φ(b¯) = (φ(b1), φ(b2), . . . , φ(bn)) ∈ A
n.
Since A satisfies the universal formula (32), the subformula
l∨
j=1
t′j = s
′
j
should be true at φ(b¯). Therefore, there exists an index j with t′j(φ(b¯)) = s
′
j(φ(b¯)), a
contradiction with (34).
The role of Theorem 13.8 is close to Theorem 13.1: for a fixed L-algebra A one can
easily discover main properties of the irreducible coordinate algebras over A. For example,
Theorem 13.8 states that any irreducible coordinate semilattice over the linearly ordered
semilattice Ln is always linearly ordered, since the property “to be a linearly ordered
semilattice” is written as a universal formula of the language Ls (see Section 13.1).
Actually, for equationally Noetherian algebras one can prove the statement converse
to Theorem 13.8.
Theorem 13.9. If a finitely generated L-algebra B belongs to the universal closure
ucl(A) generated by an equationally Noetherian L-algebra A, then B is isomorphic to the
coordinate L-algebra of an irreducible algebraic set over A.
Proof. The proof of this theorem is left to the reader, since it is close to the proof of
Theorem 13.2.
Remark 13.10. One can deduce the following principle from Theorem 13.9: if the uni-
versal theory of an L-algebra A is undecidable it is impossible to obtain a nice description
of irreducible coordinate algebras over A. For example, one can take the free nilpotent
group FNn of rank n > 1 and nilpotency class
Wiki2. It follows from model theory that
FNn has an undecidable universal theory. Thus, it is impossible to obtain a description
of irreducible coordinate groups over FNn. Nevertheless, the coordinate groups of the
solution sets of systems in one variable were described [84].
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Actually, one can prove Theorem 13.9 for any uω-compact L-algebra A, not merely
for equationally Noetherian A (for more details see Section 19).
According to Theorems 13.8, 13.9, the class of irreducible coordinate algebras over an
equationally Noetherian L-algebra A is a logical, i.e. it is defined by universal formulas.
Let us give examples which show this property.
1. Let A be an abelian group. Let us define a set of universal formulas Σ′ as fol-
lows. Firstly, we put Σ′A = ΣA, where the set of quasi-identities ΣA was defined in
Section 13.2. Let us consider a set of universal formulas of the form
ϕn,k : ∀x1∀x2 . . .∀xn+1(
n+1∧
i=1
(pkxi = 0)
n+1∧
i=1
(pk−1xi 6= 0)→
∨
1≤i<j≤n+1
(xi = xj)). (35)
The formula ϕn,k obviously states that there are at most n elements of order p
k in
a group A.
Let us add to Σ′A all formulas of the form ϕn,k which are true in A.
Theorem 13.11. Let A = Zn ⊕ T (A), B = Zm ⊕ T (B) be finitely generated
abelian group. Then the following conditions are equivalent
(a) B is an irreducible coordinate group over A;
(b) T (B) is embedded into T (A) and m = 0 if n = 0;
(c) B satisfies all universal formulas of the set Σ′A.
Proof. The equivalence of the conditions (a), (b) follows from Theorem 11.6. The
implication (a) ⇒ (c) follows from Theorem 13.8. Thus, it is sufficient to prove
(c)⇒ (b).
If n = 0 the group A has a finite period d and the set Σ′A contains a formula
∀x (dx = 0). Therefore B has also a finite period and we have m = 0.
Let T (B) is isomorphic to the following direct sum
Zn1 ⊕ Zn2 ⊕ . . .⊕ Znt ,
where ni are powers of primes. Each group Zni is generated by the element 1i of
order ni. Since B satisfies every formula ϕn,k (35) such that ϕn,k is true in A, one
can map the elements 1i into different elements of T (A). Moreover, the elements
1i, 1j (i 6= j) are mapped into different direct summands of T (A). Following the
formula (35), the elements 1i and their images have the same order. Thus, T (B) is
embedded into T (A).
2. Since the monoid of natural numbers N is a co-domain (see Section 12), Theo-
rem 13.5 immediately gives the following result.
Theorem 13.12. A finitely generated commutative monoid M is an irreducible
coordinate monoid over N iff M satisfies the following quasi-identities:
∀x∀y∀z(x + z = y + z → x = y) (cancellation property),
∀x∀y(x+ y = 0→ x = 0) (positiveness).
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3. Theorem 13.13. Let Ln be the linearly ordered semilattice of order n. For a
finite semilattice S the following conditions holds S:
(a) S is an irreducible coordinate semilattice over Ln;
(b) S is embedded into Ln
(c) S satisfies the following universal formulas
∀x∀y (x ≤ y ∨ y ≤ x).
∀x1∀x2 . . .∀xn+1(
∨
1≤i<j≤n+1
(xi = xj))
Proof. The equivalence of the conditions (a), (b) follows from Theorem 11.2. The
implication (a) ⇒ (c) follows from Theorem 13.8. Thus, it is sufficient to prove
(c) ⇒ (b). The first universal formula above states that S is linearly ordered, and
the second one asserts that S contains at most n elements. Thus, S is isomorphic
to Lm for some m ≤ n, therefore S is obviously embedded into Ln.
14 Geometrical equivalence
Two L-algebras A1,A2 are geometrically equivalent if for any L-system S the coordinate
L-algebras of the sets VA1(S), VA2(S) are isomorphic to each other. In other words, we
have the radical equality RadA1(S) = RadA2(S).
It follows from the definition that geometrically equivalent L-algebras A1,A2 have
the same set of the coordinate algebras of algebraic sets. According to Theorem 10.1 we
obtain the following criterion of geometric equivalence.
Theorem 14.1. L-algebras A1,A2 are geometrically equivalent iff any finitely generated
L-algebra B is approximated by A1 iff B is approximated by A1.
One can simplify the statement of Theorem 14.1 if A1,A2 are finitely generated.
Theorem 14.2. A finitely generated L-algebras A1,A2 are geometrically equivalent iff
A1 is approximated by A2 and A2 is approximated by A1.
Proof. The “only if” part of the statement immediately follows from Theorem 14.1. Let
us prove the “if” part. Let us consider a finitely generated L-algebra B1 such that B1
is approximated by A1, i.e. for arbitrary b1 6= b2 there exists a homomorphism φ ∈
Hom(B1,A1) with φ(b1) 6= φ(b2). By the condition, A1 is approximated by A2, therefore
there exists a homomorphism φ′ ∈ Hom(A1,A2) such that φ
′(φ(b1)) 6= φ
′(φ(b2)). Thus,
B1 is approximated by A2, and Theorem 14.1 gives the algebras A1,A2 are geometrically
equivalent.
Theorem 14.2 allows us to apply Theorems 10.3, 10.4, 10.6 for the study of geometri-
cally equivalent semilattices, unars and abelian groups.
1. All free unars FUn, FUm are geometrically equivalent.
2. All finite nontrivial semilattices are geometrically equivalent .
3. A finitely generated abelian groups A1, A2 are geometrically equivalent iff
Sub⊕(A1) = Sub⊕(A2).
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4. It follows from Section 10 that two rectangular bands are always geometrically
equivalent except the following cases:
(a) the the first band is a left zero semigroup, but the second one isn‘t;
(b) the the first band is a right zero semigroup, but the second one isn‘t;
(c) the the first band is trivial, but the second one isn‘t;
5. Let us prove that a finitely generated commutative monoid with cancellations M is
geometrically equivalent to N iffM is positive. Indeed, in Theorem 13.5 it was proved
that M is approximated by N. By the positiveness property, any one-generated
submonoid in M is isomorphic to N, i.e. N is embedded into M . Thus, N is
approximated by M and Theorem 14.2 concludes the proof.
15 Unifying theorems
Above we describe coordinate algebras and irreducible coordinate algebras with differ-
ent approaches: approximation, discrimination, embeddings, quasi-variety and universal
closure. Actually, it is not a complete list of equivalent approaches in the description of
(irreducible) coordinate algebras. In [2] it was formulated so-called Unifying theorems
which contain seven (!) approaches in the description of coordinate algebras. Let us
formulate these theorems (all unknown definitions can be found in [1, 2]).
Theorem 15.1. Let A be an equationally Noetherian L-algebra. Then for a finitely
generated L-algebra B the following conditions are equivalent:
1. B is the coordinate algebra of a nonempty algebraic set over A;
2. B is approximated by A;
3. B is embedded into a direct power of A;
4. B ∈ qvar(A);
5. B belongs to the pre-variety generated by A;
6. B is a subdirect product of finitely many limit algebras over A;
7. B is defined by a complete atomic type of the theory Thqi(A).
Theorem 15.2. Let A be an equationally Noetherian L-algebra. Then for a finitely
generated L-algebra B the following conditions are equivalent:
1. B is the coordinate algebra of an irreducible algebraic set over A;
2. B is discriminated by A;
3. B is embedded into a ultrapower of A;
4. B ∈ ucl(A);
5. Th∃(A) ⊇ Th∃(B);
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6. B is a limit algebra over A;
7. B is defined by a complete atomic type of the theory Th∀(A).
Remark 15.3. Fragments of Unifying theorems were appearing in many papers. In [26,
89] (in [42]) Theorems 15.1, 15.2 were proved for groups (for Lie algebras, respectively).
Finally, [1, 2] prove these theorems for an arbitrary algebra.
16 Appearances of constants
In the previous sections we consider groups monoid and semigroups in standard languages
Lg,Lm,Ls. Commutative groups monoids and semigroups were considered in the additive
languages L+g,L+m,L+s. Thus, equations over groups, monoids and semigroups contain
only trivial elements 1 (0 in commutative case). In the following sections we consider a
general form of equations which may contain nontrivial constants.
Let C = {ci | i ∈ I} be a set of constant symbols. Below the extended language L∪C
is denoted by L(C).
For shortness we give the necessary definitions only for groups. The corresponding
definitions for semigroups, monoid and algebras of an arbitrary language L are similar.
A group G considered as an algebraic system of the language Lg(C) is called a C-group.
A C-group G differs from “classic” group G, since a C-group G has a subgroup C(G)
generated by constants of the set C. If C(G) = G (i.e. any element of the group G is a
product of constants) a C-group G is called Diophantine.
16.1 Equations with constants
The language extension changes the classes of terms and equations. Let us show the
equations in groups and semigroups in languages with constants.
1. Any Lg(C)-equation t(X) = s(X) is equivalent over a Diophantine G-group G to
an equality
w(X) = 1, (36)
where w(X) is a product of variables in integer powers and constants g ∈ G. Pre-
cisely, w(X) is an element of the free productWikiF (X) ∗G, where F (X) is the free
group generated by the set X .
Similarly any L+g(C)-equation over a Diophantine abelian C-group A is equivalent
to an expression
k1x1 + k2x2 + . . .+ knxn = a, (37)
where a ∈ A.
2. By the definition, an Ls(C)-equation over a Diophantine C-semigroup S is an ex-
pression
t(X) = s(X),
where t(X), s(X) are products of variables and constants s ∈ S. Any L+m(C)-
equation over a a commutative Diophantine C-monoid with cancellations M is
written as ∑
i∈I
kixi + a =
∑
j∈J
kjxj + a
′, (38)
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where a, a′ ∈M , I, J ⊆ {1, 2, . . . , n}, I ∩J = ∅ (i.e. each variable occurs in at most
one part of the equation).
16.2 New algebraic sets
In the previous section we showed that an extension of the language changes the classes
of terms and equations. Therefore we obtain a wide class of algebraic sets over extended
languages. Moreover, a language extension may change the class of irreducible algebraic
sets. Let us give examples which show such properties of an extension (below G is a
Diophantine C-group).
1. Any point (a1, a2, . . . , an) ∈ G
n is algebraic set over G (actually, this fact holds for
any Diophantine C-semigroup and C-monoid), since it is the solution set of the
following Lg(C)-system S = {xi = ai | 1 ≤ i ≤ n}. Moreover, for |G| > 1 the empty
set is algebraic over G: VA(c = c
′) = ∅, where c, c′ are different elements of G.
2. There is an algebraic set Y ⊆ Gn such that Y is irreducible over a group G, but Y
is reducible over a Diophantine C-group G. Let G = Z2 = {0, 1}. The algebraic
set Y = G = VG(x = x) is irreducible over an abelian group G of the language
L+g, since ΓG(Y ) ∼= Z2 and ΓG(Y ) is obviously discriminated by G. Let us extend
the language L+g by new constants C = {0, 1} and obtain an abelian Diophantine
C-group G. The set Y becomes reducible over the C-group G, since Y = VG(x =
0) ∪VG(x = 1).
Moreover, one can prove that a finite algebraic set Y is irreducible over a Diophan-
tine C-group G iff |Y | = 1.
3. If a semigroup S is a co-domain, the Diophantine C-semigroup S is not always a
co-domain. Indeed, in Section 12 we proved that the commutative monoid N is a co-
domain in the language L+m. However in the language L+m(C) there are reducible
algebraic sets over the Diophantine C-monoid:
VN(x+ y = 1) = VN({x = 0, y = 1}) ∪VN({x = 1, y = 0}).
16.3 Equationally Noetherian algebras with constants
1. If an L-algebra A is equationally Noetherian the L(C)-algebra A is not necessarily
equationally Noetherian. Indeed, let L∞ = {a1, a2, a3, . . .} be an infinite linearly
ordered semilattice with ai < ai+1. The semilattice L∞ is equationally Noetherian
as an algebra of the language Ls (L∞ belongs to a locally finite variety, see Section 7).
However, for the Diophantine C-semilattice L∞ there is an infinite Ls(C)-system
S = {x ≥ an | n ≥ 1} such that S is not equivalent to any finite subsystem. Thus,
the Diophantine C-semilattice L∞ is not equationally Noetherian.
Moreover, for the variety of semilattices we have the following result.
Proposition 16.1. [6] A Diophantine C-semilattice S is equationally Noetherian
iff S is finite.
2. Let us consider a Diophantine nilpotent C-group of the nilpotency class 2 given by
the presentation
G = 〈a1, a2, . . . , an, . . . , b1, b2, . . . , bn, . . . | [ai, bj ] = 1 i ≤ j〉.
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An infinite Lg(C)-system S = {[x, ai] = 1 | i ≥ 1} is not equivalent to any finite
subsystem (a finite subsystem S′ = {[x, ai] = 1 | 1 ≤ i ≤ n} is satisfied by the point
x = bn, but bn /∈ VG(S)). Thus, the Diophantine C-group G is not equationally
Noetherian. However, the groupG in the standard group language Lg is equationally
Noetherian (actually, one can prove that any nilpotent group of the nilpotency class
2 is equationally Noetherian).
3. All classes of algebras considered in Section 7 (abelian and linear groups, free semi-
lattices, rectangular bands, left zero semigroups) remain equationally Noetherian in
extended languages L(C). We give this fact with no proof.
17 Coordinate algebras with constants
In Section 8 it was given the definition of the coordinate L-algebra over an arbitrary
language L (including languages with an arbitrary number of constant symbols). Thus,
the reader can apply this general definition for C-groups and C-semigroups. We remark
below only the principal differences between coordinate algebras in constant-free languages
and in languages with constants. For simplicity we deal with groups in all examples below.
Firstly, the coordinate C-group ΓG(Y ) of an algebraic set Y over a Diophantine C-
group G is not always Diophantine. Thus, all elements of a C-group ΓG(Y ) can be divided
into three groups:
1. constants, i.e. the images of interpretations of constant symbols of the language
Lg(C) (Proposition 17.1 describes below a subgroup generated by constants);
2. “transcendental” elements, i.e. the elements which cannot be obtained from con-
stants;
3. results of functions applied to transcendental and constants elements.
Let us consider a nonempty algebraic set Y over a Diophantine C-group G. By the
definition, distinct constants a, a′ ∈ G are Lg(C)-terms and a ≁Y a′ (i.e. [a]Y 6= [a′]Y in
ΓG(Y )). Thus, we obtain the following statement.
Proposition 17.1. The coordinate C-group ΓA(Y ) for Y 6= ∅ contains a subgroup
isomorphic to G, and this subgroup is generated by constants (this statement holds for
any Diophantine C-algebra not merely for a group).
Remark that the set Y = ∅ makes Proposition 17.1 false, since the relation ∼∅ over
the set of Lg(C)-terms generates a unique equivalence class, and the coordinate C-algebra
ΓG(Y ) is trivial.
Thus, a constant subgroup of ΓG(Y ) is isomorphic to G, so G is embedded into ΓG(Y ).
The principal question is a way of this embedding, because there is often at least one
embedding of G into ΓG(Y ). The following example shows the differences in algebraic
geometries for different embeddings of G into ΓG(Y ).
Let G1, G2 be two isomorphic copies of the abelian group Z, but G1 is Diophantine
(i.e. all elements of G1 are marked as constants) whereas the set of constants of G2 is
2Z = {0,±2,±4, . . .}. It is clear that G1, G2 are abelian C-groups in the language L+g(C)
and the constant subgroups of G1, G2 are isomorphic to Z. The abelian C-group G1 is
approximated by the C-group Z (since G1 ∼= Z). However G2 is not approximable by
the C-group Z (by the definition of a homomorphism φ : G2 → Z, the constants of G2
45
should be mapped into the constants of Z; therefore the relation 1 + 1 = 2 becomes
φ(1) + φ(1) = 1, since 2 ∈ G2 and 1 ∈ Z are the interpretations of the same constant
symbol; but there is not any element x in Z satisfying the equality x + x = 1). Since
Unifying theorem 15.1 was proved for an arbitrary language L, it also holds for abelian
groups of the language L+g(C). Thus, the C-group G1 is the coordinate C-group of an
algebraic set over the abelian Diophantine C-group Z, but G2 isn’t.
Let us give examples of coordinate algebras over Diophantine C-groups and C-
monoids.
1. Proposition 17.2. The coordinate C-group of an algebraic set Y over a Diophan-
tine C-group G is isomorphic to G iff |Y | = 1 (actually, this statement holds for
any Diophantine C-algebra, not merely for groups).
Proof. If a set Y consists of a single P = (p1, p2, . . . , pn) the definition of the equiv-
alence relation ∼Y gives
t(X) ∼Y s(X)⇔ t(P ) = s(P ).
Therefore for each Lg(C)-term t(X) there exists a unique constant a ∈ G with
t(X) ∼Y a (t(P ) = a), and the equivalence class [t(X)]Y is uniquely defined by a
constant a ∈ [t(X)]Y . Thus, the factor-algebra ΓG(Y ) = T (X)/ ∼Y is isomorphic
to the group generated by constants, i.e. ΓG(Y ) ∼= G.
Let us assume that Y contains a least two points P = (p1, p2, . . . , pn), Q =
(q1, q2, . . . , qn). Without loss of generality we put p1 6= q1. Therefore an L-term
t(X) = x1 is not ∼Y -equivalent to any constant a ∈ G. Thus, the coordinate
C-group ΓG(Y ) is not equivalent to G.
2. Let us consider an equation 2x + 3y + 5z = 5 over the Diophantine C-monoid N.
Obviously, its solution set is Y = {(1, 1, 0), (0, 0, 1)}, therefore the equation x = y
belongs to the radical of Y . Thus, the coordinate C-monoid for the set Y is a
commutative C-monoid given by the following presentation
ΓA(Y ) = 〈x, y, z | RadN(2x+3y+5z = 5)〉 ∼= 〈x, y, z | RadN(2x+3y+5z = 5), x = y〉 ∼=
〈x, y, z | RadN(2x+3x+5z = 5)〉 ∼= 〈x, z | RadN(5x+5z = 5)〉 ∼= 〈x, z | RadN(x+z = 1)〉.
It is directly checked that RadN(x + z = 1) coincides with the congruent closure
[x+ z = 1], therefore
ΓA(Y ) ∼= 〈x, z | x+ z = 1〉.
The defined relation x + y = 1 describes the way of an embedding of the constant
monoid N into ΓA(Y )
17.1 Coordinate groups over abelian groups
In this section we describe coordinate C-groups over a finitely generated abelian Diophan-
tine C-group A. Moreover we compare algebraic geometries over Diophantine group Z
and monoid N.
By Proposition 17.1, a group A is embedded into any coordinate C-group of a
nonempty algebraic set over A. The following propositions specify the properties of this
embeddings.
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A subgroup A of an abelian group G is pure if any consistent in G equation nx =
a (a ∈ A) is also consistent in A. According to group theory, we have the following
statement.
Proposition 17.3. Any pure subgroup A of a finitely generated abelian group G is a
direct summand of G, i.e. G ∼= A⊕G′ for some finitely generated group G′.
Proposition 17.4. Let ΓA(Y ) be the coordinate C-group of a nonempty algebraic set
over an abelian Diophantine group A. Then A is pure in ΓA(Y ).
Proof. By Unifying theorem 15.1, the C-group ΓA(Y ) should satisfy all quasi-identities ϕ
of the language L+g(C) such that ϕ holds in A. Since A is Diophantine, one can explicitly
use any element a ∈ A in formulas. Let us consider the following quasi-identity for any
equation nx = a with VA(nx = a) = ∅
ϕ∅,n,a : ∀x (nx = a→ x = 0). (39)
Let us show that the quasi-identity ϕ∅,n,a is true in A. Indeed, the left part of the
implication in ϕ∅,n,a does not hold for any x ∈ A (since the equation nx = a is inconsistent
in A), therefore the whole implication is true in A.
By Theorem 15.1, all formulas ϕ∅,n,a should hold in ΓA(Y ), therefore any inconsistent
over A equation nx = a remains inconsistent in ΓA(Y ). Thus, A is a pure subgroup of
ΓA(Y ).
By Propositions 17.3, 17.4 we obtain the following statement about coordinate C-
groups over an abelian Diophantine group A.
Proposition 17.5. Suppose an abelian C-group ΓA(Y ) is the coordinate C-group of
a nonempty algebraic set over a finitely generated abelian Diophantine group A. Then
ΓA(Y ) is isomorphic to a direct sum A⊕G
′ for some finitely generated group G′.
Thus, we obtain the following theorem.
Theorem 17.6. Let A,B be finitely generated abelian C-groups, and A is Diophantine.
Then the following conditions are equivalent:
1. B is the coordinate C-group of a nonempty algebraic set over A;
2. B is a direct sum of groups from Sub⊕(A) and B = A ⊕ B
′ for some subgroup
B′ ⊆ B;
3. B satisfies all quasi-identities ΣAA, where ΣAA consists of the set ΣA (see Theo-
rem 10.6) and all quasi-identities of the form (39) which hold in A.
Proof. By Theorem 13.1 we obtain the implication (1)⇒ (3).
Let us prove (2) ⇒ (1). Following Unifying theorem 15.1, it is sufficient to prove
that B is approximated by A. Let b1, b2 ∈ B be two distinct elements of B. We find
a homomorphism φ ∈ Hom(B,A) such that φ(b1) 6= φ(b2) (recall that a homomorphism
of C-groups acts trivially on the subgroup of constants A ⊆ B). By the definition of a
direct sum, the elements bi admit a unique presentation as sums bi = ai + b
′
i, ai ∈ A,
b′i ∈ B
′. If a1 6= a2 one can define φ as th projection onto A: φ(a + b
′) = a. Let
us assume now a1 = a2 = a. The group B
′ satisfies the conditions of Theorem 10.6,
therefore B′ is approximated (as a group in the language L+g) by A. Thus, there exists a
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homomorphism ψ : B′ → A such that ψ(b′1) 6= ψ(b
′
2), and the homomorphism of C-groups
φ(a+ b′) = a+ψ(b′) (φ is a homomorphism of abelian C-groups, since it acts trivially on
the set A ⊆ B) has the property φ(b1) 6= φ(b2).
Let us prove (3)⇒ (2). Since B satisfies the formulas ΣA ⊆ ΣAA, Theorem 13.3 states
that B is a direct sum of groups from the set Sub⊕(A). The quasi-identities (39) from
ΣAA provide the purity of A in B, therefore A is embedded into B as a direct summand
(Proposition 17.3).
Corollary 17.7. An abelian C-group B is the coordinate C-group of a nonempty
algebraic set over an abelian Diophantine C-group A = Z iff B is isomorphic to a direct
sum A⊕ Zn for some n ≥ 0.
Unlike the group Z, the class of coordinate C-monoids over the Diophantine monoid
of natural numbers N is not trivial (see [10] for the axiomatization of qvar(N)).
17.2 Irreducible coordinate groups over abelian groups
For irreducible coordinate C-groups over an abelian Diophantine C-group A we have the
following theorem.
Theorem 17.8. Let A,B be a finitely generated abelian C-groups and A is Diophantine.
Then the following conditions are equivalent:
1. B is the coordinate C-group of an irreducible algebraic set over A;
2. B = A⊕B′, where
B′ =
{
{0} if A = T (A),
Zn if A contains Z as a direct summand
3. B satisfies all universal formulas of the set ΣAA ∪ Σ
′
A (see Theorems 11.6, 17.6).
Proof. Theorem 13.8 immediately proves the implication (1)⇒ (3).
Let us prove (2) ⇒ (1). By Unifying theorem 15.2, it is sufficient to prove that B is
discriminated by the Diophantine C-group A. If B′ = {0} then B ∼= A and B is obviously
discriminated by A. Let B = A ⊕ Zn and A = Z ⊕ A′. Therefore any element of B is
written as b = a′ + a + z, where a′ ∈ A′, a ∈ Z ⊆ A, z ∈ Zn. Let us consider a set of
elements bi ∈ B given by sums bi = a
′
i + ai + zi (1 ≤ i ≤ k).
According to Theorem 11.6, for any finite set of elements z1, z2, . . . , zk ∈ Zn there
exists a group homomorphism ζ : Zn → Z with ζ(zi) 6= ζ(zj) for zi 6= zj . Let us consider
a map φ : B → A, φ(b) = φ(a′ + a + z) = a′ + (a + d · ζ(z)) (the brackets contain an
elements of the subgroup Z ⊆ A), where the integer d will be defined below. It is clear
that φ is a homomorphism of C-groups, since it preserves the operations +,− and it acts
trivially on A ⊆ B. Let us choose d which makes φ injective on the set {bi}. If the
equality φ(zi) = φ(zj) holds there appears a single constraint for d:
a′i + ai + dζ(zi) = a
′
i + aj + dζ(zj)⇒ d =
ai − aj
ζ(zj)− ζ(zi)
.
Iterating all possible pairs bi, bj , we obtain at most finite number of constraints for d.
Therefore there exists an integer value of d such that φ is injective on {bi}. Thus, B is
discriminated by A.
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Let us prove (3) ⇒ (2). The quasi-identities of the form (39) from ΣAA provides
the purity of the group A in B. By Proposition 17.3, A is embedded into B as direct
summand. According the quasi-identities ΣA ∪ Σ
′
A and Theorem 13.1, we obtain the
desired structure of B.
Corollary 17.9. A finitely generated C-group B is the coordinate C-group of an
irreducible algebraic set over the Diophantine C-group A = Z iff B ∼= A ⊕ Zn for some
n ≥ 0. Applying Corollary 17.7, we obtain that the abelian Diophantine C-group Z is a
co-domain in the language L+g(C).
Unlike Z, the Diophantine C-monoid of natural numbers N has a complicated set of
irreducible C-monoids.
Theorem 17.10. [9] Let N be the Diophantine C-monoid of natural numbers. Consider a
finitely generated C-monoid M of the language L+m such that the set of homomorphisms
of C-monoids Hom(M,N) is nonempty. The C-monoid M is the coordinate C-monoid of
an irreducible algebraic set over N iff the constant submonoid of M is isomorphic to N,
and for any a ∈ N M satisfies the following universal formula of the language L+m(C)
ϕa : ∀x∀y (x+ y = a→
a∨
i=0
(x = i)).
The sense of the formula ϕa is the following: if a sum of elements x, y ∈ M belongs to
the submonoid N ⊆M , then both summands x, y belong to N ⊆M . Equivalently,
x, y ∈M \ N⇒ x+ y ∈M \ N.
Proof. The “only if” part of the theorem follows from Theorem 13.8, since the formulas
ϕa obviously hold in N. Let us prove the “if” part. By Unifying theorem 15.2, it is
sufficient to prove that for any finite set of distinct elements m1, m2, . . . , mn ∈ M there
is a homomorphism φ ∈ Hom(M,N) injective on {mi}.
Since N ⊆M , one can define an equivalence relation on M as follows:
m ∼ m′ ⇔ ∃a1, a2 ∈ N : m+ a1 = m
′ + a2.
Let M ′ = M/ ∼ be the factor-monoid (the zero of M ′ is the equivalence class [0] =
N ⊆M). Let χ : M →M ′ denote the canonical homomorphism between M and M ′.
It is easy to check that the monoid M ′ of the language L+m is positive and has the
cancellation property (the positiveness ofM ′ follows from the implication x, y ∈M \N⇒
x + y /∈ N and [x] + [y] 6= [0]). By Theorem 13.12, M ′ is discriminated (as a monoid of
the language Lm) by the monoid N.
Therefore, there exists a monoid homomorphism ζ : M ′ → N such that ζ(χ(mi)) 6=
ζ(χ(mj)) if χ(mi) 6= χ(mj). Let us consider a map φ(m) = ψ(m) + dζ(χ(m)), where ψ is
an arbitrary element of the nonempty set Hom(M,N) 6= ∅ and a number d will be defined
below.
We have exactly two cases.
1) Let us assume that χ(mi) 6= χ(mj) for any i 6= j. Since M is positive, M has not
a torsion and the equality
φ(mi) = ψ(mi) + dζ(χA(mi)) = ψ(mj) + dζ(χA(mj)) = φ(mj).
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holds only for a unique d. Since the set {mi} is finite there exists a number d such that
φ is injective on m1, . . . , mk.
2) If χ(mi) = χ(mj) some i 6= j then mi + a = mj + a
′ for a, a′ ∈ N, a 6= a′. It is
directly checked that the equality φ(mi) = φ(mj) implies φ(a) = φ(a
′). The last equality
is impossible, since φ is a homomorphism of C-monoids, and φ acts trivially on the set of
constants.
Thus, φ has the property φ(mi) 6= φ(mj) (i 6= j), and the C-monoid N discriminates
M .
18 Equational domains
Recall that in Section 12 we studied co-domains. A co-domain is an L-algebra A, where
any nonempty algebraic set is irreducible. In the current section we consider L-algebras
where any finite union of algebraic sets remains algebraic.
Let us give the main definition, following [4]. An L-algebra A is called an equational
domain (e.d.) if any finite union Y1 ∪ Y2 ∪ . . .∪ Yn of algebraic sets over A is an algebraic
set. Let us give examples which show the properties of this definition.
1. Obviously, one can simplify the definition of e.d. a follows: an L-algebra A is called
an equational domain (e.d.) if any union of two algebraic sets Y1, Y2 over A is an
algebraic set.
2. It is easy to see that the trivial L-algebra A (i.e. |A| = 1) is an e.d. The proof of
this fact immediately follows from |An| = 1 and there is a unique algebraic set in
the affine space An.
3. Any nontrivial group G of the language Lg is not an e.d. To prove this fact we
consider the union of the following algebraic sets over G
M = {(x, y) ∈ G2 | x = 1 or y = 1} = VA(x = 1) ∪ VA(y = 1).
Let us assume that M is the solution set of some system S(x, y), and w(x, y) = 1
be an arbitrary equation from S(x, y), where
w(x, y) = xn1ym1xn2ym2 . . . xnkymk , mi, ni ∈ Z.
Since any point (1, y) ∈ M should satisfy the equation w(x, y) = 1, we obtain that
the following identity holds in G
ym1+m2+...+mk = 1
Similarly, the points (x, 1) ∈M gives the truth of the identity
xn1+n2+...+nk = 1.
in G.
Since G is nontrivial, there exists an element g ∈ G \ {1}. Computing w(g, g) = 1,
we obtain
w(g, g) = gn1gm1gn2gm2 . . . gnkgmk = (gn1+n2+...+nk)(gm1+m2+...+mk) = 1 · 1 = 1,
i.e. w(x, y) = 1 is satisfied by (g, g). Since we arbitrarily chose the equation
w(x, y) = 1 ∈ S, we obtain (g, g) ∈ VG(S) that contradicts (g, g) /∈M = VG(S).
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4. In [11] it was proved that any nontrivial semigroup of the language Ls is not an e.d.
5. Let Lr = 〈+
(2),−(2), ·(2), 0〉 be the language of ringWikitheory. An arbitrary fieldWikiF
is an Lr-algebra with natural interpretations of the functional symbols. Ap-
plying the axioms of field theory, one can show that any equation in variables
X = {x1, x2, . . . , xn} is equivalent over F to an expression of the form∑
i
xm1i1 x
m1i
2 . . . x
m1n
n = 0. (40)
Let us prove that a field F (as an Lr-algebra) is an e.d. The absence of zero-
divisors plays a key role in this proof. Recall that elements a, b 6= 0 are called
zero-divisors if ab = 0.
Consider a union Y = Y1 ∪ Y2 of algebraic sets Y1, Y2 over F . There exist systems
S1 = {ti(X) = 0 | i ∈ I}, S2 = {sj(X) = 0 | j ∈ J} with the solution sets Y1, Y2
respectively. The direct check gives that the solution set of the system
S = {ti(X)sj(X) = 0 | i ∈ I, j ∈ J}
equals Y . Thus, Y is an algebraic set.
The obtained result can be applied to a wide class of Lr-algebras. Precisely, any
commutative associative ring (as an Lr-algebra) with no zero-divisors is an e.d.
The main result of this section is the following theorem.
Theorem 18.1. An L-algebra A is an e.d. iff the set of points
M = {(x1, x2, x3, x4) ∈ A
4 | x1 = x2 or x3 = x4} = VA(x1 = x2) ∪VA(x3 = x4) (41)
is algebraic over A.
Proof. The “only if” part of the theorem obviously follows from the definition of an e.d.
Let us prove the “if” part of the statement. Suppose M is the solution set of a system
S(x1, x2, x3, x4).
Firstly, we show that the union of the solution sets of two equations t1(X) = t2(X),
t3(X) = t4(X) is algebraic over A. Indeed, changing all variables xi in S(x1, x2, x3, x4) to
the terms ti(X), we obtain
VA(t1(X) = t2(X)) ∪ VA(t3(X) = t4(X)) = VA(S(t1(X), t2(X), t3(X), t4(X))),
and therefore the union of the solution set of two equations is an algebraic set over A.
Let us consider the union of two algebraic sets Y1, Y2 given by systems of equations
S1 = {ti(X) = si(X) | i ∈ I}, S2 = {pj(X) = rj(X) | j ∈ J}. In other words,
Y1 =
⋂
i∈I
VA(ti(X) = si(X)), Y2 =
⋂
j∈J
VA(pj(X) = rj(X)).
By the distributive law of set intersection, we obtain
Y =
⋂
i∈I,j∈J
(VA(ti(X) = si(X))∪VA(pj(X) = rj(X))) =
⋂
i∈I,j∈J
S(ti(X), si(X), pj(X), rj(X)),
i.e. Y is algebraic.
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The statement of Theorem 18.1 gives the following observation. Extending a language
L by new constants symbols C, we enrich the class of algebraic sets. Thus, it is possible
that the set M (41) is not algebraic over a group (semigroup) A, but M becomes algebraic
over the Diophantine C-group (C-semigroup) A. In other words, the class of e.d. in
the languages Lg(C) (respectively, Ls(C)) is wider than in the languages Lg (respectively,
Ls), and the following examples demonstrate this effect.
1. In [4] it was proved the following criterion for e.d. in the class of Diophantine
C-groups.
Theorem 18.2. A Diophantine C-group G is an e.d. iff there is not a pair of
elements x, y ∈ G \ {1} such that [x, yg] = 1 for every g ∈ G (the denotation yg
equals g−1yg).
According to Theorem 18.2, the following Diophantine C-groups are e.d. in the
language Lg(C).
(a) The free group FGn of rank n > 1 is an e.d. Let us prove this fact. Indeed, if
assume the existence of elements x, y 6= 1 such that [x, yg] = 1 for all g ∈ FGn
we obtain for g = 1 that x commutes with y. By the properties of the free
groups, there exists w ∈ FGn with x = w
k, yg = wl for some k, l ∈ Z. However
it is easy to find an element h ∈ FGn such that y
h is not a power of w, and
the equality [x, yh] = 1 fails.
(b) Any simpleWikinon-abelian Diophantine C-group G is an e.d.. Let us assume
the existence of elements x, y ∈ G \ {1} such that [x, yg] = 1 for all g ∈ G. By
the assumption, the set
Gx = {y | [x, y
g] = 1 for all g ∈ G}
is nonempty. If y ∈ Gx then for y
−1 it holds
[x, (y−1)g] = [x, (yg)−1] = [yg, x](y
g)−1 = 1(y
g)−1 = 1
(we use the commutator identity [a, b−1] = [b, a]b
−1
). Thus, y−1 ∈ Gx.
If y, z ∈ Gx then the identity [a, cb] = [a, b][a, c]
b gives
[x, (yz)g] = [x, (ygzg)] = [x, zg][x, yg]z
g
= 1 · 1 = 1.
Thus, yz ∈ Gx and we proved that Gx is a subgroup in G. Let us show that
Gx is a normal
Wikisubgroup. If z ∈ G, y ∈ Gx then
[x, (z−1yz)g] = [x, yzg] = 1,
and we obtain z−1yz ∈ Gx. Thus, Gx is a normal subgroup.
Since G is simple, Gx = G. Therefore for g = 1 we obtain that for any z ∈ G
it holds [x, z] = 1. Thus x belongs to the centerWikiZ of G. Since Z is always
a normal subgroup, we obtain G = Z. Thus, G is abelian, a contradiction.
2. The examples of e.d. in the class of groups allow us to define an e.d. in the class
of semigroups of the language Ls(C). Let us consider a finite Diophantine C-group
G such that G is an e.d. in the language Lg(C) (for example, one can choose any
finite simple non-abelian group). According to Theorem 18.1, the set M is the
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solution set of a system S of Lg(C)-equations. If all equations of S do not contain
the operation of the inversion S becomes a system of Ls(C)-equations, and G is an
e.d. as a C-semigroup of the language Ls(C). If S contains occurrences of
−1 one
can replace all inversions to a sufficiently large positiver power as follows
x−1 = x|G|−1,
and G becomes an e.d. as C-semigroup of the language Ls(C).
It follows from Theorem 18.2 that the following classes of Diophantine C-groups are
not e.d. in the language Lg(C):
1. abelian groups;
2. groups with a nontrivial center (for example, nilpotentWikigroups)
For semigroups of the language Ls(C) we have the following results.
1. The free semigroup FSn and the free monoid FMn are not e.d. in the languages
Ls(C) Lm(C) respectively (see the proof in [4]).
2. Any nontrivial Diophantine C-semigroup S with a zeroWikiis not an e.d. in the
language Ls(C). Let us prove this fact and consider the union of two algebraic sets
M2 = {(x, y) | x = a or y = a}, where a is a nonzero element of S. Let us assume
that M2 is algebraic, i.e. there exists a system of Ls(C)-equations S(x, y) with
the solution set M2. Since the point (0, 0) does not belong to M2, there exists an
equation in S which is not satisfied by (0, 0). It is clear that such equation should
have the form t(x, y) = c, where c is a nonzero constant. If the left part of t(x, y) = c
contain the variable x (respectively, y) it is not satisfied by the point (0, a) ∈ M2
(respectively, (a, 0) ∈ M2). Thus, we obtained the contradiction with the choice of
S.
18.1 Comments
The notion of an e.d. is the generalization of domains in commutative algebra (a domain
is a commutative associative ring with no zero-divisors), since any domain is an e.d. in
the ring language Lr = {+,−, ·, 0} (see above). Besides commutative rings and groups,
in [4] it was described e.d. in the classes of Lie algebras, anti-commutative algebras and
associative algebras.
The first examples of e.d. in groups were the free non-abelian groups (it was initially
proved by G. Gurevich, see the proof in [76]) and finite non-abelian simile groups (see the
proof above).
We studied e.d. in various classes of semigroups. Above we mentioned about e.d. in
the constant-free language Ls (see [11] for more details). Moreover, we described e.d. in
the classes of completely simple [13], inverse [12] and completely regular [16] semigroups.
The classes of inverse and completely regular semigroups do not contain proper e.d. In
other words, we proved the following theorems.
Theorem 18.3. ([16]) If a Diophantine completely regular C-semigroup S of the language
Ls(C) is an e.d. then S is completely simple.
Theorem 18.4. ([12] If a Diophantine inverse C-semigroup S of the language
Ls−inv(C) = {·,
−1 } ∪ {ci | i ∈ I} (all inverse semigroups admit the operation of the
inversion) is an e.d. then S is a group.
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Remark that Theorem 18.4 generalizes the following result of [115].
Theorem 18.5. [115] If a set M (41) is the solution set of a single equation of the
language Ls−inv(C) = {·,
−1 }∪{ci | i ∈ I} over an inverse semigroup S then S is a group.
The class of completely simple semigroups contains proper e.d. which are not groups.
One can see such results in our papers [13] (for finite completely simple semigroups of
the language Ls(S)) and [14] (for arbitrary completely simple semigroups of the language
Ls−inv(C) = {·,
−1 } ∪ {ci | i ∈ I}). In [15] we describe all finite e.d. in the semigroup
language Ls(C).
In conclusion we remark that there is not any analogue of Theorem 18.2 for semigroups.
In particular, we do not know e.d. among semigroups with the infinite minimal two-sided
ideal and among semigroups with infinite descending chain of two-sided ideals.
19 Types of equational compactness
Actually, one can prove Unifying theorem 15.1, 15.2 for a wide class of L-algebras, not
merely for equational Noetherian ones. Thus, in [3] there were defined the following
generalizations of equationally Noetherian algebras.
An L-algebra A is qω-compact if for any L-system S and an L-equation t(X) = s(X)
such that
VA(S) ⊆ VA(t(X) = s(X))
there exists a finite subsystem S′ ⊆ S with
VA(S
′) ⊆ VA(t(X) = s(X)).
An L-algebra A is uω-compact if for any system S and L-equations {ti(X) = si(X) |
1 ≤ i ≤ m} such that
VA(S) ⊆
m⋃
i=1
VA(ti(X) = si(X))
there exists a finite subsystem S′ ⊆ S with
VA(S
′) ⊆
m⋃
i=1
VA(ti(X) = si(X)).s
Let N,Q,U denote the classes of equationally Noetherian, qω-compact and uω-compact
L-algebras, respectively. By the definitions, it follows N ⊆ U ⊆ Q. The importance of
the classes Q,U follows from the following statement.
Theorem 19.1. [3]. The statement of Theorem 15.1 (Theorem 15.2) holds for an L-
algebra A iff A is qω-compact (respectively, uω-compact).
Using the definition below, one can obtain a necessary condition for an L-algebra to
be qω- or uω-compact.
An L-system S over an L-algebra A is called an Ek-system if |VA(S)| = k, but for
any finite subsystem S′ ⊆ S it holds |VA(S)| = ∞. In particular, an E0-system is an
inconsistent system with consistent finite subsystems.
Theorem 19.2. [71] If A ∈ Q (A ∈ U) then there are not Ek-systems over A for all
k ∈ {0, 1} (respectively, k ∈ N).
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Proof. Let us prove the necessary condition of the qω-compactness (one can see [71] for
the whole proof of the theorem).
First of all we establish the following property of Ek-systems. If there exists an Ek-
system S over an L-algebra A then there is a variable xi such that for any finite subsystem
S′ ⊆ S the variable xi has an infinite set of values in the set VA(S
′). (if there are not
such variables there is a finite subsystem in S with a finite solution set that contradicts
the definition of an Ek-system).
Let us prove there are not E0- and E1-systems over any qω-compact L-algebra A.
Assume the converse: There exists an E0-system S0(X) (or E1-system S1(X)) in variables
X = {x1, x2, . . . , xn}. By the definition, S0(X) is inconsistent and S1(X) has a unique
solution P = (p1, p2, . . . , pn).
Let Si(Y ) denote a system obtained from Si(X) by the substitution xi 7→ yi. Let
S00 = S0(X) ∪ S0(Y ) (respectively, S11 = S1(X) ∪ S1(Y )). It is easy to see that the
system S00(X, Y ) is inconsistent, and S11(X, Y ) has a unique solution (P, P ). By the
properties of Ek-systems, there exists a pair xi, yi such that xi, yi has an infinite set of
values in the solution set of any finite subsystem S′00(X, Y ) ⊆ S00(X, Y ) (respectively,
S′11(X, Y ) ⊆ S11(X, Y )).
Since VA(S00(X, Y )) = ∅ and VA(S11(X, Y )) = (P, P ) we have the set inclusions
VA(S00(X, Y )) ⊆ VA(xi = yi), VA(S11(X, Y )) ⊆ VA(xi = yi).
By the properties of the variables xi, yi, for any finite subsystem S
′
00(X, Y ) ⊆
S00(X, Y ), S
′
11(X, Y ) ⊆ S11(X, Y ) the inclusions
VA(S
′
00(X, Y )) ⊆ VA(xi = yi), VA(S
′
11(X, Y )) ⊆ VA(xi = yi)
do not hold. Thus, A is not qω-compact.
Let us give examples of qω- and uω-compact algebras.
1. Let Ls(C) denote the semigroup language extended by a countable set of constant
symbols C = {ci | i ∈ N}. Below we define three C-semilattices A,B, C such that
A /∈ Q, B ∈ Q \U, C ∈ U \N.
Let us consider a linearly ordered C-semilattice A which consists of the elements
{ai | i ∈ N}, ai < ai+1, cAi = ai. There exists an E0-system S = {x ≥ ci | i ∈ N}
over A (obviously, VA(S) = ∅), therefore Theorem 19.2 states A /∈ Q.
Let us add to A two non-constant elements b1, b2 with b1 < b2, ai < bj for all i, j
and denote the obtained linearly ordered C-semilattice by B. The system S defined
above is neither an E0- nor E1-system over B, since VB(S) = {b1, b2}. In [6] it was
proved that B ∈ Q. However, S is an E2-system, therefore Theorem 19.2 gives
B /∈ U.
Let us add to B a countable number of non-constant elements b3, b4, . . . , such that
bi < bi+1 (i ∈ N), ai < bj for all i, j, and denote the obtained linearly ordered
C-semilattice by C. Remark that the system S is not an Ek-system over C for any
k ∈ N, since VB(S) = {b1, b2, . . .}. Actually, in [6] it was proved that C ∈ U.
2. There exists examples of qω- and uω-compact algebras in the languages with no
constants. For instance, in [95] it was proved that the “Plotkin’s monster” (the
direct product of all finitely generated group in the standard group language Lg) is
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qω-compact but not equationally Noetherian. The existence of a group from U \N
follows from the following statement.
Theorem 19.3. [3] For any L-algebra A there exists an embedding of A into a
uω-compact L-algebra B.
An L-algebra A is called consistently Noetherian if any consistent L-system S is equiv-
alent to its finite subsystem. The class of all consistently Noetherian L-algebras is denoted
by Nc.
In general, Nc does not coincide with N, since we have the following statement.
Theorem 19.4. [18] Let F be the free Diophantine C-semilattice of infinite rank (recall
that F is isomorphic to the class of all finite subsets of some infinite set relative to the
operation of set union). Then F ∈ Nc \N (in other words, any consistent system over
F is equivalent to its finite subsystem, but there exists an infinite inconsistent system S
such that all finite subsystem of S are consistent.
There are classes of L-algebras where the equality Nc = N holds. For example, one
can consider any class of L-algebras C such that the empty set is not algebraic over any
L-algebra A ∈ C (the class of all groups of the language Lg satisfies this property). In this
case all L-systems are consistent and the definition of the class Nc becomes the definition
of equationally Noetherian algebras. On the other hand, there exist classes of L-algebras
with N = Nc, where the empty set is algebraic (see [8] where we study Boolean algebras
in the language with constants).
An L-algebra A is weakly equationally Noetherian if for any L-system S there exists a
finite equivalent system S0 (we do not claim now for S0 to be a subsystem of S). The class
of all weakly equationally Noetherian L-algebras is denoted by N′. Obviously, N ⊆ N′.
Proposition 19.5. If the empty set is the solution set of some finite system over an
L-algebra A then A ∈ Nc implies A ∈ N
′.
Proof. Suppose an L-algebra A is consistently Noetherian, and S is an infinite L-system
over A. If S is consistent, S is equivalent to its finite subsystem. Otherwise ( VA(S) = ∅),
the condition provides the existence of a finite inconsistent system S0 ∼A S.
Proposition 19.6. For L-algebras we have
Q ∩N′ = N.
Proof. Since the definitions of the classes above immediately give N ⊆ Q, N ⊆ N′, then
N ⊆ Q∩N′. Let us prove the converse inclusion. Let an L-algebra A is qω-compact and
weakly equationally Noetherian. Consider an infinite L-system S over A. Since A ∈ N′,
S is equivalent to a some finite system {ti(X) = si(X) | 1 ≤ i ≤ n}. Therefore, for each
equation ti(X) = si(X) it holds
VA(S) ⊆ VA(ti(X) = si(X)).
Since A is qω-compact, for each equation ti(X) = si(X) there exists a finite subsystem
Si ⊆ S with
VA(Si) ⊆ VA(ti(X) = si(X)).
Let S′ =
⋃n
i=1 Si be a finite subsystem of S. By the choice of each Si it is easy to prove
that S′ is equivalent to S over A. Thus, A is equationally Noetherian.
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In conclusion we give a picture which shows the inclusions of the classes N,N′,U,Q.
Q U N N′
Fig. 1.
19.1 Comments
The concept of qω-compact (uω-compact) algebra was given in [3] as a maximal class
where Unifying Theorem 15.1 (respectively, both Unifying Theorems 15.1, 15.2) remains
true. Remark that in [95] it was used the equivalent to the qω-compactness definition of
“logically Noetherian algebras”.
Let us refer to papers devoted to qω- and uω-compact algebras. In [95] it was defined
the “Plotkin’s monster”, i.e. a qω-compact but not equationally Noetherian group of the
language Lg. Thus, the classes Q, N are distinct in the variety of groups. The examples
of algebras from the classes Q \ N, Q \ U, U \ N can be found in [71, 6]. In [71] the
examples were given in the language of infinite number of unary functions, while in [6] we
find examples in the class of C-semilattices of the language Ls(C).
The paper [71] gives the necessary conditions of qω- and uω-compactness (see Theo-
rem 19.2), therefore there arises a question: for what classes of L-algebras such conditions
are sufficient? This problem was solved positively for Boolean algebras of the language
LC−bool = {∨,∧,¬, 0, 1} ∪ {ci | i ∈ I} extended by constants (see [8]) and for linearly
ordered semilattices of the language Ls(C) ([7]).
Let us note the paper [129] by M. Shahryari where the qω-compactness of an L-algebra
A was described as a property of the lattice of congruences over A.
20 Advances of algebraic geometry and further read-
ing
In this section we give a brief survey of papers devoted to equations over some algebras
and recommend papers for the further reading.
20.1 Further reading
As we mentioned in Introduction, our lectures notes are based on the series of papers [1]–
[5] by DMR. Therefore, we strongly recommend you to read these papers. Let us give the
content of each paper [1]–[5].
1. The first paper [1] develops universal algebraic geometry. The main disadvantage
of this paper is the fundamental division of algebraic geometry into two parts:
“equations without constants” and “equations with constants”. Thus, the paper
becomes complicated. This disadvantage was eliminated in the second paper [2].
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2. The second paper [2] of the series contains the main definitions of universal algebraic
geometry (algebraic sets, coordinate algebras, equationally Noetherian property). It
generalizes the results of the first paper [1], since the authors use the apt approach in
the study of algebraic geometry. We follow this paper in all sections of our lectures
notes. Thus, the reader may omit the paper [1] and begin the study of universal
algebraic geometry with [2].
3. The paper [3] contains the definitions of qω-, uω-compact and weakly equationally
Noetherian algebras and studies the properties of such classes. We follow this paper
in Section 19.
4. The paper [4] contains the descriptions of equational domains and co-domains. We
used some results in Sections 12, 18.
5. The paper [5] deals with predicate languages and develops their algebraic geometry.
Our paper [20] applies the ideas of [5] to algebraic structures equipped the relation
6=.
Moreover, the papers by M. Shahryari, P.Modabberi, H.Khodabandeh [128, 86, 129,
130, 70] continue the study of general problems of universal algebraic geometry.
20.2 Groups
Firstly, we recommend the survey [124] by V. Romankov devoted to equational problems
in groups.
Free and hyperbolic groups.
The algebraic geometry over free groups was studied in many papers. We refer only
the principal ones [74, 23, 25, 29, 75, 102, 103, 51, 125, 126, 127, 88, 90, 105, 66, 67, 68, 69].
The papers [66, 67, 68] contain the description of coordinate groups over the free
group FGn of rank n. Precisely, it was proved that a finitely generated group G is the
coordinate group of an irreducible algebraic set over FGn iff FGn is embedded into the
Lindon‘s group F Z[t]. On the other hand, in [125, 126, 127] it was obtained the description
of limit groups over FGn. According to Unifying theorems, the results of [125, 126, 127]
gives the another description of irreducible coordinate groups over FGn.
The class of hyperbolic groups is close the class of free groups. The algebraic geometry
over hyperbolic groups was studied in [27, 53, 54, 56, 55].
Partially commutative groups.
Algebraic geometries over partially commutative groups in several varieties were stud-
ied in [30, 31, 32, 60, 61, 62, 83, 84, 85, 132, 133].
Nilpotent, solvable and metabelian groups.
Interesting and nontrivial results about equations in free metabelian group were
obtained in the following papers [34, 106, 107, 108, 110, 111, 112, 117]. The pa-
pers [59, 91, 118, 119, 120, 121, 122, 123] are devoted to the algebraic geometry over
solvable groups.
20.3 Semigroups
The description of coordinate C-monoids over the Diophantine C-monoid of natural num-
bers was obtained in [10, 9]. The consistency of systems of equations over N was studied
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in [72], and there were found the necessary and sufficient condition for a system of equa-
tions over N to be consistent. In [17] it was developed the algorithm that for a given
system S and an equation t(X) = s(X) determines whether t(X) = s(X) belongs to the
radical RadN(S) or not. Moreover, in [17] we offer the algorithm that for a given system
S over N finds the irreducible components of VN(S).
The paper [134] contains the description of coordinate semigroup in various classes of
completely simple semigroups.
In [18] the irreducible coordinate C-semilattices over the Diophantine free C-
semilattice were described.
A left regular band is a semigroup which satisfies the following identities
∀x xx = x, ∀x∀y xyx = xy.
Let FLRn denote the free left regular semigroup of rank n. Actually, in [77] it was proved
that FLRn, FLRm are geometrically equivalent to each other, and the list of axioms of
qvar(FLRn) was obtained. In [19] we described all finite subsemigroups of FLRn (since
the variety of left regular semigroups is locally finite, we actually describe irreducible
coordinate semigroups over FLRn).
20.4 Algebras
The papers [35, 43, 44, 45, 46, 48, 101, 109, 116] are devoted to algebraic geometry over Lie
algebras. Let us refer to the paper [109], where it was proved that even simple equations
over free Lie algebra have the complicated solution sets. Thus, it is impossible to obtain a
nice description of all coordinate algebras of algebraic sets over free Lie algebras. However,
in [48] it was obtained the description of bounded algebraic sets over free Lie algebras.
Surprisingly, the solution sets of linear equations in free anti-commutative algebra is
simpler than the corresponding sets over free Lie algebra (see [47]).
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