Effect of Synoptic Systems on the Variability of the North Atlantic Oscillation by Löptien, Ulrike & Ruprecht, Eberhard
Effect of Synoptic Systems on the Variability of the North Atlantic Oscillation
ULRIKE LÖPTIEN AND EBERHARD RUPRECHT
Leibniz-Institute for Marine Research, Kiel, Germany
(Manuscript received 13 July 2004, in final form 8 March 2005)
ABSTRACT
The North Atlantic Oscillation (NAO) represents the dominant mode of atmospheric variability in the
North Atlantic region. In the present study, the role of the synoptic systems (cyclones and anticyclones) in
generating the NAO pattern is investigated. To study the intermonthly variations of the NAO, NCEP–
NCAR reanalysis data are used, and for the interdecadal variations the results of a 300-yr control integra-
tion under present-day conditions of the coupled model ECHAM4/OPYC3 are analyzed. A filtering
method is developed for the sea level pressure anomalies. Application of this method to each grid point
yields the low-frequency variability in the sea level pressure field that is due to the synoptic systems. The
low-frequency variability of the filtered and the original data are in high agreement. This indicates that the
low-frequency pressure variability, and with it the variability of the NAO, is essentially caused by the
distribution of the synoptic systems. The idea that the distribution of the synoptic systems is the cause of the
variation of the NAO is confirmed by high correlation between the latitudinal position of the polar front
over the North Atlantic and the NAO index. Since most of the low-frequency variability in sea level
pressure can be explained through the distribution of the synoptic systems, the NAO seems to be a
reflection of the distribution of the synoptic systems, rather than the source for variations in the cyclone
tracks.
1. Introduction
The North Atlantic Oscillation (NAO) is the domi-
nant mode of the atmospheric circulation over the
North Atlantic. It is generally represented by a north–
south dipole in the pressure or geopotential height field
with centers near Greenland and over the central At-
lantic, west of the Azores. This pattern is most pro-
nounced during winter, and it explains a large fraction
of the atmospheric variability in the North Atlantic re-
gion. It was first identified by Walker (1924) using cor-
relation methods. The special attention that nowadays
is paid to the NAO is due to its large influence on
weather and climate, particularly over Europe. The
most common index of the strength of the NAO is the
difference between normalized monthly mean sea level
pressure anomalies near the Azores and Iceland (Hur-
rell 1995; Jones et al. 1997). Other essentially equiva-
lent indices of the NAO have also been constructed
(e.g., by an EOF analysis of the sea level pressure and
geopotential height fields, where the time-dependent
principal component gives the amplitude of the NAO
index [Thompson and Wallace (1998, 2000); see also
the review of Wanner et al. (2001)]. As shown by Wan-
ner et al. (2001) with monthly and seasonal averages,
the correlation between the various differently con-
structed NAO indices is high—at least during the win-
ter season.
Time scales play an important role in connection with
the NAO. The correlation increases between the two
dipole centers with increasing time scale (Blackmon et
al. 1984). The correlation coefficient between the sea
level pressure anomalies near Iceland and the Azores
during winter is 0.33 based on daily values and 0.56
for the 30-day running means [52 yr of National Centers
for Environmental Prediction–National Center for At-
mospheric Research (NCEP–NCAR) reanalysis data].
Therefore the NAO index is mostly given as a monthly
or seasonal mean.
Processes of different time scales are also involved in
the investigation of the relationship between the NAO
and the synoptic systems over the North Atlantic.
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Benedict et al. (2004) investigated individual NAO
events and found that they originate from synoptic-
scale waves. Numerous studies have been carried out to
explain the relation between the NAO (defined as a
monthly or seasonal mean) and storm tracks (Cai and
Van den Dool 1991; Lau 1988; Ruprecht et al. 2002).
They show that a close relation exists between the low-
frequency variability of the NAO and the high-
frequency variations in sea level pressure or geopoten-
tial height fields. The meridional position of the storm
tracks depends on the strength of the NAO. Usually
two methods are applied to determine the storm tracks:
first, by detecting and tracking single cyclones (Gulev
et al. 2001; Serreze et al. 1997; Zolina and Gulev 2002)
and, second, by high-pass filtering the sea level pressure
and geopotential height fields (Blackmon et al. 1984;
Cai and Mak 1990; Lau and Nath 1991; Rogers 1990).
But with both methods it is not possible to quantify the
contribution of the synoptic systems to the low-
frequency variability of the pressure field. This is be-
cause high-pass filtering completely separates the fre-
quency bands, and cyclone track algorithms only ac-
count for the central pressure, and in addition they do
not include high pressure systems on synoptic time
scales. In the present study a new filter method is de-
veloped. Disturbances of the daily sea level pressure
field by synoptic systems are detected at each grid
point, and fixed mean values are assigned to each sys-
tem (cyclone, anticyclone, or neither). The values are
averaged over a month to obtain the low-frequency
variability of the occurrence of the synoptic systems.
Thus, this filtering method does not completely sepa-
rate the frequency bands as the Fourier filtering does.
With this method it is possible to estimate the contri-
bution of the synoptic systems to the low-frequency
variability in the pressure field. Primarily we extract the
part of the month-to-month variability in the sea level
pressure anomalies that is due to the occurrence of the
synoptic systems, which is then related to the monthly
mean NAO. Additionally we applied the same filtering
method to the results of a coupled climate model to
understand the influence of the synoptic systems on the
decadal variations of the NAO.
A detailed explanation of the filter method and the
data used follows in the next section. The results after
filtering are discussed for monthly time scales in section
3. In section 4 a physical explanation is given of how the
distribution of the synoptic systems can influence the
NAO. In section 5 the decadal variations are investi-
gated with the same method. A discussion about the
relation of the NAO to the baroclinic zone follows in
section 6.
2. Data and the filtering method
The filtering method described below is applied to
daily sea level pressure anomalies (NCEP–NCAR re-
analysis from 1948 to 2001) at each grid point in the
North Atlantic region. The anomalies are calculated by
removal of the mean annual cycle. To investigate dec-
adal fluctuations as well, we additionally used a 300-yr
control integration under present-day conditions of the
coupled model ECHAM4/OPYC3 (Roeckner et al.
1996).
The NAO index is calculated from the same data as
the difference between normalized monthly mean sea
level pressure anomalies near the Azores and Iceland
as suggested by Hurrell (1995). The purpose of filtering
the sea level pressure anomaly field is to extract the
part of the low-frequency variability that depends on
the distribution of the synoptic systems. With this low-
frequency variability, we aimed to find out whether the
NAO can be explained through the distribution of the
synoptic systems alone or whether other low-frequency
variations in sea level pressure are involved. As these
other low-frequency variations one might consider cli-
matological changes in sea level pressure as for ex-
ample caused by changes in the position of the ITCZ.
The main idea is to separate the low-frequency part of
the total time series at each grid point into “synoptic”
and “other” components, with the ultimate goal to iso-
late the synoptic signal.
For the detection of the synoptic systems no common
method exists. Cyclone tracking algorithms use differ-
ent criteria including lifetime, speed, intensity, and
deepening rate to detect the central pressure (Gulev et
al. 2001; Serreze et al. 1997). Other simpler approaches
use thresholds to study the behavior of deep cyclones
(Lambert et al. 2002). For our purpose, it is crucial to
detect the whole area influenced by the synoptic sys-
tems. Additionally, we need to account for cyclones and
anticyclones. The latter are rarely characterized in lit-
erature. An overview about the filtering method is
given in Fig. 1.
The first step of this method is an analysis of the daily
pressure anomalies at a given grid point to detect
whether a cyclone, anticyclone, or neither exists. If the
magnitude of the pressure anomaly is greater than a
predetermined, seasonally varying threshold for less
than 12 consecutive days, it is labeled “cyclone” or “an-
ticyclone.” Thus cyclones and anticyclones have now
been flagged in each gridpoint time series.
The second step is to construct a filtered time series
from the original data using the flagged systems. If a
synoptic system is detected in the time series, all time
points associated with that system are assigned a mean
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pressure anomaly (negative/positive for cyclones/
anticyclones) based on its grid point location and time
of the year. If no cyclone or anticyclone flag exists in
the original time series the filtered time series receives
the value zero. Thus the final filtered time series is a
three-tiered step function. The filtered time series is
then averaged over certain time periods in order to
obtain the low-frequency variability that is due to the
distribution of the synoptic systems. Local intensity
variations in the synoptic systems are excluded by this
filtering method. Nevertheless the assigned values vary
from grid point to grid point and season to season since
these values are determined as mean pressure anomaly
of all detected synoptic systems during the whole ob-
serving period at each grid point and each season. This
is necessary since the anomalies in the sea level pres-
sure field are much larger in the north than in the south.
If we would not take this into account, we could not
expect to find a realistic NAO pattern in the filtered
data.
To illustrate the idea behind the filtering method we
generated a set of artificial data: a white noise process
is added to a low-frequency sinusoidal process (Fig. 2,
left, gray bars). The red curve depicts the 30-day run-
ning mean of the entire process, while the blue curve
shows the 30-day running mean of the noise process
only. Here, the noise process is meant to represent the
synoptic-scale fluctuations while the sinusoidal process
represents additional low-frequency fluctuations in the
pressure field with unknown origin. In the right image
of Fig. 2 the filtered time series is shown. The high-
frequency fluctuations are detected via thresholds
based on the noise process (5 hPa). The tolerance
against the thresholds is high: Low thresholds lead to
the detection of many high-frequency events and the
magnitude of the assigned value becomes small; with
high thresholds on the other hand one would find only
a small number of high-frequency fluctuations with a
larger magnitude of the assigned values. Both effects
compensate in a certain range of thresholds. The blue
curve on the right of Fig. 2 shows the 30-day running
mean of the filtered process. The time series of the
30-day running means of the noise process and of the
filtered time series of the noise plus sinusoidal process
FIG. 1. Scheme of the filtering method.
FIG. 2. (left) Time series of a white noise process with a sinusoidal process added to it (gray bars). The red curve depicts the 30-day
running mean of the original time series, while the blue curve shows the 30-day running mean of the noise process only. (right) Time
series of the above process but filtered. The blue curve shows the 30-day running mean of the filtered process, and the red curve shows
the 30-day running mean of the original time series.
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agree almost perfectly. This fact demonstrates that with
the presented method we extract in this example the
portion of the low-frequency variability, which is
caused by the high-frequency fluctuations. The low-
frequency variation produced by the sinusoidal process
is eliminated. Regarding sea level pressure anomalies,
we identified the high-frequency variability with the
synoptic systems. Thus, our method enables us to esti-
mate the contribution of the synoptic systems, mainly
due to the distribution of the synoptic systems, to the
low-frequency variability in the pressure field. In case
that the original low-frequency variability would differ
greatly from the low-frequency variability of the fil-
tered data, other sources of low-frequency variability
have to be considered, which are not caused by the
distribution of the synoptic systems.
The detection of the synoptic systems is based on the
assumption that a cyclone (anticyclone) lowers (raises)
the surface pressure for a certain time when it passes a
certain location. This time period of influence is se-
lected as 12 days, according to the synoptic time scale.
If the magnitude of the pressure anomaly is greater
than a predetermined, seasonally varying threshold for
12 or less consecutive days, it is labeled “cyclone” or
“anticyclone,” respectively. The predetermined season-
ally varying thresholds for cyclones (SZ) and anticy-
clones (SA) are as follows: SZ  11 and SA  6 hPa in
winter; SZ  8 and SA  5 hPa in spring and autumn;
and SZ  6 and SA  4 hPa in summer. The deter-
mination of the thresholds is problematic by nature.
Too small values lead to problems with the time limit of
12 days, for example, in the case of fast cyclones over-
running stationary lows, while too extreme values
hinder the detection of weak synoptic systems.
A preliminary determination of the thresholds were
carried out by subjective inspection of the pressure field
(distribution of cyclones and anticyclones). In a second,
more quantitative step we calculated the product of the
mean intensity of the systems and their time duration.
Those thresholds are selected that optimize this prod-
uct. With this product, we expect to yield the highest
contribution of the synoptic systems to the low-
frequency variability of the sea level pressure. We
missed, however, extreme synoptic systems. Therefore,
we did a second run through the data with more intense
thresholds (SZ  SZ  7 hPa and SA  SA  8 hPa),
which identifies most of the missed systems. The final
results demonstrate that the sensitivity of the filtering
against small changes (1–3 hPa) in the thresholds is
relatively weak.
To check whether this method really works well we
carried out different tests. A supporting detection
method is applied utilizing deviations from the zonal
mean. The thresholds to detect the systems via devia-
tion from the zonal mean are latitude dependent, with
S˜Z  8 hPa and S˜A   8 hPa in winter and S˜Z  6
hPa and S˜A   6 hPa in summer around Iceland. In
the vicinity of the Azores the absolute values of the
thresholds are about 1–2 hPa less. This method is rela-
tively robust concerning the thresholds, too. A problem
arises at the high latitudes. The results are unrealistic
north of 70°N and already north from 65°N there is a
tendency for inaccuracies. However, in the midlatitudes
both methods lead to very similar results. At all mid-
latitude grid points the time series that result from the
two filtering methods agree well, with significant cor-
relations of more than 0.8. Thus, in the midlatitudes the
choice of the method to detect the synoptic systems
does not crucially influence the results.
In a second test the synoptic disturbances passing
Iceland and the Azores during winter 1970/71 are
manually determined from the analyzed sea level pres-
sure charts. The time series of this analysis compares
well with the results of the filter method. In particular,
the low-frequency variability of the two time series are
in good agreement.
To demonstrate that the majority of the synoptic sys-
tems are detected, in Fig. 3 Hovmoeller diagrams are
shown of the sea level pressure anomalies averaged
from 55° to 65°N for the winters 1969 and 1989. (Light
gray regions represent positive values of more than 10
hPa, and dark gray regions represent negative values
less than 15 hPa). For both winters, the main features
of the original and filtered data agree well. The year
1969 had a pronounced low NAO index and 1989 had a
particularly high index. So it is not surprising that in
1989 many more cyclones are observed in the region
around Iceland than in 1969. This dependence between
the number of cyclones in the North Atlantic region per
winter and the NAO index was already shown in other
studies (Ubl 2001). The open question remains to which
degree the synoptic systems are responsible for the
NAO pattern.
3. Variations in sea level pressure on monthly time
scale
Because of the common definition of the NAO,
knowledge about the causes of the pressure variability
at the two locations of Iceland and the Azores is im-
portant for better understanding of the NAO. Thus, the
influence of the distribution of the synoptic systems on
the long periodic sea level pressure fluctuations ( 30
days) is investigated at the two grid points near Iceland
and the Azores. In Fig. 4 time series are shown of sea
level pressure anomalies near Iceland (left) and the
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Azores (right). [The light gray bars represent the origi-
nal, and the darker gray bars the filtered, data. The
colored lines depict the 30-day running means of the
original (blue) and the filtered data (red)]. The agree-
ment between these two running means is very high
[correlations of 0.96 (Iceland) and 0.94 (Azores)]. Only
the extreme values are too weak in the filtered data.
The differences may have two causes: first, they are
results of not-detected synoptic systems or small con-
tribution by underestimation of extraordinarily intense
systems; second, a small contribution by other than syn-
optic variability. In any case, the bulk of anomalous
FIG. 4. A 5-yr section of the daily sea level pressure anomalies (hPa) near (right) the Azores and near (left) Iceland (gray) compared
with the corresponding filtered data (dark gray). Thick lines depict the 30-day running means of original (red) and filtered data (blue).
The correlation between the 30-day running means of the original and filtered total time series (1948–2001) is 0.96 for Iceland and 0.94
for the Azores.
FIG. 3. Hovmoeller diagrams of sea level pressure anomalies for the winters (left) 1969 and (right) 1989 of the original and filtered
data, averaged from 55° to 65°N. The original data are in both cases shown to the left. Light gray regions represent positive values of
more than 10 hPa, and dark gray regions negative values less than 15 hPa.
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fluctuations in the sea level pressure near Iceland and
the Azores is obviously due to the distribution of the
occurrence of the synoptic systems, and there is very
little room for additional causes of low-frequency varia-
tions in the sea level pressure field. This result agrees
well with that of Madden (1976): “we would conclude,
that in middle latitudes there is little evidence in the
dataset (here sea level pressure) that there exists any
low-frequency variability over and above an unpredict-
able low-frequency white noise extension of daily
weather fluctuations.” We can additionally explain our
results: the interannual oscillation in the analyzed sea
level pressure field is dominated by the variations of the
number and distribution of synoptic systems.
Since we eliminate with our filter method intensity
variations of the synoptic systems, the intensity varia-
tions of the synoptic systems have little effect on the
low-frequency variability of the surface pressure over
the North Atlantic. To check whether this is true for all
time scales, cross spectra are calculated between the
monthly averaged original and filtered time series (Fig.
5). The relation between the two time series is high in
general. In all frequency ranges the squared coherency
is greater than 0.8, indicating that the agreement is
large at all time scales. Thus, the low-frequency varia-
tions of the sea level pressure at the two reference
points of the NAO are hardly dependent on intensity
changes of synoptic systems or other low-frequency
variations, but depend above all on the distribution of
the synoptic systems over the North Atlantic.
4. The coupling of the centers of the NAO
To explain the effect of the distribution of the syn-
optic systems on the NAO, we assume a mean large-
scale pressure gradient between Iceland and the
Azores, which is disturbed by the synoptic systems.
From synoptic observations (inspection of weather
charts over the North Atlantic) and cyclone tracking
(Gulev et al. 2001) it is well known that cyclones rarely
track parallel across the North Atlantic. In general one
observes at a certain time and a certain longitude only
one cyclone (Hoskins and Valdes 1990). If one cyclone
is found in the north near Iceland, pressure decreases
there and since no other cyclone is observed in the
south of it at the same time, pressure remains relatively
high near the Azores. Analogously, a southern cyclone
track causes a decrease of the pressure in the southern
North Atlantic while the pressure remains constant in
the northern part. Because of this mechanism in com-
bination with a certain persistence of the cyclone
tracks, a coupling occurs between the northern and
southern parts of the North Atlantic even on longer
time scales. In addition, the mean cyclone pressure
anomalies are lower, which means the variance is
greater, in the northeast North Atlantic than in the
south (Fig. 6), which makes this region in an EOF-
analysis more dominant than other regions.
According to these considerations it makes sense that
the first EOF of sea level pressure anomalies over the
North Atlantic shows a dipole-like structure even on
time scales much larger than those of cyclones. The first
and second EOFs and principal components (PCs) of
the 30-day running mean of the original sea level pres-
sure anomalies in the North Atlantic region are de-
picted in Fig. 7. The first EOF shows clearly the NAO
pattern, while the second EOF is dominated by a single
pole in the central east Atlantic (east Atlantic pattern).
Figure 8 shows the first and second EOF of the filtered
FIG. 5. Squared coherency between monthly filtered and original sea level pressure on (left) Iceland and (right) the Azores
(NCEP–NCAR). The dashed line marks the 95% significance level.
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data together with the corresponding PCs. For com-
parison, the PCs of the original sea level pressure
anomalies are shown as well (gray). The patterns of
these EOFs agree well with those of Fig. 7. Correlations
between the PCs are almost perfect and the explained
variances of the EOFs are very similar to those of the
original data. The amplitudes of the filtered data are
too weak at about 2 hPa. This may be partly due to
difficulties already discussed in section 3. To quantify
the effect of missing synoptic systems, we give an ex-
ample: if one misses a cyclone in the north influencing
one grid point for 3 days, this leads to an error of ap-
proximately 2 hPa during a period of 30 days. Addi-
tionally the exclusion of the intensity variations in the
synoptic systems causes an error of the order of 1/2
hPa (standard deviation of the 30-day running means
when varying the intensities of the synoptic systems in
the observed range). But altogether, we can conclude
from these results that the distribution of the synoptic
systems alone is sufficient to produce the NAO centers
in the EOF analysis.
5. Decadal variability
To investigate the role of the distribution of the syn-
optic systems on the NAO on decadal time scales, we
used the results of a 300-yr control integration under
present-day conditions of the global coupled general
circulation model ECHAM4/OPYC3. The atmospheric
component is the fourth generation of a hierarchy of
models that was further developed at the Max-Planck-
Institut für Meteorologie (MPI) in Hamburg, Germany,
from the former European Centre for Medium-Range
Weather Forecasts (ECMWF) model. It has a hori-
zontal resolution of T42 and 19 levels in the vertical
(Roeckner et al. 1996). OPYC3 is a three-component
ocean model including an interior ocean, a mixed-layer
component, and a sea ice model (Oberhuber 1993). The
daily sea level pressure anomalies are filtered as de-
scribed in section 2. Figure 9 shows the 100-month run-
ning means of the original sea level pressure anomalies
and the filtered data near Iceland and the Azores. The
result is very similar to the investigation on monthly
FIG. 7. (left) First and (right) second EOF and corresponding PCs of the 30-day running mean of the sea level pressure anomalies
in the North Atlantic region. Explained variance: 37% (EOF1) and 24% (EOF2). Full lines mark positive, and dashed lines negative,
values.
FIG. 6. Mean pressure anomalies of the detected cyclones (hPa)
for the North Atlantic region of the winters (DJF) 1948–2001.
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time scales with the NCEP–NCAR data. The agree-
ment between the filtered and the original data is high
[correlations of 0.92 (Iceland) and 0.91 (Azores)]. That
means for decadal time scale, the evolution in time can
almost completely be explained through the distribu-
tion of the synoptic systems. The same is true for the
spatial pattern. The EOFs of 100-month running means
of the original data agree well with those of the filtered
data (Fig. 10). The correlation of the PCs is 0.97. Even
though the pattern for the filtered data is slightly too
weak, which might be again partly due to undetected
synoptic systems or a small contribution by other varia-
tions, the bulk of the NAO pattern can be explained
through the distribution of the synoptic systems.
6. Discussion
The distribution of the synoptic systems over the
North Atlantic in space and time mainly depends on the
total number of generated systems in their source re-
gion and the tracks they take across the North Atlantic.
The number of systems that cross the North Atlantic
varies considerably from year to year. The total number
of cyclones lies between approximately 50–100 cyclones
FIG. 9. Time series of the 100-month running means of the original sea level pressure anomalies (black) and the filtered data (red)
near (left) Iceland and (right) the Azores.
FIG. 8. (left) First and (right) second EOF and PCs of the 30-day running mean of the filtered data; in addition first and second PCs
of observed sea level pressure anomalies are given for comparison with displaced mean value (gray). The portions of explained
variances are 35% (EOF1) and 25% (EOF2); correlations between the PCs of the original and the filtered data are 0.99 (PC1) and 0.98
(PC2). Full lines mark positive, and dashed lines negative, values.
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per winter season [December–January–February–
March (DJFM)]; this high variability is superimposed
by a negative trend (Gulev et al. 2001). In connection
with the NAO, one would rather expect a positive trend
according to a positive NAO during the last decades.
But, a comparison of the total number of cyclones
crossing the North Atlantic with the NAO index does
not show high correspondence (Gulev et al. 2001).
Thus, we hypothesize that variations of the storm tracks
are the main source of variability of the NAO index,
not the total number of cyclones. Numerous studies
have documented a relationship between storm tracks
or tracks of synoptic baroclinic waves and long plan-
etary waves or the extratropical jet streams (Blackmon
et al. 1984; Cai and Van den Dool 1991; Cai and Mak
1990; Lau 1988; Lau and Nath 1991; Thompson et al.
2003). The synoptic waves need baroclinic unstable
large-scale zonal flow to be generated. But they can
feed back to strengthen the planetary waves or the jet
streams. Over the North Atlantic typically a stationary,
slowly varying trough exists off the east coast of the
American continent. The baroclinic zone of this trough
extends toward the northeast. It can be described by the
position of the temperature gradient in the middle tro-
posphere–baroclinic front. We analyzed the mean win-
ter position of the front at the 400-hPa level. We define
the position of the front as the region with the highest
temperature gradient between the28° and42°C iso-
therms at the 400-hPa level in the questionable range of
latitude. Figure 11 shows the mean winter (DJFM) tem-
perature at 400 hPa and the position of the front be-
tween 90°W and 10°E for a high (1989) and a low NAO
FIG. 10. First EOF of the 100-month running mean of (left) sea level pressure anomalies (explained variance: 38%) and (right) the
filtered data (37%). The corresponding PCs are shown below the right figure. The PC of the original data is displaced (gray); the
correlation of the PCs is 0.97. Full lines mark positive, and dashed lines negative, values.
FIG. 11. Seasonal-averaged (DJFM) 400-hPa temperature in (left) 1969 (low NAO) and (right) 1989 (high NAO); the full line
depicts the mean position of the polar front during winter.
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year (1969). In the year with a high NAO index the
front is obviously located much more to the north, and
in addition, the baroclinity over the western and central
Atlantic is much greater than in the year with low NAO
index.
To investigate this relationship closer, we depict the
time series of the mean position of the front during the
winter seasons and of the NAO index at Fig. 12. The
NAO index follows the position of the polar front
closely. The significant correlation coefficient is 0.78
(the 95% significance level is 0.28). This fact supports
our hypothesis that the intensity of the NAO depends
mainly on the position of the cyclone tracks that cor-
respond to the position of the polar front (polar jet) in
the middle troposphere, here at 400 hPa.
7. Conclusions
The present study shows that the distribution of the
synoptic systems is mainly responsible for low-
frequency variability of the sea level pressure field over
the North Atlantic and is sufficient to generate the
NAO pattern. This holds for monthly NCEP–NCAR
data as well as for decadal fluctuations in the global
coupled model ECHAM4/OPYC3. Intensity variations
in the synoptic systems do not play an important role,
except through displacement of the tracks. Synoptic
systems with northern tracks are of greater intensity
than those of southern tracks. But local variations in the
intensity are not of importance for the low-frequency
variability of sea level pressure. The position of the
cyclone tracks mainly determines the strength of the
NAO. Since cyclones need a baroclinic instability for
their generation and further development it follows
that the NAO index is well correlated with the latitu-
dinal position of the polar front. Because of the rela-
tionship between the storm tracks and the large-scale
trough over the North Atlantic—the position of which
is dynamically related to the condition over the North
American continent—the variations of the NAO are
well related to the conditions over the North American
continent and its contrast with the North Atlantic wa-
ters.
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