Abstract
tions, in combination with a description of the bathymetric evolution, the wave phase and the wave energy density (see Calvete et al. (2005) for a more 108 extensive description of this model).
109
The equations of the model are:
∂Φ ∂t + σ + u j ∂Φ ∂x j = 0 (4)
where i, j = 1, 2, with summation being on j; x 1,2 = (x, y) and u 1,2 = (u, v),
112
where u and v are the cross-and alongshore depth-averaged current respec- 
Linear stability analysis

126
In the usual way, our variables consist of an alongshore-and time invariant solution of (1)-(5), the basic state, denoted here with a zero subscript, and a small perturbation to that solution.
{z s , z b , u 1 , u 2 , E, Φ} = {Z s0 (x), Z b0 (x), 0, V 0 (x), E 0 (x), Φ 0 (x, t)} + Ψ (x) exp (ωt + iky). 
176
For all modes we must be sure that we have correctly identified physical modes.
177
These physical modes are identified by testing the convergence of eigenvalues 
182
This is done for all wavenumbers, resulting in multiple physical growth rate 183 curves. An example of these curves is shown in Fig. 3 . Among these physical 184 growth rate curves, the one containing the highest growth rate for the region 185 of k space being examined is chosen. This growth rate curve is considered to 186 be the one that governs evolution of bed-forms for the 3 hours during which 187 those forcing conditions pertain. Note, however (Fig. 3) , that other physical 188 curves do exist; we ignore these. The variability of this growth rate curve over time is significant (see Fig. 4(a) ).
193
Calmer conditions (as occur from day 255 to 259, for instance) generally result in very small growth rates, whereas bigger wave heights (as can be observed 195 after day 237 in Fig. 2 ) result in both rapidly growing and decaying modes.
196
The effect of the tidal variation can clearly be seen in the periodically varying 197 growth rate.
198
The identification of the physical growth rates for each k-value has not been 199 successful for all cases, as can be seen in Fig. 4(a, b) . There are two situations The bed-pattern lengthscale with the highest amplitude at any instant is 212 deemed dominant and most likely to be observed in the field. Tiessen et al.
213
(2010) took this lengthscale to be that corresponding to the F GM at different values; and ii) generation of higher harmonics by growing modes, which there-229 fore allow energy to be transferred to smaller wavelengths. This generation is Table 1 Schematic depiction of the harmonics included in the amplitude evolution model; a (x) indicates inclusion (exclusion). represents the (small) amplitude of the bed pattern.
depicted schematically in Table. to pertain for all k values.
239
We choose the generic amplitude equation that can result from a weakly nonlinear analysis, which embodies the energy transfers described above (see Drazin and Reid , 1981) . This is:
Note that A k (t) is here our bed-form (mode) amplitude hereafter, where the k subscript refers to the lengthscale to which this amplitude pertains (also for ω rk ). The other coefficients in (7) are:
where α is a constant. The first term on the right represents the linear growth
240
(or decay). The amplitude (A k (t)) is therefore an initially exponentially grow-241 ing (or decaying) quantity, assuming a small enough initial amplitude, with 
265
This dependence is the only part of (7) that would not result from a weakly 266 nonlinear analysis. generation (all terms on the right of (7)).
279
In the early stages of linear evolution (Fig. 5(c) ) there is rapid development of forcing conditions (Fig. 5(a) ) have been applied for 12.5 days, the second set it. During day 23, A k 2 exceeds A max , so further development is terminated.
286
Note also the growth of lengthscale λ 1 = 785 m (k 1 ) in the first 12.5 days: see Green: F GM 1 (F GM corresponding to growth rate curve from the first forcing conditions, at k = k 1 = 0.009 rad m −1 ); Magenta: F GM 1 (mode adjacent to F GM 1 , for which ω r is only slightly smaller than that for F GM 1 under first forcing conditions, k = k 1 = k 1 − ∆k = 0.008 rad m −1 ); Blue: F GM 2 (F GM corresponding to the growth rate curve from second forcing conditions, at k = k 2 = 0.03 rad m −1 ). Dash-dotted lines: Green: higher harmonic of F GM 1 (2k 1 ); Magenta: higher harmonic of F GM 1 (2k 1 ). Dashed lines: further higher harmonics (4k 1 , 4k 1 ) of F GM 1 and F GM 1 . The lengths of the lines is for illustrative purpose only.
As the amplitudes increase, again, centred around k 1 for the first 12.5 days,
292
the rate of increase decreases, especially toward the end of this period. The 293 subsequent transition from the first to the second forcing conditions (growth 294 centred on k 1 to growth centred on k 2 ) leads to similar behaviour. However,
295
now the amplitude development levels off when the amplitude approaches 1.
296
For the full model (Fig. 5(e) forms during a storm is also applied for the other cases. During the subsequent 316 bed evolution, the development of crescentic bars starts again from A min .
317
The rate of development after the first and third storms is similar, which can 318 be seen in the emergence of significant amplitudes at similar post-storm times.
319
This development is larger than that after the second storm. The growth rate 320 curve (Fig. 4(a) ) shows why this difference happens. The only large growth 321 rates after the second storm occur immediately after it, as the wave height 322 is subsiding from its peak. In contrast, both the first and third post-storm 323 periods exhibit significant durations when growth rates are significant (see 324 the regions with 'red' growth rates in Fig. 4(a) ). These durations roughly 325 correspond to times when H rms > 0.5m (see Fig. 2(a) ). Furthermore, the time and second storms, thus allowing less time for development of these bed-forms.
328
For the equilibration case, development rates are reduced by the equilibration 329 term during the latter post-storm stages. As a result, more gradual growth is 330 seen latterly, but qualitatively behaviour is the same, except that the whole 331 time period can now be accommodated.
332
In the case of higher harmonic interaction (full model), the simulation shows Table 2 The error between prediction and observation of the different scenarios. Note that the comparison is taken at the moments when observation could be made, and both the absolute and relative error are averaged values. 
398
To investigate this effect, we introduce a so-called persistence ratio (µ) of pre-existing bed patterns after storm, The minimum error is actually achieved (Fig. 10) Table 2 ). Using these values we re-run the model for the full 
Conclusions
440
In this study, we hypothesize that the dominant mechanisms for evolution of 
464
Note that the present approach is a significantly larger undertaking than that 
478
For instance, the occurrence of a storm-related eradication of the crescentic 479 bed-forms needs to be further investigated. The current research suggests that 480 certain storms might not be strong enough to cause a complete wipe-out.
481
Additionally, the energy transferred in the higher harmonic interaction is not 482 yet quantified. More work is needed on developing a systematic approach to 483 deriving the amplitude equations. Note also that in our approach we consider 484 discrete wavelengths as opposed to the continuum of wavelengths that are 485 described by a Ginsburg-Landau equation (Schielen et al., 1993) . Finally, note 486 that for some forcing conditions there is likely to be more than one physically 487 relevant growth rate curve (see Fig. 3 ).
488
