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Aufgabenstellung
Multikriterielle Optimierungsverfahren für rechenzeitintensive technische
Aufgabenstellungen
Bei der Entwicklung von modernen Verbrennungsmotoren spielen Softwareanwendungen zur
Berechnung und Simulation eine grundlegende Rolle. Mit Blick darauf, dass die Anforde-
rungen stetig wachsen und die Entwicklungszeiten immer kürzer werden, wird der Einsatz
von Optimierungsverfahren in zunehmendem Maße wichtiger. Viele technische Anwendungen
(z. B. Dynamiksimulation) erfordern sehr zeitaufwändige Berechnungen, wodurch hinsichtlich
der Anzahl der zu berechnenden Varianten sehr starke Beschränkungen gegeben sind, um die
Optimierung in einer vertretbaren Zeit durchführen zu können. Als Optimierungsverfahren
haben sich bisher für diese Art von Problemen ersatzmodellgestützte Optimierungsmethoden
und genetische Algorithmen bewährt. Aber auch andere Verfahren scheinen erfolgversprechend
einsetzbar zu sein.
Das Ziel der Diplomarbeit ist es, neue Optimierungsverfahren (Partikelschwarmverfahren) hin-
sichtlich ihrer Einsatzmöglichkeiten für technische Anwendungen zu untersuchen und zu im-
plementieren, sowie gut bekannte und teilweise implementierte Verfahren weiterzuentwickeln.
Dabei soll insbesondere das ersatzmodellgestützte Optimierungsverfahren EMMOA der IAV-
EngineeringToolbox so erweitert werden, dass die Pareto-Menge gleichmäßiger approximiert
wird.
Die Funktionalität und Eﬃzienz der implementierten und erweiterten Verfahren soll an tech-
nischen Beispielen (z. B. Kettentriebsoptimierung) sowie an geeigneten Testfunktionen geprüft
werden.
I
Inhaltsverzeichnis
1 Vorwort 1
2 Grundlagen der nichtlinearen Optimierung 2
2.1 Problemstellung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
2.2 Einkriterielle Optimierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.3 Multikriterielle Optimierung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3.1 Kompromisslösungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.3.2 Gewichtete Summe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.3.3 ε-Constraint-Methode . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.4 Penalty-Methoden . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 Optimierungsverfahren im Überblick . . . . . . . . . . . . . . . . . . . . . . . 13
2.6 Blackbox-Optimierungsprobleme . . . . . . . . . . . . . . . . . . . . . . . . . 15
3 Partikelschwarmoptimierung 16
3.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Ablauf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.3 Erweiterungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.1 Nachbarschaften . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3.2 Geschwindigkeitsvektor . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.4 Zielfunktionsauswertung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.1 Einkriterielle Optimierungsaufgabe . . . . . . . . . . . . . . . . . . . . 22
3.4.2 Multikriterielle Optimierungsaufgabe . . . . . . . . . . . . . . . . . . . 22
3.4.2.1 Ranking . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.4.2.2 Crowding Distance . . . . . . . . . . . . . . . . . . . . . . . . 23
3.4.2.3 Adaptive Sharing . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4.2.4 Fitnessbewertung . . . . . . . . . . . . . . . . . . . . . . . . 25
3.4.2.5 Pareto-Term . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.5 Behandlung von Restriktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5.1 Box-Restriktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5.2 Gleichungs- und Ungleichungsrestriktionen . . . . . . . . . . . . . . . . 29
3.5.2.1 Penalty-Ansatz . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.5.2.2 Pareto-Ranking . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.6 Abbruchbedingungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.7 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4 Ersatzmodellgestützte Optimierungsverfahren 32
4.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2 Kriging-Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
4.2.1 Problemstellung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2.2 Schätzung der Modellparameter . . . . . . . . . . . . . . . . . . . . . . 34
4.2.3 Schätzung eines unbekannten Zielfunktionwertes . . . . . . . . . . . . 36
4.3 Enhanced Modelbased Multiobjective Optimization Algorithm (EMMOA) . . 36
4.3.1 Ablauf . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3.2 Auﬀüllungskriterien . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
4.3.2.1 Erwartete Verbesserung . . . . . . . . . . . . . . . . . . . . . 39
II
Inhaltsverzeichnis
4.3.2.2 Verallgemeinerte erwartete Verbesserung . . . . . . . . . . . 40
4.3.2.3 Gewichtete erwartete Verbesserung . . . . . . . . . . . . . . . 40
4.3.2.4 Erwartete Verbesserung des Pseudovolumens . . . . . . . . . 42
4.3.2.5 Erwartete Verbesserung des Hypervolumens . . . . . . . . . . 46
4.3.2.6 Parallelisierungsansätze . . . . . . . . . . . . . . . . . . . . . 53
4.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
5 Vergleich der Optimierungsverfahren 54
5.1 Versuchsplan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1.1 Verfahren . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1.2 Testfunktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.1.2.1 Rosenbrock-Funktion . . . . . . . . . . . . . . . . . . . . . . 55
5.1.2.2 Himmelblau-Funktion . . . . . . . . . . . . . . . . . . . . . . 55
5.1.2.3 g6-Funktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.1.2.4 DTLZ2-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . 55
5.1.2.5 tkx22-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.1.2.6 pekka2-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.1.2.7 V-CD-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.1.2.8 KETSIM-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . 59
5.1.3 Vergleichskriterien . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.1.3.1 Einkriterielle Vergleichskriterien . . . . . . . . . . . . . . . . 60
5.1.3.2 Multikriterielle Vergleichskriterien . . . . . . . . . . . . . . . 60
5.2 Ergebnisse und Auswertung . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.1 Einkriterielle Testaufgaben . . . . . . . . . . . . . . . . . . . . . . . . 61
5.2.2 Multikriterielle Testaufgaben . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.2.1 DTLZ2-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.2.2 tkx22-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.2.3 pekka2-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . 70
5.2.2.4 V-CD-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2.2.5 KETSIM-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . 74
5.2.2.6 Verbesserungsvorschläge . . . . . . . . . . . . . . . . . . . . . 76
5.3 Empfehlungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
6 Zusammenfassung und Ausblick 78
A EngineeringToolbox 83
A.1 Modul UNO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.2 Modul MCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
A.3 Modul JPPX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
A.4 V-CD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
A.5 KETSIM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
B Parametrisierung der Verfahren 86
C Weitere Ergebnisse 88
C.1 Rosenbrock-Funktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
C.2 Himmelblau-Funktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
C.3 g6-Funktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
C.4 DTLZ2-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
C.5 tkx22-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
C.6 pekka2-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
C.7 V-CD-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
C.8 KETSIM-Aufgabe . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
III
Abbildungsverzeichnis
2.1 Zueinander im Konﬂikt stehende Ziele des Studenten . . . . . . . . . . . . . . 4
2.2 Dominanzrelation ausgehend vom dunkelblauen Punkt x . . . . . . . . . . . . 5
2.3 Pareto-Front, Ideal- und Nadirpunkt einer Minimierungsaufgabe mit zwei Ziel-
funktionen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.4 Drei verschiedenen Mengen von nicht-dominierten Lösungen zu einer Minimie-
rungsaufgabe mit zwei Zielfunktionen . . . . . . . . . . . . . . . . . . . . . . . 7
2.5 Methode der gewichteten Summe bei konvexer und nichtkonvexer Pareto-Front 8
2.6 ε-Constraint-Methode bei konvexer und nichtkonvexer Pareto-Front, wobei je-
weils für f1 Schranken ε1,ε2 und ε3 vorgeben sind und f2 zu minimieren ist . 9
2.7 Graph der Zielfunktion und Nebenbedingung von (2.9) . . . . . . . . . . . . . 12
2.8 Penalty-Funktion zu (2.9) für verschiedene α . . . . . . . . . . . . . . . . . . 13
2.9 Optimierungsverfahren der nichtlinearen Optimierung im Überblick . . . . . . 14
3.1 Ausrichtung, Kohäsion und Trennung im Boids-Model . . . . . . . . . . . . . 17
3.2 Bewegung eines Partikels zum Zeitpunkt t . . . . . . . . . . . . . . . . . . . . 19
3.3 Nachbarschaftsstrukturen: Global-Topologie, Circle-Topologie (R = 2) und
Wheel-Topologie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.4 Fronten eines Schwarms mit zwei zu minimierenden Zielfunktionen, wobei die
Zahl im Kreis dem Rang des zugehörigen Partikels entspricht . . . . . . . . . 23
3.5 Schwarm bestehend aus fünf Partikeln zu unterschiedlichen Zeitpunkten bei
einer Aufgabe mit zwei zu minimierenden Zielfunktionen und bekannter Pareto-
Front (dunkelblaue Linie) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.6 Einﬂuss des Pareto-Terms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.7 Stick-, Bounce- und Wrap-Ansatz der PSO . . . . . . . . . . . . . . . . . . . . 28
3.8 Ranking von vier Partikeln bei einer Optimierungsaufgabe mit zwei Nebenbe-
dingungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.1 Darstellung der Schätzfunktion fˆ und der Varianz σ2 anhand von vier gegebe-
nen Punkten bei bekannter Zielfunktion f . . . . . . . . . . . . . . . . . . . . 38
4.2 Veränderung der Schätzung fˆ (x) und der zugehörigen Varianz σ2 bei Hinzu-
nahme des Punktes x1 (links) bzw. x3 (rechts) zu dem Modell . . . . . . . . . 38
4.3 Optimierungsaufgabe mit zwei zu minimierenden Zielfunktionen, zwei gegebe-
nen nicht-dominierten Punkten (dunkelblau) und drei Schätzwerten (hellblau) 41
4.4 Wahl des neuen Punktes bei dem Ansatz der erwarteten Verbesserung des Pseu-
dovolumens am Beispiel einer Aufgabe mit zwei zu minimierenden Zielfunktionen 42
4.5 Verbesserung des Pseudovolumens bei einem gegebenen Schätzwert fˆa . . . . 43
4.6 Verbesserung des Pseudovolumens bei zwei Schätzwerten fˆa und fˆb . . . . . . 44
4.7 Hypervolumen des dominierten Bereiches von zwei nicht-dominierten Punkten
p1 und p2 bei gegebenen Referenzpunkt r . . . . . . . . . . . . . . . . . . . . 46
4.8 Zerlegung des R2 bei einer gegebenen Pareto-Menge, welche aus vier Punkten
besteht . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.9 Aktive (grau) und inaktive (grün, gelb) Zellen einer beispielhaften Zerlegung . 49
4.10 Bestimmung des Vektors v (C (m1, . . . ,mI)) bei einer Optimierungsaufgabe mit
zwei Zielfunktionen und vier gegebene nicht-dominierten Punkten . . . . . . . 50
4.11 Darstellung der Verbesserung im Hypervolumen . . . . . . . . . . . . . . . . . 50
IV
Abbildungsverzeichnis
5.1 Zweidimensionale Rosenbrock-Funktion . . . . . . . . . . . . . . . . . . . . . . 56
5.2 Himmelblau-Funktion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.3 g6-Funktion, wobei der zulässige Bereich hellgrün gekennzeichnet ist . . . . . 56
5.4 DTLZ2-Aufgabe: Approximation der Pareto-Front, wobei auf der x-Achse bzw.
y-Achse die erste bzw. zweite Zielfunktion abgetragen ist . . . . . . . . . . . 58
5.5 tkx22-Aufgabe: Approximation der Pareto-Front, wobei auf der x-Achse bzw.
y-Achse die erste bzw. zweite Zielfunktion abgetragen ist . . . . . . . . . . . . 58
5.6 pekka2-Aufgabe: Approximation der Pareto-Front . . . . . . . . . . . . . . . . 58
5.7 Modellierung eines Kettentriebes mit der V-CD Anwendung . . . . . . . . . . 59
5.8 Legende des Boxplots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.9 Boxplots zu den minimal errechneten Funktionswerten . . . . . . . . . . . . . 62
5.10 Mittleren Verläufe der Optimierungen in Abhängigkeit von der Anzahl der
Funktionsauswertungen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.11 DTLZ2-Aufgabe: Boxplot zu dem Hypervolumenindikator bzgl. des Referenz-
punktes (1.5, 1.5)T , wobei das Hypervolumen der Pareto-Front ca. 1.4646 ist . 65
5.12 DTLZ2-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte . . . . . . 65
5.13 DTLZ2-Aufgabe: Approximationen der Pareto-Front der einzelnen Verfahren,
wobei auf der x-Achse bzw. y-Achse die erste bzw. zweite Zielfunktion abgetra-
gen ist . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
5.14 DTLZ2-Aufgabe: Anteile der nicht-dominierten Punkte der einzelnen Verfahren
zur Gesamtmenge aller berechneten nicht-dominierten Punkte . . . . . . . . . 67
5.15 tkx22-Aufgabe: Boxplot zu dem Hypervolumenindikator bzgl. des Referenz-
punktes (1.12, 62.4)T , wobei das Hypervolumen der Pareto-Front ca. 88.5 ist . 67
5.16 tkx22-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte . . . . . . . 68
5.17 tkx22-Aufgabe: Anteile der nicht-dominierten Punkte der einzelnen Verfahren
zur Gesamtmenge aller berechneten nicht-dominierten Punkte . . . . . . . . . 68
5.18 tkx22-Aufgabe: Approximationen der Pareto-Front der einzelnen Verfahren,
wobei auf der x-Achse bzw. y-Achse die erste bzw. zweite Zielfunktion abgetra-
gen ist . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
5.19 pekka2-Aufgabe: Boxplot zu dem Hypervolumenindikator bzgl. des Referenz-
punktes (0, 0, 0)T , wobei das Hypervolumen der Pareto-Front ca. 15 ist . . . . 70
5.20 pekka2-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte . . . . . . . 70
5.21 pekka2-Aufgabe: Approximationen der Pareto-Front der einzelnen Verfahren . 71
5.22 pekka2-Aufgabe: Anteile der nicht-dominierten Punkte der einzelnen Verfahren
zur Gesamtmenge aller berechneten nicht-dominierten Punkte . . . . . . . . . 72
5.23 V-CD-Aufgabe: Boxplot zu dem Hypervolumenindikator bzgl. des Referenz-
punktes (23, 14, 35, 73, 330)T , wobei die errechneten Hypervolumen skaliert wur-
den (vgl. Tabelle C.7) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.24 V-CD-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte . . . . . . . 73
5.25 V-CD-Aufgabe: Anteile der nicht-dominierten Punkte der einzelnen Verfahren
zur Gesamtmenge aller berechneten nicht-dominierten Punkte . . . . . . . . . 74
5.26 KETSIM-Aufgabe: Boxplot zu dem Hypervolumenindikator bzgl. des Referenz-
punktes (2766, 1.92, 1.605, 106.5)T , wobei die errechneten Hypervolumen ska-
liert wurden (vgl. Tabelle C.8) . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.27 KETSIM-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte . . . . . 75
5.28 KETSIM-Aufgabe: Anteile der nicht-dominierten Punkte der einzelnen Verfah-
ren zur Gesamtmenge aller berechneten nicht-dominierten Punkte . . . . . . . 75
A.1 Modul UNO . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
A.2 Modul MCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
A.3 Modul JPPX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
A.4 Anwendung V-CD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
V
Abbildungsverzeichnis
C.1 Rosenbrock-Funktion: Boxplot zu den minimal errechneten Funktionswerten
(ohne Standardabweichung und Minimum bzw. Maximum) . . . . . . . . . . . 88
C.2 Himmelblau-Funktion: Boxplot zu den minimal errechneten Funktionswerten
(ohne Standardabweichung und Minimum bzw. Maximum) . . . . . . . . . . . 88
C.3 g6-Funktion: Boxplot zu den minimal errechneten Funktionswerten (ohne Stan-
dardabweichung und Minimum bzw. Maximum) . . . . . . . . . . . . . . . . . 89
C.4 DTLZ2-Aufgabe: Boxplot zu dem Hypervolumenindikator (ohne Standardab-
weichung und Minimum bzw. Maximum) . . . . . . . . . . . . . . . . . . . . . 90
C.5 DTLZ2-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte (ohne Stan-
dardabweichung und Minimum bzw. Maximum) . . . . . . . . . . . . . . . . . 90
C.6 tkx22-Aufgabe: Boxplot zu dem Hypervolumenindikator (ohne Standardabwei-
chung und Minimum bzw. Maximum) . . . . . . . . . . . . . . . . . . . . . . 91
C.7 tkx22-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte (ohne Stan-
dardabweichung und Minimum bzw. Maximum) . . . . . . . . . . . . . . . . . 91
C.8 pekka2-Aufgabe: Boxplot zu dem Hypervolumenindikator (ohne Standardab-
weichung und Minimum bzw. Maximum) . . . . . . . . . . . . . . . . . . . . . 92
C.9 pekka2-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte (ohne Stan-
dardabweichung und Minimum bzw. Maximum) . . . . . . . . . . . . . . . . . 92
C.10 V-CD-Aufgabe: Boxplot zu dem Hypervolumenindikator (ohne Standardabwei-
chung und Minimum bzw. Maximum), wobei die errechneten Hypervolumen
skaliert wurden (vgl. Tabelle C.7) . . . . . . . . . . . . . . . . . . . . . . . . . 93
C.11 V-CD-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte (ohne Stan-
dardabweichung und Minimum bzw. Maximum) . . . . . . . . . . . . . . . . . 93
C.12 KETSIM-Aufgabe: Boxplot zu dem Hypervolumenindikator (ohne Standardab-
weichung und Minimum bzw. Maximum), wobei die errechneten Hypervolumen
skaliert wurden (vgl. Tabelle C.8) . . . . . . . . . . . . . . . . . . . . . . . . . 94
C.13 KETSIM-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte (ohne Stan-
dardabweichung und Minimum bzw. Maximum) . . . . . . . . . . . . . . . . . 94
VI
1 Vorwort
Die Optimierung spielt in der Industrie und Technik eine entscheidende Rolle. Für einen Be-
trieb ist es beispielsweise äußerst wichtig, die zur Verfügung stehenden Ressourcen optimal
zu nutzen und Betriebsabläufe eﬃzient zu gestalten. Damit diese Vorhaben umgesetzt wer-
den können, setzt man Methoden der Optimierung ein. Die Zielstellungen werden als eine
abstrakte mathematische Aufgabe formuliert und anschließend wird versucht, dieses Problem
mit einem Optimierungsverfahren zu lösen. Da die Komplexität der Problemstellungen in der
Praxis ansteigt, sind exakte Verfahren in der Regel nicht mehr eﬃzient anwendbar, sodass
andere Methoden zum Lösen dieser Aufgaben entwickelt werden müssen, die in angemessener
Zeit eine akzeptable Lösung ﬁnden. Solche Methoden werden als Approximationsalgorithmen
bezeichnet. Im Gegensatz zu den exakten Verfahren ist der Verlauf der Optimierung bei dieser
Verfahrensklasse vom Zufall abhängig. Dadurch lassen sich in der Regel keine Konvergenzaus-
sagen beweisen. Dennoch hat sich gezeigt, dass Approximationsalgorithmen vielversprechende
Ergebnisse für eine Vielzahl von unterschiedlichen Problemstellungen liefern. Zwei Approxi-
mationsalgorithmen werden in dieser Arbeit vorgestellt, untersucht und erweitert.
Zum einen steht ein Verfahren im Vordergrund, welches aus Beobachtungen in der Natur ent-
standen ist. Es gibt Lebewesen, die durch verblüﬀend einfache Strategien in der Lage sind,
komplexe Probleme zu lösen. Beispielsweise bilden Fische Schwärme, um sich vor Fressfein-
den zu schützen. Der Fischschwarm kann dabei als selbstorganisierendes System verstanden
werden, bei dem die Aktivitäten der einzelnen Fische hauptsächlich von den Bewegungen
der Nachbarﬁsche abhängig sind. An diesem erfolgreichen Schwarmverhalten ist der moder-
ne Approximationsalgorithmus der Partikelschwarmoptimierung angelehnt. Weiterhin wird
ein ersatzmodellgestütztes Verfahren präsentiert. Der Ausgangspunkt dieses Optimierungs-
verfahrens ist der Aufbau von Ersatzmodellen, um das Verhalten der Zielfunktionen anhand
der bisherigen Auswertungen vorhersagen zu können. Damit so wenig wie möglich Funktions-
auswertungen vorgenommen werden müssen, wird bei diesem Verfahren ein hoher Aufwand
in die Wahl der Punkte investiert, welche auszuwerten sind.
Die vorliegende Diplomarbeit gliedert sich wie folgt. Zunächst werden die mathematischen
Grundlagen für das Verständnis der weiteren Ausführungen gelegt. Insbesondere werden
multikriterielle Optimierungsaufgaben betrachtet und klassische Lösungsansätze aufgezeigt.
Das dritte Kapitel beschäftigt sich mit der Partikelschwarmoptimierung. Dieser naturanalo-
ge Approximationsalgorithmus wird ausführlich dargelegt und analysiert. Dabei stehen die
Funktionsweise und der Umgang mit mehreren Zielen und Restriktionen im Vordergrund der
Ausarbeitung. Ein ersatzmodellgestütztes Optimierungsverfahren wird im Anschluss darauf
vorgestellt und erweitert. Neben der Verfahrensanalyse, ist die Behebung der vorhandenen
Schwachstellen ein vorrangiges Ziel dieser Untersuchung. Die eingeführten und implementier-
ten Verfahren werden im fünften Kapitel an geeigneten analytischen und technischen Proble-
men veriﬁziert und mit anderen Approximationsalgorithmen verglichen. Anschließend werden
Empfehlungen für die Verwendung der Verfahren gegeben. Die gewonnenen Kenntnisse werden
im letzten Kapitel zusammengefasst und es wird ein Ausblick für zukünftige Forschungsthe-
men gegeben.
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In diesem Kapitel wird zunächst die Problemstellung der nichtlinearen Optimierung einge-
führt. Das entstehende mathematische Modell beschreibt viele reale Probleme, die insbesonde-
re in den Ingenieurswissenschaften auftreten. Ein Schwerpunkt des Kapitels ist der Abschnitt
2.3 über Optimierungsaufgaben mit mehreren Zielfunktionen. Es werden die Grundlagen für
den Umgang mit multikriteriellen Problemen gelegt und klassische Lösungsansätze diskutiert.
Nach einer Einführung in die Penalty-Methoden folgt eine Übersicht von Optimierungsverfah-
ren, sowie die Vorstellung sogenannter Blackbox-Optimierungsprobleme.
Die Konstanten I, J , K und N sind in der Arbeit stets natürliche Zahlen.
2.1 Problemstellung
Das Ziel einer Optimierung ist es, eine endliche Anzahl von Zielfunktionen unter Beachtung
von Nebenbedingungen zu minimieren bzw. maximieren. Im Folgenden werden ausschließ-
lich Minimierungsaufgaben betrachtet, da jede Maximierung einer Funktion f : RN −→ R
äquivalent zur Minimierung von −f ist.
Es sei X ⊂ RN eine nichtleere Menge und fi : X −→ R (i = 1, . . . , I) gegebene Zielfunktio-
nen. Die I Zielfunktionen werden zur Funktion F : X −→ RI : x 7−→ (f1 (x) , . . . , fI (x))T
zusammengefasst und man erhält so die allgemeine Optimierungsaufgabe
minimiere F (x) unter der Nebenbedingung x ∈ X. (2.1)
Hierfür werden folgende Kurzschreibweisen genutzt:
minF (x) s.t. x ∈ X
oder
min
x∈X
F (x) .
Als Variable werden die Argumente x der Zielfunktionen bezeichnet, in der Technik nennt man
diese auch Parameter oder Entscheidungsvariablen. Die MengeX heißt zulässiger Bereich oder
zulässige Menge und wird in der vorliegenden Arbeit durch Gleichungs- und Ungleichungs-
restriktionen beschrieben. Somit kann die Optimierungsaufgabe (2.1) wie folgt umformuliert
werden:
min fi (x) i = 1, . . . , I
s.t. gj (x) ≥ 0 j = 1, . . . , J
hk (x) = 0 k = 1, . . . ,K
xLn ≤ xn ≤ xUn n = 1, . . . , N
x ∈ RN .
(2.2)
Die Funktionen gj : RN −→ R (j = 1, . . . , J) stehen für die Ungleichungsrestriktionen und die
Funktionen hk : RN −→ R (k = 1, . . . ,K) für die Gleichungsrestriktionen. Im Allgemeinen
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sind die auftretenden Funktionen nichtlinear, daher spricht man von nichtlinearer Optimie-
rung. Zusätzlich sind sogenannte Box-Restriktionen xLn ≤ xn ≤ xUn ∀n = 1, . . . , N gegeben
(vgl. [15]), d.h. sämtliche Variablen liegen zwischen den Grenzen xL und xU , wobei
xL :=
{(
xL1 , . . . , x
L
N
)T
: xLn ∈ R ∪ {−∞} ∀n = 1, . . . , N
}
und
xU :=
{(
xU1 , . . . , x
U
N
)T
: xUn ∈ R ∪ {∞} ∀n = 1, . . . , N
}
.
Eine äquivalente Schreibweise für die Box-Restriktionen ist xL 5 x 5 xU . Der zulässige
Bereich X lässt sich damit schreiben als
X =
{
x ∈ RN : gj (x) ≥ 0 ∀ j ∈ {1, . . . , J} ∧ hk (x) = 0 ∀ k ∈ {1, . . . ,K} ∧ xL 5 x 5 xU
}
.
Ein Element x ∈ RN heißt zulässig, falls x ∈ X gilt. Sowohl die Box-Restriktionen, als auch
die Gleichungsrestriktionen können als Ungleichungsrestriktionen geschrieben werden, denn
es gilt:
xLn ≤ xn ≤ xUn ⇐⇒ xn − xLn ≥ 0 ∧ xUn − xn ≥ 0 ∀n = 1, . . . , N
und
hk (x) = 0 ⇐⇒ hk (x) ≥ 0 ∧ −hk (x) ≥ 0 ∀ k = 1, . . . ,K.
Es ist also möglich, sämtliche Nebenbedingungen als Ungleichungen zu formulieren. Dennoch
bietet es sich bei einigen Verfahren an, Box-Restriktionen bzw. Gleichungsrestriktionen seperat
zu betrachten.
2.2 Einkriterielle Optimierung
Eine Optimierungsaufgabe wird als einkriteriell bezeichnet, wenn nur eine Zielfunktion f :
RN −→ R zu optimieren ist, d.h. die Aufgabe lautet:
min f(x) s.t. x ∈ X. (2.3)
Die folgende Deﬁnition führt den Begriﬀ des lokalen bzw. globalen Minimums ein, welcher
sich in der Regel nicht auf multikriterielle Optimierungsaufgaben übertragen lässt (vgl. Ab-
schnitt 2.3). Da ausschließlich Minierungsaufgaben betrachtet werden, ist das Optimum eine
äquivalente Bezeichnung für das Minimum.
Deﬁnition 2.2.1. Es sei die Optimierungsaufgabe (2.2) gegeben.
1. Ein zulässiger Punkt x∗ heißt lokales Minimum von (2.3), wenn gilt:
∃ ε > 0 : f (x∗) ≤ f (x) ∀x ∈ X ∩ Uε (x∗) .
2. Ein zulässiger Punkt x∗ heißt globales Minimum von (2.3), wenn gilt:
f (x∗) ≤ f (x) ∀x ∈ X.
Oft haben Optimierungsaufgaben viele lokale Minima und nur ein globales Optimum. Ein
praxistaugliches Optimierungsverfahren sollte daher nicht gegen ein lokales Minimum kon-
vergieren, sondern in der Lage sein, auch dieses zu verlassen und den Lösungsraum weiter zu
durchsuchen. Stochastische Suchverfahren bzw. Approximationsalgorithmen, wie zum Beispiel
die Partikelschwarmoptimierung, erfüllen diese Eigenschaft. Das Gradientenverfahren als ein
Vertreter der exakten Optimierungsalgorithmen, neigt zur vorzeitigen Konvergenz, da es lokal
gegen ein Minimum, welches nicht notwendig ein globales Optimum ist, konvergiert (vgl. [14]).
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2.3 Multikriterielle Optimierung
In diesem Abschnitt werden Optimierungsprobleme betrachtet, bei denen mehrere Funktionen
zu minimieren sind. Diese Art von Aufgaben wird auch als Mehrziel- oder Vektoroptimierung
bezeichnet. Das Auftreten mehrerer Zielfunktionen, welche im Konﬂikt zueinander stehen
können, macht es in der Regel nicht möglich, den Begriﬀ einer optimalen Lösung zu deﬁnieren.
Stattdessen existieren eine Reihe von Kompromisslösungen, welche dadurch charakerisiert
sind, dass es keinen anderen zulässigen Punkt gibt, der in allen Zielen besser ist.
Das Beispiel 2.3.1 soll diesen Sachverhalt veranschaulichen:
Beispiel 2.3.1. Ein Student besucht die Veranstaltung Statistik und möchte seine Zeitein-
teilung zu dieser Lehrveranstaltung planen unter der Nebenbedingung, dass er die Klausur
besteht. Sein Ziel ist die Minierung der Klausurvorbereitungszeit und der Anwesenheit an der
Vorlesung. Oﬀensichtlich stehen beide Kriterien im Konﬂikt zueinander, sodass keine eindeu-
tige optimale Lösung existiert, sondern eine Vielzahl von Kompromisslösungen. Abbildung
2.1 illustriert diese Optimierungsaufgabe, wobei das Bild des zulässigen Bereiches als graue
Fläche dargestellt ist.
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Abbildung 2.1: Zueinander im Konﬂikt stehende Ziele des Studenten
Der Student könnte jede Veranstaltung besuchen und so die Klausurvorbereitungszeit mi-
nimieren. Durch eine permanente Abwesenheit an den Vorlesungen müsste er sehr viel Zeit
zur Klausurvorbereitung investieren. Neben diesen zwei Möglichkeiten existieren eine Reihe
von anderen Zeiteinteilungen. Dabei geht jede Variante einen Kompromiss zwischen Klausur-
vorbereitungszeit und Anwesenheit an den Veranstaltungen ein. Hätte der Student die Wahl
zwischen der Variante A oder Variante B, so würde er sich für A entscheiden, da er für
die gleiche Länge an Klausurvorbereitungszeit weniger Veranstaltungen besuchen muss. Die
Variante B wird von A dominiert.
2.3.1 Kompromisslösungen
Im Beispiel 2.3.1 wurde deutlich, dass es Punkte gibt, die andere Punkte dominieren. Die
Deﬁnition 2.3.2 führt die Dominanzrelation ein, die ein zentraler Begriﬀ der multikriteriellen
Optimierung ist.
Deﬁnition 2.3.2. Es sei die Optimierungsaufgabe (2.1) gegeben. Der Punkt x ∈ X dominiert
y ∈ X, falls gilt:
fi (x) ≤ fi (y) ∀ i ∈ {1, . . . , I} ∧ ∃ j ∈ {1, . . . , I} s.t. fj (x) < fj (y) ,
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d.h. wenn x in jeder Zielfunktion nicht schlechter ist als y und in mindestens einer Zielfunktion
besser ist als der zugehörige Funktionswert von y. Wir schreiben kurz x ≺ y, falls y von x
dominiert wird.
Zwischen zwei zulässigen Punkten können drei Beziehungen auftreten:
1. x ≺ y, d.h. x dominiert y,
2. y ≺ x, d.h. y dominiert x,
3. x ⊀ y und y ⊀ x, d.h. x und y dominieren sich gegenseitig nicht.
In Abbildung 2.2 werden diese Beziehungen für eine Optimierungsaufgabe mit zwei Zielfunk-
tionen graﬁsch dargestellt. Der dunkelgraue Bereich ist der sogenannte dominierte Bereich
und enthält alle Punkte, welche von x dominiert werden. Punkte aus dem hellgrauen Recht-
eck liegen im sogenannten dominierenden Bereich und sind dadurch charakterisiert, dass diese
x dominieren. Elemente, welche im weißen Bereich liegen, sind bezüglich der Dominanzrelation
nicht mit x vergleichbar.
1f
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Abbildung 2.2: Dominanzrelation ausgehend vom dunkelblauen Punkt x
Im weiteren Verlauf der Untersuchungen werden die Punkte eine besondere Rolle spielen, die
von keinem anderen Punkt dominiert werden. Diese nennt man nicht-dominierte Lösungen.
Deﬁnition 2.3.3. Es sei die Optimierungsaufgabe (2.1) gegeben.
1. Ein Punkt x ∈ X heißt nicht-dominiert bezüglich einer Menge Y ⊂ X, falls gilt:
@ y ∈ Y : y ≺ x.
2. Ein Punkt x ∈ X heißt paretooptimal, falls x nicht-dominiert bezüglich X ist.
3. Eine Menge P ⊂ X heißt Pareto-Menge, wenn alle p ∈ P paretooptimal sind.
4. Es sei P ⊂ X die Pareto-Menge der Aufgabe (2.1). Die Menge
Pf :=
{
F (p) = (f1 (p) , . . . , fI (p))
T : p ∈ P
}
heißt Pareto-Front.
5. Ein Punkt f ideal ∈ RI heißt Idealpunkt, falls gilt:
f ideali (x) = min
x∈X
fi (x)
für alle i ∈ {1, . . . , I}.
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6. Es sei P ⊂ X die Pareto-Menge der Aufgabe (2.1). Ein Punkt fnadir ∈ RI heißt Nadir-
punkt, falls gilt:
fnadiri (x) = max
x∈P
fi (x)
für alle i ∈ {1, . . . , I}.
Die Abbildung 2.3 illustriert die Pareto-Front, den Ideal- und Nadirpunkt an einem Beispiel,
in dem das Bild vom zulässigen Bereich grau hinterlegt ist und f1 bzw. f2 zu minimieren sind.
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Abbildung 2.3: Pareto-Front, Ideal- und Nadirpunkt einer Minimierungsaufgabe mit zwei
Zielfunktionen
Um den Nadirpunkt zu berechnen, ist die Kenntnis der Pareto-Menge erforderlich, sodass in
der Regel nur eine Schätzung des Punktes angegeben werden kann. Oft ist es sinnvoll, die
einzelnen Zielfunktionen zu normieren. Dafür wird der Ideal- und Nadirpunkt genutzt:
fnormi (x) =
fi (x)− f ideali (x)
fnadiri (x)− f ideali (x)
∀ i ∈ {1, . . . , I} .
Um das Lösen multikriterieller Aufgaben soll es im Folgenden gehen. Es werden zwei klassische
Möglichkeiten behandelt, die die multikriterielle Optimierungsaufgabe in eine einkriterielle
Aufgabe umwandeln. Als Lösung der einkriteriellen Aufgabe erhält man einen Punkt der
Pareto-Menge bzw. der Pareto-Front. Somit ist es in der Regel nicht möglich, die gesamte
Pareto-Front zu generieren. In den kommenden Kapiteln wird die Partikelschwarmoptimierung
und das ersatzmodellgestützte Optimierungsverfahren EMMOA vorgestellt, welche eﬀektivere
multikriterielle Optimierungsverfahren darstellen.
Ziel einer multikriteriellen Optimierung ist es, viele verschiedene Punkte zu ﬁnden, die na-
he an der Pareto-Front liegen und diese gleichmäßig approximieren. Die Zielstellung wird
in Abbildung 2.4 veranschaulicht. Der graue Bereich in dieser Abbildung zeigt das Bild des
zulässigen Bereiches, die dunkelblaue Linie illustriert die Pareto-Front und die hellblauen
Punkten repräsentieren jeweils nicht-dominierte Lösungen. Die Menge auf der linken Seite
liefert eine sehr gute Approximation der Pareto-Front. Die beiden anderen Mengen erzeugen
jeweils nur bedingt zufriedenstellende Ergebnisse. In der Mitte von Abbildung 2.4 liegen die
nicht-dominierten Punkte zwar nahe an der Pareto-Front, jedoch wird die Pareto-Front nicht
gleichmäßig approximiert. Hingegen ist die Menge der nicht-dominierten Punkte auf der rech-
ten Seite von obiger Abbildung gleichmäßig verteilt, aber relativ weit von der Pareto-Front
entfernt.
2.3.2 Gewichtete Summe
Die Methode der gewichteten Summe ist der einfachste und meistgenutzte klassische Ansatz
zur Lösung multikriterieller Optimierungsaufgaben. Jeder Zielfunktion wird ein Gewicht zu-
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Abbildung 2.4: Drei verschiedenen Mengen von nicht-dominierten Lösungen zu einer Mini-
mierungsaufgabe mit zwei Zielfunktionen
geordnet, welches zwischen null und eins liegen soll. Nach der Funktionsauswertung werden
die Zielfunktionen, verknüpft mit ihren entsprechenden Gewichten, summiert. Aus dem mul-
tikriteriellen Optimierungsproblem (2.2) wird so die Optimierungsaufgabe
min
∑I
i=1 ωi · fi(x)
s.t.
∑I
i=1 ωi = 1
gj(x) ≥ 0 j = 1, . . . , J
hk(x) = 0 k = 1, . . . ,K
xLn ≤ xn ≤ xUn n = 1, . . . , N
ωi ∈ [0, 1] i = 1, . . . , I
x ∈ RN .
(2.4)
Die Summe der einzelnen Gewichte muss nicht notwendig eins sein, sie kann mit jedem beliebi-
gen positiven Faktor multipliziert werden. Ist dies der Fall, so können die einzelnen Gewichte
auch Werte annehmen, die größer als eins sind. In Anlehnung an eine prozentuale Bewertung
der Zielfunktionen, wird aber häuﬁg die Eins als Summe der Gewichte gewählt. Es ist sinnvoll,
die Zielfunktionen zu normieren, da sich die zugehörigen Wertebereiche stark unterscheiden
können.
Kennt man die Wertigkeiten der Zielfunktionen, so kann dieser Ansatz eine zufriedenstellende
Lösung liefern, ansonsten sollte die Optimierung mit verschiedenen Gewichtungen durchge-
führt werden. Die folgenden zwei Theoreme geben Auskunft darüber, wann dieser Ansatz eine
paretooptimale Lösung liefert und wann ein Gewichtsvektor zu einer paretooptimalen Lösung
existiert.
Theorem 2.3.4. Die Lösung der Optimierungsaufgabe (2.4) ist paretooptimal, wenn gilt:
ωi > 0 ∀ i ∈ {1, . . . , I} .
Beweis. Es sei x∗ eine Lösung der Optimierungsaufgabe (2.4) und der zugehörige Gewichts-
vektor ω = (ω1, . . . , ωI)
T komponentenweise positiv. Wir nehmen an, es existiert ein zulässiger
Punkt x¯, welcher x∗ dominiert:
fi (x¯) ≤ fi (x∗) ∀ i ∈ {1, . . . , I} ∧ ∃ j ∈ {1, . . . , I} s.t. fj (x¯) < fj (x∗) .
Daraus folgt:
I∑
i=1
ωi · fi (x¯) <
I∑
i=1
ωi · fi (x∗) .
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Dies ist ein Widerspruch zu der Voraussetzung, dass x∗ eine Lösung von (2.4) ist. Somit
existiert kein Punkt, der x∗ dominiert und damit folgt die Behauptung.
Theorem 2.3.5. Ist x∗ eine paretooptimale Lösung einer konvexen multikriteriellen Opti-
mierungsaufgabe, so existiert ein positiver Gewichtsvektor ω = (ω1, . . . , ωI)
T , sodass x∗ eine
Lösung von (2.4) ist.
Ein Beweis des Theorem 2.3.5 ist in [25] nachzulesen.
Aus dem vorangegangenen Theorem folgt, dass mit der Methode der gewichteten Summe
theoretisch jeder paretooptimalen Punkt und somit die gesamte Pareto-Front einer konvexen
Optimierungsaufgabe erhalten werden kann. Da die Pareto-Menge in der Regel unendlich viele
Elemente enthält, ist jedoch nur eine Approximation der Kompromisslösungen in endlicher
Zeit möglich.
Ist die Optimierungsaufgabe nicht konvex, so können Punkte in der Pareto-Front existieren,
die nicht mit der Methode der gewichteten Summe erreicht werden.
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Abbildung 2.5: Methode der gewichteten Summe bei konvexer und nichtkonvexer Pareto-
Front
Abbildung 2.5 veranschaulicht das Verfahren der gewichteten Summe. Die konvexe Pareto-
Front kann links mit verschiedenen Gewichtungen gefunden werden. Auf der rechten Seite ist
die Pareto-Front nicht konvex. Oﬀensichtlich existiert kein Gewichtsvektor, mit dem man als
Lösung von (2.4) einen Punkt zwischen C und D erhält.
Somit ist dieses Verfahren bedingt für die Anwendung zu empfehlen, da oft nicht konvexe
Pareto-Front existieren und die Wahl der Gewichtungen ein Problem darstellt.
2.3.3 ε-Constraint-Methode
Ein weiterer klassischer Ansatz, um multikriterielle Optimierungsaufgaben in ein einkriteriel-
les Optimierungsproblem umzuwandeln, ist die ε-Constraint-Methode. Die Idee ist, nur eine
Zielfunktion fµ (µ ∈ {1, . . . , I}) zu optimieren und die verbleibenden fi (i ∈ {1, . . . , I} \ {µ})
als Nebenbedingungen aufzunehmen. Dabei werden den Funktionen obere Schranken vorge-
geben. Aus (2.2) entsteht die einkriterielle Optimierungsaufgabe
min fµ(x)
s.t. fi(x) ≤ εi i = 1, . . . , I ∧ i 6= µ
gj(x) ≥ 0 j = 1, . . . , J
hk(x) = 0 k = 1, . . . ,K
xLn ≤ xn ≤ xUn n = 1, . . . , N
εi ∈ R i = 1, . . . , I ∧ i 6= µ
x ∈ RN .
(2.5)
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Das Problem dieses Ansatzes ist die Wahl der Schranken εi (i ∈ {1, . . . , I} \ {µ}), da der
Wertebereich der Zielfunktionen in der Regel unbekannt ist und so die Schranken unter Um-
ständen nicht sinnvoll gewählt werden können.
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Abbildung 2.6: ε-Constraint-Methode bei konvexer und nichtkonvexer Pareto-Front, wobei
jeweils für f1 Schranken ε1,ε2 und ε3 vorgeben sind und f2 zu minimieren ist
In Abbildung 2.6 ist auf der linken Seite zu sehen, dass man bei einer ungeeigneten Wahl der
Schranken unbrauchbare Ergebnisse erhält. Die Schranke ε1 stellt keine Einschränkung für
das Zielgebiet dar, sodass wir den Punkt A erhalten. Dasselbe Ergebnis erhält man, wenn die
Schranke bis zu A verkleinert wird. Die Wahl der Schranke ε3 führt dazu, dass der zulässige
Bereich leer ist. Diesen unnötigen Rechenaufwand gilt es in der Praxis zu vermeiden, was
aufgrund der fehlenden Informationen über die Wertebereiche jedoch schwer möglich ist. Ein
Vorteil der ε-Constraint-Methode ist auf der rechten Seite von Abbildung 2.6 zu erkennen. Es
werden die paretooptimale Punkte D und E gefunden, die in einem nichtkonvexen Bereich
liegen, wenn die Schranken geeignet gewählt werden. Mit der Methode der gewichteten Summe
ist dies nicht gelungen.
Durch die Minimierung bzw. Maximierung der Zielfunktionen fi (i ∈ {1, . . . , I}\{µ}), könnte
die untere und obere Schranke des jeweiligen Wertebereiches errechnet und anschließend die
Funktion fµ gezielt entlang der Pareto-Front optimiert werden. Da die einzelnen Zielfunktio-
nen in der Regel einen großen Wertebereich haben, bleibt die Wahl der Schranken dennoch
problematisch.
Folgendes Theorem garantiert, dass jede eindeutige Lösung, die mit der ε-Constraint-Methode
gefunden wird, auch paretooptimal ist.
Theorem 2.3.6. Es sei µ ∈ {1, . . . , I}. Eine eindeutige Lösung der Aufgabe (2.5) ist pareto-
optimal.
Beweis. Es sei x∗ die eindeutige Lösung der Optimierungsaufgabe (2.5) und ε der zugehörige
Vektor. Wir nehmen an, es existiert ein zulässiger Punkt x¯ 6= x∗, welcher x∗ dominiert:
fi (x¯) ≤ fi (x∗) ∀ i ∈ {1, . . . , I} ∧ ∃ j ∈ {1, . . . , I} s.t. fj (x¯) < fj (x∗) .
Es können zwei Fälle auftreten:
1. fµ (x¯) < fµ (x∗) =⇒ fµ (x¯) < min fµ (x). Dies ist ein Widerspruch zu der Annahme,
dass x∗ Lösung von (2.5) ist.
2. fµ (x¯) ≤ fµ (x∗) =⇒ fµ (x¯) ≤ min fµ (x). Dies ist ein Widerspruch zu der Annahme,
dass x∗ die eindeutige Lösung von (2.5) ist.
Es folgt die Behauptung.
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Für konvexe multikriterielle Optimierungsaufgaben existiert eine enge Beziehung zwischen
der Methode der gewichteten Summe und der ε-Constraint-Methode. Folgendes Theorem aus
[25] zeigt diese und schließt diesen Abschnitt ab.
Theorem 2.3.7. Es sei ein konvexes multikriterielles Optimierungsproblem (2.2) gegeben.
Wenn ein zulässiger Punkt x∗ eine Lösung von (2.5) für alle fµ und εi = fi (x∗) (i = 1, . . . , I ∧
i 6= µ) ist, dann existiert ein Gewichtsvektor ω = (ω1, . . . , ωI)T , sodass x∗ eine Lösung von
(2.4) ist.
2.4 Penalty-Methoden
Im kommenden Abschnitt werden die sogenannten Penalty-Methoden behandelt, die zur Lö-
sung restringierter Optimierungsaufgaben eingesetzt werden. Die Idee ist, Punkte zu bestra-
fen, die außerhalb der zulässigen Menge liegen, um so eine unrestringierte Optimierungsauf-
gabe zu erhalten.
Es sei folgende Optimierungsaufgabe gegeben:
min f(x)
s.t. gj(x) ≥ 0 j = 1, . . . , J
hk(x) = 0 k = 1, . . . ,K
x ∈ RN ,
(2.6)
wobei f : RN −→ R und die Funktionen der Restriktionen wie im Abschnitt 2.1 nichtlinear
sind.
Deﬁnition 2.4.1. Man nennt
P : RN × R>0 −→ R : (x, α) 7−→ f(x) + α ·
 J∑
j=0
(max {0,−gj (x)})2 +
K∑
k=0
h2k (x)
 (2.7)
die Penalty-Funktion, α den Penalty-Parameter und Pen (x) :=
∑J
j=0 (max {0,−gj (x)})2 +∑K
k=0 h
2
k (x) den Penalty-Term der Aufgabe (2.6).
Es sei erwähnt, dass der Penalty-Term auch anders gewählt werden kann. Eine Skalierung
der Restriktionen und das Einbinden des Funktionswertes sind sinnvolle Modiﬁkationen. Die
Penalty-Funktion stimmt auf der zulässigen Menge X ⊂ RN mit der Zielfunktion überein und
ist außerhalb von X größer als die Zielfunktion.
Anstatt (2.6) wird folgende Optimierungsaufgabe gelöst:
min
x∈RN
P (x, α) (2.8)
wobei α > 0 schrittweise vergrößert wird.
Der angegebene Algorithmus 2.1 fasst das Penalty-Verfahren zusammen.
Folgendes Theorem aus [15] enthält eine Konvergenzaussage des Penalty-Verfahrens und recht-
fertigt die Abbruchbedingung im Schritt 6 aus Algorithmus 2.1.
Theorem 2.4.2. Es seien die Funktionen f , gj (j = 1, . . . , J) und hk (k = 1, . . . ,K) stetig,
die Folge (αi)i≥0 sei monoton wachsend mit αi −→ ∞ für i 7−→ ∞ und die zulässige Menge
von (2.6) sei nichtleer. Weiter sei
(
xi
)
i≥0 eine durch den Algorithmus 2.1 erzeugt Folge. Dann
gelten folgende Aussagen:
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Algorithmus 2.1 Penalty-Verfahren
Eingabe : Optimierungsaufgabe (2.6) und ein α0 > 0
Ausgabe : Lösung x∗ der Aufgabe (2.6), falls eine existiert
1: i := 0
2: wiederhole
3: Bestimme xi als Lösung von (2.8)
4: Bestimme αi+1 > αi
5: Setze i := i+ 1
6: bis Pen
(
xi−1
)
= 0
7: x∗ := xi−1
1.
(
P
(
xi, αi
))
i≥0 ist monoton wachsend,
2.
(
Pen
(
xi
))
i≥0 ist monoton fallend,
3.
(
f
(
xi
))
i≥0 ist monoton wachsend,
4. Pen
(
xi
) −→ 0 für i 7−→ ∞ und
5. Jeder Häufungspunkt der Folge
(
xi
)
i≥0 ist eine Lösung von (2.6).
Beweis. Es seien die Voraussetzungen vom Theorem 2.4.2 erfüllt.
1. Da xi eine Lösung von (2.8) ist, gilt
P
(
xi, αi
) ≤ P (xi+1, αi) .
Aufgrund der Monotonie von der Folge (αi)i≥0 folgt
P
(
xi+1, αi
) ≤ P (xi+1, αi+1)
und somit die Behauptung.
2. Aus Schritt 3 in Algorithmus 2.1 folgen für xi und xi+1 die zwei Ungleichungen:
P
(
xi, αi
) ≤ P (xi+1, αi) undP (xi+1, αi+1) ≤ P (xi, αi+1) .
Man addiert diese und erhält folgende Ungleichung:
P
(
xi, αi
)
+P
(
xi+1, αi+1
) ≤ P (xi+1, αi)+P (xi, αi+1) .
Das Einsetzen der Deﬁnition 2.4.1 für die Penalty-Funktion liefert
αi ·Pen
(
xi
)
+ αi+1 ·Pen
(
xi+1
) ≤ αi ·Pen (xi+1)+ αi+1 ·Pen (xi) .
Es gilt also
(αi − αi+1)
(
Pen
(
xi
)−Pen (xi+1)) ≤ 0.
Da die Folge (αi)i≥0 streng monoton wachsend ist, gilt
Pen
(
xi
) ≥ Pen (xi+1)
und so die Behauptung.
3. Aus 2. und
P
(
xi, αi
) ≤ P (xi+1, αi)
folgt die Aussage 3.:
f
(
xi
)
+ αi ·Pen
(
xi
) ≤ f (xi+1)+ αi ·Pen (xi+1) ≤ f (xi+1)+ αi ·Pen (xi) .
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4. Da die zulässige Menge X nichtleer ist, folgt die Ungleichungskette
P
(
xi, αi
) ≤ inf
x∈X
P (x, αi) = inf
x∈X
f (x) <∞.
Aufgrund der Beschränktheit von P muss der Penalty-Term gegen null konvergieren, da
der Penalty-Parameter αi monoton wachsend ist und die Folge (αi)i≥0 divergiert.
5. Es sei T ⊂ N0 und
(
xi
)
i∈T eine gegen x
∗ konvergente Teilfolge. Aus 4. folgt Pen (x∗) = 0
und somit die Zulässigkeit von x∗. Die Behauptung folgt aus
f (x∗) = lim
i∈T
f
(
xi
) ≤ lim
i∈T
P
(
xi, αi
) ≤ inf
x∈X
f (x) .
Man beachte, dass für einen zulässigen Punkt xi gilt:
f
(
xi
) ≥ inf
x∈X
f (x) .
Aus dem Beweis von 4. folgt:
f
(
xi
) ≤ inf
x∈X
P (x, αi) = inf
x∈X
f (x) .
Somit ist ein zulässiger Punkt xi, welcher durch den Algorithmus 2.1 erzeugt wurde, bereits
eine Lösung von (2.6). Dies liefert eine Rechtfertigung für die Abbruchbedingung im Schritt
6 des Algorithmus 2.1. Bei der Implementierung sollte eine Toleranz ε > 0 eingeführt werden,
sodass abgebrochen wird, wenn Pen
(
xi−1
) ≤ ε.
Folgendes Beispiel illustriert die Penalty-Methode:
Beispiel 2.4.3. Man löse die Optimierungsaufgabe (2.9) mittels der Penalty-Methode:
min −x2
s.t. −x− x2 ≥ 0. (2.9)
−2 −1.8 −1.6 −1.4 −1.2 −1 −0.8 −0.6 −0.4 −0.2
−2
−1.8
−1.6
−1.4
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
x-Achse
y-
A
ch
se
 
 
−x2
x
Abbildung 2.7: Graph der Zielfunktion und Nebenbedingung von (2.9)
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Die Zielfunktion f (x) = −x2 und die Nebenbedingung −x2 ≥ x sind in Abbildung 2.7
dargestellt. Oﬀensichtlich ist ein x ∈ R zulässig, wenn der zugehörige Funktionswert nicht
kleiner als die Gerade y = x ist. Die Lösung von (2.9) ist folglich x∗ = −1 mit f (−1) = −1.
Wir wählen folgende Penalty-Funktion, wobei α ∈ {0.5, 1, 5, 7}:
P (x, α) = −x2 + α · (x2 ·max{0,−x− x2}) .
Die Abbildung 2.8 zeigt die Schaubilder der verschiedenen Penalty-Funktionen. Man erkennt,
dass das Minimum der Penalty-Funktion für kleine Werte von α relativ weit links von −1
liegt, jedoch für ansteigende α sich der Lösung von (2.9) annähert.
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Abbildung 2.8: Penalty-Funktion zu (2.9) für verschiedene α
Neben den Penalty-Methoden existieren andere Möglichkeiten im Umgang mit Restriktionen.
Im Kapitel 3 über die Partikelschwarmoptimierung wird im Unterabschnitt 3.5.2.2 das Pareto-
Ranking vorgestellt. Weitere Methoden im Umgang mit Restriktionen sind unter anderem in
[15] zu ﬁnden.
2.5 Optimierungsverfahren im Überblick
Abbildung 2.9 zeigt eine Einteilung von Optimierungsverfahren und führt einige Vertreter der
einzelnen Klassen auf (vgl. [3]). Die exakten Verfahren liefern nachweisbar optimale Lösungen
und scheinen daher den Approximationsalgorithmen, welche in der Regel nur gute Lösungen
erzeugen, überlegen zu sein. Damit ein exaktes Verfahren jedoch angewendet werden kann,
muss die Optimierungsaufgabe in der Regel gewisse Voraussetzungen erfüllen. Beispielsweise
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Optimierungsverfahren
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Abbildung 2.9: Optimierungsverfahren der nichtlinearen Optimierung im Überblick
ist ein Häufungspunkt einer durch das Gradientenverfahren erzeugten Folge dann ein statio-
närer Punkt, wenn die Zielfunktion stetig diﬀerenzierbar ist (vgl. [14]). Restringierte Aufgaben
lassen sich im Allgemeinen nicht mit dem Gradientenverfahren lösen. Das SQP-Verfahren, als
ein weiterer Vertreter der exakten Optimierungsverfahren, behandelt Nebenbedingungen und
die Optimierungsaufgabe muss auch hier gewisse Voraussetzungen erfüllen, damit ein Kon-
vergenzsatz bewiesen werden kann (vgl. [15]). Da in der Praxis oft Zielfunktionen auftreten,
die nicht stetig oder diﬀerenzierbar sind, können exakte Verfahren in den meisten Fällen
nicht angewendet werden. Ziel der Approximationsalgorithmen ist die Anwendbarkeit für eine
Vielzahl von Problemstellungen und das Finden von guten Lösungen in annehmbarer Zeit.
Der Kompromiss zwischen Lösungsgüte und Rechenzeit ist auch notwendig, da es Probleme
gibt, die nicht in polynomialer Zeit lösbar sind. Eine exakte Berechnung der Lösung solcher
Probleme würde viel zu lange dauern, sodass man sich mit einer Approximation der Lösung
zufrieden geben muss. In der Praxis gibt es eine Vielzahl von Aufgaben, die sich nicht exakt
lösen lassen (vgl. Abschnitt 2.6). Auch in diesem Fall sind Heuristiken notwendige Hilfsmittel
zum Lösen dieser Aufgaben.
Es existieren Approximationsheuristiken, welche stets einen Punkt betrachten und modiﬁ-
zieren. Diese Methoden werden als einzellösungsbasierte Verfahren bezeichnet. Nachdem ein
Startpunkt erzeugt wurde, versucht man durch verschiedene Strategien den Zielfunktionswert
der Funktionen zu verbessern. Beim Tabu Search wird das Wiederkehren zu schon bekannten
Bereichen des Suchraumes verhindert, indem man eine Liste führt, die bereits untersuchte
Gebiete enthält. Das Simulated Annealing basiert auf der Nachbildung eines Abkühlungspro-
zesses. Beispielsweise sorgt das langsame Abkühlen eines Metalls dafür, dass die Atome sich
stabil anordnen können. Übertragen auf das Simulated Annealing entspricht das Abkühlen
des Metalls der Verringerung der Wahrscheinlichkeit, mit der sich ein Ergebnis während der
Optimierung verschlechtern darf. Dadurch ist es möglich, dass ein lokales Optimum wieder
verlassen werden kann.
Eine weitere Klasse der Approximationsalgorithmen ist die der populationsbasierten Verfahren,
bei denen während der Optimierung stets mehrere Punkte betrachtet und modiﬁziert werden.
Diese lassen sich in drei Gruppen unterteilen. Unter evolutionärer Optimierung versteht man
Verfahren, bei denen Prinzipien der natürlichen Selektion auf die Berechnung der neuen Punk-
te angewendet werden. Durch einen Mutations-, Kreuzungs- und Selektionsoperator wird aus
einer zufälligen Startpopulation eine neue Population erzeugt, die bessere Eigenschaften hin-
sichtlich der Zielfunktionen haben soll. Bekannte Vertreter sind der NSGA-II (vgl. [7]) und
MrBoa (vgl. [33]).
14
2 Grundlagen der nichtlinearen Optimierung
Schwarmintelligente Optimierung ist eine relativ moderne Gruppe der Approximationsalgo-
rithmen. Durch einen Informationsaustausch der Individuen ist es in der Natur möglich, dass
primitive Lebensformen, wie zum Beispiel Ameisen oder Heuschrecken, zu erstaunlichen Leis-
tungen fähig sind. Die beobachten Phänomene werden bei der schwarmintelligenten Opti-
mierung auf mathematische Aufgabenstellungen übertragen. Im Kapitel 3 wird die Partikel-
schwarmoptimierung genauer untersucht. Weitere Vertreter der schwarmintelligenten Opti-
mierung sind die Ameisenalgorithmen, die unter anderem zur Suche nach kürzesten Wegen
genutzt werden.
Die ersatzmodellgestützten Verfahren sind eine weitere wichtige Gruppe der Appoximations-
heuristiken. Im Gegensatz zu den anderen Verfahren wird ein Ersatzmodell von den Zielfunk-
tionen erstellt. Danach werden die Punkte bestimmt, die von den Zielfunktionen auszuwerten
sind. Da diese Bestimmung der Punkte viel Rechenzeit in Anspruch nimmt, werden ersatzmo-
dellgestützte Verfahren insbesondere dann angewendet, wenn die Zielfunktionsauswertungen
sehr lange dauern. Das Verfahren EMMOA wird im Abschnitt 4.3 vorgestellt.
2.6 Blackbox-Optimierungsprobleme
Diese Klasse von Optimierungsaufgaben spielt in der Praxis, insbesondere in den Ingenieurs-
wissenschaften, eine grundlegende Rolle. Blackbox-Optimierungsprobleme zeichnen sich durch
eine Reihe von Charakteristika aus, welche unter anderem in [23] nachzulesen sind. Einige Ei-
genschaften werden im Folgenden kurz erläutert.
In der Regel existieren bei den Blackbox-Optimierungsproblemen keine Informationen über
die Zielfunktionen und Nebenbedingungen, sodass die Wertebereiche der einzelnen Zielfunk-
tionen unbekannt sind und der zulässige Bereich sehr eingeschränkt und nicht zusammenhän-
gend sein kann. Da die Zielfunktionswerte im Allgemeinen nicht analytisch berechnet werden
können, sind exakte Optimierungsverfahren zum Lösen dieser Aufgaben nicht anwendbar. Die
Zielfunktionsauswertungen dauern häuﬁg mehrere Minuten oder Stunden, sodass ein Verfah-
ren eingesetzt werden sollte, das mit wenigen Funktionsaufrufen zufriedenstellende Lösungen
liefert. Aufgrund der limitierten Anzahl von Funktionsauswertungen ist die Ermittlung des
Optimums in den meisten Fällen nicht möglich. Eine Parallelisierung des Optimierungsver-
fahrens kann nur eingeschränkt zur Verfügung stehen, falls begrenzt viele Funktionsaufrufe
gleichzeitig vorgenommen werden können. Dies ist beispielsweise der Fall, wenn beschränkt
viele Rechenkapazitäten oder Lizenzen für Simulationssoftware zur Verfügung stehen. Die
auftretenden Zielfunktionen sind oft nicht vergleichbar, stehen im Konﬂikt zueinander und
besitzen trotz ihrer lokalen Glattheit viele lokale Optima. Diese sind unter Umständen we-
sentlich verschieden, sodass ein hohes Verbesserungspotenzial in den einzelnen Zielen existiert.
Ein mögliches Rauschen bewirkt, dass man ähnliche Ergebnisse für wiederholte Funktions-
auswertungen erhält.
In den folgenden Kapiteln werden zwei Optimierungsverfahren vorgestellt, welche zum Lösen
von Blackbox-Optimierungsproblemen eingesetzt werden können.
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Die Partikelschwarmoptimierung, kurz PSO, wurde von James Kennedy und Russell Eberhart
im Jahre 1995 eingeführt (vgl. [22]). Aber erst seit 1998 wird dieses Optimierungsverfahren
genauer erforscht, was an den rasanten Anstieg von Publikationen zu erkennen ist (vgl. [18]).
Dabei hat sich gezeigt, dass die PSO bei einer Vielzahl von Problemstellungen eingesetzt
werden kann. In der Praxis verwendet man das Verfahren unter anderem zur Erkennung von
Parkinson Erkrankungen (vgl. [12]) und zur Erstellung von Stundenplänen (vgl. [4]). Neben
der Optimierung wird das Schwarmverhalten für graﬁsche Anwendungsgebiete genutzt. For-
scher am Massachusetts Institute of Technology (MIT) imitieren dieses natürliche Phänomen
und entwickeln zurzeit ein Freiform-Display, um dreidimensionale Bilder zu visualisieren
(vgl. [20]).
Zunächst wird in diesem Kapitel die PSO motiviert und auf die Entstehungsgeschichte ein-
gegangen. Der Verlauf dieses Optimierungsverfahrens und mögliche Erweiterungen werden in
den darauf folgenden Kapiteln vorgestellt. Anschließend wird untersucht, wie die Zielfunkti-
onsauswertungen bei der PSO erfolgen sollen, insbesondere bei multikriteriellen Optimierungs-
aufgaben. Nach dem Abschnitt 3.5 über den Umgang mit Restiktionen, schließt das Thema
der Abbruchbedingungen und eine kurze Zusammenfassung der Partikelschwarmoptimierung
dieses Kapitel ab.
Es sei im Folgenden stets ein Schwarm S := {1, . . . , P} bestehend aus P ∈ N Partikeln
gegeben, deren Positionen mit ps und Geschwindigkeiten mit vs für alle s ∈ S bezeichnet
werden.
3.1 Motivation
Ähnlich wie bei den genetischen Algorithmen ist auch dieses Optimierungsverfahren durch
Beobachtungen in der Natur entstanden. Ausgangspunkt für die Entwicklung der Partikel-
schwarmoptimierung war das Boids-Model von Craig Reynolds (vgl. [29]), mit dem er das
ästhetische Schwarmverhalten von Tieren für Filme und Computersimulationen nutzen woll-
te. Die einzelnen Individuen des Schwarms, die sogenannten Boids, kooperieren untereinander,
um so zielgerecht zu handeln. Vogelschwärme sind ein bekanntes Beispiel für diese Eﬃzienz.
Ein einzelner Vogel ist vergleichsweise primitiv und dennoch ist der Schwarm erfolgreich,
indem jedes Individuum einfachen Regeln gehorcht, die hauptsächlich von seinen Nachbarn
abhängig sind. Auf diese Art und Weise entsteht ein sogenanntes emergentes Bewegungsmus-
ter1. Im Boids-Model existieren drei Regeln:
1. Ausrichtung: Jeder Boid bewegt sich in die ähnliche Richtung wie seine Nachbarn.
2. Kohäsion: Sind die Nachbarn des Boids weit entfernt, so nähert sich der Boid diesen an.
3. Trennung: Zur Vermeidung von Kollisionen bewegen sich Boids, die nahe beieinander
liegen, voneinander weg.
In Abbildung 3.1 sind die möglichen Bewegungen dargestellt, wobei die obere Ecke der Drei-
ecke die Richtung der Boids anzeigt. Das dunkelblaue Dreieck ist der jeweilige Boid, der die
1 Das Bewegungsmuster des Schwarms erweist sich als außerordentlich komplex bzw. geordnet und es lässt
sich nicht darauf schließen, dass die einzelnen Partikel primitiven Regeln folgen.
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Bewegungen gemäß den drei Regeln ausführt, und die restlichen Dreiecke sind alle zugehörigen
Nachbarn. Die oberen drei Boxen zeigen den jeweiligen Ausgangszustand und in den unteren
Boxen sind die Positionen der Boids nach der entsprechenden Bewegung zu erkennen.
Abbildung 3.1: Ausrichtung, Kohäsion und Trennung im Boids-Model
Erweitert wurde dieses Model von Heppner und Grenander, die dem Boids-Model Rastplätze
hinzufügten (vgl. [17]). Jeder Boid verfolgt zwei Ziele, die im Konﬂikt zueinander stehen.
Zum einen möchte der Boid zu einem Rastplatz und zum anderen im Schwarm verbleiben.
Der Wunsch zu rasten wird größer, wenn sich der Boid dem Rastplatz nähert. Daraus folgt,
dass dieser Boid auch seine Nachbarn zum Rastplatz zieht und so den gesamten Schwarm in
die richtige Richtung lenkt.
Kennedy und Eberhart haben mittels der Vorarbeiten von Reynolds, Heppner und Grenander
die Partikelschwarmoptimierung entwickelt. Sie deﬁnierten die Individuen des Schwarms als
kollisionsfreie Partikel, die jeweils eine potenzielle Lösung darstellen. Der Schwarm ist auf der
Suche nach dem besten Futterplatz, dessen Position durch einen Vektor repräsentiert wird.
Ziel der einzelnen Partikel ist es nun, den Abstand zu diesem Vektor zu minimieren. Jedes
Partikel s ∈ S kennt seine bisherige beste Position pbs und den Ort des besten Partikels im
Schwarm, der mit pg bezeichnet wird. Ausgehend von diesen Informationen bewegt sich ein
Partikel in die Richtung, wo die Erfolgsaussichten hoch sind, d.h. in Richtung pbs und pg.
Durch dieses soziale Verhalten wird das Wissen über den Suchraum kontinuierlich verbessert.
3.2 Ablauf
Es sei eine einkriterielle, unrestringierte Optimierungsaufgabe min f(x) s.t. x ∈ RN gegeben.
Zunächst werden alle Partikel s des Schwarms S initialisiert, indem man diesen zufällig eine
Position ps := (ps1, . . . , p
s
N )
T und Geschwindigkeit vs := (vs1, . . . , v
s
N )
T zuweist. Nach der Funk-
tionsauswertung, erfolgt das Bestimmen der persönlich und global besten Position. Ist dies
geschehen, passt man die Geschwindigkeiten der Partikel an und aktualisiert deren Position.
Nun werden die Partikel an ihren neuen Positionen ausgewertet und es erfolgt abermals die
Ermittlung der besten Positionen und der neuen Geschwindigkeiten bzw. Positionen. Dieser
Prozess wird solange fortgesetzt, bis das Abbruchkriterium erfüllt ist. Der Ablauf der klas-
sischen PSO, wie sie in [22] und [21] eingeführt wurde, lässt sich durch den Algorithmus 3.1
zusammenfassen. Man beachte, dass sich die PSO leicht parallelisieren lässt, da alle Partikel
im Schritt 3 von Algorithmus 3.1 zum selben Zeitpunkt ausgewertet werden.
Betrachten wir den Prozess zum Zeitpunkt t + 1 ∈ N. Nachdem die Funktionsauswertung
erfolgt ist, wird gemäß (3.1) die persönlich beste Position im Laufe der Optimierung ermittelt:
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Algorithmus 3.1 Partikelschwarmoptimierung
Eingabe : Unrestringierte Optimierungsaufgabe min f(x) s.t. x ∈ RN
Ausgabe : Ergebnis der Optimierung
1: Initialisierung: Jedes Partikel bekommt eine zufällige Position und
Geschwindigkeit zugewiesen
2: solange Abbruchbedingung nicht erfüllt
3: Zielfunktionsauswertung für jedes Partikel
4: Bestimme global beste Position im Schwarm
5: fu¨r jedes s ∈ S
6: Berechne die persönlich beste Position
7: Berechne die neue Geschwindigkeit
8: Berechne die neue Position
pbs (t+ 1) :=
{
pbs (t) für f
(
pbs (t)
) ≤ f (ps (t+ 1))
ps (t+ 1) für f
(
pbs (t)
)
> f (ps (t+ 1)).
(3.1)
Hat sich das Partikel s verbessert, so wird pbs (t+ 1) durch die neue Position überschrie-
ben, ansonsten bleibt pbs unverändert. Die global beste Position pg im Schwarm ergibt sich
selbsterklärend:
pg (t+ 1) := arg min {f (ps (t+ 1)) : s ∈ S} . (3.2)
Zur Berechnung des neuen Geschwindigkeitsvektors vs (t+ 1) des Partikels s benötigt man
neben der kognitiven und sozialen Komponente die aktuelle Geschwindigkeit vs (t), die blitz-
artige Geschwindigkeitsveränderungen verhindern soll. Der kognitive Anteil bewertet den Ab-
stand zu der persönlich besten Position und der soziale Teil den Abstand zum besten Partikel
im Schwarm. Die Formel für das Geschwindigkeitsupdate lautet:
vs (t+ 1) := vs (t) + c1 · r1 ·
(
pbs (t)− ps (t)
)
+ c2 · r2 · (pg (t)− ps (t)) , (3.3)
wobei r1, r2 ∈ U (0, 1) gleichverteilte Zufallsgrößen und c1, c2 ∈ R≥0 Faktoren sind, die den
Einﬂuss des kognitiven bzw. sozialen Anteils steuern. Ist c2 > c1, so tendiert der Schwarm zu
einer Exploitation, da alle Partikel vom besten Partikel verstärkt angezogen werden und sich
folglich in einem bestimmten Gebiet des Suchraumes konzentrieren. Die schnelle Konvergenz
ist unter Umständen von Nachteil, wenn sich das beste Partikel in einem Optimum beﬁndet,
welches nur lokal ist. Mit c1 > c2 erreicht man eine stärkere Exploration des Raumes, das
dazu führen kann, dass das Verfahren langsam konvergiert. Bei der ersten Variante der PSO
wurde c1 = c2 = 2 gesetzt (vgl. [22]). Es sei erwähnt, dass man c1 und c2 auch während des
Verfahrens verändern kann, zum Beispiel indem man dem jeweiligen Faktor eine obere und
untere Schranke vorgibt (vgl. [5]).
Als Geschwindigkeitsbeschränkung wird die maximale Geschwindigkeit V maxn ∈ R+ für jede
Dimension n ∈ {1, . . . , N} des Suchraumes und ∀ s ∈ S eingeführt:
vsn (t+ 1) :=

V maxn für v
s
n > V
max
n
−V maxn für vsn < −V maxn
vsn (t+ 1) sonst.
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Liegen Partikel weit von pbsn oder p
g
n entfernt, so ist die neue Geschwindigkeit der Partikel
tendenziel groß, was zu einem Überspringen von Optima oder zum Verlassen des Suchraumes
führen kann, wenn V maxn zu groß gewählt wird. Um eine langsame Suchgeschwindigkeit und
vorzeitige Konvergenz in lokalen Optima zu vermeiden, sollte V maxn aber auch nicht zu klein
gesetzt werden. Ist der Suchraum durch Box-Restriktionen (vgl. Aufgabe (2.2)) beschränkt, so
hat sich die Wahl V maxn = x
U
n (vgl. [32]) bzw. V
max
n =
xUn−xLn
2 als geeignet erwiesen. Die neue
Position des Partikels ergibt sich aus der Summe von alter Position und neuer Geschwindigkeit:
ps (t+ 1) := ps (t) + vs (t+ 1) . (3.4)
Abbildung 3.2 veranschaulicht die Berechung der neuen Geschwindigkeit und Position zum
Zeitpunkt t + 1, wobei die aktuelle Position ps (t), die Geschwindigkeit vs (t), die besten
Partikel pg (t) bzw. pbs (t) und die Parameter c1, c2, r1, r2 geeignet gewählt wurden. Die neue
Geschwindigkeit vs (t+ 1) wird mit dem roten Pfeil dargestellt und die errechnete Postion
ps (t+ 1) mit dem dunkelblauen Kreis.
Abbildung 3.2: Bewegung eines Partikels zum Zeitpunkt t
In Abbildung 3.2 ist zu erkennen, dass sich das Partikel s in Richtung von pg (t) und pbs (t)
bewegt hat. Durch die Orientierung am besten Partikel bzw. das Wissen über die eigene beste
Position, erhoﬀt man sich, dass schlechte Partikel von guten Partikeln mitgezogen werden und
sich damit der Schwarm sukzessive verbessert. Die besten Partikel ändern ihre Geschwindigkeit
bzw. Richtung kaum. Dennoch verharren sie nicht im Stillstand, um so neue Gebiete des
Suchraumes zu erreichen, die potentiell bessere Punkte enthalten können.
3.3 Erweiterungen
Die PSO ist in ihrer klassischen Form ein einfaches Verfahren, welches sich leicht auf allgemeine
Optimierungsprobleme erweitern lässt. Die Orientierung am global besten Partikel erweist
sich bei multimodalen Aufgaben als ungeeignet. Wenn jedes Partikel stattdessen nur in der
Nachbarschaft das beste Individuum sucht, dann könnte dies ein geeigneteres Vorgehen sein.
3.3.1 Nachbarschaften
Es existieren verschiedene Nachbarschaftstopologien, deren Strukturen man a priori wählen
kann oder während des Verfahrens aktualisiert. Im Folgenden werden drei Topologien be-
trachtet. Weitere Vorschläge sind in [6] und [3] zu ﬁnden. Man beachte, dass jedes Partikel
trivialerweise ein Nachbar von sich selbst ist.
In der Global-Topologie gbest, welches die ursprüngliche Nachbarschaftsstruktur der PSO ist
(vgl. [21]), sind alle Partikel miteinander verbunden, d.h. jedes Partikel hat P Nachbarn
und kennt die Position des besten Partikels im Schwarm. Somit werden alle Partikel vom
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global besten Partikel angezogen, was zu einer schnellen Konvergenz in einem Punkt führen
kann, welcher nur ein lokales Minimum ist. Ist bekannt, dass es sich um ein unimodales
Optimierungsproblem handelt, so ist diese Nachbarschaftsstruktur die beste Wahl.
Um eine vorzeitige Konvergenz zu vermeiden, hat jedes Partikel in der Circle-Topologie lbest
nur R ∈ {1, . . . , P − 1} Nachbarn. Die Wahl der Nachbarn kann zufällig erfolgen oder man
ordnet jedem Partikel s ∈ S die Rs Partikel zu, die den kleinsten Abstand, im Sinne einer
zugehörigen Metrik, zu s haben. In der Regel werden die Nachbarschaften zu Beginn des
Verfahrens festgesetzt, da die Aktualisierung der Nachbarn und Abstandsbestimmung aller
Partikel unnötiger Rechenaufwand sind, der zu keiner signiﬁkanten Leistungssteigerung führt
(vgl. [6]). Ist Rs > 3, so ist die zu vermutende Symmetrie der Nachbarschaft nicht gegeben,
d.h. nicht jedes Partikel, das Nachbar von s ist, hat auch s als Nachbarn (vgl. [6]). Mittels der
entstehenden Ringstruktur wird ein größerer Bereich des Suchraums abgedeckt und vermieden,
dass alle Partikel von einem lokal optimalen Partikel angezogen werden. Für multimodale
Aufgaben ist diese Topologie der Global-Topologie vorzuziehen.
Die Wheel-Topologie ist ebenfalls geeignet für Probleme mit mehreren lokalen Optima. Es
existiert ein Partikel sˆ, das mit allen Partikeln verbunden ist, und alle Partikel s 6= sˆ haben
ausschließlich das Partikel sˆ und sich selbst als Nachbarn. Das global beste Partikel kennt
in der Regel nur sˆ, folglich bewegt sich sˆ in Richtung des besten Nachbarn. Ist jedoch sˆ das
global beste Partikel, so bewegt sich der gesamte Schwarm in dessen Richtung. Mit dieser
Strategie erreicht man ebenfalls eine Verzögerung bzw. Vermeidung der Konvergenz in ein
lokales Optimum.
In Abbildung 3.3 sind die eben eingeführten Topologien am Beispiel eines Schwarms mit acht
Partikeln dargestellt, die Pfeile symbolisieren Nachbarschaftsbeziehungen.
Abbildung 3.3: Nachbarschaftsstrukturen: Global-Topologie, Circle-Topologie (R = 2) und
Wheel-Topologie
Im Folgenden wird die Nachbarschaft des Partikels s ∈ S mit Ns bezeichnet und die Formel
(3.2) modiﬁziert, da im Allgemeinen kein globales, sondern ein lokales Optimum für jedes
Partikel berechnet wird:
pls (t+ 1) := arg min
{
f
(
pj (t+ 1)
)
: j ∈ Ns
}
. (3.5)
Man beachte, dass aus Ns = S ∀ s ∈ S folgt: pg (t+ 1) = pls (t+ 1) ∀ s ∈ S. Somit ist (3.2)
ein Spezialfall von (3.5). Aus diesem Grund wird die Formel (3.3) durch (3.6) ersetzt:
vs (t+ 1) := vs (t) + c1 · r1 ·
(
pbs (t)− ps (t)
)
+ c2 · r2 ·
(
pls (t)− ps (t)
)
, (3.6)
wobei die Parameter wie in Abschnitt 3.2 erklärt sind.
Neben der Topologie hat auch die Größe der Nachbarschaften Einﬂuss auf das Konvergenz-
verhalten des Schwarms. Besteht die Nachbarschaft aus wenigen Partikeln, so konvergiert das
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Verfahren in der Regel langsam, jedoch ist es weniger anfällig für die Konvergenz in lokale
Optima. Der entgegengesetzte Eﬀekt tritt auf, wenn jedes Partikel nahezu alle Partikel als
Nachbarn hat.
3.3.2 Geschwindigkeitsvektor
In der klassischen PSO von Kennedy und Eberhart [21] wurde eine maximale Geschwindigkeit
eingeführt, damit sich die Partikel nicht zu schnell bewegen und so den Suchraum verlassen
bzw. optimale Lösungen überspringen (vgl. Abschnitt 3.2). Dasselbe Ziel verfolgt das Träg-
heitsgewicht (engl. inertia weight) ω ∈ R≥0. Die Formel (3.6) für das Geschwindigkeitsupdate
zum Zeitpunkt t+ 1 wird modiﬁziert und man erhält für alle Partikel s ∈ S:
vs (t+ 1) := ω · vs (t) + c1 · r1 ·
(
pbs (t)− ps (t)
)
+ c2 · r2 ·
(
pls (t)− ps (t)
)
. (3.7)
Wählt man ω > 1, so führt dies zu einer Vergrößerung der Geschwindigkeit und damit zu einer
guten Exploration. Aber damit besteht wieder die Gefahr, dass Optima übersprungen werden.
Zu einer Geschwindigkeitsabnahme kommt es, wenn ω < 1 ist. Jedoch darf ω nicht zu klein
gewählt werden, da sonst der Schwarm zu einer vorzeitigen Konvergenz in ein lokales Optimum
tendiert. In der Praxis hat sich das schrittweise Verringern des Trägheitsgewichtes als eine gute
Variante erwiesen, indem man eine obere Schranke ωmax und eine untere Schranke ωmin für
ω vorgibt. Shi und Eberhart wählten in [32] ωmax = 0.9 und ωmin = 0.4 und verringerten ω
während des Prozesses linear. Die Gleichung (3.6) erhält man, wenn ω = 1 gesetzt wird, d.h.
keine Dämpfung oder Verstärkung auftritt.
Eine weitere Möglichkeit, die Geschwindigkeit im Laufe des Prozesses zu beeinﬂussen, erfolgt
mit dem Drosselungsfaktor (engl. constriction factor) χ, welcher von Clerc eingeführt wurde
und in [6] zu ﬁnden ist. Der Drosselungsfaktor wird mittels folgendem Quotienten bestimmt:
χ :=
2∣∣∣2− ϕ−√ϕ2 − 4ϕ∣∣∣ , (3.8)
wobei ϕ := c1+c2 und ϕ > 4. Im Gegensatz zum Trägheitsgewicht spielt die soziale und kogni-
tive Komponente eine Rolle bei der Berechnung des Drosselungsfaktors, welcher im Gegenzug
die beiden Komponenten bei der Bestimmung der neuen Geschwindigkeit beeinﬂusst:
vs (t+ 1) := χ ·
(
vs (t) + c1 · r1 ·
(
pbs (t)− ps (t)
)
+ c2 · r2 ·
(
pls (t)− ps (t)
))
. (3.9)
Das folgende Theorem garantiert, dass durch den Drosselungsfaktor stets eine Dämpfung der
Geschwindigkeit auftritt.
Theorem 3.3.1. Falls ϕ > 4, so gilt: 0 < χ < 1.
Beweis. Zunächst stellen wir fest, dass sich der Nenner äqivalent als∣∣∣2− ϕ−√ϕ2 − 4ϕ∣∣∣ = ∣∣∣−2 + ϕ+√ϕ2 − 4ϕ∣∣∣ = ϕ− 2 +√ϕ2 − 4ϕ > 0
schreiben lässt. Da ϕ > 4, so folgt
√
ϕ2 − 4ϕ > 0 und damit
χ =
2
ϕ− 2 +
√
ϕ2 − 4ϕ <
2
4− 2 = 1.
Weiter gilt für φ > ϕ > 4:√
φ2 − 4φ =
√
φ · (φ− 4) >
√
ϕ · (ϕ− 4) =
√
ϕ2 − 4ϕ.
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Damit ist χ streng monoton fallend für wachsende ϕ.
Aus
lim
ϕ→∞
2
ϕ− 2 +
√
ϕ2 − 4ϕ = limϕ→∞
2
ϕ− 2 + ϕ = 0
folgt die Behauptung.
Ist der Drosselungsfaktor χ bekannt, so lassen sich geeignete Konstanten c1 und c2 sowie
ein Trägheitsgewicht ω ﬁnden, für die (3.7) äquivalent zu (3.9) ist (vgl. [11]). Die Umkeh-
rung gilt ebenfalls, d.h. wir können uns im Folgenden auf eine der beiden Möglichkeiten des
Geschwindigkeitsupdates beschränken.
3.4 Zielfunktionsauswertung
In diesem Abschnitt wird die Funktionsauswertung bzw. die Bewertung der Partikel behandelt.
Schwerpunkt ist das Vorgehen bei multikriteriellen Optimierungsaufgaben, welches sich in
mehrere Teilschritte gliedert, die im Unterabschnitt 3.4.2 genauer betrachtet werden.
Es sei im Folgenden stets eine unrestringierte Optimierungsaufgaben gegeben. Der Umgang
mit Restriktion wird im Abschnitt 3.5 vorgestellt.
3.4.1 Einkriterielle Optimierungsaufgabe
Ist nur eine Zielfunktion f : RN −→ R gegeben, so wird jedem Partikel s ∈ S zum Zeitpunkt
t ∈ N der entsprechende Funktionswert an der aktuellen Position ps (t) zugewiesen. Anschlie-
ßend folgt die Bestimmung der persönlich und lokal besten Position sowie das Update der
Geschwindigkeit und Position, wie im Abschnitt 3.2 erläutert wurde.
3.4.2 Multikriterielle Optimierungsaufgabe
Bei Optimierungsaufgaben mit mehreren Zielfunktionen fi : RN −→ R (i = 1, . . . , I) gibt es
einige Ansätze, die angewendet werden können. Auf die Standardverfahren, die im Abschnitt
2.3 eingeführt wurden, soll im Folgenden nicht eingegangen werden. Das Vorgehen wurde aus-
reichend beschrieben und lässt sich ebenfalls für die Partikelschwarmoptimierung anwenden.
Bei Tests hat sich dieser Ansatz als ungeeignet erwiesen, da unter anderem die Wahl der
Gewichte bei der Methode der gewichteten Summe bzw. die Wahl der Schranken bei der ε-
Constraint-Methode problematisch ist (vgl. Abschnitt 2.3). Weitere Möglichkeiten im Umgang
mit multikriteriellen Optimierungsaufgaben sind unter anderem in [18] nachzulesen.
In dieser Arbeit wird der Ansatz der ﬁtnessbasierten Bewertung behandelt. Die Idee besteht
darin, über alle Zielfunktionen zu optimieren, wobei jedem Partikel ein Fitnesswert zugewiesen
wird, welcher sich aus einem Rang bezüglich der Dominanzrelation und der Verteilung der
Partikel errechnet. Das Vorgehen ist an die Non-dominated sorting-Methode des NSGA-II
angelehnt (vgl. [7]).
3.4.2.1 Ranking
Zunächst wird jedem Partikel einen Rang zugewiesen und so die Pareto-Menge in mehrere
Fronten eingeteilt. Eine Front ist eine Menge, die ausschließlich Partikel mit demselben Rang
beinhaltet. Der Rang ist eine Einteilung des Schwarms bezüglich der Dominanzrelation, die im
Abschnitt 2.3.1 eingeführt wurde. Partikel mit Rang eins sind die aktuell nicht-dominierten
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Punkte. Umso höher der Rang, desto weiter sind die zugehörigen Partikel von der Pareto-Front
entfernt.
Folgendes Vorgehen veranschaulicht die Rangermittlung:
Man bestimmt zunächst alle nicht-dominierten Lösungen des Schwarms, diese bekommen den
Rang eins zugewiesen. Jetzt werden diese Partikel aus dem Schwarm gelöscht und erneut die
nicht-dominierten Lösungen des neu erhaltenen Schwarms ermittelt. Sie erhalten den Rang
zwei. Analog bestimmt man den Rang jedes Partikels. Nachstehende Abbildung 3.4 illustriert
die Rangeinteilung.
1f
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G
Abbildung 3.4: Fronten eines Schwarms mit zwei zu minimierenden Zielfunktionen, wobei die
Zahl im Kreis dem Rang des zugehörigen Partikels entspricht
Die vier hellblauen Partikel A bis D aus Abbildung 3.4 sind vom Rang eins, da sie von keinem
anderen Partikel dominiert werden. Partikel B undC dominieren hingegen Partikel E, welches
somit den Rang zwei zugewiesen bekommt. Die übrigen zwei Partikel F und G werden vom
Partikel E dominiert. Folglich ist Partikel F und G vom Rang drei.
Um die Rangzahlen eﬀektiv zu berechnen, werden folgende zwei Größen für jedes Partikel
s ∈ S eingeführt:
1. ns sei die Anzahl der Partikel, die das Partikel s dominieren,
2. Ss sei die Menge aller Partikel, die Partikel s dominiert.
Der angegebene Algorithmus 3.2 aus [9] mit Laufzeit O (I · P 2) berechnet zunächst ∀ s ∈ S
die obigen Größen ns und Ss. Alle Partikel, die nicht-dominiert sind, d.h. ns = 0, werden in
F1 gespeichert. Die Menge Fk wird als aktuelle Front bezeichnet, wobei alle Partikel in dieser
Front den Rang k haben. Jetzt werden die ns der Partikel aktualisiert, die von Partikeln aus der
aktuellen Front dominiert werden. Dazu wird die entsprechende Anzahl der dominierenden
Partikel vom aktuellen ns substrahiert. Ist dadurch ein Partikel nicht-dominiert geworden,
wird es in die neue aktuelle Front aufgenommen. Nun wird dieses Verfahren mit dieser Front
fortgesetzt, bis alle Partikel einer Front zugeteilt wurden.
Dies ist der erste Schritt der Fitnessbewertung der Partikel, welche indirekt proportional zum
Rang sein sollte, da Partikel mit niedrigem Rang nahe an der Pareto-Front liegen.
3.4.2.2 Crowding Distance
Die Crowding Distance, welche sich sinngemäß mit Nachbarschaftsdichte übersetzen lässt,
wurde erstmalig von Deb im NSGA-II (vgl. [7]) verwendet und ist ein Maß für die Dichte der
nicht-dominierten Lösungen. Berechnungsvorschriften für die Crowding Distance sind unter
anderem in [9] und [1] zu ﬁnden.
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Algorithmus 3.2 Non-Dominated Sorting Algorithmus
Eingabe : Schwarm S mit P ∈ N Partikel
Ausgabe : Rangzahlen rs ∀ s ∈ S
1: ns := 0 und Ss := ∅ ∀ s ∈ S, P1 := ∅
2: fu¨r jedes s ∈ S
3: fu¨r jedes j ∈ S \ {s}
4: wenn ps ≺ pj
5: Ss := Ss ∪ {j}
6: sonst
7: wenn pj ≺ ps
8: ns := ns + 1
9: wenn ns = 0
10: F1 := F1 ∪ {s}
11: rs := 1
12: k := 1
13: solange Fk 6= ∅
14: Q := ∅
15: fu¨r jedes p ∈ Fk
16: fu¨r jedes q ∈ Sp
17: nq := nq − 1
18: wenn nq = 0
19: Q := Q∪ {q}
20: k := k + 1
21: Fk := Q
22: rs := k
Es seien I ∈ N Zielfunktionen gegeben und F1 6= ∅ die erste Front des Schwarms. Mit fmaxi
bzw. fmini wird der momentan größte bzw. kleinste Funktionswert der Funktion i ∈ {1, . . . , I}
bezeichnet. Zunächst werden die Partikel s ∈ F1 in der ersten Front entsprechend ihrer Funk-
tionswerte sortiert. Wir schreiben für die Crowding Distance kurz CD und deﬁnieren sie wie
folgt:
CD : F1 −→ [0, I] : s 7−→

∑I
i=1
(fi(ps+1)−fi(ps))·(fi(ps)−fi(ps−1))
(fmaxi −fmini )
2 für s /∈ F∗1
I sonst.
(3.10)
wobei F∗1 :=
{
s ∈ F1|∃ i ∈ {1, . . . , I} : fi (ps) = fmini ∨ fi (ps) = fmaxi
}
die Randpunkte ent-
hält, d.h. die Partikel, die mindestens eine Zielfunktion minimieren oder maximieren. Die
Crowding Distance ist oﬀensichtlich null, wenn ein Partikel mehrfach im Schwarm existiert.
Umso höher die Crowding Distance eines Partikels, desto weniger Partikel haben ähnliche
Funktionswerte. Die Randpunkte bilden eine Ausnahme, sie werden mit I initialisiert, denn
es gilt ∀s /∈ F∗1 , ∀ i ∈ {1, . . . , I}:
fi
(
ps+1
)− fi (ps) < fmaxi − fmini
fi (ps)− fi (ps) < fmaxi − fmini
}
=⇒
I∑
i=1
(
fi
(
ps+1
)− fi (ps)) · (fi (ps)− fi (ps−1))(
fmaxi − fmini
)2 < I.
Somit haben Randpunkte stets eine höhere Crowding Distance als die Nicht-Randpunkte. Bei
der Fitnessbewertung sind Partikel mit einer hohen Crowding Distance zu bevorzugen, da
man eine gleichmäßige Verteilung und Ausdehnung der nicht-dominierten Punkte erhalten
möchte.
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3.4.2.3 Adaptive Sharing
Mit dieser Methode aus [1] wird die Verteilung des Schwarms anhand der dominierenden Par-
tikel bewertet. Es sei S ein Schwarm und ns die bereits aus dem Ranking bekannte Zahl,
die der Anzahl der dominierenden Partikel des Partikels s ∈ S entspricht, gegeben. Die Sha-
ring Intensity SI, die den Abstand eines Partikels zur Pareto-Menge bewertet, ist wie folgt
deﬁniert:
SI : S −→ [0, 1) : s 7−→ 1− 1
1 + ns
. (3.11)
nicht-dominierte Partikel haben somit eine Sharing Intensity von null. Je größer die Sharing
Intensity eines Partikels s ∈ S ist, desto mehr Partikel dominieren s. Bei der Fitneßbewertung
sollten Partikel mit kleiner Sharing Intensity besser bewertet werden, da diese näher an der
Pareto-Menge liegen als Partikel mit hoher Sharing Intensity.
3.4.2.4 Fitnessbewertung
Es sei für jedes Partikel s ∈ S der Rang rs, die Sharing Intensity SI (s) bzw. die Crowding
Distance CD (s) bekannt. Wie in den vorhergehenden Abschnitten bereits erläutert wurde,
sollen Partikel bevorzugt werden, die einen niedrigen Rang, eine niedrige Sharing Intensity
bzw. eine hohe Crowding Distance haben. Aufgrund dieser Vorüberlegungen wird folgende
Fitnessfunktion zur Bewertung der Partikel gewählt:
FI : S 7−→ [0,∞) : s 7−→
{
1 + 11+CD(s) für s ∈ F1
rs + SI (s) sonst.
(3.12)
Ist der Fitnesswert für jedes Partikel bekannt, so erfolgt auf dessen Grundlage die Bestimmung
der lokal besten Position, wobei nicht über die einzelnen Zielfunktionen minimiert wird, son-
dern über die errechnete Fitnessfunktion. Man beachte, dass in (3.12) die Restriktionen einer
Optimierungsaufgabe vernachlässigt werden. Wie die Fitnessbewertung bei einem Problem
mit Nebenbedingungen erfolgen kann, wird im Abschnitt 3.5 erläutert.
Die Fitnessbewertung ist abhängig vom aktuellen Zeitpunkt. Ein Partikel kann zur Zeit t∗
einen niedringeren Fitnesswert als zum Zeitpunkt t+ haben und dennoch zum Zeitpunkt t+
näher an der Pareto-Front liegen. Betrachten wir dazu Abbildung 3.5.
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Abbildung 3.5: Schwarm bestehend aus fünf Partikeln zu unterschiedlichen Zeitpunkten bei ei-
ner Aufgabe mit zwei zu minimierenden Zielfunktionen und bekannter Pareto-
Front (dunkelblaue Linie)
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Auf der linken Seite von Abbildung 3.5 ist der Schwarm zum Zeitpunkt t∗ und auf der rechten
Seite zum Zeitpunkt t+ dargestellt. Man erkennt, dass das Partikel B zum Zeitpunkt t∗ vom
Rang eins ist und zum Zeitpunkt t+vom Rang zwei. Folglich ist der Fitnesswert von B auf
der linken Seite kleiner als auf der rechten Seite. Dennoch liegt das Partikel B rechts deutlich
näher an der Pareto-Front als links.
Aus diesem Grund ist eine Bestimmung der persönlich besten Position pbs auf Grundlage des
Fitnesswertes für die Partikel s ∈ S im Allgemeinen nicht möglich, sodass die Komponente
c1 · r1 ·
(
pbs (t)− ps (t)) aus (3.6) bei multikriteriellen Optimierungsaufgaben gestrichen wird.
Durch zusätzlichen Speicher- und Rechenaufwand könnte man die bisherigen Positionen der
Partikel speichern und für diese zu jedem Zeitpunkt ebenfalls eine Fitnessbewertung durch-
führen, um so die persönlich beste Position zu bestimmen. Bei der Implementierung zeigte
sich, dass dies zu keiner nennenswerten Verbesserung führte, sodass sich im Folgenden das
Geschwindigkeitsupdate zum Zeitpunkt t+1 bei Aufgaben mit mehreren Zielfunktionen ergibt
als
vs (t+ 1) := vs (t) + c2 · r2 ·
(
pls (t)− ps (t)
)
. (3.13)
3.4.2.5 Pareto-Term
Um einen Sog an die Pareto-Front zu erhalten, wird das Geschwindigkeitsupdate (3.13) in
dieser Arbeit um einen weiteren Term, den sogenannten Pareto-Term, erweitert:
vs (t+ 1) := vs (t) + c2 · r2 ·
(
pls (t)− ps (t)
)
+ c3 · r3 · (pzs (t)− ps (t)) . (3.14)
Dafür wird für jedes Partikel s ∈ S zufällig ein Partikel zs aus der Pareto-Menge gewählt,
an dessen Position sich s ebenfalls orientieren soll. Analog zu der sozialen Komponente, ist
r3 ∈ U (0, 1) eine Zufallszahl und c3 eine positive Konstante, die den Einﬂuss des Pareto-Terms
steuern. Die nachstehende Abbildung soll die Aufnahme dieser Komponente motivieren.
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Abbildung 3.6: Einﬂuss des Pareto-Terms
Die blauen Kreise A bis D in Abbildung 3.6 entsprechen den nicht-dominierten Partikeln des
Schwarms. Für die Punkte, die auf der Pareto-Front (dunkelblaue Linie) liegen und bereits
gefunden wurden, stehen die gestrichelten Kreise. Jeder Pfeil gibt eine Richtung an, in die sich
das zugehörige Partikel bewegt. Das linke Bild zeigt das Verhalten des Schwarms ohne den
Pareto-Term. Man erkennt, dass sich die Partikel nicht in Richtung Pareto-Front bewegen,
sondern es bereits zu einer Ausdehnung des Schwarms kommt, da alle Partikel Rang eins
haben und sich so aufgrund der Crowding Distance in Richtung Partikel A bzw. D bewegen.
Auf der rechten Seite von Abbildung 3.6 erkennt man, dass sich die Partikel zusätzlich in
Richtung der Pareto-Front bewegen.
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3.5 Behandlung von Restriktionen
Insbesondere in technischen Anwendungen treten eine Vielzahl verschiedener Restriktionen
auf. Der Umgang mit Box-Restriktionen wird im ersten Teil dieses Abschnittes behandelt.
Danach gehen wir auf die Gleichungs- und Ungleichungsnebenbedingungen aus Aufgabe (2.2)
ein.
3.5.1 Box-Restriktionen
Da der Lösungsraum für die Partikel unbekannt ist, muss der Fall betrachetet werden, in dem
die neu berechnete Position des Partikels die Box-Restriktionen des Optimierungsproblems
verletzt. Es gibt verschiedene Methoden, wie das Überschreiten der Intervallgrenzen behandelt
werden soll. Wir betrachten im Folgenden stets ein Partikel s aus dem Schwarm S zum
Zeitpunkt t+ 1, dessen n-te Komponente psn die Restriktion p
L
n ≤ psn ≤ pUn erfüllen soll, wobei
n ∈ {1, . . . , N}.
Eine Möglichkeit ist die Substitution des Intervalls
(
pLn , p
U
n
)
in das oﬀene Interval (−∞,∞),
die Randpunkte pLn bzw. p
U
n werden auf −∞ bzw. ∞ gesetzt:
d (psn) := ln
(
psn − pLn
pUn − psn
)
.
Diese Substitution ist geeignet, da für die Funktion d :
(
pLn , p
U
n
) −→ (−∞,∞) gilt:
1. d ist streng monoton wachsend, denn d′ (x) = p
U
n−pLn
(pUn−x)·(x−pLn) > 0,
2. d (x) −→ −∞ für x 7−→ pLn und d (x) −→∞ für x 7−→ pUn ,
3. d
(
pUn+p
L
n
2
)
= 0,
4. d ist punktsymmetrisch zu P
(
pUn+p
L
n
2
∣∣∣ 0), denn d (pUn + pLn − x) = −d (x) .
Die Randpunkte werden bei der Implementierung auf einen hohen Wert, zum Beispiel auf
−106 bzw. 106 gesetzt. Danach werden alle Partikel mittels d in den N -dimensionalen reellen
Raum transformiert und somit müssen die Box-Restriktionen nicht mehr beachtet werden.
Vor der Funktions- und Restriktionsauswertung müssen die Partikel wieder in das Intervall[
pLn , p
U
n
]
zurückgeführt werden. Dazu benutzt man die Transformation
t : (−∞,∞) −→ (pLn , pUn ) : x 7−→ pLn + pUn − pLn1 + exp (−x) ,
welche oﬀensichtlich die Umkehrfunktion von d ist. Es sei erwähnt, dass die Randpunkte pLn
und pUn nicht erreicht werden, aber sich die Funktion t diesen sehr schnell annähert. Betrachten
wir dazu folgende zwei Beispiele:
1. pLn = −10, pUn = 10 =⇒ t (−10) ≈ −9.9991 und t (15) ≈ 9.999994,
2. pLn = −10000, pUn = 10000 =⇒ t (−10) ≈ −9999.1 und t (15) ≈ 9999.994.
Im Beispiel 2. erkennt man das Problem dieses Ansatzes. Das Intervall [−10000, 10000] der
Länge 20000 wird nach der Transformation schon zu fast 100% durch das Intervall [−10, 15]
ausgeschöpft, obwohl dieses nur einen Bruchteil der Länge des Ausgangsintervalls hat. Das
kann dazu führen, dass sich die Optima in einem sehr kleinen Bereich sammeln und so schwerer
zu ﬁnden sind. Liegt ein restringiertes Optimierungsproblem vor, so ist durch die Transforma-
tion eine enorme Verkleinerung des zulässigen Bereiches möglich, was das Auﬃnden zulässiger
Punkte ebenfalls erschwert.
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Daher ist dieser Ansatz bedingt zu empfehlen, wenn die Diﬀerenz zwischen pLn und p
U
n groß ist.
Dagegen kann der Ansatz erfolgversprechend eingesetzt werden, wenn das Intervall
[
pLn , p
U
n
]
eine geringe Länge hat.
Drei anschauliche Möglichkeiten im Umgang mit den Intervallgrenzen werden in [3] vorge-
schlagen und im Folgenden erläutert.
1. Stick (haften)
Das Überschreiten einer Intervallgrenze bewirkt, dass die neue Position auf die entspre-
chende Intervallgrenze gesetzt wird:
psn (t+ 1) =

psn (t+ 1) für p
s
n(t+ 1) ∈
[
pLn , p
U
n
]
pLn für p
s
n(t+ 1) < p
L
n
pUn für p
s
n(t+ 1) > p
U
n .
2. Bounce (abprallen)
Das Partikel wird um die Diﬀerenz zwischen der überschrittenen Intervallgrenze und
der neuen Position an der betreﬀenden Intervallgrenze reﬂektiert:
psn (t+ 1) =

psn (t+ 1) für p
s
n(t+ 1) ∈
[
pLn , p
U
n
]
pLn +
(
pLn − psn (t+ 1)
)
für psn(t+ 1) < p
L
n
pUn −
(
psn (t+ 1)− pUn
)
für psn(t+ 1) > p
U
n .
3. Wrap (umwickeln)
Im Gegensatz zur Bounce-Methode liegt hier das Partikel entsprechend der Diﬀerenz
zwischen überschrittener Intervallgrenze und neuer Positon an der anderen Grenze:
psn (t+ 1) =

psn (t+ 1) für p
s
n(t+ 1) ∈
[
pLn , p
U
n
]
pUn −
(
pLn − psn (t+ 1)
)
für psn(t+ 1) < p
L
n
pLn +
(
psn (t+ 1)− pUn
)
für psn(t+ 1) > p
U
n .
In der Abbildung 3.7 werden diese drei Möglichkeiten an einem Beispiel illustriert. Der hell-
blaue Kreis steht für die Position des Partikels vor der Bewegung, welche ein Verlassen der
obere Intervallgrenze bewirkt (dargestellt durch den schwarzen Pfeil). Gemäß den drei Regeln
wird jeweils die neue Position des Partikels ermittelt und durch einen dunkelblauen Kreis
symbolisiert.
U
sp
dpUs +
dpUs −
dp Ls +
L
sp
dp Ls −
Abbildung 3.7: Stick-, Bounce- und Wrap-Ansatz der PSO
Der Bounce-Ansatz und Wrap-Ansatz verringern die Konvergenz des Verfahrens, wenn das
Optimum in der Nähe einer Intervallgrenze liegt. Durch das Abprallen an der Grenze verzögert
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sich die Suche bei dem Bounce-Ansatz. Ein ähnlicher Eﬀekt tritt beim Wrap-Ansatz auf. Das
Überschreiten der Intervallgrenze kann dazu führen, dass man sich weit von einem Optimum
entfernt, obwohl man diesem schon sehr nahe war. Aus diesen Überlegungen scheint es sinnvoll,
die Stick-Methode zu nutzen.
3.5.2 Gleichungs- und Ungleichungsrestriktionen
Im Abschnitt 2 wurde bereits gezeigt, dass sich jede Gleichungsrestriktion durch zwei Un-
gleichungen äquivalent darstellen lässt. Daher werden im Folgenden ausschließlich J Unglei-
chungsrestriktionen betrachtet:
gj (x) ≤ 0
für j = 1, . . . , J . Gleichungsnebenbedingungen sind auch aus numerischer Sichtweise pro-
blematisch, da ein Computer nur eine endliche Maschinengenauigkeit aufweist, sodass die
Ergebnisse stets gerundet sind. Aus diesem Grund sollte man eine Gleichungsnebenbedingun-
gen
h (x) = 0
zur Ungleichungsnebenbedingung
−ε ≤ h (x) ≤ ε
für ein geignetes ε > 0 umformulieren.
Zunächst wird auf den klassischen Penalty-Ansatz, wie er im Abschnitt 2.4 eingeführt wurde,
eingegangen und ein modiﬁzierter Penalty-Ansatz betrachtet. Eine alternative Möglichkeit im
Umgang mit Restriktionen wird im Unterabschnitt 3.5.2.2 behandelt. Weitere Ansätze sind
zum Beispiel in [18] nachzulesen.
3.5.2.1 Penalty-Ansatz
Im Kapitel 2 wurde auf die Penalty-Methoden eingegangen. Diese sind dadurch charakterisiert,
dass die Restriktionen in die Zielfunktion aufgenommen werden, wobei der Funktionswert bei
unzulässigen Punkten erhöht wird und bei zulässigen Punkten unverändert bleibt.
Es sei für jedes Partikel s ∈ S der Fitnesswert FI (s) gemäß Formel (3.12) berechnet. Wir
führen die Penalty-Funktion FIP : RN × R>0 −→ R ein, die wie folgt deﬁniert ist:
FIP (s, α) := FI (s) + α ·
J∑
j=1
(max {0,−gj (s)})2 , (3.15)
wobei α im Laufe der Optimierung kontinuierlich vergrößert wird. Jeder Partikel bekommt
also den modiﬁzierten Fitnesswert FIP (s, α) zugewiesen, welchen es zu minimieren gilt.
In [15] wird auf die Problematik der Penalty-Methoden eingegangen. Unter anderem ist die
Lösung von (2.8) im Allgemeinen nicht exakt bestimmbar und das Problem (2.8) kann schlecht
konditioniert sein, sodass sich die Aufgabe ohne aufwendige Zusatztechniken nur schwer lösen
lässt (vgl. [15]).
Tests haben ebenfalls gezeigt, dass die Penalty-Methode nur bedingt zufriedenstellende Lösun-
gen liefert. Eine andere Methode, welche dem Penalty-Ansatz ähnelt, wird in [9] für Genetische
Algorithmen vorgeschlagen. Es wird eine Funktion FIG : RN −→ R eingeführt, welche keinen
Penalty-Parameter benötigt:
FIG (s) :=
{
FI (s) für szulässig
maxs∈S FI (s) +
∑J
j=1 max {0,−gj (s)} sonst.
(3.16)
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Oﬀensichtlich gilt, dass unzulässige Partikel stets einen schlechteren Fitnesswert zugewiesen
bekommen als zulässige. Auch dieser Ansatz hat sich bei getesteten Aufgaben als ungeeignet
erwiesen. Aus diesem Grund wird eine weitere Methode im Umgang mit Ungleichungsrestrik-
tionen betrachetet.
3.5.2.2 Pareto-Ranking
Dieser Ansatz wurde zunächst von Ray für Evolutionäre Algorithmen vorgeschlagen (vgl. [27])
und in [28] auf die PSO erweitert. Hier wird eine modiﬁzierte Methode vorgestellt, die vom
Autor dieser Arbeit entwickelt wurde. Bei dem Pareto-Ranking wird keine Penalty-Funktion
benötigt und es werden somit die oben genannten Probleme des Penalty-Ansatzes umgangen.
Es sei Matrix C ∈ RP×J≥0 zum Zeitpunkt t ∈ N wie folgt deﬁniert:
C (t) := [csj (t)] für s = 1, . . . , P und j = 1, . . . , J,
wobei csj (t) := max {0,−gj (ps (t))}.
Der Eintrag in der Zeile s und Spalte j gibt Auskunft darüber, ob Partikel s die Restriktion
j erfüllt. Ist csj (t) = 0, so erfüllt das Partikel s die zugehörige Restriktion j. Wenn das Par-
tikel unzulässig ist, dann ist der Eintrag positiv. Alle Partikel, die jede Restriktion erfüllen,
haben eine Zeilensumme von null, d.h. jeder Eintrag dieser Zeile ist null. Verletzt ein Par-
tikel mindestens eine Restriktion, so ist die Zeilensumme größer null. In Abbildung (3.8) ist
eine Visualisierung der Matrix C mit zwei Nebenbedingungen und vier Partikeln dargestellt.
Die Koordinatenachsen entsprechen den Nebenbedingungen und jeder Kreis symbolisiert den
Eintrag eines Partikels in C.
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Abbildung 3.8: Ranking von vier Partikeln bei einer Optimierungsaufgabe mit zwei
Nebenbedingungen
Oﬀensichtlich ist Partikel A zulässig und nicht-dominiert bezüglich der Spalten c1 und c2.
Im Ranking, das analog dem Ranking für die Fitnessauswertung aus Abschnitt 3.4 erfolgt,
bekommt Partikel A den Rang eins zugewiesen. Die beiden Partikel B und C erfüllen jeweils
nur eine Restriktion und sind deshalb vom Rang zwei. Dagegen ist Partikel D vom Rang drei,
da dieses jede Restriktion verletzt und vom Partikel C dominiert wird.
Durch die Rangermittlung erhält man einen Hinweis darauf, ob die Punkte zulässig sind und
wenn nicht, wie weit sie vom zulässigen Bereich im Vergleich zu den anderen Partikeln ent-
fernt liegen. Diese Information sollte in der Fitnessbewertung berücksichtigt werden, indem
zulässige Partikel besser bewertet werden als unzulässige. Es sei rCs der Rang des Parti-
kel s ∈ S bezüglich der Nebenbedingungen, cs die s-te Zeile der Restriktionsmatrix C und
rmax := max {rs|s ∈ S} der maximale Rang eines Partikels bezüglich der Zielfunktionen. Aus
der Fitnessfunktion (3.12) für unrestringierte Optimierungsaufgaben wird die allgemeine Fit-
nessfunktion
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FI : S −→ [0,∞) : s 7−→
(
rCs −
1
1 + ‖cs‖
)
· rmax +
{
1 + 11+CD(s) für s ∈ F1
rs + SI (s) sonst.
(3.17)
Existieren keine Nebenbedingungen, so wird rCs = 1 und ‖cs‖ = 0 gesetzt für alle s ∈ S.
Es gilt in diesem Fall, dass (3.17) der Formel (3.12) entspricht. Ist Partikel s zulässig, so
gilt ebenfalls die Gleicheit beider Formeln. Je mehr Restriktion ein Partikel s verletzt, desto
größer ist rCs und somit der Fitnesswert FI (s). Existieren zwei Partikel s und r mit r
C
s = r
C
r ,
so wird das Partikel bevorzugt, welches die Nebenbedingungen weniger stark verletzt, d.h.
der Betrag der jeweiligen Zeile kleiner ist. Ein zulässiges Partikel v wird in jedem Fall besser
bewertet als ein unzulässiges Partikel u, denn es gilt:
FI (v) ≤ rmax + SI (v) < rmax + 1
FI (u) > (2− 1) · rmax + 1 + 11+CD(u) > rmax + 1
}
=⇒ FI (v) < FI (u) .
Der Ansatz des Pareto-Rankings für Restriktionen kann somit als eine sinnvolle Alternati-
ve zum klassischen Penalty-Ansatz gesehen werden. Bei Tests wurde deutlich, dass dieses
Vorgehen für die Partikelschwarmoptimierung besser geeignet ist, als die Penalty-Methoden.
3.6 Abbruchbedingungen
Wie bei anderen Optimierungsverfahren stehen verschiedene Möglichkeiten zur Formulierung
einer Abbruchbedingung zur Verfügung. Das Festsetzen einer maximalen Anzahl von Funk-
tionsauswertungen ist die einfachste Variante. Da die Dauer eines Zielfunktionsausrufes in
der Regel bekannt ist, kann so die Zeit abgeschätzt werden, die das Verfahren für eine Op-
timierung benötigt. Neben dieser statischen Beschränkung kann während der Optimierung
getestet werden, ob der Schwarm sich nur noch in einem kleinen Bereich bewegt, d.h. es wird
abgebrochen, wenn gilt:
1
P − 1
P∑
s=1
‖ps − p¯‖ < ε,
wobei p¯ := 1P
∑P
s=1 p
s und ε > 0 ﬁxiert ist.
Eine weitere Möglichkeit für ein Abbruchkriterium ist die Terminierung, falls die Änderung
der Funktionswerte unter eine vorgegebene Schranke fällt. Die Kombination von mehreren
Abbruchkriterien erweist sich als geeignete Lösung, d.h. man gibt sich eine obere Schranke
von Funktionsauswertungen vor und bricht vorher ab, wenn ein Anderes der oben genannten
Kriterien erfüllt ist.
3.7 Zusammenfassung
Die Partikelschwarmoptimierung ist ein Optimierungsverfahren, welches eine einfache Grund-
struktur hat. Durch die Erweiterungen, die in der Arbeit beschrieben wurden, ist es möglich,
die PSO erfolgreich für technische Anwendungen einzusetzen. Vom Autor dieser Arbeit wurde
das Verfahren in die EngineeringToolbox (vgl. Anhang A) der IAV GmbH eingegliedert und
getestet. Dabei zeichnet sich die Partikelschwarmoptimierung durch einen geringen Speicher-
aufwand und einer hohen Rechengeschwindigkeit aus. Eine Parallelisierung der Funktionsaus-
wertungen ist ebenfalls möglich und es treten keine Probleme im Umgang mit Restriktionen
auf. Im Kaptitel 5 erfolgt ein Vergleich der PSO mit anderen Optimierungsalgorithmen, um
Vor- und Nachteile der einzelnen Verfahren zu erkennen.
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Optimierungsverfahren
In diesem Kapitel wird ein Verfahren betrachtet, das ein Ersatzmodell zum Lösen einer mul-
tikriterieller Aufgaben nutzt. Zunächst wird die Einführung dieser wichtigen Klasse von Opti-
mierungsverfahren motiviert. Der darauf folgenden Abschnitt beschäftigt sich mit dem Aufbau
des Ersatzmodells und wie man mit Hilfe des Modells Funktionswerte neuer Punkte schätzen
kann. Anschließend wird ein ersatzmodellgestütztes Optimierungsverfahren vorgestellt und
genauer untersucht. Dabei steht die Formulierung sogenannter Auﬀüllungskriterien im Vor-
dergrund, die in dieser Arbeit zum Teil selbst entworfen wurden.
4.1 Motivation
In der Industrie treten oft Optimierungsaufgaben auf, deren Funktionsauswertungen sehr lan-
ge dauern. Die Durchführung einer Unfallsimulation nimmt beispielsweise in etwa 20 Stunden
Rechenzeit in Anspruch (vgl. [19]), sodass nur eine begrenzte Anzahl von Simulationen in
annehmbarer Zeit ausgeführt werden können. Verfahren wie die Partikelschwarmoptimierung
oder Genetische Algorithmen sind daher im Allgemeinen nicht für solche Aufgaben zu empfeh-
len, da diese viele Funktionsauswertungen benötigen, um ein brauchbares Ergebnis zu liefern.
Im Gegensatz dazu wird bei dem ersatzmodellgestützten Optimierungsverfahren die Priorität
auf die Wahl der neu zu berechnenden Punkte gelegt. Um eine Vorhersage zu tätigen, welcher
Punkt als nächstes berechnet werden soll, wird ein Ersatzmodell aus den bekannten Punkten
erstellt. Während der Optimierung wird das Modell sukzessive angepasst, um so die Struktur
des Bildraumes zu analysieren. Der Modellaufbau ist sehr rechenzeitintensiv, sodass die er-
satzmodellgestützten Optimierungsverfahren bedingt für Aufgaben geeignet sind, bei denen
viele Funktionsauswertungen in kurzer Zeit möglich sind.
Da die Eigenschaften bzw. das Bild der Zielfunktion in der Regel unbekannt ist, ist die Wahl
des Ersatzmodells entscheidend. Es sollte numerisch stabil zu berechnen sein und eine breite
Klasse von Funktionen hinreichend gut approximieren können. Diese Eigenschaften erfüllt das
Kriging-Modell, welches im folgenden Abschnitt vorgestellt wird.
4.2 Kriging-Verfahren
Das Kriging-Verfahren legte die Grundlage für die Geostatistik und wurde nach dem südafri-
kanischen Bergbauingenieur D. G. Krige benannt, welcher das Verfahren 1951 entwickelte.
Ein Jahrzehnt später formalisierte der französische Mathematiker Georges Matheron diesen
Ansatz. Zur selben Zeit leitete L. S. Gandin das Verfahren für die Meteorologie her. Unter
anderm wird diese Methode zur Anfertigung von Regenfallkarten angewendet (vgl. [2]). Im
Bergbau nutzt man das Verfahren, um die Verteilungen von Bodenschätzen durch wenige
Probebohrungen schätzen zu können.
32
4 Ersatzmodellgestützte Optimierungsverfahren
4.2.1 Problemstellung
Es sei f : RN −→ R eine gegebene Funktion, deren Funktionswerte y(l) für L Punkte x(l) ∈ RN
(l = 1, . . . , L) bekannt sind. Ziel des Kriging-Verfahrens ist die Vorhersage des Funktionswertes
für einen neuen Punkt x∗ ∈ RN , indem aus den bisher berechneten Punkten ein Modell der
Zielfunktion erstellt wird.
Das Kriging-Verfahren erklärt die Zielfunktion durch ein lineares Modell und die Abweichung
von diesem:
y(l) =
N∑
n=1
αnrn
(
x(l)
)
+ ε
(
x(l)
)
für l = 1, . . . , L. (4.1)
Dabei sind die rn : RN −→ R (n = 1, . . . , N) geeignete lineare Funktionen, sogenannte Basis-
funktionen, und die Parameter αn (n = 1, . . . , N) stehen für die unbekannten Koeﬃzienten,
die aus den gegebenen Paaren
(
x(l), y(l)
)
(l = 1, . . . , L) zu bestimmen sind. Der Fehlerterm
ε : RN −→ R entsteht durch die Approximation nichtlinearer Funktionen durch das lineare
Modell.
Da in der Praxis oft Blackbox-Optimierungsprobleme (siehe Abschnitt 2.6) vorliegen, ist die
Wahl der Basisfunktionen problematisch, weil in der Regel keine Informationen über den
Verlauf der Funktion f existieren. Durch einen Vielzahl von Funktionsauswertungen könnte
man die Basisfunktionen bestimmen, würden aber damit wertvolle Rechenzeit verbrauchen.
Aufgrund dieser Überlegungen wird im Folgenden eine Vereinfachung des Kriging Modells
genutzt, die als Ordinary Kriging bezeichnet wird und ebenfalls in [19] und [33] Verwendung
ﬁndet. Die Modellierung setzt einen konstanten Verlauf der Funktion f um den Mittelwert
µ ∈ R voraus:
y(l) = µ+ ε
(
x(l)
)
für l = 1, . . . , L. (4.2)
Die Fehlerterme seien normalverteilt mit dem Erwartungswert null und der Varianz σ2. Wei-
terhin wird ein stetiges Verhalten des Fehlers vorausgesetzt. Dies bedeutet, dass sich die Fehler
zweier Punkte x(i) und x(j) (i, j ∈ {1, . . . , L} , i 6= j) proportional zum Abstand der Punkte
verhalten, d.h. liegen die beiden Punkte nahe beeinander, dann ist auch der Abstand der
Fehler ε
(
x(i)
)
und ε
(
x(j)
)
klein. Somit liegt die Idee nahe, die Korrelation der Fehler zweier
Punkte durch den Abstand der Punkte zu deﬁnieren. Die Berechnung des Abstandes zwischen
x(i) und x(j) (i, j ∈ {1, . . . , L} , i 6= j) erfolgt durch folgende Funktion (vgl. [19]):
d : RN × RN −→ [0,∞) :
(
x(i), x(j)
)
7−→
N∑
n=1
θn
∣∣∣x(i)n − x(j)n ∣∣∣pn , (4.3)
wobei θn ≥ 0 und pn ∈ [1, 2] für alle n = 1, . . . , N . Mit Hilfe dieser Abstandsfunktion d lässt
sich die Korrelation Corr := Corr
[
ε
(
x(i)
)
, ε
(
x(j)
)]
durch
Corr : RN × RN −→ (0, 1] :
(
x(i), x(j)
)
7−→ e−d(x(i),x(j)) (4.4)
berechnen. Es sei ausdrücklich erwähnt, dass es sich hier um die Korrelation der Fehlerterme
ε
(
x(i)
)
und ε
(
x(j)
)
handelt und nicht um die Korrelation zwischen x(i) und x(j). Sind beide
Punkte nahezu identisch, so ist der Abstand klein und nach (4.4) die Korrelation ungefähr eins,
d.h. die Fehler verhalten sich ähnlich. Liegen jedoch die Punkte weit voneinander weg, so ist
die Korrelation sehr klein, d.h. die Fehler korrelieren kaum. Die Parameter θn (n = 1, . . . , N)
aus (4.3) können als Maß für die Relevanz der einzelnen Dimensionen verstanden werden.
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Ist θn beispielsweise sehr groß, so wird der Abstand
∣∣∣x(i)n − x(j)n ∣∣∣ durch θn deutlich vergrößert
und somit die Korrelation verringert. In diesem Fall verhalten sich die Fehlerterme nur dann
ähnlich, wenn die Punkte sehr nahe beeinander liegen. Der Exponent pn (n = 1, . . . , N) aus
(4.3) beschreibt die Glattheit der Funktion in jeder Dimension. Umso größer pn wird, desto
glatter wird die Funktion. Ist pn = 2 für alle n = 1, . . . , N , so ist die Distanzfunktion d sogar
unendlich oft diﬀerenzierbar. Durch die Parameter θn und pn lässt sich also das Verhalten der
Funktion f für jede Dimension n = 1, . . . , N erkennen bzw. beschreiben.
Die Korrelationsmatrix C ∈ RL×L, welche alle Korrelationen der Fehlerterme beinhaltet und
von den Parametern θ1, . . . , θN und p1, . . . , pN abhängig ist, ist wie folgt deﬁniert:
C := [cij ]
L
i,j=1 :=
[
Corr
(
x(i), x(j)
)]L
i,j=1
. (4.5)
Theorem 4.2.1. Die Korrelationsmatrix C aus (4.5) ist symmetrisch und positiv semideﬁnit.
Ein Beweis des obigen Theorems ist in [31] zu ﬁnden.
Das Modell besteht aus 2 ·N + 2 Parametern: µ, σ2, θ1, . . . , θN und p1, . . . , pN . Im Folgenden
werden die bekannten Zielfunktionswerte zu einem Vektor y :=
(
y(1), . . . , y(L)
)T ∈ RL zusam-
mengefasst. Analog setzt man ε :=
(
ε
(
x(1)
)
, . . . , ε
(
x(L)
))T ∈ RL, θ := (θ1, . . . , θN )T ∈ RN ,
p := (p1, . . . , pN )
T ∈ RN und e := (1, . . . , 1)T ∈ RL. Der Ordinary Kriging lässt sich somit
schreiben als:
y = µ · e+ ε. (4.6)
4.2.2 Schätzung der Modellparameter
Um die Parameter des Modells zu schätzen, ist ein Maß nötig, welches die Güte der Appro-
ximation bewertet. Aufgrund der Überlegungen im Abschnitt 4.2.1 wird die L-dimensionale
Normalverteilung genutzt und die Likelihood-Funktion L : R×R≥0×RN≥0× [1, 2]N −→ (0,∞)
wie folgt deﬁniert:
L (µ, σ2, θ, p) = 1
(2piσ2)
L
2 · √detC
exp
(
−(y − µ · e)
T C−1 (y − µ · e)
2σ2
)
. (4.7)
Umso größer das Likelihood L, desto besser approximiert das Model die Paare (x(l), y(l))
(l = 1, . . . , L). Da L stets positiv ist, kann durch logarithmieren von L zur Log-Likelihood-
Funktion
Lln : R× R≥0 × RN≥0 × [1, 2]N −→ (−∞,∞) :
(
µ, σ2, θ, p
) 7−→ lnL (µ, σ2, θ, p) (4.8)
übergegangen werden. Zur Schätzung der Parameter wird die Maximum-Likelihood-Methode
angewendet, wobei über Lln zu maximieren ist. Die Optimierungsaufgabe lautet:
max Lln
(
µ, σ2, θ, p
)
s.t. µ ∈ R
σ2 ≥ 0
θn ≥ 0 n = 1, . . . , N
1 ≤ pn ≤ 2 n = 1, . . . , N.
(4.9)
Man beachte, dass die Parameter θ und p ausschließlich für die Bestimmung der Korrelations-
matrix C benötigt werden und deshalb µ und σ2 unabhängig von diesen Parametern bestimmt
werden können. Durch partielle Diﬀerentation von (4.8) ergeben sich die zwei Schätzwerte
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µˆ = e
TC−1y
eTC−1e und σˆ
2 = (y−µ·e)
TC−1(y−µ·e)
L
. (4.10)
Das Einsetzen der erhaltenen Schätzwerte in (4.8) liefert eine Funktion Lˆln : RN≥ × [1, 2]N −→
(−∞,∞), welche nur noch von θ und p abhängig ist:
Lˆln (θ, p) = Lln
(
µˆ, σˆ2, θ, p
)
= −1
2
(L · ln (2pi)− ln (L) + L+ ln (λ) + ln (detC)) , (4.11)
wobei λ :=
(
y − eTC−1y
eTC−1e · e
)T
C−1
(
y − eTC−1y
eTC−1e · e
)
. Um die Modellparameter θ und p zu
erhalten muss also folgende Optimierungsaufgabe gelöst werden:
max Lˆln (θ, p)
s.t. θn ≥ 0 n = 1, . . . , N
1 ≤ pn ≤ 2 n = 1, . . . , N.
(4.12)
Die Lösung von (4.12) kann durch ein beliebiges, nichtlineares Optimierungsverfahren erfol-
gen. Man beachte, dass die Konstante −12 (L · ln (2pi)− ln (L) + L) aus (4.11) während der
Optimierung vernachlässigt werden kann.
Sowohl für die Bestimmung von µˆ und σˆ2, als auch zum Lösen von (4.12) ist die Inverse der
Korrelationsmatrix C nötig. Da das Invertieren einer Matrix numerisch instabil ist, nutzt man
die LR-Zerlegung bzw. die Cholesky-Zerlegung. Theorem 4.2.1 und die Tatsache, dass (4.7)
für eine singuläre Matrix nicht deﬁniert ist, erlauben die Verwendung der Cholesky-Zerlegung,
deren Berechnung nur halb so lange dauert wie die der LR-Zerlegung (vgl. [33] und [31]).
Es sei GGT = C die Cholesky-Zerlegung von C, wobei G := [gij ]
L
i,j=1 ∈ RL×L eine unte-
re Dreiecksmatrix ist. Zur Lösung der Optimierungsaufgabe (4.12) ist die Berechnung der
Determinaten von C notwendig. Diese kann mittels der Cholesky-Zerlegung ebenfalls schnell
berechnet werden:
detC = det
(
GGT
)
= (detG) · (detGT ) = (detG)2 = L∏
l=1
g2ll.
Die Diagonalelemente von G können sehr klein werden und das Produkt dieser wird durch
die begrenzte Maschinengenauigkeit des Computers unter Umständen als null interpretiert.
Durch den Übergang von L zu Lln ist die Stabilität der Berechnung von θ und p verbessert
worden, da die Diagonaleinträge nicht miteinander multipliziert, sondern deren Logarithmen
addiert werden:
ln (detC) = ln
(
L∏
l=1
g2ll
)
= 2 ·
L∑
l=1
ln (gll) .
Die Laufzeit der Cholesky-Zerlegung istO (13L3). Liegen wenige Punkte vor, so ist die Parame-
terschätzung schnell durchführbar. Da bei den ersatzmodellgestützen Optimierungsverfahren
die Anzahl der zur Verfügung stehenden Punkte ansteigt, wird entsprechend der Aufwand für
die Cholesky-Zerlegung anwachsen. Eine adaptive Anpassung von G ist in der Regel nicht
möglich, da die Matrix von θ und p abhängig ist und diese Parameter sich im Laufe der Op-
timierung verändern können. Es wird deshalb vorgeschlagen, eine begrenzte Anzahl k ∈ N
von Punkten für den Aufbau des Modells zu nutzen (vgl. [23]). Dabei werden die
⌊
k
2
⌋
bes-
ten Punkte ausgewählt und die restlichen
⌈
k
2
⌉
Punkte zufällig aus den bereits berechneten
Punkten zur Modellbildung genutzt.
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4.2.3 Schätzung eines unbekannten Zielfunktionwertes
In diesem Unterabschnitt wird die Frage geklärt, wie man mit Hilfe des Kriging-Modells aus
dem Unterabschnitt 4.2.1 den Funktionswert eines neuen Punktes x∗ ∈ RN schätzen kann.
Dazu wird zunächst die Korrelation c von x∗ mit den Modellpunkten x(l) für l = 1, . . . , L
bestimmt:
c := (c1, . . . , cL) , wobei cl := Corr
(
x∗, x(l)
)
für l = 1, . . . , L. (4.13)
Die Schätzfunktion fˆ : RN −→ R, welche erwartungstreu ist und den Schätzfehler minimiert,
wurde ausführlich in [31] hergeleitet und lässt sich schreiben als
fˆ (x∗) = µˆ+ cTC−1 (y − µˆ · e) . (4.14)
Man beachte folgende zwei Spezialfälle (vgl. [19]):
1. Korreliert der Fehler von x∗ nicht mit den Fehlertermen des Modells, so ist c = 0 und
der Schätzwert fˆ (x∗) entspricht dem geschätzten Mittelwert µˆ.
2. Ist x∗ bereits im Modell enthalten, d.h. ∃ l ∈ {1, . . . , L} s.t. x∗ = x(l), dann ist der
Schätzwert fˆ (x∗) identisch y(l).
Aufgrund der Eigenschaft 2. kann man das Kriging Modell als einen Interpolator verstehen,
d.h. es gilt: fˆ
(
x(l)
)
= y(l) = f
(
x(l)
)
für alle l = 1, . . . , L. Allgemein lässt sich der Schätzer
(4.14) interpretieren als geschätzer Mittelwert plus den Einﬂuss der Fehlerterme des Modells.
In [31] wurde ebenfalls der mittlere quadratische Fehler sˆ2 : RN −→ [0, σˆ2] der Schätzung
fˆ (x∗) ermittelt:
sˆ2 (x∗) = σˆ2 ·
(
1− cTC−1c+
(
1− eTC−1c)2
eTC−1e
)
. (4.15)
Der Term −cTC−1c verringert den Schätzfehler durch die Korrelation der Fehlerterme von x∗
mit den Fehlertermen der Modellpunkte. Korreliert x∗ mit keinen Punkt x(l)(l ∈ {1, . . . , L}),
so ist dieser Term null. Der Ausdruck
(1−eTC−1c)2
eTC−1e aus (4.15) lässt sich als Unsicherheit bezüg-
lich der Schätzung von µˆ interpretieren (vgl. [19]). Für einen Modellpunkt x(l)(l ∈ {1, . . . , L})
ist der Schätzfehler sˆ2 null (vgl. [19]). Liegt ein Punkt weit von den Modellpunkten entfernt,
so korreliert der Fehler des Punktes kaum mit den Fehlertermen des Modells, d.h. c ≈ 0. In
diesem Fall ist der Schätzfehler annähernd so groß wie die geschätzte Varianz σˆ2. Allgemein
kann festgestellt werden, dass der Schätzfehler sˆ2 (x∗) eines Punktes x∗ proportional zum Ab-
stand zu Punkten des Modells ist, d.h. liegt x∗ nahe an einem Punkt des Modells, so ist der
Schätzfehler tendenziell klein.
4.3 Enhanced Modelbased Multiobjective Optimization
Algorithm (EMMOA)
In diesem Abschnitt wird das Verfahren EMMOA vorgestellt, welches auf dem ParEGO
von Joshua Knowles [23] basiert und von Martin Stöcker in die Klassenbibliothek IAV-
EngineeringToolbox eingegliedert wurde. Hansjörg Schmidt erweiterte EMMOA in [31], insbe-
sondere hinsichtlich der Parallelisierung und der Formulierung von Auﬀüllungskriterien. Ziel
dieses Verfahrens ist das Lösen einer multikriteriellen Aufgabe (2.2), wobei die Optimierung
mit wenigen Zielfunktionsauswertungen erfolgen soll. Dazu wird bei dem Approximationsal-
gorithmus EMMOA für jede Zielfunktion ein Kriging-Ersatzmodell aufgebaut, um das Ver-
halten der einzelnen Funktionen erkennen zu können. Auf Grundlage dieses Modells und eines
36
4 Ersatzmodellgestützte Optimierungsverfahren
sogenannten Auﬀüllungskriteriums werden anschließend Punkte selektiert, welche durch die
Zielfunktionen auszuwerten sind.
4.3.1 Ablauf
Zu Beginn des Verfahrens werden zufällig L ∈ N zulässige Punkte ausgewählt und anschlie-
ßend durch die Zielfunktionen ausgewertet. Ist die Anzahl der Startpunkte zu niedrig, so
besteht die Gefahr, dass das Verhalten der einzelnen Zielfunktionen nicht ausreichend gut er-
kannt wird. Im Gegensatz dazu ist die Auswertung vieler Startpunkte sehr aufwändig, sodass
ein passender Kompromiss zwischen Genauigkeit des Modells und der Rechenzeit eingegan-
gen werden muss. In [23] und [33] wird L auf 11 ·N − 1 gesetzt, wobei N die Dimension des
Suchraumes ist. Zur Bestimmung der L Punkte nutzt man die Latin-Hypercubes-Methode aus
[26], um eine gleichmäßige Approximation des Suchraumes zu erhalten. Sind die Startpunk-
te ausgewertet, so beginnt die Optimierung, welche sich in zwei Phasen unterteilt. In Phase
eins, der sogenannten Tiefensuche, werden alle Zielfunktionen fi : RN −→ R (i = 1, . . . , I)
unabhängig voneinander betrachtet und man optimiert über jedes Ziel einzeln, d.h. es wer-
den I einkriterielle Optimierungsprobleme gelöst. Jede Zielfunktion besitzt dabei ihr eigenes
Modell, welches im Laufe der Tiefensuche angepasst wird. Die Auswahl der K ∈ N Punk-
te, die durch die Zielfunktionen ausgewertet werden, erfolgt durch ein Auﬀüllungskriterum
(siehe Abschnitt 4.3.2). Ist die Tiefensuche abgeschlossen, so beginnt Phase zwei, welche
als Breitensuche bezeichnet wird. Jetzt ist über alle Ziele gleichzeitig zu optimieren, wobei
ein multikriterielles Kriging Modell genutzt wird. Dieses besteht aus M bekannten Tupeln(
x(m), y(m)
)
:=
(
x(m),
(
f1
(
x(m)
)
, . . . , fI
(
x(m)
))T)
, den Korrelationen, den Mittelwerten und
den Varianzen (vgl. Abschnitt 4.2.1). Nach dem Aufbau des Modells erfolgt die Selektion der
K Punkte, welche auszuwerten sind, ebenfalls durch ein Auﬀüllungskriterium. Algorithmus
4.1 fasst den Ablauf des EMMOA zusammen.
Algorithmus 4.1 Enhanced Modelbased Multiobjective Optimization Algorithm
Eingabe : Optimierungsaufgabe (2.2)
Ausgabe : Ergebnisse der Optimierung
1: Initialisierung: Erzeuge L =
11 ·N − 1 Punkte durch die Latin-Hypercubes-
Methode
2: Zielfunktionswertberechnung der L Punkte
3: solange Tiefensuche
4: Modelltraining
5: Ermittlung neuer Punkte x1, . . . , xK
6: Zielfunktionsauswertung für alle neuen Punkte
7: solange Breitensuche
8: Modelltraining
9: Ermittlung neuer Punkte x1, . . . , xK
10: Zielfunktionsauswertung für alle neuen Punkte
Erfahrungsgemäß liefert die Tiefensuche eine gute Approximation der Ränder der Pareto-
Menge. Durch die Breitensuche erhoﬀt man sich eine gleichmäßiger Verteilung der Punkte auf
der Pareto-Front.
4.3.2 Auﬀüllungskriterien
Die Wahl der Punkte, welche ausgewertet werden sollen, hat mit Bedacht zu erfolgen, da
bei Blackbox Optimierungsproblemen eine Zielfunktionsberechnung sehr lange dauern kann
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und somit nur eine begrenzte Anzahl von Auswertungen erfolgen sollte. Ziel muss es sein,
Punkte zu selektieren, welche mit hoher Wahrscheinlichkeit den Zielfunktionswert verbessern
oder die Genauigkeit des Modells erhöhen. In Abbildung 4.1 sind die Schwierigkeiten bei der
Bestimmung eines neuen Punktes erkennbar.
y
x
f
fˆ
2σ
1x 2x
Abbildung 4.1: Darstellung der Schätzfunktion fˆ und der Varianz σ2 anhand von vier gege-
benen Punkten bei bekannter Zielfunktion f
Der rote Graph in Abbildung 4.1 ist die zu minimierende Zielfunktion f : R −→ R, die schwar-
ze Kurve ist die Schätzung fˆ : R −→ R von f und die grüne Funktion illustriert die Varianz
σ2 des Modells, welches auf Grundlage der vier bekannten blauen Punkte erstellt wurde (siehe
Abschnitt 4.2). Um den Graphen anschaulich zu gestalten, wurde die Varianz entsprechend
skaliert. Würde die Auswahl des Punktes ausschließlich von dem Funktionswert abhängig sein,
so müsste die Stelle x1 ausgewertet werden. Dieses Auﬀüllungskriterium scheint auf den ersten
Blick sinnvoll zu sein, weil die Funktion zu minimieren ist. Durch eine Auswertung an der
Stelle x2 könnte die Genauigkeit des Modells wesentlich verbessert werden und man würde
erkennen, dass x1 kein globales Minimum von f ist. In Abbildung 4.2 ist zu sehen, wie sich die
Verläufe der Graphen aus Abbildung 4.1 bei der Auswertung an der Stelle x1 bzw. x2 ändern.
y
x
f
fˆ
2σ
1x
y
x
f
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fˆ
Abbildung 4.2: Veränderung der Schätzung fˆ (x) und der zugehörigen Varianz σ2 bei Hinzu-
nahme des Punktes x1 (links) bzw. x3 (rechts) zu dem Modell
Die Selektion der Punkte, die auszuwerten sind, steuern die sogenannten Auﬀüllungskriterien.
Ein einfaches Beispiel für ein solches Kriterium ist die Wahl des Punktes x∗ ∈ RN , welcher
die Schätzfunktion fˆ (x) minimiert und zulässig ist. Es werden nun einige Kriterien für die
Modellbildung einer Zielfunktion f : RN −→ R mit dem zulässigen Bereich X ⊂ RN be-
trachtet und sich zunächst darauf beschränkt, stets genau einen Punkt zu ﬁnden. Dabei wird
hauptsächlich auf die Kriterien eingegangen, welche im ersatzmodellgestützten Optimierungs-
verfahren EMMOA umgesetzt wurden. Für eine weitere Recherche sei die Disertation [30] von
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Michael James Sasena zu empfehlen.
Es seien stets M ∈ N Paare (x(m), f (x(m))) (m = 1, . . . ,M) gegeben und
fmin := min
{
f
(
x(m)
)
: m = 1, . . . ,M
}
der bisher beste Funktionswert.
4.3.2.1 Erwartete Verbesserung
Die erwartete Verbesserung (engl. expected improvement) ist ein Kriterium, welches unter
anderem in [19], [33] und [31] verwendet wurde. Es wird die Verbesserung I : RN −→ R≥0 des
Punktes x ∈ RN wie folgt deﬁniert:
I (x) := max
{
fmin − fˆ (x) , 0
}
. (4.16)
Durch den Übergang zum Erwartungswert von I erhält man die erwartete Verbesserung EI :
RN −→ R≥0 von x ∈ RN :
EI (x) :=
(
fmin − fˆ (x)
)
· Φ
(
fmin − fˆ (x)
sˆ (x)
)
+ sˆ (x) · φ
(
fmin − fˆ (x)
sˆ (x)
)
, (4.17)
wobei Φ : R −→ (0, 1) die Verteilungsfunktion und φ : R −→
(
0, 1√
2pi
)
die Verteilungsdich-
te der Standardnormalverteilung ist. Die Funktionen fˆ (x) und sˆ (x) :=
√
sˆ2 (x) wurden in
Abschnitt 4.2.3 eingeführt. Zur Herleitung von EI (x) wird auf [31] verwiesen.
Es werden drei Fälle für ein x∗ ∈ RN betrachtet:
1. fˆ (x∗) = fmin, d.h. der geschätzte Funktionswert entspricht dem bisher besten Wert. In
diesem Fall ist EI (x∗) = sˆ(x
∗)√
2pi
, d.h. die erwartete Verbesserung EI (x∗) ist genau dann
groß, wenn die Unsicherheit sˆ (x∗) groß ist.
2. fˆ (x∗) > fmin, d.h. der geschätzte Funktionswert von x∗ ist schlechter als der bisher
beste Wert. Aus der Monotonie von Φ folgt, dass der erste Summand aus (4.17) stets
negativ und kleiner als −0.5 · ε ist, wobei ε := fˆ (x∗)− fmin > 0:
Φ
(
fmin − fˆ (x∗)
sˆ (x∗)
)
= Φ
( −ε
sˆ (x∗)
)
< Φ (0) = 0.5.
Für den zweiten Term der erwarteten Verbesserung ergibt sich mit der Monotonie von
φ auf (−∞, 0] folgende Ungleichung:
sˆ (x∗) · φ
(
fmin − fˆ (x∗)
sˆ (x∗)
)
= sˆ (x∗) · φ
( −ε
sˆ (x∗)
)
< sˆ (x∗) · φ (0) = sˆ (x
∗)√
2pi
.
Analog wie in 1. ist die erwartete Verbesserung EI (x∗) proportional zur Unsicherheit
sˆ (x∗). Man beachte, dass der Ausdruck EI (x∗) auch in diesem Fall stets positiv bleibt,
da der Erwartungswert einer nicht negativen Zufallsgrößer immer größer oder gleich null
ist.
3. fˆ (x∗) < fmin, d.h. die Schätzung für den Funktionswert von x∗ ist besser als der
bisher beste Zielfunktionswert. Der erste Term aus (4.17) ist stets größer als 0.5 ·(
fmin − fˆ (x∗)
)
, d.h. die erwaretet Verbesserung EI (x∗) ist hoch, wenn der geschätzte
Funktionswert fˆ (x∗) wesentlich besser ist als fmin oder die Unsicherheit sˆ (x∗) hoch ist
(vgl. ersten beide Fälle).
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Die erwartete Verbesserung bevorzugt somit diejenigen Punkte x∗ ∈ RN , die einen kleinen
Schätzwert fˆ (x∗) oder eine hohe Unsicherheit sˆ (x∗) haben. Wenn der Funktionswert eines
Punktes wesentlich größer ist als fmin, dann ist die erwartete Verbesserung annähernd null.
Um einen neuen Punkt zu bestimmen, der ausgewertet werden soll, wird das Argument ge-
sucht, welches die erwartete Verbesserung maximiert:
arg max {x ∈ X : EI (x)} . (4.18)
Durch die explizite Darstellung von EI (x) ist das Lösen von (4.18) mittels eines beliebigen
nichtlinearen Optimierungsverfahrens eﬀektiv möglich. In der Praxis passiert es oft, dass die
erwartete Verbesserung Punkte selektiert, welche in der Nähe des ersten gefundenen lokalen
Minimums liegen (vgl. [31]). Bei dem nächsten Auﬀüllungskriterium soll dieser Eﬀekt vermie-
den und der Suchraum globaler durchsucht werden.
4.3.2.2 Verallgemeinerte erwartete Verbesserung
Zunächst wird die verallgemeinerte Verbesserung Ig : RN −→ R≥0 (engl. generalized impro-
vement) für ein x ∈ RN und festes g ∈ N0 eingeführt:
Ig (x) := (I (x))g =
(
max
{
fmin − fˆ (x) , 0
})g
. (4.19)
Ebenfalls in [31] wurde die Formel für die verallgemeinerte erwartete Verbesserung GEI :
RN −→ R≥0 hergeleitet:
GEI (x) := sˆ (x) ·
g∑
i=0
(−1)i ·
(g
i
)
· u (x)g−i · Ti (x) , (4.20)
wobei u (x) := fmin−fˆ(x)sˆ(x) ,
Ti (x) := −u (x)i−1 · φ (u (x)) + (i− 1) · Ti−2 (x)
für 2 ≤ i ≤ g, T0 (x) := Φ (u (x)) und T1 (x) := −φ (u (x)). Die Funktionen Φ und φ sind wie
in (4.17) die Verteilungsfunktion bzw. Verteilungsdichte der Standardnormalverteilung.
Ist die Konstante g groß, so wird globaler gesucht, da eine kleine Verbesserung des Funktions-
wertes eine sehr kleine verallgemeinerte Verbesserung impliziert. Somit wird vermieden, dass
Punkte in der Nähe der gefundenen lokalen Optima selektiert werden. In [30] wird daher das
schrittweise Verkleinern von g vorgeschlagen, um zunächst global und anschließend lokal zu
suchen.
Das Auﬀüllungskriterium zur verallgemeinerten erwarteten Verbesserung wird analog wie in
(4.18) deﬁniert:
arg max {x ∈ X : GEI (x)} . (4.21)
Auch hier ist der Berechnungsvorschrift für GEI (x) explizit gegeben, d.h. die Optimierungs-
aufgabe (4.21) kann mit einem nichtlinearen Optimierungsverfahren eﬃzient gelöst werden.
4.3.2.3 Gewichtete erwartete Verbesserung
Zur Kontrolle über die lokale und globale Suche wird bei diesem Auﬀüllungskriterium ein
Parameter ω ∈ [0, 1] eingeführt. Die gewichtete erwartete Verbesserung WEI : RN −→ R≥0
lässt sich schreiben als:
WEI (x) := (1− ω)·
(
fmin − fˆ (x)
)
·Φ
(
fmin − fˆ (x)
sˆ (x)
)
+ω · sˆ (x)·φ
(
fmin − fˆ (x)
sˆ (x)
)
. (4.22)
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Die vorkommenden Funktionen in Formel (4.22) wurden bereits in (4.17) erläutert. Zum
Finden eines Punktes, der dem Modell hinzugefügt werden soll, löst man folgende Optimie-
rungsaufgabe:
arg max {x ∈ X : WEI (x)} . (4.23)
Ist ω nahe eins, so ist WEI (x) ≈ sˆ (x) · φ
(
fmin−fˆ(x)
sˆ(x)
)
und damit werden Punkte favorisiert,
deren Unsicherheit sˆ groß ist. Umso kleiner ω ist, desto mehr wird dem Modell vertraut und es
werden Punkte bevorzugt, deren geschätzter Funktionswert fˆ kleiner ist als fmin. Daher wird
in [33] vorgeschlagen, den Parameter ω schrittweise zu verringern. Dies kann beispielsweise
durch folgende Bildungsvorschrift geschehen:
ω (i) := 0.3 + 0.3 · cos
(
i · pi
2 · iges
)
, (4.24)
wobei iges ∈ N der Anzahl der Iterationsschritten und i ∈ {1, . . . , iges} der aktuellen Iterati-
onsnummer entspricht.
Die bisherigen Auﬀüllungskriterien sind ausschließlich für Probleme mit einer Zielfunktion
anwendbar und deshalb werden für die Breitensuche des EMMOA alternative Kriterien zur
Auswahl neuer Punkte benötigt. In [33] wird vorgeschlagen, folgende multikriterielle Optimie-
rungsaufgabe zu lösen:
arg max
{
x ∈ X : (WEI1 (x) , . . . ,WEII (x))T
}
, (4.25)
wobei WEIi (x) der gewichteten erwarteten Verbesserung, welche durch ein anderes Auﬀül-
lungskriterium ersetzt werden kann, für die i-te Zielfunktion entspricht (i = 1, . . . , I). Hans-
jörg Schmidt untersuchte in seiner Diplomarbeit [31] ausführlich diesen Ansatz. Dabei wurden
Schwachstellen von (4.25) erkennbar, die es im Folgenden zu beheben gilt.
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Abbildung 4.3: Optimierungsaufgabe mit zwei zu minimierenden Zielfunktionen, zwei gegebe-
nen nicht-dominierten Punkten (dunkelblau) und drei Schätzwerten (hellblau)
In der Abbildung 4.3 sind zwei nicht-dominierte Punkte (dunkelblau) bei einer Aufgabe mit
zwei Zielfunktionen dargestellt. Die hellblauen Kreise illustrieren verschiedene Schätzwerte
fˆa, fˆb und fˆc. Oﬀensichtlich würde, durch die Hinzunahme von einen der drei Punkte, die
Pareto-Front deutlich gleichmäßiger approximiert. Da aber jeder der drei Schätzwerte weder
in f1, noch in f2 kleiner ist als das entsprechende Minimum der bisherigen nicht-dominierten
Punkte, ist die gewichtete erwartete Verbesserung jeweils annähernd null, d.h. die Punkte sind
für die Breitensuche völlig uninteressant. Ähnliches gilt für die anderen Auﬀüllungskriterien
EI und GEI. Die Bewertung der Punkte sollte also nicht auf Grundlage der bisher besten
Funktionswerte erfolgen. Stattdessen werden im weiteren Abschnitt Kriterien diskutiert, deren
Ziel die Maximierung der Verbesserung des dominierten Bereiches der Pareto-Front ist. In dem
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Beispiel aus Abbildung 4.3 würde die Wahl auf den Schätzwert fˆb erfolgen, da dieser Punkt
einen größeren dominierten Bereich hat als die anderen beiden Schätzwerte.
Ein multikriterielles Auﬀüllungskriterium ist die erwartete Verbesserung des Pseudovolumens,
welches vom Autor dieser Arbeit entwickelt wurde. Das Pseudovolumen kann relativ schnell
bestimmt und als eine Vergröberung des dominierten Bereiches verstanden werden. Da die
exakte Ermittlung des dominierten Bereiches sehr aufwendig ist (vgl. Abschnitt 4.3.2.5), hat
dieser Ansatz einen erheblichen Zeitvorteil gegenüber der exakten Methode.
4.3.2.4 Erwartete Verbesserung des Pseudovolumens
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Abbildung 4.4: Wahl des neuen Punktes bei dem Ansatz der erwarteten Verbesserung des
Pseudovolumens am Beispiel einer Aufgabe mit zwei zu minimierenden
Zielfunktionen
Die Idee dieses Ansatzes illustriert die Abbildung 4.4, in der auf der linken Seite die Situation
wie in Abbildung 4.3 dargestellt ist. Da der Schätzwert fˆb den größten dominierten Bereich
hat, sollte dieser Punkt ausgewertet werden. Nachdem fˆb ausgewertet ist und in die Pareto-
Front aufgenommen wurde, werden abermals die dominierten Bereiche der übrig gebliebenen
Schätzwerte fˆa und fˆc betrachtet (vgl. mittleres Bild in Abbildung 4.4). Der dominerte Bereich
von fˆa ist kleiner als der von fˆc, sodass fˆc ausgewertet und zur Pareto-Front hinzugefügt wird
(vgl. rechte Seite von Abbildung 4.4). Durch dieses Vorgehen erhoﬀt man sich, dass die Pareto-
Front gleichmäßig approximiert wird.
Es seien die bisherigen nicht-dominierten Punkte zur Menge P zusammengefasst. Um die
erwartete Verbesserung des Pseudovolumens von x ∈ RN zu bestimmen, werden zunächst die
nicht-dominierten Nachbarn xNBi ∈ P des Punktes
(
fˆ1 (x) , . . . , fˆI (x)
)T ∈ RI berechnet:
xNBi := arg min
{
fˆi (x)− fi (p) : p ∈ P i+ (x)
}
,
wobei P i+ (x) alle bisherigen nicht-dominierten Punkte sind, die in der i-ten Komponente
kleiner sind als fˆi (x), d.h. P i+ (x) :=
{
p ∈ P : fˆi (x)− fi (p) > 0
}
für alle i = 1, . . . , I. Ist
P i+ (x) = ∅ für ein i ∈ {1, . . . , I}, d.h. x ist in der i-ten Komponente besser als die bisherigen
nicht-dominierten Punkte, so wird x als Randpunkt bezeichnet. In diesem Fall wird x ein Pseu-
dovolumen von unendlich zugewiesen, um so eine Ausdehnung der Pareto-Front zu erhalten.
Bei Tests hat sich erwartungsgemäß gezeigt, dass vor allem am Anfang einer Optimierung
Randpunkte auftreten.
Ist x kein Randpunkt, so werden die I Nachbarn von x zur Menge N (x) := {xNB1 , . . . , xNBI }
zusammengefasst und anschließend wird der Nadirpunkt nN (x) :=
(
nN1 (x) , . . . , nNI (x)
)T ∈
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RI von N (x) bestimmt:
nNi (x) := max {fi (p) : p ∈ N (x)} ∀ i = 1, . . . , I.
Die Verbesserung des Pseudovolumens IPV : RN −→ R≥0 lässt sich wie folgt berechnen:
IPV (x) :=
I∏
i=1
(
nNi (x)− fˆi (x)
)
.
Man erkennt, dass in Abbildung 4.4 die Verbesserung im Pseudovolumen identisch mit dem
dominierten Bereich der Schätzwerte ist. Dagegen ist in Abbildung 4.5 zu sehen, dass die Ver-
besserung des Pseudovolumens größer dem dominierten Bereiches ist, der durch Hinzunahme
von fˆa zur Pareto-Front entsteht. Die exakte Bestimmung der Verbesserung des dominierten
Bereiches ist wesentlich aufwendiger als die Berechnung von IPV, wie im Abschnitt 4.3.2.5
zu sehen ist.
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Abbildung 4.5: Verbesserung des Pseudovolumens bei einem gegebenen Schätzwert fˆa
Analog zu der erwarteten Verbesserung in 4.17 deﬁnieren wird die erwartete Verbesserung im
Pseudovolumen EIPV : RN −→ R≥0 wie folgt deﬁniert:
EIPV (x) :=
I∏
i=1
(
nNi (x)− fˆi (x)
)
· Φ
(
nNi (x)− fˆi (x)
sˆi (x)
)
+
I∏
i=1
sˆi (x) · φ
(
nNi (x)− fˆi (x)
sˆi (x)
)
.
(4.26)
Das Auﬀüllungskriterium lautet also
arg max {x ∈ X : EIPV (x)} . (4.27)
Man beachte, dass die Berechnung von EIPV (x) direkt erfolgen kann, wenn man zuvor
nN (x) bestimmt hat. Die Bestimmung von N (x) und des Nadirpunktes nN (x) erfolgt jeweils
in O (I · |P|).
Folgendes Theorem garantiert, dass ein Punkt x stets eine größere Verbesserung im Pseudo-
volumen hat als ein Punkt y, welcher von x dominiert wird, falls nN (x) = nN (y) gilt.
Theorem 4.3.1. Wenn x ∈ RN den Punkt y ∈ RN dominiert und nN (x) = nN (y), dann
gilt: IPV (x) > IPV (y) .
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Beweis. Es gilt:
fi (x) ≤ fi (y) ∀ i ∈ {1, . . . , I} ∧ ∃ j ∈ {1, . . . , I} s.t. fj (x) < fj (y) .
.
Aus
IPV (x) =
I∏
i=1
(
nNi (x)− fˆi (x)
)
=

I∏
i=1
i 6=j
(
nNi (x)− fˆi (x)
)
︸ ︷︷ ︸
≥(nNi (x)−fˆi(y))
 · (nNj (x)− fˆj (x))︸ ︷︷ ︸
>nNj (x)−fˆj(y)
>
I∏
i=1
(
nNi (y)− fˆi (y)
)
= IPV (y) .
folgt die Behauptung.
Die Voraussetzung nN (x) = nN (y) ist im Allgemeinen nicht erfüllt, wie in Abbildung 4.6 zu
sehen ist.
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Abbildung 4.6: Verbesserung des Pseudovolumens bei zwei Schätzwerten fˆa und fˆb
Ist eine Optimierungaufgabe mit zwei Zielfunktionen gegeben, so lässt sich zeigen, dass ein
Punkt x stets eine größere Verbesserung im Pseudovolumen hat als ein Punkt, welcher von x
dominiert wird.
Theorem 4.3.2. Für eine Optimierungsaufgabe mit zwei Zielfunktion und x, y ∈ RN gilt:
x ≺ y =⇒ IPV (x) > IPV (y) .
Beweis. Sind die Nadirpunkte von x und y identisch, so folgt die Behauptung aus Theorem
4.3.1. Es sei also im Folgenden nN (x) verschieden von nN (y). Wir betrachten die zwei Mengen
Qx :=
[
fˆ1 (x) , nN1 (x)
]
×
[
fˆ2 (x) , nN2 (x)
]
und Qy :=
[
fˆ1 (y) , nN1 (y)
]
×
[
fˆ2 (y) , nN2 (y)
]
.
Es ist zu zeigen, dass Qy eine echte Teilmenge von Qx ist. Es sei dazu ein Punkt q := (q1, q2) ∈
Qy gegeben. Da y von x dominiert wird, gilt:
qi ≥ fˆi (y) ≥ fˆi (x) i = 1, 2.
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O.B.d.A gelte f1 (x) < f1 (y) und f2 (x) ≤ f2 (y). Somit gilt für i = 1, 2:
0 < fˆi (x)− fi (p) ≤ fˆi (y)− fi (p) =⇒ P i+ (x) ⊂ P i+ (y) .
Daraus folgt:
fi
(
xNBi
)
= fi
(
arg min
{
p ∈ P i+ (x) : fˆi (x)− fi (p)
})
≤ fi
(
arg min
{
p ∈ P i+ (y) : fˆi (x)− fi (p)
})
≤ fi
(
arg min
{
p ∈ P i+ (y) : fˆi (y)− fi (p)
})
= fi
(
yNBi
)
.
Da xNBi und y
NB
i paretooptimal sind, müssen folgende Beziehungen gelten:
f2
(
xNB1
)
> f2
(
yNB1
)
und f1
(
xNB2
)
> f1
(
yNB2
)
.
Nehmen wir an, dass f2
(
yNB2
)
> f2
(
xNB1
)
: Da yNB2 ∈ P2+ (y) =⇒ fˆ2 (y) ≥ f2
(
yNB2
)
>
f2
(
xNB1
)
. Aufgrund der Paretooptimalität von y muss folgende Ungleichung gelten:
fˆ1 (y) < f1
(
xNB1
)
.
Aus xNB1 ∈ P1+ (x) folgt f1
(
xNB1
) ≤ fˆ1 (x) und somit müsste gelten:
fˆ1 (y) < fˆ1 (x) .
Dies ist aber ein Wiederspruch zu x ≺ y. Es gilt also für i = 1, 2:
f2
(
xNB1
) ≥ f2 (yNBi ) .
Durch Vertauschen der Indizes zeigt man analog f1
(
xNB2
) ≥ f1 (yNBi ) für i = 1, 2. Dadurch
ist garantiert, dass der Nadirpunkt nN (x) komponentenweise größer gleich nN (y) ist. Daraus
folgt für q ∈ Qy:
qi ≤ nNi (y) ≤ nNi (x) .
Somit ist gezeigt, dass Qy ein Teilmenge von Qx ist. Oﬀenbar sind beide Mengen nicht iden-
tisch, da x den Punkt y dominiert und so fˆ (x) ∈ Qx nicht in Qy liegen kann. Daraus folgt
Qx % Qy und die Behauptung.
Würde sich dieses Theorem für Optimierungsaufgaben mit mehr als zwei Zielfunktionen bewei-
sen lassen, so wäre die erwartete Verbesserung im Pseudovolumen ein geeignetes Auﬀüllungs-
kriterium. Aller Voraussicht nach ist dies aber nicht der Fall, sodass dieses Auﬀüllungskrite-
rium unter Umständen Punkte vorschlägt, die von anderen Schätzwerten dominiert werden.
Ein Auﬀüllungskriterium sollte aber stets Punkte bevorzugen, welche nicht-dominiert sind.
Tests haben gezeigt, dass die Pareto-Front bei Aufgaben mit mehr als zwei Zielfunktionen
nicht gleichmäßig approximiert wird. Aus diesem Grund wird im Folgenden ein Auﬀüllungs-
kriterium betrachtet, welches die Verbesserung des dominierten Bereiches exakt bestimmt.
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4.3.2.5 Erwartete Verbesserung des Hypervolumens
Aus Kapitel 2 ist bereits folgende Notation für y, y′ ∈ RI bekannt:
y 5 y′ ⇐⇒ yi ≤ y′i ∀ i ∈ {1, . . . , I} .
Analog schreibt man für eine Menge P ⊂ RI und einen Punkt y ∈ RI
P 5 y ⇐⇒ ∃ p ∈ P s.t. p 5 y.
Mittels dieser Schreibweisen wird das Hypervolumen H : RI × RI −→ R≥0 einer Menge
P ⊂ RI und eines Referenzpunktes yref ∈ RI eingeführt:
H
(
P, yref
)
:= H (P ) :=
ˆ
y∈RI
1P5y5yrefdy, (4.28)
wobei
1P5y5yref :=
{
1 für
{
y ∈ RI : P 5 y 5 yref}
0 sonst
die Indikatorfunktion der Menge
{
y ∈ RI : P 5 y 5 yref} ist. In Abbildung 4.7 ist das Hy-
pervolumen an einem Beispiel durch die graue Fläche dargestellt. Man beachte, dass das
Hypervolumen dem dominierten Bereich der Punkte p1 und p2 entspricht, wobei der erste
Quadrant durch den Referenzpunkt r beschränkt ist.
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Abbildung 4.7: Hypervolumen des dominierten Bereiches von zwei nicht-dominierten Punkten
p1 und p2 bei gegebenen Referenzpunkt r
Die Verbesserung im Hypervolumen IH : RI × RI × RI −→ R≥0 durch Hinzunahme eines
Punktes y ∈ RI zur Menge P ⊂ RI lässt sich wie folgt bestimmen:
IH
(
P, y, yref
)
:= IH (y) := H
(
P ∪ {y} , yref
)
−H
(
P, yref
)
= H (P ∪ {y})−H (P ) .
(4.29)
In [13] wurde erstmalig eine direkte Berechnungsvorschrift für die erwartete Verbesserung im
Hypervolumen EIH : RN −→ R≥0 geliefert. Man deﬁniert EIH für ein beliebiges x ∈ RN wie
folgt:
EIH (x) :=
ˆ
y∈RI
IH (y) · ϕx (y) dy, (4.30)
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wobei ϕx : RI −→ R die Dichtefunktion der I-dimensionalen Normalverteilung ist.
Um den Erwartungswert auszurechnen, wird das Integrationsgebiet in eine Menge von Inter-
vallboxen zerlegt, über die anschließend stückweise integriert wird. Es sei dazu die bisherige
Pareto-Menge P bekannt und die nicht-dominierten Punkte liegen für jede Zielfunktion lexi-
kograﬁsch sortiert vor. Steht der Punkt an m-ter Stelle (m = 1, . . . , |P|) bezüglich der i-ten
Zielfunktion (i = 1, . . . , I), so wird dieser mit p(m,i) bezeichnet.
Es wird ein I-dimensionales Gitter mit folgenden Koordinaten für i = 1, . . . , I und m =
1, . . . , |P| erzeugt:
b
(0)
i := −∞
b
(m)
i := fi
(
p(m,i)
)
b
(|P|+1)
i := y
ref
i
b
(|P|+2)
i := ∞.
Dadurch lässt sich der Bildraum RI in (|P|+ 2)I Zellen C (m1, . . . ,mI) ⊂ RI partitionieren,
wobei mi ∈ {0, . . . , |P|+ 1} für i = 1, . . . , I. Jede dieser Zellen C (m1, . . . ,mI) besitzt eine
untere Ecke
l (m1, . . . ,mI) :=
(
b
(m1)
1 , . . . , b
(mI)
I
)T
und eine obere Ecke
u (m1, . . . ,mI) :=
(
b
(m1+1)
1 , . . . , b
(mI+1)
I
)T
.
Es gilt somit:
RI =
⋃
mi∈{0,...,|P|+1}
i=1,...,I
C (m1, . . . ,mI) .
In Abbildung 4.8 ist eine beispielhafte Zerlegung des Lösungsraumes bei einer Optimierungs-
aufgabe mit zwei Zielfunktionen und vier gegebenen paretooptimalen Punkten zu erkennen.
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Abbildung 4.8: Zerlegung des R2 bei einer gegebenen Pareto-Menge, welche aus vier Punkten
besteht
Man beachte, dass die Anzahl der Zellen schon für wenige Zielfunktionen und einer gerin-
gen Mächtigkeit der Pareto-Menge sehr groß ist, sodass der Umgang mit allen Zellen nicht
praktikabel ist. Oﬀensichtlich existiert eine Vielzahl von Zellen C (m1, . . . ,mI), für die das
Hypervolumen
HC (P ) :=
ˆ
y∈C(m1,...,mI)
1P5y5yrefdy (4.31)
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gleich null ist. Diese werden im Folgenden als inaktiv bezeichnet.
Theorem 4.3.3. Eine Zelle C (m1, . . . ,mI) ist inaktiv, wenn eine der beiden Bedingungen
erfüllt ist:
1. ∃ p ∈ P mit li (m1, . . . ,mI) ≤ fi (p) ∀ i ∈ {1, . . . , I} und ∃ j ∈ {1, . . . , I} s.t.
lj (m1, . . . ,mI) < fj (p),
2. ∃ j ∈ {1, . . . , I} s.t. lj (m1, . . . ,mI) ≥ yrefj .
Beweis. Wir betrachten das Hypervolumen aus (4.31) und zeigen, dass dieses für eine Zelle,
welche eine der obigen Bedingungen erfüllt, identisch null ist. Im Weiteren seien i und j stets
Elemente aus {1, . . . , I} und es bezeichne CP ⊂ RI folgende Menge:
CP :=
{
y ∈ C (m1, . . . ,mI) : P 5 y 5 yref
}
.
Durch diese Schreibweise erhält man eine äquivalente Darstellung von HC (P ):
HC (P ) =
ˆ
y∈C(m1,...,mI)
1P5y5yrefdy =
ˆ
y∈CP
1dy.
1. Es gilt: li (m1, . . . ,mI) ≤ fi (p) ∀ i und ∃ j s.t. lj (m1, . . . ,mI) < fj (p), wobei p ∈ P.
Da p aus der Pareto-Menge ist, gilt:
uj (m1, . . . ,mI) ≤ fj (p) .
Daraus folgt:
lj (m1, . . . ,mI) ≤ yj ≤ uj (m1, . . . ,mI) ≤ fj (p) ∀ y ∈ C (m1, . . . ,mI) .
Somit lässt sich CP schreiben als:
CP =
y ∈ C (m1, . . . ,mI) : P 5 y 5 yref ∧ yj ≤ fj (p)︸ ︷︷ ︸
=⇒yj=fj(p)

=
{
y ∈ C (m1, . . . ,mI) : P 5 y 5 yref ∧ yj = fj (p)
}
⊂ {y ∈ RI : yj = fj (p)} .
Damit gilt für das Hypervolumen:
HC (P ) ≤
ˆ
y∈RI
yj=fj(p)
1dy = 0.
2. Es wird zunächst der Fall betrachtet, dass yrefj = lj (m1, . . . ,mI) gilt. Dann folgt die
Behauptung aus
CP =
{
y ∈ C (m1, . . . ,mI) : P 5 y 5 yref ∧ yrefj = yj
}
.
⊂
{
y ∈ RI : yrefj = yj
}
und
HC (P ) ≤
ˆ
y∈RI
yj=y
ref
j
1dy = 0.
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Es sei anderenfalls yrefj < lj (m1, . . . ,mI), dann gilt:
CP ⊂
{
y ∈ RI : P 5 y 5 yref
}
∩
{
y ∈ RI : yj > yrefj
}
= ∅.
Auch in diesem Fall ist HC (P ) gleich null.
Eine Zelle heißt aktiv, falls HC (P ) > 0 gilt. Alle aktiven Zellen werden zur Menge C+ ⊂ RI
zusammengefasst. Aus obigen Theorem folgt, dass die untere Ecke l (m1, . . . ,mI) einer aktiven
Zelle stets den Referenzpunkt yref dominiert und selbst von mindestens ein paretooptimalen
Punkt p ∈ P dominiert wird oder l (m1, . . . ,mI) ∈ P gilt. In Abbildung 4.9 ist die Einordnung
der Zellen der Zerlegung aus Abbildung 4.8 zu sehen. Die gelben Zellen erfüllen Bedingung 1
aus Theorem 4.3.3 und die grünen Zellen die Bedingung 2.
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Abbildung 4.9: Aktive (grau) und inaktive (grün, gelb) Zellen einer beispielhaften Zerlegung
Durch die Einteilung des Bildraumes kann der Erwartungswert für die Verbesserung im Hy-
pervolumen aus (4.30) wie folgt geschrieben werden:
EIH (x) =
∑
C(m1,...,mI)∈C+
δ (m1, . . . ,mI) , (4.32)
wobei
δ (m1, . . . ,mI) :=
ˆ
y∈(l(m1,...,mI),u(m1,...,mI)]
IH (y) · ϕx (y) dy. (4.33)
Die Wahl von halboﬀenen Intervallen ist sinnvoll, da jeder Punkt eindeutig einem Intervall
zugeordnet werden soll und die untere Ecke l (m1, . . . ,mI) einer aktiven Zelle C (m1, . . . ,mI)
den Wert −∞ annehmen kann.
Ziel soll es sein, die Berechnung des Ausdrucks δ (m1, . . . ,mI) bzw. EIH (x) herzuleiten.
Es wird dafür ein Vektor v (C (m1, . . . ,mI)) ∈ RI deﬁniert, dessen i-te Koordinate die i-te
Koordinate des Punktes hi ∈ RI ist, welcher der erste Schnittpunkt von dem Strahl
Li :=
{
z ∈ RI : ∃ t ≥ 0 s.t. z = l (m1, . . . ,mI) + t · ei
}
mit dem Rand der Pareto-Front oder dem Rand des Gebietes, welches den Referenzpunkt yref
dominiert, ist. Dabei steht der Vektor ei ∈ RI für den i-ten Einheitsvektor des I-dimensionalen
Raumes.
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Die Bestimmung des Vektors v (C (m1, . . . ,mI)) wird in Abbildung 4.10, anhand von zwei
Beispielen, illustriert.
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Abbildung 4.10: Bestimmung des Vektors v (C (m1, . . . ,mI)) bei einer Optimierungsaufgabe
mit zwei Zielfunktionen und vier gegebene nicht-dominierten Punkten
Im Folgenden wird stets ein Punkt y ∈ RI betrachtet, welcher nicht-dominiert bzgl. P ist. Es
werden nachstehende Kurzschreibweisen eingeführt: C := C (m1, . . . ,mI), δ := δ (m1, . . . ,mI),
l := l (m1, . . . ,mI), u := u (m1, . . . ,mI) und v := v (C (m1, . . . ,mI)).
Die Verbesserung im Hypervolumen IH (y) lässt sich wie folgt bestimmen:
IH (y) = V + L, (4.34)
wobei
V :=
I∏
i=1
(vi − yi)−
I∏
i=1
(vi − ui)
und L dem Hypervolumen der nicht-dominierten Punkte in (u, v] := (u1, v1] × · · · × (uI , vI ]
entspricht. Man beachte, dass ausschließlich
∏I
i=1 (vi − yi) von y abhängig ist.
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Abbildung 4.11: Darstellung der Verbesserung im Hypervolumen
Die Abbildung 4.11 zeigt die Bestimmung der Verbesserung im Hypervolumen anhand von
zwei Beispielen. Es sind jeweils die gleichen nicht-dominierten Punkte (hellblaue Kreise) und
der gleiche Referenzpunkt yref gegeben. Man erkennt, dass L auf der linken Seite gleich
null ist, da die Menge (u, v] nur dominierte Punkte enthält. Auf der rechten Seite existieren
Elemente aus (u, v], die nicht-dominiert sind, d.h. L ist größer null.
Nach Einführung der Größen V und L lässt sich der Ausdruck δ aus (4.33) schreiben als
δ =
u1ˆ
y1=l1
· · ·
uIˆ
yI=lI
IH (y1, . . . , yI) · ϕx (y1, . . . , yI) dy1 . . . dyI
=
˙ I∏
i=1
(vi − yi) · ϕx (y) dy −
˙ I∏
i=1
(vi − ui) · ϕx (y) dy +
˙
L · ϕx (y) dy.
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Die letzten beiden Terme sind unabhängig von y, sodass diese direkt ausgerechnet werden
können:
˙ I∏
i=1
(vi − ui) · ϕ (y) dy =
I∏
i=1
(vi − ui) ·
˙
ϕx (y) dy
=
I∏
i=1
(vi − ui) ·
(
Φ
(
ui − µi
σi
)
− Φ
(
li − µi
σi
))
und ˙
L · ϕ (y) dy = L ·
˙
ϕx (y) dy
= L ·
I∏
i=1
(
Φ
(
ui − µi
σi
)
− Φ
(
li − µi
σi
))
.
Der erste Summand
¯ ∏I
i=1 (vi − yi) · ϕx (y) dy bedarf einer genaueren Untersuchung.
Theorem 4.3.4. Es seien a, b, µ, x und σ reelle Zahlen, wobei σ 6= 0. Dann gilt:
Ψ := Ψ (a, b, µ, σ) :=
bˆ
−∞
(a− x) · ϕ (x) dx = σ · φ
(
b− µ
σ
)
+ (a− µ) · Φ
(
b− µ
σ
)
.
Beweis. Es sei
ϕ (x) =
1√
2pi · σ · exp
(
−(x− µ)
2
2σ2
)
die Dichtefunktion der Normalverteilung. Man setzt
s :=
x− µ
σ
und erhält
ϕ (x) =
1√
2pi · σ · exp
(
−s
2
2
)
=
1
σ
· φ (s) ,
wobei φ die Dichtefunktion der Standardnormalverteilung ist. Für den Ausdruck Ψ folgt
daraus:
Ψ =
bˆ
−∞
(a− x) · 1
σ
· φ
(
x− µ
σ
)
dx.
Es wird wie folgt substituiert:
z :=
x− µ
σ
=⇒ dz = dx
σ
=⇒ dx = σ · dz
=⇒ x = σ · z + µ
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und man erhält
Ψ =
b−µ
σˆ
−∞
(a− σ · z − µ) · φ (z) dz
= (a− µ) ·
b−µ
σˆ
−∞
φ (z) dz − σ ·
b−µ
σˆ
−∞
z · φ (z) dz
= (a− µ) · Φ
(
b− µ
σ
)
− σ ·
b−µ
σˆ
−∞
z · φ (z) dz.
Die Funktion Φ steht dabei für die Verteilungsfunktion der Standardnormalverteilung. Wenn
wir φ (z) einmal nach z ableiten, erhält man:
φ′ (z) =
1√
2pi
· (−z) · exp
(
−z
2
2
)
= −z · φ (z) .
Es gilt nach dem Hauptsatz der Diﬀerential- und Integralrechnung:
b−µ
σˆ
−∞
z · φ (z) dz = −
b−µ
σˆ
−∞
φ′ (z) dz
= −φ
(
b− µ
σ
)
.
Wir erhalten die gewünschte Darstellung für Ψ.
Durch dieses Theorem lässt sich der Ausdruck
¯ ∏I
i=1 (vi − yi) · ϕx (y) dy schreiben als:
˙ I∏
i=1
(vi − yi) · ϕx (y) dy =
I∏
i=1
uiˆ
yi=li
(vi − yi)ϕx (yi) dyi
=
I∏
i=1
 uiˆ
yi=−∞
(vi − yi)ϕx (yi) dyi −
liˆ
yi=−∞
(vi − yi)ϕ (yi) dyi

=
I∏
i=1
(Ψ (vi, ui, µi, σi)−Ψ (vi, li, µi, σi)) .
Zusammenfassend erhält man folgende Darstellung für δ :
δ =
I∏
i=1
δi − S ·
I∏
i=1
(
Φ
(
ui − µi
σi
)
− Φ
(
li − µi
σi
))
,
mit
δi := Ψ (vi, ui, µi, σi)−Ψ (vi, li, µi, σi)
S := L−
I∏
i=1
(vi − ui) .
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Damit ist das Ziel erreicht, eine explizite Darstellung für EIH zu erhalten. Diese Berech-
nungsvorschrift ist leicht zu implementieren, wobei zuvor das Raster erzeugt und L bestimmt
werden muss. Durch diese Berechnungen dauert die Bestimmmung von EIH erheblich länger
als die der anderen Auﬀüllungskriterien. Bei technischen Anwendungen können Funktionsaus-
wertungen mehrere Minuten bzw. Stunden in Anspruch nehmen, sodass dieser Zeitnachteil
von EIH wenig Einﬂuss auf die Gesamtrechenzeit hat.
4.3.2.6 Parallelisierungsansätze
Die bisherigen Auﬀüllungskriterien ermitteln genau einen Punkt xM+1, welcher durch die
Zielfunktion f auszuwerten ist. Stehen np ∈ N\{1} Prozessoren zur Verfügung, so könnten np
Funktionsauswertungen zur selben Zeit vorgenommen werden. Die Zeitersparnis kann insbe-
sondere bei teuren Blackbox-Aufgaben enorm hoch sein. Deshalb ist es sinnvoll, Auﬀüllungs-
kriterien einzuführen, welche mehrere Punkte selektieren. Dieser Ansatz wurde ausführlich
in der Diplomarbeit [31] untersucht und eine Möglichkeit soll im Folgenden kurz vorgestellt
werden.
Die Idee ist es, das Ersatzmodell nicht durch den den Funktionswert f
(
xM+1
)
, sondern durch
den Schätzwert fˆ
(
xM+1
) ≈ f (xM+1) zu erweitern. Dadurch erspart man sich die Zielfunk-
tionsauswertung, nimmt aber in Kauf, dass das Modell die Zielfunktion unter Umständen
ungenau approximiert, wenn ∣∣∣fˆ (xM+1)− f (xM+1)∣∣∣ 0
gilt. Anschließend wird
fmin := min
{
f
(
x1
)
, . . . , f
(
xM
)
, fˆ
(
xM+1
)}
(4.35)
bestimmt und abermals unter Anwendung des Auﬀüllungskriteriums ein neuer Punkt xM+2 6=
xM+1 bestimmt. Der Punkt xM+2 ist verschieden von xM+1, da
max
{
fmin − fˆ
(
xM+1
)
, 0
}
= 0
und so der Punkt xM+1 für die Auﬀüllungskriterien EI, GEI und WEI uninteressant ist.
Bei dem Auﬀüllungskriterium EIH wird xM+1 zur Pareto-Menge hinzugefügt und somit gilt
auch in diesem Fall xM+2 6= xM+1.
Durch dieses Vorgehen, welches als iteratives Verfahren bezeichnet wird, ist es möglich, be-
liebig viele Punkte zu ermitteln. Bei dem Vergleich der Optimierungsverfahren im Kapitel 5
wird das Verfahren EMMOA mit den Auﬀüllungskriterien der iterativen gewichteten erwarte-
ten Verbesserung (IW) und der iterativen erwarteten Verbesserung im Hypervolumen (IHV)
genutzt.
4.4 Zusammenfassung
Das ersatzmodellgestützte Optimierungsverfahren EMMOA wurde vom Autor dieser Arbeit
um ein weiteres Auﬀüllungskriterium, der erwarteten Verbesserung im Hypervolumen, er-
weitert. Da die bisherigen Auﬀüllungskriterien sich ausschließlich an den Funktionswerten
orientierten, ist die Pareto-Front meist nicht gleichmäßig approximiert wurden. Die erwartete
Verbesserung im Hypervolumen betrachtet dagegen die Verbesserung des dominierten Berei-
ches. Dadurch erhält man in der Regel eine gleichmäßigere Approximation der Pareto-Front.
Die explizite Darstellung wurde ausführlich hergeleitet und erlaubt es, diesen Erwartungs-
wert analytisch auszurechnen. Im kommenden Kapitel wird die Tauglichkeit der erwarteten
Verbesserung im Hypervolumen an multikriteriellen Beispielaufgaben getestet.
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Die implementierten und erweiterten Verfahren dieser Arbeit sollen nun an analytischen und
technischen Beispielen getestet und mit anderen Optimierungsverfahren verglichen werden. In
dem ersten Abschnitt wird der Versuchsplan vorgestellt. Die Ergebnisse und Auswertungen
der Optimierungen sind im Abschitt 5.2 zu ﬁnden. Anschließend werden Empfehlungen für
die Anwendbarkeit der Verfahren gegeben.
5.1 Versuchsplan
In diesem Abschnitt werden die verschiedenen Verfahren, Testfunktionen und Vergleichskri-
terien vorgestellt. Ingesamt wurden für den Vergleich der Optimierungsverfahren ca. 11000
Stunden Rechenzeit, verteilt auf mehrere Rechner, benötigt.
5.1.1 Verfahren
Um den Erfolg und die Tauglichkeit der implementierten Verfahren bewerten zu können,
müssen diese mit anderen Optimierungsalgorithmen verglichen werden. Es wurden folgende
Verfahren verwendet: OGA (vgl. NSGA-II aus [7]), PGA (vgl. MrBoa aus [1] und [33]), die
Partikelschwarmoptimierung und das ersatzmodellgestützte Optimierungsverfahren EMMOA
mit drei verschiedenen Auﬀüllungskriterien. Die Parametrisierungen der Verfahren sind im
Anhang B zu ﬁnden. Da die Funktionsauswertungen bei technischen Anwendungen sehr lange
dauern können, ist die Anzahl der zu berechnenden Punkte auf 300 limitiert. Durch diese
Beschränkung ist auch das Konvergenzverhalten der einzelnen Verfahren besser zu beurteilen.
Es ist zu beachten, dass sich die Rechenzeit der einzelnen Verfahren deutlich unterscheidet.
Eine Optimierung mit den Verfahren EMMOA dauert wesentlich länger als ein Durchlauf
von OGA, PGA oder PSO. Die analytischen multikriteriellen Aufgaben wurden mit den Ver-
fahren OGA, PGA und PSO in weniger als einer Minute gelöst (2.4 Ghz, 512 MB RAM).
Nach etwa einer Stunde war ein Durchlauf des EMMOA mit dem Auﬀüllungskriterium IW
beendet. Eine Optimierung mit dem Auﬀüllungskriterium IW für die Tiefensuche und IHV
für die Breitensuche dauerte in etwa zwei Stunden. Wurde das Kriterium IHV für die Breiten-
und Tiefensuche verwendet, benötigte ein Durchlauf eines analytischen Testproblems in der
Regel mehr als vier Stunden. Diese Zeitunterschiede spielen bei technischen Anwendungen
eine untergeordnete Rolle, da eine Funktionsauswertung bzw. Simulation mehrere Minuten
oder Stunden dauern kann.
5.1.2 Testfunktionen
Die ausgewählten Testfunktionen sind so gewählt, dass ein breites Spektrum von Aufgaben
abgedeckt wird. Zunächst werden drei einkriterielle Testfunktionen betrachtet, um die PSO
mit den bereits vorhandenen Verfahren OGA, PGA und EMMOA vergleichen zu können.
Anschließend folgen drei analytische und zwei technische, multikriterielle Aufgaben.
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5.1.2.1 Rosenbrock-Funktion
Diese Testfunktion ist unter anderem in [33] zu ﬁnden und durch ein bananenförmiges Tal cha-
rakterisiert, welches die Suche nach dem eindeutigen globalen Minimum erheblich erschwert.
Das Optimum der Aufgabe ist x∗ = (1, 1, 1)T mit den Funktionswert 0. In Abbildung 5.1 ist
die zweidimensionale Rosenbrock dargestellt.
min 100 · (x21 − x2)2 + (1− x1)2 + 100 · (x22 − x3)2 + (1− x2)2
s.t. −5.12 ≤ xi ≤ 5.12 i = 1, 2, 3 (5.1)
5.1.2.2 Himmelblau-Funktion
Ebenfalls in [33] ﬁndet man die Himmelblau-Funktion. Im Gegensatz zu der Rosenbrock-
Funktion, besitzt diese mehrere lokale Optima (vgl. Abbildung 5.2). Dadurch besteht die
Gefahr, dass das Verfahren in ein lokales Optimum konvergiert und so das globale Optimum
an der Stelle x∗ = (3, 2)T unentdeckt bleibt.
min
(
x21 + x2 − 11
)2 + (x1 + x22 − 7)+ 0.1 · (x1 − 3)2 · (x2 − 2)2
s.t. −6 ≤ xi ≤ 6 i = 1, 2 (5.2)
5.1.2.3 g6-Funktion
Diese Funktion ist an dem G6 Problem aus [16] angelehnt. Die Aufgabe besitzt eine Zielfunkti-
on und eine Nebenbedingung, welche den zulässigen Bereich stark einschränkt (vgl. Abbildung
5.3). Die Lösung der Aufgabe ist ca. −7257.538444 und liegt bei x∗ = (13, 5−√18.81)T .
min (x1 − 10)3 + (x2 − 20)3
s.t. (x1 − 5)2 + (x2 − 5)2 ≤ 82.81
13 ≤ x1 ≤ 100
0 ≤ x2 ≤ 100
(5.3)
5.1.2.4 DTLZ2-Aufgabe
Bei dieser Aufgabe aus [10] ist die Pareto-Front ein Ausschnitt aus dem Einheitskreis (vgl.
Abbildung 5.4). In der Diplomarbeit von Hansjörg Schmidt [31] wurde durch diese Testfunk-
tion die Schwäche der bisherigen Auﬀüllungskriterien des Verfahrens EMMOA erkennbar. Die
Aufgabe wird daher erneut betrachtet, um zu erkennen, dass durch das Auﬀüllungskriteri-
um der erwarteten Verbesserung im Hypervolumen (vgl. Unterabschnitt 4.3.2.5) die konkave
Pareto-Front gleichmäßiger approximiert wird.
min
(
1 +
∑5
i=2 (xi − 0.5)2
)
· cos (x1 · pi2 )
min
(
1 +
∑5
i=2 (xi − 0.5)2
)
· sin (x1 · pi2 )
s.t. 0 ≤ xi ≤ 1 i = 1, . . . , 5
(5.4)
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Abbildung 5.1: Zweidimensionale Rosenbrock-Funktion
Abbildung 5.2: Himmelblau-Funktion
Abbildung 5.3: g6-Funktion, wobei der zulässige Bereich hellgrün gekennzeichnet ist
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5.1.2.5 tkx22-Aufgabe
Von Steﬀen Kux wurde die tkx22-Aufgabe formuliert, bei der die Pareto-Front weder zusam-
menhängend, noch konvex ist (vgl. Abbildung 5.5). Daher ist zu erwarten, dass das Finden
der paretooptimalen Punkte für einige Verfahren problematisch sein wird. Zusätzlich wird die
Suche nach der Pareto-Front durch die drei nichtlinearen Restriktionen erschwert, welche den
zulässigen Bereich deutlich einschränken.
min
(
x1
x22
)2
min −3 · cos (3 · pi ·A)− cos (28 · pi ·A) + ∣∣ A27 ∣∣+ 4
s.t.
(
x1
x22
)4
+
(
x2
x21
)6 ≥ 0.35(
x1
x22
)4
+
(
x2
x21
)6 ≤ 2
(x1 − 2)2 + (x2 − 2)2 ≥ 0.01
1 ≤ xi ≤ 2 i = 1, 2
(5.5)
wobei
A := 2 · (x1 − 1) · (x2 − 1)− 1.
5.1.2.6 pekka2-Aufgabe
Diese Aufgabe aus [8] zeichnet sich durch drei lineare Ungleichungsnebenbedingungen aus.
Der Suchraum ist der Durchschnitt von den neun Halbräumen, die durch die linearen Unglei-
chungen bzw. Box-Restriktionen gegeben sind. Somit ist der zulässige Bereich ein Polyeder.
Die Pareto-Front ist die Vereinigung von drei Facetten des Polyeders (vgl. Abbildung 5.6).
min −x1
min −x2
min −x3
s.t. x1 + 2 · x2 + 2 · x3 ≤ 8
2 · x1 + 2 · x2 + x3 ≤ 8
3 · x1 − 2 · x2 + 4 · x3 ≤ 12
0 ≤ xi ≤ 10 i = 1, 2, 3
(5.6)
5.1.2.7 V-CD-Aufgabe
Das Ziel der V-CD-Aufgabe aus [24] ist die Geometrieoptimierung eines Kettentriebes. Zu
den geometrischen Zusammenhängen des Modells gehören unter anderem die Positionen der
Kettenräder, die verwendete Kette, die Anzahl der Zähne und die Geometrie der Schienen bzw.
des Spannelements. Ein Ausgangsmodell kann mittels der Anwendung V-CD (vgl. Anhang
A.4) mit geringem Aufwand erstellt werden (vgl. Abbildung 5.7). Dabei existieren zahlreiche
Parameter, beispielsweise die Position und Richtung des Spannelements, die Position der
Kettenräder und die Parametrisierung der Schiene, welche durch abhängige Kreisbögen mit
tangentialen Übergängen beschrieben werden kann. Das Ziel dieser Optimierungsaufgabe ist
die Auslegung der Führungsschienen und der Spannschiene auf der Basis von geometrischen
und kinetostatischen Vorgaben. Folgende sechs Ziele sollen bei der Optimierung berücksichtigt
werden (vgl. [24]):
1. Minimierung des Kolbenhubs des Spannelements,
2. Verhältnis von Vorspannkraft zu Spannerkraft (ungelängte Kette) rund 2.5,
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Abbildung 5.4: DTLZ2-Aufgabe: Approximation der Pareto-Front, wobei auf der x-Achse
bzw. y-Achse die erste bzw. zweite Zielfunktion abgetragen ist
Abbildung 5.5: tkx22-Aufgabe: Approximation der Pareto-Front, wobei auf der x-Achse bzw.
y-Achse die erste bzw. zweite Zielfunktion abgetragen ist
Abbildung 5.6: pekka2-Aufgabe: Approximation der Pareto-Front
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3. Minimierung der Änderung des Verhältnisses zwischen gelängtem und ungelängtem Zu-
stand,
4. Minimierung der Reibleistung,
5. Länge der freien Trumstücke sollte etwa vier Kettenglieder betragen und
6. Minimierung der Kontaktlänge über Ein- und Auslaufkreisbögen.
Die Funktionsauswertungen zu dieser Aufgabe erfolgen über Aufrufe der Anwendung V-CD
(vgl. Anhang A.4), wobei ein Aufruf in etwa fünf Sekunden dauert (2.4 Ghz, 512 MB RAM).
Vor allem zu Beginn der Optimierung werden viele technisch nicht realisierbare Varianten
erzeugt, da beispielsweise Bauteile kollidieren können. Dieses Verhalten kann unter Umständen
ein Problem für die eingesetzten Optimierungsverfahren darstellen.
Abbildung 5.7: Modellierung eines Kettentriebes mit der V-CD Anwendung
5.1.2.8 KETSIM-Aufgabe
In dem Artikel [24] wurde ebenfalls die KETSIM-Aufgabe formuliert, um die dynamischen
Belastungen des Kettentriebs zu optimieren. Dabei wird auf der Basis des optimierten Geo-
metriemodells der obigen V-CD-Aufgabe ein Modell für das Dynamiksimulationprogramm
KETSIM (vgl. Anhang A.5) erzeugt. Die Daten des statischen Ausgangsmodells werden um
die Anregung der Nocken- und Kurbelwelle ergänzt. Das entstehende Dynamikmodell ist der
Ausgangspunkt für die Optimierung des Kettentriebs. Da die Auswirkungen je nach Dreh-
zahl verschieden sein können, muss der gesamte Drehzahlbereich betrachtet werden. Durch
den Einsatz von unrunden Kettenrädern und durch Anpassung des Spannelements kann die
Belastung der Kette veringert werden. Bei dieser Aufgabe existieren folgende Ziele (vgl. [24]):
1. Minimierung der Trumkraftmaxima (über alle Trumabschnitte),
2. Minimierung der Drehwinkelabweichungen der Nockenwellen und
3. Minimierung der Amplitudendiﬀerenz der Unrundheit beider Nockenwellen.
Die dritte Zielfunktion spiegelt das Gleichteilkonzept wieder, d.h. es wird untersucht, ob bau-
gleiche oder ähnliche Kettenräder eingesetzt werden können. Damit die Kette sich nicht von
der Schiene lösen kann, wird zusätzlich eine Nebenbedingung formuliert. Da diese Restriktion
den Suchraum nicht sehr einschränkt, sind nur wenige unzulässige Varianten zu erwarten.
Daher sollten die Optimierungsverfahren problemlos die Aufgabe lösen können. Die Funkti-
onswertberechnung ist bei dieser Aufgabe stets eine Simulation, sodass der Aufwand sehr hoch
ist und die Rechnung auf acht Dualcore-Rechner verteilt wurde. Eine Funktionsauswertung
dauerte ca. 40 Minuten (2.5 Ghz, Dualcore, 512 MB RAM).
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5.1.3 Vergleichskriterien
Um die statistische Auswertung anschaulich zu gestalten, wird ein Boxplot eingeführt, in
dem der Mittelwert, der Median, die Standardabweichung, das Minimum, das Maximum und
die Quartile des entsprechenden Merkmals abzulesen sind (vgl. Abbildung 5.8). Wenn die
Ergebnisse hinreichend nahe am Optimum liegen, so ist dieses durch eine vertikale grüne
Linie dargestellt. Ansonsten entfällt die Linie, damit die Ergebnisse der einzelnen Verfahren
optisch besser unterschieden werden können. Erstellt wurden die Boxplots mit der Anwendung
JPPX (siehe Anhang A.3).
Abbildung 5.8: Legende des Boxplots
5.1.3.1 Einkriterielle Vergleichskriterien
Da die Optima der Testfunktionen bekannt sind, so ist eine Auswertung leicht möglich. Von
den 100 Durchläufen pro Verfahren wird jeweils der minimal errechnete Funktionswert be-
stimmt und anschließend der Mittelwert, der Median usw. ermitteln. Diese statistischen Werte
sind dem Boxplot und Anhang C zu entnehmen. Zusätzlich wird der beste Funktionswert in
Abhängigkeit von der Anzahl der Funktionsauswertungen berechnet und der Mittelwert von
jedem Verfahren durch eine Kurve dargestellt.
5.1.3.2 Multikriterielle Vergleichskriterien
Bei den multikriteriellen Testaufgaben wurden jeweils 100 Durchläufe für jedes Verfahren und
jede Aufgabe durchgeführt und ausgewertet. Die KETSIM-Aufgabe wurde jeweils nur zehn
mal für jedes Verfahren gerechnet, da eine Funktionsauswertung ca. 40 Minuten dauerte.
Für die Bewertung von multikriteriellen Aufgaben stehen unäre und binäre Indikatoren zur
Verfügung. Zusätzlich wird bei den Aufgaben mit zwei oder drei Zielfunktionen die Menge
aller nicht-dominierten Punkte der einzelnen Verfahren graﬁsch dargestellt.
Unäre Indikatoren Die unären Indikatoren ordnen jeder Menge genau eine Zahl zu. Das
bedeutet, dass alle Lösungen der Verfahren einzeln und unabhängig von den anderen ausge-
wertet werden können. Im einkriteriellen Fall ist zum Beispiel die Bestimmung des minimalen
Funktionswertes eines Durchlaufes ein unärer Indikator. Bei Aufgaben mit mehreren Zielfunk-
tionen wird in dieser Arbeit der Hypervolumenindikator genutzt. In Gleichung (4.28) wurde
bereits das Hypervolumen eingeführt. Für jeden Optimierungsdurchlauf wird das Hypervo-
lumen der nicht-dominierten Punkte und eines Referenzpunktes bestimmt und anschließend
der Mittelwert, der Median usw. berechnet. Dabei ist zu beachten, dass stets der selbe Refe-
renzpunkt für die einzelnen Auswertungen genutzt wird. Die erhaltenen statistischen Werte
werden als Boxplot dargestellt und im Anhang C tabelliert. Als weiteren unären Indikator
60
5 Vergleich der Optimierungsverfahren
wird die Anzahl der nicht-dominierten Punkte von jedem Durchlauf genutzt und anschließend
werden abermals die statistischen Werte bestimmt und aufgeführt.
Binäre Indikatoren Ein binärer Indikator ordnet zwei Mengen eine Zahl zu. Es können also
mehrere Lösungen, insbesondere von verschiedenen Verfahren, miteinander verglichen wer-
den. In der vorliegenden Arbeit wird die durchschnittliche relative Dominanz als ein binärer
Indikator verwendet. Um diese auszurechnen, werden zunächst alle nicht-dominierten Punk-
te der Durchläufe eines Verfahrens vereinigt und es werden abermals die nicht-dominierten
Punkte dieser Menge bestimmt. Dadurch erhält man für jedes Verfahren eine Menge von nicht-
dominierten Punkten. Die durchschnittliche relative Dominanz vergleicht zwei Mengen P1 und
P2 anhand der Dominanzrelation, indem die beiden Mengen zur Menge P∗ := P1 ∪ P1 verei-
nigt werden und anschließend die Anteile der nicht-dominierten Punkte der einzelnen Mengen
P1 und P2 zur Gesamtmenge der nicht-dominierten Punkten aus P∗ bestimmt werden. Zu-
sätzlich wird der Anteil der nicht-dominierten Punkte jedes Verfahrens zur Gesamtanzahl der
nicht-dominierten Punkte aller Verfahren ermittelt.
5.2 Ergebnisse und Auswertung
In diesem Abschnitt werden die Ergebnisse vorgestellt und analysisert. Die Auswertungen
wurden zum Großteil mit dem MCA-Modul der EngineeringToolbox ausgeführt (vgl. Anhang
A.2). Dabei sind die Ergebnisse graﬁsch und tabellarisch dargestellt. Im Anhang C ﬁndet
man die numerischen Werte und weitere Boxplots. Aufgrund ähnlicher Resultate werden die
einkriteriellen Testaufgaben gemeinsam betrachtet. Die multikriteriellen Probleme sind für
eine genauere Untersuchung einzeln aufgeführt.
5.2.1 Einkriterielle Testaufgaben
Die Abbildung 5.9 illustriert die statistischen Werte der minimal errechneten Funktionswerte
der fünf getesteten Verfahren und in der Abbildung 5.10 sind die mittleren Optimierungsver-
läufe zu den Testaufgaben zu erkennen.
Bei den untersuchten einkriteriellen Optimierungsproblemen zeigt sich, dass die Partikel-
schwarmoptimierung deutlich bessere Ergebisse liefert und schneller konvergiert als die Ver-
fahren OGA und PGA. Dabei ist festzustellen, dass die Schwarmgröße bei der PSO einen
minimalen Einﬂuss auf den Erfolg der Optimierung hat. Tendenziell sind die Ergebnisse und
das Konvergenzverhalten bei der PSO mit zehn Partikeln besser als mit 20. Weiterhin ist zu
beobachten, dass die PSO eine geringere Streuung und Varianz als die Verfahren OGA und
PGA aufweist. Das Verfahren EMMOA ﬁndet bei den Aufgaben (5.1) und (5.2) nahezu immer
und sehr rasch das Optimum. Bei dem Verfahren PGA ist auﬀällig, dass oft eine vorzeitige
Konvergenz erfolgt. Dieses verfrühte Konvergenzverhalten ist bei der PSO und dem OGA
nicht festzustellen. Die Aufgabe (5.3) stellt für die Verfahren PGA und EMMOA eine große
Herausforderung dar, da oft nur wenige bzw. keine zulässigen Punkte gefunden wurden. Von
den 100 Durchläufen gab es bei den Verfahren PGA 65 und beim EMMOA 29 Optimierungen,
welche nur unzulässige Varianten erzeugten.
Die getesteten Aufgaben lassen erkennen, dass die Partikelschwarmoptimierung ein geeignetes
Verfahren zum Lösen von einkriteriellen Optimierungsaufgaben ist. In allen Testproblemen
waren die Ergebnisse im Mittel besser, als die der Verfahren OGA und PGA. Das ersatzmo-
dellgestützte Verfahren erwies sich bei den Aufgaben ohne Ungleichungsnebenbedingungen
als der beste Algorithmus. Aufgrund der wesentlich kürzeren Laufzeit und vergleichbarer Er-
gebnisse ist die PSO jedoch eine sinnvolle Alternative. Der Umgang mit Restriktionen sollte
bei dem Verfahren EMMOA überarbeitet werden, da zu viele unzulässige Punkte im Laufe
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Abbildung 5.9: Boxplots zu den minimal errechneten Funktionswerten
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Abbildung 5.10: Mittleren Verläufe der Optimierungen in Abhängigkeit von der Anzahl der
Funktionsauswertungen
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der Optimierung vorgeschlagen werden. Auf mögliche Herangehensweisen wird im Abschnitt
5.2.2.6 eingegangen.
5.2.2 Multikriterielle Testaufgaben
Zu jeder Aufgabe sind die Boxplots des Hypervolumenindikators und die Anzahl der nicht-
dominierten Punkte dargestellt. Weiterhin werden die Anteile der nicht-dominierten Punkte
bezüglich aller errechneten nicht-dominierten Punkte in Form eines Balkendiagramms illus-
triert. Die durchschnittliche relative Dominanz ist tabellarisch gegeben, wobei die Werte je-
weils zeilenweise abzulesen sind. Aus der Tabelle 5.1 folgt beispielsweise, dass 69.1 Prozent
der nicht-dominierten Punkte der Vereinigung der nicht-dominierten Punkte der Verfahren
OGA und PGA auf das erste Verfahren entfallen. Bei den Aufgaben mit weniger als vier Ziel-
funktionen werden zusätzlich alle nicht-dominierten Punkte der einzelnen Verfahren graﬁsch
dargelegt.
Die multikriteriellen Testaufgaben werden einzeln betrachtet, da sich das Verhalten der einzel-
nen Verfahren bei den verschiedenen Aufgaben stark unterscheidet. Erwartungsgemäß gibt es
keine Methode, die bei allen Testaufgaben die beste Approximation der Pareto-Front erzeugte.
5.2.2.1 DTLZ2-Aufgabe
Diese Aufgabe wurde bereits in [31] betrachtet und es zeigte sich, dass das ersatzmodellgestütz-
te Verfahren EMMOA mit dem Auﬀüllungskriterium der iterativen gewichteten erwarteten
Verbesserung die Pareto-Front ausschließlich an den Ecken gut approximiert. In Abbildung
5.13 ist abermals dieses Verhalten zu erkennen. Wird das Auﬀüllungskriterium der itera-
tiven erwarteten Verbesserung im Hypervolumen für die Breitensuche bzw. für die Tiefen-
und Breitensuche verwendet, so ist die Pareto-Front nach der Optimierung deutlich gleich-
mäßiger approximiert und es wurden wesentlich mehr nicht-dominierte Punkte gefunden. Die
Partikelschwarmoptimierung liefert bei dieser Aufgabe eine schlechtere Approximation der
Pareto-Front, ein geringeres Hypervolumen und weniger nicht-dominierte Punkte als das Ver-
fahren OGA. Der Grund hierfür ist die konkave Form der Pareto-Front, die es den Partikeln
erschwert, die Ecken der Pareto-Front zu ﬁnden. Umso mehr Partikel im Schwarm vorhanden
sind, desto höher ist die Wahrscheinlichkeit, dass sich Partikel in Richtung einer Ecke bewegen.
Daher ist für diese Aufgabe die PSO mit 20 Partikeln erfolgreicher als mit zehn. In Abbildung
5.11 ist zu sehen, dass der Hypervolumenindikator bei den Verfahren E(IW,IHV) und E(IHV)
wesentlich weniger streut als bei den anderen Approximationsalgorithmen. Insbesondere der
PGA neigt zu enormen Schwankungen der Ergebnisse.
Das ersatzmodellgestützte Verfahren mit dem Auﬀüllungskriterium IHV für die Breitensuche
erzielt für die DTLZ2-Aufgabe die besten Ergebnisse. Diese Überlegenheit des Verfahrens wird
besonders aus der Abbildung 5.14 und der Tabelle 5.1 deutlich. Ob die iterative erwartete
Verbesserung im Hypervolumen auch als Kriterium für die Tiefensuche verwendet wird, spielt
dabei eine untergeordnete Rolle. Tendenziell ist bei dieser Aufgabe das Verfahren E(IW,IHV)
der Methode E(IHV) vorzuziehen.
5.2.2.2 tkx22-Aufgabe
Bei dieser Aufgabe liefert die PSO die besten Ergebnisse. In der Abbildung 5.18 ist zu erken-
nen, dass dieses Verfahren die Pareto-Front sehr gleichmäßig approximiert. Der PGA zeigt
ähnliches Verhalten, jedoch ist bei diesem Verfahren abermals eine enorme Streuung der Er-
gebnisse zu beobachten, sodass die PSO aufgrund ihrer konstant guten Ergebnisse zum Lösen
dieser Aufgabe geeigneter erscheint. Bei der Partikelschwarmoptimierung mit zehn Partikeln
werden im Mittel mehr nicht-dominierte Punkte bei jedem Durchlauf erzeugt, als bei der PSO
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Abbildung 5.11: DTLZ2-Aufgabe: Boxplot zu dem Hypervolumenindikator bzgl. des Referenz-
punktes (1.5, 1.5)T , wobei das Hypervolumen der Pareto-Front ca. 1.4646 ist
Abbildung 5.12: DTLZ2-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte
OGA PGA PSO10 PSO20 E(IW) E(IW,IHV) E(IHV)
OGA - 69.1% 88.6% 89.1% 98.5% 0.1% 0.3%
PGA 30.9% - 81.6% 82.5% 98.4% 0.0% 0.1%
PSO10 11.4% 18.4% - 40.8% 91.8% 0.0% 0.1%
PSO20 10.9% 17.5% 59.2% - 94.2% 0.0% 0.1%
E(IW) 1.5% 1.6% 8.2% 5.8% - 0.0% 0.0%
E(IW,IHV) 99.9% 100.0% 100.0% 100.0% 100.0% - 60.1%
E(IHV) 99.7% 99.9% 99.9% 99.9% 100.0% 39.9% -
Tabelle 5.1: DTLZ2-Aufgabe: Durchschnittliche relative Dominanz der Verfahren
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Abbildung 5.13: DTLZ2-Aufgabe: Approximationen der Pareto-Front der einzelnen Verfah-
ren, wobei auf der x-Achse bzw. y-Achse die erste bzw. zweite Zielfunktion
abgetragen ist
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Abbildung 5.14: DTLZ2-Aufgabe: Anteile der nicht-dominierten Punkte der einzelnen Ver-
fahren zur Gesamtmenge aller berechneten nicht-dominierten Punkte
mit 20 Partikeln. Aus der Abbildung 5.17 und der Tabelle 5.2 lässt sich insbesondere erkennen,
dass der OGA ein ungeeigneter Approximationsalgorithmus für diese Aufgabenstellung ist. Die
ersatzmodellgestützten Verfahren ﬁnden im Mittel am wenigsten nicht-dominierte Punkte, je-
doch ist das betrachtete Hypervolumen in der Regel größer als bei den Verfahren PGA und
OGA. In dieser Aufgabe ist das Auﬀüllungskriterium der iterativen gewichteten erwarteten
Verbesserung das geeignetere, wobei die Ursache darin liegt, dass sich die Wertebereiche der
zwei Zielfunktionen stark unterscheiden. Dadurch ist die Wahl der Punkte bei dem Auﬀül-
lungskriterium der iterativen erwarteten Verbesserung im Hypervolumen besonders von der
Zielfunktion abhängig, die einen großen Abstand zwischen minimalen und maximalen Funk-
tionswert hat. Im Abschnitt 5.2.2.6 wird eine Modiﬁkation des Kriteriums betrachtet. Der
Umgang mit den auftretenden Restriktionen ist bei allen Optimierungsverfahren problemlos,
d.h. es werden stets genügend zulässige Punkte gefunden.
Abbildung 5.15: tkx22-Aufgabe: Boxplot zu dem Hypervolumenindikator bzgl. des Referenz-
punktes (1.12, 62.4)T , wobei das Hypervolumen der Pareto-Front ca. 88.5
ist
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Abbildung 5.16: tkx22-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte
Abbildung 5.17: tkx22-Aufgabe: Anteile der nicht-dominierten Punkte der einzelnen Verfah-
ren zur Gesamtmenge aller berechneten nicht-dominierten Punkte
OGA PGA PSO10 PSO20 E(IW) E(IW,IHV) E(IHV)
OGA - 1.2% 0.3% 0.6% 7.8% 33.1% 21.2%
PGA 98.8% - 26.3% 40.3% 78.9% 91.2% 86.8%
PSO10 99.7% 73.7% - 67.1% 91.2% 96.7% 95.0%
PSO20 99.4% 59.7% 32.9% - 84.2% 93.7% 95.9%
E(IW) 92.2% 21.1% 8.8% 15.8% - 73.9% 68.3%
E(IW,IHV) 66.9% 8.8% 3.3% 6.3% 26.1% - 43.9%
E(IHV) 78.8% 13.2% 5.0% 4.1% 31.7% 56.1% -
Tabelle 5.2: tkx22-Aufgabe: Durchschnittliche relative Dominanz der Verfahren
68
5 Vergleich der Optimierungsverfahren
Abbildung 5.18: tkx22-Aufgabe: Approximationen der Pareto-Front der einzelnen Verfahren,
wobei auf der x-Achse bzw. y-Achse die erste bzw. zweite Zielfunktion abge-
tragen ist
69
5 Vergleich der Optimierungsverfahren
5.2.2.3 pekka2-Aufgabe
Die ersatzmodellgestützten Verfahren erzielen bei dieser Aufgabe die schlechtesten Resultate.
Insbesondere werden nur sehr wenige zulässige Punkte erzeugt und somit ist die Anzahl der
nicht-dominierten Punkte und das entsprechende Hypervolumen sehr gering. Bei den anderen
Verfahren ist zu erkennen, dass im Laufe der Optimierung immer mehr zulässige Varianten
erzeugt werden. Dieses gewünschte Verhalten ist beim EMMOA nicht zu beobachten. Daher
sollte dringend die Restriktionsbehandlung bei diesem Verfahren überarbeitet werden. Einige
Ideen werden im Abschnitt 5.2.2.6 aufgeführt. Aus der Tabelle 5.3 und Abbildung 5.22 lässt
sich schließen, dass das Verfahren PGA die besten Ergebnisse für diese Aufgabe liefert. Jedoch
ist in Abbildung 5.21 zu sehen, dass die Pareto-Front bei der Partikelschwarmoptimierung
deutlich gleichmäßiger approximiert wird. Das Verfahren PGA neigt dazu, viele Varianten
zu erzeugen, die dicht beeinander liegen. Dadurch wird insbesondere der Rand der Pareto-
Front nicht hinreichend gut approximiert. Bei dem OGA ist ähnliches Verhalten zu erkennen,
dennoch liefert auch dieses Verfahren hinreichend gute Ergebnisse. Die Schwarmgröße hat bei
der PSO abermals einen geringen Einﬂuss auf die Optimierungsergebnisse.
Abbildung 5.19: pekka2-Aufgabe: Boxplot zu dem Hypervolumenindikator bzgl. des Referenz-
punktes (0, 0, 0)T , wobei das Hypervolumen der Pareto-Front ca. 15 ist
Abbildung 5.20: pekka2-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte
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Abbildung 5.21: pekka2-Aufgabe: Approximationen der Pareto-Front der einzelnen Verfahren
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Abbildung 5.22: pekka2-Aufgabe: Anteile der nicht-dominierten Punkte der einzelnen Verfah-
ren zur Gesamtmenge aller berechneten nicht-dominierten Punkte
OGA PGA PSO10 PSO20 E(IW) E(IW,IHV) E(IHV)
OGA - 30.8% 49.9% 49.0% 92.8% 98.7% 97.3%
PGA 69.2% - 67.7% 69.1% 96.1% 99.2% 98.8%
PSO10 50.1% 32.3% - 52.4% 95.6% 99.5% 96.8%
PSO20 51.0% 30.9% 47.6% - 95.3% 99.4% 97.2%
E(IW) 7.2% 3.9% 4.4% 4.7% - 83.8% 64.9%
E(IW,IHV) 1.3% 0.8% 0.5% 0.6% 16.2% - 30.8%
E(IHV) 2.7% 1.2% 3.2% 2.8% 35.1% 69.2% -
Tabelle 5.3: pekka2-Aufgabe: Durchschnittliche relative Dominanz der Verfahren
5.2.2.4 V-CD-Aufgabe
Diese technische Aufgabe wird von allen Optimierungsverfahren zufriedenstellend gelöst. Bei
den ersatzmodellgestützten Verfahren werden am wenigsten nicht-dominierte Punkte erzeugt,
aber das entsprechende Hypervolumen ist mit den anderen Verfahren vergleichbar. Aufgrund
der geringen Anzahl nicht-dominierter Varianten, sind die durchschnittlichen relativen Domi-
nanzen der ersatzmodellgestützten Verfahren bezüglich der anderen Approximationsalgorith-
men tendenziell klein. Dasselbe gilt für die Anteile der nicht-dominierten Punkte. Der PGA
liefert im Mittel am meisten nicht-dominierten Punkte, jedoch ist das zugehörige Hypervolu-
men in der Regel wesentlich kleiner als bei den Verfahren OGA und PSO. Aus der Abbildung
5.25 und Tabelle 5.4 lässt sich ebenfalls schlussfolgern, dass der PGA zum Lösen dieser Auf-
gabe ungeeignet ist. Die Ergebnisse der Partikelschwarmoptimierung und des OGA zeigen ein
ähnlich gutes Verhalten, wobei die PSO mit zehn Partikeln minimal bessere Ergebnisse erzielt
als mit 20.
Das Auftreten von technischen nicht realisierbaren Varianten stellt für die Verfahren OGA
und PGA kein Problem dar. Bei der PSO waren ca. 15 Prozent der Durchläufe erfolglos,
d.h. es wurde keine technisch umsetzbare Variante ermittelt. Solange noch kein realisierbares
Partikel gefunden wurde, ist der Verlauf der Partikelschwarmoptimierung ungewiss, da die
Bewegungen des Schwarms von den ermittelten Funktionswerten abhängig sind. Wurde noch
kein realisierbarer Punkt entdeckt, so ﬂiegen die Partikel zufällig durch den Suchraum und
es besteht die Gefahr, dass dadurch keine umsetzbaren Varianten bestimmt werden können.
Wenn eine realisierbare Variante gefunden wurde, dann erhöht sich schlagartig die Anzahl der
technisch durchführbaren Punkte. Dieser Eﬀekt ist auch bei den Verfahren OGA und PGA
zu beobachten. Bei einer Optimierung mit dem EMMOA ist die Anzahl der Punkte, die nicht
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realisiert werden können, sehr hoch, da die Informationen der unzulässigen Punkte nicht für
den weiteren Verlauf genutzt werden können.
Abbildung 5.23: V-CD-Aufgabe: Boxplot zu dem Hypervolumenindikator bzgl. des Referenz-
punktes (23, 14, 35, 73, 330)T , wobei die errechneten Hypervolumen skaliert
wurden (vgl. Tabelle C.7)
Abbildung 5.24: V-CD-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte
OGA PGA PSO10 PSO20 E(IW) E(IW,IHV) E(IHV)
OGA - 73.6% 46.7% 52.2% 77.0% 81.0% 90.8%
PGA 26.4% - 27.7% 34.1% 60.4% 62.6% 76.0%
PSO10 53.3% 72.3% - 54.8% 78.0% 81.0% 91.2%
PSO20 47.8% 65.9% 45.2% - 75.0% 79.1% 88.0%
E(IW) 23.0% 39.6% 22.0% 25.0% - 54.6% 71.6%
E(IW,IHV) 19.0% 37.4% 19.0% 20.9% 45.4% - 69.6%
E(IHV) 9.2% 24.0% 8.8% 12.0% 28.4% 30.4% -
Tabelle 5.4: V-CD-Aufgabe: Durchschnittliche relative Dominanz der Verfahren
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Abbildung 5.25: V-CD-Aufgabe: Anteile der nicht-dominierten Punkte der einzelnen Verfah-
ren zur Gesamtmenge aller berechneten nicht-dominierten Punkte
5.2.2.5 KETSIM-Aufgabe
Bei der KETSIM-Aufgabe erweist sich das ersatzmodellgestützte Verfahren EMMOA mit dem
Auﬀüllungskriterium der iterativen gewichteten erwarteten Verbesserung als der geeignetste
Approximationsalgorithmus. Aus den Abbildungen 5.26 und 5.28, sowie der Tabelle 5.5 lässt
sich deutlich erkennen, dass dieses Verfahren im Mittel bessere Ergebnisse liefert als die ande-
ren Optimierungsmethoden, obwohl die Anzahl der nicht-dominieten Punkte bei den weiteren
Verfahren oft wesentlich höher war (vgl. Abbildung 5.27). Der EMMOA mit dem Auﬀül-
lungskriterium der iterativen erwarteten Verbesserung im Hypervolumen für die Tiefen- und
Breitensuche ist nicht zum Lösen dieser Aufgabe geeignet. Bei der KETSIM-Aufgabe unter-
scheiden sich die Wertebereiche der einzelnen Zielfunktionen enorm, sodass die Verbesserung
im Hypervolumen von den Zielfunktionen besonders stark abhängig ist, die einen großen Wer-
tebereich haben, d.h. bei denen der Abstand zwischen den minimalen und maximalen Funk-
tionswert sehr groß ist. Im Unterabschnitt 5.2.2.6 wird ein modiﬁziertes Auﬀüllungskriterium
vorgestellt, bei dem die Zielfunktionen normiert werden. Um die Verbesserung der Änderung
zu erkennen, wird die KETSIM-Aufgabe mit dem modiﬁzierten Kriterium erneut gelöst.
Abbildung 5.26: KETSIM-Aufgabe: Boxplot zu dem Hypervolumenindikator bzgl. des Refe-
renzpunktes (2766, 1.92, 1.605, 106.5)T , wobei die errechneten Hypervolumen
skaliert wurden (vgl. Tabelle C.8)
Auch bei dieser Aufgabe liefert die Partikelschwarmoptimierung zufriedenstellende Ergebnisse.
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Bei den Verfahren OGA und PGA werden zwar in der Regel mehr nicht-dominierte Punkte
gefunden, jedoch ist das betrachtete Hypervolumen bei der PSO größer. Die durchschnittlichen
relativen Dominanzen von OGA und PSO20 sind vergleichbar und besser als beim PGA und
PSO10. Für kein Optimierungsverfahren stellt die Nebenbedingung ein Problem dar, sodass
bei den sieben getesteten Methoden stets genügend zulässige Punkte gefunden wurden.
Abbildung 5.27: KETSIM-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte
Abbildung 5.28: KETSIM-Aufgabe: Anteile der nicht-dominierten Punkte der einzelnen Ver-
fahren zur Gesamtmenge aller berechneten nicht-dominierten Punkte
OGA PGA PSO10 PSO20 E(IW) E(IW,IHV) E(IHV)
OGA - 63.2% 63.2% 48.8% 35.4% 69.0% 97.9%
PGA 36.8% - 52.6% 43.8% 29.5% 51.6% 85.2%
PSO10 36.8% 47.4% - 36.6% 31.0% 55.1% 95.8%
PSO20 51.2% 56.2% 63.4% - 38.3% 64.1% 95.9%
E(IW) 64.6% 70.5% 69.0% 61.7% - 75.6% 97.0%
E(IW,IHV) 31.0% 48.4% 44.9% 35.9% 24.4% - 96.3%
E(IHV) 2.1% 14.8% 4.2% 4.1% 3.0% 3.7% -
Tabelle 5.5: KETSIM-Aufgabe: Durchschnittliche relative Dominanz der Verfahren
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5.2.2.6 Verbesserungsvorschläge
Die Behandlung von Nebenbedingungen sollte bei dem ersatzmodellgestützten Verfahren EM-
MOA überarbeitet werden. Beim Lösen der Aufgaben (5.3) und (5.6) war zu beobachten,
dass nur wenige bzw. keine zulässigen Punkte erzeugt wurden. Andere Approximationsalgo-
rithmen, wie beispielsweise die Partikelschwarmoptimierung, haben die Eigenschaft, dass der
Anteil zulässiger Punkte im Laufe einer Optimierung ansteigt. Dieses wünschenswerte Verhal-
ten ist beim EMMOA nicht festzustellen. Eine Möglichkeit, den Umgang mit Restriktionen
bei dem EMMOA zu verbessern, ist die Einführung von Ersatzmodellen für die einzelnen
Restriktionen. So kann für jeden Punkt geschätzt werden, ob dieser zulässig ist oder nicht.
Diese Information könnte bei den Auﬀüllungskriterien genutzt werden, indem beispielsweise
ein Penalty-Term (vgl. Abschnitt 2.4) hinzugefügt wird, welcher die Schätzwerte der Restrik-
tionen und die zugehörigen Unsicherheiten enthält. Aus zeitlichen Gründen konnte dieser
Ansatz nicht weiter verfolgt werden und kann als Thema für kommende Forschungsarbeiten
gesehen werden.
Neben der Restriktionsbehandlung des Verfahrens EMMOA, sollte das Auﬀüllungskriteri-
um der erwarteten Verbesserung im Hypervolumen verbessert werden, weil die Ergebnisse
insbesondere bei der KETSIM-Aufgabe unbefriedigend waren. Da sich bei Optimierungsauf-
gaben die Wertebereiche der einzelnen Zielfunktionen stark unterscheiden können, bietet es
sich an, die Zielfunktion zu normieren. Dadurch ist die Berechnung der Verbesserung im Hy-
pervolumen unabhängig von den Wertebereichen der Funktionen. Diese Modiﬁkation wurde
implementiert und anschließend an der KETSIM-Aufgabe getestet. Aus der Tabelle 5.6 las-
sen sich die Ergebnisse der Optimierung im Vergleich zu den Resultaten aus Unterabschnitt
5.2.2.5 entnehmen. Es ist deutlich zu erkennen, dass sich die Ergebnisse durch die Modiﬁkation
wesentlich verbessert haben.
Anzahl
nicht-dominierter
Punkte
Hypervolumen-
indikator
E(IHV) mit Modiﬁkation 16 115543.15
E(IHV) ohne Modiﬁkation (Mittelwert) 8.4 77036.65
E(IHV) ohne Modiﬁkation (Maximum) 13 91705.84
Tabelle 5.6: KETSIM-Aufgabe: Resultate des Verfahrens E(IHV) mit Modiﬁkation im Ver-
gleich zu den Durchläufen ohne Modifaktion
5.3 Empfehlungen
Aus der Analyse der Testaufgaben kann abgeleitet werden, dass die Partikelschwarmopti-
mierung ein geeignetes Verfahren zum Lösen von einkriteriellen Optimierungsproblemen mit
Nebenbedingungen ist. Dabei zeigte sich, dass dieser Approximationsalgorithmus in der Re-
gel schneller konvergiert und bessere Ergebnisse liefert als die Verfahren OGA und PGA.
Die Schwarmgröße spielt dabei eine untergeordnete Rolle, jedoch ist die Konvergenzgeschwin-
digkeit tendenziell höher, wenn wenige Partikel im Schwarm existieren. Der Umgang mit
Restriktionen ist bei dem ersatzmodellgestützte Verfahren EMMOA problematisch, dagegen
überzeugt dieses Verfahren bei unrestringierten Aufgabenstellungen. Da der Rechenaufwand
für den EMMOA erheblich höher ist als bei den anderen Verfahren, sollte bei Aufgaben, deren
Zielfunktionsauswertungen in Sekundenbruchteilen erfolgen, ein anderes Verfahren (beispiels-
weise die Partikelschwarmoptimierung) eingesetzt werden.
Die betrachteten multikriteriellen Testprobleme haben gezeigt, dass es kein Optimierungsver-
fahren gibt, welches bei allen Aufgaben die besten Ergebnisse liefert. Ist der zulässige Bereich
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sehr eingeschränkt, so erzeugt die Partikelschwarmoptimierung im Mittel die besten Resul-
tate. Die ersatzmodellgestützten Verfahren eignen sich nicht zum Lösen solcher Aufgaben,
da zu wenige zulässige Punkte gefunden werden und damit die Anzahl der nicht-dominierten
Punkte eines Durchlaufs sehr gering ist.
Unterscheiden sich die Wertebereiche der Zielfunktionen einer unrestringierten Aufgabe kaum
und ist die Pareto-Front zusammenhängend, dann ist der EMMOA mit dem Auﬀüllungskri-
tierium der erwarteten Verbesserung im Hypervolumen ein geeignetes Lösungsverfahren, das
die Pareto-Front gleichmäßig approximiert. Das Normieren der Zielfunktionen verbessert das
Verhalten des Verfahrens bei Aufgaben, die diese Eigenschaften nicht erfüllen.
Zusammenfassend ist festzuhalten, dass die Partikelschwarmoptimierung ein taugliches Ver-
fahren zum Lösen von einer breiten Klasse von Optimierungsaufgaben ist. Insbesondere über-
zeugt dieser Approximationsalgorithmus durch den eﬃzienten Umgang mit Restriktionen und
einer hohen Konvergenzgeschwindigkeit bei einkriteriellen Problemen. Multikriteriellen Tes-
taufgaben werden durch die Partikelschwarmoptimierung ebenfalls zufriedenstellend gelöst.
Dabei hat die Anzahl der Partikel im Schwarm einen geringen Einﬂuss auf die Optimie-
rung. Die Verfahren OGA und PGA scheinen der PSO im Mittel unterlegen zu sein, sind
aber ebenfalls als Löser für beliebige nichtlineare Optimierungsaufgaben geeignet. Das er-
satzmodellgestützte Verfahren EMMOA hat einen deutlich höheren Rechenaufwand als die
anderen Verfahren, sodass der EMMOA vordringlich bei Aufgaben verwendet werden soll-
te, deren Funktionsauswertungen mehrere Minuten oder Stunden dauern. Bei Aufgaben mit
stark beschränktem zulässigen Bereich erzeugt das Verfahren mit dem Auﬀüllungskriterium
der iterativen gewichteten erwarteten Verbesserung im Durchschnitt bessere Ergebnisse als
mit dem Kriterium der iterativen erwarteten Verbesserung im Hypervolumen. Ist dagegen die
Pareto-Front zusammenhängend und die Wertebereiche der Zielfunktionen unterscheiden sich
kaum, so erzielt das Verfahren mit dem Kriterium der iterativen erwarteten Verbesserung im
Hypervolumen deutlich bessere Resultate.
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In der vorliegenden Arbeit wurden zwei Optimierungsverfahren zum Lösen von rechenzei-
tintensiven technischen Aufgabenstellungen vorgestellt und erweitert. Zum einen stand die
Partikelschwarmoptimierung im Mittelpunkt der Betrachtungen. Dieser naturanaloge Ap-
proximationsalgorithmus wurde im dritten Kapitel ausführlich motiviert, dargelegt und so
modiﬁziert, dass beliebige nichtlineare Optimierungsaufgaben mit diesem Verfahren eﬃzient
gelöst werden können. Insbesondere ist das Verfahren um eigene Ideen des Autors hinsichtlich
des Umgangs mit mehreren Ungleichungsrestriktionen und Zielfunktionen ergänzt worden. Im
Kapitel 5 zeigte sich, dass die Partikelschwarmoptimierung bei einkriteriellen Problemen in
der Regel bessere Ergebnisse liefert und schneller konvergiert als die vergleichbaren Verfahren
OGA oder PGA. Multikriterielle Testprobleme ließen erkennen, dass die Partikelschwarmop-
timierung ebenfalls als Löser für Aufgaben mit mehreren Zielfunktionen geeignet ist.
Neben diesem schwarmintelligenten Verfahren wurde das ersatzmodellgestützte Optimierungs-
verfahren EMMOA analysiert und um ein weiteres Auﬀüllungskriterium erweitert. Ziel sollte
es sein, dass die Pareto-Front durch dieses Kriterium gleichmäßiger approximiert wird als bei
den vorhandenen Kriterien. Vom Autor der Arbeit wurde ein Ansatz aufgezeigt, welcher für
Aufgaben mit zwei Zielfunktionen verwendet werden kann. Bei Problemen mit mehr als zwei
Zielfunktionen ist jedoch nicht auszuschließen, dass ungünstige Punkte vorgeschlagen wer-
den. Daher wurde ein Kriterium aus der Fachliteratur betrachtet, welches dieses Verhalten
nicht aufweist. Das Kriterium der erwarteten Verbesserung im Hypervolumen ist ausführlich
hergeleitet und an Testproblemen veriﬁziert worden. Bei der DTLZ2-Aufgabe (5.4) lieferte
der EMMOA mit dem neuen Kriterium eine wesentlich gleichmäßigere Approximation der
Pareto-Front als die anderen Kriterien. Allerdings waren die Ergebnisse bei den weiteren
Testaufgaben nicht wie erhoﬀt. Die Ursache lag darin, dass sich die Wertebereiche der ein-
zelnen Zielfunktionen einer Aufgabe deutlich unterschieden haben und so die Berechnung des
Hypervolumens von manchen Zielfunktionen besonders stark abhängig war. Deshalb ist das
Kriterium der erwarteten Verbesserung im Hypervolumen modiﬁziert worden, indem die Ziel-
funktionen während der Optimierung normiert werden. Ein anschließender Test hat gezeigt,
dass sich die Resultate wesentlich verbessert haben.
Das Verfahren EMMOA sollte hinsichtlich des Umgangs mit Restriktionen überarbeitet wer-
den, da bei einigen Aufgaben sehr wenige bzw. keine zulässigen Punkte gefunden wurden.
Andere Verfahren, wie die Partikelschwarmoptimierung oder der PGA, haben die Eigenschaft,
dass die Anzahl zulässiger Punkte im Laufe einer Optimierung ansteigt. Dieses Merkmal ist
bei dem EMMOA in der Regel nicht zu beobachten. Eine Möglichkeit, das Verhalten des
EMMOA bei Aufgaben mit Nebenbedingungen zu verbessern, könnte der Aufbau von Ersatz-
modellen für die Restriktionen sein. Damit könnte für jeden Punkt eine Prognose abgegeben
werden, ob dieser zulässig ist oder nicht. Diese Information müsste durch das Auﬀüllungskri-
terium genutzt werden, um so das bisher zahlreiche Auftreten von unzulässigen Varianten zu
vermeiden.
Die Entwicklung eines hybriden Verfahrens verspricht hohe Erfolgsaussichten, da mit diesem
Ansatz die positiven Eigenschaften einzelner Verfahren eﬃzient genutzt werden könnten.
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Thesen
1. In der Realität treten zahlreiche Aufgaben auf, die mit analytischen Methoden nicht ex-
akt zu lösen sind. Aus diesem Grund wurden verschiedene Approximationsalgorithmen
entwickelt, die in annehmbarer Zeit eine ausreichende Näherung der optimalen Ergebnis-
se liefern. Dabei gibt es kein Verfahren, das den anderen Verfahren immer überlegen ist,
d.h. es existieren stets Optimierungsaufgaben, welche von einem anderen Algorithmus
besser gelöst werden.
2. Der Basisalgorithmus der Partikelschwarmoptimierung zeichnet sich durch eine einfa-
che Grundstruktur aus. Dieses moderne Verfahren wurde erweitert, um damit beliebige
nichtlineare Optimierungsaufgaben lösen zu können. Insbesondere liefert die Partikel-
schwarmoptimierung zufriedenstellende Ergebnisse für multikriterielle Probleme mit Ne-
benbedingungen. Bei Aufgaben mit genau einer Zielfunktion überzeugt das Verfahren
durch eine hohe Konvergenzgeschwindigkeit und dem zuverlässigen Auﬃnden von hin-
reichend guten Lösungen.
3. Durch das Auﬀüllungskriterium der erwarteten Verbesserung im Hypervolumen wurden
die Schwachstellen der bisherigen Kriterien des Approximationsalgorithmus EMMOA
bezüglich der gleichmäßigen Approximation der Pareto-Front behoben. Die Ermittlung
der Punkte, welche auszuwerten sind, dauert allerdings wesentlich länger als bei den
anderen Auﬀüllungskriterien.
4. Die Wahl des Auﬀüllungskriteriums des Verfahrens EMMOA ist abhängig von der Form
der Pareto-Front, d.h. es lässt sich im Allgemeinen nicht vorhersagen, welches Kriterium
zum Lösen einer Optimierungsaufgabe geeigneter ist.
5. Bei Aufgaben, deren Funktionsauswertungen nur Sekundenbruchteile dauern, ﬁnden die
Methoden der evolutionären Optimierung und die Partikelschwarmoptimierung in der
Regel schneller akzeptable Ergebnisse als ersatzmodellgestützte Verfahren.
6. Der Umgang mit Restriktionen sollte bei dem Verfahren EMMOA dringend überarbeitet
werden, da im Laufe einer Optimierung zu viele unzulässige Punkte generiert werden.
Eine Möglichkeit kann der Aufbau von Ersatzmodellen für die Restriktionen bieten.
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A EngineeringToolbox
Die Optimierungen und Auswertungen wurden mit Modulen aus der EngineeringToolbox der
IAV GmbH ausgeführt. Dabei sind die Module UNO (Universal Optimizer), MCA (Multi
Criteria Analyzer) und JPPX (Java Post Process Extented) genutzt worden. Diese und die
Anwendungen V-CD und KETSIM, welche für die technischen Testaufgaben verwendet wur-
den, werden im Folgenden kurz vorgestellt.
A.1 Modul UNO
Dieses Modul stellt Werkzeuge bereit, um allgemeine Optimierungsaufgaben zu lösen. Zu-
nächst wird eine beliebige, nichtlineare Aufgabe formuliert. Dabei wählt man die Variablen,
welche gegebenenfalls Abhängigkeiten aufweisen können, und die Ergebnisse. Mit diesen Grö-
ßen werden die Zielfunktionen, Nebenbedingungen und Parameterabhängigkeiten deﬁniert.
Für gewisse Anwendungen können zusätzlich speziﬁsche Regeln deﬁniert werden. Beispiels-
weise ist es bei der Kettentriebsoptimierung notwendig, dass die Kettelänge ein ganzzahliges
Vielfaches der Länge eines einzelnen Kettengliedes ist. Wenn die Aufgabe formuliert ist, so
folgt die Auswahl eines Optimierungsverfahrens zur Lösung dieser Aufgabe. Unter anderem
existieren Methoden der evolutionären Optimierung, ersatzmodellgestützte Verfahren oder
die vom Autor dieser Arbeit implementierte Partikelschwarmoptimierung. Das ausgewählte
Verfahren kann dann entsprechend parametrisiert werden. Abschließend ist es im Modul UNO
möglich, die Berechnung durch Parallelisierung, d.h. durch Verteilung der Rechnung auf meh-
rere Prozessoren, zu beschleunigen. Nachdem alle Einstellungen vorgenommen wurden, kann
die Optimierung gestartet werden. Während der Optimierung werden die zulässigen Varian-
ten durch ein zweidimensionales Koordinatensystem visualisiert. Zusätzlich ist es möglich, den
Fortschritt bzw. die Konvergenz der einzelnen Zielfunktionen zu betrachten. Wenn die Op-
timierung beendet ist, werden die nicht-dominierten Punkte ausgegeben und die Ergebnisse
können gespeichert und anschließend mit dem MCA-Modul weiterverarbeitet werden.
Abbildung A.1: Modul UNO
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A.2 Modul MCA
Die Lösungen einer Optimierung enthalten oft eine hohe Anzahl von Punkten, die nicht leicht
zu überschauen sind. Durch das MCA-Modul wird ein Hilfsmittel für die eﬀektive Auswertung
der Lösungen bereitgestellt. Zur Analyse stehen verschiedene Methoden und Visualisierungen
zur Verfügung. Unter anderem können die Punkte 2D, 3D oder als Entscheidungsgraph darge-
stellt werden. Weiterhin ist es möglich, die Zielfunktionen zu normieren oder den Bereich der
Parameter bzw. Zielfunktionen einzuschränken. Vom Autor dieser Arbeit wurde der Hypervo-
lumenindikator in das MCA-Modul eingegliedert, d.h. nach der Eingabe eines Referenzpunktes
werden zunächst die nicht-dominierten Punkte berechnet und anschließend das Hypervolumen
(4.28) bestimmt. Weitere Methoden des Moduls sind zum Beispiel die Ermittlung der nicht-
dominierten Punkte, die manuelle Erzeugung von zusätzlichen Punkten oder die Bestimmung
des Ideal- und Nadirpunktes.
A.3 Modul JPPX
Die Boxplots und die Verläufe der einkriteriellen Optimierungsaufgaben wurden mit dem
JPPXModul angefertigt. Dieses Modul dient im Allgemeinen der Visualisierung von Versuchs-
und Berechnungsdaten. Dafür stehen verschiedene Diagrammarten (Kartesische Diagramme,
Polardiagramme, Balkendiagramme usw.) zur Verfügung. Die Darstellungen können beliebig
formatiert und angepasst werden.
A.4 V-CD
V-CD (Virtual Chain Drive) ist eine Anwendung von der IAV GmbH zur Modellierung und
Berechnung von Kettentrieben. Dabei wird der Auslegungsprozess von der Modellierung bis
zur Auswertung interaktiv unterstützt und während dieses Prozesses kann die Zulässigkeit
des Modells permant überwacht werden. In Verbindung mit dem Modul UNO (vgl. A.1) kann
V-CD zur Optimierung von Kettentrieben und zur Automatisierung des Auslegungsprozesses
genutzt werden.
A.5 KETSIM
KETSIM ist ein Dynamiksimulationsprogramm für Steuerkettentriebe von Verbrennungsmo-
toren, welches im Rahmen von Forschungsarbeiten an der TU München entwickelt wurde (vgl.
[34]). Neben verschiedenen Typen von Steuerketten, können unter anderem auch hydraulische
Kettenspanner und Nockenwellen in die Simulation aufgenommen werden. Anstatt einer Mo-
dellierung mit Kontaktsteiﬁgkeiten, werden die Kontakte zwischen den Kettengliedern und
Kettenräder durch Starrkörperkontakte dargestellt.
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Abbildung A.2: Modul MCA
Abbildung A.3: Modul JPPX
Abbildung A.4: Anwendung V-CD
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B Parametrisierung der Verfahren
Es werden im Folgenden die einzelnen Verfahren kurz vorgestellt und anschließend die Pa-
rametrisierungen aufgeführt. Für den Vergleich der Optimierungsverfahren wurden sieben
Methoden miteinander verglichen:
1. OGA: Dieses Verfahren, welches auf den NSGA-II basiert (vgl. [7]), erzeugt eine Fol-
ge von Generationen der Individuen. Dabei verändern sich die Individuen von einer
Generation zur nächsten durch Selektions- und Variationsoperatoren.
2. PGA: Bei diesem Verfahren wird der Variationsoperator durch eine Modellierung von
Abhängigkeiten zwischen den Variablen der Optimierungsaufgabe realisiert. Der PGA
wurde von Martin Stöcker in [33] in die EngineeringToolbox eingegliedert und beruht
auf den Verfahren MrBoa aus [1].
3. PSO10: Dieses Verfahren ist die Partikelschwarmoptimierung (vgl. Kapitel 3) mit zehn
Partikeln und 30 Generationen.
4. PSO20: Um den Einﬂuss der Schwarmgröße zu untersuchen, wird abermals die Parti-
kelschwarmoptimierung betrachtet, diesmal aber mit 20 Partikeln und 15 Generationen.
5. E(IW): Dieses Verfahren ist das ersatzmodellgestützte Optimierungsverfahren EM-
MOA mit dem Auﬀüllungskriterium der iterativen gewichteten erwarteten Verbesserung
(IW) aus [31] für die Tiefen- und Breitensuche. Durch dieses Auﬀüllungskriterium ist es
möglich, vor jedem Zielfunktionsaufruf mehrere Punkte zu bestimmen, die auszuwerten
sind.
6. E(IW,IHV): Bei diesem Verfahren handelt es sich ebenfalls um EMMOA, wobei für
die Tiefensuche das Auﬀüllungskriterium der iterativen gewichteten erwarteten Verbes-
serung (IW) und für die Breitensuche die iterative erwartete Verbesserung im Hypervo-
lumen (IHV) genutzt wird.
7. E(IHV): Auch dieses Verfahren ist das ersatzmodellgestützte Verfahren EMMOA, aber
das Auﬀüllungskriterium ist sowohl für die Tiefen-, als auch für die Breitensuche, die
iterative erwartete Verbesserung im Hypervolumen (IHV).
In folgenden Tabellen sind die Parametrisierungen der einzelnen Verfahren aufgeführt, welche
auf Erfahrungswerten beruhen.
OGA
Populationsgröße 20
Anzahl der Generationen 20
Neue Individuen pro Generation 14
Kreuzungswahrscheinlichkeit 1
Mutationswahrscheinlichkeit 0.15
Tabelle B.1: Parametrisierung von OGA
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PGA
Populationsgröße 20
Anzahl der Generationen 20
Neue Individuen pro Generation 14
Maximalzahl Cluster 3
Maximalzahl Subprobleme 100
Tabelle B.2: Parametrisierung von PGA
PSO10
Schwarmgröße 10
Anzahl der Generationen 30
Anzahl der Nachbarn 5
Konstanten ci (i = 1, 2, 3) 2
Schranke ωmin 0.4
Schranke ωmax 0.8
PSO20
Schwarmgröße 20
Anzahl der Generationen 15
Anzahl der Nachbarn 10
Konstanten ci (i = 1, 2, 3) 2
Schranke ωmin 0.4
Schranke ωmax 0.8
Tabelle B.3: Parametrisierung von PSO10 und PSO20
E(IW)
Anzahl zu berechnender Punkte 300
Anzahl Startpunkte 11 ·N − 1
Punkte zur Modelloptimierung 75
Schritte zur Modelloptimierung 1500
Populationsgröße (Tiefensuche) 70
Anzahl der Generationen (Tiefensuche) 70
Populationsgröße (Breitensuche) 70
Anzahl der Generationen (Breitensuche) 70
Tabelle B.4: Parametrisierung von E(IW)
E(IW,IHV)
Anzahl zu berechnender Punkte 300
Anzahl Startpunkte 11 ·N − 1
Punkte zur Modelloptimierung 75
Schritte zur Modelloptimierung 1500
Populationsgröße (Tiefensuche) 70
Anzahl der Generationen (Tiefensuche) 70
Populationsgröße (Breitensuche) 50
Anzahl der Generationen (Breitensuche) 50
Tabelle B.5: Parametrisierung von E(IW,IHV)
E(IHV)
Anzahl zu berechnender Punkte 300
Anzahl Startpunkte 11 ·N − 1
Punkte zur Modelloptimierung 75
Schritte zur Modelloptimierung 1500
Populationsgröße (Tiefensuche) 50
Anzahl der Generationen (Tiefensuche) 50
Populationsgröße (Breitensuche) 50
Anzahl der Generationen (Breitensuche) 50
Tabelle B.6: Parametrisierung von E(IHV)
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C Weitere Ergebnisse
C.1 Rosenbrock-Funktion
Abbildung C.1: Rosenbrock-Funktion: Boxplot zu den minimal errechneten Funktionswerten
(ohne Standardabweichung und Minimum bzw. Maximum)
Verfahren Min Max 0.25-Q Med 0.75-Q MW Std.abw.
OGA 0.1777 632.1935 5.5853 18.0799 37.6485 48.6774 96.2515
PGA 0.0047 1974.9563 2.6157 10.8375 72.3042 80.5336 217.1386
PSO10 0.0001 6.5185 0.4727 1.2704 2.2396 1.5779 1.4090
PSO20 0.4342 8.0045 1.1527 1.9968 3.1872 2.2778 1.4488
E(IW) 0.0019 0.2864 0.0218 0.0491 0.0994 0.0679 0.0575
Tabelle C.1: Rosenbrock-Funktion: Statistische Auswertung der Ergebnisse der verschiedenen
Verfahren bei 100 Optimierungsdurchläufen
C.2 Himmelblau-Funktion
Abbildung C.2: Himmelblau-Funktion: Boxplot zu den minimal errechneten Funktionswerten
(ohne Standardabweichung und Minimum bzw. Maximum)
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Verfahren Min Max 0.25-Q Med 0.75-Q MW Std.abw.
OGA 0.0015 33.1669 0.6043 1.8944 4.4296 3.4875 4.7743
PGA 0.0000 30.7008 0.3579 1.7830 4.4622 3.6694 5.4944
PSO10 0.0000 4.1998 0.0036 0.0170 0.4914 0.6194 1.3208
PSO20 0.0000 4.4344 0.0419 0.2381 0.6738 0.6251 1.0490
E(IW) 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0000
Tabelle C.2: Himmelblau-Funktion: Statistische Auswertung der Ergebnisse der verschiedenen
Verfahren bei 100 Optimierungsdurchläufen
C.3 g6-Funktion
Abbildung C.3: g6-Funktion: Boxplot zu den minimal errechneten Funktionswerten (ohne
Standardabweichung und Minimum bzw. Maximum)
Verfahren Min Max 0.25-Q Med 0.75-Q MW Std.abw.
OGA -7161.47 -3479.29 -6959.80 -6613.47 -5961.41 -6373.54 776.24
PGA -7116.45 -1489.61 -5742.41 -4568.47 -3433.80 -4540.84 1670.43
PSO10 -7203.46 -2160.00 -7194.22 -7174.54 -7109.95 -7064.60 552.39
PSO20 -7203.00 -6133.44 -7179.33 -7122.45 -7036.08 -7054.42 198.42
E(IW) -7140.86 -1324.61 -6785.99 -6459.31 -5669.41 -5916.69 1365.22
Tabelle C.3: g6-Funktion: Statistische Auswertung der Ergebnisse der verschiedenen Verfah-
ren bei 100 Optimierungsdurchläufen
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C.4 DTLZ2-Aufgabe
Abbildung C.4: DTLZ2-Aufgabe: Boxplot zu dem Hypervolumenindikator (ohne Standardab-
weichung und Minimum bzw. Maximum)
Verfahren Min Max 0.25-Q Med 0.75-Q MW Std.abw.
OGA 1.3608 1.4377 1.3890 1.4039 1.4160 1.4024 0.0189
PGA 1.1626 1.4473 1.3606 1.3878 1.4159 1.3726 0.0659
PSO10 1.2211 1.4117 1.3373 1.3638 1.3792 1.3554 0.0336
PSO20 1.3448 1.4167 1.3766 1.3903 1.4006 1.3876 0.0162
E(IW) 1.2757 1.3625 1.3085 1.32036 1.3316 1.3193 0.0169
E(IW,IHV) 1.4459 1.4578 1.4523 1.4542 1.4553 1.4536 0.0025
E(IHV) 1.4336 1.4572 1.4499 1.4526 1.4544 1.4519 0.0036
Tabelle C.4: DTLZ2-Aufgabe: Statistische Auswertung des Hypervolumens der verschiedenen
Verfahren bei 100 Optimierungsdurchläufen mit dem Referenzpunkt (1.5, 1.5)T
Abbildung C.5: DTLZ2-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte (ohne
Standardabweichung und Minimum bzw. Maximum)
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C.5 tkx22-Aufgabe
Abbildung C.6: tkx22-Aufgabe: Boxplot zu dem Hypervolumenindikator (ohne Standardab-
weichung und Minimum bzw. Maximum)
Verfahren Min Max 0.25-Q Med 0.75-Q MW Std.abw.
OGA 45.7332 62.6678 60.1500 61.2660 62.2052 60.3143 3.0636
PGA 55.6859 62.8238 61.3160 62.3968 62.6782 61.8758 1.3118
PSO10 61.6057 62.8275 62.7644 62.7934 62.8138 62.7619 0.1317
PSO20 62.3690 62.8275 62.7601 62.7905 62.8173 62.7659 0.0811
E(IW) 62.2284 62.8251 62.7357 62.7890 62.8033 62.7534 0.0904
E(IW,IHV) 62.1880 62.7950 62.5645 62.6340 62.6831 62.6153 0.1070
E(IHV) 61.4094 62.8036 62.4104 62.5251 62.6379 62.4669 0.2772
Tabelle C.5: tkx22-Aufgabe: Statistische Auswertung des Hypervolumens der verschiedenen
Verfahren bei 100 Optimierungsdurchläufen mit dem Referenzpunkt (1.12, 62.4)T
Abbildung C.7: tkx22-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte (ohne Stan-
dardabweichung und Minimum bzw. Maximum)
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C.6 pekka2-Aufgabe
Abbildung C.8: pekka2-Aufgabe: Boxplot zu dem Hypervolumenindikator (ohne Standardab-
weichung und Minimum bzw. Maximum)
Verfahren Min Max 0.25-Q Med 0.75-Q MW Std.abw.
OGA 2.3912 6.1274 3.4302 3.9807 4.8471 4.1277 0.9349
PGA 2.0000 6.5399 3.1950 4.3945 5.0386 4.2505 1.2056
PSO10 2.0000 8.1817 5.4521 6.3517 6.8966 5.9719 1.3717
PSO20 3.0495 7.9194 5.8375 6.3199 6.8382 6.2614 0.8801
E(IW) 2 .0000 4.7657 2.0308 2.1767 2.5527 2.4037 0.5338
E(IW,IHV) 2.0000 3.4756 2.1829 2.1829 2.3547 2.3076 0.2690
E(IHV) 2.0000 4.9990 2.1829 2.2016 2.8648 2.5655 0.6011
Tabelle C.6: pekka Hypervolumen mit Referenzpunkt (0, 0, 0)T
Abbildung C.9: pekka2-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte (ohne Stan-
dardabweichung und Minimum bzw. Maximum)
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C.7 V-CD-Aufgabe
Abbildung C.10: V-CD-Aufgabe: Boxplot zu dem Hypervolumenindikator (ohne Standardab-
weichung und Minimum bzw. Maximum), wobei die errechneten Hypervolu-
men skaliert wurden (vgl. Tabelle C.7)
Verfahren Min Max 0.25-Q Med 0.75-Q MW Std.abw.
OGA 1.14E+06 3.22E+07 1.68E+07 2.09E+07 2.40E+07 2.05E+07 5.51E+06
PGA 1.14E+06 2.79E+07 5.91E+06 1.37E+07 1.75E+07 1.24E+07 7.62E+06
PSO10 3.40E+06 4.33E+07 1.90E+07 2.19E+07 2.50E+07 2.15E+07 6.55E+06
PSO20 5.28E+06 2.88E+07 1.87E+07 2.18E+07 2.41E+07 2.08E+07 5.28E+06
E(IW) 1.34E+07 2.91E+07 1.71E+07 1.93E+07 2.28E+07 1.99E+07 3.61E+06
E(IW,IHV) 1.09E+07 3.01E+07 1.84E+07 2.13E+07 2.36E+07 2.11E+07 3.93E+06
E(IHV) 6.20E+06 2.68E+07 1.77E+07 2.06E+07 2.27E+07 2.01E+07 3.89E+06
Tabelle C.7: V-CD-Aufgabe: Statistische Auswertung des Hypervolumens der verschie-
denen Verfahren bei 100 Optimierungsdurchläufen mit dem Referenzpunkt
(23, 14, 35, 73, 330)T
Abbildung C.11: V-CD-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte (ohne
Standardabweichung und Minimum bzw. Maximum)
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C.8 KETSIM-Aufgabe
Abbildung C.12: KETSIM-Aufgabe: Boxplot zu dem Hypervolumenindikator (ohne Standard-
abweichung und Minimum bzw. Maximum), wobei die errechneten Hyper-
volumen skaliert wurden (vgl. Tabelle C.8)
Verfahren Min Max 0.25-Q Med 0.75-Q MW Std.abw.
OGA 82817.53 123940.50 105464.16 109729.72 115363.36 107542.32 12901.63
PGA 68223.60 122638.55 76918.14 83555.07 94522.37 87213.78 16394.34
PSO10 97380.35 122606.67 103404.24 110662.47 117577.13 110397.10 8408.69
PSO20 88418.84 123594.02 100980.18 111424.48 117330.38 109265.60 11171.86
E(IW) 117709.28 126129.89 121406.76 121941.60 125148.65 122585.21 2875.50
E(IW,IHV) 105022.18 121827.87 112020.00 117138.22 118564.00 115235.09 5438.47
E(IHV) 58308.14 91705.84 68791.35 77075.45 89102.17 77036.65 12809.52
Tabelle C.8: KETSIM-Aufgabe: Statistische Auswertung des Hypervolumens der verschie-
denen Verfahren bei 100 Optimierungsdurchläufen mit dem Referenzpunkt
(2766, 1.92, 1.605, 106.5)T
Abbildung C.13: KETSIM-Aufgabe: Boxplot zu der Anzahl nicht-dominierter Punkte (ohne
Standardabweichung und Minimum bzw. Maximum)
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