The beta-binomial model which is generated by a simple mixture model has been widely applied in the social, physical, and health sciences. Lee and Sabavala (1987) proposed a Bayesian approach with a conjugate-type beta family of priors for suitably transformed parameters in the beta-binomial, and demonstrated the simulations for special case of two trials. The main purpose of the paper is to extend the study of Lee and Sabavala (1987) by numerical integration. This method can be used for the general case of trials. When the number of trials is two, the results are similar to those from Lee and Sabavala (1987) .
INTRODUCTION
The beta-binomial model is generated in the following manner. Consider a population in which for each member some event occurs as the outcome of a Bernoulli trial with probability p. thus given 0 < p < 1, the number of occurrences for k in r trials has the binomial distribution, 
where B( , ) α β is the complete beta function. Since p is not observable, the probability distribution of k in r trials, given α and β , for a randomly chosen member is the following simple mixture model Pr ( | , , ) Pr( | , ) ( | , ) . BB k r k r p f p dp α β α β = ∫ Using (1) and (2), the beta-binomial model is defined as 
This model was initiated by Pearson (1925) in an experimental investigation of Bayes' theorem, and formally proposed by Skellam (1948) . Since then, the beta-binomial model has been applied in mental testing (Huynh, 1979; Lord, 1965; Wilcox, 1981) , toxicological experimentation (Williams, 1975) , epidemiology (Griffiths, 1973) , media exposure (Greene, 1970) , and buying behavior (Massy, Montgomery and Morrison, 1970) , among others. Up until Lee and Sabavala (1987) the commonly used estimation procedures include the method of moments, minimum Chi-squared, and maximum likelihood (ML) (Griffiths, 1973; Kalwani, 1980; Kleinman, 1973; Morrison, 1966; Wilcox, 1979) . Lee and Sabavala (1987) proposed a Bayesian procedure for inference on the parameters and prediction on the event frequencies and pointed out the favorite flavor of Bayesian procedures over the ML procedures. It was because the ML estimators are not available in closed form or in some case, the ML estimates are not defined. A key initial step in the Bayesian framework of Lee and Sabavala's (1987) is to reparameterize the model in term of
) and ρ α β = + + 1 1 /( ). These parameters µ and ρ have useful interpretations in the beta binomial model, but α and β do not (see Sabavala and Morrison, 1977) . Moreover, µ and ρ have values restricted to the interval 0 and 1.
Therefore, beta priors for µ and ρ can be used for the Bayesian framework in the model. Kahn and Raftery (1996) proposed Bayesian Logistic regression and Bayesian estimate for the parameter p. The approach is different from the Beta-Binomial model in which p is not the parameter. Lee and Sabavala (1987) demonstrated the simulations for special case of two trials and suggested a Pearson type I distribution to approximate the posterior distributions, and then using the approach for the case of two trials to predict the new event frequencies in real problem which had input data from the case of more than two trials.
Our objective here is to use numerical integration method directly to solve the general case (i.e. r can be any positive integer) of Bayesian estimation and prediction in the betabinomial model with typical input data as from Lee and Sabavala (1987) . In general, the estimations for the special case of two trials are similar to the Bayesian estimations from Lee and Sabavala(1987) . However, the predictions of event frequencies in the real application problems with more than two trials are much better than Lee and Sabavala's (1987) .
Section 2 describes the models in Bayesian framework with typical input data as form Lee and Sabavala(19870. Section 3 presents results of estimations for any case of trial. A real data application is presented in Section 4 and Section 5 is concluding remark.
FORMULA FOR ESTIMATIONS AND PREDICTIONS
For a fixed number of trial r, assume that a sample of size n is selected from model (3).
Then the data will consist of the number of occurrences, k, for each of the n units. This data can be summarized as{n k ; k = 0, 1, ..., r}, where n k is the number of units with k occurrences and n n k
Let
and 
Since µ and ρ have values between 0 and 1 the conjugate-type beta prior distributions for µ and ρ will be applied here. Assuming that µ and ρ are independent a priori, then the joint prior distribution can be expressed as
where γ 1 , γ 2 , δ 1 and δ 2 are given positive real numbers. Combining the likelihood function with the prior g( , )
µ ρ , the joint posterior distribution Pr( µ , ρ | r, {n k }) of µ and ρ can be shown to satisfy that
It should be pointed out that the explicit formula of the proportional constant for (7) is not available when r > 2. Therefore, for the numerical calculation of P( µ , ρ | r, {n k }), the proportional constant in (7) (I) Calculate a Riemann sum for the function in the right side of (7) with the grid points {( µ i , ρ j ): i = 0, 1, ..., z; j = 0, 1, ..., z}.
(II) Increase the grid points by doubling z and repeat step (I).
The procedures will be continued until two successive Riemann sums, RSS z and RSS 2z , satisfy (RSS 2z -RSS z ) / RSS z < 10 -5 . Then the last Riemann sum will be used as the proportional constant of (7) and the final grid points will be used to evaluate the double integrals of (8), (9), and (10). The marginal posterior density of µ can also be approximated at { µ i ; i = 1, ..., z} through the Riemann sum of Pr( µ i , ρ | r, {n k }) over grid points { ρ j : j = 1, ..., z} and so can the marginal posterior density of ρ at { ρ j : j = 1, ..., z} through the Riemann sum of Pr( µ , ρ j | r, {n k }) over grid points { µ i : i = 1, ..., z}. Furthermore, using the quantile function from IMSL, any pth quantile estimates for µ and ρ can be constructed. Therefore, the posterior intervals of µ and ρ can be easily obtained.
When r = 2, (7) can be simplified to be
We keep the factor 1
n n in (7A) to reduce the possibility of underflow problem in large sample(i.e. n is large). Formula (7A) is equivalent to the result of joint posterior from Lee and Sabavala (19870. Although there exists some interpretation for the result of joint posterior in Lee and Sabavala(1987) , formula (7A) is much better for programming the numerical integration when r = 2.
Note that given the data {n k ; k = 0, 1, ..., r}, we are concerned with inference on µ and ρ (or α and β ), the beta-binomial model, rather than on p, the binomial model. It is further noted that Kahn and Raftery's (1996) Bayesian estimation is for p. If the marginal posteriors for µ and ρ , respectively, are available, then the Bayesian estimators of µ and ρ may be chosen as the mean, median, or mode from these marginal posterior densities.
Interval estimates may be found using the symmetric or asymmetric (with 0 as one endpoint or with 1 as one endpoint) or the highest marginal posterior density interval. Except the case of two trials, the close forms of marginal posteriors for µ and ρ are apparently not available. Therefore, we will use the following double integrations (8) and (9) to find the means of µ and ρ as Bayesian estimators of µ and ρ ,
and
where Pr( , | ,{ }) µ ρ r n k is given in (7) for r > 2, and is given in (7A) for r = 2.
For the Bayesian prediction in the beta binomial model, we predict the relative frequency of k' , the number of event occurrences in some future r' opportunities for a specific member of the population, conditional on having observed k out of r for that same member and data {n k ; k = 0, 1, ..., r}.
In making these predictions, it is assumed that p for each member of the population remains constant. Hence, the prediction formula turns out to be
where Pr( ' | ' , , ,{ }) k r k r n k can be proved to be Pr ( ' | ' , , ).
Again, the prediction model can be obtained by double integration.
SIMULATIONS
The main purpose in this section is to apply (8) and (9) to the same models as Lee and Sabavala(1987) . the data were simulated from the following four true models. The prior distributions considered here are type A, with γ 1 = 1.6, γ 2 = 2.4, δ 1 = 2.0, and δ 2 =2.0; type B, with γ 1 = 2.0, γ 2 = 2.0, δ 1 = 3.6, and δ 2 =1.2; and type C with γ 1 = 1.0, γ 2 = 1.0, δ 1 = 1.0, δ 2 = 1.0. It is noted that type C prior is uniform prior and type A and type B are non-uniform priors. The other parameters of the simulation were the number of trials (r), the sample size (n), and the number of replications (100). the procedure that was followed was to generate n values of k, the number of successes in r opportunities from (3) by using a FORTRAN program linking with IMSL, for a given model defined above. the resulting frequency distribution, {n k ; k = 0, 1, ..., r}, was then used as the input in utilizing (7), (7A), (8), and (9) to compute Bayesian estimates of µ and ρ with each type of priors. this step was repeated 100 times, and summary measures of the discrepancy between the estimates and the true values were computed. for point estimators of µ and ρ , the summary measure were the mean absolute deviation (MAD) and the root mean squared error (RMSE). For interval estimates (at a given probability level), the average width of the interval (AW) was used, with a check on the proportion including the true value (INCL). Table 1 and Table 2 summarize the simulation results for uniform prior, and Table 3 shows the comparisons between symmetric and asymmetric intervals with uniform priors. Tables   4-6 show the comparisons of estimates with different priors. It is noted that the results for the case of two trials are similar to those from Lee and Sabavala (1987) . From these tables, we see that for a given sample size n, the estimates of µ and ρ are more accurate for larger r; meanwhile, for a given r, the estimates for µ and ρ are better for larger n. Also, estimates with uniform priors are never better than those with non-uniform priors. For interval estimates, symmetric and asymmetric interfals have been compared. For µ , the asymmetric intervals are never narrower than the symmetric intervals. For ρ , however, the asymmetric interval could be better. But the advantage of asymmetric interval for ρ is not significant when r > 2.
4. Example Lee and Sabavala (1987) illustrated the special meaning of the parameters µ and ρ in the application of the beta-binomial model to the commercially available media models in detail.
In this section, we will apply the estimation formula (7), (8), and (9) and the prediction formula (10) to the television-viewing data sets taken from Lee and Sabavala (1987) .
These data were obtained from a sample of 60 homes located in a particular television market and collected for a study by a television network on the strength of loyalty for news programs. For each program/time slot, we would like to use the observations of days 1-4
as input for Bayesian estimates of µ and ρ and predict day 5 viewing. Therefore, r = 4, r' = 1, and {n k ; k = 0, ..., 4}, as listed in Table 7 , will be our data for estimation and prediction. In view of the empirical results from Sabavala and Morrison (1977) , we will assume that µ and ρ have independent prior distributions. The prior A, prior B, and Prior C will be used here as the prior distributions of µ and ρ . This approach is apparently different from the one used by Lee and Sabavala (1987) . Lee and Sabavala (1987) . However, these prediction results are similar to those obtained by the "plug-in" method when the ML approach is used in the scheme proposed by Lee and Sabavala (1987) .
CONCLUDING REMARK
Bayesian method for the beta-binomial model has been shown to be viable alternative to the maximum likelihood approach. By using the numerical integration, the Bayesian approach for the beta-binomial model can be fruitfully implemented in real life applications.
