INTRODUCTION
Network operators and service providers are experiencing the increasing demand of remote users for broadband access to internet services. In order to meet this demand, the use of satellites is essential to complement terrestrial systems and extend their coverage beyond densely populated areas, providing a broadband "internet-inthe-sky" infrastructure.
Wireless solutions provide personal communications WR PRELOH DQG À[HG XVHUV DQG PD\ VROYH WKH ´ODVW PLOHµ SUREOHP LH WKH GLUHFW VHUYLFH GHOLYHU\ WR FXVWRPHUV· premises, offering high-bandwidth services without UHO\LQJ RQ D À[HG LQIUDVWUXFWXUH )XUWKHUPRUH LQ PDQ\
scenarios wireless represents the only viable delivery mechanism. A potential solution to the wireless delivery problem lies with aerial platforms, capable of carrying communication relay payloads and operating in a quasistationary position at altitudes up to 22 km. Highaltitude platforms (HAPs) can offer a wide range of services. These include rural telephony, broadcasting, and data services. Such services may be particularly valuable where existing ground infrastructure is missing RU GLIÀFXOW 0RUHRYHU +$3V DUH LGHDOO\ VXLWHG WR WKH provision of centralized adaptable resources allocation, LH ÁH[LEOH DQG UHVSRQVLYH IUHTXHQF\ UHXVH SDWWHUQV DQG packet sizes, unconstrained by the physical location of base stations. Such almost real-time adaptation should provide greatly increased overall capacity compared ZLWK FXUUHQW À[HG WHUUHVWULDO VFKHPHV RU VDWHOOLWH V\VWHPV [1, 2] . In particular, such platforms could effectively integrate or substitute terrestrial satellite systems in different ways: as an example, they can be rapidly deployed to provide immediate coverage in disaster areas, or relocated, expanded, and upgraded with new payloads, reducing the obsolescence risk typical for traditional satellites.
According to the previous vision, the new communication systems architectures will be multilayered architectures in which the design of an efficient routing strategy through the different layers will be the most important research issue in order to offer a high quality-of-service (QoS) level to the network users.
One of the challenges of HAP-satellite networks is the development of specialized routing algorithms. The routing algorithms for multilayered networks should compute paths with low communication and computational overhead, and adapt the routing decisions to the network topology and the network status in real time.
The paper investigates issues related to the optimal routing and admission control strategy in a multilayered terrestrial-HAP-satellite network; a novel routing strategy for this system architecture is proposed highlighting the strengths and evaluating the performances through an intensive simulation analysis. Furthermore, the simulation analysis has been extended to different network topologies in order to investigate the robustness and scalability of the proposed solution.
The paper is organized as follows. Section 2 summarizes few works conducted in the past years and are related to the topic presented in this paper. Section 3 presents WKH QHWZRUN V\VWHP DUFKLWHFWXUH 6HFWLRQ GHVFULEHV some signaling and connection admission control (CAC) issues. Section 5 illustrates the routing problem and shows the inter-HAP-satellite routing (IHSR) algorithm formulating the optimal routing problem on the HAP and satellite layers. Section 6 gives the results of the simulation campaigns discussing the goodness of the SURSRVHG DSSURDFK XQGHU VHYHUDO WUDIÀF FRQGLWLRQV DQG QHWZRUN GLPHQVLRQV LQ WHUPV RI QRGHV DPRXQW ÀQDOO\ conclusions and future research issues are summarized in section 7.
RELATED WORKS AND THE LITERATURE
A lot of studies have been conducted in the recent years on the low earth orbit (LEO) satellite networks focusing on the connection-oriented routing issue; the heuristic routing algorithm proposed in [3] aims to reduce the number of path handovers due to the satellite mobility. 7KH DOJRULWKP SUHVHQWHG LQ >@ XVHV WKH VQDSVKRWV RI WKH constellation to optimize the paths. A QoS-based LEO satellite network is described in [5] , which includes a routing scheme that resembles minimum hop routing in Manhattan street networks [6] . In [7] , a two-layered satellite network architecture consisting of LEO and medium earth orbit (MEO) satellite networks and a routing algorithm are proposed.
Others recent research activities have placed much emphasis on various online and offline routing algorithms well suited only for the satellite segment DVVXPLQJ D ZHOONQRZQ OLQN FDSDFLW\ >@ The multilayered architecture tested in this work has been shown in [11] in order to better clarify the potential role of an integrated satellite-HAP-terrestrial cellular system; it has been designed within the SHINES project [12] .
Although this integrated multilayered architecture is really new, few studies about the desirable integration of terrestrial, HAP, and satellite layers have been conducted in the last 2 years. In [13] Cianca HW DO. presented two integrated HAP-satellite scenarios, in which the HAP is used to overcome some of the shortcomings of satellite-EDVHG FRPPXQLFDWLRQV DOVR SURYLGLQJ PRUH HIÀFLHQW ÁHHWPDQDJHPHQW DQG WUDIÀFFRQWURO VHUYLFHV DQG PRUH SRZHUIXO GDWDUHOD\ V\VWHPV ,Q >@ WKH DXWKRUV GLVFXVV different hybrid system architectures with an emphasis on the merits of HAPs and provide a potential mapping of services to the components of a terrestrial-HAPsatellite integrated system. In [15] Allocci HW DO. considered an integrated HAP-satellite architecture and proposed a reliable multicast protocol that capitalizes upon the HAP layer to perform local retransmissions. However, the presented analysis does not take into account the issues related to the optimal routing within the multilayered network architecture. For addressing this issue, the lessons learnt by the works performed on the LEO system are still valid and can be used as a starting point for the design of an DG KRF HAP-satellite routing algorithm, especially thanks to the advent of high-speed space optical crosslink [16] . Moreover, the advent of hierarchical architectures implies more redundancy and routing choices; thus, a variety of topological design and routing issues should be investigated to enable the best use of satellite technologies in the future communication systems.
SYSTEM ARCHITECTURE OVERVIEW
The system architecture studied and tested in this work is shown in Figure 1 ; return channel communication is only via HAP whilst forward channel communication can happen both through satellite and HAP links. Terminals should be able to work on different frequency bands in order to receive communications on a forward link both from satellites and HAPs. This system consists of three layers: terrestrial layer, HAP layer, and GEO layer. 
7HUUHVWULDO OD\HU

SIGNALLING ISSUES AND CAC ALGORITHM
In this work, a link-state routing strategy is assumed. The adopted link-state approach is performed by every node in the network. The basic concept of link-state routing is that every node owns a map of the network connections and inspecting this map each node calculates by itself the best next hop from it toward every possible destination in the network.
Each node gets its own map using OLQNVWDWH DGYHUWLVHPHQWV periodically sent through the network.
The map of network connections can be designed as a graph in which satellites, HAPs, and user terminals are the nodes, radio links between nodes represent the edges, and a sequence of links between a source node and a destination node is a path.
We considered that routing decisions are taken by H-MCS and S-MCS. Both HAPs and satellites implement only switching functions so they receive and forward commands from/to H-MCS and S-MCS.
When a source terminal wants to establish a connection with a destination terminal, it sends a connection request message (CRM) to its H-MCS of origin using HAP coverage; after that, H-MCS computes the best path. If source and destination terminals belong to the same coverage area (CA) an LQQHU SDWK within the coverage area is explored otherwise an RXWHU SDWK is calculated.
Once the best path is chosen, an admission phase is performed. During this phase, a CAC procedure tries to reserve resources for all involved links. Obviously for an inner path, the admission phase is very simple and fast because it is performed by the H MCS afferent to the area in which the connection has been generated and the communication is handled through the related HAP as shown in Figure 2 . The H-MCS runs the CAC procedure for each link in both forward and return directions. If the admission algorithm fails, at least for one link, the connection is refused.
When an RXWHU SDWK occurs a UHVHUYDWLRQ UHTXHVW PHVVDJH (RRM) will be forwarded, through IHLs, from the originating H-MCS to the other H-MCSs belonging to the best path. Upon the reception of the RRM, each H-MCS will try to reserve resources for its own links involved in the path. An outcome message will be sent back to the originating H-MCS. Also in this case, if the admission algorithm fails, at least for one link, the connection request will be refused.
THE ROUTING PROBLEM
On-board processing capabilities on HAP allow to have IHLs [20] opening new issues about routing matters; thus the implementation of a suitable decision strategy in order to choose the best path for resource allocation EHWZHHQ WZR GLIIHUHQW WHUPLQDOV MRLQHG WR DQ HIÀFLHQW hierarchical routing algorithm using HAP and GEO layers, represents a very hot and interesting topic.
The optimal communication path is chosen assigning a different weight value to the following parameters: available link capacity QXPEHU RI KRSV WR ÀQG WKH GHVWLQDWLRQ end-to-end delay according to the connection constraints in terms of max-delay and max-packet delay variation (max_PDV)
The proposed routing algorithm called inter-HAP-satellite URXWLQJ ÀQGV D PLQKRS SDWK ZLWK WKH PLQLPXP PD[ XVDJH OLQN FRVW %DVLFDOO\ WKH DOJRULWKP ÀQGV D FDQGLGDWH
set of all min-hop paths, through the IHLs or satellite links, for a given pair of source and destination connections; after that, it chooses the path which is least congested.
ϱ͘ϭ 'ůŽďĂů , W >ĂǇĞƌ ZŽƵƟŶŐ KƉƟŵŝǌĂƟŽŶ
The optimal routing problem on the HAP layer can be formulated using a LP (linear programming) approach trying to maximize the available capacity of each network link. The variables and constants used in the optimization problem are The global optimization problem is formulated as follows:
with the following constraints:
Here, Equation (2) means that the number of connected links at any node should be equal to or smaller than the total number of IHLs a node can have. We assume that if a link from node i to node j is established, then the backward link from node j to node i is also established. In the next section, we propose a heuristic approach that solves the linear programming problem by decomposing LW LQWR WZR GLIIHUHQW SUREOHPV WKH ÀUVW FRQVLVWLQJ LQ WKH paths assignment from a source to a destination and the second consisting in the application of connection admission algorithm to the selected paths.
IHSR Algorithm
The proposed approach is based on two observations: The regularity of the HAPs constellation topology The most congested IHL belong to a path determined by the hot-link of the path
The hot-link of a path is the most congested IHL in the path, or in other words, the IHL which has the maximum usage value. In the IHSR algorithm, we use the maxusage of a path as a cost model in order to capture the usage cost of the hot-link. First of all, the routing SURFHGXUH ÀQGV WKH VHW RI PLQKRS SDWKV VKRUWHVW SDWKV SP) between the source and destination connections YHULI\LQJ WKDW WKH SDWK·V HQGWRHQG GHOD\ LV ORZHU than the satellite link delay. If the previous condition is YHULÀHG WKH URXWLQJ SURFHGXUH ZLOO ÀQG WKH PD[XVDJH cost for every path in the set, and then it will compare their cost and it will select the path with the minimum max-usage cost in order to not use the most congested hot-link.
If there is no such path available (e.g., the paths in SP are all congested) or the path delay is higher than the satellite link delay, the new connection is not admitted over the IHL links and the admission control procedure will be performed over the return and forward links of the satellite layer relaxing the constraint on the minimum end-to-end delay.
In a more detailed way, the proposed routing strategy consists of three steps: 'HÀQLWLRQ :
¦ where C(P) means the cost of path P that is the sum of all the link costs belonging to path P.
'HÀQLWLRQ : The minimum cost path between the source and destination HAPs, min C(P 6ń' ), LV GHÀQHG WR EH SDWK P, belonging to the set of all possible paths P 6ń' , that has the minimum cost.
'HÀQLWLRQ : The end-to-end delay suffered by each packet exchanged between terrestrial terminals through the HAP layer is the following: 'HÀQLWLRQ : The 6DW 'HOD\ is the end-to-end delay suffered by each packet exchanged between terrestrial terminals through the satellite layer: it includes propagation, processing, and queuing delays.
Using previous notations, the formulation of the IHSR algorithm from a source S to a destination D is the following:
This problem formulation is motivated observing that the HAP constellation topology should not have any critical bottleneck link that limits the overall performance; additionally, to minimize the maximum link usage, WKH DOJRULWKP JXDUDQWHHV WKDW WKH WUDIÀF RYHU HDFK OLQN should be distributed as fairly as possible.
Even if the computational complexity of the IHSR DOJRULWKP LV HTXDO WR 'LMNVWUD·V DOJRULWKP WKDW LV T n 2 ) where n represents the number of aerial platforms belonging to the constellation, the selected path using the IHSR algorithm is quite different. A simple example that shows the routing algorithm behavior is given in Figure 3 . In the example, we assume that the weight on WKH JUDSK·V DUFV PHDQV WKH QXPEHU RI FKDQQHO OLQNV WKDW are already used; moreover, the maximum link capacity LV VXSSRVHG WR EH HTXDO WR ÀYH FKDQQHOV QRGH LV WKH source node whilst node 6 is the destination node.
8VLQJ 'LMNVWUD·V DOJRULWKP QRGHV ^ ` ZRXOG KDYH to belong to the minimum path P ń with minimum cost; in this way the algorithm would have chosen a path with a bottleneck on the link between node 2 and QRGH &KDQJLQJ WKH FRVW IXQFWLRQ RQ WKH JUDSK·V DUFV as already explained and using the IHRS algorithm, the selected path P ń ZLOO EHORQJ WR WKH QRGHV ^ ` 7KLV new path does not satisfy the Dijkstra conditions about WKH PLQLPXP FRVW EXW LW VDWLVÀHV WKH ´PD[XVDJH OLQNµ condition forced by the IHSR algorithm, balancing the ZKROH WUDIÀF ORDG RYHU WKH +$3 FRQVWHOODWLRQ
SIMULATION CAMPAIGN AND NUMERICAL RESULTS
In this section, we highlight strengths and weaknesses of the proposed approach and we demonstrate that by combining the routing algorithm with the admission control strategy, it is possible to satisfy the agreed QoS for multimedia connections also providing an elevated level of connectivity and network throughput.
The simulated network topology is based on a HAP constellation with 12 platforms and 1 GEO satellite that provides the whole coverage through the forward link [ Figure 11 ].
We chose a set of real-time multimedia video streaming WUDIÀF VRXUFHV ZLWK WKH DLP RI WHVWLQJ WKH V\VWHP WKH designed connection admission control algorithm, and the routing algorithm in a realistic way. The maximum packet loss probability supportable by UHDOWLPH FRQQHFWLRQV LV À[HG HTXDO WR -2 in the whole paper according to [23] ; obviously this value is very much higher than the value normally considered in video HUURU UHVLOLHQFH ZRUN >@ EXW LV SRWHQWLDOO\ YHU\ UHDOLVWLF and important in wireless applications where the error rate on the radio channel is considerably higher than wired networks.
In order to accommodate a whole MPEG-2 packet in HDFK VORW WKH QHHGHG DWRPLF FKDQQHO XVHU UDWH LV À[HG to 32 kbit/s [25]. The maximum peak-to-peak packet delay variation value has been chosen equal to the lowest value (one frame) in order to make a worst case analysis. 6\VWHP SHUIRUPDQFHV DUH HYDOXDWHG DFFRUGLQJ WR WKH WUDIÀF VFHQDULRV GHÀQHG LQ 7DEOH DOVR YDU\LQJ WKH SHUFHQWDJH RI "inner" connections. An inner connection is a connection EHWZHHQ WHUPLQDOV EHORQJLQJ WR WKH VDPH +$3·V KRWVSRW and, in contrast, an "outer" connection is originated and DGGUHVVHG WR WHUPLQDOV EHORQJLQJ WR GLIIHUHQW +$3·V KRW spots. Other key parameters used during the simulation campaigns are summarized in Table 2 .
ϲ͘ϭ ^ŝŵƵůĂƟŽŶ ƉƉƌŽĂĐŚ
The %DWFK 0HDQV [26] method is used for interval estimation in steady-state simulation; this method is based on one long run (versus numerous shorter ones) in which data needs to be deleted only once.
The raw output data is placed in a few large batches, and the analyst works with these few batch means as if they were independent. For our simulations, we chose RQH ORQJ UXQ RI PLQ DQG EDWFKHV DFFRUGLQJ WR /DZ >@ ZKR GHPRQVWUDWHG KRZ IRU D À[HG WRWDO VDPSOH size, it was best to use a very small number of batches of &ŝŐƵƌĞ ϰ͗ ,ŝƐƚŽŐƌĂŵ ŽĨ 'KW ƌĂƚĞ ĚŝƐƚƌŝďƵƟŽŶ ʹ ϱϬϬ ŬͬƐ ;The GladiatorͿ ĂŶĚ ϭϬϬϬ ŬͬƐ ;Mission Impossible 2Ϳ͘ 
ϲ͘Ϯ dĞƐƟŶŐ ƚŚĞ ZŽƵƟŶŐ ůŐŽƌŝƚŚŵ
The simulation campaign is focused on performance evaluation of the whole telecommunication architecture with a particular attention to the proposed routing algorithm behavior compared to a static routing algorithm called MH (PLQLPXP KRS) that is a special case of the VKRUWHVW SDWK LQ ZKLFK DOO OLQNV KDYH XQLWDU\ FRVWV >@
The MH algorithm is implemented through the well-NQRZQ 'LMNVWUD VWUDWHJ\ LQ RUGHU WR ÀQG WKH PLQLPXP path between a source and a destination node always using a unit cost value on the links of the HAP FRQVWHOODWLRQ 7KH IROORZLQJ ÀJXUHV VKRZ WKH FRPSDULVRQ between the two algorithms. Using the IHSR algorithm, as shown in Figure 5 , the throughput over the IHLs is DERXW KLJKHU ZKHQ DOO WKH FRQQHFWLRQV DUH DGGUHVVHG out of the HAP coverage area; this behavior is due to an elevated IHL connection blocking probability of the MH algorithm. The throughput gain decreases when inner connections raise and the behavior of the two approaches LV TXLWH VLPLODU ZKHQ RXWHU FRQQHFWLRQV DUH OHVV WKDQ In the latter condition, the throughput over the IHLs is very low making reasonable the use of a static routing algorithm such as MH.
The blocking probability over the IHLs decreases when the number of inner connections increases [ Figure 6 ]. ,+65 EORFNLQJ SUREDELOLW\ LV PRUH RU OHVV ORZHU than the MH one.
The good performances of the new routing approach are highlighted also in terms of PLR (packet loss ratio) over the IHLs; Figure 7 shows that the PLR admission bound (i.e., 10 The proposed routing algorithm reduces the congestion over the IHLs managing a greater number of active connections; thus, a greater part of the satellite resources over the return link can be saved and used for other kind of applications; moreover, if the percentage of active RXWHU FRQQHFWLRQV LV ORZHU WKDQ DOO WKH FRQQHFWLRQV can be managed through the IHLs without using the satellite return link using the proposed algorithm. This is a great result because it is known that the satellite return link is a very expensive resource; moreover, the high propagation delay over the GEO satellite link is a hot issue for real-time application.
The PLR index over the satellite return link agrees with the previous consideratiRQV $V VKRZQ LQ )LJXUH ZKHQ WKH VDWHOOLWH OLQN WKURXJKSXW LV FORVH WR WKH MH approach does not guarantee a good QoS to the multimedia connections; in contrast, using the IHSR algorithm, the packet loss value over the satellite link is always under the threshold of 10 -2 because a greater number of connections is managed over the IHLs unloading the satellite link.
)LJXUH VKRZV WKH PD[LPXP SHUFHQWDJH RI WUDIÀF connection that is possible to route out of the HAP coverage area in all simulated scenarios without H[FHHGLQJ WKH 3/5 WKUHVKROG 7KH EHWWHU XVDJH RI IHL resource allows IHSR algorithm to better perform compared to MH.
In conclusion, the IHSR algorithm presents a lower block probability and packet loss compared to the MH one; moreover using the new approach, the throughput is higher on the IHLs and lower on the satellite return OLQN ,Q WKLV ZD\ LW LV SRVVLEOH WR HIÀFLHQWO\ PDQDJH resource requests allowing an elevated multiplexing of PXOWLPHGLD WUDIÀF DQG JXDUDQWHHLQJ WKH DJUHHG 4R6
Varying the Network Dimension
The second simulation campaign has been conducted with the aim of highlighting in which way some system parameters as utilization and PLR over the IHLs are strictly related to the network dimension. In particular, we are interested in evaluating the system behavior when WKH QXPEHU RI SODWIRUPV LQ WKH +$3·V OD\HU LQFUHDVHV ,Q WKLV FDPSDLJQ RQO\ WKH PXOWLPHGLD WUDIÀF VRXUFH with a mean data rate equal to 1000 kB/s has been used in order to reduce the simulation time that remarkably increases with the network dimension.
It would be necessary to use a parallel distributed computing architecture for simulating the data transmission through the aerial platforms because this problem is a well-known distributed problem but we realized software based on an "actor model scheduler" that is mostly suitable for our single processor computer architectures; in summary, we can think of an actor as a ÀQLWHVWDWH PDFKLQH WKDW HYROYHV WKURXJK D OLIH F\FOH WKDW is a succession of states of behaviors. An actor is a reactive object, responding to incoming messages on the basis of its current state and message content. Message reception is implicit, and there is no receive primitive. An actor is &ŝŐƵƌĞ ϭϬ͗ DĂǆŝŵƵŵ ƉĞƌĐĞŶƚĂŐĞ ŽĨ ƐƵƉƉŽƌƚĞĚ ŽƵƚĞƌ ĐŽŶŶĞĐƟŽŶƐ͘ at rest until a message arrives. The message processing triggers a state transition and the consequent execution of an action. Because action execution is atomic, it cannot be pre empted or suspended. At the action termination the actor is ready to process a next message and so forth. Actors do not have internal threads for message processing. At most one action can be in progress in an actor at a given time. More details about the "actor PRGHOµ FDQ EH IRXQG LQ >@ )LJXUH VKRZV WKH +$3·V FRQVWHOODWLRQ GLPHQVLRQV analyzed in this simulation campaign.
In Figure 12 , the utilization over the IHLs increases IURP IRU WKH ð GLPHQVLRQ DQG WR IRU WKH 6×6 dimension in which the set of paths between two different coverage areas is big enough to satisfy the transmission requests. The utilization of the IHLs is strictly related to the amount of aerial platforms EHORQJLQJ WR WKH +$3·V OD\HU HYHQ LI WKH RIIHUHG ORDG LQ terms of connections asking for services in each coverage DUHD LV D À[HG YDOXH 7KLV V\VWHP EHKDYLRU LV GXH WR WKH VSHFLÀF QHWZRUN GLPHQVLRQ EHFDXVH HDFK SODWIRUP FDQ send its own data using its own IHLs but it can also receive data from its neighbors over the same IHLs. Obviously augmenting the number of platforms also increases the number of links in the networks and the length of the transmission paths between a source and a destination; for this reason the average utilization over the IHLs increases also causing more packet loss as shown in Figure 13 . This analysis provides a way for dimensioning the HAP layer in terms of number of platforms to maximize the overall throughput; as we can see, according to the bandwidth capacity values for both the HAP return link and IHLs, it is useless to design an HAP layer hosting more than 25 platforms because beyond this dimension, the average IHL utilization VDWXUDWHV DURXQG EXW WKH SDFNHW ORVV EHFRPHV D ELJ issue.
The very high utilization value of the 6×6 constellation FDXVHV D KLJK SDFNHW ORVV RQ WKH ,+/V HTXDO WR WKDW LV RYHU WKH DGPLVVLRQ 4R6 WKUHVKROG RI WKXV on increasing the number of platforms belonging to the constellation, the packet loss value also increases and sometimes the agreed QoS cannot be guaranteed. Taking into account all the previous considerations, it is feasible to choose the right dimension respecting the QoS required by end users and trying to avoid the congestion of IHLs that are the real bottleneck of this system architecture.
In conclusion, this second simulation campaign has demonstrated that many system parameters are strictly related to the network dimension of the HAP layer; particularly the PLR and the throughput over the IHLs increase when the number of aerial platforms belonging to the HAP layer increases. Anyway, it has been possible to highlight few system load thresholds under which a good overall system behavior, LQ WHUPV RI 4R6 RIIHUHG WR WKH WUDIÀF FRQQHFWLRQV LV always guaranteed. These system load thresholds depend on the number of aerial platforms belonging to the HAP layer and the percentage of outer connections.
CONCLUSIONS
This paper makes clear how the integration of different layered networks is becoming one of the most important features in the future telecommunication systems explaining the potential role of an integrated satellite-HAP-terrestrial system and proposing a new multilayered inter-HAP-satellite routing algorithm. The FRQGXFWHG VLPXODWLRQ DQDO\VLV KDV YHULÀHG WKH JRRGQHVV of the proposed routing strategy joined to a well-suited connection admission control scheme for the whole multilayered communication architecture. The proposed routing algorithm reduces the congestion over the IHLs managing a greater number of active connections; thus, a greater part of the satellite resources over the return link can be saved and used for other kinds of applications. Finally, the analysis conducted varying the HAP layer dimension has pointed out the connections between quality indexes (i.e., throughput, packet loss) and the aerial platforms numerousness, providing a way for an effective network deployment. 
