Abstract. We study the behavior of zero-sets of the double zetafunction ζ 2 (s 1 , s 2 ) (and also of more general multiple zeta-function ζ r (s 1 , . . . , s r )). In our former paper we studied the case s 1 = s 2 , but in the present paper we consider the more general two variable situation. We carry out numerical computations in order to trace the behavior of zero-sets. We observe that some zero-sets approach the points with s 2 = 0, while other zero-sets approach the points which are solutions of ζ(s 2 ) = 1. We give a theoretical proof of the latter fact, in the general r-fold setting.
Introduction
The present paper is a continuation of the authors' previous article [5] on the study of the zeros of the Euler double zeta-function
where s 1 , s 2 are complex variables. This double series is convergent absolutely in the region defined by ℜs 1 +ℜs 2 > 2 and ℜs 2 > 1, and can be continued meromorphically to the whole complex space C 2 (see [3] ). This is the case r = 2 of the more general Euler-Zagier r-fold sum ζ r (s 1 , . . . , s r ) = which has been investigated quite extensively from various aspects. However, the distribution of the zeros of (1.2) has not been, except for the classical case of r = 1 (that is the case of the Riemann zetafunction ζ(s)), studied in detail. In order to understand the analytic properties of (1.2), it is very important to study the behavior of its zeros. The aim of the present series of papers is to study the behavior of the zeros of (1.1), the simplest case (except for the case r = 1), from the viewpoint of numerical computations.
In [5] , we considered the situation when s 1 = s 2 (= s). Then ζ 2 (s, s) is a function of one variable, so we can study the distribution of the zeros of ζ 2 (s, s) in a way analogous to the case of the Riemann zetafunction. Unlike the case of ζ(s), the function ζ 2 (s, s) does not satisfy the analogue of the Riemann hypothesis. We found a lot of zeros in the strip 0 ≤ ℜs ≤ 1 off the line ℜs = 1/2, or even outside that strip (see [5, Observation 1] and [5, Figure 1] ). We pointed out that the distribution of those zeros is similar, not to that of ζ(s), but rather, to that of Hurwitz zeta-functions.
Inspired by [5] , Ikeda and Matsuoka proved several theoretical results on the distribution of the zeros of ζ 2 (s, s) in [2] .
In the present paper, we consider the general situation, when s 1 and s 2 are moving independently. Then ζ 2 (s 1 , s 2 ) is a function of two variables, so its zeros are not isolated points, but they form analytic sets, which we call zero-sets. We carry out numerical computations in order to trace the behavior of such zero-sets. Our basic strategy is to begin with the zeros of ζ 2 (s, s) discovered in [5] , and study the behavior of zero-sets of ζ 2 (s 1 , s 2 ) around those zeros. Then we consider the asymptotic situation of those zero-sets when, for example, |s 1 − s 2 | becomes large, or s 2 → 0, or |s 1 | → ∞. We observe that some zero-sets approach the points with s 2 = 0, while other zero-sets approach the points which are solutions of ζ(s 2 ) = 1.
It seems that, in general, to give theoretical proofs for the observations described in the present paper is a very difficult task. However, at least, we can contruct a proof of the latest fact that some zero-sets approach the points satisfying ζ(s 2 ) = 1. In fact, we will prove a more general result for the r-fold sum (1.2) in the last section.
The behavior of zero-sets
Let us begin with [5, Figure 1 ], on which a lot of non-real zeros of ζ 2 (s, s) are dotted. The values of some of which are given in the list written on [5, pp.308-309] , whose order is according to the magnitude of the imaginary parts of them. Denote those zeros by a 1 , a 2 , a 3 , . . . and so on.
Since ζ 2 (s 1 , s 2 ) cannot have any isolated zero point, these a i s are to be intersections of some zero-sets and the hyperplane s 1 = s 2 . Our first aim is to investigate the behavior of zero-sets near the points a i . Let δ be a positive number. We search for the zeros of ζ 2 (s 1 , s 2 ) around the point a i under the condition |s 1 − s 2 | = δ. The method of computations is based on the Euler-Maclaurin formula, explained in [5, Section 4] . (It is to be noted that the simple method using the The left one of Figure 1 is the situation when δ = 0.5. In this figure we can observe that zero-sets around a 7 and a 8 become closer to each other, and it seems that these two zero-sets are connected in the central figure, when δ = 1. In the right figure, all the zero-sets around a 5 to a 8 seem connected. When δ becomes larger, more and more zero-sets seem to be connected with each other (see Figure 2) .
Since Figure 1 only represents the behavior of absolute values, in order to make sure that the above zero-sets are indeed connected, it is necessary to investigate the values of real parts and imaginary parts of those. Figure 3 gives such data. This figure shows that the loci of zeros around a 7 and a 8 are indeed connected. Figure 3 . The behavior of real parts and imaginary parts of zeros around a i (5 ≤ i ≤ 9) when δ = 1.0. On the left figure, the horizontal axis represents ℜs 1 , and the vertical axis does ℜs 2 , while on the right figure they represent ℑs 1 and ℑs 2 . Since the absolute value is almost determined by the imaginary part (because the real part is relatively small), the right figure is very similar to the central one of Figure 1 .
From Figure 2 it seems that all zero-sets appearing in this figure are connected. (The zero-sets including the points a 1 and a 2 are not connected to the other zero-sets on the figure, but further computations show that these zero-sets look connected also, when δ becomes larger.)
From this observation, perhaps we may expect that all a 1 , a 2 , a 3 , . . . are lying on the same (unique?) zero-set. However, later in Section 4 we will see that the behavior of some zero-sets is rather different. Probably it is too early to raise any conjecture on the global behavior of zero-sets. However, there is at least one zero of ζ 2 (s, s) which is located more left. When the authors wrote [5] , they overlooked the following two zeros:
3. Approaching the axis s 2 = 0
From Figure 2 we can observe that, when δ becomes larger, the curves consisting of zeros also becomes larger, and the bottoms of the curves look approaching to the horizontal axis (that is, the axis s 2 = 0). Figure  4 describes the curves of the absolute values of zeros when δ = 14.0. In this case one curve indeed touches the horizontal axis.
How about the behavior of other curves? To investigate this point, now we use an alternative way of calculating zeros. Consider the equation s 2 = ηs 1 . In [5] , we studied the zeros under the condition η = 1. Starting with the data of those zeros, we search for the zeros for various values of η, 1 ≥ η ≥ 0. When η → 0, we find that almost all curves consisting of zeros tend to the horizontal axis (see Figure 5 ).
From Figure 5 we observe that the points at which the loci touch the horizontal axis are almost the same as the absolute values of zeros of ζ(s). Let us list up those values. The left of Table 1 is the list of the values of s 1 of the points where the curves touch the horizontal axis. Comparing this table with the list of non-trivial zeros of ζ(s) (the right of Table 1 ), we find: Observation 1. The imaginary part of each s 1 in the left list of Table  1 is very close to an imaginary part of a value appearing in the right list of Table 1 , that is, a non-trivial zero of ζ(s). The following argument is not rigorous, but at least heuristically, explains this observation.
Recall the formula ( [5, (2.
3)], originally in [1] ):
is the (q + 1)-th Bernoulli number, and
. Put s 2 = 0 in (3.1). Since φ l (n 1 , 0) = 0 (which can be seen by [5, (2.5)]), we find that the two sums on the right-hand side of (3.1) are both zero, so Table 1 . Then
If t is very close to the imaginary part of a non-trivial zero of ζ(s), the graph of the curve C(t) passes very close to the origin when σ = 1/2 (see Figure 6 ). As can be seen from Figure 6 , when σ moves, the slope of the graph of C(t) does not so rapidly change. This can be naturally expected, because the approximate functional equation of ζ(s) (see [6, Theorem 4 .15]) implies that the behavior of ζ(s) is dominated by the terms of the form n −s = n −σ e −it log n , and if t is fixed, then the "argument" part of these terms does not change. Therefore we can find a number σ(t) ∈ R such that |ζ(s(t))| = 2|ζ(s(t) − 1)|, (3.4) where s(t) = σ(t) + it. We denote by L(t) the segment joining ζ(s(t)) and ζ(s(t) − 1).
When (1/2) + it 0 is in the right list of Table 1 , as in the upper one of Figure 6 (where the case t 0 = 14.13472514 is described), arg ζ(s(t 0 )−1) Table 1 ).
is almost equal to arg ζ(s(t 0 )) ± π, so L(t 0 ) passes very close to the origin. (If C(t 0 ) would be a straight line, then L(t 0 ) could indeed cross the origin; but this is not the case.) Move the value of t a little from t 0 . Then the curve C(t) also moves a little. Then, as in the lower one of Figure 6 , we may find a value of t = t * 0 , close to t 0 , for which L(t * 0 ) indeed crosses the origin. This implies ζ(s(t * 0 )) = −2ζ(s(t * 0 ) − 1), that is, in view of (3.3), this s(t * 0 ) = σ(t * 0 ) + it * 0 should be in the left list of Table 1 .
Remark 2. It is also observed that the real parts of the points on the list of Table 1 are close to each other, around the value 1.3. So far we have not found any theoretical reasoning of this phenomenon.
Approaching the zeros of ζ(s) = 1
In Figure 5 , we can observe that almost all curves approach the horizontal axis. However, when we extend the range of computations, we find that there are curves which do not seem to approach the horizontal axis (Figure 7 ). Along these curves, it seems that |s 1 | becomes larger and larger.
Moreover, extending the range of computations, we can find more zero-sets, along them |s 1 | seems to tend to infinity (see Figure 8) . Figure 8. The same computations as in Figure 5 , but the range of |s 1 | is up to 400. Only the curves which do not approach the horizontal axis are drawn. Figure 9 . The behavior of s 1 (left) and s 2 (right) of curves described in Figure 8 . The cross marks on the right figure are solutions of ζ(s 2 ) = 1. There may be more solutions, but we only mark the solutions we checked.
The numerical data suggests that ℜs 1 tends to infinity along these curves ( Figure ? ? and the left of Figure 9 ), while ℜs 2 remains finite (the right of Figure 9 ).
What happens? We can prove the following facts.
2 ) (m = 1, 2, . . .) be a sequence of points on a zero-divisor of ζ 2 (s 1 , s 2 ). If σ tends to a solution of ζ(s 2 ) = 1.
(ii) Conversely, for any solution ρ 2 of ζ(ρ 2 ) = 1 and any ε > 0, we can find a zero of ζ 2 (s 1 , s 2 ) such that |s 2 − ρ 2 | < ε.
This result is due to Professor Seidai Yasuda (Osaka University). The authors express their sincere gratitude to him for the permission of including his result in the present paper.
In the next section we will prove general theorems on the asymptotic behavior of zero-sets of r-fold sum (1.2). The above proposition is just a special case of those theorems.
Remark 3. The assertion (i) of the above proposition is, if ℜs 2 > 1, obvious. Because in this case we can use (1.1). Letting ℜs 1 → ∞ on (1.1), we see that the right-hand side tends to
The asymptotic behavior of zero-sets of the r-fold sum
We study the behavior of ζ r (s 1 , . . . , s r ) when σ k = ℜs k for some k tends to +∞ while the other variables remain bounded. First, when k ≥ 2, the conclusion is simple. Theorem 1. Assume r ≥ 2. When some σ k = ℜs k (2 ≤ k ≤ r) tends to +∞ while the other variables remain in a bounded region E r−1 ⊂ C r−1 , which does not include singularities of relevant (multiple) zetafunctions, the value ζ r (s 1 , . . . , s r ) tends to 0, uniformly in E r−1 .
Remark 4. In the above statement, "relevant" means any (multiple) zeta-functions appearing not only in the statement, but also in the proof. We assume the same property for the region D r−1 in the statement of the next theorem.
More interesting is the situation when k = 1. Let r ≥ 1, and define 1, 2, 3 , . . .) which converges to a point (ρ 2 , . . . , ρ r ) on H r−1 .
(ii) Conversely, for any solution (ρ 2 , . . . , ρ r ) of (5.2), we can find a sequence (s 1, 2, 3 , . . .) on a zero-set of ζ r (s 1 , . . . , s r ) which converges to (ρ 2 , . . . , ρ r ).
The case r = 2 of Theorem 3 is exactly Proposition 1 given in the previous section.
We begin with the proof of Theorem 1.
Proof of Theorem 1. When r = 2, the double series
is absolutely convergent when σ 2 is sufficiently large. Since n 1 +n 2 ≥ 2, all the terms on the right-hand side tend to 0 when σ 2 → ∞, uniformly in s 1 when s 1 ∈ E 1 . Hence the assertion for r = 2 follows. We prove the theorem by induction on r. Assume the theorem is true for r − 1. The multiple series
is absolutely convergent when σ r is sufficiently large. Therefore the case when σ r → ∞ can be treated similarly to the above double zeta case. However for the case σ k → ∞ (2 ≤ k ≤ r − 1), this argument is not enough, because if σ r is not large, then the expression (5.4) is not valid. Therefore we first carry out the meromorphic continuation.
Here, we apply the method of using the Mellin-Barnes integral formula
where s, λ ∈ C, ℜs > 0, λ = 0, | arg λ| < π, −ℜs < c < 0, and the path of integration is the vertical line ℜz = c. The following argument was done (in a more general form) in [4] . Assume, at first, that ℜs k > 1 for all 1 ≤ k ≤ r. Then (5.4) is absolutely convergent, and an application of (5.5) yields [4, (12. 3)]), where −ℜs r < c < −1. Then we shift the path of integration to the line ℜz = M − ε, where M is a large positive integer and ε is a small positive number. Counting the relevant residues, we obtain
× ζ r−1 (s 1 , . . . , s r−2 , s r−1 + s r + z)ζ(−z)dz (see [4, (12. 7)]). Since the last integral is convergent in the wider region
(see [4, (12. 9)]), and M is arbitrary, (5.7) implies the meromorphic continuation of ζ r (s 1 , . . . , s r ) to the whole space C r . Now we go back to the proof of the theorem. Consider the situation when some σ k (2 ≤ k ≤ r − 1) tends to +∞ while the other variables remain in the region D r−1 . Those (s 1 , . . . , s r )'s are clearly included in the above region (5.8) for sufficiently large M, so we can use the expression (5.7). By the induction assumption, we see that all the ζ r−1 (·) factors on the right-hand side of (5.7) tend to 0 when σ k → ∞. Moreover those convergences are uniform. This fact is clear for ζ r−1 (s 1 , . . . , s r−2 , s r−1 + s r + j) (−1 ≤ j ≤ M − 1) by the assumption. As for ζ r−1 (s 1 , . . . , s r−2 , s r−1 + s r + z), though z is not restricted to a bounded region, we can also show the uniformity because this series is absolutely convergent by (5.8). Therefore the theorem is proved. → +∞, which is obvious. We assume that the theorem is true for r − 1, and prove the theorem by induction. We use the following harmonic product formula. On the right-hand side of (5.9), denote by G(s 1 , . . . , s r ) the sum of all the terms, except for the first two terms. Then G(s complex variable is isolated, we can find a small positive ε 0 , with the properties that F (s r ) is holomorphic in |s r − ρ r | < ε 0 and s r = ρ r is the only zero point in this region. Choose 0 < ε < ε 0 , and put m(ε) = min when σ 1 > max{M 1 (ε), M 2 (ε), M 3 (ε)}. We fix such an s 1 . From the above inequality and (5.14) we obtain |ζ r (s 1 , ρ 2 , . . . , ρ r−1 , s r ) − F (s r )| < |F (s r )|.
Therefore by Rouché's theorem we find that the number of zeros of ζ r (s 1 , ρ 2 , . . . , ρ r−1 , s r ) ( as a function in s r ) in the region |s r − ρ r | < ε is equal to the number of zeros of F (s r ) in the same region, but the latter is 1. This completes the proof of Theorem 3 (ii).
