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Abstrat The struture of the lower part (i.e. ε-away below the two-boson threshold) spetrum
of Fröhlih's polaron Hamiltonian in the weak oupling regime is obtained in spatial dimension
d ≥ 3. It ontains a single polaron branh dened for total momentum p ∈ G(0), where G(0) ⊂ Rd
is a bounded domain, and, for any p ∈ Rd, a manifold of polaron + one-boson states with boson
momentum q in a bounded domain depending on p. The polaron beomes unstable and dissolves
into the one boson manifold at the boundary of G(0). The dispersion laws and generalized
eigenfuntions are alulated.
1 Introdution
We onsider the quantum system onsisting of a partile oupled with a Bose eld by an
interation linear in the reation-annihilation operators, known in the physis literature
as Fröhlih's polaron model [1℄. There are many papers, both physial and mathematial,
devoted to this subjet, see [2℄-[5℄. These are mainly onerned with the ground state F
(0)
p
of the HamiltonianHp of the system at xed total momentum p ating in the Hilbert spae
H(p) (see below). It is shown that for suiently small partile-eld oupling onstant α
the ground state F
(0)
p exists only for momentum p in a ertain domain G(0) ⊂ Rd, where
G(0) is bounded for spae dimension d ≥ 3 and G(0) = Rd for d = 1, 2. The ground state
desribes the polaron, i.e. the partile in a loud of virtual bosons.
Here we study the next, one-boson, branh of the spetrum of Hp for d ≥ 3.
The expeted mathematial piture is the following: there exists an invariant subspae
1
H1(p) ⊂ H(p) of the operatorHp, whih is isomorphi in a natural way with L2
(
G
(1)
p , dq
)
,
where G
(1)
p ⊂ Rd is a ertain bounded domain, suh that Hp ats in this subspae as
multipliation with a funtion ξp (q), whih an be viewed as the energy of a boson of
momentum q (while the total momentum of the system is p). The range of this funtion
is the segment [λ1 (p) , λ2 (p)), where λ1 (p) and λ2 (p) are the thresholds of the one- and
two-boson states, respetively. Moreover, in the subspae orthogonal to H0(p) ⊕ H1(p),
where H0(p) =
{
cF
(0)
p
}
is the one-dimensional subspae generated by the ground state
whenever it exists, the spetrum of Hp lies above λ2 (p) (this latter property will be alled
the ompleteness of the one-boson spetrum). The states in H1(p) an be viewed as
sattering states of a boson and a polaron.
Unfortunately, we shall obtain here only part of the above piture. Namely, we are
able to onstrut only a subspae Hκ1(p) ⊂ H1(p) isomorphi to L2
(
G
(1),κ
p , dq
)
, where
G
(1),κ
p =
{
q ∈ G(1)p : ξp(q) < κ
}
. Here, κ < λ2 (p) an be hosen arbitrarily lose to λ2 (p),
at the expense of taking the oupling onstant α suiently small. Apparently, our
tehniques allow the onstrution of the whole spaeG
(1)
p and the proof of the ompleteness
of the one-boson spetrum for suiently large spae dimension d.
Our analysis of the one-boson branh overs only the ases d ≥ 3, though we expet
that the same piture holds in lower dimension, with G
(1)
p = Rd for d = 1, 2. The
alulations are based on a tehnique used by one of the authors in [2℄, and also on
ertain fats onneted with the spetral analysis of the so-alled generalized Friedrihs
model [6℄.
We proeed now to a detailed presentation of the model and a preise statement of
the main result.
The state spae of our model is the Hilbert spae
H = L2(Rd)⊗ F ,
where F is the symmetri (boson) Fok spae
F = Fsym
(
L2(Rd)
)
=
∞⊕
n=0
H(n),
with H(0) = C, H(n) = (L2(Rd))⊗n
sym
the symmetri tensor power (n ≥ 1). Thus, the
vetors of H are sequenes
F = {f0 (p0) , f1 (p0; q) , ..., fn (p0; q1, ..., qn) , ...} , (1.1)
where fn are, for every p0 ∈ Rd, symmetri funtions of the variables q1, ..., qn, and the
norm is given by
‖F‖2 =
∫
Rd
|f0 (p0)|2 dp0 +
∞∑
n=1
1
n!
∫
Rd
∫
Rnd
|fn (p0; q1, ..., qn)|2 dp0
n∏
i=1
dqi. (1.2)
2
The Hamiltonian of our system has the form
H = Hpart0 +H
field
0 + αHint, (1.3)
where α > 0 is a oupling onstant and(
Hpart0 F
)
n
(p0; q1, ...qn) =
1
2
p20fn (p0; q1, ..., qn) ,
(
Hfield0 F
)
n
(p0; q1, ...qn) =
(
n∑
i=1
ε (qi)
)
fn (p0; q1, ..., qn) ,
(HintF )n (p0; q1, ...qn) =
n∑
i=1
c(p0; qi)fn−1 (p0 + qi; q1, ..., qˇi, ..., qn)
+
∫
Rd
c(p0; q)fn+1 (p0 − q; q1, ...qn, q) dq,
(1.4)
with the onvention that a sum over a void set is 0, and where the notation qˇ means that
the variable q is omitted. The properties of the funtions ε and c will be given in detail
later. Notie that, with the minimal assumptions: ε is a positive real funtion and the
funtion c is bounded and with suiently rapid deay for q → ∞, the operator H is
self-adjoint and bounded from below.
A rst simpliation in the spetral analysis of H omes from the onservation of the
total momentum, i.e. from the fat that H ommutes with the operator
(
PˆF
)
n
(p0; q1, ...qn) =
(
p0 +
n∑
i=1
qi
)
fn (p0; q1, ..., qn) , n ≥ 0. (1.5)
As a onsequene, H an be written as a diret integral of Hilbert spaes H (p)
H =
∫ ⊕
Rd
H (p) dp, (1.6)
whih redues both Pˆ and H , i.e. indues the deompositions
Pˆ =
∫ ⊕
Rd
pIdp, H =
∫ ⊕
Rd
Hpdp, (1.7)
where I (the unit operator) and Hp are operators in H (p). For a vetor F as given in
(1.1), we get the representation:
F =
∫ ⊕
R
d
Fˆpdp,
where Fˆp =
{
fˆp,n
}
n≥0
and fˆp,n is the restrition of fn to the hyperplane p0 +
n∑
i=1
qi = p.
The spaes H (p) will be identied with F = Fsym
(
L2(Rd)
)
by means of the unitaries
(
UpFˆp
)
n
(q1, ...qn) = fn
(
p−
n∑
i=1
qi; q1, ..., qn
)
. (1.8)
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With this identiation, the ation of Hp in F is given by the formula
(HpF )n (q1, ...qn) = e
0
n,p (q1, ..., qn) fn (q1, ..., qn)
+α
n∑
i=1
c(p−
n∑
j=1
qj ; qi)fn−1 (q1, ..., qˇi, ..., qn)
+α
∫
Rd
c(p− q −
n∑
j=1
qj ; q)fn+1 (q1, ...qn, q) dq, (1.9)
where
e0n,p (q1, ..., qn) =
1
2
(
p−
n∑
i=1
qi
)2
+
n∑
i=1
ε (qi) , (1.10)
The funtions ε and c are supposed to fulll the following onditions:
1. ε(q) is a onvex, non-dereasing funtion of |q| and there exists co > 0, suh that
ε(q1) + ε(q2) ≥ ε(q1 + q2) + co, ∀q1, q2 ∈ Rd. (1.11)
Also, we need stronger regularity properties: ε ∈ C∞ (Rd) and it has bounded
derivatives, i.e. there exists R > 0, suh that for all multi-indies α = (α1, ..., αd) 6=
0,
sup
q∈Rd
∣∣∂αq ε (q)∣∣ ≤ R, (1.12)
where
∂αq =
∂|α|
∂qα11 ...∂q
αd
d
, q = (q1, ..., qd), |α| =
d∑
i=1
αi.
The following are physially interesting examples of suh funtions:
a) ε (q) = ε (0) > 0
b) ε (q) =
√
q2 +m2 + co, m > 0, co > 0
2. c(p, q) is suiently smooth and there exists a bounded, rapidly dereasing funtion
h : Rd → R+ dominating c and all its derivatives, i.e., for all multi-indies α, β
there exists Cα,β > 0 (C0,0 = 1), suh that∣∣∂αp ∂βq c (p; q)∣∣ ≤ Cα,βh(q), ∀p, q ∈ Rd. (1.13)
We are onerned here with the study by perturbation theory of the (lower part of
the) spetrum of the Hamiltonian (1.9) for every xed p:
Hp = H
(0)
p + αHp,int, (1.14)
where H
(0)
p denotes the rst term, and αHp,int the other terms, of equation(1.9); some-
times, for notational simpliity, the index p will be omitted.
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The spetrum ofH
(0)
p onsists of the eigenvalue
1
2
p2, orresponding to the bare partile,
and branhes of ontinuous spetrum e0n,p (q1, ..., qn), orresponding to bare partile + n-
boson states, starting at the thresholds
λ0n(p) = min
q1,...,qn
e0n,p (q1, ..., qn) . (1.15)
Remark that, in view of the onvexity of p2 and ε, the minimum of e01,p (q1) is attained at
a single point q01 , whih is its unique ritial point and is nondegenerate. Moreover, as a
onsequene of the inequality (1.11),
λ0n(p) ≥ λ0n−1(p) + co. (1.16)
The main result of the paper is summarized in the following:
Theorem 1.1
1) For any d ≥ 3, there exists α0 = α0(d) suh that, for any α < α0 there exist funtions
λ1(p) < λ2(p) , with λ1(p) < λ
0
1(p), λ2(p) < λ
0
2(p) , and a bounded domain G
(0) ⊂ Rd ,
suh that the spetrum of Hp in (−∞, λ1(p)) onsists of one nondegenerate eigenvalue
ξ
(0)
p if p ∈ G(0) and is void if p /∈ G(0) . Moreover, ξ(0)p < p2/2 and lim
p′→p∈∂G(0)
ξ
(0)
p′ = λ1(p)
, where ∂G(0) denotes the boundary of the domain G(0) . The assoiated eigenvetor F
(0)
p
is the ground state of Hp .
2) For any κ ∈ (λ1(p), λ2(p)) and any p ∈ Rd , there exists α¯0 = α¯0 (κ, p, d), suh that
for any α < α¯0 there exists a domain G
(1),κ
p ⊂ Rd , a C∞-funtion ξκp : G(1),κp → [λ1(p), κ]
and a subspae Hκ1(p) ⊂ F invariant for Hp , suh that the restrition of Hp to Hκ1(p) is
unitarily equivalent to the operator of multipliation by the funtion ξκp in L
2
(
G
(1),κ
p , dq
)
. Thereby, for κ1 < κ2 ∈ (λ1(p), λ2(p)) one gets G(1),κ1p ⊂ G(1),κ2p and ξκ1p = ξκ2p |G(1),κ1p .
Remark 1.2 Rening slightly the tehnique of this paper, one an reah κ = λ2(p) if the
dimension d is suiently large, i.e. α¯0 (·, p, d) is bounded away from zero, and the whole
one-boson subspae Hκ=λ2(p)1 (p) and the funtion ξκ=λ2(p)p an be onstruted.
2 Outline of the proof
We shall present rst the strategy we adopt in proving Theorem 1.1, in order not to
obsure it by the umbersome alulations to be done.
Our onstrutions involve the resolvent of Hp :
R(z) = (Hp − zI)−1 . (2.1)
We have therefore to solve, for any L ∈ F , the equation:
(Hp − zI)F = L. (2.2)
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We split the spae F as an orthogonal sum H(≤1) ⊕H(≥2), orresponding to number n of
bare Bosons ≤ 1, and ≥ 2, respetively, and denote Π1,Π2 the orresponding orthogonal
projetions. Hene, F = F1 + F2, where F1 = Π1F={f0, f1, 0, 0, ...}, F2 = Π2F =
{0, 0, f2, ...} and similarly the vetor L = L1 + L2. Then the operator Hp has a matrix
representation:
Hp =
(
A11 αA12
αA21 A22
)
, (2.3)
where Aii = ΠiHpΠi, αAij = ΠiHpΠj (i 6= j), in terms of whih equation (2.2) writes as{
(A11 − zI)F1 + αA12F2 = L1
αA21F1 + (A22 − zI)F2 = L2 . (2.4)
We dene
λ2(p) = inf spec (A22) . (2.5)
By the variational priniple,
λ2(p) = inf
F∈F ;‖F‖=1
(Π2F,HpΠ2F ) ≤ λ02(p) (2.6)
as λ02(p) is obtained as the inmum of the same expression taken over the subspae H(≤2)
of vetors F with at most two bare bosons. Likewise, we dene
λ1(p) = inf
F∈H(≥1);‖F‖=1
(F,HpF ) ≤ λ01(p) (2.7)
the inmum of the spetrum of the restrition of Hp to the subspae H(≥1) with at least
one bare boson.
For z in the resolvent set of A22, the seond equation in (2.4) an be solved for F2
F2 = (A22 − zI)−1 (L2 − αA21F1) , (2.8)
and hene one arrives at the following equation for F1(
A11 − α2A12 (A22 − zI)−1A21 − zI
)
F1 = L1 − αA12 (A22 − zI)−1 L2. (2.9)
Let now restrit to real z = ξ and onsider the family of self-adjoint operators ating
in H(≤1):
Ap (ξ) = A11 − α2A12 (A22 − ξI)−1A21, ξ ∈ (−∞, λ2(p)) . (2.10)
We shall show that, under our assumptions and for ξ ≤ κ ∈ (λ1(p), λ2(p)), Ap (ξ)
are generalized Friedrihs operators, i.e. eah operator Ap (ξ) = A allows in the spae
H(≤1) = C⊕ L2(Rd, dq) a representation of the form:
(AF )0 = e
(0)f0 + α
∫
v¯ (q) f1 (q) dq
(AF )1 = αv (q) f0 + a (q) f1 (q) + α
2
∫
D (q, q′) f1 (q
′) dq′,
(2.11)
where F = (f0, f1) ∈ H(≤1). Here v (q), a (q) and the kernel D (q, q′) fulll a set of
smoothness onditions (given in detail in Setion 4.1), a (q) is bounded from below and
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grows at most linearly at∞, and v (q), D (q, q′) derease fast at∞. Suh operators allow,
for small α, a omplete spetral analysis (see [6℄-[8℄ and Setion 4.1 below), namely,
letting aside the possible eigenvalue ep (ground state), they are unitarily equivalent to the
operator of multipliation by a (q) in L2
(
Rd, dq
)
.
Let us denote, for given p and ξ, by ap (ξ, q) the funtion a (q) entering equation (2.11)
written for Ap (ξ). In essene, the key to the spetral analysis of Hp lies the following
remark:
Remark 2.1 Let F = F1 + F2 (F1 ∈ H(≤1), F2 ∈ H(≥2)) be (generalized) eigenvetor
of Hp with eigenvalue ξ. Then, by equation (2.9), F1 is a (generalized) eigenvetor of
the operator Ap (ξ) with the same eigenvalue ξ . Conversely, suppose that Fξ,1 is the
eigenvetor of Ap (ξ) of eigenvalue ep (ξ) (whenever it exists). If the equation
ep (ξ) = ξ (2.12)
has a solution ξ
(0)
p , then F = Fξ(0)p ,1 + Fξ(0)p ,2 , where
F
ξ
(0)
p ,2
= −α (A22 − ξ(0)p I)−1A21Fξ(0)p ,1
is an eigenvetor of Hp with eigenvalue ξ
(0)
p . Likewise, let for a given p, F
q
ξ,1 be a
generalized eigenvetor of the operator Ap (ξ) orresponding to the eigenvalue ap (ξ, q)
and ξp (q) be a solution of the equation
ap (ξ, q) = ξ. (2.13)
Then for F q1 = F
q
ξ(q),1 and
F q2 = −α (A22 − ξ (q) I)−1A21F q1 , (2.14)
the vetor F q = F q1 + F
q
2 is a generalized eigenvetor of Hp for the eigenvalue ξp (q) .
The domain G(0) is identied with the set of p for whih equation (2.12) has a solution.
For any given p, G
(1),κ
p is the set of q for whih equation (2.13) has a solution ξ (q) ≤ κ.
The onstrutions of the subspae Hκ1(p) and of the unitary equivalene of the operator
Hp |Hκ1 (p) to the multipliation by ξκp (q) = ξp(q) are done in the standard way in terms of
the family {F q}
q∈G
(1),κ
p
of generalized eigenvetors of Hp.
3 Elimination of the many-body omponents
In this setion we study perturbatively the solution (2.8) and derive its main properties of
interest to us. By virtue of equation (1.14) and the inequality (2.6), one an fatorize the
unperturbed (diagonal) part H
(0)
p − z for z /∈ [λ2(p),∞), and bring the seond equation
(2.4) to the form of the equivalent xed-point equation:
F2 +Q(z)F2 = α
(
H(0)p − z
)−1
L2 −GF1, (3.1)
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where
Q(z) = α
(
H(0)p − z
)−1
Π2Hp,intΠ2, (3.2)
G = α
(
H(0)p − z
)−1
Π2Hp,intΠ1 , (3.3)
Expliitly, the vetor GF1 has the form {0, 0, g2, 0, ...} with
g2(q1, q2) =
α [c (p− q1 − q2; q1) f1(q2) + c (p− q1 − q2; q2) f1(q1)]
e02,p (q1, q2)− z
. (3.4)
Lemma 3.1 For every κ ∈ (λ1(p), λ2(p)) there exists α0 (κ) suh that, for any α < α0 (κ),
and any z ∈ C with Re z = ξ ≤ κ, ‖Q(z)‖ < 1/2, therefore equation (3.1) has a unique
solution F2 for every f1 ∈ L2(Rd, dq) and L2 ∈ H(≥2) .
Proof : We write Q (z) as a sum of its reation and annihilation parts: Q (z) = Q′ +Q′′,
with
(Q′F )n (q1, ..., qn)
=


0, n = 2
α
(
e0n,p (q1, ..., qn)− z
)−1 n∑
i=1
c
(
p−∑j qj; qi) fn−1(...qˇi...), n > 2 (3.5)
(Q′′F )n (q1, ..., qn)
= α
(
e0n,p (q1, ..., qn)− z
)−1 ∫
c
(
p−∑j qj − q; q)fn+1(q1, ..., qn, q)dq,
n ≥ 2
(3.6)
By ondition (1.11) and the inequality (2.6), one gets for ξ ≤ κ∣∣e0n,p (q1, ..., qn)− z∣∣ ≥ e0n,p (q1, ..., qn)− ξ ≥ (n− 2) co + λ2 (p)− κ, (3.7)
therefore, by virtue of (1.13),
‖(Q′F )n‖L2(Rdn) ≤
nα · ‖h‖L2(Rd) · ‖fn−1‖L2(Rd(n−1))
(n− 2) co + λ2 (p)− κ , n > 2,
while, for n = 2, the norm vanishes. Therefore,
‖Q′F‖2H(≥2) =
∞∑
n=2
1
n!
· ‖(Q′F )n‖2L2(Rdn)
≤ α2 ‖h‖2L2(Rd) maxn≥3
[
n ((n− 2) co + λ2 (p)− κ)−2
]
×
∞∑
n=3
1
(n−1)!
· ‖fn−1‖2L2(Rd(n−1))
≤ α2 ‖h‖2L2(Rd) 3 (co + λ2 (p)− κ)−2 ‖F‖2H(≥2) ,
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implying that ‖Q′‖ ≤ α · ‖h‖L2(Rd)
√
3/ (co + λ2 (p)− κ). A similar alulation shows that
‖Q′′‖ ≤ α · ‖h‖L2(Rd)
√
3/ (λ2 (p)− κ). This nishes the proof of the lemma. 
Let us denote by F 02 (z, f1) = {f 0n (z; ·) ;n ≥ 2} the solution of equation (3.1) for L2 =
0. Under the onditions of Lemma 3.1 and taking into aount equation (3.4), we get
that ‖F 02 (z, f1)‖H(≥2) ≤ Cα ‖f1‖L2(Rd). From now on, we shall denote by S(z) the linear
operator:
H(≤1) ∋ f1 S(z)7−→ F 02 (z, f1) ∈ H(≥2). (3.8)
To proeed further with the analysis we need more information about the struture and
regularity of the solution F 02 (z, f1). To this aim, we shall solve equation (3.1) with L2 = 0.
In partiular, we shall show that the omponents of F 02 (z, f1) have the representation
f 0n (z; q1, ..., qn) =
n∑
i=1
bn (q1, ..., qˇi.., qn; qi) f1 (qi)
+
∫
dn (q1, ..., qn; q) f1 (q) dq,
(3.9)
where the funtions bn (q1, ..., qn−1; qn) are symmetri in q1, ..., qn−1 and the funtions
dn (q1, ..., qn; q) are symmetri in q1, ..., qn, n ≥ 2. The funtions bn and dn will be alled
oeient funtions.
A simple alulation shows that, if F ∈ H(≥2) has the representation (3.9), then also
Fˆ = Q (z)F has the same kind of representation, with oeient funtions
bˆn (q1, ..., qn−1; qn) = α
(
e0n,p (q1, ..., qn)− z
)−1
×
[
n−1∑
i=1
c
(
p−
n∑
j=1
qj; qi
)
bn−1 (q1, ..., qˇi.., qn−1; qn)
+
∫
c¯
(
p−
n∑
j=1
qj − q; q
)
bn+1 (q1, ..., qn−1, q; qn) dq
] (3.10)
dˆn (q1, ..., qn; q) = α
(
e0n,p (q1, ..., qn)− z
)−1
×
[
n∑
i=1
c
(
p−
n∑
j=1
qj ; qi
)
dn−1 (q1, ..., qˇi.., qn; q)
+
∫
c¯
(
p−
n∑
j=1
qj − q′; q′
)
dn+1 (q1, ..., qn, q
′; q) dq′
+ c
(
p−
n∑
j=1
qj − q; q
)
bn+1 (q1, ..., qn; q)
]
(3.11)
Let now dene the spaeM of all pairs µ = {(bn)n≥2 , (dn)n≥2} of sequenes of bounded
ontinuous funtions, bn :
(
Rd
)(n−1) × Rd → C, dn : (Rd)n × Rd → C, symmetri with
respet to the rst group of variables. Let them fulll the following ondition: there exists
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a onstant M , suh that,
supq |bn (q1, ..., qn−1; q)| ≤M
n−1∏
i=1
h (qi) ,
|dn (q1, ..., qn; q)| ≤ Mh (q)
n∏
i=1
h (qi) , ∀n ≥ 2 (3.12)
where h is the funtion appearing in equation (1.13). M is a Banah spae with the norm
‖µ‖ = infM, (3.13)
where the inmum is taken over all M for whih the ondition (3.12) holds. Clearly,
equation (3.9) denes a ontinuous appliation of H(1) into H(≥2).
The linear operator Γ (z) ating inM aording to Γ (z)µ = µˆ, where µ = {(bn)n≥2 , (dn)n≥2}
and µˆ = {(bˆn)n≥2, (dˆn)n≥2} are related by (3.10), (3.11), translates in M the ation of
Q(z). Then equation (3.1) with L2 = 0 is transformed into
µ+ Γ (z) µ = µ0, (3.14)
where µ0 = {(b0n) , (d0n)} with b0n = 0, ∀n ≥ 3, d0n = 0, ∀n ≥ 2, and
b02 (q1; q) = −
αc (p− q1 − q; q1)
e02,p (q1, q)− z
. (3.15)
Lemma 3.2 For every κ ∈ (λ1(p), λ2(p)) there exists α˜0 (κ) suh that, for any α < α˜0 (κ),
and any z ∈ C with Re z = ξ ≤ κ, ‖Γ(z)‖ < 1/2, and µ0 ∈ M, ‖µ0‖ ≤ α/ (λ2(p)− κ).
Therefore, equation (3.14) has a unique solution µ (z) ∈M, whih is an analyti funtion
of z in the half-plane Re z ≤ κ. Moreover, for any r ≥ 1, there exists α˜r (κ), suh
that, for α < α˜r (κ), the omponents of µ (z) are C
r
-funtions of their arguments and the
derivatives up to order r satisfy estimates like (1.13), more preisely, for any multi-indies
An = {α1, ..., αn, β} with |An| =
n∑
i=1
|αi|+β ≤ r, where αi =
(
α1i , ..., α
d
i
)
, β =
(
β1, ..., βd
)
,
there exist onstants C (An), C˜ (An), suh that, for any n ≥ 2 and for all z in the half-
plane the following inequalities hold:
∣∣∂An−1bn (z; q1, ..., qn−1; q)∣∣ ≤ α (λ2(p)− κ)−1 · C (An−1) · n−1∏
i=1
h (qi)∣∣∂Andn (z; q1, ..., qn; q)∣∣ ≤ α (λ2(p)− κ)−1 · C (An) · h (q) n∏
i=1
h (qi)
(3.16)
∣∣ d
dz
∂An−1bn (z; q1, ..., qn−1; q)
∣∣ ≤ α (λ2(p)− κ)−2 · C˜ (An−1) · n−1∏
i=1
h (qi)∣∣ d
dz
∂Andn (z; q1, ..., qn; q)
∣∣ ≤ α (λ2(p)− κ)−2 · C˜ (An) · h (q) n∏
i=1
h (qi)
(3.17)
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where ∂An =
(
n∏
i=1
∂αiqi
)
∂βq . The vetor F
0
2 (z; f1) given by equation (3.9), having as oe-
ient funtions the omponents bn, dn of µ (z), belongs to H(≥2) and is the unique solution
of equation (3.1) for L2 = 0.
Proof : Suppose µ ∈ M, ‖µ‖ = 1, i.e. (bn)n≥2 , (dn)n≥2 satisfy the estimates (3.12) with
M = 1. Then, Γ(z)µ = µˆ of omponents (3.10),(3.11) satises the same estimates with
Aˆ = α ·max
n≥2
n+ 1 + ‖h‖2
(n− 2)co + λ2(p)− κ =
α
(
3 + ‖h‖2)
λ2(p)− κ .
Therefore, ‖Γ(z)‖ < 1/2 for α suiently small. The estimate of ‖µ0‖ is immediate,
therefore ‖µ(z)‖ ≤ 2α (λ2(p)− κ)−1.
So, we are left with the proof of the smoothness of the oeient funtions, equations
(3.16), (3.17). We shall onsider only the rst derivatives, i.e. |An| = 1. Consider the
subspae M1 ⊂ M of all µ with dierentiable omponents (bn)n≥2 , (dn)n≥2 for whih
there exists M1 > 0, suh that
max
{
max
1≤i≤n−1
|∇qibn (q1, ..., qn−1; q)| , |∇qbn (q1, ..., qn−1; q)|
}
≤M1
n−1∏
i=1
h (qi) ,
max
{
max
1≤i≤n
|∇qidn (q1, ..., qn; q)| , |∇qdn (q1, ..., qn; q)|
}
≤M1h(q)
n∏
i=1
h (qi) , (3.18)
whih is a Banah spae with norm ‖µ‖1 = max {‖µ‖ , infM1}, where inf is taken over
all M1 fullling (3.18). We show that, for small α, Γ(z) is a ontration in M1, as well.
Taking derivatives with respet, say, to q1 in equation (3.10), one obtains
∇q1 bˆn (q1, ..., qn−1; qn)
= −α (e0n,p (q1, ..., qn)− z)−2∇q1e0n,p (q1, ..., qn−1, qn)
×
[
n−1∑
i=1
c
(
p−
n∑
j=1
qj ; qi
)
bn−1 (..., qˇi, ...; qn)
+
∫
c¯
(
p−
n∑
j=1
qj − q; q
)
bn+1 (q1, ..., qn−1, q; qn) dq
]
+α
(
e0n,p (q1, ..., qn)− z
)−1
·
[(
∇qc
(
p−
n∑
j=1
qj ; q1
)
−
n−1∑
i=1
∇pc
(
p−
n∑
j=1
qj ; qi
))
bn−1 (...qˇi...; qn)
− ∫ ∇pc¯
(
p−
n∑
j=1
qj − q; q
)
bn+1 (q1, ..., qn−1, q; qn) dq
+
n−1∑
i=2
c
(
p−
n∑
j=1
qj; qi
)
∇q1bn−1 (q1, ..., qˇi.., qn−1; qn)
+
∫
c¯
(
p−
n∑
j=1
qj − q; q
)
∇q1bn+1 (q1, ..., qn−1, q; qn) dq
]
.
(3.19)
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Here, ∇pc and ∇qc denote the gradient of the funtion c(p, q) with respet to the rst,
respetively the seond, argument. Similar expressions are obtained for ∇qi dˆn, ∇qn bˆn, and
∇qdˆn. Suppose that ‖µ‖1 = 1. Then, using the simple estimate∣∣∣∣∇q1e0n,p (q1, ..., qn−1, qn)e0n,p (q1, ..., qn)− z
∣∣∣∣ ≤ R¯, (3.20)
where R¯ is a onstant independent of n, and also the assumption (1.13), one obtains
‖µˆ‖1 ≤
α
(
a+ ‖h‖2) (R¯ + C¯ + b)
λ2(p)− κ , (3.21)
where a and b are absolute onstants and C¯ = max {|∇pc(p, q)| , |∇qc(p, q)|}. Equation
(3.21) shows that Γ (z) leavesM1 invariant and that ‖Γ(z)‖ < 1/2 for α suiently small.
Sine µ0 ∈M1, and
‖µ0‖1 < 2α (λ2(p)− κ)−1 max
{(
R¯ + C¯
)
, 1
}
,
we see that the solution µ (z) of equation (3.14) belongs toM1 and has norm of the order
of α/ (λ2(p)− κ). This nishes the proof of the inequalities (3.16) in the ase r = 1. The
higher values of r an be treated similarly, with stronger limitations on α.
Finally, µ (z) and its derivatives are analyti in the half-plane ξ ≤ κ′ for any κ′ ∈
(κ, λ2(p)) and satisfy there inequalities like (3.16), implying (3.17) in ξ ≤ κ. The lemma
is proved. 
Finally, going bak to the system (2.4) with L2 = 0, we remark that the solution
F 02 (z; f1) of the seond equation enters the rst equation only through its rst (n = 2)
omponent, f 02 (z; f1), whih, in view of equation (3.9) has the form:
f 02 (z; f1; q1, q2) = b2 (z; q2; q1) f1 (q1) + b2 (z; q1; q2) f1 (q2)
+
∫
d2 (z; q1, q2; q) f1 (q) dq.
(3.22)
Inserting this representation into the rst equation (2.4) and using the notations:
mp (z; q) = α
∫
c (p− q − q′; q′)b2 (z; q′; q) dq′, (3.23)
Dp (z; q, q
′) = 1
α
[c (p− q − q′, q′) b2 (z; q; q′)
+
∫
c (p− q′ − q′′, q′′)d2 (z; q, q′′; q′) dq′′
]
,
(3.24)
one arrives at the following system of equations for the n = 0, 1 omponents:{ (
e00,p − z
)
f0 +α
∫
c (p− q, q)f1 (q) dq = l0
αc (p− q, q) f0 + [ap (z; q)− z] f1 (q) + α2
∫
Dp (z; q, q
′) f1 (q
′) dq′ = l1
(3.25)
where
ap (z; q) = e
0
1,p (q) +mp (z; q) (3.26)
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Corollary 3.3 For z real, the funtion ap (z; q) is real and the kernel Dp (z; q, q
′) is
self-adjoint.
Indeed, the operator V (z) dened by
(V (z)f1) (q) = mp (z; q) f1 (q) + α
2
∫
Dp (z; q, q
′) f1 (q
′) dq′
is equal to −A12 (A22 − zI)−1A21 appearing in equation (2.9), whih is manifestly self-
adjoint for real z.
Corollary 3.4 The following asymptoti formulae hold:
mp (z; q) = −α2
∫ |c (p− q − q′; q′)|2
e02,p (q, q
′)− z dq
′ +O
(
α3
)
, (3.27)
where O (α3) is a C1-funtion of norm ‖O (α3)‖1 ≤ Cα3 for some onstant C depending
on κ;
Dp (z; q, q
′) = −c (p− q − q
′; q′)c (p− q − q′; q)
e02,p (q, q
′)− z +O (α) , (3.28)
where O (α) is a smooth funtion bounded by C αh(q)h(q′) for some onstant C de-
pending on κ .
As a onsequene of Lemma 3.2, the solution µ (z) has a series representation
∞∑
n=0
(−Γ (z))n µ0
onvergent in M1, the n-th term of whih is of the order αn, wherefrom the assertion.
4 Study of the redued system (3.25)
4.1 The generalized Friedrihs model (a digression)
We ollet here the needed information about the spetral representation of the generalized
Friedrihs operator A ating in H(≤1) = C⊕ L2(Rd, dq), equation (2.11). We shall study
A as a perturbation of A0 = A (α = 0), so α > 0 is supposed suiently small to ensure
the onvergene.
In order to alulate the resolvent RA(z) of A, one has to solve{ (
e(0) − z) f0 + α ∫ v¯ (q) f1 (q) dq = g0
αv (q) f0 + (a (q)− z) f1 (q) + α2
∫
D (q, q′) f1 (q
′) dq′ = g1
(4.1)
for all (g0, g1) = G ∈ H(≤1).
To this end the following assumptions are made:
13
1. a (q) is a real, suiently smooth funtion, and there exist onstants C1, C2, C3,
suh that
C1 ≤ a (q) ≤ C2 |q|2 + C3 ,
|∇a (q)| ≤ C2 (|q|+ 1) ,
|∂αa (q)| ≤ C2, |α| ≥ 2 ;
(4.2)
a(q) has a unique nondegenerate minimum a¯ at q¯0 and no other ritial points. We
denote I = [a¯,∞) ⊂ R the range of the funtion a.
2. The funtion v (q) is ontinuous and |v (q)| ≤ h(q), for some bounded, rapidly
dereasing, positive h;
3. a (q) restrited to the 0-level of v, {q : v(q) = 0}, is not onstant;
4. The kernel D (q, q′) is suiently smooth and there exists a onstant N , suh that,
for any multi-indies α, β with |α| , |β| ≤ r = [d/2] + 2∣∣∣∂αq ∂βq′D (q, q′)∣∣∣ ≤ Nh(q)h(q′). (4.3)
In solving equation (4.1) we proeed like outlined in Setion 2 , i.e. we solve the seond
equation for f1 in terms of f0 and plug the solution in the rst equation.
Let B be the operator dened on its maximal domain in L2
(
Rd, dq
)
by the formula:
Bf(q) = a (q) f (q) + α2
∫
D (q, q′) f (q′) dq′. (4.4)
We need its resolvent RB(z) = (B − zI)−1. We denote by Br the Banah spae of all
kernels D (q, q′) satisfying ondition 4, i.e. whih are r times dierentable and satisfy
(4.3) for some N , endowed with the norm ‖D‖r = inf N , where the inmum is taken over
all N for whih (4.3) holds.
Lemma 4.1 For α suiently small and z /∈ I the resolvent RB(z) = (B − zI)−1 has
the form
(RB(z)g) (q)
= (a (q)− z)−1 [g (q) + α2 ∫ K (α, z; q, q′) g (q′) (a (q′)− z)−1 dq′] ,
g ∈ L2 (Rd, dq) , (4.5)
where the kernel K (α, z; ·, ·) ∈ Br and its norm is bounded for z ∈ C \ I. Moreover, K is
a Br-valued analyti funtion of z on C \ I and its boundary values
K± (α, x; q, q′) = lim
εց0
K (α, x± iε; q, q′) (4.6)
exist in Br for all x ∈ I. Also, K± (α, x; ·, ·) are [(d− 1)/2]− 1 times dierentiable as a
Br-valued funtion of x ∈ I and their last derivative with respet to x is Hölder ontinuous
of exponent γ = 1/3 (atually of any γ < 1/2 for even d and any γ < 1 for odd d).
Remark 4.2 We shall express the last property of K± by saying that I ∋ x 7−→ K± (α, x; ·, ·) ∈
Br is s+1/3 times dierentiable, where we put s = [(d− 1)/2]−1. In order to prove it, one
has to nd a onstant N˜ , suh that for all multi-indies α, β with |α| , |β| ≤ r = [d/2] + 2
and k = 0, 1, ..., s: ∣∣∣∂kx∂αq ∂βq′K± (α, x; q, q′)∣∣∣ ≤ N˜h(q)h(q′), (4.7)
and
max
x,y∈I;|x−y|≤1
∣∣∣∂sx∂αq ∂βq′K± (α, x; q, q′)− ∂sx∂αq ∂βq′K± (α, y; q, q′)∣∣∣
|x− y|1/3
≤ N˜h(q)h(q′). (4.8)
Proof of Lemma 4.1: Let B0 = B(α = 0), i.e. the operator of multipliation with a(q)
and D the integral operator of kernel D (q, q′). Then, denoting
M = α2D (B0 − z)−1 (4.9)
whih is an integral operator of kernel α2D (q, q′) (a(q′)− z)−1, we have, formally, the
expansion:
RB(z) = (B0 − z)−1 (I +M)−1 = (B0 − z)−1
+
∞∑
n=1
(−1)n (B0 − z)−1Mn, (4.10)
where (B0 − z)−1Mn, n ≥ 1, are integral operators of kernels
(a (q)− z)−1 Ln (α, z; q, q′) (a (q′)− z)−1 ,
with
Ln (α, z; q, q
′) = α2n
∫
...
∫
D (q, q1)D (q1, q2) ...D (qn−1, q
′)
n−1∏
i=1
(a (qi)− z)
dq1...dqn−1. (4.11)
We shall prove the onvergene of the series (4.10) in Br and, hene, show that K sat-
ises all the assertions of the Lemma, by heking (by indution) the following properties
of the funtion (4.11):
(i) Ln (α, z; ·, ·) ∈ Br and
‖Ln (α, z; ·, ·)‖r ≤
(
Cα2
)n−1
, (4.12)
where C is a onstant (to be speied later);
(ii) The limits
lim
εց0
Ln (α, x± iε; q, q′) = L±n (α, x; q, q′) (4.13)
exist in Br for all x ∈ I;
(iii) L±n (α, x; ·, ·) are s+1/3 times dierentiable, thereby they satisfy the estimates (4.7),
(4.8) with N˜ = (Cα2)
n−1
.
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Indeed, for n = 1, i.e. for D (q, q′) these assertions hold obviously. For Im z ≥ 0, we
represent
Ln+1 (α, z; q, q
′) = α2
∫
D (q, q¯)Ln (α, z; q¯, q
′) (a (q¯)− z)−1 dq¯
= iα2
∫∞
0
dteizt
∫
D (q, q¯)Ln (α, z; q¯, q
′) e−ita(q¯)dq¯, (4.14)
wherefrom
∂kz∂
α
q ∂
β
q′Ln+1 (α, z; q, q
′) =
iα2
∫∞
0
dt (it)k eizt
∫
∂αqD (q, q¯) ∂
β
q′Ln (α, z; q¯, q
′) e−ita(q¯)dq¯.
(4.15)
Using (4.3), the indution hypothesis and the ondition 1 for a(q), the internal integral
an be represented by the stationary phase method as
Cˆ
∂αqD (q, q¯0) ∂
β
q′Ln (α, z; q¯0, q
′) e−ita(q¯0)
td/2 + 1
+∆αβ (t; q, q
′) , (4.16)
where Cˆ is an absolute onstant, and the kernel ∆αβ is bounded by
|∆αβ (t; q, q′)| ≤ N¯
(
Cα2
)n−1 ‖h‖2L2 h(q)h(q′)td/2+1 + 1 (4.17)
with some onstant N¯ dependent on d and on the funtion a. The integral
∫ ∞
0
dt
(it)k
td/2 + 1
ei(z−a(q¯0))t
is absolutely onvergent for all k ≤ s and denes a ontinuous funtion of z in Im z ≥ 0,
whih, for k = s, is Hölder ontinuous with respet to this variable. We have that the
ontribution to (4.15) of the rst term in (4.16) has the estimate∣∣∣iα2Cˆ ∫∞0 dt (it)k eit(z−a(q¯0))(td/2 + 1)−1∂αqD (q, q¯0) ∂βq′Ln (α, z; q¯0, q′)∣∣∣
≤ C˜h (q¯0)2 N˜(Cα2)n−1h(q)h(q′),
(4.18)
where C˜ is a onstant. One proves in the same way the Hölder ondition (4.8) for k = s.
A similar estimate holds for the integral of the seond term in (4.16):∣∣∣∣
∫ ∞
0
(it)k eizt∆αβ (t; q, q
′) dt
∣∣∣∣ ≤ C˜ ‖h‖2L2 N¯(Cα2)n−1h(q)h(q′).
By taking C = max
{
N, C˜
(
|h (q¯0)|2 N˜ + ‖h‖2L2 N¯
)}
, one gets the estimate (4.12), the
existene of the limit (4.13) and the assertion (iii) for n replaed by n + 1. 
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One we have RB(z), it is an easy matter to write down the solution of equation (4.1)
for z ∈ C \ I as
f1 = RB(z) [g1 − αf0v] , (4.19)
where
f0 =
1
∆(z)
[g0 − α (v, RB(z)g1)] (4.20)
whenever ∆(z) 6= 0. Here,
∆(z) = e(0) − z − α2 (v, RB(z)v) (4.21)
Clearly, ∆(z) is analyti in C \ I, has limits at the ut I:
lim
εց0
∆(x± iε) = ∆± (x) , x ∈ I (4.22)
and the limits∆± (x) are s+1/3 times dierentiable, by the same reasoning as in Lemma
4.1. More preisely, ∣∣∣∣ dkdxk (∆± (x) + x)
∣∣∣∣ ≤ const, k = 0, ..., s+ 1/3.
As one an read from equations (4.19), (4.20), the ontinuous spetrum of the operator
A equals the interval I. Besides, the real zeroes of ∆(z) below a¯, if any, are eigenvalues
of A. Sine −α2 (v, RB(x)v) is dereasing for x < a¯, ∆(x) is stritly dereasing from +∞
to ∆(a¯) on this interval, therefore A has one simple eigenvalue e < a¯ with eigenvetor
ψ0 = (f0, f1 = −αf0RB(e)v) ∈ H(≤1), if, and only if, ∆(a¯) < 0. As, for small α
±Im∆± (x) = α2pi
∫
a(q)=x
|v(q)|2 dq + 0 (α4) > 0, x ∈ I,
in view of ondition 3, it follows that there are no eigenvalues of A embedded in the
ontinuous spetrum (see [7℄).
Remark 4.3 It is easy to show using the expliit formulae for RA(z) that the general
riteria of the absene of the singular ontinuous spetrum [8℄ are met in our ase, hene
that the ontinuous spetrum I is absolutely ontinuous. Therefore, we have
H(≤1) =
{ Hac, ∆(a¯) ≥ 0
{cψ0} ⊕Hac, ∆(a¯) < 0 (4.23)
We ome now to the sattering theory for the pair of self-adjoint operators (A,B0),
where we denoted B0 the operator of multipliation with a(q) ating inH(1) = L2
(
R
d, dq
)
.
We denote E : H(1) → H(≤1) the injetion Eϕ = (0, ϕ) ∈ H(≤1), ϕ ∈ H(1). Known
existene riteria for the wave operators (see e.g.[8℄) an be applied to our ase and
ensure the existene of the strong limit:
s− lim
t→∞
eitAEe−itB0 = Ω+,
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whih is a unitary operator Ω+ : H(1) → Hac ⊂ H(≤1). The generalized eigenfuntions of
the operator B0 are δq(·) = δ (q − ·), therefore, using known formulae in sattering theory,
one an take
ψq = Ω+δq = lim
εց0
iεRA (a (q)− iε)Eδq (4.24)
as generalized eigenvetors of A orresponding to the eigenvalue a(q). Expliitly, in view
of (4.19), (4.20) and Lemma 4.1, one gets for ψq = (f q0 , f
q
1 (·)) the following expressions:
f q0 = −
α
∆− (a (q))
[
v(q) + α2
∫
K− (α, a (q) ; q′, q) v¯ (q′) dq′
a (q′)− a (q) + i0
]
, (4.25)
f q1 (q
′) = δ (q − q′) + α
2K− (α, a (q) ; q′, q)
a (q′)− a (q) + i0 − (4.26)
αf q0
1
a (q′)− a (q) + i0
[
v(q′) + α2
∫
K− (α, a (q) ; q′, q′′) v¯ (q′′) dq′′
a (q′′)− a (q) + i0
]
.
This somewhat formal derivation of the formulas (4.25), (4.26) will be justied by the
next lemma, whih proves that ψq ∈ C⊕S ′ (Rd) (where S ′ (Rd) is the spae of tempered
distributions) and that it veries the intertwining property of the wave-operator Ω+.
Lemma 4.4 Let d ≥ 3. Then
1. For every xed q ∈ Rd, f q0 is nite and it is bounded and ontinuous as a funtion of
q.
2. For every xed q ∈ Rd, f q1 (·) ∈ S ′
(
R
d
)
; moreover, for every xed q′ ∈ Rd, f q1 (q′) ∈
S ′ (Rd) with respet to q.
3. For ϕ ∈ S (Rd), let us onsider the vetor ψϕ = (Cϕ,0, Cϕ,1 (·)) ∈ H(≤1), where
Cϕ,0 =
∫
f q0ϕ (q) dq, (4.27)
Cϕ,1 (q
′) =
∫
f q1 (q
′)ϕ (q) dq. (4.28)
Then, for any ϕ1, ϕ2 ∈ S
(
Rd
)
,
(ψϕ1 , ψϕ2)H(≤1) = C¯ϕ1,0Cϕ2,0 +
∫
C¯ϕ1,1 (q)Cϕ2,1 (q) dq = (ϕ1, ϕ2)L2 , (4.29)
therefore the appliation ϕ 7→ ψϕ extends to an isometry Ω+ : L2
(
Rd, dq
)→ H(≤1).
4. The range of the operator Ω+ is Hac and AΩ+ = Ω+B0.
Remark 4.5 The relation (4.29) may be written in the following formal way(
ψq, ψq
′
)
H(≤1)
= f¯ q0f
q′
0 +
(
f q1 , f
q′
1
)
H(1)
= δ (q − q′) , (4.30)
meaning the orthonormality of the generalized funtions
{
ψq, q ∈ Rd}.
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Remark 4.6 Usually, the generalized eigenvetors of a self-adjoint operator A ating in
the Hilbert spae H are dened as derivatives dEλϕ/dσϕ (λ), where ϕ ∈ H is an arbitrary
vetor, {Eλ} is the family of spetral projetions of A, and σϕ (λ) is the spetral measure
orresponding to ϕ. Moreover, if A leaves invariant a ertain dense linear subspae H+ ⊂
H and H+ has a Hilbert spae struture suh that the inlusion is quasi-nulear, then the
derivative dEλϕ/dσϕ (λ) = χλ exists as an element of the onjugate spae H− = H∗+ and
it is an eigenvetor with eigenvalue λ of the adjoint:
(
A |H+
)∗
, of the restrition of A
to H+, whih is an extension of A. The vetors χλ ∈ H− are usually alled generalized
eigenvetors of the operator A. It an be shown that the generalized vetors introdued
above are generalized eigenvetors of A in this sense. The same remark is valid for the
generalized eigenvetors of the operator Hp (whih will be onstruted farther on).
Proof of Lemma 4.4:
1. This assertion follows easily from the representation∫
K− (α, a (q) ; q′, q) v¯ (q′) [a (q′)− a (q) + i0]−1dq′ =
i
∞∫
0
dt
∫
eit(a(q
′)−a(q))K− (α, a (q) ; q′, q) v¯ (q′) dq′
by applying the stationary phase method as done already in the proof of Lemma 4.1.
2. In order to prove the seond assertion, we have to onsider Cϕ,1 (q
′). To this aim, we
represent the q′′-integral in (4.26) as before, using the stationary phase method:
I (x; q′) := i
∞∫
0
dt
∫
eit(a(q
′′)−x)K− (α, x; q′, q′′) v¯ (q′′) dq′′
= i
∞∫
0
dt
[
Cˆ
td/2+1
eit(a(q¯0)−x)K− (α, x; q′, q¯0) v¯ (q¯0) + ∆ (x; q
′, t)
]
,
(4.31)
where the orretion term ∆ satises the estimates
∣∣∂kx∂αq ∆(x; q′, t)∣∣ ≤ Nˆh (q′)td/2+1 + 1
for all multi-indies α, |α| ≤ [d/2] + 1, and k = 0, ..., s + 1/3, where Nˆ is a onstant.
Hene, I (x; q′) fullls for d ≥ 3 the estimates∣∣∂kx∂αq I (x; q′)∣∣ ≤ N˜h (q′) ; |α| ≤ [d/2] + 1, k = 0, ..., s+ 1/3.
The ontribution of this term to Cϕ,1 (q
′) is:∫
dq
∫
dq′′
f q0ϕ (q)K
− (α, a(q); q′, q′′) v¯ (q′′)
(a (q′)− a (q) + i0) (a (q′′)− a (q) + i0)
=
∫
dq
f q0ϕ (q) I (a (q) ; q
′)
a (q′)− a (q) + i0 =
∫
R
dx
m(x)I(x; q′)
a (q′)− x+ i0 , (4.32)
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where
m(x) =
∫
a(q)=x
f q0ϕ (q) dq. (4.33)
As it follows from the proof of the point 1, m(x) is s+1/3 times dierentiable. The same
property is shared by I (x; q′) as a funtion of x for every xed q′. Therefore, the integral
over x in (4.32) onverges. The onvergene of the other terms entering Cϕ,1 (q
′) an be
proved similarly.
3. Using the representation
ϕ (q) =
∫
ϕ (q0) δ (q − q0) dq0, ϕ ∈ S
(
R
d
)
and the formula (4.24) we nd that
Ω+ϕ =
∫
ϕ (q0)ψ
q0dq0 = (Cϕ,0, Cϕ,1 (·)) ∈ Hac ⊆ H(≤1). (4.34)
In view of the unitarity of the appliation Ω+ : L2
(
R
d
)→Hac, one has
(ϕ1, ϕ2)L2(Rd) = (Ω
+ϕ1,Ω
+ϕ2)
= C¯ϕ1,0Cϕ2,0 +
∫
C¯ϕ1,1 (q)Cϕ2,1 (q) dq.
(4.35)
4. Sine S (Rd) is dense in L2 (Rd) , the image Ω+S (Rd) is dense in Hac, therefore, in
view of the unitarity of Ω+, Ω+L2(Rd) = Hac. The intertwining property AΩ+ = Ω+B is
obtained in the standard way. Lemma 4.4 is proved. 
This lemma implies in partiular that any vetor ψ ∈ Hac has a unique representation
as
ψ = ψf =
∫
Rd
f (q0)ψ
q0dq0 := lim
ϕn→f
ψϕn , f ∈ L2
(
R
d
)
.
Here, the limit in the right-hand side is meant in Hac and {ϕn} is a sequene of elements
of S (Rd) onverging to f in L2.
4.2 Constrution of the one-boson subspae
As explained in Setion 2, the onstrution of the one-boson subspae of Hp relies on
the spetral representation of the operators {Ap (ξ)}ξ≤κ, see (2.10), entering the redued
system (3.25):
(Ap (ξ)F )0 = e
0
0,pf0 +α
∫
c (p− q, q)f1 (q) dq
(Ap (ξ)F )1 (q) = αc (p− q, q) f0 +ap (ξ; q) f1 (q)
+α2
∫
Dp (ξ; q, q
′) f1 (q
′) dq′,
F = (f0, f1 (·)) ∈ H(≤1).
(4.36)
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Sine for any ξ ≤ κ the operator Ap (ξ) satises all the assumptions of the previous
subsetion, there exists a family{
F qξ,1 =
(
f qξ,0, f
q
ξ,1 (·)
)}
q∈Rd
(4.37)
of generalized eigenvetors of Ap (ξ) with eigenvalues {ap (ξ; q)}q∈Rd, given by (4.25),
(4.26), where a (q) is replaed by ap (ξ; q), and ∆
−
, K− by the funtions ∆−ξ , K
−
ξ , en-
tering the expression of the resolvent of Ap (ξ). Let F
q
ξ,2 be onstruted in terms of f
q
ξ,1 (·)
aording to (3.9), i.e. F qξ,2 = S (ξ) f
q
ξ,1 where the appliation S (ξ) was introdued in
equation (3.8) (more preisely, S(ξ) is the extension of that operator to the spae B(k)1
dened below), where the oeient funtions are the solution of the xed point equation
(3.14). Then, the omplete sequene
F qξ =
(
F qξ,1, F
q
ξ,2
)
=
(
f qξ,0, f
q
ξ,1 (q1) , f
q
ξ,2 (q1, q2) , ...
)
(4.38)
satises the equation
HpF
q
ξ = ξF
q
ξ + (ap (ξ; q)− ξ) Fˆ qξ , (4.39)
where we denoted Fˆ qξ =
(
F qξ,1, 0
)
. Therefore, if ξ (q) is a solution of equation
ap (ξ; q)− ξ = 0, (4.40)
then F qξ(q) is a generalized eigenvetor of the operator Hp with eigenvalue ξ (q) ≡ ξp (q),
f (2.13) in Remark 2.1.
We shall give below sense to the generalized eigenfuntions F qξ as elements of the
dual
(B(k))′ of an auxiliary Banah spae B(k), k = [d/2] + 2, densely and ontinuously
embedded in the Fok spae F .
Denition 4.7 Let us denote B(k)n the spae of all symmetri funtions g of n variables
q1, ..., qn ∈ Rd, k times ontinuously dierentiable with respet to eah qi, and for whih
there exists a onstant C suh that, for all multi-indies α = (α1, ..., αn), αi =
(
α1i , ..., α
d
i
)
,
|αi| =
d∑
s=1
αsi ≤ k, one has
∣∣∂αq g (q1, ..., qn)∣∣ ≤ C n∏
i=1
h (qi) , ∀q1, ..., qn ∈ Rd. (4.41)
It is a Banah spae if endowed with the norm ‖g‖(k)n = inf C, where the inmum is taken
over all C for whih the estimate (4.41) holds.
Clearly, the inlusion B(k)n ⊂ H(n) is ontinuous and B(k)n is dense in H(n). Let next
B(k) = C+ B(k)1 + ...+ B(k)n + ... ⊂ F (4.42)
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be the spae of sequenes
G = (g0, g1 (q1) , ..., gn (q1, ..., qn) , ...) , g0 ∈ C, gn ∈ B(k)n ,
with norm
‖G‖(k)
B(k)
=
[
|g0|2 +
∑
n≥1
1
n!
(
‖gn‖(k)n
)2]1/2
. (4.43)
Obviously, B(k) is ontinuously and densely embedded in the Fok spae F , as required.
The dual
(B(k))′ of B(k) onsists of sequenes F = (f0, f1, ..., fn, ...), where f0 ∈ C, and
fn ∈
(
B(k)n
)′
are linear ontinuous funtionals on B(k)n ; thereby, the value of F at an
element G ∈ B(k) is given by the series:
(F,G) =
[
f¯0g0 +
∑
n≥1
1
n!
(fn, gn)
]1/2
, (4.44)
and the norm of F is
‖F‖(k)
(B(k))
′ =
[
|f0|2 +
∑
n≥1
1
n!
(
‖fn‖(
B
(k)
n
)′
)2]1/2
. (4.45)
Clearly, F ⊂ (B(k))′ and the inlusion is ontinuous.
Lemma 4.8 For every q ∈ Rd and ξ ≤ κ , F qξ ∈
(B(k))′ and has the representation
F qξ = δˆq + F˜
q
ξ , (4.46)
where δˆq = (0, δq, 0, ...) and ∥∥∥F˜ qξ ∥∥∥(B(k))′ ≤Mα h (q) (4.47)
for some onstant M .
Proof : We prove this statement in three steps.
I. The n = 0 omponent of F˜ qξ , f˜
q
ξ,0, is given by equation (4.25), where v(q) = c(p− q, q),
a(q) = ap (ξ, q) and K
− = K−ξ . If ondition 2 in Setion 4.1 is fullled for every ξ ≤ κ
and p, we have ∆− (a (q)) ≥ τ > 0, therefore we obtain for the rst term in (4.25)∣∣∣∣ (−αv(q))∆− (a (q))
∣∣∣∣ ≤ ατ h(q). (4.48)
The seond term in (4.25) is treated using as before the stationary phase method, whih
gives ∫
K− (α, a (q) ; q′, q) v¯ (q′) (a (q′)− a (q) + i0)−1 dq′
= i
∞∫
0
dt
[
Cˆ
(
td/2 + 1
)−1
eit(a(q¯0)−a(q))K− (α, a (q) ; q¯0, q) v¯ (q¯0) + ∆ (q, t)
]
, (4.49)
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where
|∆(q, t)| ≤ Ch(q) (td/2+1 + 1)−1 . (4.50)
for some onstant C. Equations (4.48), (4.49), (4.50) provide∣∣∣f˜ qξ,0∣∣∣ ≤ Bα h(q). (4.51)
II. The n = 1 omponent of F qξ , f
q
ξ,1 = δq+ f˜
q
ξ,1, is given by equation (4.26), with the same
assignments for v, a, and K−. Again, reduing the estimate of every integral entering(
f˜ qξ,1, g1
)
for a generi g1 ∈ B(k)1 to the estimate of the orresponding osillatory integral,
and using thereby the estimate (4.48), we obtain∥∥∥f˜ qξ,1∥∥∥(
B
(k)
1
)′ ≤ Lα2 h (q) . (4.52)
III. The higher omponents of F˜ qξ , {f˜ qξ,n}n≥2 , are estimated using their representation
(3.9) in terms of f qξ,1. We have(
f˜ qξ,n, gn
)
=
=
n∑
i=1
∫
bn (q1, ..., qˇi.., qn; qi) f
q
ξ,1 (qi) gn (q1, ..., qn) dq1...dqn
+
∫
dn (q1, ..., qn; q
′) f qξ,1 (q
′) gn (q1, ..., qn) dq1...dqndq
′. (4.53)
Using the estimates for bn, dn and their derivatives (see (3.12) and Lemma 3.2), and also
the bound (4.52), we have that
∫ ∣∣∣∫ bn (q1, ..., qˇi.., qn; qi) f˜ qξ,1 (qi) gn (q1, ..., qn) dqi∣∣∣ dq1...dqˇi...dqn
≤ C1α (λ2(p)− κ)−1 ‖gn‖B(k)n (1 + Lα2) h (q)
(∫
h(q′)dq′
)n−1
for i = 1, ..., n, and also that∣∣∣∫ dn (q1, ..., qn; q′) f˜ qξ,1 (q′) gn (q1, ..., qn) dq1...dqndq∣∣∣
≤ C2α (λ2(p)− κ)−1 ‖gn‖B(k)n (1 + Lα2h (q))h (q)
(∫
h(q′)dq′
)n
.
Hene, with suitable onstants C˜, L˜,
∥∥∥f˜ qξ,n∥∥∥(
B
(k)
n
)′ ≤ C˜ α
λ2(p)− κ
(
1 + L˜α2
)
· h (q)
(∫
h(q′)dq′
)n−1
. (4.54)
Putting together equations (4.51), (4.52) and (4.54), we obtain (4.47). The lemma is
proved. 
Now we ome bak to the study of the generalized eigenvetors F qξ(q).
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Let us remark that ap (ξ; q) is, for every xed q, a smooth, monotonously dereasing
funtion of ξ on (−∞, κ]. If
G(1),κp =
{
q ∈ Rd : ap (κ; q)− κ < 0
}
, (4.55)
then equation (4.40) has a unique solution ξ (q) < κ if q ∈ G(1),κp , and no solution if
q /∈ G(1),κp , see Figure 1.
Proposition 4.9 The funtion ξ (q) ≡ ξp (q) an be represented in the form
ξp (q) = ε (q) + γ (p− q) (4.56)
where the funtion γ (k) is dened in the domain {k : p− k ∈ G(1),κp }.
Proof : Indeed, let us use the expansion
µ = µ0 − Γµ0 + Γ2µ0 + ... (4.57)
for the solution of equation (3.14), and remark that the funtion b02 (q1; q) appearing in
(3.15) an be written in the form
b02 (q1; q) ≡ b02,p (q1; q) = ϕ0q1 (p− q; z − ε (q)) (4.58)
with ϕ0q1 (k;w) dened for k ∈ Rd, w ∈ C suh that Rew < κ − ε (q). One an prove by
indution, using the formula (3.10), that, in every term Γkµ0 of the expansion (4.57), the
funtion b
(k)
n,p (z; q1, ..., qn−1; q) has, for xed q1, ..., qn−1, a form similar to (4.58), i.e.
b(k)n,p (z; q1, ..., qn−1; q) = ϕ
(k)
q1,...,qn−1 (p− q; z − ε (q)) . (4.59)
Then, it follows that the oeient funtions bn ≡ bn,p of the solution µ given by (4.57)
are of the same form (4.59), in partiular,
b2,p (q1; q) = ϕq1 (p− q; z − ε (q)) (4.60)
Plugging this expression into (3.23), we nd that mp depends only on the dierenes p−q
and z − ε (q):
mp (z, q) = τ (p− q; z − ε (q)) . (4.61)
Hene, by virtue of (1.10), ( 3.26) and (4.61) the equation (4.40)
1
2
(p− q)2 + ε (q) +mp (ξ, q) = ξ (4.62)
writes as
1
2
(p− q)2 + τ (p− q; γ) = γ (4.63)
This implies that γ ≡ ξ − ε (q) is a funtion of p− q alone. 
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Clearly, by the onvexity of e01,p and the asymptotial properties of mp(ξ, q) given in
Corollary 3.4, G
(1),κ
p is a bounded domain, nonvoid for κ > λ1(p), and min
q∈G
(1),κ
p
ξ (q) = λ1(p).
By the smoothness of ap (ξ, q) with respet to both arguments, the funtion ξ (q)
dened on G
(1),κ
p is also smooth. Moreover, for α suiently small, this funtion has
a unique ritial point (namely, a minimum), whih is nondegenerate. In partiular, it
follows that on every level of ξ (q),
χx =
{
q ∈ G(1),κp : ξ (q) = x
}
,
one an dene a measure νx (the Gelfand-Leray measure, see [9℄), suh that, for any
integrable funtion ϕ on G
(1),κ
p ,
∫
G
(1),κ
p
ϕ (q) dq =
κ∫
λ1(p)
dx
∫
χx
ϕxdνx, (4.64)
where ϕx = ϕ |χx is the restrition of ϕ to the surfae χx. From (4.64) it follows that
L2
(
G
(1),κ
p , dq
)
an be represented as a diret integral of Hilbert spaes:
L2
(
G(1),κp , dq
)
=
⊕∫
[λ1(p),κ]
Hxdx, (4.65)
with Hx := L2 (χx, νx).
Let us now onsider the family
{
F qξ(q)
}
q∈G
(1),κ
p
⊂ (B(k))′ of generalized eigenvetors of
Hp. The next lemma , whih may be stated formally as an approximate orthonormality
of this family, is an important element of our onstrutions. We denote
F (ϕ) :=
∫
Gκp
F qξ(q)ϕ(q)dq ∈
(B(k))′ ,
for ϕ ∈ D
(
G
(1),κ
p
)
, the spae of innitely dierentable funtions with support in G
(1),κ
p .
Lemma 4.10 (i) For any ϕ ∈ D
(
G
(1),κ
p
)
, one has F (ϕ) ∈ F .
(ii) There exist funtions S(q) and M(q, q′) dened for q, q′ ∈ G(1),κp , suh that, for any
ϕ1, ϕ2 ∈ D
(
G
(1),κ
p
)
, the following representation holds:
(F (ϕ1) , F (ϕ2))F =
κ∫
λ1(p)
dx
[∫
χx
(1 + Sx(q)) |ϕx(q)|2 dνx
+
∫
χx
∫
χx
ϕ¯x(q)Mx(q, q
′)ϕx(q
′)dνx (q) dνx (q
′)
]
. (4.66)
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Here, ϕx, Sx and Mx denote the restritions of the funtions ϕ, S and M to χx and
χx × χx , respetively.
(iii) The following estimates hold with suitable onstants C¯, Cˆ :
|S(q)| ≤ C¯ α
λ2(p)− κ, (4.67)
|M(q, q′)| ≤ Cˆ α h(q)h(q′), (4.68)
implying that F (ϕ) ∈ F , for ϕ ∈ L2
(
G
(1),κ
p
)
and
C1 ‖ϕ‖L2(G(1),κp ) ≤ ‖F (ϕ)‖ ≤ C2 ‖ϕ‖L2(G(1),κp ) . (4.69)
Proof : (i) This assertion will follow from the alulations below.
(ii) In the sense of distributions, equation (4.66) means that(
F qξ(q), F
q′
ξ(q′)
)
F
= (1 + S(q)) δ (q − q′) +M(q, q′)δ (ξ(q)− ξ(q′)) (4.70)
Before we proeed, the following remarks are in order:
1◦. We seemingly make an abuse in alulating the salar produt
(
F qξ , F
q′
ξ′
)
F
of two
generalized funtions. Suh alulations an be justied in the following way. The Fourier
transform F˜ qξ,n (ζ1, ..., ζn) of the generalized funtion F
q
ξ,n (q1, ..., qn) is, as one an easily
verify, a usual funtion of the variables (ζ1, ..., ζn) polynomially bounded at innity in
these variables. If, further, we view the salar produt
(
F qξ,n, F
q′
ξ′,n
)
L2(Rnd)
as the limit of
salar produts:
(
F˜ qξ,n, F˜
q′
ξ′,n
)
L2(Rnd)
:= lim
δց0
∫
Rnd
F˜ qξ,n (ζ1, ..., ζn)F˜
q′
ξ′,n (ζ1, ..., ζn)
n∏
i=1
(
e−δ|ζi|dζi
)
,
then one an prove that this limit exists in the sense of onvergene of generalized funtions
of the variables q, q′. We shall not provide the details of this justifying proedure, and
write instead diretly its result entering our alulations.
2◦. We shall exploit the orthogonality of the generalized eigenfuntions F qξ(q), q ∈ G(1),κp ,
orresponding to dierent eigenvalues ξ(q) 6= ξ(q′), by supposing that the support of the
generalized funtion
Q (q, q′) :=
(
F qξ(q), F
q′
ξ(q′)
)
F
is ontained in the surfae Σ =
{
(q, q′) ∈ G(1),κp ×G(1),κp : ξ(q) = ξ(q′)
}
:
suppQ ⊂ Σ (4.71)
and neglet in our alulation all terms whih do not ontribute to the fators in front
of δ (ξ(q)− ξ(q′)) or δ (q − q′). However, the relation (4.71) likewise needs a justiation.
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Namely, if we did not skip these non-ontributing terms in the alulations, we would
obtain a generalized funtion Q˜ (q, q′), suh that, for smooth funtions ϕi (q), i = 1, 2 with
support ontained in G
(1),κ
p , the salar produt
(F (ϕ1) , F (ϕ2))F =
∫
G
(1),κ
p ×G
(1),κ
p
Q˜ (q, q′) ϕ¯1 (q)ϕ2 (q
′) dqdq′
would be nite, in partiular, F (ϕ) ∈ F for smooth ϕ. On the other hand, if the support
of ϕ was ontained in an ε-neighbourhood of the level χx, then F (ϕ) ∈ E (x− ε, x+ ε)F ,
where {E (∆)} denotes the family of spetral projetions of Hp. Hene, for ϕi (q), i = 1, 2
with supports respetively ontained in noninterseting ε-neighbourhoods of the levels
χxi, where x1 6= x2, the vetors F (ϕi), i = 1, 2, would be orthogonal. This proves in fat
(4.71).
Keeping these remarks in mind, we proeed with the proof of (ii).
One has
(
F qξ(q), F
q′
ξ(q′)
)
F
=
(
Π1F
q
ξ(q),Π1F
q′
ξ(q′)
)
H(≤1)
+
∞∑
n=2
(
F qξ(q),n, F
q′
ξ(q′),n
)
H(n)
(4.72)
As Hp is self-adjoint and F
q
ξ(q) are its generalized eigenfuntions with eigenvalue ξ(q), the
support of this distribution is ontained in ξ(q) = ξ(q′). As Π1F
q
ξ(q) = ψ
q
and Π1F
q′
ξ(q′) =
ψq
′
are generalized eigenvetors of the operator A (ξ) for ξ = ξ (q) = ξ (q′), we an use the
relation (4.30): (
Π1F
q
ξ(q),Π1F
q′
ξ(q′)
)
H(≤1)
= δ (q − q′) , (ξ(q) = ξ(q′)) . (4.73)
We are therefore left with alulating
(
F qξ(q),n, F
q′
ξ(q′),n
)
H(n)
for n ≥ 2. To this aim, use is
made of the representation (3.9)
F qξ(q),n =
n∑
i=1
bn (ξ(q); q1, ..., qˇi.., qn; qi) f
q
ξ(q),1 (qi)
+
∫
dn (ξ(q); q1, ..., qn; q
′) f qξ(q),1 (q
′) dq′. (4.74)
The seond term in (4.74) is a smooth funtion of q1, ..., qn and does not ontribute to the
terms ontaining δ (ξ(q)− ξ(q′)) or δ (q − q′). Likewise, it is not hard to see that the only
ontributions to suh terms ome from∫
bn (ξ(q); q1...qˇi...qn; qi) f
q
ξ(q),1 (qi)bn (ξ(q
′); q1...qˇi...qn; qi) f
q′
ξ(q′),1 (qi) dq1...dqn
=
∫
gn (ξ(q), ξ(q
′); qˆ) f qξ(q),1 (qˆ)f
q′
ξ(q′),1 (qˆ) dqˆ,
(4.75)
where
gn (ξ, ξ
′; qˆ) =
∫
bn (ξ; q1...qn−1; qˆ)bn (ξ
′; q1...qn−1; qˆ) dq1...dqn−1. (4.76)
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In the integral over qˆ in the r.h.s. of equation (4.75), we separate the singular parts
of f qξ(q),1, f
q′
ξ(q′),1 using the Sokhotski formula:
1
x+ i0
= P
(
1
x
)
+ ipiδ (x)
in their expression (4.26) and the fat that ap (ξ (q) , q
′) = ξ (q) implies ξ (q) = ξ (q′),
hene also ap (ξ (q) , q
′) = ξ (q′) (in view of the uniqueness of the solution of ap (ξ, q) = ξ):
f qξ(q),1 (q
′) = δ (q − q′) + ipiRξ(q) (q, q′) δ (ξ(q)− ξ(q′))
+ regular terms
(4.77)
where
Rξ (q, q
′) = α2K−ξ (ξ; q, q
′)− αf qξ,0c(p− q, q)
+α2f qξ,0
∫
K−ξ (ξ; q
′, q′′) c(p− q′′, q′′) (ap (ξ, q′′)− ξ + i0)−1 dq′′. (4.78)
The regular parts do not ontribute to (4.75), whih beomes, after performing the inte-
gration over qˆ:
gn (ξ(q), ξ(q); q) δ (q − q′)
+ipiδ (ξ(q)− ξ(q′)) [gn (ξ(q), ξ(q); q′)Rξ(q) (q, q′)
−gn (ξ(q), ξ(q); q) R¯ξ(q) (q′, q)
]
+pi2
∫
ξ(q′′)=ξ(q)
gn (ξ(q), ξ(q); q
′′)Rξ(q) (q, q
′′) R¯ξ(q) (q
′, q′′) dq′′. (4.79)
Let us dene the funtion:
T (ξ, q′) =
∞∑
n=2
1
n!
ngn (ξ, ξ; q
′) . (4.80)
Then, one an see from equations (4.73), (4.79) that (4.70) is fullled with
S(q) = T (ξ(q), q), (4.81)
M(q, q′) = ipi
[
T (ξ(q), q′)Rξ(q) (q, q
′)− T (ξ(q), q)R¯ξ(q) (q′, q)
]
+pi2
∫
T (ξ(q), q′′)Rξ(q) (q, q
′′) R¯ξ(q) (q
′, q′′) dq′′.
(4.82)
(iii) Using the estimates in Lemma 3.2, one obtains for T :
|T (ξ, q′)| ≤ C α
λ2(p)− κ
∞∑
n=2
‖h‖2(n−1)L2
(n− 1)! = C¯
α
λ2(p)− κ .
Also, from the inequalities (4.51) and (4.8) it follows that∣∣Rξ(q) (q, q′)∣∣ ≤ Ch(q)h(q′),
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wherefrom (4.67), (4.68) follow. Using these estimates in equation (4.66), one obtains
that F (ϕ) ∈ F for any ϕ ∈ L2
(
G
(1),κ
p
)
and, moreover the estimate (4.69) holds. The
lemma is proved. 
Let now Hκ1(p) ⊂ F be the subspae spanned by
{
F (ϕ), ϕ ∈ L2
(
G
(1),κ
p
)}
. Equation
(4.69) implies that the appliation ϕ 7−→ F (ϕ) is ontinuous and invertible. Thereby,
Hκ1(p) is Hp-invariant and
HpF (ϕ) = F
(
ξˆϕ
)
, (4.83)
where (
ξˆϕ
)
(q) = ξ(q)ϕ(q). (4.84)
Lemma 4.11 There exists a bounded, invertible operator B : L2
(
G
(1),κ
p
)
→ L2
(
G
(1),κ
p
)
whih ommutes with Hp and suh that:
(F (Bϕ1) , F (Bϕ2))F = (ϕ1, ϕ2)L2
(
G
(1),κ
p
) . (4.85)
Proof : We use the representation (4.65) of L2
(
G
(1),κ
p , dq
)
as a diret integral of the spaes
Hx and write Hκ1(p) as a diret integral:
Hκ1(p) =
⊕∫
[λ1(p),κ]
H1,xdx . (4.86)
Here H1,x is the image of Hx by the appliation of L2
(
G
(1),κ
p , dq
)
into Hκ1(p) and onsists
of funtionals
Fx (ϕ) =
∫
χx
F qξ(q)ϕ (q) dνx(q). (4.87)
By virtue of (4.70),
(Fx (ϕ1) , Fx (ϕ2))F =
∫
χx
(1 + S(q)) ϕ¯1(q)ϕ2(q)dνx(q)
+
∫
χx×χx
ϕ¯1(q)M(q, q
′)ϕ2(q
′)dνx(q)dνx(q
′)
= ((Ix + Vx)ϕ1, ϕ2)H1,x , (4.88)
where Ix is the unit operator in H1,x and Vx is a bounded operator with small norm (f.
equations (4.67), (4.68)). Also, Hp ats in H1,x as xIx.
Let Bx = (Ix + Vx)
−1/2
. Then, equation (4.88) reads as
(Fx (Bxϕ1) , Fx (Bxϕ2))F = (ϕ1, ϕ2)H1,x .
Finally, dening B =
∫ ⊕
[λ1(p),κ]
Bxdx, one gets both that the operator B ommutes with
Hp and that equation (4.85) is satised . 
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5 The ground state of Hp
A detailed analysis of the ground state of Hp is performed in arbitrary dimension in [2℄.
In this setion we shall briey show how the existene of the ground state follows from
our onsiderations for d ≥ 3.
As explained in Setion 2, Hp has a ground state if, and only if, there exists ξ < λ1 (p),
suh that operator Ap (ξ) in H(≤1) has the eigenvalue ξ. By the analysis done in Setion
4.1, Ap (ξ) has one simple eigenvalue ep (ξ) < λ1 (p) if, and only if, ∆p (λ1 (p)) < 0 (where
∆p (ξ) is the funtion dened by equation (4.21) for Ap (ξ)), in whih ase ep (ξ) equals
the unique solution of the equation ∆p (ξ) = 0. Sine e
(0)
p −λ1 (p)→∞ for p→∞, while
(v, RB (λ1 (p)) v) (with v and B orresponding to Ap (ξ)) is bounded, {p; ∆p (λ1 (p)) < 0}
is a bounded domain.
As seen from equation (2.10), Ap (ξ) is a dereasing family (in the usual order of self-
adjoint operators), implying that ep (ξ) is a dereasing funtion of ξ ∈ (−∞, λ1 (p)). We
onlude that the equation ep (ξ) = ξ has a solution ξ
(0)
p if, and only if, p belongs to the
subdomain
G(0) = {p : ep (λ1 (p)) < λ1 (p)} .
For p ∈ G(0), let F
ξ
(0)
p ,1
be an eigenvetor of Ap
(
ξ
(0)
p
)
, and Fξp,2 ∈ H(≥2) be dened
aording to (2.14). Then, the vetor F
(0)
p = Fξ(0)p ,1 + Fξ(0)p ,2 is a ground state of the
operator Hp.
Therefore, Hp has a unique ground state if p ∈ G(0), and no ground state if p /∈ G(0).
6 Conluding remarks
The main result of the paper is the onstrution, in the weak oupling regime, of a manifold
of states indexed by a phonon momentum q. The ground state desribing a single polaron
beomes unstable at a ertain momentum threshold, above whih it dissolves into this
manifold. It is to be expeted that at still higher momenta the latter states beome
themselves unstable and dissolve into two-phonon states, et. The representation (4.56) of
the eigenvalue ξ (q) strongly suggests the interpretation of the generalized eigenfuntions
F qξ(q) assoiated to it as sattering states of a free phonon and a ertain partile with the
dispersion law γ (k). We annot yet deide whether the latter partile is a polaron dened
in our Theorem 1.1, i.e. whether γ (k) = ξ
(0)
k , although we heked that this equality is
true in the rst nontrivial order in oupling onstant: ∼ α2. In this ase the ground state
instability at high k might be interpreted as emission of a phonon.
Unfortunately, we were not able to prove in the present paper two essential results in
favour of the above heuristi physial piture:
1. First of all, we did not onstrut the whole one-boson subspae Hκ=λ2(p)1 up to the
two-boson threshold λ2 (p). The approah used here of eliminating the higher omponents
of the eigenvetors an equally well be applied in the ase of the deomposition F =
H≤2 ⊕H≥3, leading to a family of self-adjoint operators {A (ξ) , λ1 (p) ≤ ξ ≤ κ}, (where
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λ2 (p) ≤ κ < λ3 (p), i.e. κ is between the two-boson and the three-boson threshold,
dened similarly with λ2 (p)), ating in the spae H≤2 of triples (f0, f1 (·) , f2 (·, ·)). These
operators have a more ompliated struture than the Friedrihs operators in H≤1 and
their spetral analysis and sattering theory is not available in suh details as for the
Friedrihs operators. If this theory was elaborated (e.g. using equations analogous to
the Faddeev-Yakubovski equations for the resolvent of n-body Shrödinger operators, see
[11℄ - [13℄), then the approah of the present paper would provide the onstrution of the
whole one-boson subspae and of a part of the two-boson subspae.
2. Seondly, we did not prove the ompleteness of the onstruted subspaes H0 (p)
(generated by the ground state) and Hκ1 (p), meaning that in (H0 (p)⊕Hκ1 (p))⊥ the spe-
trum of Hp has no point below κ. We are onvined that this assertion is true and hope
to prove it in the future.
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