Motivation: A Bayesian Network is a probabilistic graphical model that encodes probabilistic dependencies between a set of random variables. We introduce bnstruct, an open source R package to (i) learn the structure and the parameters of a Bayesian Network from data in the presence of missing values and (ii) perform reasoning and inference on the learned Bayesian Networks. To the best of our knowledge, there is no other open source software that provides methods for all of these tasks, particularly the manipulation of missing data, which is a common situation in practice.
Introduction
Increasing attention has recently been devoted, in the bioinformatics community, to Bayesian Networks (Koller and Friedman, 2009) , which are probabilistic graphical models that encode in a graphbased form the joint probability distribution of a set of random variables. A Bayesian Network (BN) B ¼ ðX; G; HÞ is fully specified by a set of random variables X, a Directed Acyclic Graph (DAG) G representing the dependencies between the variables (i.e. the structure of the network) and the set of parameters H specifying the conditional probability distribution of each variable according to the structure G.
Given a dataset, consisting of several observations, or cases, for a set of variables, a common problem is to learn the most probable network that may have generated the dataset. This task can be divided in two steps: learning the structure G of a plausible network B and learning the parameters H of the network G, from the same set of data.
In biological contexts, the problem is often complicated by missing values in the data due to out-of-threshold measurements, lost observations or impossibility of taking measures. To cope with this, several techniques can be employed: considering only the cases without any missing value (complete case analysis); using all cases without missing values for the variables under analysis (available case analysis); guessing missing values from the available data (imputation); iteratively applying missing values imputation and structure learning until convergence, as in the Structural Expectation Maximisation algorithm (SEM, Friedman, 1998) .
We present an R package, bnstruct, that performs structure and parameter learning even in the presence of missing values using state-of-art algorithms for network learning and provides also methods for imputation, bootstrap re-sampling of the data and inference. bnstruct can handle both discrete and continuous variables in the dataset manipulation and imputation. However, as a design choice, learning is implemented with discrete variables alone, i.e. continuous variables are quantized after imputation.
As far as we know, there are no open source packages that use state-of-art algorithms for structure learning and inference in case of missing data: the bnlearn (Scutari, 2010) , deal (Bottcher and Dethlefsen, 2013) , CGBayesNets (McGeachie et al., 2014) , BNT (Murphy, 2001) (Druzdzel, 1999) and LibB (Friedman, 1998) are closed source.
Methods
Data imputation and bootstrap. In order to learn a BN, bnstruct requires both a dataset and some related metadata, such as name, cardinality and discreteness of each variable. In case the dataset contains some missing values, it is possible to extract a complete case dataset or to perform imputation with the k-Nearest Neighbour (kNN) algorithm. Bootstrap samples (Friedman et al., 1999) can also be generated from the raw dataset. Network learning. We provide bnstruct with state-of-the-art algorithms for structure learning, such as the Silander-Myllym€ aki complete algorithm (SM, Silander and Myllym€ aki, 2006) , the constraint-based Max-Min Parent-and-Children algorithm (MMPC), the Hill-Climbing local search (HC), the Max-min Hillclimbing heuristic search algorithm (MMHC, Tsamardinos et al., 2006) and the SEM algorithm (Friedman, 1997) . SEM directly processes data with missing values, whereas the other algorithms perform structural learning after imputation with kNN. Scoring functions include the Bayesian Dirichlet equivalent uniform function (BDeu), the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC) (Koller and Friedman, 2009 ). Network DAGs can be converted to Partially Directed Acyclic Graphs (PDAGs) representing their corresponding equivalence classes (Koller and Friedman, 2009) .
Constraints can be applied to the network structure G based on the problem knowledge: variables can be divided into layers and edges from lower to higher layers can be prevented: this is useful to learn Dynamic BNs. Once the structure is learned, distribution parameters H are computed as Maximum-a-Posteriori estimates. A network can aso be plotted or exported for external tools such as Cytoscape (Shannon et al., 2003) .
Bootstrap re-sampling can also be used to estimate a level of confidence on the learned edges (Friedman et al., 1999) . In this case, one network can be learned for each bootstrap sample and the resulting PDAGs can be aggregated in a weighted PDAG (WPDAG), where the confidence on each edge is estimated as the fraction of bootstrap samples from which the edge can be learned.
Inference. Bnstruct can also infer the estimated probability distribution of some variables, given evidence on the values of other observed variables. In this case, a junction tree (Koller and Friedman, 2009 ) is used. The Expectation-Maximization algorithm (Dempster et al., 1977) is also implemented, which exploits a BN structure to iteratively estimate conditional probabilities from a dataset with missing values and impute missing values.
Experimental results
As an example, we considered the data from the screen visit of the Diabetes Control and Complications Trial (DCCT, The DCCT research group, 1993), where 1441 subjects suffering from Type 1 Diabetes (T1D) where screened for several anthropometric and metabolic risk factors for T1D complications. To search for probabilistic relations between the risk factors, we first divided them into three layers, based on domain information, and then learned 100 networks from 100 corresponding bootstrap samples of the data with the MMHC algorithm. Figure 1 reports the final WPDAG, where the grey level of the edges is proportional to the estimated confidence on the probabilistic dependences and nodes are divided in the three layers. Several known dependencies are evident from the data, like the relation between WHR and the indices of renal complications (CREAT and EGFR) or between triglycerides and diabetes progression (HBA1C).
Conclusion
BNs learning plays a central role in bioinformatics and missing values are ubiquitous in bio-medical datasets. The R package bnstruct provides easy-to-use state-of-art algorithms to learn and reason with BNs from data that may contain missing values.
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