Dopamine neurons play a central role in guiding motivated behaviors. However, 54 complete understanding of computations these neurons perform to encode rewarding and salient 55 stimuli is still forthcoming. Network connectivity influences neural responses to stimuli but so 56 do intrinsic excitability properties of individual neurons, as they define their synchronization 57
Abstract 27
The dynamics of neuronal excitability determine the neuron's response to stimuli, its 28 synchronization and resonance properties and, ultimately, the computations it performs in the 29 brain. We investigated the dynamical mechanisms underlying the excitability type of dopamine 30 (DA) neurons, using a conductance based biophysical model, and its regulation by intrinsic and 31 synaptic currents. By calibrating the model to reproduce low frequency tonic firing, NMDA 32 excitation is balanced by GABA-mediated inhibition and leads to type I excitable behavior 33 characterized by a continuous decrease in firing frequency in response to hyperpolarizing 34 currents. Furthermore, we analyzed how excitability type of the DA neuron model is influenced 35 by changes in the intrinsic current composition. A subthreshold sodium current is necessary for a 36 continuous frequency decrease during application of a negative current, and the low-frequency 37 "balanced" state during simultaneous activation of NMDA and GABA receptors. Blocking this 38 current switches the neuron to type II. Enhancing the anomalous rectifier Ih current also switches 39 the excitability to type II. Key characteristics of synaptic conductances that may be observed in 40 vivo also change the type of excitability: a depolarized GABAR reversal potential or co-41 activation of AMPARs leads to an abrupt frequency drop to zero, which is typical for type II 42 excitability. Coactivation of NMDARs together with AMPARs and GABARs shifts the the type 43 I/II boundary toward more hyperpolarized GABAR reversal potentials. To better understand how 44 altering each of the aforementioned currents leads to changes in excitability profile of DA 45 neuron, we provide a thorough dynamical analysis. Collectively, these results imply that type I 46 excitability in dopamine neurons might be important for low firing rates and fine-tuning basal 47 dopamine levels, while switching excitability to type II during NMDAR and AMPAR activation 48 may facilitate a transient increase in dopamine concentration, as type II neurons are more 49 amenable to synchronization. 50 51 52
Introduction 81
Midbrain dopamine (DA) neurons predominantly fire in a low frequency, metronomic 82 manner (i.e. tonic) and display occasional, yet functionally important, high frequency, burst-like 83 episodes [1, 2] . While tonic firing is observed in isolated preparations (i.e. slices), it is also 84 observed in vivo, where active synaptic inputs make the firing pattern more variable [3, 4] . Tonic 85 activity is important for maintaining a constant basal level of dopamine in projection areas. 86 Accordingly, abnormal basal DA levels are linked to psychiatric disorders from depression to 87 schizophrenia [5, 6] . While the maintenance of basal DA levels seem to be critical for normal 88 brain function, a consistent picture has not yet emerged regarding how changes in firing patterns 89 of the DA neuron facilitates this important biological function. 90
Background activity of the DA neuron appears to rely on the intrinsic pacemaking 91 mechanism that generates tonic firing. Based on experimental identification of ion channels [7-92 18] and modeling studies [4, 19, 20 ] the maintenance of tonic firing has been shown to rely on the 93 interactions of the voltage gated Ca 2+ and SK-type Ca 2+ -dependent K + currents. This interaction 94 periodically brings the neuron to the spike threshold and generates a metronomic firing pattern. 95
In contrast, spike-producing currents (fast sodium and the delayed rectifier potassium) play a 96 mostly subordinate role in this dynamic, adding a spike on top of the oscillations without 97 significant changes to the period or shape of voltage and calcium oscillations [4] . This 98 mechanism is called a subthreshold Ca 2+ -K + oscillatory mechanism. The specific composition of 99 currents contributing to oscillations determines the response of the DA neurons to stimuli, their 100 synchronization properties and, ultimately, the computations they perform. In this paper, we use 101 recent experiments to calibrate the dynamical properties of the DA neuron and determine its 102 excitability type. 103
Type II neurons, such as inhibitory interneurons neurons in the cortex, display precise 104 spike timing even in the presence of noise, and therefore suitable for the implementation of spike 105 time coding [21, 22] . A type I neuron, such as a weakly adapting cortical pyramidal neuron, was 106 an inhibitory γ-Aminobutyric acid (GABA) and an excitatory N-methyl-D-aspartate (NMDA) 133 receptor conductances in SNc DA neurons. Injection of tonic GABAR conductance decreases the 134 firing rate of the neuron several-fold. Furthermore, the neuron fired at low frequencies when 135 NMDAR and GABAR conductances balanced each other. Thus, NMDAR activation, which 136 strongly increases the firing frequency [29] [30] [31] [32] , can be effectively compensated by GABAR 137 activation. Such compensation would be impossible if the inhibition produced an abrupt 138 transition to quiescence and the neuron jumped from a high frequency to zero. The compensation 139 suggests, again, a smooth frequency decrease upon GABAR activation rather than an abrupt 140 transition to the rest state at hyperpolarized potentials. Together, these data resemble the tonic 141 firing/quiescence transition in type I neurons with two distinctions. First, the transition parameter 142
is not an injected current, but an ohmic GABAR conductance. In experiments, a conductance has 143 already been used instead of an injected current to determine the neuronal excitability [33] . 144
Second, the co-activation of the NMDA receptor introduces an additional parameter (its maximal 145 conductance). Both of these extend the definition of excitability into the space of synaptic 146 conductances. Formally, the excitability type is an intrinsic property of a neuron, yet viewing 147 synaptic inputs as changing excitability of a neuron is a powerful concept used to understand 148 neuron dynamics in vivo [22, 34] . We used the experiments described above to parameterize a 149 model of the DA neuron, determine its type of excitability, and determine how intrinsic and 150 synaptic currents shape the excitability type and, therefore, the computational properties of the 151
neuron. 152
These experiments suggest that the DA neuron exhibits type I excitability in isolation 153 from synaptic inputs and under the balanced influence of excitatory and inhibitory synaptic 154 conductances. However, the excitability type has been shown to vary depending on the intrinsic 155 currents and network connectivity [34, 35] ). Removal of the GABAR conductance produces an 173 episode of high-frequency firing ( Fig. 1 C) . Removal of the NMDAR conductance produces a 174 pause in firing ( Fig. 1 C) . 175 We explored the range of NMDAR and GABAR conductances that produce tonic firing 176
in the DA neuron model ( Fig. 1 B) . Compensation of NMDAR and GABAR activation can be 177 readily achieved near the upper boundary of the firing region ( Fig. 1 B, 
blue). When both 178
receptors are activated, low frequency tonic activity is observed ( Fig. 1 A) . The dot labeled as A 179 on the heat plot indicates conductances taken for this simulation. As in the experiments [27], the 180 balanced region is stretched linearly on the conductance plane with NMDA/GABA slope around 181 3.4. Moving to the left on the diagram corresponds to deactivation of the NMDAR current and 182 blocks DA neuron firing due to the remaining GABAR activation ( Fig. 1 A) . A pause may also 183 be produced by stronger activation of the GABAR (Fig. 1 C) . Conversely, moving down on the 184 diagram corresponds to deactivation of the GABAR and evokes high-frequency firing ( Fig. 1 A) . 185
The firing frequency also increases by moving from the upper boundary of the firing region to 186 the right (increasing NMDAR conductance; Fig. 1 C) . These two directions correspond to two 187 ways of eliciting a DA neuron burst: strengthening NMDA excitation or removing inhibition 188
respectively. 189
Excessive tonic NMDAR activation leads to a depolarization block, as shown in Fig. 1B  190 at high NMDA and low GABA receptor conductances. Interestingly, application of a tonic 191 GABA conductance in combination with an excessive NMDA conductance may rescue high-192
frequency firing in the model (Fig. 1 B) . Thus, the compensatory influence of GABAR activation 193 removes depolarization block induced by an excessive NMDAR activation and restores the 194 intrinsic oscillatory mechanism required for tonic firing. 195
Compensatory action of asynchronous NMDA and GABA inputs

196
We next considered how our model would behave when the inputs display a temporal 197 structure reflective of in vivo conditions. Particularly, we studied the effect of irregular 198 asynchronous GABA and Glu synaptic inputs on DA neuron activity. We quantified changes in 199 firing rate and regularity of DA neuron in response to synaptic inputs of different strengths ( Fig.  200 2 A 1-2, see methods for the detailed description of how these inputs were produced). Similar to 201 the case of tonic inputs, we identified a parameter region where the activity of the excitatory and 202 inhibitory inputs balance to produce low frequency DA neuron firing at rates similar to 203 background firing ( Fig. 2 A 1 
, between the black lines). This happens because asynchronous 204
GABA and Glu inputs (see rasters in Fig. 2 B 1 , 2) activate GABARs and NMDARs nearly 205 tonically ( Fig. 2 B 3 , 4) and provide quasi-constant levels of inhibition and excitation to the DA 206 neuron respectively. Under the influence of these two inputs, the DA neuron fires similarly to the 207 in vitro-like conditions (tonic inputs), but with less regularity, which is typical of the background 208 firing in vivo. An example voltage trace of the DA neuron in response to synaptic inputs formed 209 by asynchronous Glu and GABA populations is shown in Fig. 
DA neuron excitability under control and during balanced input conditions: type I 214
The smooth frequency decrease to zero as the neuron transition to quiescence when 215 GABAR conductance increases suggests type I excitability for the DA neuron both in in vitro 216 and in vivo like cases ( Fig. 1 B , 2 A 1). However, there is a difference between the standard 217 definition of excitability type and the case we consider here: excitability is classically defined by 218 the structure of the transition between spiking and hyperpolarized rest state induced by an 219 injected current, as opposed to a synaptic conductance. To highlight this difference, we plot the 220 frequency of the DA neuron as a function of the negative applied current ( Fig. 3 A inset) instead 221 of the GABAR conductance (as in Fig. 1A 1 inset). We can see that indeed our DA neuron 222 model is type I under the standard definition with a continuous f-I curve. Further, we extend the 223 dependence into a 2-dimensional heat plot ( Fig. 3A main) , where vertical axis is the 224 hyperpolarizing current and the horizontal axis is NMDAR conductance as in Fig. 1B . As 225 expected from the dependence on the GABAR conductance ( Fig. 1A 1 inset) , the frequency 226 smoothly decreases to zero as a stronger hyperpolarizing current (negative) is injected. The 227 similarity reflects that the increase of GABAR conductance increases the voltage-independent 228 current given by in (9), which is negative and equivalent to a hyperpolarizing 229 injected current. Interestingly, the frequency dependence on hyperpolarizing current becomes 230 steeper and the transition becomes more abrupt at higher NMDAR conductance, and the slope of 231 the boundary increases ( Fig. 3 A) . Due to the greater slope of the boundary, the firing region 232 narrows as the hyperpolarizing injected current grows, and the high-frequency firing can no 233 longer be achieved. This is different from the results shown in Fig. 1B because, as the GABAR 234 conductance increases, the ohmic part, , induces a significant difference between the 235 synaptic and injected currents. It is interesting to note that the slope of the boundary increases 236 not due to a change in the type of excitability, but because the rest state under a hyperpolarizing 237 current injection is formed at lower voltages ( Fig. 3 B 3) , where the NMDAR conductance (10) 238
shuts off due to its magnesium block. By contrast, in the case of GABAR input (Fig. 1) , the rest 239 state cannot emerge at voltages that are below the GABAR reversal potential. Thus, we predict 240 that DA neurons display the properties of type I excitability in control and in the balanced state. 241
We further investigate the influence of intrinsic and synaptic currents on the excitability type of 242 the DA neuron and relate these results with the type of transition to the hyperpolarized 243 quiescence. 244 The value of NMDAR conductance is the same for both cases and indicated by a red cross in panel (A).
Influence of intrinsic currents on the type of excitability 245
The role of Ca 2+ and Ca 2+ -dependent K + currents 246
The subthreshold Ca 2+ -K + oscillatory mechanism underlies the generation of low 247 frequency background firing in the majority of DA neurons. We found that, if considered in 248 isolation, the Ca 2+ -K + oscillatory mechanism provides type II excitability, which is incompatible 249
with the experiments reproduced above. In order to study this we use a reduced scenario in our 250 model, where we block the subthreshold sodium current to isolate the Ca 2+ -K + oscillatory 251 mechanism. The interaction of the L-type voltage-gated Ca 2+ and the calcium-dependent 252 potassium currents periodically brings the neuron to the spike threshold and generates a 253 metronomic firing activity pattern. Application of an inhibitory input (GABA or hyperpolarizing 254 current) to this model gradually reduces the amplitude of voltage oscillations instead of 255 decreasing the firing frequency gradually (see nullcline analysis below in Fig. 6 A) . This 256 transition is typical for systems where the oscillations are terminated via an Andronov-Hopf 257 bifurcation: the oscillatory trajectory (limit cycle) decreases in amplitude and merges with an 258 equilibrium state. An abrupt transition to zero frequency quiescence upon hyperpolarization 259 suggests a type II excitability of the neuron. Thus, these currents are important for producing 260 metronomic firing, but other intrinsic currents allow for a gradual frequency decrease during 261 application of a hyperpolarizing input observed experimentally. 262
The role of a subthreshold sodium current. 263
We found that the subthreshold sodium current is necessary for gradual frequency 264 deceases during application of a hyperpolarizing input, as well for a frequency range that spans 265 the observed control frequencies of the DA neurons during a balanced tonic NMDAR and 266 GABAR activation. The reduced firing frequency in the balanced state comes about because the 267 inputs create a slow "bottleneck" effect in the subthreshold voltage range where the 268 hyperpolarizing inputs nearly cancel the depolarizing ones ( Fig. 4 , also see methods for a more 269 detailed description) and expand the interspike interval. This input balance is achieved due to the 270 contribution of the subthreshold sodium current into the pacemaking mechanism of the DA 271 neuron. By contrast, in the reduced model that includes only Ca 2+ and Ca 2+ -dependent K + 272 currents into the mechanism, the inhibitory input cannot restore appropriate frequency, but 273 instead blocks the voltage oscillations. The inclusion of the subthreshold sodium current allows 274 the firing frequency to vary without compromising the oscillatory mechanism. It allows us to 275 reduce the frequency to an arbitrary low value upon application of a hyperpolarizing input and 276 thus leads to type I excitability of the DA neuron. 
A mechanism for NMDA-GABA balance: SNIC bifurcation 279
Mathematical analysis allows for a better explanation of how the subthreshold sodium 280 current changes the response of the neuron to a combination of excitatory and inhibitory inputs. 281
First, we further reduce the model by removing the fast sodium and the delayed rectifier 282 potassium spike-producing currents. We now define the model as having fired a spike when the 283 voltage crosses a putative spike-threshold (set at -40 mV). Figure simultaneously to the right, so that its intersection with the Ca 2+ nullcline moves across the 295 minimum. In the model with the subthreshold sodium current and Ca 2+ leak current ( Fig. 6 B) , 296 the minimum of the voltage nullcline is further away from the steep part of the Ca 2+ nullcline, so 297 that, when the voltage nullcline shifts down, its minimum touches the flat part of the Ca 2+ 298 nullcline. The proximity of the minimum of the voltage nullcline and the bottom part of the Ca 2+ 299 nullcline creates a "bottleneck" effect: The closer the nullclines, the smaller the vector field (the 300 rate of change) in this neighborhood. The limit cycle is channeled through the gap between the 301 nullclines and, accordingly, the oscillation evolves slowly. In the limiting case, when the 302 minimum of the voltage nullcline touches the bottom part of the Ca 2+ nullcline, a saddle-node on 303 invariant circle (SNIC) bifurcation occurs: two equilibrium states, a stable (node) and an 304 unstable (saddle) emerge, interrupt the limit cycle, and the period becomes infinite. The closer 305 the bifurcation parameter g GABA to the bifurcation value, the more time the voltage spends in the 306 bottleneck, creating a long interspike interval. Thus, by introducing the subthreshold sodium 307 current, we change the bifurcation that leads to the quiescence at hyperpolarized potentials from 308
Andronov-Hopf to SNIC. 309 Figure 6 : The subthreshold sodium current changes the type of transition to hyperpolarized rest state induced by GABAR activation. In both cases the growing GABAR conductance leads to a downward shift of the voltage nullcline (solid folded curve). (A) In the pure Ca 2+ -K + mechanism for voltage oscillations, inhibition leads to a transition to the rest state through an Andronov-Hopf bifurcation, which occurs with little change in the firing frequency. The Andronov-Hopf bifurcation is defined as the disappearance of a closed trajectory representing firing (limit cycle) by shrinking in amplitude and merging with an equilibrium state. (B) If the Ca 2+ -K + mechanism is augmented by a subthreshold Na + current, the transition occurs through a Saddle-Node on Invariant Circle bifurcation (SNIC), which corresponds to a gradual decrease in the frequency to zero. The SNIC bifurcation is defined as the emergence of new equilibrium states that interrupt the limit cycle.
The role of Ih current 310 DA neurons are often identified by a prominent hyperpolarization-activated cation 311 current (Ih), which gives a voltage "sag" upon injection of a hyperpolarizing current. It has been 312 shown that Ih-expressing DA neurons exhibit smooth frequency decrease pointing to a type I 313 excitability [27, 28] . However, another study that investigated the response of the DA neuron to a 314 swept sine wave current, using the impedance (Z) amplitude profile (ZAP) method [38] showed 315 that DA neurons produce a resonance at 2-7 Hz frequency and the resonance is abolished by 316 blocking the Ih current. This suggests that DA neurons are type II excitable and the Ih current 317 plays an important role in producing the resonance. Our model also suggests that DA neurons 318 display type II excitability in the presence of the Ih current. However, at small values of Ih 319 conductance (gh=1-6 mS/cm^2) the model behaves very similarly to the one without the Ih 320 current, which might be the reason of the apparent discrepancy in the excitability type as 321
suggested by experiments. For small values of Ih conductance, the firing frequency of the 322 simulated DA neuron decreases abruptly with the increase in the hyperpolarizing current. 323
However, the discontinuity occurs at very low frequencies (see Fig. 7 ), which might appear still 324 as a gradual frequency decrease in the experiments. As the strength of Ih conductance increases 325 (gh>6 mS/cm^2) the discontinuity in the F-I curve becomes clearer. This apparent switch in the 326 excitability type might be important in the altered states of the DA system, when the Ih current is 327 potentiated, for example, by EtOH [40, 41] . For high conductances of Ih, low frequency tonic 328 firing cannot be produced, which might affect the basal DA levels. 329
As we describe earlier, the smooth frequency decrease and the transition to the rest state 330 upon application of hyperpolarizing current or activation of GABAR occurs via a SNIC 331 bifurcation ( Fig. 7 C 3) . As soon as we include the Ih current into the model, the SNIC 332 bifurcation splits into a saddle-node bifuraction of limit cycles (LC Fold) and two subcritical 333
Andronov-Hopf bifurcations as shown in a two-parameter bifurcation diagram in figure 7 A (see 334 caption for the definitions of bifurcations). Accordingly, the excitability type changes to type II 335 as we introduce Ih. However, for small values of its conductance gh, the two bifurcations are 336 very close together and nearly indistinguishable, thus, the discontinuity in the F-I curve is in a 337 very narrow range close to zero Hz, producing an illusion of a smooth transition to the rest state. 338
The bifurcation scenario for the values of gh less than 7mS/cm^2 is complex, although 339 this complexity does not affect experimental observations as the affected limit cycle is unstable. 340
As the magnitude of the negative applied current increases, the unstable limit cycle emerging 341 from the Andronov-Hopf bifurcation, disappears as it collides with a saddle equilibrium state in a 342 homoclinic bifurcation (not marked) and then appears again as the saddle disappears (SN1 in fig.  343 7). The amplitude of the unstable limit cycle grows with the further increase in the negative 344 applied current and, finally, it merges with the stable limit cycle for spiking and annihilates it at 345 the fold bifurcation for limit cycles (LC Fold, Fig For a range of negative applied currents, a stable limit cycle coexists with a stable 351 equilibrium state, creating bistability. Thus, depending on the initial conditions, the neuron will 352 be either in a rest (at equilibrium point) or in a repetitive spiking state (at limit cycle). The 353 bistability region grows with the increase in the conductance of the Ih current (Fig 7 A 1) . 354
Variations in current strength back and forth across this range will cause the neuron to jump 355 from one state to the other. To check predictions generated by our model regarding the presence 356 of hysteresis with respect to the applied current, slowly rising and falling current ramps can be 357 applied to the DA neuron to switch it from the rest state to the repetitive firing mode and vice 358
versa. The switch points should be different for falling and rising stimuli as shown in figure 7 B . 359
Despite the range of current intensities for coexistence is small relative to the total range for 360 repetitive firing, it affects neuron behavior near the threshold. For example, once the current 361 intensity reaches the value required for the onset of repetitive spiking, small perturbations of 362 current will not switch the neuron back to the rest state. Thus, the presence of hysteresis makes 363 spiking near the threshold more robust. 364
In C2, the curve of equilibrium states folds and two saddle-node bifurcations of equilibria occur. The 381 equilibria interrupt the unstable limit cycle (homoclinic bifurcation; not shown), but do not affect the 382 stable limit cycle yet. In C3, the equilibria interrupt the stable limit cycle and destroy it in the SNIC 383 bifurcation.
384
Changes in the type of excitability caused by synaptic inputs 385
In vivo, the type of excitability may change due to tonic synaptic inputs [34] , and next we 386 explore how this change occurs in the DA neurons. AMPA receptor may co-activate together 387 with NMDA and GABA receptors in vivo. By contrast to NMDAR, conductance of which is 388 voltage-dependent, AMPA and GABA receptor currents are purely ohmic. Their combination is 389 also an ohmic current: 390 391 where g eff =g AMPA +g GABA is a combined synaptic conductance, and 392
is a synaptic reversal potential. Figure 8 shows the frequency distribution and the type of 394 bifurcation at the transition to the rest state on the plane of these two parameters: conductance 395 and the reversal potential of the ohmic synaptic current. For instance, if the AMPA receptor is 396 blocked, the reversal potential coincides with the GABAR reversal potential, which is in the 397 range of -90 to -70 mV. In this range, an increase in the conductance leads to a gradual 398 decrease in the frequency to zero and a transition to the rest state via a SNIC bifurcation. By 399 contrast, at higher reversal potentials, the frequency drops to zero abruptly and the transition 400 corresponds to an Andronov-Hopf bifurcation. This suggests a transition to type II excitability 401 for the DA neuron. Thus, elevated GABAR reversal potential or tonic activation of AMPAR 402 leads to a switch in the excitability to type II. 403 Application of GABA shifts the voltage nullcline even further to the right and makes the stable 411 equilibrium more robust. Therefore, the region of parameters for which spiking is produced is 412 much smaller for combined application of AMPA and GABA, then for combined NMDA and 413 GABA activation (compare Figs. 1 B and 9 A) . Therefore, the prediction of our model is that a 414 disinhibition burst can be supported by tonic background activation of NMDA, but not AMPA 415 receptor. 416 
Activation of NMDAR shifts the boundary between the excitability types to lower values of 417 the GABA reversal potential 418
Together with AMPA and GABA receptors, the NMDAR may be also co-activated since 419 glutamate binds to both AMPA and NMDA receptors. To make the analysis of the excitability 420 type possible in the parameter space of all three synaptic currents, we further perform 2-421 dimensional bifurcation analysis. The point marked Bogdanov-Takens bifurcation in Fig. 8 is a 422 good predictor of the type of excitability at the boundary between spiking and the rest state. 423
Mathematically, it is defined as a junction of the SNIC bifurcation and the Andronov-Hopf 424 bifurcation, as it appears in the figure. In Fig. 10 , we plot this point as a function of the NMDA 425 receptor conductance. As in the previous figure, the transition to quiescence occurs as the 426 combined conductance of the ohmic synapses g eff grows. The information about the specific 427 value of the conductance is omitted in Fig. 10 because the transition occurs in a dimension 428 orthogonal to the plane of the figure. For example, the transition in Fig. 8 is represented by one 429 line at g NMDA =0. The diagram in Fig. 10 shows that the separation between the types of 430 excitability shifts to lower values of the combined reversal potential for the AMPAR and 431 GABAR currents as the NMDAR conductance increases. However, this shift quickly saturates 432 and is restricted to the range of GABAR reversal potentials. Thus, similar to Ih, NMDAR 433 activation may switch the type of excitability of the DA neuron from type I to type II in a certain 434 window of other tonic synaptic currents received by the neuron. 
443
DA release and synchronization in a population of heterogeneous DA neurons is influenced 444 by tonic background synaptic currents 445
To illustrate the importance of changing DA neuron type of excitability, we simulated 446 heterogeneous populations of DA neurons under two conditions: 1) in control (in the absence of 447 the tonic synaptic inputs), and 2) during the tonic influence of AMPA and GABA inputs. The 448 DA population is electrophysiologically heterogeneous [42-44], and its uncoordinated activity 449 produces a homogeneous low-level DA concentration. In order to have similar firing rates and 450 basal DA levels in both cases, we balanced the increase in firing rate produced by the application 451 of AMPAR conductance with GABAR conductance (note that GABA can balance AMPA only 452 for a very limited range of values). In both cases, DA neurons received correlated fluctuating 453 NMDA inputs (Fig. 11A , see methods for the detailed description of the inputs). Our simulations 454
show that the population of DA neurons that receive the background synaptic tone produces 455 higher DA levels in response to bursty correlated NMDA input than a population without the 456 synaptic tone (Fig. 11 D) . As described above, DA neurons are type I excitable in the absence of 457 synaptic tone, while AMPAR activation switches DA neuron excitability to type II. Thus, the 458 transition from type I to type II excitability of the DA neurons is accompanied by higher 459 dopamine release in response to a correlated synaptic input. The higher responsiveness is 460 partially due to a greater synchronization of the DA neurons receiving the synaptic tone, as 461 evident by the higher spikes in their summed activity in Fig. 11C . Type II neurons display more 462 robust synchrony when they receive a common input, even in the presence of independent noise 463 [24,45]. Thus, in-vivo background synaptic tone might be important not only for regulating basal 464 DA levels, but also for the responsiveness of the DA neurons, so that they are more ready to 465 produce coincident bursts in response to correlated synaptic inputs. 466 regime may reflect the balance of inhibitory and excitatory inputs. We found that, in the most 494 prominent low-frequency regime, the DA neuron is type I excitable, in either high or low 495 synaptic conductance states. 496
The baseline level of dopamine is very important for the normal function of the brain. 497
The level is determined by the background activity of the DA neurons. This activity is 498 intrinsically generated by the neuron and controlled by its synaptic inputs [47], reviewed in [48] . 499
Thus, the capacity of the DA neuron to adjust its firing rate according to the inputs is vital. The 500 graded response curve of a type I-excitable neuron, as oppose to an on-off response of a type II 501 neuron, provides this capacity. Accordingly, at every level of excitation provided by NMDAR 502 input, inhibitory GABA synaptic conductance can balance it and bring the frequency down to an 503 arbitrary low value. A similar hyperpolarizing current activated by dopamine D2 receptors on the 504 DA neuron has also been shown to slow down its firing rather than abruptly block it all together 505
[49]. These are very important autoregulatory functions of the DA system that allow it to adjust 506 basal DA levels in target areas. 507
The role of the subthreshold sodium current 508 Persistent sodium current is known to amplify subthreshold oscillations (Hu et al, 2002 ) 509 and increases neural excitability of DA neurons by contributing to spontaneous depolarization in 510 between the spikes [50]. Consistent with experimental observations, the subthreshold sodium 511 current increases the firing rate of the DA neuron in the model. Additionally, we found that the 512 current is necessary for achieving gradual frequency decrease upon application of 513 hyperpolarizing current, thus, maintaining type I excitability of the DA neuron. The type of 514 excitability is determined by the internal properties of the currents contributing to pacemaking in 515 the DA neuron. L-type Ca 2+ and SK-type Ca 2+ -dependent K + currents are the core currents that 516 traditionally constitute the mechanism [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . However, our model shows that the mechanism 517 results in type II excitability, in which a hyperpolarizing current blocks the voltage oscillations 518 without restoring a low frequency. Our explanation is that, without the inclusion of other 519 currents, the steep part of the Ca 2+ nullcline is very close to the minimum of the voltage nullcline 520 ( Fig. 4 A) because they reflect the same event: opening of the Ca 2+ channel. This positions the 521 system close to the Andronov-Hopf bifurcation, which occurs whenever the minimum of the 522 voltage nullcline moves across the Ca 2+ nullcline. When the subthreshold sodium current is 523 included into the mechanism, the minimum of the voltage nullcline reflects opening of this 524 current, and it is shifted away from the steep part of the Ca 2+ nullcline (Fig. 4 B) . This shifts the 525 system away from the Andronov-Hopf bifurcation. Now, a downward shift of the voltage 526 nullcline following inhibitory inputs moves its minimum across the flat part of the Ca 2+ nullcline 527 and produces a SNIC bifurcation. In this transition, the firing frequency gradually reduces to 528 zero, and this allows a balance between NMDAR and GABAR conductances and restores the 529 background firing frequency. 530
Other studies of NMDA-GABA balance in DA neurons 531
The influence of NDMA and GABA receptor conductances on the DA neuron have been 532 studied in several other papers [51] [52] [53] . The compensatory influence of NDMA and GABA 533 receptor activation on the firing frequency has been predicted in modeling studies by 534 conductances were restricted to dendrites, whereas GABAR conductance was somatic. The 543 mechanism of frequency rise during dendritic application of NMDA is different from the 544 mechanism of response to somatic NMDAR stimulation [54, 56] . Somatic NMDAR stimulation 545 has been shown to elicit high-frequency firing in earlier experiments [32,57] and used to achieve 546 the NMDA-GABA balance [27] . Here, we base a new model on our previous model [56] that 547 presented a mechanism for somatically-induced high-frequency firing in a reconstructed 548 morphology first and reduced it to a single compartment. In the current model, we have 549 integrated the mechanism for high-frequency firing together with the balance of NMDAR and 550 GABAR activation. 551
Intrinsic Ih current and synaptic inputs can switch the excitability type of the DA neuron 552
Changes in intrinsic currents can affect the excitability type and, thus, computational 553
properties of the DA neuron. For instance, we observed that potentiation of Ih current promotes 554 type II excitability of the simulated DA neuron. In addition to the contribution of Ih current to 555 pacemaker activity, has been shown in DA neurons [38] , as well as in the other neuronal types 556 that Ih induces intrinsic subthreshold resonance [58-60]. Thus, augmentation of Ih current 557 increases oscillatory behavior of the DA neurons, as well as their synchronization in response to 558 excitatory pulses. However, low-frequency tonic firing could not be maintained at high 559 conductances of Ih current, likely affecting background DA levels. 560
Further, the influence of tonic synaptic inputs can also change the transition to the rest 561 state and, therefore, be described as altered excitability. Tonic activation of AMPA receptors or 562 an elevated reversal potential of the GABAR conductance may make the low-frequency 563 balanced state unreachable. The reason for that is a transition to type II excitability: firing is 564 blocked at higher frequencies. Our explanation is that shunting is so strong that opening of the 565 subthreshold sodium current cannot sustain the voltage growth. In other words, these changes 566 unfold the voltage nullcline and bring its minimum close to the steep part of the Ca 2+ nullcline 567 ( Fig. 5 B) . This primes the system for the Andronov-Hopf bifurcation responsible for type II 568 excitability. Further, we found that NMDAR activation also biases the neuron towards type II 569 excitability. Although the type may change as parameters shift away from the boundaries of the 570 firing region [61], together, these results suggest that in high-frequency regimes the DA neuron 571 displays type II excitability. This switch in excitability type may play a role in a transient 572 increase in DA concentration in response to salient stimuli as it is easier to synchronize type II 573 neurons by an excitatory input. Figure 11 for coding stimulus intensity. Hence, the DA neuron is designed for encoding the intensity of the 580 tonic depolarizing and hyperpolarizing inputs by its smooth frequency dependence. This further 581 supports and augments a recently found unique computational role for the DA neuron: it 582 performs subtraction of inhibitory and excitatory inputs [67] . The operation is optimal to 583 calculate unpredicted value of an event, but rarely observed and hard to implement in the brain. 584
The first type of DA neuron excitability is necessary to quantitatively encode the level of input 585 by the firing rate and perform the subtraction. In conclusion, DA neurons can exhibit traits of 586 both integrators and resonators and these traits are modulated by intrinsic and synaptic 587 conductances. Depending on the current constitution, DA neurons can perform rate coding by 588 integrating slow variations in the inputs and adjust basal DA concentration or they can detect 589 transient coherent changes in the inputs and synchronize for producing robust DA transients. 590
591
Methods 592
The biophysical model of the DA neuron is a conductance-based one-compartmental model: 593 
where v is the voltage, and c m is membrane capacitance. There are eight intrinsic currents of the 594 DA neuron: a calcium current (I Ca ), a calcium-dependent potassium current (I KCa ), a potassium 595 current (I K ), a direct rectifier current (I DR ), a subthreshold sodium current (I sNa ), a 596 hyperpolarization-activated current (I h ), a fast sodium current (I Na ),and a leak current (I leak ). The 597 first subgroup of intrinsic currents: I Ca , I KCa , I K , I sNa,, and I h constitutes a pacemaking 598 mechanism of the DA neuron. The second subgroup of the intrinsic currents (I Na , I DR ) is responsible for spike generation. The last subgroup includes synaptic currents: the excitatory α-600
Amino-3-hydroxy-5-methyl-4-isoxazolepropionic (AMPA) and N-Methyl-D-aspartate (NMDA) 601 receptor currents (I AMPA and, I NMDA respectively) and the inhibitory γ-Aminobutyric acid 602
(GABA) receptor current (I GABA ). Synaptic inputs can produce bursts and pauses in firing. 603
Intrinsic oscillator: 604
The main currents of the model that produce pacemaking activity of DA neuron are an L-type 605 voltage-dependent calcium current (I Ca ) and an SK-type calcium-dependent potassium current 606 (I KCa ). Gating of the calcium current is instantaneous and described by the function: 607
(2) Calibration of the calcium gating function reflects an activation threshold of an L-type current, 608
which is significantly lower in DA cells than in other neurons (~ -50mV; [4]). Calcium enters 609 the cell predominantly via the L-type calcium channel. Contribution due to the NMDA channel 610 is minor [68] . Thus, calcium concentration varies according to the second equation of the system 611 (1). It represents balance between Ca 2+ entry via the L channel and a Ca 2+ component of the leak 612 current, and Ca 2+ removal via a pump. In the calcium equation, is the calcium buffering 613 coefficient, i.e. the ratio of free to total calcium, r is the radius of the compartment, is the 614 valence of calcium, and is Faraday's constant. represents the maximum rate of calcium 615 removal through the pump. A large influx of Ca 2+ leads to activation of the SK current, which 616 contributes to repolarization as well as afterhypolarization of the DA cell. Dependence of the SK 617 current (I KCa ) on calcium concentration is modeled as follows 618
The neuron is repolarized by the activation of a large family of voltage-gated potassium 619 channels. In addition to already described potassium currents, the model contains voltage-620 dependent K current ( ). Conductance of this current is given by a Boltzmann function: The DA neuron expresses voltage-gated sodium channels that carry a large transient current 622
during action potentials (a spike-producing sodium current) and a noninactivating current present 623 at subthreshold voltages (a subthreshold sodium current). Even though the persistent 624 subthreshold sodium current is much smaller than the transient spike-producing current, it 625 influences the firing pattern and the frequency of the DA neuron by contributing to 626 depolarization below the spike threshold [50] . We modeled the voltage dependence of the 627 subthreshold sodium current as follows 628 (5) The kinetics and the voltage dependence of the subthreshold sodium current were taken from 629 The maximal activation of I h current is described by the following voltage-dependent equation 635
[71] 636
The voltage-dependent time constant is described by 637 625 exp(0.075( ))
The leak current ( ) in the model has the reversal potential of -35 mV, which is higher than in 638 the majority of neuron types. In DA neurons, several types of depolarizing, nonselective cation 639 currents are expressed, which likely contribute to depolarization during interspike intervals. 640
Model calibration 641
Subthreshold currents 642
Experiments show that subthreshold sodium currents contribute to depolarization towards 643 the spike threshold [50, 72] . Accordingly, the addition of the subthreshold sodium current into the 644 model increases the background firing frequency of the DA neuron (data not shown). However, 645
in the model this leads to a significant increase in maximal frequencies achieved during 646 application of a constant depolarizing current or AMPA, whereas in experiments these 647 frequencies have been shown to be limited by approximately 10 Hz [26]. We preserve this limit 648 in the model by accounting for a Ca 2+ component of the leak current. This reinforced the 649 negative feedback loop through the Ca 2+ -dependent K + current and limited the maximal 650 frequencies. NMDAR activation increases the frequency, and our calibration of the model 651 allowed an inhibitory or hyperpolarizing input to reduce the frequency to an arbitrary low value. 652
Ca 2+ entry through NMDA receptor was omitted to implement the spatial segregation of 653 NMDAR and SK channels as in the previous models [51, 56] . 654
Spike-producing currents 655
We included spike-producing sodium current with maximal conductance 656 .
The activation of the Na + current is assumed instantaneous and described by the 658 function 659 
The currents are calibrated to produce a spike per each maximum of the voltage 662 oscillations produced by the pacemaking mechanism without significantly changing the firing 663 rate or pattern. 664
Synaptic inputs: 665
DA neurons receive glutamatergic (Glu) excitatory drive through AMPA and NMDA 666 receptors and inhibitory drive through GABA receptors. Changes in the membrane potential 667 induced by synaptic conductances are described by the following equation 668
The AMPA and GABA conductances are voltage-independent, but the NMDA conductance has 669 voltage sensitivity as in [19] 
where denotes the amount of magnesium, taken to be 0. Asynchronous Glu input to the DA neuron was produced by 35 Poisson distributed spike 678 trains with frequencies of approximately 10 Hz. The number of spike trains was chosen to 679 produce a relatively constant level of NMDA receptor activation, and, at the same time, take into 680 account the effects of convergent synaptic inputs on the DA neuron, by thresholding NMDAR to 681 activate only by coincidence of two or more spikes. The activation of the receptors in response to 682 a synaptic input is described by the following equation 683
(1 ) (1 ) ,
where denotes a dimensionless synaptic input. It is normalized to change from 0 to 1 for 1 ms 684 interval to mimic a single spike in the input. denotes a receptor type, AMPA or NMDA. 685
Desensitization of AMPA receptor is described by 686
( 
The total receptor activation is a sum of contributions produced by all GABA neurons in a 705 population. A parameter that scales the GABA current is GABAR conductance . We 706 normalize the GABA gating variable by the number of neurons in order to keep its value in a 707 range between zero and one. Thus, for an asynchronous GABA population, the GABAR will be 708 partially activated and the gating variable will have a low value. Model parameters are given in 709 Table 1 . 710
Model of DA release 711
The model of DA release is adopted from Wightman and Zimmerman (1990) [82] and is 712 described by the following equation is the affinity of the transporter for dopamine. 718
Modeling a heterogeneous population of DA neurons and their inputs 719
Heterogeneity in the population of DA neurons was putatively introduced by varying the leak 720 conductance. Further, neurons received correlated fluctuating NMDA inputs. NMDAR 721 conductance to each DA neuron was given by a linear summation of Ortein-Uhlenbeck (OU) 722 processes [83] described as following: 723 
where ( ) x t is Gaussian white noise with zero mean and unit variance. 
Spike detection and firing pattern quantification in the model 733
In the model with fast sodium and the delayed rectifier potassium spike-producing 734 currents, a spike was registered whenever voltage oscillation reached the threshold of 0 mV. In 735 the reduced model (without spike-producing currents), a spike was registered every time voltage 736 oscillations crossed the threshold of -40 mV, as experimentally it was shown that a DA neuron 737 action potential is triggered when the voltage is depolarized to approximately -40 mV [3] . 738
Voltage oscillations that were below these thresholds in the models with and without the spike-739 producing currents respectively were not counted as spikes and did not contribute to the firing 740 frequency. To analyze firing pattern of simulated DA neuron in the presence of different synaptic 741 currents, we quantified its firing rate and bursting. Mean firing rate of the simulated DA neuron 742 was calculated as an inverse of the mean interspike interval (ISI 
