The present communication deals with the application of the most important environmetric approaches like cluster analysis, principal components analysis and principal components regression (apportioning models) to environmental systems which are of substantial interest for environmental physics -surface waters, aerosols, and coastal sediments. Using various case studies we identify the latent factors responsible for the data set structure and construct models showing the contribution of each identified source (anthropogenic or natural) to the total measure of the pollution. In this way the information obtained by the monitoring data becomes broader and more intelligent, which help in problem solving in environmental physics.
Introduction
In the last several decades it has been proven that environmental science is a great necessity and a great dilemma. All aspects of science meet there and the environmental scientist is supposed to be knowledgeable in all of them. The future of human survival depends deeply on the environmental science being taken seriously. The problems to be faced in all its aspects are real and are extremely difficult to understand and to solve without joint research and good will.
Physics of all kinds is heavily involved in our surroundings, and a sound background in this discipline is absolutely indispensable. Physics is the way to understand processes in the environment and to combine principles with their applications to important environmental issues. Physical methods and physical scientists are needed to collect and analyse environmental data, to estimate environmental effects, to assess the consequences of policy measures, to prepare governmental regulations, to handle vast amounts of data by the computer assisted methods of environmetrics. The last applies both for organizing and visualizing experimental data and for the design of models from a more theoretical point of view. As already known environmental physics is more than the study of the physical environment; it actually comprises aspects of atmospheric physics, soil and sediment physics and also applied physics and engineering. A very important part of the modern environmental physics is the environmetrics, i.e. the application of multivariate statistical approaches to classify, model, and interpret big data sets from physical, chemical, and biological monitoring of different environmental systems. These approaches currently are the only way of explaining environmental processes, modes of pollution, factors influencing air, soil, and water contamination. Thus, they are not only keys for better data projection and for abundant information but a tool for assessment of the quality of human life. However, the understanding of the philosophy of the environmetrics and its opportunities as risk assessment apparatus is not complete and undisputed.
It is the aim of the present study to present some of the most popular and advanced environmetric methods in environmental physics and to illustrate their ability for problem solving and risk assessment on various case studies.
Theoretical: environmetrics
In recent years researchers have become increasingly interested in applying sophisticated modeling methods as they are useful in understanding various environmental phenomena and in solving some problems. But the dynamic physicochemical models are of a complex nature and are a more theoretical weapon that allows for a simple way to study risk and quality assessment in human environment. Usually, the quality of life in a certain environment is assessed by many parameters but the monitoring of air, water and soil chemistry and biochemistry turns out to be the decisive point. The monitoring data are then readily compared to specific patterns of "allowable" values for hazardous chemicals and respective conclusions are offered. Unfortunately, this approach does not correspond to the reality. It is univariate and delivers information only on one possible contaminant or toxic compound. The nature is multivariate and it is much better to collect and interpret information on the relationships and on the effects of many chemicals or pollutants simultaneously. The very idea of sustainable development as defined by many scientists requires taking into account possibly many environmental parameters in order to achieve a reliable pathway: what to do with a system, how to treat it, what involvement of authorities is needed etc.
That is why the application of environmetric strategies for intelligent data analysis (IDA) seems to be an appropriate tool in risk and quality assessment theory and practice. Environmetrics as part of IDA deals with application of multivariate statistical methods in environmental data mining. The models offered by the environmetric approaches lack the theoretical limitations of the dynamic process modeling and offer a useful way to understand many features of the system in consideration, among them are the following:
• similarities and dissimilarities between sampling sites;
• detection of site outliers in the monitoring net and their explanation;
• identification of data structure features;
• detection of latent factors which could be interpreted as anthropogenic or natural sources responsible for the chemical content of the environmental samples; • trends in the behaviour of pollutants;
• seasonal effects of the pollutants distribution;
• apportioning of the contribution of each identified source to the total species mass;
• finding the necessary chemical mass balance and relationships in the environmental systems in consideration. All these opportunities offered by the environmetric approaches indicate that it is an important tool for decision making about economic, health and political solutions. We present some real-time examples about the application of environmetrics to everyday problems on different environmental scales. In all of the case studies a problem arises which needs a quick assessment and even quicker response. Keeping a certain local equilibrium in a local environment should be considered as a global action in the modern world where the relations and the interactions, the atmospheric transfer processes and the mutual dependence on "hot spot" pollution is unavoidable. Therefore, risk or quality assessment at a given location is much more than a local episode. Environmetrics tries to be a useful parameter of the sustainable development.
In the data treatment approaches of the environmetrics both unsupervised and supervised techniques are used. In the first case the data mining is performed spontaneously, in a hierarchical way, from the data set. In the latter case a preliminary step of learning (training) is necessary to derive a treatment (classification) rule based on grouping of objects with known origin or behaviour. This rule allows interpreting new objects with unknown origin or behaviour in the classes offered by the classification rule.
Cluster analysis is a well-known and widely used classification approach for environmetrical purposes with its hierarchical and non-hierarchical algorithms [1, 2] .
In order to cluster objects characterized by a set of variables (e.g. sampling sites by chemical concentrations or pollutants), one has to determine their similarity. To avoid influence of the data size, a preliminary step of data scaling is necessary (e.g. autoscaling or z -transform, range scaling, logarithmic transformation) where normalized dimensionless numbers replaces the real data values. Thus, even serious differences in absolute (concentration) values are reduced to close numbers. Then, the similarity (or more strictly, the distance) between the objects in the variable space can be determined. Very often the Euclidean distance (ordinary, weighted, standardized) is used for cluster-ing purposes. Another way of measuring similarity is the calculation of the correlation coefficient between two row-vectors x 1 and x 2 characterizing objects 1 and 2. Thus, from the input matrix (raw data) a similarity matrix is calculated. There is a wide variability of hierarchical algorithms but the typical ones include the single linkage, the complete linkage and the average linkage methods. The representation of the results of the cluster analysis is performed either by a tree-like scheme called dendrogram comprising a hierarchical structure (large groups are divided into small ones) or by tables containing different possible clusterings. The hierarchical methods of clustering mentioned above are called agglomerative. Good results are obtained also by the use of hierarchical divisive methods, i.e. methods that first divide the set of all objects in two so that two groups (clusters) are formed. Then each group (cluster) is again divided in two etc., until all objects are separated.
The aim of classification by non-hierarchical clustering is to classify the objects in consideration into certain number of preliminary intended groups, e.g. K clusters. For instance, in order to obtain 2 clusters, one selects 2 seed points among the objects and classifies each of the objects with the nearest seed point. Thus, an initial cluster is obtained. For each of these clusters, one determines the centroid (the point of mean values of the variables x i for each cluster). The whole procedure is repeated; new centroids are calculated for the new clusters. The new centroids have new co-ordinates and it leads to reclassification of the objects. Widely applied are: the Forgy's method, MacQueen's K-means method etc.
All clustering methods mentioned up to now have a general feature in the classification: they consider each object to be part of only one single cluster. A different strategy is typical for the so-called fuzzy clustering, which permits objects to be part of more than one cluster. In the classification fuzzy procedure each object i is given a value f ik for a membership function in cluster k.
In [3, 4] new original clustering algorithms are offered named density-based spatial clustering of application with noise (DBSCAN) and ordering points to identify the clustering structure (OPTICS). In the first case an important advantage is the possibility to detect outliers. A cluster with DBSCAN is defined as a region of the data space where the objects' neighborhood of certain radius ε, contains at least k objects. Only one input parameter is required, namely, the minimal number of objects in the neighborhood, k. Three categories of objects are distinguished -core, border and outlier object, with respect to the neighborhood density. Core and border objects are grouped into clusters.
With OPTICS approach a unique order of objects in the n-dimensional data set is established, which reveals the data set structure. It allows finding zones where many objects are close together (high density zones) using a so-called reachability plot. The OPTICS algorithm calculates the similarity between the objects by reachability distances. In a very first approximation they can be considered as Euclidean distances. Outliers could be easily detected since their reachability distances are higher than those of the other objects. The OPTICS plot can be visualized as a color map. The information of this map can be used to study the inter-variable and inter-object relations and to estimate the contribution of each variable to the data set structure.
Principal components analysis (PCA) is a typical display method, which allows to estimate the internal relations in the data set and to model the ecosystem in consideration. There are different variants of PCA and quite often the term PCA could be confused with the term "factor analysis" (FA). Basically, they possess common features. Although these methods are related to each other, they have rather essential differences. Principal Components Analysis is a rather simple tool, which splits data into orthogonal components ordered in the sequence of decreasing their variance (energy). Factor Analysis is a finer and more complicated tool, which presents data as a linear combination of some small number of hidden variables (factors), which could be either orthogonal or non-orthogonal. Factor analysis produces a linear combination of the original columns in the data matrix (data set) responsible for the description of the variables characterizing the objects of observation. These linear combinations represent a type of abstract measurements (factors, principal components) being better descriptors of the data structure (data pattern) than the original (chemical or physical) measurements. Usually, the new abstract variables are called latent factors and they differ from the original ones named manifest variables. It is a common finding that just a few of the latent variables account for a large part of the data set variation. Thus, the data structure in a reduced space can be observed and studied [5] .
Generally, when analysing a data set consisting of n objects for which m variables have been measured, FA can extract m factors or latent variables where m < n. The first factor (F 1) represents the direction in the data, containing the largest variation. F 2 is orthogonal to F 1 and represents the direction of the largest residual variation around F 1. F 3 is orthogonal to the first two and represents the direction of the highest, residual variation around the plane formed by F 1 and F 2. The projections of the data on the plane of F 1 and F 2 can be computed and shown as a plot (score plot). In such a plot it is possible to distinguish similarity groups. According to the theory of PCA and FA the scores on the PCs (the new co-ordinates of the data space) are a weighted sum of the original variables (e.g. chemical concentrations):
where Y is an indication of the variable value (e.g. concentration) and γ are the weights (called loadings). The information hidden in the loadings can also be displayed in loadings plots. It is important to note that PCA requires very often scaling of the input raw data to eliminate dependence on the scale of the original values.
It is important to note that in our studies FA is principally applied as allowed by the software product STATISTICA 6.0. For convenience often the latent factors are marked as PCs (principal components) but we are aware of the differences between PCA and FA. There are authors in the field of environmetrics and chemometrics who declare that for physical or chemical studies both approaches give the same results [2] When time parameters are taken into account quite suitable approaches for three-way data analysis are Tucker3 model and the PARAFAC model [6] . The basic principle of the first method is the decomposition of the three-way data set into a three-way core matrix and three two-way loading matrices (one of each mode, e.g. objects, variables, time parameters). To each mode a certain number of factors are assigned and chosen in such a way as to be less than the dimensions of the original three-way data set in order to achieve a considerable amount of data reduction. Again, plots for each kind of factors could be constructed showing the relationships of objects, variables or time parameters (seasonality). In PARAFAC again a decomposition of the data set is the aim but the three loading matrices obtained are not necessary orthogonal.
Projection pursuit [7] is also a dimension reduction method where the new latent factors are obtained by maximizing projection indices (not variances as in PCA) that describe inhomogeneity of the data. There are different algorithms for projection pursuit. Usually, the first step is to center the data on the mean, then to project all objects onto the possible orthogonal complement of eigenvectors. Once the eigenvector, corresponding to the highest value of the projection index is found, the original matrix with orthogonal complement is adjusted. These steps are repeated until a number of factors are found. The projection indices rely on using an entropy function or using the Yenyukov approach [8] .
Kohonen network [9] has the general idea of mapping data from a high dimensional space onto a low dimensional space. The latter consists of a layer of i nodes arranged in a 2D plane as neighboring hexagons or rectangles. The mapping preserves the data topology, i.e. objects, which are similar in the original data space are mapped on the same node or onto neighboring nodes. A weight vector represents each node. The training of the net is done in an iterative way by updating the weights of the nodes. At each iteration a randomly selected object is presented to each node and the node whose weight is closest to this object is determined. This is the winner node. The weights of the winner are updated together with the weights of the nodes in its neighborhood, which size is defined by neighborhood function. Once the network is trained, for each object the winning node is found and the object is assigned to this node.
Neural gas network is suggested in [10] . In contrast to the Kohonen network, the neural net has no defined topology. Each neuron is associated with a vector of weights, which correspond to its co-ordinates in variable space. At each iteration the input vector (object) is presented to the network and the weight vectors are ranked according to their distances to the input vector. Then the nodes are moved according to the rank. After a predetermined number of iterations, the nodes are distributed over the space. During the last step of the procedure a clustering is performed, i.e. for each object from the data set its closest node is found. Similar objects are grouped in the same node but there is no additional information about similarities between the nodes.
Multiple regression on principal components (apportioning models) is a very important environmetric approach [11] . It makes it possible to apportion the contribution of each identified by PCA (FA) latent factor (emission source) to the total mass (concentration) of a certain chemical variable. The first step is performance of PCA, identification of latent factors, and then determination of the absolute principal components scores (APCS) and multiple regression of the total mass (dependent variable) on the APCSs (independent variables).
Chemical mass balance (CMB) method for receptor modeling was first applied by Winchester and Nifong [12] when the so-called tracer solution was found. The CMB modeling procedure requires: 1) identification of the contributing sources types; 2) selection of chemical species or other properties to be included in the calculation; 3) estimation of the fraction of each of the chemical species which is contained in each source type (source profile); 4) estimation of the uncertainty in both ambient concentrations and source profiles and 5) solution of the chemical mass balance equation consisting of solution to linear equations that express each receptor chemical concentration as a linear sum of products of source profile abundances (i.e., the mass fraction of a chemical or other property in the emissions from each source type) and source contributions. CMB air quality model is one of several models that have been applied to air resource management.
Time-series analysis (TSA) has, in principle, the following main purposes: 1) display of the series; 2) preprocessing of the data; 3) modeling and describing of the series; 4) forecasting with suitable models and 5) control of predicted values [2] . Various methods of data smoothing, followed by application of plotting, correlation, regression and modeling techniques, allow determination of time trends and seasonal behavior of environmental data sets. The determination of the time components completes to a large extent the environmetric interpretation of data from environmental monitoring.
3 Experimental results and discussion: case studies 3.1 Case study: surface waters Struma River is located in the southern part of Bulgaria. It runs from north to south and has a length of 290 km up to the Greek border. The stream length from that point to the Aegean See where the river enters is about 110 km. The total catchments area is nearly 10,250 km 2 within Bulgaria and the Vitosha Mountain and the Rila, Pirin and 'surrounding' mountain ranges form it. Being a cross border river Struma basin is of substantial importance for both countries. That is why the careful monitoring of the water quality in long-term or short-term time periods at different sampling sites is not only ecological but also a political issue. Similar studies for Yantra River and Saale River [12] [13] [14] [15] have indicated that very useful information can be extracted from the data collected in the monitoring period.
In Fig. 1 a presentation of the Struma flow in the Bulgarian territory is given along with the location of the sampling sites from Struma River monitoring network controlled by the Ministry of Environment and Waters. As seen the monitoring system involves many sites where regular testing of the water quality is performed -on daily, weekly or monthly basis.
Due to the regular monitoring a substantial amount of analytical data is already available but there is still a lack of summarizing studies taking into account all aspects of the river system and extracting all possible information from the data sets. The only way to reach a new level of information concerning the water quality is the application of multivariate statistical methods (chemometrics and environmetrics) [16] Nineteen sites were chosen covering almost completely the river stream from its spring down to the Greek border. The period of observation for the region of interest was 10 years (1989 -1998). The chemical indicators involved were: pH, dissolved oxygen, BOD5 (biological oxygen demand), COD (chemical oxygen demand), conductivity, acidity, dissolved matter, non-dissolved matter, total hardness, chloride, sulfate, ammonium, nitrate, nitrite, iron, magnesium, calcium. The chemical analysis performed includes standard analytical methods as routinely applied in the control laboratories of the monitoring net. Potentiometry, titrimetry, gravimetry, and spectrophotometry are the standard analytical methods widely used in surface water quality analysis especially for major indicators like those mentioned above. The sample preparation and sample measurements are described in details elsewhere [17] .
The data quality was checked by parallel analytical determinations in several laboratories and the results have indicated that the uncertainties in the analysis do not exceed 1 -3 % as relative standard deviation from the mean value for, at least, 25 parallel samples.
Cluster analysis (CA) and factor analysis (FA) were used for multivariate statistical modeling of the input data. The sampling sites are considered as objects for classification, each one determined by a set of variables (chemical concentrations). But it is also possible to search for links between the variables turned to objects of classification.
In order to understand the contribution of each latent factor identified by PCA to the total mass of the chemical components in the surface water the apportioning model of Thurston and Spengler was used. Throughout the study the software package STATIS-TICA 6.0 was used.
The clustering procedure (Ward's linkage algorithm, squared Euclidean distance as similarity measure) has lead to the formation of the following significant and stable clusters with respect to the nineteen objects (sampling sites; in this case each site is presented by the average chemical concentration of each variable over the whole period of monitoring): K1 (122, 123, 124, 298, 299), K2 (120, 121, 125, 127, 294), K3 (126, 301, 399, 400, 401, 402, 403) and K4 (293, 297).
It may be concluded that the groups of similarity are formed mainly according to the site separation in several categories: rural (K1), urban (K2), inlet (K3) and background (K4) sites. It is obvious that the water quality is related to certain extent with the site location. An important consequence could be a certain reduction of the sites along the river stream if there is a clear objective of the location characteristics. It seems quite more important to organize several well-equipped and monitored sites from the categories (patterns) "urban", "rural", "inlet" and "background" instead of distributing many sites with similar pattern of quality. This suggestion has to be confirmed with a more complete monitoring data set obtained without any lack of analytical data for several years. Probably, the influence of different anthropogenic and natural factors on the water quality is related to typical wastes (e.g. waste waters coming with the tributaries or after active agricultural season etc.) or seasonal changes in the water level (especially for rural sites where no serious anthropogenic contribution is expected).
The cluster analysis of the sixteen variables indicates the formation of four significant groups of similarity: K1 (dissolved matter), K2 (sulfate, calcium, suspended matter, COD), K3 (magnesium, chloride, free acidity, BOD5), and K4 (iron, nitrite, nitrate, ammonium, hardness, dissolved oxygen, pH).
The linkage of certain chemical components is probably due to the correlation between them and it is indication for the existence of several reasons of similarity. These reasons will be commented after presentation of the FA results.
In principle, FA confirms the clustering of the variables as shown in factor loadings table (Table 1) . Four latent parameters (factors or principal components) explain a substantial part of the total variation of the set (the explained variance is about 79 %). The first factor could be conditionally named "anthropogenic". It consists of chemical components that are related to products from anthropogenic activity like dissolved oxygen, BOD5, free acidity, suspended matter, chloride, ammonium, and sulfate. The significance of this latent parameter for the water quality is quite high as it explains over 30 % of the total variance of the system. The second latent factor is probably of natural origin and is conditionally named "water hardness". It contains all chemical parameters that are responsible for the water hardness like calcium, magnesium and the parameter total hardness itself and, additionally, dissolved matter. The third latent factor is related mainly to the nitrite and nitrate concentrations and to the iron content as well as to the chemical oxygen demand (COD). This relationship allows a conditional name as "biological" factor since the parameters mentioned are dominantly linked to biological activity. The last factor is conditionally named "acidity" and is related to the pH value of the water.
After estimating of the factors responsible for the data structure, an apportioning procedure is carried out to evaluate the contribution of each possible source to the total mass of the surface water. The modeling was performed according to the apportioning approach of Thurston and Spengler where the total mass of the sample is distributed between the sources identified by FA (four in this case) after multiple linear regression of the total mass on the absolute principal components scores from the FA. More or less, the apportioning reflects the weight of each latent factor on the sample mass. Thus, it is possible to find out what is the impact of different factors, both anthropogenic and natural, on the surface water quality. In Table 2 the results of the source apportioning are presented.
It is readily seen that the contribution of each latent factor to the portion of the mass for each chemical parameter is different according to the different impact of the source on the concentration. For instance, the chloride concentration is distributed between the anthropogenic factor (88.1 %) and the biological factor (11.9 %) but the anthropogenic impact is much higher. Similar conclusion could be made for any chemical parameter involved in the water quality.
In the last column of the table the multiple correlation coefficient r 2 is presented (calculated between the experimentally found and calculated by the regression model values of the total mass). It gives an idea about the adequateness of the respective models for each of the chemical parameters. As a whole most of the models are statistically adequate and can be used for predictive purposes.
The multivariate statistical modelling of the data set has indicated that the sampling stations could be clustered in groups of similarity according to four main patterns: rural, urban, inlet and background sites. This result may mean that the organization of the monitoring requires, on one hand, involvement of any type of sites and, on the other, that the total number of sites can be reduced if enough representative sites are kept for the main four patterns. 
Case Study: aerosols
The chemical content of urban aerosols proved to be an extremely important indicator for air quality just to mention several recent case studies [18] [19] [20] [21] . The careful monitoring of the total mass of the airborne particles, the ionic concentrations of the soluble (major) ions and trace metals, the carbonaceous constituents and organic matter gives important information and assessment of the atmospheric pollution. The data collections reveal even higher information content if subjected to intelligent data analysis and respective multivariate statistical modeling [22] [23] [24] [25] .
The model studies make it possible to detect similarities between sampling sites or sampling seasons (cluster analysis), to identify latent factors responsible for the data structure and ensuring reasonable data projection and dimensionality reduction (principal components analysis), to apportion the contribution of each identified latent factor to the total mass (concentration) of the chemical parameters indicating the air quality (source apportioning approach) etc. Thus, the role of the polluting emitters is clarified and it gets easier to solve local problems and to meet appropriate decisions.
Sampling sites were AUPHEP1 (AKH) -a site in an inner city district of Vienna, and AUPHEP2 (Streithofen) -a site approximately 30 km west of AUPHEP1 situated in a semi rural region. The containers of the urban site were in a small park next to the central hospital with a distance of around 200 m to the next street with heavy traffic. The rural site was situated in a field [26] .
Aerosol -PM2. Gravimetric analysis was performed after one day equilibration with a microbalance (Sartorius Micro MC210P) in a room with 20±1
• C and 50±5 % for 48 h. For the analysis of ions and carbonaceous components aliquots (10 and 12 mm discs) were punched from the filters with steel punchers; for trace metals disks of 10 mm were prepared from daily filters with a home made glass punch. PM2.5 samples were analyzed for TC, EC, BC, and soluble ions on a daily basis. For the determination of the soluble ions (Cl
Mg 2+ ) one aliquot was extracted 20 min ultrasonically in 3 mL ultra pure water. Several field blanks and a laboratory blank were treated in the same way as the samples. The determination of the ions was performed with anion (Dionex AS12A, electrochemical suppression, sodium carbonate/bicarbonate eluent, eluent flow 1 mL/min) and cation (Dionex CS12A, electrochemical suppression, methansulfonic acid eluent, eluent flow 1 mL/min) chromatography using standard procedures [27, 28] . Detection limits for the ions listed above were in the range of 5 to 30 μg/mL. Detected concentrations of the ions were generally far above. Total Carbon (TC) was determined with a combustion method in a modified set up originally described in [29] . One aliquot of the filter (12 mm) was burned in an oven at 1000
• C in an oxygen stream and the CO 2 evolved was determined with a NDIR analyzer (Maihak UNOR 6B). As the concentrations of soluble calcium in the aerosol samples were very low, TC can be ascribed to as "Non Carbonate Carbon" (i.e. the sum of black carbon and organic carbon). "Black Carbon" (BC) was determined with the "integrating" plate method with a home made photometric device (obtained from Aerosol Research at LBL, by T. Novakov), operating according to the aethalometer principle described [30] . Since the specific attenuation cross section was not determined for the Vienna aerosol a default value of 19 m 2 g −1 was
used [30] . The linear range of the BC-determination is limited at approximately 18 μg C/cm 2 , which equals around 4 μg/m 3 for the sample volume employed in this study.
During winter at AUPHEP1 55 samples of 181 exceeded the linear range. These BC values were corrected using the regression EC/BC derived from BC values lower than 18 μg/cm 2 (y = 1.0215x+0.3772; R 2 = 0.6766).
Elemental Carbon (EC) was determined with two-step combustion method using the operational parameters (2 h treatment at 340
• C in O 2 atmosphere) described by Cachier et al. [31] . For urban source dominated aerosol the EC determined by the "Cachier"-Method agrees well with currently used thermal methods (e.g. DRI and SUNSET labs) involving thermo-optical procedures correcting for the "charring" components. In this study "BC" was calculated as the arithmetic mean from measured EC and BC values (corrected BC values when exceeding the linear range). The difference between the two methods amounted to 13% and 11% at Auphep1 and AUPHEP2, respectively. Both values were within the error bars of the respective other method and to obtain a value as close as possible to the "true value" we took the arithmetic mean of both methods. Organic Carbon (OC) was calculated as the difference between TC and BC.
The following chemometrical approaches were used to classify, model and interpret the data collection: cluster analysis: with z-transformation of the input data, squared Euclidean distance as similarity measure and Ward's method of linkage; factor analysis: to find the optimal number of latent factors describing a substantial part of the total variance of the system (data transformation, Varimax rotation, t-test of Malinowski and screen plot presentation as validation procedures) and source apportioning on principal components.
In Tables 3 and 4 the factor loadings obtained from the factor analysis (Varimax rotation mode), the percentage of the explained variance and the conditional name of the latent factors are given. The statistically significant loadings are marked (Malinowski's test).
As seen, five latent factors explain almost 89 % of the total variance influence on the data structure at AKH site. They are conditionally named "vehicles", "secondary emission", "salt", "mineral dust" and "road dust". For the other site four latent factors are found that determine the data structure and explain almost 83 % of the total variance. The identified factors are conditionally named "vehicles and secondary emission", "field burning", "road dust" and "salt". It is important to note that the cluster analysis of the chemical variables as objects of classification (squared Euclidean distance as similarity measure and Ward's method of linkage) confirmed the results of the principal components analysis for both sites. The identified latent factors by factor analysis represent the most typical emission sources in urban or semi-urban environments. The atmosphere of Vienna is seriously influenced by heavy traffic, road and mineral dust and secondary emissions throughout the year. The road infrastructure requires special cares and construction work, which are leading to the increase of the mineral salt content of the airborne particles. For the other sampling site a field-burning factor appears to be of importance and it reflects to the location of the site.
The next step in the environmetric analysis is performing the source apportioning procedure. This procedure makes it possible to determine the contribution of each of the identified emission sources in the formation of the particle total mass or to the total concentration of each chemical component analysed.
In Tables 5 and 6 the results of the source apportioning procedure are presented. The tables indicate the contribution of the sources (in %) to the total mass or concentration. Additionally, the model bias is indicated by the percentage of mass or concentration determined as the intercept of the regression model. The model validation is performed by calculation of the multiple correlation coefficient r 2 . Its value is found by comparison of the measured vs. calculated concentrations and represents the percentage of the total variation of the system explained by the regression model. In Figs. 2 and 3 the results of the source apportioning procedure (in %) are shown for both sites. The apportioning is performed for the particles total mass and for the total concentrations of each chemical variable but in the figure only the diagrams for total mass apportioning is presented. As seen, the contribution of traffic and secondary emissions to the formation of the total mass is dominant for both sites. The same holds true for the apportioning scheme of the ionic total concentration and carbonaceous species.
The multivariate statistical analysis of the aerosol data collected at two different sites in the region of Vienna, Austria has indicated that several polluting sources are responsible for the data structure (vehicles, road dust, secondary emissions, mineral and salt factors) but only two of them (vehicles and secondary emissions) contribute to most significant way to the formation of the aerosol total mass.
Case study: sediments
The coastal sediments are a very important indicator for marine pollution and their careful assessment is a substantial part of environmental physics studies [32] . Sediment samples were taken from four different sampling sites: Lake Beloslavsko (10 sites, sample number 1 -10, close to a location of glass production factory), Lake Varnensko (11 sites, sample number 11 -21, close to a location of steel-work), Varna Gulf, close to Lake Varnensko (7 sites, sample number 22 -28), Varna Gulf near to coast (7 sites, sample number 29 -35; close to a location of cement and chemical plant Solvey Soda) and Bourgas Gulf, near to the waste inlets caused by the local oil-refinery (4 sites, sample number 36 -39). It is worth noting that in the configuration of the coastal line, the two lakes (Beloslavsko and Varnensko) serve as a natural buffer zone between the industrial zone and the gulf of Varna. For the gulf of Bourgas no such zone exists, and there is a direct inlet of contaminated waters into the sea.
The sampling was performed with a standard bottom grab of Smith -McIntyre and the elements measured throughout this study were Cu, Pb, Mn, Zn, Co, Cd, Cr, Fe, Ni and As. Digestion in concentrated hydrofluoric acid and subsequent analysis by atomic absorption were used for quantification. ETAAS (graphite furnace AAS, Perkin Elmer Z/3030) was the analytical method to determine Cu, Pb, Co, Cd, Cr, Ni, As and flame AAS (Perkin Elmer 603) was used for Mn, Fe and Zn. Certified reference materials (MESS-1, BCSS-1 and NBS 1646) were run with each series of samples. Precision for Mn, Fe and Zn was ≤ 5 % (as relative standard deviation); for the other analyses the RSD was ≤ 10 %. The aim of the study is to perform a multivariate statistical (environmetric) analysis of metal concentrations in coastal sediments collected at different "hot spots" sites of the Bulgarian Black Sea coast in order to gain information on the marine water quality. The cluster analysis results (hierarchical clustering, Ward's method) of the sampling sites as objects are shown in Fig. 4 . Altogether four clusters could be interpreted and divided into two bigger subgroups: the first contains heavily polluted sites from Varna and Bourgas Gulf (near to the coastal line and waste inlets, sites 29 -39 located near a big chemical and cement plant -Varna and an oil refinery -Bourgas) and several sites from both coastal lakes located near to industrial sources (sites 2, 4, 6, 7, 8, 9 from the Lake Beloslavsko located near to a glass production factory; sites 14, 17, 19 from the Lake Varnensko located near to a steel-work); the second one indicates a moderately polluted buffer zone consisting of lake and near to the lake Varna gulf sites. In both big clusters two subgroups could be found. In the first one they represent the most severely polluted gulf areas (sites from Varna gulf 29 -35 and from Bourgas gulf 36 -39) and the less contaminated lake industrial inlets (sites 2, 4, 6 -9 from Lake Beloslavsko and sites 14, 17, 19 from Lake Varnensko). In the second one they reflect the separation between one (Varnensko lake and non-affected Varna gulf parts, sites 11 -13, 15, 16, 18, 20, 21 and sites 22 -28, respectively) or another part (Lake Beloslavsko, sites 1, 3, 5, 10) of the buffer zone moderately affected by pollutants.
The next step in the multivariate statistical analysis was application of FA in order to group the chemical components by the loadings plots and the sites by the score plots. It is interesting to note that the site score plot (Fig. 5 ) reveals a more detailed description of the polluted coastal region.
The sites in the Bourgas gulf (36 -39) represent an independent group (I) of heavily polluted area (oil refinery). They are definitely separated from all other sites and this is due to the enhanced determinant concentrations. The next well -formed group (III) comprises sites from the moderately contaminated lake buffer zones (sites 1 -28), which indicates sites from the two lakes and Varna gulf sites located near to Lake Varnensko. The third group (II) indicates the intermediate level of pollution (higher than the buffer zone contamination but less than the Bourgas gulf area) of the sites originating mainly from the Varna gulf area (sites 29 -35). The factor loading matrix is listed in Table 7 . Four factors describe almost 90 % of the total variance of the system. The first one contains dominantly copper, manganese and iron and could be conditionally named "natural" since these elements are typical major constituents of Black Sea coastal sediments. The second factor includes zinc, cadmium and chromium, the third -lead and arsenic and the fourth -nickel and cobalt. The last three factors reflect typical anthropogenic influences of heavy metals from various sources such as chemical and glass production plants, oil refineries, steel-works and smelting plants. The detected pollution pattern indicates in a semi-quantitative way the emission sources.
Conclusion
The dynamics of the modern world requires reliable information about the real conditions of the human environment. It is our deep conviction that such information could be delivered only by the application of multivariate approaches which take into account the whole variety of the environment. The present case studies confirm to a large extent that the risk assessment and the human life quality has to be treated by environmetrics. Only then the environmental physics will turn out to be a decision making and problem solving scientific device.
