Abstract. In this paper, we study the existence of weak solutions for some nonlinear fractional differential equations with fractional integral boundary conditions involving the fractional Caputo derivative of order 1 < α ≤ 2 in Banach spaces. Our main results are proved by applying the Mönch's fixed point theorem combined with the technique of measures of weak noncompactness. In addition, an example is given to demonstrate the applications of our results.
INTRODUCTION
The topic of fractional differential equations has recently emerged as a popular field of research due to its extensive development and applications in several disciplines such as, physics, mechanics, chemistry and engineering. For more details, we refer the reader to [1, 2, 3, 4] . Recent developments of fractional differential and integral equations are given in [5, 6, 7, 8, 9] .
Many authors have studied the existence of solution of the fractional boundary value problems under various boundary conditions and by different approaches. We refer the readers to the papers [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27] and references therein.
Our investigation relies upon Mönch's fixed point theorem combined with the technique of measures of weak noncompactness. This technique was introduced by De Blasi [28] . The strong measure of noncompactness was considered first by Banas and Goebel [29] and subsequently developed and used in many papers; see, for example, Akhmerov et al. [30] , Alvàrez [31] , Belmekki and Mekhalfi [32] , Benchohra, Henderson and Seba [33] , Guo, Lakshmikantham and Liu [34] , and the references therein. Recently, there are also many results on weak solutions of nonlinear fractional differential equations; see [33, 35, 36, 37, 38, 39] and the references therein.
In this paper, we discuss the existence of weak solutions for the following fractional boundary value problem
where c D µ 0 + is the Caputo fractional derivative of order µ ∈ {α, σ 2 , σ 3 } such that 1 < α ≤ 2, 0 < σ 2 , σ 3 ≤ 1, I σ 1 is the Riemann-Liouville fractional integral of order σ 1 > 0 and f : [0, 1] × E −→ E is a given function satisfying some assumptions that will be specified later, E is a reflexive Banach space with norm · , a i , b i , λ i , i = 1, 2 are real constants, and ξ , η ∈ (0, T ).
We remark that when b 1 = T = σ 2 = 1, a 1 = λ 2 = 0, problem (1.1) reduces to the case considered in [19] in the scalar case using the Banach contraction principal, the Schaefer's fixed point theorem and the Krasnoselskii's fixed point theorem. Here we extend the results of [19] to cover the abstract case.
The organization of this work is as follows. In Section 2, we introduce some notations, definitions and lemmas that will be used later. Section 3 treats the existence of weak solutions in Banach spaces by using the Mönch's fixed point theorem combined with the technique of measures of weak noncompactness. Finally, we illustrate the obtained results by an example in Section 3.
PRELIMINARIES
In this section, we state definitions and notations that are used in the remainder of the paper. Denote by L 1 (J) the Banach space of real-valued Lebesgue integrable functions, on the interval J. E denotes the real Banach space with norm · and dual E * also (E, w) = (E, σ (E, E * )) denotes the space E with its weak topology.
Let L ∞ (J) be the Banach space of real-valued essentially bounded and measurable functions defined over J equipped with the norm · L ∞ . C(J, E) is the Banach space of continuous functions x : J → E, with the usual supremum norm
Definition 2.1. A function h : E → E is said to be weakly sequentially continuous if h takes each weakly convergent sequence in E to weakly convergent sequence in E (i.e. for any (x n ) n in E with x n → x in (E, w), h(x n ) → h(x) in (E, w)).
Definition 2.2 ([40]
). The function x : J → E is said to be Pettis integrable on J if and only if there is an element x I ∈ E corresponding to each I ⊂ J such that ϕ(x I ) = I ϕ(x(s))ds for all ϕ ∈ E * , where the integral on the right is supposed to exist in the sense of Lebesgue.
We have x I = I x(s)ds. Let P(J, E) be the space of all E-valued Pettis integrable functions in the interval J. . Let E be a Banach space. Let Ω E be the bounded subsets of E and let B 1 be the unit ball of E. The De Blasi measure of weak noncompactness is the map β : Ω E → [0, ∞) defined by β (X) = inf ε > 0 : there exists a weakly compact subset Ω of E : X ⊂ εB 1 + Ω .
Property 2.5. The De Blasi measure of noncompactness satisfies some properties for more details (see [28] )
, where A w denotes the weak closure of A,
The following result directly follows from the Hahn-Banach theorem.
Proposition 2.6. Let E be a normed space with x 0 = 0. Then there exists ϕ ∈ E * with ϕ = 1 and
Let us now recall the definitions of the Pettis integral and Caputo derivative of fractional order. 
where the sign denotes the Pettis integral and Γ is the Gamma function.
Definition 2.8.
[1] For a function h : J → E, the Caputo fractional-order derivative of h is defined by
where n = [α] + 1 and [α] denote the integer part of α.
where m = [α] + 1. holds for every subset V ⊂ D, then N has a fixed point.
Lemma 2.12 ([34])
. Let H ⊂ C(J, E) be a bounded and equicontinuous subset. Then the function t → β (H(t)) is continuous on J, and
and
where H(s) = {u(s) : u ∈ H, s ∈ J}, and β C is the De Blasi measure of weak noncompactness defined on the bounded sets of C.
MAIN RESULTS
Definition 3.1. By a weak solution of (1.1), we mean a function x : I → E such that the weak fractional derivative c D 
with boundary conditions
has a unique solution given by
where
4)
and v 0 v 2 = 0.
Proof. By applying Lemma 2.10, we may reduce (3.1) to an equivalent integral equation
Applying the boundary conditions (3.2) in (3.5), we obtain
After collecting the similar terms in one part, we have the following equations:
Rewriting equations (3.6) and (3.7) by using (3.4), we obtain
Solving (3.8), we find that
Substituting the value of c 0 , c 1 in (3.5), we get (3.3).
In order to present and prove our main results, we consider the following hypotheses:
(H1) For each t ∈ J, the function f (t, ·) is weakly sequentially continuous; (H2) For each x ∈ C(J, E), the function f (·, x(·)) is Pettis integrable on J; (H3) There exist p ∈ L ∞ (J) and a continuous nondecreasing function ψ : R + −→ (0, +∞) such that
(H4) There exists a constant R > 0 such that
(H5) For each bounded set D ⊂ E, and each t ∈ J, the following inequality holds
Now we are able to establish the main result. then boundary value problem (1.1) has at least one solution.
Proof. Transform boundary value problem (1.1) into a fixed point equation and consider the operator N : C(J, E) −→ C(J, E) defined by
For x ∈ C(J, E), we have f (·, x(·)) ∈ P(J, E) (assumption (H2)). Since
are ∈ L ∞ (J), one has
) for all t ∈ J are Pettis integrable (Proposition 2.3). Thus N is well defined. Let R > 0, and consider the set
where R satisfies inequality (3.9) . Notice that D is a closed, convex, bounded, and equicontinuous subset of C(J, E). We shall show that N satisfies all the assumptions of Theorem 2.11. The proof will be given in several steps.
Step 1. We show that N maps D into D. Take x ∈ D,t ∈ J and assume that N x(t) = 0. Then there exists ϕ ∈ E * such that N x(t) = ϕ(N x(t)). Thus
Using hypothesis (H3), we get
Hence,
Step 2. We show that N is weakly sequentially continuous.
Let (x n ) be a sequence in D and let x n (t) → x(t) in (E, w) for each t ∈ J. Fix t ∈ J. Since f satisfies assumption (H1), we have that f (t, x n (t)) converges weakly to f (t, x(t)). Hence the Lebesgue dominated convergence theorem for the Pettis integral implies that N x n (t) converges weakly to N x(t) in (E, w). We do it for each t ∈ J, so N x n → Nx. Then N : D −→ D is weakly sequentially continuous.
Step 3. The implication (2.1) holds. Now let V be a bounded and equicontinuous subset of D. Hence t → v(t) = β (V (t)) is continuous on J such that V ⊂ conv({0} ∪ N (V )). Clearly, V (t) ⊂ conv({0} ∪ N (V )) for al t ∈ J. Hence N V (t) ⊂ N D(t), t ∈ J is bounded in E. By assumption (H5), and the properties of measure β , we have, for each t ∈ J,
This means that
By (3.10), it follows that v ∞ = 0, that is, v(t) = 0 for each t ∈ J. Then V (t) is relatively weakly compact in E. Applying Theorem 2.11, we conclude that N has a fixed point which is a solution of problem (1.1).
AN EXAMPLE
In this section, we give an example to illustrate the usefulness of our main result. Let 
Set x = (x 1 , x 2 , . . . , x n , . . . ), f = ( f 1 , f 2 , . . . , f n , . . . ), f (t, x n ) = 1 e t+4 1 + |x n (t)| , t ∈ J. For each x n ∈ R , t ∈ J, we have | f (t, x n )| ≤ 1 e t+4 1 + |x n (t)| . Hence conditions (H1), (H2) and (H3) hold with p(t) = 1 e t+4 , t ∈ J, and ψ(u) = 1 + u, u ∈ [0, ∞). Consequently, Theorem 2.11 implies that problem (4.1) has a solution defined on J.
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