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Nonorthogonal multireference methods can predict statically correlated adiabatic energies while providing chem-
ical insight through the combination of diabatic reference states. However, reaching quantitative accuracy using
nonorthogonal multireference expansions remains a signicant challenge. In this work, we present the rst rigorous
perturbative correction to nonorthogonal conguration interaction, allowing the remaining dynamic correlation to
be reliably computed. Our second-order “NOCI-PT2” theory exploits a zeroth-order generalised Fock Hamiltonian
and builds the rst-order interacting space using single and double excitations from each reference determinant. is
approach therefore denes the rigorous nonorthogonal extension to conventional multireference perturbation theory.
We nd that NOCI-PT2 can quantitatively predict multireference potential energy surfaces and provides state-specic
ground and excited states for adiabatic avoided crossings. Furthermore, we introduce an explicit imaginary-shi
formalism requiring shi values that are an order of magnitude smaller than those used in conventional multireference
perturbation theory.
I. INTRODUCTION
Nonorthogonal methods have a long history in quantum
chemistry. Starting from the Heitler–London wave function,1
nonorthogonal orbitals have been exploited in valence bond
methods,2 localised population analysis,3 and the construc-
tion of compact multireference wave functions.4–6 Alterna-
tively, the interaction of nonorthogonal many-electron ba-
sis functions can describe intermolecular forces,7 magnetic
interactions,8 and electron transfer processes.9–11 In many of
these cases, the diabatic nature of nonorthogonal functions
provides chemically intuitive results that are lost using strictly
orthogonal techniques.
One nonorthogonal approach that has recently received
particular aention is the combination of multiple Hartree–
Fock (HF) solutions to construct statically correlated multiref-
erence wave functions.12,13 As a nonlinear method, the HF
equations can yield several solutions that correspond to local
minima, maxima, and saddle points of the HF energy, each
with a bespoke set of molecular orbitals.14,15 e development
of computational methods such as SCF metadynamics15 and
the Maximum Overlap Method (MOM)16,17 has revived inter-
est in these multiple stationary solutions. For example, HF
states have been proposed as mean-eld excited states,16–19
and are found to behave as diabatic states along reaction
pathways.10,12 However, HF wave functions are not eigenfunc-
tions of the true molecular Hamiltonian and can break the spin
Sˆ2 and Sˆz symmetries, or spatial point group symmetries.20,21
e existence of multiple symmetry-broken HF solutions is a
well-known indicator of static correlation in the exact wave
function, with the emergence of the unrestricted HF (UHF)
state at the Coulson–Fischer point in H2 providing the typical
example.22
e diabatic nature of HF states, and their links to static
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correlation, makes multiple HF solutions the ideal building
blocks for multicongurational wave functions. Since each
HF solution is built from an individually optimised set of
orbitals, multiple HF states are not mutually orthogonal and
their linear combination takes the form of a nonorthogonal
conguration interaction (NOCI).12 e resulting NOCI wave
functions can capture static correlation with a similar accuracy
to the conventional orthogonal alternative:13,23,24 the complete
active space self-consistent eld (CASSCF) approach.25 ese
NOCI expansions have also been found to produce adiabatic
conical intersections and avoided crossings, and can provide
size-consistent energies for bond dissociation.12 Furthermore,
including all symmetry-related HF solutions in the NOCI basis
leads to the restoration of broken symmetries26 in a similar
manner to projected HF techniques.27–29
e nonorthogonal structure of the NOCI expansion leads
to a number of computational and chemical advantages over
the CASSCF approach. Firstly, the individual HF wave func-
tions in the NOCI basis are individually optimised at the mean-
eld level prior to being combined in the NOCI expansion.12
In contrast, the congurations in the CASSCF expansion are
built from a common set of orbitals, and the wave function
must be simultaneously optimised with respect to the orbital
and conguration interaction (CI) coecients.30 CASSCF can
therefore contain redundant parameters or convergence issues
that require second-order optimisation schemes,31–35 while
NOCI avoids any challenging optimisation and retains the
orbital relaxation of dierent congurations.
Secondly, the NOCI wave function is built from many-
electron stationary states of the HF energy,12 while the
CASSCF congurations are constructed from a common active
set of single-electron orbitals.25 As a result, the NOCI expan-
sion functions vary smoothly along a potential energy surface,
while the CASSCF active space must be dened using “chemi-
cal intuition” and can change discontinuously as the molecular
structure evolves.36 Furthermore, the CASSCF active space is
sensitive to occupied-occupied orbital rotations in the refer-
ence determinant,30 whereas each NOCI basis function is well
dened by the HF energy landscape. Although real HF states
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2can also disappear along a potential energy surface,12,22 the
introduction of the holomorphic HF approach has provided
complex-analytic extensions of states that dene a continuous
basis for NOCI across all molecular structures.24,37–39
Finally, including individually optimised excited-state
determinants in the NOCI basis allows orbital relax-
ation to be captured in state-specic valence13,40 or core
excitations,41,42 charge transfer processes,10 and transition-
metal complexes.23,26 Although state-specic excited states
can be targeted in the CASSCF framework, these calculations
are susceptible to “root-ipping” in the CI component of a
CASSCF iteration that leads to variational collapse onto a
lower-energy state.43 Instead, a state-averaged CASSCF for-
malism is generally required, where a weighted average of the
ground- and excited-state energies is optimised with a com-
mon set of active-space orbitals.44 However, state-averaging
leads to ground- and excited-state CASSCF wave functions
that are not true stationary points of the CASSCF energy43
and relies on the arbitrary denition of optimisation weights
for each target state. Furthermore, the diabatic nature of mul-
tiple HF states enables the chemical interpretation of adiabatic
NOCI states in the vicinity of conical intersections and avoided
crossings,10,12 while recovering a diabatic representation in
state-averaged CASSCF is challenging.45–47
Despite the potential advantages of the NOCI approach, its
applications across chemistry have been limited by the lack
of any signicant dynamic electron correlation in the NOCI
energy.13,23,24 Like CASSCF, additional dynamic correlation
can in principle be captured by using an increasingly large
NOCI expansion basis, but these longer expansions remove
much of the benet provided by the compact NOCI wave func-
tion. In the CASSCF framework, the most popular way to add
dynamic correlation is to introduce a second-order perturba-
tion theory (PT2) correction through the “diagonalise-then-
perturb” CASPT2 approach.48,49 However, the construction of
a similar diagonalise-then-perturb correction for NOCI has
so far proved elusive.
e primary obstacle to deriving dynamically-correlated
post-NOCI techniques is the lack of a common set of molec-
ular orbitals for the NOCI reference determinants. Instead,
previous approaches have aempted to build dynamic cor-
relation into the NOCI expansion in an approximate man-
ner. For example, in the NOCI-MP2 approach, each refer-
ence determinant is individually perturbed using second-order
Møller–Plesset perturbation theory50 (MP2) before the NOCI
eigenvalue problem is solved, leading to a “perturb-then-
diagonalise” approach.51–53 However, the original NOCI-MP2
algorithm was found to contain size-consistency errors that
required ad hoc alterations to the working equations.52 Al-
ternatively, Nite and Jime´nez–Hoyos have recently reported
an extension to NOCI that interacts CISD wave functions
built from each reference determinant.54 Like NOCI-MP2, the
resulting “NOCISD” approach introduces dynamic correla-
tion before the eigenvalue problem is solved, and the NOCI
coecients are identied “in the presence of” the dynamic
correlation. However, both of these perturb-then-diagonalise
methods rely on the existence of well-behaved MP2 or CISD
expansions for the NOCI basis states, and will break down
when the constituent MP2 or CISD wave functions fail.
In this paper, we present the rst derivation of a rigorous
nonorthogonal second-order perturbation theory that allows
quantitative accuracy to be reliably reached through the NOCI
framework. e resulting theory — which we call NOCI-PT2
— provides two key advantages over previous dynamically-
correlated NOCI methods. Firstly, by directly perturbing the
NOCI wave function, NOCI-PT2 can be applied without rely-
ing on any properties of the NOCI basis states, such as the qual-
ity of their MP2 or CISD wave functions. Secondly, NOCI-PT2
is essentially equivalent to CASPT2 when the NOCI basis con-
tains a suitable set of orthogonal congurations, and reduces
to MP2 when only one reference determinant is considered.
Our approach therefore provides the rigorous nonorthogo-
nal extension to multireference perturbation theories such as
CASPT2 and allows quantitative accuracy to be reached while
exploiting the advantages of the NOCI framework.
Before deriving NOCI-PT2 theory, we rst outline the pre-
requisite details of NOCI, holomorphic HF, and second-order
perturbation theory in Section II. We then develop the rigor-
ous NOCI-PT2 correction in Section III and discuss its com-
putational implementation in Section IV. In Section V, we
assess the performance of NOCI-PT2 by considering a series
of typically challenging molecules with strong static and dy-
namic correlation. Finally, we summarise our key ndings
and highlight future avenues of research in Section VI.
II. BACKGROUND THEORY
A. Nonorthogonal Configuration Interaction
e multireference NOCI wave function is constructed from
a linear combination of ndet multiple HF determinants as
|Ψ(0)〉 = |ΨNOCI〉 =
ndet∑
x
|Φx〉cx, (1)
where each basis state |Φx〉 corresponds to a single Slater
determinant constructed from a bespoke set of N occupied
MOs {|φxi 〉}, and the nonorthogonal tensor notation of Head-
Gordon et al has been applied.55 e molecular orbitals (MOs)
for each determinant are expanded as a linear combination of
2nbas (real nonorthogonal) atomic spin orbitals {|χµ〉} as
|φxi 〉 =
2nbas∑
µ
|χµ〉 xCµ··i . (2)
Optimal NOCI wave functions can then be identied by solv-
ing the generalised eigenvalue problem
ndet∑
x
(Hwx − ESwx)cx = 0, (3)
where Hwx = 〈Φw|Hˆ|Φx〉 and Swx = 〈Φw|Φx〉 are the
Hamiltonian and overlap matrices between the nonorthogonal
determinants. ese matrix elements can be computed by
3rst exploiting Lo¨wdin’s pairing approach56,57 to construct a
biorthogonal set of orbitals, and then applying the generalised
Slater–Condon rules.58
B. Holomorphic Hartree–Fock
Until recently, the application of NOCI to molecular en-
ergy surfaces has been restricted by the disappearance of
HF solutions as the molecular structure changes, leading to
discontinuities in the NOCI energy.12 To remove these dis-
continuities, we have developed a modication to HF the-
ory — known as holomorphic Hartree–Fock (h-HF) — where
real HF states are analytically extended across all molecular
geometries.24,37–39 In the h-HF approach, the real HF equa-
tions are analytically-continued into the complex plane by
removing the complex-conjugation of orbital coecients from
the HF energy functional and dening the complex-valued
h-HF energy as37,38
Eh-HF =
〈Φ∗|Hˆ|Φ〉
〈Φ∗|Φ〉 (4)
All real HF solutions remain stationary points of the h-HF
energy but, when real HF states coalesce and disappear, their
h-HF counterparts continue to exist with complex-valued
orbital coecients.38,39 As a result, multiple h-HF solutions
provide a consistent basis for NOCI across all geometries,
allowing smooth and continuous NOCI energy surfaces to be
computed.24
Notably, complex-valued h-HF states are not stationary
states of the real HF energy and can have complex-valued
non-variational holomorphic energies. Furthermore, the h-
HF wave function is complex-orthogonal,38 although unitary
normalisation can be recovered by orthonormalising the occu-
pied orbitals. Beyond NOCI, h-HF theory has provided wider
insights into the nature of multiple HF solutions. For exam-
ple, it has allowed the identication of new non-Hermitian
symmetry conditions for real energies in HF methods59 and
has revealed that discrete HF states can be connected as one
continuous structure via a complex adiabatic connection.60
C. Perturbation Theory
Perturbation theories partition the exact Hamiltonian as
Hˆ = Hˆ0 + λVˆ , (5)
where Hˆ0 denes the reference Hamiltonian and Vˆ provides
the perturbation operator. e exact wave function |Ψ〉 and
its energy E are expanded in powers of λ as
|Ψ〉 =
∞∑
n=0
λn|Ψ(n)〉 and E =
∞∑
n=0
λnE(n). (6)
Following the derivation outlined by Fulde in Ref. 61, the
perturbative corrections |Ψ(n)〉 and E(n) can be identied by
partitioning the full Hilbert space into a “model” space corre-
sponding to the zeroth-order wave function and the remaining
“external” space. Projectors onto the model and external spaces
can be dened as P and Q respectively, where
P = |Ψ(0)〉〈Ψ(0)| and I = P +Q. (7)
Assuming intermediate normalisation 〈Ψ(0)|Ψ〉 = 1, the op-
erator P projects the exact wave function onto the reference
wave function, i.e. |Ψ(0)〉 = P|Ψ〉.
Partitioning Hˆ into the model and perturbation spaces al-
lows the exact eigenvalue equation to be expanded as61(PHˆP PHˆQ
QHˆP QHˆQ
)(P|Ψ〉
Q|Ψ〉
)
= E
(P|Ψ〉
Q|Ψ〉
)
. (8)
In theory, we can eliminate Q|Ψ〉 through the substitution
Q|Ψ〉 = −(Q(Hˆ − E)Q)−1QVˆ P|Ψ〉 (9)
to construct an eective Hamiltonian Hˆe as
Hˆe = PHˆP − PVˆQ
(Q(Hˆ − E)Q)−1QVˆ P. (10)
Here we have used the fact that QHˆ0P = PHˆ0Q = 0.
However, the presence of the unknown E in Eq. (10) pre-
vents the eigenvalues of Hˆe from being solved exactly. In-
stead, Rayleigh–Schro¨dinger perturbation theory provides
an approximate solution by introducing the wave function
corrections61
|Ψ(n)〉 = −X−1(YX−1)(n−1)QVˆ P|Ψ(0)〉, (11)
where X = Q(Hˆ0 − E(0))Q and Y = Q(E − E(0) − Vˆ )Q.
Similarly, the energy corrections are given by
E(0) = 〈Ψ(0)|Hˆ0|Ψ(0)〉 (12a)
E(1) = 〈Ψ(0)|Vˆ |Ψ(0)〉 (12b)
E(n) = 〈Ψ(0)|VˆQ|Ψ(n−1)〉 for n ≥ 2. (12c)
From Eq. (12c) we nd that the second-order energy correc-
tion only requires the rst-order wave function. e reference
Hamiltonian can sometimes be directly inverted to give
|Ψ(1)〉 = −(Q(Hˆ0 − E0)Q)−1QVˆ P|Ψ(0)〉. (13)
Alternatively, a variational estimate for E(2) can be identied
by minimising the Hylleraas functional58
L[Ψ(1)] = 〈Ψ(1)|Q(Hˆ0 − E(0))Q|Ψ(1)〉
+ 〈Ψ(1)|QVˆ P|Ψ(0)〉+ 〈Ψ(0)|PVˆQ|Ψ(1)〉,
(14)
where now |Ψ(1)〉 provides an approximation to the exact rst-
order wave function. Signicantly, this variational procedure
allows the second-order energy to be estimated using any
rst-order wave function ansatz.
4III. THEORETICAL DEVELOPMENT
To construct a rigorous second-order diagonalise-then-
perturb NOCI correction, we will consider the most general
form of a NOCI wave function where each basis state |Φx〉
may be a complex-valued h-HF determinant and may not
correspond to a stationary solution of the real HF equations.
We therefore assume that these basis states do not satisfy
Brillouin’s condition62 and may not be normalised. Note that
normalisation can always be recovered without changing the
NOCI energy by orthonormalising the occupied orbitals and
constructing the virtual orbitals from the corresponding or-
thogonal subspace. Formally dening a NOCI second-order
perturbative correction then requires three key components:
(i) Construction of a simple and well-dened reference
Hamiltonian Hˆ0;
(ii) Identication of the rst-order wave function;
(iii) Avoidance of intruder state singularities.
Ideally, any NOCI-based perturbation theory should reduce
to either MP2 for a single determinant NOCI wave function,
or a multireference approach such as CASPT2 for an equiva-
lent set of orthogonal reference determinants. However, the
nonorthogonal structure of the NOCI reference wave func-
tion makes deriving a second-order perturbative correction
more challenging than orthogonal approaches such as MP2 or
CASPT2. In this section, we describe how these challenges can
be overcome to derive a rigorous second-order perturbative
correction that we call NOCI-PT2 theory.
A. Defining the Reference Hamiltonian
e reference Hamiltonian Hˆ0 for single-reference wave
functions is generally dened using the one-electron Fock op-
erator in the Møller–Plesset (MP) partitioning.50 However, for
multicongurational reference wave functions, there is no uni-
versal set of occupied MOs and the Fock operator denition
becomes ambiguous. e usual solution is to introduce a gen-
eralised Fock operator FˆG dened in the atomic spin-orbital
basis as48,49
FG[PG]µν = hµν +
2nbas∑
στ
〈µσ||ντ〉(PG)τσ, (15)
where PG is the one-particle reduced density matrix of the
multireference wave function, hµν are the one-electron in-
tegrals, and 〈µσ||ντ〉 are the antisymmetrised two-electron
integrals.30 For a single determinant reference wave function,
this generalised Fock operator reduces to the MP zeroth-order
Hamiltonian since the MOs become eigenfunctions of FG.
However, to ensure that a multicongurational wave function
remains an eigenfunction of Hˆ0, the generalised Fock oper-
ator must be further modied using the model and external
space projectors to give63
Hˆ0 = PFˆGP +QFˆGQ. (16)
Like all multireference wave functions, the NOCI wave func-
tion |ΨNOCI〉 also lacks well-dened set of occupied orbitals.
Furthermore, since each NOCI basis state is an independently
optimised Slater determinant, there is no common set of MOs
to build a model reference Hamiltonian. Instead, a generalised
Fock operator built from the NOCI one-particle reduced den-
sity matrix PNOCI can be combined with the projectors
P = |ΨNOCI〉〈ΨNOCI| (17a)
Q = I − |ΨNOCI〉〈ΨNOCI| (17b)
to dene a zeroth-order Hamiltonian of the form given in
Eq. (16). Crucially, this reference Hamiltonian reduces to the
MP zeroth-order Hamiltonian for a single determinant wave
function and is closely related to the CASPT2 zeroth-order
Hamiltonian when the NOCI basis states span an orthogonal
complete active space.
B. Identifying the First-Order Interacting Space
For orthogonal perturbation theories, an ansatz for the
rst-order wave function can be built from the set of external-
space determinants that couple to the reference wave function
through Hˆ , dening the ‘rst-order interacting space’.63 In
contrast, partitioning the Hilbert space determinants into
model and external spaces is impossible for NOCI since every
Hilbert space determinant can have a component in the ref-
erence wave function. is absence of a well-dened Hilbert
space partitioning is shared with other reference wave func-
tions such as matrix product states used in the density matrix
renormalisation group approach.64–66 As a result, while the
model space projector P can still be dened using Eq. (17a),
the external space projector Q cannot be constructed ex-
plicitly. Instead, we proceed with only the representation
Q = I − P and identify |Ψ(1)〉 by solving the rst-order
wave function equation
Q(Hˆ0 − E(0))Q|Ψ(1)〉 = −QVˆ |Ψ(0)〉, (18)
where E(0) = 〈ΨNOCI|Hˆ0|ΨNOCI〉.
In orthogonal perturbation theory, |Ψ(1)〉 can be expanded
using the single and double excitations from each refer-
ence determinant in the multideterminantal reference wave
function.48,49 However, since the NOCI wave function can
span the whole Hilbert space, expanding the rst-order wave
function in terms of excited determinants built from a sin-
gle set of orthogonal MOs requires excitations of all orders.
Instead, a rst-order wave function ansatz can be built by con-
sidering the combined Hilbert spaces constructed from every
reference determinant in the NOCI wave function. While this
approach requires multiple representations of the full Hilbert
space, we nd that only single and double excitations from
each reference determinant are required.
Considering the zeroth-order Hamiltonian (16) and the ex-
5pansion
QVˆ |Ψ(0)〉 = (I − P)(Hˆ − Hˆ0)|Ψ(0)〉
= (Hˆ − Hˆ0 − PHˆ + PHˆ0)|Ψ(0)〉
= (Hˆ − Eref)|Ψ(0)〉,
(19)
the second-order energy is given by
E(2) = 〈Ψ(1)|QVˆ |Ψ(0)〉 = 〈Ψ(1)|Hˆ − Eref|Ψ(0)〉, (20)
where Eref = 〈Ψ(0)|Hˆ|Ψ(0)〉 = E(0) + E(1). Inserting the
NOCI wave function (1) and expanding the action of Hˆ on
each determinant then gives
E(2) =
nref∑
w
〈Ψ(1)|Hˆ − Eref|Φw0〉cw
=
nref∑
w
[ SD∑
I∈W
〈Ψ(1)|ΦwI〉HwI,w0
+ 〈Ψ(1)|Φw0〉(Hw0,w0 − Eref)]cw,
(21)
where |ΦwI〉 denotes an excitation from the reference deter-
minant |Φw0〉 ≡ |Φw〉 and ∑SDI∈W indicates the sum over
single and double excitations in the Hilbert space W built
from determinant w. Crucially, Eq. (21) shows that triple (or
higher) replacement determinants in one Hilbert space repre-
sentation can only contribute to E(2) if they correspond to a
linear combination of single and double excitations from other
reference wave functions. e rst-order interacting space
therefore contains only single and double excitations from
each reference determinant in the NOCI expansion. Further-
more, strict orthogonality with the reference wave function
can be ensured by constructing the expansion basis from the
projected determinants
|ΩwI〉 = Q|ΦwI〉. (22)
e rst-order wave function can then be expanded as
|Ψ(1)〉 =
nref∑
w
SD∑
I∈W
|ΩwI〉awI , (23)
where awI represents variable coecients that remain to be
identied. Note that the reference determinants are not in-
cluded in the rst-order interacting space as they satisfy the
NOCI eigenvalue equation (3) and do not contribute to the
second-order energy.
C. Computing the Second-Order Energy
Using Eq. (23) and the idempotency of Q, the optimal co-
ecients awI can be identied by projecting the rst-order
perturbation equation (18) onto the rst-order interacting
space to give the NOCI-PT2 equations
nref∑
w
SD∑
I∈W
〈ΩxJ |Hˆ0−E(0)|ΩwI〉awI = −〈ΩxJ |Vˆ |Ψ(0)〉. (24)
In principle, higher excitations can couple to the single and
double excitations through (Hˆ0 − E(0)). However, the ap-
proximate rst-order wave function obtained from Eq. (24)
allows a variational estimate of the second-order energy to
be computed through the Hylleraas functional (14).
Introducing the matrix elements
F xJ,wI = 〈ΩxJ |Hˆ0|ΩwI〉 = 〈ΦxJ |QHˆ0Q|ΦwI〉, (25a)
QxJ,wI = 〈ΩxJ |ΩwI〉 = 〈ΦxJ |Q|ΦwI〉, (25b)
V xJ = 〈ΩxJ |Vˆ |Ψ(0)〉 = 〈ΦxJ |Hˆ − Eref|Ψ(0)〉, (25c)
where Eq. (25c) has exploited the expansion (19), allows the
NOCI-PT2 equations to be expressed as the linear equation(
F − E(0)Q)a = −V . (26)
e corresponding second-order energy is then given by
E(2) = a† V . (27)
Explicitly expanding Q = I − |Ψ(0)〉〈Ψ(0)| and noting that
QHˆ0Q = QFˆGQ allows the matrix elements (25a) and (25b)
to be expressed as
F xJ,wI = 〈ΦxJ |FˆG|ΦwI〉+ E(0)〈ΦxJ |Ψ(0)〉〈Ψ(0)|ΦwI〉
− 〈ΦxJ |FˆG|Ψ(0)〉〈Ψ(0)|ΦwI〉
− 〈ΦxJ |Ψ(0)〉〈Ψ(0)|FˆG|ΦwI〉, (28a)
QxJ,wI = 〈ΦxJ |ΦwI〉 − 〈ΦxJ |Ψ(0)〉〈Ψ(0)|ΦwI〉. (28b)
respectively.
is matrix form of the NOCI-PT2 equations highlights the
close relationship with the CASPT2 approach.63 e recently
derived Spin-Symmetry-Projected HF Perturbation eory
(SUPT2) also provides a similar nonorthogonal rst-order
wave function equation.67 However, in SUPT2, the rst-order
wave function is expanded using symmetry-projections of
the single and double excitation determinants through a con-
tracted “projection-aer-excitation” style.67 e underlying
basis functions for the SUPT2 equations are therefore orthog-
onal excitations from the symmetry-broken reference deter-
minant. In contrast, our NOCI-PT2 approach considers exci-
tations from each reference determinant individually, leading
to fundamentally nonorthogonal perturbation equations.
In principle, the NOCI-PT2 equations can be directly solved
by inverting the linear equation (25). However, like CASPT2
and SUPT2, redundancies can exist among the perturbing
determinants, particularly since single and double excitations
built from dierent NOCI reference determinants are likely
to be linearly dependent. e presence of these redundancies
leads to a null space in the overlap matrix (25b) and must be
6taken into account by rst diagonalising the overlap matrix
Q to identify the non-null eigenvectors. Constructing the
projection matrix into the non-null space X , where
X†QX = I, (29)
allows the NOCI-PT2 equations to be transformed to the form
(F˜ − E(0)I)a˜ = −V˜ , (30)
where F˜ = X†FX , a˜ = X†Qa and V˜ = X†V . Identify-
ing the diagonal matrix
∆ = Y †F˜ Y − E(0)I, (31)
where Y is a transformation matrix built from the eigen-
vectors of F˜ , then allows the the rst-order wave function
coecients to be evaluated as
a˜ = −∆−1V˜ , (32)
where a˜ = Y †a˜ and V˜ = Y †V˜ . e second-order energy
correction can then be computed as
E(2) = a˜
†
V˜ = −V˜ †∆−1 V˜ . (33)
In practice, since all single and double excitations from each
reference determinant are included in the rst-order wave
function, the dimensions of the NOCI-PT2 matrices will scale
as O(nrefN2n2bas) and exact diagonalisation will generally
be intractable. e NOCI-PT2 equations must therefore be
evaluated using an iterative linear approach by casting Eq. (26)
into the form
Ma = −V (34)
where M = F − E(0)Q. Using Eqs. (28a) and (28b) allows
the matrix elements of M to be explicitly expanded as
MxJ,wI =〈ΦxJ |FˆG|ΦwI〉
− 〈ΦxJ |FˆG|Ψ(0)〉〈Ψ(0)|ΦwI〉 (35)
− 〈ΦxJ |Ψ(0)〉〈Ψ(0)|FˆG|ΦwI〉
− E(0)
[
〈ΦxJ |ΦwI〉 − 2〈ΦxJ |Ψ(0)〉〈Ψ(0)|ΦwI〉
]
.
Since the redundancy in the perturbing determinants appears
in both M and V in exactly the same way, the NOCI-PT2
linear problem must be consistent and possess a unique solu-
tion. However, the presence of small non-zero eigenvalues in
M may slow the iterative convergence, although this eect
can be alleviated using preconditioning schemes.68 We nd
that the restarted generalised minimum residual (GMRES)
method with a diagonal preconditioner provides suciently
well-behaved convergence for the cases studied in this work
[see Ref. 68 for more details].
D. Intruder States and Imaginary Shis
Like all perturbation theories, particularly multireference
approaches, NOCI-PT2 is susceptible to the eects of intruder
states arising from singularities in the second-order pertur-
bation equations. Intruder states formally arise when the
eigenvalues of F˜ (diagonal elements of∆) fall to zero, cre-
ating poles in∆−1 that cause the rst-order wave function
coecients to blow-up. While the presence of intruder states
oen indicates a bad choice of Hamiltonian partitioning or
reference wave function, their eects can be mitigated using
either a real69 or imaginary shi70 in Hˆ0. Real energy shis
can only move the poles in∆−1 along the real axis, oen caus-
ing the divergences to simply occur at a dierent molecular
geometry. In contrast, imaginary shis move the poles into
the complex plane and provide a more robust way of removing
intruder state divergences. Furthermore, while both real and
imaginary shis introduce a small distortion to energy sur-
face away from any singularities, this eect is smaller using
imaginary shis.70 For these reasons, we will only consider
the introduction of an imaginary shi to remove singularities
in NOCI-PT2.
While an imaginary shi formally corresponds to the trans-
formation
Hˆ0 → Hˆ0 + iQ, (36)
the original imaginary-shied CASPT2 implementation
sought to retain real arithmetic by introducing the modi-
ed zeroth-order Hamiltonian Hˆ0 − E(0) = Hˆ0 − E(0) +
2(HˆD0 − E(0))−1, where HˆD0 is the diagonal part of Hˆ0.70
Alternatively, the SUPT2 approach introduced a real-valued
rst-order wave function equation by back-transforming the
imaginary-shied amplitudes, although this modied expres-
sion becomes quadratic in M .67 In the case of NOCI-PT2,
both of these approaches require either the inverse overlap
matrix or a diagonal approximation for the matrix elements be-
tween rst-order interacting determinants, as outlined in Ap-
pendix A. Our preliminary investigations indicate that these
approximations lead to extremely poor iterative convergence.
Instead, since including h-HF states in the NOCI basis al-
ready requires complex arithmetic, we nd that the explicit
imaginary-shied Hamiltonian (36) provides the fastest and
most robust convergence.
In our imaginary-shied NOCI-PT2 approach, we therefore
directly introduce the transformation (36) using the modied
matrix
M = M + iQ (37)
to give the shied linear problem
Ma = −V . (38)
Notably, the shied matrixM is non-Hermitian in general,
although the complex GMRES iterative approach is suciently
exible to allow such linear problems to solved.68 Once an
approximate rst-order wave function has been identied, an
7upper bound on the second-order energy can be computed by
taking the real component of the Hylleraas functional as
E(2) = Re[a†Ma+ a†V + V †a]. (39)
Crucially, using the real component of the Hylleraas func-
tional allows this estimate for E(2) to be evaluated without
needing to explicitly evaluate the unshied matrix M .
IV. COMPUTATIONAL DETAILS
We have implemented our NOCI-PT2 approach in a devel-
opmental version of Q-Chem 5.271 using the LIBNOCI library
reported in Ref. 24. At present, we build all matrix elements us-
ing the generalised Slater–Condon rules58 and explicitly store
the NOCI-PT2 matrices. Due to the scaling of the rst-order
interacting space, storing these matrices creates a memory
boleneck in our implementation. In the longer term, accel-
erating the computation of the NOCI-PT2 matrix elements
using the nonorthogonal Wick’s theorem54,72 should allow
an on-the-y implementation that will remove this memory
boleneck, and we will investigate this in a future publication.
To iteratively solve the NOCI-PT2 equations, we use the
restarted GMRES algorithm with a diagonal preconditioner68
and reset the iterative subspace every 200 iterations. Con-
vergence of the GMRES algorithm is judged using the root-
mean-squared length of the residual vector r = Ma+V (or
r =Ma+V ) with a threshold value of 10−7. In some cases,
the presence of redundancies in the rst-order interacting
space can lead to slow iterative convergence of the NOCI-PT2
linear problem. In the future, we hope to introduce a con-
tracted scheme that allows the eect of these redundancies to
be reduced, and research in this direction is ongoing.
All h-HF and NOCI energies were calculated using the LIB-
NOCI library in Q-Chem 5.271 following the general approach
described in Ref. 24. Holomorphic DIIS extrapolation was used
to accelerate the h-HF self-consistent-eld approach.38 Where
h-HF energies become complex, only the real component is
shown.
Benchmark CASSCF and CASPT2 energies were computed
in the OpenMolcas package,73 while NOCI-MP2 energies
were computed using an in-house implementation in a de-
velopmental version of the LIBNOCI library in Q-Chem 5.2.
All NOCI-MP2 calculations use the size-consistent “version
2” approach described in Refs. 52 and 53. Exact FCI energies
for the square H4 and LiF molecules were computed using
the ORCA74 and MRCC75 packages respectively. Near-exact
energies for F2 were computed using the CIPSI selected-CI
method implemented in Q_uantum Package 2.076 and were
converged to an extrapolated error less than 0.01 mEh.
V. RESULTS AND DISCUSSION
e application of NOCI-PT2 to strongly correlated wave
functions is rst illustrated using the symmetric stretch of
the square H4 molecule, which possesses a degenerate RHF
ground-state across all geometries. We then consider the
ground-state dissociation of F2 as a molecular example ex-
hibiting strong static and dynamic correlation. Finally, we
assess the performance of NOCI-PT2 for predicting the ionic-
neutral avoided crossing in the LiF binding curve. In each case,
NOCI-PT2 is compared to CASPT2 using an equivalent active
space and, where possible, NOCI-MP2 computed with the
same NOCI reference wave function. Energies are provided
in atomic units of Hartrees (Eh) throughout.
A. Square H4: Symmetric Stretch
To demonstrate the performance of NOCI-PT2, we rst
consider the symmetric stretch of the square H4 molecule.
Square H4 represents an interesting test for electronic struc-
ture methods as the ground RHF state is degenerate across all
geometries, leading to a low-lying singlet and triplet state. In
addition, HF symmetry-breaking relative to the RHF ground
state occurs along the full binding curve,38 indicating the pres-
ence of static correlation in the exact wave function. Since the
symmetric stretch dissociates to four one-electron H atoms,
the energy of the symmetry-broken UHF states is exact at
innite separation. As a result, the electron correlation varies
from strong static eects in the dissociation limit, to a com-
bination of static and dynamic correlation in the equilibrium
regime.
Using the cc-pVDZ basis,77 we locate ten low-lying HF
states that provide a dominant contribution to a NOCI wave
function, with degeneracies of two, four, two and two in or-
der of ascending energy in the dissociation limit as shown in
Fig. 1. Following these states across the full symmetric stretch,
we nd that the four-fold degenerate UHF states (solid blue)
coalesce with the RHF ground-states (red solid) at two degen-
erate Coulson–Fischer points (square side length ≈ 1.15 A˚).
At shorter bond lengths, two degenerate pairs of h-UHF states
continue to exist with complex orbital coecients and ener-
gies related by complex conjugation. e combined set of
h-UHF states and real HF states creates a ten-dimensional
basis for NOCI — henceforth denoted NOCI (10) — allowing
the ground-state singlet state (top-le panel) and triplet state
(top-right panel) to be computed across all geometries, as
shown in Fig. 1. e NOCI (10) expansions provide the exact
energies in dissociation, but are missing a signicant amount
of the correlation energy for shorter bond lengths. However,
NOCI (10) provides a similar binding curve to CASSCF (4,4)
with an active space containing the four lowest-energy MOs,
indicating that NOCI (10) is successfully capturing static cor-
relation eects across all geometries. e remaining error
in the NOCI (10) energy near equilibrium can therefore be
aributed to dynamic correlation eects.
Adding the NOCI-PT2 correction on top of the NOCI (10)
wave function provides a signicant improvement to both the
singlet and triplet energies. In the equilibrium region, the er-
ror in the NOCI-PT2 energy falls below 6 mEh for both states,
providing a marginally beer estimate than CASPT2 using
the CASSCF (4,4) reference wave function (boom panels in
Fig. 1). e improvement in the NOCI-PT2 energy relative to
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CASPT2 is particularly notable since the CASSCF reference
wave function has a slightly lower variational energy than
NOCI (10) in both cases. Furthermore, NOCI-PT2 provides
a signicantly improved estimate of the equilibrium geom-
etry compared to the reference NOCI energy for both the
singlet and triplet binding curves. In contrast, adding the
NOCI-MP2 correction to the same NOCI (10) reference wave
functions provides the worst perturbative correction across
all geometries, and breaks down completely in the vicinity
of the Coulson–Fischer point and at shorter bond lengths.
is breakdown of NOCI-MP2 arises from the emergence of
unphysical negative eigenvalues in the NOCI-MP2 overlap
matrix that we believe are caused by ignoring the overlap of
the perturbed wave functions in the exact matrix elements
[see Refs. 51 and 52].
While the CASPT2 energy is smooth across all geometries,
both the singlet and triplet NOCI-PT2 energies exhibit a small
“kink” in the binding curve corresponding to a singularity in
the NOCI-PT2 equations. ese kinks are visible in the NOCI-
PT2 energy at square side lengths of around 2.4 A˚ and 2.2 A˚
for the singlet and triplet states respectively. Adding a small
imaginary shi of  = 0.05 Eh as described in Section III D
allows the eect of the singularities to be entirely removed,
while leaving the NOCI-PT2 energy virtually unchanged for
the remainder of the binding curve. Notably, the imaginary
shi required to mitigate the singularities appears to be an
order of magnitude smaller than the recommended values
used in other multireference perturbation theories.70,78 We
believe that this reduction is the result of using the direct
complex implementation of the imaginary shi rather than
relying on approximations to retain real arithmetic.
B. Fluorine Dimer
We turn next to the uorine dimer as a molecular exam-
ple with strong static and dynamic correlation eects across
all geometries. e nature of the electron correlation in
F2 makes it a challenging test case for electronic structure
methods,79–81 with the UHF approximation predicting an un-
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bound potential.79 In our previous work [Ref. 24], we have
reported that NOCI wave functions built from the lowest HF
states allow qualitatively correct bound potentials to be re-
covered with a similar accuracy to CASSCF calculations using
a minimal active space. However, like CASSCF, we found
that NOCI predominantly captured static correlation eects
and retained a signicant error relative to the exact FCI en-
ergy. e F2 binding curve therefore presents an essential test
for assessing the performance of NOCI-PT2. Given the addi-
tional electrons in F2 compared to H4, the cc-pVDZ basis set
is beyond the memory capabilities of our current NOCI-PT2
implementation and instead we use Pople’s 6-31G basis set.82
e SCF metadynamics approach was applied using an ac-
tive space [see Ref. 24] containing the valence occupied σg and
virtual σu orbitals to locate eight HF states at a bond length of
4 A˚. Following relaxation in the full orbital space, these states
mirror those found in Ref. 24. e lowest energy state is a
doubly-degenerate symmetry-broken UHF solution represent-
ing two open-shell F atoms, followed by the “σ2g-like” RHF
ground state, the doubly-degenerate “σgσu-like” UHF states,
a “σ2u-like” solution, and the doubly-degenerate symmetry-
broken “ionic” RHF states. ese states are then followed
across the full binding curve, and complex-valued h-HF states
are identied beyond the Coulson–Fischer points where the
symmetry-broken UHF and ionic RHF states coalesce with the
σ2g-like and σ2g-like states respectively (see top right panel in
Fig. 2). Taking only the RHF ground state and two degenerate
symmetry-broken (h-)UHF states, the simplest NOCI (3) wave
function recovers a qualitatively correct bound potential with
a close correspondence to the equivalent CASSCF (2,2) energy
(see le panel in Fig. 2). Here the CASSCF (2,2) active space
is dened using the same valence occupied σg and virtual σu
orbitals as the active-space SCF metadynamics calculation.
While both NOCI (3) and CASSCF (2,2) vastly underestimate
the depth of the potential well, adding the remaining (h-)HF
states in the NOCI (8) expansion signicantly deepens the
well, but leads to an overestimate of the dissociation energy.
Despite providing a qualitatively correct binding curve,
NOCI (3) and NOCI (8) fail to capture any signicant dynamic
correlation eects and have an absolute error relative to FCI
ranging from 150 to 200 mEh. Adding dynamic correlation us-
ing the NOCI-PT2 correction signicantly improves both the
NOCI (3) and NOCI (8) energy and reduces the error to within
9 mEh of the FCI result across the full binding curve, providing
a similar accuracy as the CASPT2 (2,2) energy (le panel in
Fig. 2). Furthermore, the NOCI-PT2 correction provides an
improved estimate of the equilibrium bond length compared
to the reference NOCI binding curve. In contrast, the NOCI-
MP2 energy using the same NOCI (3) reference wave function
closely matches NOCI-PT2 (3) in the equilibrium regime, but
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fails catastrophically when the MP2 corrections to the con-
stituent HF states break down at larger bond lengths.79 We
were unable to compute a NOCI-MP2 binding curve using the
NOCI (8) reference wave function as the perturbed NOCI-MP2
overlap matrix contained unphysical negative eigenvalues for
all bond lengths.
e F2 binding curve is also not immune to the potential for
intruder-state singularities, as demonstrated by the kink in the
NOCI-PT2 (3) energy at 2.5 A˚ in Fig. 2. Introducing an imag-
inary shi with  = 0.05 Eh allows this kink to be removed
with no discernible distortion to the binding curve away from
the singularity (boom right panel in Fig. 2). Again, the shi
required to remove the singularities in the NOCI-PT2 energy
appears to be an order of magnitude smaller than those used
in other multireference perturbation theories.78 Alternatively,
the NOCI-PT2 (8) binding curve appears to be free from any
intruder-state singularities. is observation demonstrates
that increasing the size of the NOCI expansion basis can avoid
intruder states in a similar way as increasing the size of the
CASSCF active space used in CASPT2 calculations.83
Since the NOCI description is not exact at any geometry, we
can now assess the size-consistency of the NOCI and NOCI-
PT2 energies. Allowing symmetry-breaking at the UHF level
allows the HF energy to dissociate to the HF energy of two
separated F atoms. Including these symmetry-broken UHF
states in the NOCI wave functions then allows the NOCI
energy to size-consistently dissociate to the same UHF energy
for the separated atoms, as shown in Fig. 2. In contrast, the
CASSCF (2,2) energy dissociates to the restricted open-shell
HF (ROHF) energy of the separated atoms as the inactive
orbitals are xed to be doubly occupied. However, the NOCI-
PT2 and CASPT2 binding curves do not dissociate to the
corresponding unrestricted MP2 (UMP2) or restricted open-
shell MP2 (ROMP2) energies respectively. It is not entirely
clear whether assessing the size-consistency of NOCI-PT2
using the UMP2 energy is a fair comparison, particularly as
UMP2 itself fails to predict a qualitatively correct binding
curve.79 Regardless, it is likely that size-inconsistent terms
are inherent in the NOCI-PT2 expansion, and we intend to
identify and remove these terms in future investigations. For
now, we note that the lack of exact size-consistency has not
severely limited the applicability or popularity of CASPT2,84
and we believe that the same will be true for NOCI-PT2.
While NOCI-PT2 does not quite recover the exact FCI en-
ergy, the relative shape of the NOCI-PT2 binding curves can
be assessed using the non-parallelity error shown in Fig. 3.
e NOCI-PT2 (3) energy shows a relatively high degree of
non-parallelity, with the error relative to the FCI energy rang-
ing from around 8 mEh at large bond lengths to 5 mEh in the
equilibrium regime. In contrast, the NOCI-PT2 (8) energy
has a much more consistent error of around 8–9 mEh across
the majority of the binding curve, including the equilibrium
bond length, although this error falls steeply when the nu-
clear repulsion starts to dominate the energy. e variation
in the NOCI-PT2 (8) error is comparable to the variation in
the CASPT2 (2,2) error, and thus the two approaches produce
similar relative binding curves.
Encouraged by the non-parallelity errors for NOCI-PT2, we
compare the dissociation energy computed using the mini-
mum energy of the points sampled in Fig. 2 relative to the
energy at a bond-length of 100 A˚, as shown in Table I. e
reference NOCI (3) and NOCI (8) wave functions either un-
derestimate or overestimate the dissociation energy by al-
most 50 % respectively. Adding the NOCI-PT2 correction
signicantly improves the dissociation energy, with the larger
NOCI-PT2 (8) expansion space reaching chemical accuracy
within 0.5 mEh of the FCI result. Furthermore, while NOCI-
PT2 (8) and CASPT2 (2,2) predict the dissociation energy with
a similar level of accuracy, the NOCI-PT2 (8) approach has
the advantage of providing marginally improved absolute en-
ergies along the full binding curve. ese results reinforce
the quantitative accuracy gained by the NOCI-PT2 correction
relative to the NOCI reference wave function, and further
illustrate the systematic improvement provided by increasing
the size of the NOCI expansion space.
Emin/Eh E(100 A˚)/Eh De/mEh %De(FCI)
CASSCF (2,2) −198.73907 −198.72044 18.63 50.5
NOCI (3) −198.73848 −198.72172 16.76 45.4
NOCI (8) −198.77411 −198.72175 52.36 141.8
CASPT2 (2,2) −198.92321 −198.88608 37.14 100.6
NOCI-PT2 (3) −198.92696 −198.88660 40.36 109.3
NOCI-PT2 (8) −198.92336 −198.88679 36.57 99.1
FCI −198.93176 −198.89485 36.91 100.0
TABLE I. Comparison of the dissociation energy of F2 (6-31G) using
CASPT2 and NOCI-PT2 relative to the exact FCI result. e energy
Emin is taken as the minimum of the points sampled in Fig. 2.
C. Lithium Fluoride
Our nal example, the LiF molecule, has long been used
as a testing ground for multireference methods.12,23,44,85–88
e LiF ground state is known to be ionic in character for
short bond lengths, but the molecule covalently dissociates
to neutral open-shell Li and F atoms.85 Since both congu-
rations share the same 1Σ+ symmetry, the transition from
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predominantly ionic character to neutral character is marked
by a sharp avoided crossing. Like all single-bond breaking
processes, predicting the full LiF binding curve requires a mul-
tireference approach that can account for static correlation in
the dissociation limit. However, predicting the exact location
of the avoided crossing also relies on an adequate description
of dynamic correlation that preferentially stabilises the ionic
conguration.
e ability to include orbital relaxation eects and dia-
batic states in NOCI makes it a promising method for rep-
resenting the ionic and neutral congurations in LiF.12,23,54
Indeed, diabatic HF states corresponding to the ionic and neu-
tral congurations have previously been identied by om
and Head-Gordon in Ref. 12 and were found to reproduce
an adiabatic avoided crossing when combined using NOCI.
However, these NOCI expansions could not be applied across
the full binding curve as the covalent HF state was found
to vanish at a Coulson–Fischer point.12 We note that Nite
and Jime´nez-Hoyos later identied and used the same HF
states in their NOCISD calculations on LiF,54 and we specu-
late that they were also limited by the disappearance of the
covalent solution. Alternatively, the spin-ip NOCI approach
avoided issues associated with disappearing solutions by us-
ing partially optimised determinants obtained through the
spin-ip philosophy, leading to smooth adiabatic states across
all geometries.23
e development of h-HF theory37–39 now allows the neu-
tral HF state to be extended across all molecular structures.
Using the 6-31G basis set,82 we identify nine signicant (h-
)HF solutions including those described by om and Head-
Gordon,12 as shown in Fig. 4 (le panel). e HF ground
state at the equilibrium geometry is a RHF solution repre-
senting the ionic bonding Li+ – F– conguration. In contrast,
the ground state in the dissociation limit corresponds to a
doubly-degenerate symmetry-broken UHF solution represent-
ing to the covalent Li – F and Li – F congurations. ese
diabatic RHF and UHF solutions cross at around 3 A˚, but the
neutral states then coalesce with a third UHF state and vanish
for shorter bond lengths (see inset in the le panel of Fig. 4).
Surprisingly, the third UHF state only exists for a short range
of bond lengths before rst coalescing with the ionic RHF solu-
tion, then extending as a complex h-UHF solution, and nally
coalescing with another h-UHF state that is complex-valued
across all geometries.89 e canonical orbitals for this third
UHF state dier from the covalent and ionic congurations by
only one electron that occupies a delocalised bonding orbital
between the Li and F atoms. is state therefore represents
a partial electron transfer that mirrors the HF solutions pre-
viously identied in the C7H6F4+ electron transfer model.10
Finally, the highest-energy doubly-degenerate UHF state that
we identied contains a similar conguration, although the
delocalised electron now occupies an anti-bonding orbital.
A comprehensive discussion on the coalescence points and
h-HF energies of these stationary states is available in the
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Taking a linear combination of these nine (h-)HF states
yields adiabatic NOCI (9) states that recover an avoided cross-
ing, as shown in the middle panel of Fig. 4. e 1 1Σ+ state
smoothly interpolates between the ionic ground state at short
bond lengths and the covalent ground state in the dissocia-
tion limit. In contrast, recovering these adiabatic states using
CASSCF (2,2) requires a state-averaged CASSCF (sa-CASSCF)
formalism.44 Using an equal weighting for each state, we nd
that sa-CASSCF (2,2) gives a signicant energy penalty rela-
tive to the NOCI (9) ground and excited state. e eect of
state-averaging can be highlighted by comparing to the state-
specic CASSCF (ss-CASSCF) ground state, and indeed we
nd that the ss-CASSCF (2,2) energy shows a much closer cor-
respondence to the NOCI (9) energy. While both NOCI (9) and
sa-CASSCF (2,2) recover adiabatic states, the corresponding
avoided crossing is not sharp enough and occurs at shorter
bond lengths than the exact FCI result. Furthermore, the
ground 1 1Σ+ state and excited 2 1Σ+ state computed using
NOCI (9) and sa-CASSCF (2,2) retain a signicant absolute
error relative to their FCI counterparts.
Adding dynamic correlation through NOCI-PT2 signi-
cantly lowers the energy of both the ground and excited state,
as shown in Fig. 5. Using an imaginary shi of  = 0.05 Eh
to avoid any singularities, NOCI-PT2 reduces the error to
within 15 mEh of the exact FCI energies across the full bind-
ing curve. NOCI-PT2 and ss-CASPT2 predict remarkably
similar ground-state binding curves, although NOCI-PT2 pro-
vides greater accuracy in the equilibrium region. Furthermore,
NOCI-PT2 provides a signicantly improved estimate for the
position and sharpness of the avoided crossing. In contrast,
the sa-CASPT2 ground- and excited-state energies show a
high degree of non-parallelity and provide a worse estimate
of the avoided crossing, presumably due to the inferior quality
of the reference wave function for both states. ese results
demonstrate one major advantage of the NOCI-PT2 approach:
NOCI-PT2 provides ground- and excited-state energies with
equivalent accuracy to a state-specic CASPT2 calculation
while avoiding the need for any arbitrary state-averaging.
VI. CONCLUDING REMARKS
We have introduced a rigorous second-order diagonalise-
then-perturb correction that allows dynamic correlation to
be captured on top of the statically correlated NOCI wave
function. Our NOCI-PT2 theory uses a generalised Fock ref-
erence Hamiltonian and forms the rigorous nonorthogonal
extension to conventional multireference perturbation theory.
Despite the lack of any well-dened Hilbert space partitioning
for the NOCI reference wave function, we have shown that
the rst-order interacting space can be constructed from the
combined set of single and double excitations built from each
reference determinant in the NOCI expansion. is rst-order
interacting space allows the second-order energy correction
to be dened in terms of a polynomially-scaling number of
perturbation determinants.
By considering a series of challenging molecular systems ex-
hibiting both static and dynamic correlation, we have demon-
strated that NOCI-PT2 provides similar quantitative accuracy
to an equivalent CASPT2 calculation. In particular, we have
found that NOCI-PT2 recovers chemical accuracy for the dis-
sociation energy of F2 and signicantly improves the shape
of the avoided crossing in LiF relative to the reference NOCI
calculation. Furthermore, NOCI-PT2 consistently predicts
more accurate energy surfaces than the previous NOCI-MP2
approach,51–53 while the laer can fail completely if negative
eigenvalues appear in the NOCI-MP2 overlap matrix. NOCI-
PT2 therefore provides a reliable multireference approach for
predicting quantitative energies while exploiting the numer-
ous advantages of the NOCI framework.
To remove potential intruder-state singularities in the
NOCI-PT2 energy, we have introduced an imaginary-shied
variant of the NOCI-PT2 equations. Our imaginary-shied ap-
proach employs the explicit complex-valued reference Hamil-
tonian Hˆ0 → Hˆ0 + iQ instead of the approximate forms
used to retain real arithmetic elsewhere.67,70 We nd that this
complex implementation requires shi values that are an or-
der of magnitude smaller than those used in approximate
real-valued approaches.78 As a result, the explicit imaginary
shi can recover smooth potential energy surfaces with far
less distortion away from intruder-state singularities. Given
the ease of implementing complex arithmetic in modern com-
puter programming, we suggest revisiting the use of a com-
plex imaginary-shi equation in orthogonal multireference
perturbation theory.
Among the most promising aspects of our NOCI-PT2 re-
sults is the accuracy of the NOCI-PT2 ground and excited
1Σ+ states in the avoided crossing of LiF. We have found
that NOCI-PT2 produces a similar energy to a state-specic
CASPT2 ground state while also providing the same accuracy
for the excited state. In contrast, computing both the ground
and excited states using CASPT2 requires a state-averaged
formalism that reduces the quality of both energy surfaces and
relies on the arbitrary denition of optimisation weights for
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each state. Our results therefore indicate that NOCI-PT2 can
provide accurate and ecient state-specic multireference
excited-state energies without relying on any state-averaging
procedures. Furthermore, the adiabatic NOCI-PT2 excited
states can provide chemical interpretation of avoided cross-
ings through the use of diabatic HF states in the NOCI expan-
sion. We will continue to investigate the wider application of
NOCI-PT2 to excited-state energies in future publications.
In summary, our nonorthogonal second-order multirefer-
ence perturbation theory provides a rigorous and reliable
approach for reaching quantitative energies using NOCI
wave functions. ese developments establish the combined
NOCI / NOCI-PT2 approach as a competitive alternative to the
CASSCF / CASPT2 route for treating both static and dynamic
correlation. Ultimately, NOCI-PT2 now allows us to take full
advantage of the NOCI framework and use multiple HF states
to quantitatively understand molecular processes.
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Appendix A: Derivation of Imaginary Shi Approximations
In this Appendix, we discuss the relationship between the
rigorous imaginary shi Eq. (36) and the approximate forms
proposed in CASPT270 and SUPT2.67 We demonstrate that
the approximate forms used in CASPT2 and SUPT2 require
diagonal approximations in the context of NOCI-PT2 that lead
to extremely poor iterative convergence.
Following Section III B, the rst-order interacting space is
constructed from the projected single and double excitations
{|ΩwI〉} dened in Eq. (22). ese expansion functions gen-
erally form a nonorthogonal contravariant basis [see Ref. 55]
and the corresponding contravariant metric tensor is dened
through the overlap matrix (25b) as
QwI,xJ = 〈ΩwI |ΩxJ〉. (A1)
For the sake of brevity, from here-on we replace the indices
(wI, xJ, . . . ) with the compound indices (p, q, r, s, . . . ). Fur-
thermore, to allow easy comparison with previous expressions
in CASPT270 and SUPT2,67 we assume real-valued NOCI-PT2
matrix elements and rst-order wave function coecients, al-
though the results extend to the general case where these may
become complex. Finally, we employ the implicit summation
convention for any symbol that appears as both a covariant
and contravariant index.55
e rigorous imaginary-shied linear problem (38) is ex-
pressed in terms of the rst-order interacting space as
(Mpq + iQpq)aq = −V p. (A2)
Decomposing the rst-order wave function coecients into
real and imaginary components as aq = xq + iyq leads to the
simultaneous equations
Mpqxq − Qpqyq = −V p, (A3a)
Mpqyq + Q
pqxq = 0. (A3b)
Note that for complex-valued matrix elements, the “real” com-
ponent xq is itself complex-valued and represents the approxi-
mate solution to the unshied NOCI-PT2 equations, while the
“imaginary” component yq represents the distortion induced
by the imaginary shi. In CASPT2 and SUPT2, only the real
components xq are used to evaluate the imaginary-shied
second-order energy.67,70
Using the inverse relationship
[M−1]rpMpq = δ·qr· . (A4)
allows Eq. (A3b) to be explicitly solved to give
yr = −[M−1]rpQpqxq. (A5)
e imaginary components yq can then be eliminated from
Eq. (A3a) to give a linear problem in terms of only the real
component of the rst-order wave function coecients as(
Mpq + 2 [M−1]pq
)
xq = −V p, (A6)
where we have used the properties of the metric tensor (A1)
to obtain
[M−1]pq = Qpr[M−1]rsQsq. (A7)
In principle, solving Eq. (A6) allows the components xq to
be identied using only real arithmetic. However, the presence
of M−1 generally makes this approach untenable. Instead,
taking the diagonal approximation
[M−1]pq ≈ δ
pq
Mpp
(A8)
leads to the route proposed in the original imaginary-shied
CASPT2 approach.70 is diagonal approximation will only
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perform well if M is a sparse and diagonally dominant ma-
trix, which will generally not be the case for the NOCI-PT2
rst-order interacting determinants. Our preliminary NOCI-
PT2 investigations have conrmed that using this diagonal
approximation leads to extremely poor iterative convergence
of Eq. (A6).
Alternatively, one may aempt to remove the dependence
on M−1 by pre-multiplying Eq. (A6) with MrsQsp to give(
MrsQspM
pq + 2Qrq
)
xq = −MrsQspV p, (A9)
where we have exploited the relationship
MrsQsp[M
−1]pq = Qrq. (A10)
e quadratic form (A9) is the nonorthogonal extension of
the imaginary-shied approach introduced for the SUPT2.67
Note that the use of a “projection-aer-excitation” formal-
ism in SUPT2 means that the underlying basis is orthogonal
and Qpq = Qpq = δpq . In contrast, the presence of the
inverse overlap matrix elements Qsp for the nonorthogonal
functions (22) makes solving Eq. (A9) for NOCI-PT2 as dicult
as solving Eq. (A6). Furthermore, introducing the quadratic
dependence on M will amplify any null-space eects arising
from linear redundancies in the rst-order interacting space.
While we may approximately solve Eq. (A9) using the diagonal
approximations Qpq ≈ δpq and Qpq ≈ δpq , our preliminary
investigations have conrmed that this also leads to extremely
poor iterative convergence of the NOCI-PT2 linear problem.
In summary, there are no major computational advantages
in using either of the previous imaginary-shi approxima-
tions dened in CASPT270 or SUPT2.67 Since generally the
NOCI-PT2 equations already require complex arithmetic, it is
more robust and ecient to use the explicit imaginary-shied
equations given by Eqs. (38) and (37).
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