This paper discusses the behavior of the second-order modes (Hankel singular values) of linear continuous-time systems under typical frequency transformations, such as lowpass-lowpass, lowpasshighpass, lowpass-bandpass, and lowpass-bandstop transformations. Our main result establishes the fact that the second-order modes are invariant under any of these typical frequency transformations. This means that any transformed system that is generated from a prototype system has the same second-order modes as those of the prototype system. We achieve the derivation of this result by describing the state-space equations and the controllability/observability Gramians of transformed systems.
Introduction
The second-order modes are defined as the positive square roots of the eigenvalues of the matrix product of the controllability and observability Gramians of linear state-space systems. In the literature on control system theory, the secondorder modes are also called the Hankel singular values because they are represented as the singular values of the Hankel operator of systems.
In many fields of linear system theory, the second-order modes play crucial roles. One of the well-known examples is balanced model order reduction [1] - [3] , where the second-order modes determine the upper bound of the approximation error due to the model order reduction. Other practically important issues can be seen in the field of analog and digital filter theory, where the second-order modes provide the optimal dynamic range of analog filters [4] and minimum attainable value of roundoff noise [5] and statistical coefficient sensitivity [6] of digital filters.
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* Presently, with the East Japan Railway Company. a) E-mail: kawamata@mk.ecei.tohoku.ac.jp b) E-mail: mizukami@mk.ecei.tohoku.ac.jp c) E-mail: kosita@mk.ecei.tohoku.ac.jp DOI: 10.1093/ietfec/e90-a. 7.1481 erty that was first reported by Mullis and Roberts [7] . They revealed that, in linear discrete-time systems such as digital filters, the second-order modes are invariant under any frequency transformation. This means that the family of transformed systems that are generated from a prototype system have the same second-order modes as those of the prototype system. Our work investigated this invariance property for 2-D digital filters [8] . However, in the case of continuoustime systems such as analog filters, this property has not been discussed yet.
In this paper, we analyze the behavior of the secondorder modes of continuous-time systems under typical frequency transformations such as lowpass-lowpass, lowpasshighpass, lowpass-bandpass, and lowpass-bandstop transformations. These transformations are known to be an important subclass of continuous-time frequency transformations, which appears in the literature on analog filter design [9] . Our main result reveals that the second-order modes are invariant under any of these typical frequency transformations. This result is parallel to the discrete-time case [7] .
Second-Order Modes of Continous-Time Systems
Consider the following state-space equations for an asymptotically stable multi-input/multi-output continuous-time system of order N:
where u(t) ∈ m , y(t) ∈ p and x(t) ∈ N are the input, output and state of the system, and A ∈ N×N , B ∈ N×m , C ∈ p×N and D ∈ m×p are constant coefficient matrices. Throughout this paper, the system ( A, B, C, D) is assumed to be a minimal realization of H(s), i.e. the system is controllable and observable.
The coefficient matrices and the transfer function H(s) are related as
where I N×N is the N × N identity matrix. Applying the Laplace transform to (1) and (2), we have the state-space equations in the frequency domain as 
The Gramians K and W are symmetric and positive definite, i.e. K = K T > 0 and W = W T > 0, because the system ( A, B, C, D) is assumed to be asymptotically stable, controllable and observable. Then, the eigenvalues θ [5] .
It should be noted that the Gramians depend on realization of the system, while the second-order modes depend only on the transfer function. In the literature on control system theory, the second-order modes are also called Hankel singular values because the eigenvalues of KW are equal to the singular values of the Hankel operator of H(s).
Invariance of Second-Order Modes under Typical Frequency Transformations
Frequency transformation is a variable substitution s ← g(s), which results in a new transfer function H(g(s)) from a prototype transfer function H(s). It is a well-known technique to obtain frequency selective analog filters with various magnitude response from a prototype lowpass analog filter [9] . Hereafter, we will prove the invariance of the second-order modes under the typical frequency transformations such as lowpass-lowpass, lowpass-highpass, lowpassbandpass, and lowpass-bandstop transformations. That is, we will prove that the transfer functions H(s) and H(g(s)) have the same second-order modes under such frequency transformations. When the frequency transformation is adopted in analog filter design, it is often assumed that the prototype system H(s) has a lowpass magnitude response of which cutoff frequency is normalized, i.e. 1 [rad/sec]. However, the following discussion holds for any stable prototype transfer function.
Under Lowpass-Lowpass Transformations
Lowpass-lowpass transformation is a variable transformation s ← s/Ω c for a given parameter Ω c > 0. Substituting this variable transformation into (4) and (5), we have
we can rewrite (8) and (9) as
We see that these equations are the state-space equations of the transformed system. Thus, letting the coefficient matrices of the transformed system be (A, B, C, D), we can describe them as follows:
Now, let K and W be the controllability Gramian and the observability Gramian of the transformed system ( A, B, C, D) , respectively. By definition, they are the solutions to the following Lyapunov equations:
Substituting A = Ω c A, B = √ Ω c B and C = √ Ω c C into the above equations, we have
Comparing (15) and (16) with (6) and (7), respectively, we easily obtain K = K and W = W. Thus it follows that
which shows that K W and KW have the same eigenvalues. This proves the invariance of the second-order modes under lowpass-lowpass frequency transformations.
Under Lowpass-Highpass Transformations
Lowpass-highpass transformation is a variable transformation s ← Ω c /s for a given parameter Ω c > 0. Substituting this transformation into (4) and (5) makes
where we should note that the inverse matrix A −1 exists because the system is assumed to be asymptotically stable. Thus, we see that the transformed system (A, B, C, D) has the following matrices:
Now, let K and W be the controllability Gramian and the observability Gramian of the transformed system ( A, B, C, D) , respectively, where they are, by definition, the solutions to the following Lyapunov equations:
into the above equations, we have
from which we easily see
Comparing (27) and (28) with (6) and (7), respectively, we easily obtain K = K and W = W, which lead to
Therefore, K W and KW have the same eigenvalues. This proves the invariance of the second-order modes under lowpass-highpass transformations.
Under Lowpass-Bandpass Transformations
Let Ω 0 = √ Ω 1 Ω 2 and ∆ = Ω 2 − Ω 1 for given parameters Ω 2 > Ω 1 > 0. Then the lowpass-bandpass transformation is a variable transformation given by
Now, substitution of g(s) into s in (4) and (5) makes
From (31), we have
Letting
and using (33), we have
Thus, the above equation and the fact sV(s) = −Ω 0 X(s) lead to the following state-space equations:
where 0 i× j denotes the zero matrix of size i × j, and (X T (s),
T shows the state vector of the transformed system after the lowpass-bandpass transformation. On the other hand, letting
and using (32) yield
Thus, from (38) and (40), we have the following coefficient matrices of the transformed system (A, B, C, D):
We should note that the order of the transformed system ( A, B, C, D) is 2N and thus it has 2N second-order modes. Now, we will find the controllability Gramian K and the observability Gramian W of the transformed system ( A, B, C, D) . Assume that the controllability Gramian K has the following form:
where K a , K b and K c are all N × N symmetric matrices. Then, we have the following Lyapunov equations regarding the controllability Gramian
Expanding the above equation, we easily find K a = K, K b = 0 N×N and K c = K, yielding the following controllability Gramian K:
Similarly, we assume the following observability grammian:
where W a , W b and W c are all N × N symmetric matrices.
Then, the Lyapunov equation regarding the observability Gramian W becomes
Expanding the above equation, we easily find W a = W, W b = 0 N×N and W c = W, yielding the following observability Gramian W:
Therefore, from (44) and (47) we have
The above equation shows that the matrix product K W has the same eigenvalues as KW with multiplicity 2. Thus, this proves the invariance of the second-order modes under lowpass-bandpass transformations, but where we should note that the second-order modes have multiplicity 2.
Under Lowpass-Bandstop Transformations
Lowpass-bandstop transformation is a variable transformation given by
where Ω 0 = √ Ω 1 Ω 2 and ∆ = Ω 2 − Ω 1 for given parameters Ω 2 > Ω 1 > 0. The above transformation is inverse to the lowpass-bandpass transformation (30). This tells us that any lowpass-bandstop transformation is equivalent to the lowpass-highpass transformation with Ω c = 1 followed by an appropriate lowpass-bandpass transformation. Thus, in order to prove the invariance of the second-order modes under lowpass-bandstop transformation, we can use the previous results on lowpass-highpass transformations and lowpass-bandpass transformations-lowpass-highpass transformations do not change the second-order modes and neither do lowpass-bandpass transformations, but with multiplicity 2. As a result, it can be proved that the second-order modes are invariant, with multiplicity 2, under lowpassbandstop transformations.
Engineering Meaning of the Invariance Property
In this subsection, we discuss the significance of our main result from an engineering point of view.
Our main result reveals the fact that, given the secondorder modes of H(s), we can simultaneously know the second-order modes of any other system H(g(s)) that is generated from H(s) by the typical frequency transformations. This fact will provide significant insights into many practical issues in the linear system theory. Now we address two examples of the practical significance that are respectively related to balanced model reduction and analog filter design/synthesis.
Balanced Model Reduction
The balanced model reduction [1] - [3] is well-known as one of the techniques for approximation of high-order systems by lower-order ones. This approximation makes use of truncation of small second-order modes of full-order systems. As stated earlier, the approximation error is evaluated by the second-order modes -the truncated secondorder modes characterize the upper bound of the approximation error.
Applying our main result to the above-mentioned theory, we obtain a new fact that the upper bound of the approximation error is invariant under the typical frequency transformations. Therefore, once we evaluate the approximation error of one model, we can immediately evaluate the approximation error of any other model that is generated by the typical frequency transformations. This fact will facilitate the process of approximation of the family of highorder systems that are related to one another by the typical frequency transformations.
Analog Filter Design and Synthesis
In the field of analog filter design and synthesis, it is wellknown that the second-order modes provide the optimal dynamic range of analog filters [4] , i.e. the highest ratio of the maximal and minimal signal levels that can be processed in the filters. Therefore, the connection of this theory to our main result reveals an important property -the optimal dynamic range of an analog filter remains constant even if the magnitude response of the filter is changed by the typical frequency transformations. This property will enable us to easily evaluate dynamic range performances of analog filters: when we evaluate the optimal dynamic range of one filter, we can simultaneously evaluate the optimal dynamic range of any other filter that is generated by the typical frequency transformations.
Numerical Example
We will give a numerical example to demonstrate the invariance of the second-order modes under a lowpass-bandpass transformation. As a prototype system, consider the following single-input/single-output transfer function H(s) of order 2:
This transfer function has an lowpass magnitude response shown in Fig. 1 . This system can be represented in state-space form as follows:
The system has the following controllability Gramian, the observability Gramian, and the second-order modes: 
Now, we consider applying a lowpass-bandpass transformation to this prototype system. Letting Ω 1 = 2 and Ω 2 = 4 for example, we have
and have the lowpass-bandpass transformation
Applying this transformation to (50) makes the following transfer function of the transformed system 
From these coefficient matrices, the controllability Gramian, the observability Gramian, and the second-order modes of the transformed system are given as 
Comparing (67) with (57), we observe that the second-order modes with multiplicity 2 of the transformed system are equal to those of the prototype system. Therefore, we can conclude that the second-order modes are invariant under this lowpass-bandpass transformation.
Concluding Remarks
This paper has discussed the relationship between the second-order modes of linear continuous-time systems and typical frequency transformations. Our result has revealed that the second-order modes are invariant under any of these frequency transformations. A numerical example has been given to demonstrate this invariance property. Our result is parallel to the theory of discrete-time systems such as digital filters proved by Mullis and Roberts [7] . In this paper, the frequency transformations are restricted to lowpass-lowpass, lowpass-highpass, lowpassbandpass and lowpass-bandstop transformations, because these are an important subclass of frequency transformations and closely related to practical issues such as analog filter design.
The general frequency transformation including this subclass is defined as the transformation based on reactance functions. The reactance functions are well-known as LC driving-point impedance functions that have lossless positive-real property. Our recent work has proved that the second-order modes are invariant under any of these general frequency transformations. This result will appear in [10] .
