Abstract-Let X be a hidden real stochastic chain, R be a discrete finite Markov chain, Y be an observed stochastic chain. In this paper we address the problem of filtering and smoothing in the presence of stochastic switches where the problem is to recover both R and X from Y. In the classical conditionally Gaussian state space models, exact computing with polynomial complexity in the time index is not feasible and different approximations are used. Different alternative models, in which the exact calculations are feasible, have been recently proposed since 2008. The core difference between these models and the classical ones is that the couple (R, Y) is a Markov one in the recent models, while it is not in the classical ones. Another extension deals with the case in which the observed chain Y is not necessarily Markovian conditionally on (X, R) and, in particular, the long-memory distributions can be considered. The aim of this paper is to show that, in the context of these different recent models, it is possible to calculate any moments of the posterior marginal distribution, which makes it feasible to know these distributions with any desired precision.
however, we keep R for the sake of simplicity. The sequences X j N and Rj N are hidden and the sequence~N is observed. We deal with two classical problems, which are the "filtering" problem and the "smoothing" one. The formulation of these problems considered in the present paper will be, respectively: 
X n + 1 == F;(R; )X n + G n (R; )W n ;
Y n == Hn(Rn)X n + In(Rn)Zn , (2), (3) hold for each n == 1 , ... , for each N . Such models are of interest in numerous situations [2] , [3] , [12] , among others. However, it has been well known since [13] that the exact filtering and smoothing are not feasible with linear -or even polynomial -complexity in time in such models, and different approximations must be used. Many papers deal with this approximation problem and a rich bibliography can be seen in [1]- [3] , [12] . To remedy this impossibility of exact computation different models have been recently proposed in [9] . These models, whose general idea is to consider the independence of X j N and~N conditionally on R}N, lead to exact filtering and smoothing. Two kinds of extensions of these models have then been proposed. The first one, called "Markov marginal switching hidden model" (MMSHM [10] ), verifies:
where F,l(r,l,y,J, Gn(r n) are real numbers depending on for each n == 1 , ... , N. In the second one, proposed in [11], the Markov chain (Rt ,~N) is replaced by a "partially" Markov Gaussian chain recently introduced in [8] , and (5) is kept. Both problems (F) and (S) can still be solved using these two models without any approximation. The aim of this paper is to show that the calculations proposed in [10] The oriented dependence graphs of the models (1)- (3), (4)- (5), and the "partially" Markov model (12)-(13) -which will be specified below -are given in Figure 1 . 
II. TRIPL ET SHOR T M EMORY MARKOV MODELS

A. Filtering in a Short Memory Model
Let us consider the MMSHM model defined with (4)-(5). 
As a consequence,
11+I' Y1 polynomial in time.
Taking the expectation of (X"+I)' conditional on 
We have p( r: '+lly ;'+I) = '. (8) is verified. Finally, as R, is independent from~HI conditionally on (R I 
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hich is (9) and ends the proof.
B. Smoothing in a Short Memory Model
Let us consider a TMM (X,R,Y) defined with (4)- (5) [8] ); then p(rnlrn+I'Y~) is computed with (9).
Proposition 2 Let us consider a TMM (X,R,Y) defined with (4)-(5).
For each natural number m > 0, and each k == 1, ... , m , the 
Taking the expectation of both sides conditional on (Rn+I'~N) == (rn+I'YI N) , and using the fact that the noise W n+1
is independent from (Rn+I'~N), we have (10).
To show (11), we classically write p(x Ir y
, the last equality coming from r,
III. TRIPLET LONG MEMORY PARTIALLY MARKOV MODELS
A. Filtering in a Long Memory Model
Let us consider the following model introduced in [11] . Let (X:,RIN,~N) be the triplet of random sequences as above.
The core point of the model is that the distribution of the couple (Rt,~N) is the distribution of the "partially Markov
Gaussian chain" (PMGC) recently introduced in [8] Concerning the dependence graphs presented in Figure 1 , let us highlight that the main difference between the classical models of kind (a) and the models of kind (b) or (c) consists of the fact that in (a) the arrows go from X j , Xl' and x 3 to
Yj' Y 2' and Y 3 ' while in the models (b) and (c) they go from
Yj' Y2' and Y3 to x j ' x 2 ' and x3 • Let us also notice that (5) includes different "long memory"
distributions for p(yjNIr;N) , which are very useful in numerous situations [5] . Finally, the triplet (Xj N, Rj N,~N ) is said to be a "hidden 
Markov switching conditionally linear model" (HMSCLM) if E[(X n)kl':I'Y;] by (7), with C; =(k!)/(j!)(k-j)!, E[(X n
p n n+j' Yj~(r 1 n) (r Ir ) .
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The proof is analogous to the proof of the Proposition 1.
B. Smoothing in a Long Memory Model
Let us consider a HMSCLM (xt ,R j N ,~N) defined with (12)- (13), and let k > 0 be a natural fixed number. As in the previous section, the problem is to compute p(r,1Iy jN) and For example, we can consider the following model:
V. PARAM ETER ESTIMATION AND EXPERIM ENTS
The common point in the different models presented in the previous sections is that the distribution of the triplet Conditional Estimation" (ICE) as described in [4] . When (R :, J-; N) is a partially Markov chain with Gaussian p(ynrt) , all the parameters can still be estimated by ICE, as described in [8] . Thus we can consider "partially" unsupervised processing in both (4)- (5) (MMSHM) and (12)- (13) precision. In addition, some experiments based on the very simple model proposed in [9] show the interest of the new models with respect to the classical particle filtering based methods.
As perspectives, we can mention the study extensions of the different models to general Bayesian networks [7] . corresponding to p = 0.35, is presented in Figure 3 .
The presented results, and others experiments results we performed, show that the semi-unsupervised (21)-(23) based method always takes upper hand over the particle filtering based one.
