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a b s t r a c t
Mutual information can be used as a measure for the association of a genetic marker or
a combination of markers with the phenotype. In this paper, we study the imputation
of missing genotype data. We first utilize joint mutual information to compute the
dependence between SNP sites, then construct a mathematical model in order to find the
two SNP sites having maximal dependence with missing SNP sites, and further study the
properties of this model. Finally, an extension method to haplotype-based imputation is
proposed to impute the missing values in genotype data. To verify our method, extensive
experiments have been performed, and numerical results show that ourmethod is superior
to haplotype-based imputation methods. At the same time, numerical results also prove
jointmutual information can bettermeasure the dependence between SNP sites. According
to experimental results, we also conclude that the dependence between the adjacent SNP
sites is not necessarily strongest.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The genetic variation in DNA sequences has amajor impact on genetic disease and phenotypic difference. Among various
genetic variations, single nucleotide polymorphism (SNP) is themost common form, which has fundamental importance for
disease association and drug design.
Recent improvements in accessibility of high-throughput genotyping has attracted great deal of attention in disease
association and susceptibility studies [1]. A high density of SNPs [2] as well as massive genotype data has become publicly
available [3–5]. However, missing alleles are common in the genotype data. The missing data can cause ambiguities in
genotypes or haplotypes, and probably affect many SNP-based applications such as disease mapping. So far, there exist two
kinds of methods to deal with the missing data. One is to eliminate the elements that have missing values. The other refers
to estimating them using some given information. The former is called as ‘‘filtering’’, and the latter is called as ‘‘imputation’’.
If eliminated sites or samples have important effects on biological research or diseases, further SNP analysis or disease
association study may result in improper results. Hence, we focus on the imputation method.
At present, some methods have been presented to estimate missing data. Different methods have been proposed
for different data. For numerical data, such as gene expression data, the imputation methods of missing data have a
mean imputation method, i.e. the missing value is replaced with a mean value of other elements. There are also some
statistical methods for imputation, such as k-nearest neighborhood (KNN), single value decomposition (SVD), expectation
maximization (EM)-based, and Bayesian principal component analysis (BPCA) imputationmethod [6]. For themissing value
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imputation of genotype data, the major allele method is proposed. It is a simple and fast algorithm. However, this kind
of method has a serious defect of high error rate due to ignoring the characteristics of genotype data. Later, taking the
dependence between the adjoint SNP sites into account, somemethods have been proposed based on linkage disequilibrium
(LD) and haplotype information. By far, the methods based on LD and haplotype are most efficient for imputingmissing SNP
data [7].
In this paper, we apply mutual information (MI) theory to the imputation of missing genotype data. Joint mutual
information (JMI) is used to measure the dependence between SNP markers (or sites). Strong mutual information indicates
that there exists great dependence between the SNP markers. Accordingly, if the JMI of three SNP markers is great enough,
one of them can be imputed according to the other two SNPmarkers. Namely, amissing SNP value can be imputed according
to other SNPs.
This paper is organized as follows. The second section introduces some definitions of information theory. The third
section describes the formulation of the problem, establishes a mathematical model, proves the properties of the model,
and then proposes an extensionmethod to haplotype-based imputation based onmutual information theory and haplotype
information. In Section 4, extensive clinical data sets with various missing rates have been tested to verify our method.
Finally, conclusions are drawn in the last section.
2. Entropy and mutual information theory
In this section, we first briefly introduce some basic theory and concepts of mutual information [8,9], and then use it as
a measure of dependence between SNP markers.
Given a random variable X , its probability distribution is p(x) = Pr(X = x), x ∈ X . Then the entropy of X is defined by
H(X) = −
∑
x∈X
p(x) log2 p(x). (1)
Assume 0 log2 0 = 0. The entropy of a random variable can be used to measure the quantity of a random variable’s
uncertainty. The greater the entropy of a random variable is, the greater its uncertainty is. Simultaneously, the value of the
random variable is estimated accurately with less probability.
If a random variable Y is given, then the conditional entropy of random variable X is given as:
H(X |Y ) =
∑
y∈Y
p(y)H(X |Y = y)
=
∑
y∈Y
p(y)
[
−
∑
x∈X
p(x|y) log2 p(x|y)
]
= −
∑
y∈Y
∑
x∈X
p(x, y) log2 p(x|y). (2)
The conditional entropy H(X |Y ) indicates the entropy of X when random variable Y is given. Namely, H(X |Y ) is used to
show the uncertainty of random variable X if random variable Y is known.
Some concepts of entropy are the foundation of information theory. Based on these concepts, we introduce mutual
information. Mutual information represents the quantity of information that a random variable contains another random
variable. It is a measure of dependence between random variables. Given two random variables X and Y which satisfy the
condition: x, y ∼ p(x, y), mutual information is defined as
I(X; Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log2
p(x, y)
p(x)p(y)
. (3)
Obviously, mutual information of two random variables is symmetrical, that is, I(X; Y ) = I(Y ; X), and I(X; Y ) ≥ 0 [9]. If
random variables X and Y are independent, then I(X; Y ) = 0. From the definition of mutual information, we have
I(X; Y ) =
∑
x∈X
∑
y∈Y
p(x, y) log2
p(x, y)
p(x)p(y)
=
∑
x∈X
∑
y∈Y
p(x, y) log2
p(x|y)
p(x)
= −
∑
x∈X
∑
y∈Y
p(x, y) log2 p(x)+
∑
x∈X
∑
y∈Y
p(x, y) log2 p(x|y)
= −
∑
x∈X
p(x) log2 p(x)−
(
−
∑
x∈X
∑
y∈Y
p(x, y) log2 p(x|y)
)
= H(X)− H(X |Y ). (4)
170 Y. Wang et al. / Journal of Computational and Applied Mathematics 229 (2009) 168–174
From above formula, mutual information can be described as the reduction in entropy (or uncertainty) of one random
variable X given another random variable Y . Similarly, given three random variables X, Y and Z , their mutual information
is defined as
I(X, Y ; Z) = H(X, Y )− H(X, Y |Z)
=
∑
x∈X
∑
y∈Y
∑
z∈Z
p(x, y, z) log2
p(x, y, z)
p(x, y)p(z)
. (5)
Formula (5) is called as joint mutual information (In short, JMI) [9]. From this formula, we know that the JMI can be used
to show the reduction in uncertainty of two random variables given another random variable. According to the symmetry
of mutual information, I(X, Y ; Z) = I(Z; X, Y ) holds. Hence, JMI may also be described as the reduction in uncertainty of
the random variable Z given the two random variables X and Y . Namely, if X and Y are given, some information of Z can be
inferred by X and Y . According to the chain rule of mutual information, we have
I(X, Y ; Z) = I(X; Z)+ I(Y ; Z |X). (6)
Due to the non-negativeness of MI, we know that I(X, Y ; Z) ≥ I(X; Z) holds from the formula (6). From the formula (5),
we observe that the variables X and Y are symmetrical, that is, I(X, Y ; Z) = I(Y , X; Z). Similarly, I(X, Y ; Z) = I(Y , X; Z) ≥
I(Y ; Z). In conclusion, the JMI of the three variables X, Y and Z is greater than or at least equal to the MI of the two variables
X and Z or Y and Z .
3. Imputation problem of missing genotype data, mathematical model and an extension method to haplotype-based
imputation
In this section, we apply the mutual information theory to measure the dependence between SNP markers, then impute
the missing genotype data based on this kind of dependence.
3.1. Formulation of imputation problem
Suppose that there is a group of SNP genotype individuals with missing values, g1, g2, . . . , gm. Each individual is
composed of n SNP sites (or markers), denoted by S = {a1, a2, . . . , an}. If a pair of alleles at a SNP site is made up of two
identical alleles, we call this SNP site as homozygous site, denoted by 0 or 1 (0 denotes two wild type alleles, and 1 denotes
two mutant type alleles); if a pair of alleles at a SNP site is made up of two different alleles, we call it as heterozygous
site, denoted by 2; if a pair of alleles at a SNP site is missing, we call it as missing site, denoted by ‘-’. Accordingly, each
genotype individual can be denoted by gi = {gi1, gi2, . . . , gin} ∈ {0, 1, 2,−}n. More detailed concepts about SNP, genotype
and haplotype can be found in [10,11].
Using given genotype samples to construct an m × n SNP matrix G = (gij)m×n, gij ∈ {0, 1, 2,−}, each row corresponds
to a genotype individual, each column corresponds to a SNP site aj (j = 1, 2, . . . , n).
Each SNP site al (l = 1, 2, . . . , n) can be denoted by a vector random variable Xl (l = 1, 2, . . . , n) with realizations
xl ∈ {0, 1, 2}. Then the JMI of three variables Xi, Xj and Xk(or called JMI between the three SNP sites ai, aj and ak) is shown
as:
I(Xi, Xj; Xk) =
∑
xi∈Xi
∑
xj∈Xj
∑
xk∈Xk
p(xi, xj, xk) log2
p(xi, xj, xk)
p(xi, xj)p(xk)
(7)
where p(xi, xj, xk) denotes the probability of genotype individuals that the values xi, xj and xk exist in the three SNP sites
ai, aj and ak, simultaneously. From xl ∈ {0, 1, 2} (l = 1, 2, . . . , n) and the formula (7), we know that joint mutual
information between three SNP sites is only concerned with the genotype individuals that have no missing value at the
three SNP sites. In other words, the genotype individuals that have one or more missing values at the three SNP sites ai, aj
and ak should be excluded before calculating the JMI of the three variables Xi, Xj and Xk.
Joint mutual information is used to measure the dependence between three SNP sites. I(Xi, Xj; Xk) indicates the
dependence between the SNP sites ai, aj and ak. The stronger the JMI of three random variables Xi, Xj and Xk is, the stronger
the dependence between the three SNP sites ai, aj and ak. Hence, if there is a missing value at the kth SNP site, then the
missing value can be imputed according to the information of other two SNP sites that have strong dependence with ak.
Since each random variable corresponds to one site, we use random variable to represent the corresponding site. If Xi and Xj
are known, we can obtain some information of Xk according to the two SNP variables Xi and Xj by utilizing their dependence.
3.2. The establishment of mathematical model and its properties
In order to impute the missing SNP value at the site (or called missing SNP site) ak (k ∈ {1, 2, . . . ,N}), we first use joint
mutual information to calculate the dependence between any two SNP sites and ak, and find the two SNP sites having strong
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dependence with ak. Let X = {0, 1, 2}, and therefore a mathematical model can be constructed as follows.
P :
max I(Xi, Xj; Xk) =
∑
xi,xj,xk∈X
p(xi, xj, xk) log2
p(xi, xj, xk)
p(xi, xj)p(xk)
s.t. i, j ∈ {1, 2, . . . , n}
i, j 6= k
(8)
where p(xi, xj, xk) denotes the frequency of the genotype individuals that the values xi, xj and xk appear at the three SNP
sites ai, aj and ak, simultaneously,
∑
xi,xj,xk∈X p(xi, xj, xk) = 1.
Suppose that there are one ormoremissing values at the three sites ai, aj and ak for a genotype individual, thenwe should
not consider these individuals when calculating the JMI of Xi, Xj and Xk. The formula p(xi, xj, xk) = 0 means that the three
values xi, xj and xk do not exist in the three SNP sites simultaneously for all the remaining individuals. Hence, this case will
not be taken into account. Namely, if p(xi, xj, xk) = 0, then p(xi, xj, xk) log2 p(xi,xj,xk)p(xi,xj)p(xk) = 0 or 0 log2 0 = 0. If p(xi, xj) = 0
or p(xk) = 0, then p(xi, xj, xk) = 0, thereby p(xi, xj, xk) log2 p(xi,xj,xk)p(xi,xj)p(xk) = 0, that is, 0 log2 0/0 = 0. Especially, if there is no
individual left after excluding the genotype individuals with missing value at the one of three SNP sites ai, aj and ak, that is,
p(xi, xj, xk) = 0 for any xi, xj, xk ∈ {0, 1, 2}, then I(Xi, Xj; Xk) = 0.
Althoughmissing phenomenon is common in the experimental data, the missing rate is generally not very high for most
data sets. Hence, we can assume that the feasible region U = {(Xi, Xj)| i, j ∈ {1, 2, . . . , n} and i, j 6= k} is not empty.
Given a group of genotype samples with n SNP sites, there exist several properties for the model P .
Property 1. The number of feasible solutions in U is finite, denoted by |U|, and |U| = (n−1)(n−2)2 .
Proof. Suppose that there is at least a missing value at the kth SNP site ak for a group of genotype samples with n SNP
sites, then we should calculate the joint mutual information between ak and the other two SNP sites. There are C2n−1 kinds
of combinations totally. Namely, the number of feasible solutions is |U| = C2n−1 = (n−1)(n−2)2 . Due to 0 < n < +∞,
0 < |U| = (n−1)(n−2)2 < +∞ holds. That is, the number of feasible solutions is finite. 
Property 2. For any feasible solution (Xi, Xj) ∈ U, the objective function I(Xi, Xj; Xk) is bounded.
Proof. As mentioned above, if p(xi, xj, xk) = 0, then p(xi, xj, xk) log2 p(xi,xj,xk)p(xi,xj)p(xk) = 0. Otherwise, since p(xi, xj, xk) ≤ p(xi, xj),
we have
p(xi, xj, xk) log2
p(xi, xj, xk)
p(xi, xj)p(xk)
≤ p(xi, xj, xk) log2 1p(xk) .
And due to 0 < p(xi, xj, xk) ≤ p(xk) ≤ 1, let
σ1 = max{p(xi, xj, xk)|xi, xj, xk ∈ X, p(xi, xj, xk) 6= 0},
σ2 = min{p(xi, xj, xk)|xi, xj, xk ∈ X, p(xi, xj, xk) 6= 0},
there is
σ2 ≤ p(xi, xj, xk) ≤ σ1 (0 < σ2 ≤ σ1 ≤ 1),
then
1 ≤ 1
p(x)
≤ 1
σ2
.
Consequently
p(xi, xj, xk) log2
p(xi, xj, xk)
p(xi, xj)p(xk)
≤ p(xi, xj, xk) log2 1p(xk) ≤ σ1 log2
1
σ2
.
Let σ1 log2
1
σ2
= M(M is a positive real number). From above, we know p(xi, xj, xk) log2 p(xi,xj,xk)p(xi,xj)p(xk) ≤ M for any xi, xj, xk ∈{0, 1, 2}. And then
I(Xi, Xj; Xk) =
∑
xi,xj,xk∈X={0,1,2}
p(xi, xj, xk) log2
p(xi, xj, xk)
p(xi, xj)p(xk)
≤
∑
xi,xj,xk∈X={0,1,2}
M
≤ 3 ∗ 3 ∗ 3 ∗M = 27M.
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Obviously, the objective function I(Xi, Xj; Xk) is upper bounded. In addition, the JMI I(Xi, Xj; Xk) is lower bounded according
to the non-negativeness of mutual information [9] and the formula (6). In a word, the objective function I(Xi, Xj; Xk) is
bounded. 
Theorem 1. For any (Xi, Xj) ∈ U, there must exist a solution (X∗i , X∗j ) ∈ U such that I(X∗i , X∗j ; Xk) ≥ I(Xi, Xj; Xk).
Proof. From the Property 1 and the Property 2, we know that the number of feasible solutions |U| is finite, and that the
objective function is bounded for any feasible solution (Xi, Xj) ∈ U . Accordingly, there must be a feasible solution in U ,
denoted by (X∗i , X
∗
j ), such that its JMI is maximal. In other words, there is a solution (X
∗
i , X
∗
j ) such that I(X
∗
i , X
∗
j ; Xk) ≥
I(Xi, Xj; Xk) for any (Xi, Xj) ∈ U . 
3.3. An extension method to haplotype-based imputation
In this subsection, an imputation method for missing genotype data is proposed based on mutual information theory
and haplotype information. This method first uses joint mutual information to measure dependence between SNP sites,
then find the two SNP sites having strong dependence with missing SNP site, and finally impute the missing SNP site by
haplotype-based imputation method [7] based on EMmethod [12] and haplotype information.
Let S = {a1, a2, . . . , an}, then several definitions are given.
Definition 1. For any SNP site aj ∈ S, the left neighborhood of aj is a set composed of some SNP sites close to the site aj from
the left, denoted by ulj. Similarly, the right neighborhood of aj is a set composed of some SNP sites close to the site aj from
the right, denoted by urj .
Definition 2. For any SNP site aj ∈ S, its neighborhood refers to a set that consists of some SNP sites close to the site aj,
denoted by uj.
From above definitions, it is obvious that the neighborhood of a SNP site is thought as the combination of the left
neighborhood and the right neighborhood.
Definition 3. For any SNP site aj ∈ S, k-site left neighborhood is a set that consists of at most k SNP sites close to
the SNP site aj from the left, denoted by k-ulj, and k-u
l
j = {ai|0 < j − i ≤ k, 1 ≤ i ≤ n}. Similarly, k-site right
neighborhood refers to a set that consists of at most k SNP sites close to the SNP site aj from the right, denoted by k-urj ,
and k-urj = {ai|0 < i− j ≤ k, 1 ≤ i ≤ n}.
Definition 4. For any SNP site aj ∈ S, k-site neighborhood is a set that consists of all the SNP sites from k-site left
neighborhood and from k-site right neighborhood, denoted by k-uj, and k-uj = {ai| 0 < |i− j| ≤ k, 1 ≤ i, j ≤ n}.
Definition 5. Given a mapping: {0, 1} → {0, 1, 2} that satisfies a conflate rule ⊕: 0 ⊕ 0 = 0, 0 ⊕ 1 = 1 ⊕ 0 = 2 and
1⊕ 1 = 1, a pair of haplotypes h1 = {h11, h12, . . . , h1n} and h2 = {h21, h22, . . . , h2n} is called compatible with genotype g
if h1j ⊕ h2j = gj holds for any j ∈ {1, 2, . . . , n}, denoted by h1 ⊕ h2 = g .
From Definitions 3 and 4, we know that k-uj is the combination of two neighborhoods k-ulj and k-u
r
j , and |k-uj| ≤ 2k.
Especially, if j < k or n − j < k, then |k-ulj| < k or |k-urj | < k. Therefore |k-uj| < 2k. For example, if j = 5 and k = 6, then
k-ulj = {a1, a2, a3, a4}, that is |k-ulj| < k, hence, |k-uj| < k+ k = 2k.
This is followed by an extensionmethod to haplotype-based imputation. Themain idea is to find the two SNP sites having
maximal dependence with the missing SNP site utilizing the joint mutual information, then based on the haplotype-based
imputation method, impute the missing SNP site according to the information of the two SNP sites. If the SNP sites are very
distant, then the dependence between them should become weak. Hence, we only consider the SNP sites close to the target
SNP site (missing SNP site) when we calculate the dependence between the SNP site using the JMI in the following method.
The detailed steps are summarized as:
Step 0: Given anm× n genotype matrix G = (gij)m×n, and a SNP marker set S = {a1, a2, . . . , an}. Let i = 1, j = 1.
Step 1: If j > n, then stop; else go to step 2.
Step 2: If there exists l ∈ {1, 2, . . . ,m} satisfying glj = −, calculate jointmutual information, and then find two SNPmarkers
that have strong dependencewith the SNP site aj in k-uj, denoted by (XJ1 , XJ2) = argmax{I(Xj1 , Xj2; Xj)|j1 6= j2, j1 ∈ k-uj, j2 ∈
k-uj}.
Step 3: For three SNP markers aJ1 , aj and aJ2 , construct a 3-SNP genotype matrix G
∗: consider the three columns of matrix
G—the J1th, jth and J2th columns, and construct a matrix of them, denoted by G
′
, then eliminate the rows having missing
value ‘-’, finally obtain the matrix G∗.
Step 4: If i > m, let j = j+ 1 and i = 1, return to step 1; else go to step 5.
Step 5: If gij = −, go to step 7; else go to step 6.
Step 6: Let i = i+ 1, return to step 4.
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Table 1
The average accurate rate of five precincts for CEU population using two methods.
Rm ENm010 ENm013 ENr112 ENr123 ENr131
Hapl Ours Hapl Ours Hapl Ours Hapl Ours Hapl Ours
0.05 0.8010 0.8557 0.8825 0.8921 0.6722 0.7317 0.6497 0.7703 0.8356 0.8640
0.10 0.7923 0.8608 0.8735 0.8906 0.6771 0.7080 0.6633 0.7716 0.8299 0.8642
0.15 0.8035 0.8595 0.8824 0.8917 0.6510 0.6883 0.6573 0.7424 0.8229 0.8561
0.20 0.8188 0.8558 0.8780 0.8822 0.6607 0.6881 0.6710 0.7402 0.8110 0.8524
Table 2
The average accurate rate of five precincts for CHB population using two methods.
Rm ENm010 ENm013 ENr112 ENr123 ENr131
Hapl Ours Hapl Ours Hapl Ours Hapl Ours Hapl Ours
0.05 0.8396 0.9532 0.8837 0.9320 0.7297 0.8332 0.7603 0.8273 0.8713 0.9227
0.10 0.8637 0.9028 0.8890 0.9284 0.7429 0.8374 0.7696 0.8388 0.8220 0.9007
0.15 0.8667 0.9031 0.8986 0.9334 0.7375 0.8207 0.7889 0.8282 0.8790 0.9182
0.20 0.8556 0.9086 0.8958 0.9312 0.7449 0.7958 0.7829 0.8385 0.8617 0.9009
Table 3
The average accurate rate of five precincts for JPT population using two methods.
Rm ENm010 ENm013 ENr112 ENr123 ENr131
Hapl Ours Hapl Ours Hapl Ours Hapl Ours Hapl Ours
0.05 0.8776 0.9283 0.8514 0.9222 0.7624 0.8512 0.7744 0.8130 0.8083 0.8679
0.10 0.8520 0.9250 0.8537 0.8946 0.7702 0.8595 0.7749 0.8455 0.7940 0.8476
0.15 0.8694 0.8952 0.8630 0.9067 0.7531 0.8320 0.7691 0.8170 0.7956 0.8219
0.20 0.8759 0.8962 0.8599 0.8899 0.7317 0.8308 0.7807 0.8064 0.8062 0.8319
Step 7: Let g
′
i = {giJ1 , gij, giJ2}.
Step 8: Determine the common haplotype set H∗ of G∗ by EM method, and calculate the frequencies of the common
haplotypes Pr = {pabc |a, b, c ∈ {0, 1}}, where pabc denotes the frequency of haplotype h = {a, b, c} in H∗ which may
still be denoted by ph∗ .
Step 9: Find a pair of haplotypes (h0, h1) satisfying the phasing rule h0 ⊕ h1 = g ′i with maximal likelihood, i.e. (h0, h1) =
argmax{ph0 · ph1 | h0 ⊕ h1 = g ′i }.
Step 10: Impute SNPmissing value gij. Based on the obtained haplotype pair (h0, h1) andDefinition 5, infer the corresponding
genotype, and then replace it with g
′
i .
Step 11: Let i = i+ 1, return to step 5.
4. Numerical results
In this section, we select randomly five precincts from the ENCODE precincts [2] to verify our method—an extension
method for imputation ofmissing genotype. ENCODE precincts serve as the foundation to test and evaluate the effectiveness
and efficiency of different methods. In order to evaluate ourmethod and compare it with the othermethod, we use identical
criteria—accurate rate Rt , and
Rt = NtN
where N denotes the number of missing SNP markers, Nt denotes the number of SNP markers for accurate imputation.
For the selected five precincts, experimental tests are performed. These precincts are ENm010, ENm013, ENr112, ENr123
and ENr131 of all the four populations CEU, CHB, JPT and YRI, separatively. For each precinct, select randomly 50 adjacent
SNP sites as a group of samples. This kind of operation is performed 100 times, and then obtain 100 groups of samples.
We first exclude the genotype individuals with missing value from sample data, then generate randomly four instances for
each group of data according to the parameter settings: missing rate Rm = 0.05, 0.1, 0.15, 0.2. The detailed process is to
add some missing values into sample data composed of those genotype individuals without missing SNPs. In other words,
we transform SNP values into missing values according to the missing rate. Accordingly, 400 instances are generated for all
the samples. The average results of 100 groups of sample data are summarized in the Tables 1–4 by using two methods—
our extension method and haplotype-based imputation method. In the four tables, ‘Hapl’ represents the haplotype-based
imputation method, ‘Ours’ represents the extension method to haplotype-based imputation. In this paper, we use the same
instances to test the two methods, and utilize the accurate rate Rt to measure and compare the two methods.
From the numerical results, we observe that our method can always obtain better results than the haplotype-based
imputation method, thus proving that our method is very efficient. We also observe that the average accuracy rates by our
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Table 4
The average accurate rate of five precincts for YRI population using two methods.
Rm ENm010 ENm013 ENr112 ENr123 ENr131
Hapl Ours Hapl Ours Hapl Ours Hapl Ours Hapl Ours
0.05 0.9169 0.8962 0.7932 0.8183 0.7175 0.8195 0.8002 0.8325 0.7916 0.8411
0.10 0.8762 0.8881 0.7965 0.8139 0.7322 0.8107 0.7955 0.8250 0.7974 0.8352
0.15 0.8765 0.9138 0.7023 0.7587 0.7348 0.7966 0.8000 0.8383 0.7792 0.8306
0.20 0.8835 0.9049 0.7419 0.7477 0.7264 0.7849 0.7876 0.8194 0.7708 0.8096
method increase by 5%–6%, and for some precincts even increase by 13%, such as the ENr123 precinct of CEU population.
This indicates the efficiency of our method and further proves that JMI can measure the dependence between SNP sites
effectively.
5. Conclusion
Currently, there is little research about the imputation of missing values for genotype data. Most efficient methods are
those utilizing linkage disequilibrium and haplotype information. In this paper, we study the imputation of missing SNP
genotype data by usingmutual information theory. In [9], themutual information is used as ameasure for the association of
a geneticmarker or a combination ofmarkerswith the phenotype. This paper utilizesmutual information theory tomeasure
dependence between SNP sites. In our method, we first find the two SNP sites having a strong dependence with the missing
SNP site, and then impute the missing values based on an EMmethod and haplotype information.
Extensive experimental results show that our method is more effective than haplotype-based imputation, which also
illustrate the effectiveness and the feasibility of jointmutual information as ameasure of the dependence between SNP sites.
At the same time, we conclude that it is not necessary for the dependence between adjacent SNP sites to be the strongest.
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