Abstract. Accurate localization of prostate in CT images plays an important role in image guided radiation therapy. However, it has two main challenges. The first challenge is due to the low contrast in CT images. The other challenge is due to the uncertainty of the existence of bowel gas. In this paper, a learning based hierarchical framework is proposed to address these two challenges. The main contributions of the proposed framework lie in the following aspects: (1) Anatomical features are extracted from input images, and the most salient features at distinctive image regions are selected to localize the prostate. Regions with salient features but irrelevant to prostate localization are also filtered out. (2) An image similarity measure function is explicitly defined and learnt to enforce the consistency between the distance of the learnt features and the underlying prostate alignment. (3) An online learning mechanism is used to adaptively integrate both the inter-patient and patient-specific information to localize the prostate. Based on the learnt image similarity measure function, the planning image of the underlying patient is aligned to the new treatment image for segmentation. The proposed method is evaluated on 163 3D prostate CT images of 10 patients, and promising experimental results are obtained.
Introduction
External beam radiation therapy is a major treatment method for prostate cancer and it consists of the planning stage and treatment stage. During the planning stage, the planning image is obtained from the patient. The prostate is then manually delineated in the planning image and a specific treatment plan is designed. In the daily treatment stage, a new treatment image is obtained from the patient and the prostate is localized such that the treatment plan designed in the planning image can be adjusted accordingly and applied to the patient. Therefore, the key to the success of external beam radiation therapy lies in the accurate localization of prostates.
However, accurate localization of prostates in CT images is a challenging task due to the two main issues. The first issue is due to the low image contrast, which is illustrated by Figures 1 (a) and (b) . Figure 1 (a) is a slice obtained from a 3D prostate CT image, and the prostate boundary delineated by the clinical expert is shown by the red contour in Figure 1 (b). It can be observed that the contrast between the prostate and its surrounding tissues is low and no obvious boundary can be identified. The other issue is due to the uncertainty of the existence of bowel gas. Figure 1 (c) is a slice obtained from a 3D prostate CT image of the same patient but from a different treatment day. It can be observed that the existence of bowel gas in Figure 1 (c) changes the image appearance significantly. In order to address these two issues, many novel approaches have been proposed. For instance, profile based features and region based features are used in [1, 2] to localize the prostate, and Davis et al. [3] proposed a deformable image registration based prostate segmentation method by combining a deflation algorithm to deal with the bowel gas area. In this paper, we propose a learning based framework for automatic prostate localization in CT images. The proposed method extracts anatomical features from input images, and adaptively learns the best features at distinctive image regions to localize the prostate. Regions with salient features but irrelevant to localize the prostate such as regions filled with bowel gas are automatically filtered out. An online update mechanism is adopted to adaptively combine both the inter-patient and patient-specific information during the learning process. The alignment is performed in a hierarchical manner by first estimating the translational transformation and then estimating the deformable transformation from the planning image to the treatment image. The proposed method is evaluated on 163 3D prostate CT images of 10 patients; The experimental results show that high segmentation accuracy can be achieved by the proposed method and outperforms the state-of-the-art prostate segmentation algorithms.
Methodology

Preprocessing
In the preprocessing step, we remove the whole-body rigid motion of each patient in the planning and treatment images. More specifically, during this step the planning and treatment images are thresholded such that only the bone structure (i.e., the pelvis, which remains fixed) is visible. Then the bone structure in each treatment image is rigidly aligned to the bone structure in the planning image. After the bone alignment process, the remaining prostate shape differences between the planning and treatment images are mainly caused by the prostate motion.
Optimal Transformation Estimation for Training Set
After the bone alignment process, we need to obtain the optimal transformation from each training image to the planning image of the underlying patient to learn the similarity measure function in later stages. The training set contains both the inter-patient images as well as the available patient-specific treatment images. We denote each training image as I i (i = 1, ..., N ). Moreover, for each training image, its corresponding segmentation groundtruth S i (i = 1, ..., N ) is also available. We also denote the planning image of the current patient as I plan and its segmentation groundtruth as S plan . The optimal transformation to align each training image to the planning image of the current patient can be obtained by registering the binary images S i to S plan , and denote the corresponding estimated optimal transformation parameter as θ i (i = 1, ..., N ). In the proposed hierarchical framework, we first estimate the optimal translational transform parameters and then estimate the optimal deformable transform parameters.
Combination of Inter-patient and Patient-Specific Information
The contributions of the inter-patient information and patient-specific information in the training stage should be dynamically changed. Initially, when only the planning image of the current patient is available, more weights should be assigned to the inter-patient information. As more treatment images of the current patient are segmented and collected in the training set, the patient-specific information should play an increasing role as intuitively it can capture the patientspecific prostate shape variations more accurately.
In this paper, the weight of the patient-specific information ω intra is determined by a modified sigmoid function based on the current number q of available patient-specific treatment images in the training set. It is defined in Equation 1:
The weight for the inter-patient information ω inter can be calculated as 1−ω intra . The determined weights ω intra and ω inter will be used in later steps.
Feature Extraction and Training Sample Enrichment
In this paper, we use anatomical features as signature for each voxel to characterize the image appearance. More specifically, 14 multi-resolution Haar wavelet feature [4] , 9 histogram of gradient (HOG) feature [5] and 30 local binary pattern (LBP) feature [6] are extracted from a small W × W window centered at each voxel. In this paper, we set W = 21. Therefore, each voxel is represented by a 53 (14 + 9 + 30) dimensional feature signature. In order to ensure the robustness of the learning process, sufficient number of training images should be used. However, on the other hand, to make our method practical in clinical application, the number of training images used should also be minimized. Therefore, in this paper, a simulation strategy in [7] is adopted to enrich the number of training images. Specifically, new training samples can be simulated based on Equation 2:
whereÎ j i denotes the jth simulated image generated from the ith training image I i . θ i is the optimal transformation parameter for I i estimated in Section 2.2, and It should be noted that in the deformable transformation estimation step, θ i has huge degrees of freedom. To lower the computational cost, we need to reduce the number of degrees of freedom in θ i for this step. In this paper, the weighted PCA is applied to the training set based on ω inter and ω intra . Denote the resulting top t eigenvalues as λ h (h = 1, ..., t), with their corresponding eigenvectors e h , the original transformation parameter vector θ i can be approximated as:
whereθ denotes the mean parameter vector of θ i (i = 1, ..., N ), and c i h is the coefficient of θ i projected on the hth eigenvector e h . In this paper, it is found that t = 5 is generally sufficient to accurately approximate θ i , which can contribute over 80% of the cumulative energy of the original deformable transformation.
Feature Selection
The next step of our method to select the most informative features at distinctive image regions to localize the prostate. The most straight forward solution is to select the features which have the highest correlation coefficients with the Dice ratio measure based on the training set. However, the Dice ratio is an implicit function with respect to the transformation parameters and has many local maxima. In order to overcome this problem, an explicit similarity measure function which has simpler form than the implicit Dice ratio measure function yet be able to reflect the overlap degrees of the current segmented prostates is defined by Equation 4:
where the first term D(S plan , T (S i , θ i )) denotes the Dice ratio between the prostate in the planning image and the prostate in the aligned training image of I i . The second term is an exponential function and Σ is a diagonal matrix whose diagonal elements are variances of the transformation parameters learnt from the training images. Thus the defined similarity function is a weighted Gaussian function. For simplicity, we denote the defined similarity function as the Gaussian score function in this paper.
The feature selection process is performed based on the defined Gaussian score function in Equation 4 . Note that the feature map calculated for each training image in Section 2.4 encodes two pieces of information: feature value f i of feature type i (i = 1, ..., 53) and voxel location x j (j = 1, ..., M ), where M is the number of voxels in the image. Thus the signature of each voxel is a pair (f i , x j ). For a given feature type i and a given voxel location x j , a distance vector can be obtained for (f i , x j ) based on all the simulated images:
is the number of simulated images generated from the kth training image defined in Equation 2. The corresponding Gaussian score vector can be constructed by Equation 5:
Therefore, the most salient features at the most distinctive image regions can be determined by selecting the pairs (f i , x j ) with the largest correlation coefficients with G. Figure 2 shows examples of the selected distinctive regions, and it can be observed that regions with salient features but irrelevant to the localization of prostate such as regions filled with bowel gas are automatically filtered out.
Image Similarity Function Learning
Suppose there are m pairs of (f, x) selected in Section 2.5, denote them as (f n ,x n ), where n = 1, ..., m. For each simulated training imageÎ j i , its corresponding feature distance vector is: ) from all the simulated training images. Grid search is performed to determine the optimal kernel parameters in SVR.
Predict Optimal Transformation for New Treatment Images
After learning the image similarity measure function Φ in Section 2.6, we can use Φ to estimate the optimal transformation to align the new incoming treatment image I new to the planning image of the current patient. Similar to Section 2. 
Experimental Results
In this section, we evaluate the proposed method on a 3D CT prostate dataset consisting of 10 patients. Each patient has more than 10 CT scans. There are 163 images in total. Each image has in-plane resolution of 512 × 512, with voxel size 0.98 × 0.98 mm 2 and the inter-slice voxel size 3 mm. The manual segmentation results provided by clinical experts are also available for each image.
The segmentation accuracy is evaluated based on two quantitative measures: The centroid distance and the Dice ratio between the estimated prostate and the manual segmented prostate. The Dice ratio between two segmented volumes S 1 and S 2 is defined as DSC(S 1 , S 2 ) = 2|S1∩S2| |S1|+|S2| . The box and whisker plots of the centroid distances with and without using the online update mechanism are given in Figure 3 . Without using the online . 3 . Centroid distance between the estimated prostate volume and the manually segmented prostate volume (a) without using the online update mechanism, and (b) with the online update mechanism. The horizontal lines in each box represent the 25th percentile, median, and 75th percentile respectively. The whiskers extend to the most extreme data points.
updated mechanism means only the inter-patient information is adopted to segment each treatment image of the underlying patient, which is the most challenging case. It can be observed in Figure 3 (a) that even in the most challenging case, the proposed method can still achieve high prostate localization accuracy (i.e., for all the patients, the 25th and 75th percentiles of the centroid distances are within 1 mm error). Moreover, by using the online update mechanism, the centroid distance can be further minimized as illustrated in Figure 3 (b).
The average values and standard deviations of the Dice ratios for each patient are listed in Table 1 . It can be observed that the proposed method achieves high segmentation accuracies (i.e., above 85% of the Dice ratio for each patient) even in the case that only the planning image of the current patient is available to segment each treatment image, and the segmentation accuracy can be further improved with the online update mechanism. It is also compared with two stateof-the-art prostate segmentation algorithms proposed by Davis et al. [3] and Feng et al. [8] and the average Dice ratios of different approaches are listed in Table  2 . It can be observed that the Dice ratio of the proposed method is significantly higher than Davis's method [3] , and the standard deviation of the Dice ratios of the proposed method is lower than Feng's approach [8] .
To visualize the segmentation accuracy of the proposed method, Figure 4 shows a typical segmentation result of the proposed method. In Figure 4 , the black contours and the white contours are the prostate boundaries determined by the clinical expert and the proposed method respectively. It can be observed that the prostate boundaries estimated by the proposed method are very close to those delineated by the clinical expert even in the cases of the presence of bowel gas, which implies the robustness of the proposed method. Table 1 . Mean and standard deviations of the Dice ratios of each patient. PA i denotes the ith patient. BA denotes before alignment. WU and WOU denote the proposed method with and without using the online update mechanism respectively. The highest value of the Dice ratio is bolded. 
Conclusion
In this paper, we propose a new learning based framework for accurate localization of prostate in CT images. In the proposed framework, each input image is represented by anatomical feature maps, and a feature selection process is performed to determine the most salient features at distinctive image regions to localize the prostate. The underlying feature selection process also automatically filters the regions with salient features but irrelevant to the localization of prostates such as regions filled with bowel gas. An explicit image similarity measure is defined and learnt to avoid the local maxima problem. An online update mechanism is also adopted to adaptively combine the inter-patient information and patient-specific information in the learning stage. It is demonstrated that the proposed method can achieve high prostate segmentation accuracies in CT images and outperforms state-of-the-art prostate segmentation algorithms. Most importantly, the proposed method is highly flexible in clinical application as high segmentation accuracies can be achieved even in the case that only the planning image of the underlying patient is available.
