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CLASSES DE NEVANLINNA
SUR UNE INTERSECTION D’OUVERTS
STRICTEMENT PSEUDOCONVEXES
Chantal Menini
Abstract
On a finite intersection of strictly pseudoconvex domains we define
two kinds of natural Nevanlinna classes in order to take the growth
of the functions near the sides or the edges into account. We give a
sufficient Blaschke type condition on an analytic set for being the
zero set of a function in a given Nevanlinna class. On the other
hand we show that the usual Blaschke condition is not necessary
here.
Introduction
La croissance d’une fonction holomorphe est lie´e a` la re´partition de
ses ze´ros. Dans cet article, nous nous interessons a` ce lien pour des fonc-
tions de classes de Nevanlinna mais commenc¸ons par rappeler quelques
re´sultats concernant ces classes.
Une fonction holomorphe sur Ω, ouvert de Cn a` frontie`re re´gulie`re, est
dite dans la classe de Nevanlinna N(Ω) si
sup
ε>0
∫
∂Ωε
ln+
∣∣f ∣∣ dSε < +∞
ou` Ωε est l’ensemble des points de Ω a` la distance au moins ε du bord
de Ω.
Si F est dans N(Ω) alors le courant d’inte´gration sur l’ensemble des
ze´ros X =
{
F = 0
}
, ΘX = iπ ∂∂ ln |F |, satisfait la condition de Blaschke∫
Ω
δΘX ∧ β
n−1
(n− 1)! < +∞
avec δ(z) = dist(z, ∂Ω) et β = i2 ∂∂|z|2.
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Henkin [Hen] et Skoda [Sko] ont prouve´ que lorsque l’ouvert Ω est
strictement pseudoconvexe la re´ciproque est vraie. C’est a` dire qu’e´tant
donne´ un courant d’inte´gration ΘX sur un ensemble analytique de di-
mension n−1 qui satisfait la condition de Blaschke, il existe une fonction
holomorphe F dans N(Ω) solution de i ∂∂ ln |F | = ΘX .
En fait, il suffit de trouver une solution plurisousharmonique W , a`
l’e´quation i ∂∂ car la re´solution de ln |F | = W ne de´pend que de con-
ditions topologiques sur Ω. Ainsi on ge´ne´ralise la notion de classe de
Nevanlinna aux fonctions plurisousharmoniques et la condition de
Blaschke aux (1, 1) courants positifs et ferme´s.
Une telle caracte´risation pour Ω ouvert de type fini de C2 a e´te´ donne´e
par Chang, Nagel et Stein [C.N.S]. Pour C3, une premie`re e´tape a e´te´
franchie par Charpentier et Dupain [C.D] avec l’estimation des coeffi-
cients tangents d’un courant positif et ferme´.
Pour le bidisque la classe de Nevanlinna naturelle est de´finie par la
condition
sup
0<r<1
∫
T 2
ln+
∣∣f(rz)∣∣ dσ(z) < +∞.
Charpentier [Cha] et Andersson [And] ont donne´ des conditions suf-
fisantes d’appartenance a` cette classe et ce dernier a caracte´rise´ des
classes de Nevanlinna a` poids dans le polydisque.
Dans notre e´tude nous prenons pour Ω un ouvert de Cn qui est l’in-
tersection transverse de N ouverts strictement pseudoconvexes, e´toile´s
par rapport a` 0 et a` bords re´guliers. Ils sont de´finis par :
Ωi =
{
z ∈ Cn ∣∣ ρi(z) < 0},
avec ρi fonction strictement plurisousharmonique et C2 ou C3 sur un
voisinage de Ωi, dρi = 0 dans un voisinage de ∂Ωi.
Nous de´finissons sur Ω la fonction ρ par 1/ρ =
∑N
i=1 1/ρi, elle a la
meˆme re´gularite´ que les fonctions ρi; elle se comporte comme la distance
a` la frontie`re et est strictement plurisousharmonique sur Ω. Ainsi, pour
tout ε > 0 les ouverts Ωε =
{
z ∈ Ω ∣∣ ρ(z) < −ε} sont strictement
pseudoconvexes et de fonctions de´finissantes ρε = ρ+ ε.
Nous nous interessons a` deux classes de Nevanlinna
De´finition. Nous dirons qu’une fonction, W , plurisousharmonique
sur Ω, appartient a` la classe de Nevanlinna
N1(Ω) si ‖W+‖N1(Ω,ρ) def= sup
ε>0
∫
∂Ωε
W+i ∂ρ ∧ βn−1< +∞,a)
N2(Ω) si ‖W+‖N2(Ω,ρ) def= sup
ε>0
∫
∂Ωε
W+i ∂ρ ∧ (i ∂∂ρ)n−1< +∞.b)
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Le premier proble`me qui se pose est de savoir si, comme dans le cas
strictement pseudoconvexe, le fait qu’une fonction soit dans N1(Ω) im-
plique que Θ = i ∂∂W satisfasse la condition de Blaschke; la re´ponse est
non.
Le deuxie`me proble`me est de trouver des conditions suffisantes sur un
(1, 1) courant Θ pour que l’e´quation i ∂∂W = Θ admette une solution
dans l’une des classes de Nevanlinna.
Une condition suffisante pour qu’une solution soit dans la classe N1(Ω)
est
The´ore`me A. Si le (1, 1)-courant positif et ferme´ Θ ve´rifie
∫
Ω
−ρ i ∂∂ρ ∧Θ ∧ βn−2 < +∞,
alors il existe une fonction plurisousharmonique W dans la classe de
Nevanlinna N1(Ω), solution dans Ω de l’e´quation i ∂∂W = Θ.
Pour qu’une solution du i ∂∂ soit dans la classe N2(Ω), nous ne savons
de´terminer une condition suffisante que lorsque Ω est l’intersection de
deux domaines
The´ore`me B. Supposons que le (1, 1)-courant positif et ferme´ Θ ve´-
rifie
∫
Ω
−ρΘ ∧ βn−1 < +∞,
∫
Ω
i ∂ρj ∧ ∂ρj ∧Θ ∧ βn−2 < +∞ (j = 1, 2),
et pour n ≥ 3
∫
Ω
−1
ρ
(
ρ
ρ1
)3 (
ρ
ρ2
)3
i ∂ρ1 ∧ ∂ρ1 ∧ i ∂ρ2 ∧ ∂ρ2 ∧Θ ∧ βn−3 < +∞.
Alors il existe une fonction plurisousharmonique W dans la classe de
Nevanlinna N2(Ω), solution dans Ω de l’e´quation i ∂∂W = Θ.
Pour re´soudre l’e´quation i ∂∂W = Θ nous re´solvons les e´quations
i dw = Θ et ∂U = w0,1 ou` w0,1 est la composante de bidegre´ (0, 1)
de w. Alors W = U + U est solution de i ∂∂W = Θ.
Nous re´solvons le ∂ avec les noyaux a` poids de Berndtsson et Andersson
[B.A], le choix du poids de´pendant de la classe dans laquelle nous voulons
trouver notre solution.
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Pour de´terminer une solution du i ∂∂ dans N1(Ω), nous re´solvons
i dw = Θ avec l’homotopie de Poincare´. Pour le cas de N2(Ω), nous
prenons une famille d’homotopies de´pendant d’un parame`tre r et telles
que pour tout r ∈ [0, 1], i dwr = Θ. Ainsi, w =
∫ 1
0
wr dr sera une solution
de i dw = Θ satisfaisante pour notre proble`me.
Le reste du travail consiste a` estimer “convenablement” ces solutions.
Le plan ge´ne´ral est le suivant. Dans le paragraphe I nous ve´rifions
quelques proprie´te´s e´le´mentaires satisfaites par ρ et construisons un
contre-exemple a` ce que la condition de Blaschke soit ne´ce´ssaire. Une
solution de ∂U = w0,1 est construite dans le paragraphe II et l’on en
donne une estimation lorsque w est de classe C1. Le paragraphe III
consiste en la constrution d’une solution de i dw = Θ et son estimation
lorsque Θ est de classe C2, puis apre`s une re´gularisation nous e´tablissons
le The´ore`me A. Dans le paragraphe IV nous suivons les meˆmes e´tapes
que dans les paragraphes II et III et obtenons le The´ore`me B.
Ces re´sultats repre´sentent la partie essentielle de la the`se de l’auteur
[Men] ou` le lecteur pourra trouver plus de de´tails sur des estimations
qui n’ont pas leur place ici.
Je remercie L. Gruman pour l’aide permanente qu’il m’a apporte´e lors
de ces travaux.
I. Pre´liminaires
Nous nous donnons N (N ≥ 2) domaines Ωi strictement pseudocon-
vexes de Cn, e´toile´s par rapport a` 0, borne´s et a` frontie`re C2 re´gulie`re.
ρi de´signera la fonction de´finissante de Ωi et sera C2 et strictement
plurisousharmonique sur un voisinage de Ωi. Posons
Ω =
N⋂
i=1
Ωi,
1
ρ
=
N∑
i=1
1
ρi
,(1.1)
∀ε > 0, Ωε = {z ∈ Ω
∣∣ ρε(z) = ρ(z) + ε < 0},(1.2)
(1.3) ∀I⊂{1, . . . , N}, SI = {z ∈ Cn | ρi(z)=0 ∀i∈I, ρk(z)<0 ∀k /∈I},
∀δ > 0, Uδi = {ρi(z) < δ}, V δi = {−δ < ρi(z) < δ},(1.4)
Ω˜k = {z ∈ Ω
∣∣ −ρk(z) = inf
1≤i≤N
−ρi(z)}.(1.5)
L’intersection, Ω =
⋂N
i=1 Ωi, est suppose´e transverse, c’est a` dire qu’il
existe δ > 0 tel que pour tout l ∈ {1, . . . , N}, pour toute suite 1 ≤ i1 <
i2 < . . . < il ≤ N , les 1-formes dρi1 , dρi2 , . . . , dρil sont R-line´airement
inde´pendantes en tout point de V δi1 ∩ V δi2 ∩ . . . ∩ V δil .
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Lemme 1.1. Soit ρ la fonction de´finie en (1.1), alors
(1) ρ est C2 et strictement pseudoconvexe sur Ω. De plus, les valeurs
propres de sa matrice Hessienne sont minore´es sur Ω par une
constante strictement positive.
(2) ∂ρ =
N∑
j=1
(
ρ
ρj
)2
∂ρj.
(3) i ∂∂ρ−2
ρ
i ∂ρ∧∂ρ =
N∑
j=1
((
ρ
ρj
)2
i ∂∂ρj − 2
ρj
(
ρ
ρj
)2
i ∂ρj ∧ ∂ρj
)
.
(4) Il existe deux constantes strictement positives C1 et C2, telles que
pour tout z de Ω, C1 dist(z, ∂Ω) ≤ − ρ(z) ≤ C2 dist(z, ∂Ω).
Preuve:
(1) Pour N = 2, ρ = ρ1ρ2ρ1+ρ2 et en tant que courant i ∂∂ρ est minore´
par (
ρ2
ρ1 + ρ2
)2
i ∂∂ρ1 +
(
ρ1
ρ1 + ρ2
)2
i ∂∂ρ2
qui est bien un (1, 1)-courant strictement positif. Puis nous concluons
par re´currence.
(2) et (3) s’obtiennent apre`s un calcul imme´diat.
(4) Il suffit de remarquer que sur Ω,
1
N
inf
1≤i≤N
(−ρi) ≤ −ρ ≤ inf
1≤i≤N
(−ρi)
et comme −ρi est comparable a` la distance a` ∂Ωi, nous avons l’ine´galite´
souhaite´e.
Remarque. ρ est “presque” une fonction de´finissante de Ω puisqu’elle
est C2, plurisousharmonique sur Ω et se comporte comme la distance a`
la frontie`re. Ce serait une vraie fonction de´finissante si elle e´tait de´finie
sur un voisinage de Ω. Par contre, pour tout ε > 0, ρε = ρ + ε est une
fonction de´finissante pour Ωε.
De´finition 1.2. Nous dirons qu’une fonction, W , plurisousharmoni-
que sur Ω, appartient a` la classe de Nevanlinna
a) N1(Ω, ρ) si ‖W+‖N1(Ω,ρ) def= sup
ε>0
∫
∂Ωε
W+i ∂ρ ∧ βn−1 < +∞,
b) N2(Ω, ρ) si ‖W+‖N2(Ω,ρ) def= sup
ε>0
∫
∂Ωε
W+i ∂ρ ∧ (i ∂∂ρ)n−1 < +∞,
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avec W+ = sup(W, 0).
Remarque. ρ e´tant C2, plurisousharmonique sur Ω et dρ = 0 dans un
voisinage de ∂Ω, les 2n − 1 formes volumes i ∂ρ ∧ βn−1∣∣
∂Ωε
et
i ∂ρ ∧ (i ∂∂ρ)n−1∣∣
∂Ωε
induisent des mesures positives porte´es par ∂Ωε
(cf. [Dem 1, Chap. 3]).
Lemme 1.3. Soit ρ la fonction d’exhaustion de´finie par (1.1).
Soit ρ˜ : Ω → [−∞, 0[, une fonction plurisousharmonique, continue,
exhaustive telle qu’il existe λ1, λ2 > 0 avec λ1 ρ˜ ≤ ρ ≤ λ2 ρ˜ sur Ω. Alors
N1(Ω, ρ) = N1(Ω, ρ˜), N2(Ω, ρ) = N2(Ω, ρ˜).
Nous noterons alors les classes de Nevanlinna N1(Ω) ou N2(Ω).
Preuve: Pour N2(Ω) cela de´coule directement d’une preuve de
J. P. Demailly [Dem 2, p. 528]. Pour N1(Ω), nous la calquons en
remplac¸ant la mesure µϕ,r = (d dcϕ)n−1 ∧ dcϕ
∣∣
{ϕ=r} par mϕ,r = ∂ϕ ∧
βn−1
∣∣
{ϕ=r}.
Remarque. On peut montrer que lorsque W est dans N1(Ω) la limite
admissible de W+ est dans L1(Sj) (1 ≤ j ≤ N). Par contre la classe
N2(Ω) tient compte des “coins” du domaine, en particulier lorsque Ω =
Ω1∩Ω2 (seul cas ou` nous savons e´tablir une condition suffisante), on peut
montrer que si W est dans N2(Ω) W+(t ·)i∂ρ1 ∧ i∂ρ2 ∧ βn−2 converge
faiblement, lorsque t croit vers 1, vers une mesure borne´e sur S12.
Comme dans le cas strictement pseudoconvexe [Sko], [Hen], on peut
penser que si une fonction plurisousharmonique W est dans N1(Ω) (la
Classe de Nevanlinna la moins restrictive pour notre proble`me) alors
Θ = i ∂∂W satisfait la Condition de Blaschke∫
Ω
dist(· , ∂Ω) Θ ∧ βn−1 < +∞.
Ce n’est plus vrai comme le contre-exemple suivant, pour l’intersection
de deux boules dans Cn, va nous le montrer.
Pour p un entier fixe´ supe´rieur ou e´gal a` deux, nous posons
(1.6)
D1 =
{
z ∈ C ∣∣ ∣∣∣∣z − cos π2p
∣∣∣∣ < 1
}
,
D2 =
{
z ∈ C ∣∣ ∣∣∣∣z + cos π2p
∣∣∣∣ < 1
}
.
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Lemme 1.4. Soit D = D1 ∩D2, une transformation conforme F de
D dans U = {z ∈ C ∣∣ |z| < 1} est donne´e par
(1.7) ∀z ∈ D, F (z) = i
(
z + i sin π2p
)p
−
(
i sin π2p − z
)p
(
z + i sin π2p
)p
+
(
i sin π2p − z
)p .
Preuve:
1e e´tape. D est envoye´ sur le secteur angulaire de´limite´ par la demi-
droite [0, x) et une demi-droite formant un angle de π/p avec celle-ci,
Z1 = −eiπ/2p z+i sin
π
2p
z−i sin π2p .
2e e´tape. Le secteur angulaire est envoye´ sur le demi-plan supe´rieur,
Z2 = Z
p
1 .
3e e´tape. Le demi-plan supe´rieur est envoye´ sur le disque unite´, Z3 =
i Z2−iZ2+i = F (z).
Lemme 1.5. Posons pour tout entier k supe´rieur a` deux
(1.8) apk = sin
π
2p
−
(
1
k
) 1
p−1
.
Alors
(i) la fonction fp de´finie sur D par
(1.9) fp(z) =
∞∏
k=2
(
F (i apk)− F (z)
1− F (i apk) · F (z)
· |F (i a
p
k)|
F (i apk)
)
est holomorphe et majore´e en module par 1 sur D.
(ii)
∑
k≥2
(
1−
∣∣∣∣i apk − cos π2p
∣∣∣∣
2)p−1
= +∞.
Preuve:
(i) D’apre`s le Lemme 1.5, fp ◦F−1(z) est le produit de Blaschke sur U
qui a pour ze´ros
{
F (i apk)
}
k≥2, il suffit d’e´tablir que
∑
k≥2
(
1−|F (i apk)|
)
<
+∞. Or
1− |F (i apk)| = 2
(1/k)
p
p−1(
2 sin π2p −
(
1
k
)p−1)p + (1/k) pp−1
∼
k↑∞
2(
2 sin π2p
)p
(
1
k
) p
p−1
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qui est le terme ge´ne´ral d’une se´rie convergente.
(ii)
(
1−
∣∣∣∣i apk − cos π2p
∣∣∣∣
2
)p−1
∼
k↑∞
(
2 sin
π
2p
)p−1 1
k
qui est le terme
ge´ne´ral d’une se´rie divergente.
Proposition 1.6. Dans Cn nous notons z = (z1, z′) et de´finissons
Ω = Ω1 ∩ Ω2 avec
Ω1 =
{
z
∣∣ ∣∣∣∣z1 − cos π2(n+ 1)
∣∣∣∣
2
+ |z′|2 < 1
}
,
Ω2 =
{
z
∣∣ ∣∣∣∣z1 + cos π2(n+ 1)
∣∣∣∣
2
+ |z′|2 < 1
}
.
Il existe une fonction W dans la classe de Nevanlinna N1(Ω) avec i ∂∂W
qui ne satisfait pas la condition de Blaschke.
Preuve: Posons pour tout z de Ω, g(z) = fn+1(z1) ou` fn+1 est la fonc-
tion de´finie par la formule (1.9). D’apre`s le Lemme 1.5 (i), W = ln |g| est
dans N1(Ω) puisque W+ = 0. Pour tout z de Ω, dist(z, ∂Ω) est compa-
rable a` des constantes absolues pre`s a` inf
(
1−
∣∣∣z1 − cos π2(n+1) ∣∣∣2 − |z′|2 ,
1−
∣∣∣z1 + cos π2(n+1) ∣∣∣2 − |z′|2
)
et ∆z1 ln |f | dλn(z) 
∑
k≥2 δ{i an+1
k
}(z1)
dλn−1(z′) avec δ{i an+1
k
} la masse de Dirac au point i a
n+1
k . Posons
D(i an+1k ) =
{
z′ ∈ Cn−1 | |z′|2 < 1−
∣∣∣i an+1k − cos π2(n+1) ∣∣∣2
}
, alors
∑
k≥2
∫
D(i an+1
k
)
(
1−
∣∣∣∣i an+1k − cos π2(n+ 1)
∣∣∣∣
2
− |z′|2
)
dλn−1(z′)

∫
Ω
dist(· , ∂Ω) i ∂∂W ∧ βn−1.
En inte´grant par parties n-1 fois on obtient que l’inte´grale de gauche est
minore´e a` une constante absolue pre`s par
(
1−
∣∣∣i an+1k − cos π2(n+1) ∣∣∣2
)n
et nous concluons avec le Lemme 1.5 (ii).
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II. Re´solution de l’e´quation ∂u = w
et estimation sur les faces
2.1 Construction des solutions.
Pour re´soudre l’e´quation de Cauchy-Riemann nous utilisons les noyaux
a` poids de Berndtsson et Andersson [B.A], [Ber].
La stricte pseudoconvexite´ de chaque ouvert Ωi permet d’apre`s [For]
de construire des fonctions support,
The´ore`me (FOR). Il existe δ > 0 tel que, pour tout i de {1, . . . , N},
il existe des fonctions F (i)(ζ, z) ve´rifiant
(a) F (i) ∈ C1(Uδi × Uδi ),
(b) ∀ζ ∈ Uδi , F (i)(ζ, ·) holomorphe sur Uδi , F (i)(ζ, z) =
∑n
j=1(ζj −
zj)F
(i)
j (ζ, z), F
(i)
j ∈ C1(Uδi × Uδi ) holomorphe en z,
(c) ∃ci > 0, ∀z ∈ Ω, ∀ζ ∈ Ωi, 2eF (i)(ζ, z) ≥ ρi(ζ)−ρi(z)+ci|ζ−z|2,
(d) dζF (i)(ζ, z)
∣∣
z=ζ
= ∂ρi(ζ).
Pour construire les noyaux, nous reprenons les notations de [Ber,
p. 409] et posons
sk(ζ, z) =
n∑
j=1
(
−ρk(z)(ζj − zj)−F
(k)
(z, ζ)F (k)j (z, ζ)
)
dζj(2.1)
(1 ≤ k ≤ N)
(2.2) Q(i)(ζ, z) =
1
ρi(ζ)
n∑
j=1
F
(i)
j (ζ, z)dζj , (1 ≤ i ≤ N)
G(z) = z−α avec α > 2,(2.3)
G
(αi)
i = G
(αi)(〈Q(i)(ζ, z), z − ζ〉+ 1).(2.4)
Proposition-De´finition 2.1. Soit w une (0, 1)-forme ∂-ferme´e et a`
coefficients dans C1(Ω), une solution de ∂u = w est donne´e par
(a) ∀z ∈ Ω, u(z) = cn
∫
Ω
w(ζ) ∧Kk(ζ, z) ∀k ∈ {1, . . . , N}, avec
(2.5) Kk =
∑
(α0,... ,αN )
α0+···+αN=n−1
(n− 1)!
α1! · · ·αN !
(
N∏
i=1
G
(αi)
i
)
sk ∧ (∂sk)α0
〈sk, ζ − z〉α0+1
N∧
i=1
(
∂Q(i)
)αi
.
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(b) Pour tout z de Sk (1 ≤ k ≤ N), u(z) = cn
∫
Ω
w(ζ) ∧ K˜k(ζ, z),
avec
(2.6)
K˜k(ζ, z) =
∑
(α1,... ,αN )
α1+···+αN=n−1
(n− 1)!
α1! · · ·αN !
N∏
i=1
(−1)αi(α+ αi)!
(−ρi(ζ))α+αi(−ρi(ζ) + F (i)(ζ, z))α+αi
×
∑n
l=1 F
(k)
l (z, ζ)dζl
−F (k)(z, ζ)
N∧
i=1
(
∂ζQ
(i)(ζ, z)
)αi
.
Preuve:
(a) Les conditions ne´ce´saires pour pouvoir appliquer le The´ore`me 5 de
[B.A] sont satisfaites. En effet sk, Q(i) sont C1 sur Ω× Ω et
|s(ζ, z)| ≤ C |ζ − z|, |〈s(ζ, z), ζ − z〉| ≥ cL |ζ − z|2,
uniforme´ment pour ζ dans Ω, z dans L compact de Ω.
Q(i)(ζ, ·) est holomorphe sur Ω pour tout ζ fixe´ dans Ω, e(〈Q(i)(ζ, z),
z − ζ〉+ 1) > 0 sur Ω× Ω.
G est holomorphe sur {e(z) > 0} et G(1) = 1.
D’apre`s [B.A, Th. 5], nous avons pour tout k de {1, . . . , N} la formule
d’homotopie
w(z) = c1,n
{
−
∫
∂Ω
w(ζ) ∧Kk(ζ, z)−
∫
Ω
∂w(ζ) ∧Kk(ζ, z)
+ ∂z
∫
Ω
w(ζ) ∧Kk(ζ, z)
}
.
Le choix de G avec α > 2 nous permet d’avoir
N∏
i=1
(−ρi(ζ)) en facteur
dans les noyaux et donc Kk(ζ, z) = 0 ∀(ζ, z) ∈ ∂Ω×Ω. Ainsi nous avons
une solution de ∂u = w pour toute (0, 1)-forme ∂-ferme´e qui est une
fonction inde´pendante du choix des sections sk, elle est donne´e en (2.5).
(b) Pour tout z sur Sk, sk(ζ, z) ≡ −F (k)(z, ζ)
n∑
i=1
F
(k)
i (z, ζ)dζi , or
les fonctions F (k)i (z, ·) sont holomorphes sur Ω, d’ou` sk ∧ ∂ζsk ≡ 0 sur
Ω×Sk. Graˆce a` la stricte pseudoconvexite´, on peut montrer que
∫
Ω
w(ζ)∧
Kk(ζ, z) tend vers
∫
Ω
w(ζ)∧K˜k(ζ, z0) lorsque z tend vers n’importe quel
point z0 de la face Sk.
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2.2 Changement de variables.
Pour estimer la solution du ∂ nous allons utiliser des changements de
variables analogues a` ceux de Range et Siu [R.S].
Proposition-De´finition 2.2. Pour tout i de {1, . . . , N} on peut
construire pi(ζ, z) et qi(ζ, z) des polynoˆmes en z de degre´ 2, a` coeffi-
cients fonctions de ζ uniforme´ment borne´es sur Ω, tels que
(1) −ρi(z) = pi(ζ, z) + o
(|ζ − z|2),
mF (i)(ζ, z) = qi(ζ, z) + o
(|ζ − z|2),
(2)
∂pi
∂zj
(ζ, z) = −∂ρi
∂ζj
(ζ) +O(|ζ − z|)
∂qi
∂zj
(ζ, z) = − 1
2i
∂ρi
∂ζj
(ζ) +O(|ζ − z|) (1 ≤ j ≤ n),
(3) Il existe ε0 > 0 tel que pour |ζ − z| < ε0, (ζ, z) ∈ Ω× Ω,∣∣−ρi(ζ) + F (i)(ζ, z)∣∣  −ρi(ζ) + |pi(ζ, z)|+ |qi(ζ, z)|+ |ζ − z|2,
∀z ∈ Si
∣∣F (i)(z, ζ)∣∣  −ρi(ζ) + |qi(ζ, z)|+ |ζ − z|2.
Preuve:
pi(ζ, z) et qi(ζ, z) sont respectivement les de´veloppements de Taylor a`
l’ordre 2 de −ρi(z) et mF (i)(ζ, z) entre z et ζ. Graˆce a` la re´gularite´
des fonctions ρi et F (i) et au The´ore`me (FOR) (d), nous avons (1) et
(2).
Avec le (c) du The´ore`me (FOR), nous avons pour tout (ζ, z) ∈ Ω×Ω
−ρi(ζ) + eF (i)(ζ, z) ≥ 1/2
(−ρi(ζ)− ρi(z) + ci|ζ − z|2).
Le point (3) s’obtient avec (1), l’ine´galite´ ci-dessus et∣∣−ρi(ζ)+F (i)(ζ, z)∣∣ ≥ 1/2(∣∣−ρi(ζ)+eF (i)(ζ, z)∣∣+∣∣mF (i)(ζ, z)∣∣).
Nous avons pour objectif de prendre pour ζ fixe´, pi(ζ, z) et qi(ζ, z)
comme nouvelles variables. Pour cela nous allons exprimer le nume´rateur
de K˜k(ζ, z) a` l’aide de formes diffe´rentielles ne de´pendant que des dzpi
et dzqi. Par raison de syme´trie, il suffira de le faire pour k = 1.
2.3 Nouvelle expression du noyau.
Au nume´rateur de K˜1(ζ, z), nous avons la (n, n)-forme
n∑
l=1
F
(1)
l (z, ζ) dζl
N∧
i=1
(
∂ζQ
(i)(ζ, z)
)αi ∧ w(ζ).
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C’est surtout le module de cette forme qui nous inte´resse et nous al-
lons voir que, pour ζ fixe´ dans Ω˜k, si l’on ne peut pas mettre en fac-
teur du module |∂ρk ∧ w|, alors le nume´rateur peut eˆtre transforme´
de sorte qu’il suffit de mettre |w| en facteur. Pour toute (p, q)-forme
f =
∑
|I|=p
|J|=q
fI,J(ζ)dζI ∧ dζJ nous notons |f | =
∑
|I|=p
|J|=q
|fI,J(ζ)|.
Lemme 2.3. Soient ζ fixe´ dans Ω˜k∩V δk et I une partie de {1, . . . , N}.
Nous sommes ne´cessairement dans l’une des situations suivantes :
k ∈ I et
∣∣∣∣∣
∧
i∈I
∂ρi ∧ w
∣∣∣∣∣  ∣∣∂ρk ∧ w∣∣
∣∣∣∣∣
∧
i∈I
∂ρi
∣∣∣∣∣(1)
k /∈ I et
∣∣∣∣∣
∧
i∈I
∂ρi ∧ w
∣∣∣∣∣  |w|
∣∣∣∣∣∂ρk
∧
i∈I
∂ρi
∣∣∣∣∣(2)
k /∈ I, ∃ik ∈ I tel que(3) ∣∣∣∣∣
∧
i∈I
∂ρi ∧ w
∣∣∣∣∣  ∣∣∂ρk ∧ w∣∣
∣∣∣∣∣∣∂ρk
∧
i∈I\{ik}
∂ρi
∣∣∣∣∣∣ .
Preuve: Il suffit de conside´rer le cas ou`
∧
i∈I ∂ρi(ζ) ∧ w(ζ) = 0.
• Si k ∈ I.
Via une rotation nous pouvons toujours nous ramener au cas ou`
∂ρk(ζ) = akdζ1 avec ak =
1
2
|dρk(ζ)|, w = w˜1dζ1 + w˜2dζ2
et
∧
i∈I\{k}
∂ρi =
∑
J′
1/∈J′
γJ′dζJ′ .
D’ou` ∣∣∣∣∣
∧
i∈I
∂ρi(ζ) ∧ w(ζ)
∣∣∣∣∣ ≤ ak |w˜2|
∑
J′
1,2/∈J′
|γJ′(ζ)|
≤ 2|dρk(ζ)|
∣∣∣∣∣
∧
i∈I
∂ρi(ζ)
∣∣∣∣∣ ∣∣∂ρk(ζ) ∧ w(ζ)∣∣.
Comme par hypothe`se |dρk| est minore´ par une constante strictement
positive sur V δk , le point (1) est e´tabli.
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• Si k /∈ I.
Soit (e1, . . . , en) une base orthonorme´e de l’espace tangent en un point
ζ de Ω, identifie´ a` Cn, et (γ1, . . . , γn) sa base duale dans l’espace des
(0, 1)-formes. Quitte a` faire une rotation, nous pouvons supposer que
l’espace engendre´ par (γ1, . . . , γ|I|+1) est le meˆme que celui engendre´
par
{(
∂ρi
)
i∈I
, w
}
. Alors
∂ρk(ζ) =
∑
i∈I
αi ∂ρi(ζ) + αw(ζ) +B(ζ),
ou` B(ζ) est dans l’espace engendre´ par (γ|I|+2, . . . , γn).
1e cas. |B(ζ)| ≥ |∂ρk(ζ)|/n. Nous sommes dans le cas (2) puisque∣∣∣∣∣∂ρk(ζ)
∧
i∈I
∂ρi(ζ) ∧ w(ζ)
∣∣∣∣∣ = |B(ζ)|
∣∣∣∣∣
∧
i∈I
∂ρi(ζ) ∧ w(ζ)
∣∣∣∣∣ .
2e cas. |B(ζ)| < |∂ρk(ζ)|/n.
∗ Si |α| ≥ 1
n
|∂ρk(ζ)|
|w(ζ)| , alors
∂ρk(ζ)
∧
i∈I
∂ρi(ζ) = αw(ζ)
∧
i∈I
∂ρi(ζ) +B(ζ)
∧
i∈I
∂ρi(ζ).
Puisque B(ζ) a e´te´ pris dans l’espace engendre´ par (γ|I|+2, . . . , γn), nous
avons
|α|
∣∣∣∣∣
∧
i∈I
∂ρi(ζ) ∧ w(ζ)
∣∣∣∣∣ ≤
∣∣∣∣∣∂ρk(ζ)
∧
i∈I
∂ρi(ζ)
∣∣∣∣∣ ,
nous sommes encore dans le cas (2).
∗ Si il existe ik ∈ I tel que |αik | ≥
1
n
|∂ρk(ζ)|
|∂ρik(ζ)|
, alors
∂ρk(ζ)
∧
i∈I\{ik}
∂ρi(ζ) ∧ w(ζ)
= ±αikw(ζ)
∧
i∈I
∂ρi(ζ) + B(ζ)
∧
i∈I\{ik}
∂ρi(ζ) ∧ w(ζ).
De meˆme que pour le cas pre´ce´dent∣∣∣∣∣
∧
i∈I
∂ρi(ζ) ∧ w(ζ)
∣∣∣∣∣ 
∣∣∣∣∣∣∂ρk(ζ)
∧
i∈I\{i0}
∂ρi(ζ) ∧ w(ζ)
∣∣∣∣∣∣
et en utilisant les meˆmes majorations que pour le cas (1) nous obtenons
(3).
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Lemme 2.4. Soient (ζ, z) ∈ Ω× Ω tel que |ζ − z| ≤ ε0, alors∣∣∣∣∣∣
(
n∑
k=1
F
(1)
k (z, ζ)dζk + F
(1)
k (z, ζ)dζk
)∧
i∈I
(
n∑
k=1
F
(i)
k (ζ, z)dζk
)∧
j∈J
∂ρj(ζ)
∣∣∣∣∣∣

∑
I1,I2,I3
J1,J2,J3

|ζ − z|
|I3|+|J3|
∣∣∣∣∣∣∣∣
dρ1(z)
∧
i∈I1∪J1
dzpi(ζ, z)
∧
j∈I2
∪J2
dzqj(ζ, z)
∣∣∣∣∣∣∣∣
+|ζ − z|1+|I3|+|J3|
∣∣∣∣∣∣∣∣
∧
i∈I1∪J1
dzpi(ζ, z)
∧
j∈I2
∪J2
dzqj(ζ, z)
∣∣∣∣∣∣∣∣

 ,
avec I1∪˙I2∪˙I3 = I, J1∪˙J2∪˙J3 = J .
Preuve: Avec le The´ore`me (FOR) (d), nous avons pour tout i de
{1, . . . , N}, tout k de {1, . . . , n}∣∣∣∣F (i)k (ζ, z)− ∂ρi∂ζk (ζ)
∣∣∣∣  |ζ − z|.
Avec la Proposition-De´finition 2.2 (2), nous pouvons exprimer∑n
k=1 F
(i)
k (ζ, z) dζk, ∂ρi(ζ) en fonction de formes faisant intervenir les
de´rive´es de pi, qj et celles majore´es en module par |ζ − z|. Puis nous
terminons en utilisant la multiline´arite´ du produit exte´rieur et en remar-
quant que le module d’une forme est inchange´ si l’on remplace les dζk,
dζk par dzk, dzk.
Lemme 2.5. Soient ζ fixe´ dans Ω˜k ∩ V δk ∩ V δ1 , I et J deux parties
de {1, . . . , N}. Alors il existe η0 > 0 et z1, . . . , zp dans B(ζ, ε0) ∩ Ω
satisfaisant
a) Pour 1 ≤ r ≤ p, il existe ir dans I (ou bien jr dans J) tel que
pour tout z de B(zr, η0) on ait∣∣∣∣∣∣
∧
i∈I
dzpi(ζ, z)
∧
j∈J
dzqj(ζ, z)
∣∣∣∣∣∣ 
∣∣∣∣∣∣dρ1(z)
∧
i∈I\{ir}
dzpi(ζ, z)
∧
j∈J
dzqj(ζ, z)
∣∣∣∣∣∣
ou bien∣∣∣∣∣∣
∧
i∈I
dzpi(ζ, z)
∧
j∈J
dzqj(ζ, z)
∣∣∣∣∣∣ 
∣∣∣∣∣∣dρ1(z)
∧
i∈I
dzpi(ζ, z)
∧
j∈J\{jr}
dzqj(ζ, z)
∣∣∣∣∣∣ .
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b) Sur B(ζ, ε0) \
p⋃
r=1
B(zr, η0)
∣∣∣∣∣∣
∧
i∈I
dzpi(ζ, z)
∧
j∈J
dzqj(ζ, z)
∣∣∣∣∣∣ 
∣∣∣∣∣∣dρ1(z)
∧
i∈I
dzpi(ζ, z)
∧
j∈J
dzqj(ζ, z)
∣∣∣∣∣∣ .
Preuve: Nous pouvons supposer libre la famille
(
dzpi, dzqj
)
i∈I
j∈J
.
Conside´rons un point z0 de B(ζ, ε0) ∩ Ω tel dρ1(z0) appartienne a`
l’espace engendre´ par la famille ci-dessus. Comme dans le Lemme pre´-
ce´dent nous remplac¸ons la forme dzpi(ζ, z0) ou dzqj(ζ, z0) la plus lie´e
avec dρ1(z0) par ce dernier. Nous obtenons une ine´galite´ du type a)
avec z = z0, par continuite´ en z de ces formes diffe´rentielles, l’ine´galite´ a`
une constante absolue pre`s reste vraie sur B(z0, ηz0) puis nous concluons
graˆce a` la compacite´ de B(ζ, ε0).
Lemme 2.6. Soient ζ fixe´ dans Ω˜k1 ∩ V δk1 ∩ V δ1 , z ∈ B(ζ, ε0) ∩ Ω.
Pour tout N -uplet (α1, . . . , αN ) tel que α1 + · · ·+αN = n−1, pour toute
(0, 1)-forme w,
∣∣∣∣∣∣
n∑
j=1
F
(1)
j (z, ζ) dζj
N∧
i=1
(
∂ζQ
(i)(ζ, z)
)αi ∧ w(ζ)
∣∣∣∣∣∣
est majore´, a` une constante absolue pre`s, par la somme de termes du type
suivant avec (L, I) qui de´crit l’ensemble des partitions de {1, . . . , N}.
∗ Si I = ∅
(1) |w(ζ)|
N∏
l=1
(
− 1
ρl
(ζ)
)αl
.
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∗ Si k1 ∈ I et ∀i ∈ I αi ≥ 1
∏
l∈L
(
− 1
ρl
(ζ)
)αl ∏
i∈I
(
− 1
ρi
(ζ)
)αi+1
|∂ρk1 ∧ w(ζ)|
(2)
×
∑
I1∪I2∪I3∪I4=I
∣∣ζ − z∣∣|I2|+|I3|+2|I4|
∣∣∣∣∣∣dρ1(z)
∧
i∈I1∪I2
dzpi
∧
j∈I1∪I3
dzqj(ζ, z)
∣∣∣∣∣∣
∏
l∈L
(
− 1
ρl
(ζ)
)αl ∏
i∈I
(
− 1
ρi
(ζ)
)αi+1
|∂ρk1 ∧ w(ζ)|
(3)
×
∑
I1∪I2∪I3∪I4=I
∣∣ζ − z∣∣1+|I2|+|I3|+2|I4|
∣∣∣∣∣∣dρ1(z)
∧
i∈I1∪I2\{i0}
dzpi
∧
j∈I1∪I3
dzqj(ζ, z)
∣∣∣∣∣∣
ou` (I1, I2, I3, I4) partition deI et i0 de´pendant de z localement constant.
(3’) Terme analogue en enlevant i0 a`I1 ∪ I3 au lieu de I1 ∪ I2.
∗ Si k1 /∈ I et ∀i ∈ I αi ≥ 1
∏
l∈L
(
− 1
ρl
(ζ)
)αl ∏
i∈I
(
− 1
ρi
(ζ)
)αi+1
|w(ζ)|
(4)
×
∑
I1∪I2∪I3=I
J1∪J2∪J3=I∪{k1}
∣∣ζ − z∣∣|I3|+|J3|
∣∣∣∣∣∣dρ1(z)
∧
i∈I1∪J1
dzpi
∧
j∈I2∪J2
dzqj(ζ, z)
∣∣∣∣∣∣
∏
l∈L
(
− 1
ρl
(ζ)
)αl ∏
i∈I
(
− 1
ρi
(ζ)
)αi+1
|w(ζ)|
(5)
×
∑
I1∪I2∪I3=I
J1∪J2∪J3=I∪{k1}
∣∣ζ − z∣∣1+|I3|+|J3|
∣∣∣∣∣∣dρ1(z)
∧
i∈I1∪J1\{i0}
dzpi
∧
j∈I2∪J2
dzqj(ζ, z)
∣∣∣∣∣∣
ou` (I1, I2, I3) partition de I, (J1, J2, J3) partition de I ∪ {k} et i0
de´pendant de z localement constant.
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(5’) Terme analogue en enlevant i0 a` I2 ∪ J2 au lieu de I1 ∪ J1.
∏
l∈L
(
− 1
ρl
(ζ)
)αl ∏
i∈I
(
− 1
ρi
(ζ)
)αi+1
|∂ρk1 ∧ w(ζ)|
(6)
×
∑
I1∪I2∪I3=I
J1∪J2∪J3=I∪{k1}\{k0}
∣∣ζ − z∣∣|I3|+|J3|
∣∣∣∣∣∣dρ1(z)
∧
i∈I1∪J1
dzpi
∧
j∈I2∪J2
dzqj(ζ, z)
∣∣∣∣∣∣
ou` (I1, I2, I3) partition de I, (J1, J2, J3) partition de I ∪ {k1} \ {k0} et
k0 = k1 de´pendant de k1 et z, localement constant.
∏
l∈L
(
− 1
ρl
(ζ)
)αl ∏
i∈I
(
− 1
ρi
(ζ)
)αi+1
|∂ρk1 ∧ w(ζ)|
(7)
×
∑
I1∪I2∪I3=I
J1∪J2∪J3=I∪{k1}\{k0}
∣∣ζ − z∣∣1+|I3|+|J3|
∣∣∣∣∣∣dρ1(z)
∧
i∈I1∪J1\{i0}
dzpi
∧
j∈I2∪J2
dzqj(ζ, z)
∣∣∣∣∣∣
ou` (I1, I2, I3) partition de I, (J1, J2, J3) partition de I ∪ {k1} \ {k0} et
i0 de´pendant de z et localement constant.
(7’) Terme analogue en enlevant i0 a` I2 ∪ J2 au lieu de I1 ∪ J1.
Preuve: Commenc¸ons par donner l’expression des
(
∂ζQ
(i)
)αi en fonc-
tion des F (i)j
(
∂ζQ
(i)
)αi = ( 1−ρi(ζ)
)αi  n∑
j,k=1
∂F
(i)
j
∂ζk
(ζ, z)dζj ∧ dζk


αi
+ αi
(
1
−ρi(ζ)
)αi+1 n∑
j,k=1
∂F
(i)
j
∂ζk
(ζ, z)dζj ∧ dζk


αi−1
∧

 n∑
j=1
F
(i)
j (ζ, z)dζj

 ∧ ∂ρi(ζ).
Puisque F (i)j est C1 sur Ω × Ω, nous majorons par une constante les
124 C. Menini
termes de la forme
∑n
j,k=1
∂F
(i)
j
∂ζk
(ζ, z)dζj ∧ dζk et obtenons
∣∣∣∣∣∣
n∑
j=1
F
(1)
j (z, ζ) dζj
N∧
i=1
(
∂ζQ
(i)(ζ, z)
)αi ∧ w(ζ)
∣∣∣∣∣∣
≤ |w(ζ)|
N∏
l=1
(
− 1
ρl
(ζ)
)αl
+
∑
L,I
∏
l∈L
(
− 1
ρl
(ζ)
)αl ∏
i∈I
(
− 1
ρi
(ζ)
)αi+1
×
∣∣∣∣∣∣
n∑
j=1
F
(1)
j (z, ζ) dζj
∧
i∈I



 n∑
j=1
F
(i)
j (ζ, z) dζj

 ∧ ∂ρi(ζ)

 ∧ w(ζ)
∣∣∣∣∣∣
ou` I∪˙L = {1, . . . , N}.
Le premier terme de la somme nous donne le terme (1).
Les autres sont obtenus en remarquant que∣∣∣∣∣∣
n∑
j=1
F
(1)
j (z, ζ) dζj
∧
i∈I

 n∑
j=1
F
(i)
j (ζ, z) dζj

 ∧ ∂ρi(ζ) ∧ w(ζ)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
n∑
j=1
F
(1)
j (z, ζ) dζj
∧
i∈I

 n∑
j=1
F
(i)
j (ζ, z) dζj


∣∣∣∣∣∣
∣∣∣∣∣
∧
i∈I
∂ρi(ζ) ∧ w(ζ)
∣∣∣∣∣ .
Puis nous appliquons le Lemme 2.3 a`
∧
i∈I
∂ρi(ζ) ∧ w(ζ).
Ensuite en remarquant que pour toute (0, p)-forme ωp∣∣∣∣∣∣
n∑
j=1
F
(1)
j (z, ζ) dζj
∧
i∈I

 n∑
j=1
F
(i)
j (ζ, z) dζj


∣∣∣∣∣∣ |ωp|
≤
∣∣∣∣∣∣
n∑
j=1
(
F
(1)
j (z, ζ) dζj + F
(1)
j (z, ζ) dζj
) ∧
i∈I

 n∑
j=1
F
(i)
j (ζ, z) dζj

 ∧ ωp
∣∣∣∣∣∣ ,
nous nous ramenons aux conditions d’application du Lemme 2.4 et ter-
minons avec le Lemme 2.5.
Remarque. La nouvelle expression du nume´rateur nous indique les
changements de variables “a` faire” afin d’obtenir de bonnes estimations.
Comme nous avons pris soin de faire apparaitre en facteur dρ1(z), nous
pourrons les restreindre a` z sur S1. Ainsi “moralement” pour chaque
indice i ∈ I pour lequel nous perdons un −ρi(ζ) de plus compare´ a`
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−ρl(ζ), l ∈ L, nous avons ainsi la possibilite´ de gagner du |ζ − z|2 avec
soit deux changements de variables supple´mentaires (dzpi et dzqi), soit
un changement de variable supple´mentaire (dzpi ou dzqi) associe´ a` du
|ζ − z|, soit avec du |ζ − z|2 en facteur.
Ce qui suit ne fait que ve´rifier par le calcul cette remarque.
2.4 Estimations.
The´ore`me 2.7. Pour toute (0, 1)-forme w, ∂-ferme´e sur Ω, a` coef-
ficients dans C1(Ω), la solution de ∂u = w de´finie par la Proposition-
De´finition 2.1 ve´rifie pour tout j de {1, . . . N}∫
Sj
|u(z)| dσj(z) 
∫
Ω
|w(ζ)| dλ(ζ)+
N∑
k=1
∫
Ω˜k
(
− 1
ρk
)1/2
|∂ρk∧w(ζ)| dλ(ζ).
Preuve: Nous commenc¸ons par de´couper Ω en l’union des Ω˜k puis
avec l’aide du The´ore`me de Fubini nous inte´grons sur Sj avec ζ fixe´ dans
Ω˜k. Les seules majorations qui ne sont pas imme´diates sont celles pour
lesquelles z ∈ Si ∩ B(ζ, ε0) et ζ ∈ Ω˜k ∩ V δk ∩ V δi . Nous allons traiter le
cas i = 1 et avec le Lemme 2.6 nous sommes en mesure, pour tout z de
V δi ∩B(ζ, ε0), de majorer∣∣∣∣∣∣
n∑
j=1
F
(1)
j (z, ζ) dζj
N∧
i=1
(
∂ζQ
(i)(ζ, z)
)αi ∧ w(ζ)
∣∣∣∣∣∣
par une somme de modules de formes diffe´rentielles toutes lie´es a` dρ1.
Pour toute forme diffe´rentielle w de´finie sur un voisinage de Ω,
∣∣(dρ1 ∧
w)|S1
∣∣ est e´gal, a` une constante absolue pre`s, a` ∣∣ϕ∗1(w)∣∣ ou` ϕ1 est la
restriction a` S1, ce qui nous permet d’effectuer les estimations sur la
face S1.
Pour cela nous allons prendre comme nouvelles variables les pi(ζ, z)
et qj(ζ, z) qui sont des polynoˆmes en z a` coefficients localement borne´s.
Pour ε0 assez petit, nous pouvons choisir les coordonne´es re´elles x =
(x1, . . . , x2n−1, ρ1) sur B(ζ, ε0) de sorte que x′ = (x1, . . . , x2n−1) soient
les coordonne´es re´elles sur S1 ∩B(ζ, ε0). Les ensembles{
(x′, pi, qj) ∈ R2n−1+|I|+|J|
∣∣ pi = pi(ζ, x′, 0), ∀i ∈ I;
qj = qj(ζ, x′, 0), ∀j ∈ J
}
ou` I, J sont inclus dans {1, . . . , N}, forment des recouvrements ramifie´s
finis de notre domaine d’inte´gration. Ainsi apre`s changement de varia-
bles, nous obtiendrons une majoration a` une constante absolue pre`s de
notre inte´grale de de´part.
Pour les majorations nous utiliserons syste´matiquement le
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Lemme 2.8.
Pour I ′∪˙J ′∪˙K ′ ⊂ {1, . . . , N}, βi > 2 ∀i ∈ I ′, βj > 1 ∀j ∈ J ′ ∪ K ′,
al > 0 ∀l ∈ I ′ ∪ J ′ ∪K ′ et R > 0 donne´s, nous avons
(1)∏
i∈I′
∫
[0,R]2
dpi dqi(
ai + pi + qi
)βi ∏
j∈J′
∫
[0,R]
dpj(
aj + pj
)βj ∏
k∈K′
∫
[0,R]
dqk(
ak + qk
)βk

∏
i∈I′
(
1
ai
)βi−2 ∏
j∈I′∪K′
(
1
aj
)βj−1
.
Pour a > 0, β > 0, nous avons
(2)
∫
[0,R]
r dr(
a+ r2
)β+1  1aβ , (3)
∫
[0,R]
dr(
a+ r2
)β+1  1aβ+1/2 .
Dans toute la suite nous supposerons ζ fixe´ dans Ω˜k1 ∩ V δk1 ∩ V δ1 et
allons estimer les inte´grales sur S1 qui proviennent du Lemme 2.6, nous
notons Ti(ζ) l’inte´grale sur S1 ∩B(ζ, ε0) du terme (i).
T1(ζ) =
∫
S1∩B(ζ,ε0)
(
N∏
l=1
(−ρl(ζ))α∣∣−ρl(ζ) + F (l)(ζ, z)∣∣α+αl
)
dσ1(z)∣∣F (1)(z, ζ)∣∣ .
Puisque dρ1 = 0 dans un voisinage de S1 nous pouvons prendre comme
nouvelle variable q1 = q1(ζ, z) et comple´ter avec les coordonne´es man-
quantes. L’image de S1 ∩B(ζ, ε0) par ce changement peut eˆtre mis dans
un cube de R2n−1, [−R,R]2n−1. Puis apre`s un passage en polaires, nous
obtenons
T1(ζ)  |w(ζ)|
∫
[0,R]2
N∏
l=2
(−ρl)α
(−ρl + r2)α+αl
(−ρ1)α r2n−3 dr dq1
(−ρ1 + r2 + q1)α+α1+1 .
Sachant que ζ ∈ Ω˜k1 et que
∑N
i=1 αi = n − 1, nous avons avec les
ine´galite´s (1) et (2) du Lemme 2.8
(2.7) T1(ζ)  |w(ζ)|.
Majorons maintenant l’inte´grale type pour nos estimations
T2(ζ)=
∣∣∂ρk1 ∧ w(ζ)∣∣
∫
S1∩
B(ζ,ε0)
∣∣ζ−z∣∣|I2|+|I3|+2|I4|
|F (1)(z, ζ)|
∏
l∈L
(−ρl(ζ))α∣∣−ρl(ζ) + F (l)(ζ, z)∣∣α+αl
×
∏
i∈I
(−ρi(ζ))α−1∣∣−ρi(ζ) + F (i)(ζ, z)∣∣α+αi
∣∣∣∣∣∣
∧
i∈I1∪I2
dzpi
∧
j∈I1∪I3
dzqj(ζ, z)
∣∣∣∣∣∣ dσ1(z),
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avec les conventions habituelles, L = {1, . . . , N} \ I, ∀i ∈ I
(= I1∪˙I2∪˙I3∪˙I4) αi ≥ 1.
Pour majorer T2 nous faisons les changements de variables suivants
∀i ∈ I1 ∪ I2, pi = pi(ζ, z); ∀j ∈ I1 ∪ I3, qj = qj(ζ, z).
Ces nouvelles variables sont au plus au nombre de 2|I| qui est majore´
par 2(n − 1). Nous comple´tons avec des coordonne´es qui sont libres
avec les nouvelles variables ci-dessus (sinon l’inte´grale correspondante
est nulle). Apre`s un passage en polaires, puisqu’au nume´rateur de notre
inte´grale apparait le Jacobien du changement de variables, nous avons
la majoration
T2(ζ) 
∣∣∂ρk1 ∧ w(ζ)∣∣
∫
[0,R]
∏
l∈L
(−ρl)α(−ρl + r2)α+αl
∏
s∈I4
(−ρs)α−1 r2(−ρs + r2)α+αs
× r
2(n−1−|I1|)
−ρ1 + r2 dr
{∏
i∈I1
∫
[0,R]2
(−ρi)α−1dpi dqi(−ρi + r2 + pi + qi)α+αi
∏
j∈I2
∫
[0,R]
(−ρj)α−1dpj(−ρj + r2 + pj)α+αj
∏
k∈I3
∫
[0,R]
(−ρk)α−1dqk(−ρk + r2 + qk)α+αk

 .
Puisque ζ ∈ Ω˜k1 et
∑N
i=1 αi = n − 1, avec les ine´galite´s (1) et (3) du
Lemme 2.8 nous avons
T2(ζ) 
∣∣∂ρk1 ∧ w(ζ)∣∣
∫
[0,R]
(−ρk1)α−1 r2(n−1−|I1|) dr
(−ρk1 + r2)α+n−1−|I1|
 1√−ρk1
∣∣∂ρk1 ∧ w(ζ)∣∣.(2.8)
Si l’on compare le terme (3) (ou (3’)) a` (2), on constate que l’on a perdu la
possibilite´ de faire un changement de variable (pi0 pour (3), qi0 pour (3’))
mais qu’en revanche on a gagne´ une puissance de |ζ−z|. Or en regardant
les estimations ci-dessus on constate que l’effet est le meˆme, c’est a` dire
le gain d’une demi-puissance pour le facteur
∣∣−ρi0 +F (i0)(ζ, z)∣∣α+αi0 du
de´nominateur. Ainsi
(2.9) T3(ζ), T3′(ζ) 
1√−ρk1
∣∣∂ρk1 ∧ w(ζ)∣∣.
Le terme (4) (resp. (5)) donne la possibilite´ de faire un changement de
variable supple´mentaire avec qk1 par rapport au terme (2) (resp. (3)).
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Cela permet de gagner du
(−ρk1(ζ))1/2 qui, par de´finition de Ω˜k1 , est
infe´rieur a` tout
(−ρi(ζ))1/2, 1 ≤ i ≤ N . Ainsi
(2.10) T4(ζ), T5(ζ), T5′(ζ)  |w(ζ)|.
Dans le terme (6) (resp. (7)) par rapport a` (2) (resp. (3)) la possibilite´
de changement de variable en qk0 est remplace´e par celle en qk1 ce qui,
pour l’estimation, est sans conse´quence toujours graˆce au fait que ζ est
dans Ω˜k1 . D’ou`
(2.11) T6(ζ), T7(ζ), T7′(ζ) 
1√−ρk1
∣∣∂ρk1 ∧ w(ζ)∣∣.
Le The´ore`me 2.7 est e´tabli avec les majorations (2.7) a` (2.11).
III. Condition suffisante d’appartenance
a` la classe de nevanlinna N1(Ω)
L’objet de ce paragraphe est d’e´tablir le
The´ore`me 3.1. Si le (1, 1)-courant positif et ferme´ Θ ve´rifie∫
Ω
−ρ i ∂∂ρ ∧Θ ∧ βn−2 < +∞,
alors il existe une fonction plurisousharmonique W dans la classe de
Nevanlinna N1(Ω), solution dans Ω de l’e´quation i ∂∂W = Θ.
Nous commencerons par e´tablir ce The´ore`me lorsque Θ est a` coeffi-
cients C2 sur un voisinage de Ω, puis nous obtiendrons le cas ge´ne´ral
apre`s re´gularisation.
Proposition 3.2. Soit Θ un (1, 1)-courant positif et ferme´ sur Ω. S’il
ve´rifie la condition du The´ore`me 3.1, alors
(1) B0(Θ) =
∫
Ω
−ρΘ ∧ βn−1 < +∞,
(2) Bj(Θ) =
∫
Ω
(
ρ
ρj
)3
i ∂ρj ∧ ∂ρj ∧Θ ∧ βn−2<+∞, ∀j∈{1, . . . , N}.
Preuve: (1) Nous avons vu dans le Lemme 1.1 (1) qu’en tant que (1, 1)-
courant i ∂∂ρ est minore´ sur Ω par C β avec C > 0. Puisque Θ est un
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courant positif, −ρ i ∂∂ρ ∧Θ ∧ βn−2 est minore´ par C (−ρ) Θ ∧ βn−1 et
l’ine´galite´ (1) re´sulte directement des hypothe`ses du The´ore`me 3.1.
(2) Supposons Θ a` coefficients C1 sur Ω, Θ e´tant ferme´ avec la formule
de Stokes applique´e a` (−ρ− ε)i ∂ρ ∧Θ ∧ βn−2 sur Ωε et apre`s avoir fait
de´croitre ε vers 0, nous avons
(3.1)
∫
Ω
i ∂ρ ∧ ∂ρ ∧Θ ∧ βn−2 ≤
∫
Ω
−ρ i ∂∂ρ ∧Θ ∧ βn−2.
Nous avions vu dans le Lemme 1.1 (3) que
(3.2) − ρ i ∂∂ρ+ 2 i ∂ρ ∧ ∂ρ
=
N∑
j=1
(
−ρ
(
ρ
ρj
)2
i ∂∂ρj + 2
(
ρ
ρj
)3
i ∂ρj ∧ ∂ρj
)
.
Comme pour tout j de {1, . . . , N}, i ∂∂ρj ∧Θ∧βn−2 et i ∂ρj ∧∂ρj ∧Θ∧
βn−2 sont des mesures positives, l’ine´galite´ (2) de´coule de (3.1) et (3.2).
Lorsque Θ n’est plus a` coefficients C1, nous nous y ramenons par
re´gularisation puis nous terminons par un passage a` la limite standard.
3.1 Re´solution dans le cas C2.
Θ est suppose´ a` coefficients C2 sur Ω et pour re´soudre l’e´quation
i ∂∂W = Θ, nous suivons la me´thode classique. Nous commenc¸ons par
re´soudre i dw = Θ, puis nous de´composons w = −w1,0 + w0,1 ou` w1,0 et
w0,1 sont de bidegre´ (1, 0) et (0, 1). Comme le courant Θ est re´el, nous
pouvons prendre w1,0 = w0,1 et w0,1 est ∂-ferme´e. Alors une solution de
∂U = w0,1 ve´rifie i ∂∂
(
U + U
)
= Θ.
Nous notons Θ =
∑n
j,k=1 Θjk dzj ∧ dzk et comme Ω est e´toile´ par
rapport a` 0, nous construisons w0,1 avec la formule d’homotopie
(3.3) w0,1(z) =
n∑
j,k=1
(∫ 1
0
tzj Θjk(tz) dt
)
dzk.
Comme solution de ∂U = w0,1, nous prendrons celle de´finie au para-
graphe II dans la Proposition-De´finition 2.1, mais auparavant il faut
s’assurer que w0,1 ve´rifie de “bonnes estimations”.
Proposition 3.3. Soit Θ un (1, 1) courant positif et ferme´, a`
coefficients dans C2(Ω). Soit w0,1 la (0, 1)-forme construite avec
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l’homotopie (3.3). Alors
(1)
∫
Ω
|w0,1| dλ  B0(Θ),
(2)
∫
Ω˜k
(
− 1
ρk
)1/2∣∣∂ρk ∧ w0,1∣∣ dλB0(Θ) +Bk(Θ), ∀k∈{1, . . . , N}.
Preuve: Nous calquons une me´thode de Skoda [Sko].
Quitte a` modifier nos solutions, sans pour autant changer leur com-
portement au bord de Ω, nous pouvons supposer que Θ est identiquement
nul sur B(0, c0), avec c0 choisi assez petit de sorte que B(0, c0) soit inclus
dans Ω.
Pour tout j ∈ {1, . . . , N}, Ωj est par hypothe`se e´toile´ par rapport a` 0,
par conse´quent, nous pouvons de´finir Jj (resp. J) la jauge de Ωj (resp.
Ω).
Soit t0 ∈ ]0, 1[ tel que t0Ω ⊂ B(0, c0), nous de´finissons pour tout ζ de
Ω
(3.4) t(ζ) = inf
{
t ≥ t0 | ζ/t ∈ Ω
}
.
Comme t(ζ) = max
(
t0, J(ζ)
)
et −ρ est comparable, a` des constantes
pre`s, a` 1− J , pour tout ζ de Ω∫ 1
t(ζ)
(−ρ)−1/2(ζ/t) dt  (−ρ)1/2(ζ),(3.5)
∫ 1
t(ζ)
(1− t) (−ρ)−1/2(ζ/t) dt  (−ρ)3/2(ζ).(3.6)
Ine´galite´ (1). Nous notons τ = 2
∑n
j=1 Θjj , la trace de Θ. Comme
c’est un (1, 1)-courant positif, nous avons pour tout ζ de Ω∣∣∣∣∣∣
n∑
j,k=1
tζj Θjk(tζ) dζk
∣∣∣∣∣∣  τ(tζ).
Avec l’expression (3.3) de w0,1, apre`s changement de variable ξ = tζ et
l’application du The´ore`me de Fubini
(3.7)
∫
Ω
∣∣w0,1∣∣ dλ(ζ) 
∫
Ω
{∫ 1
t0
τ(tζ) dt
}
dλ(ζ)

∫
Ω
(
1− t(ξ)) τ(ξ) dλ(ξ).
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Comme 1 − t(ξ) est majore´ a` une constante absolue pre`s par −ρ(ξ) et
que τ dλ = Θ ∧ βn−1(n−1)! , l’ine´galite´ (1) est e´tablie.
Ine´galite´ (2). Fixons i dans {1, . . . , N} et posons [z · Θ] =∑n
j,k=1 zj Θjk(z) dzk.
(3.8) ∂ρi ∧ w0,1(ζ) =
∫ 1
0
(
∂ρi ∧
[
z ·Θ])(tζ) dt
+
∫ 1
0
(
∂ρi(ζ)− ∂ρi(tζ)
)
∧ [z ·Θ](tζ) dt.
La fonction ρi e´tant C2 sur un voisinage de Ωi,
∣∣∣∂ρi(ζ)−∂ρi(tζ)∣∣∣  (1−t),
de plus sur Ω˜i (−1/ρi)1/2  (−1/ρ)1/2 (ρ/ρi)3/2, d’ou` avec (3.8)
(3.9)
∫
Ω˜i
(
− 1
ρi
)1/2 ∣∣∂ρi ∧ w0,1(ζ)∣∣ dλ(ζ)

∫
Ω
(
− 1
ρ(ζ)
)1/2 {∫ 1
0
(1− t) τ(tζ) dt
}
dλ(ζ)
+
∫
Ω
(
− 1
ρ(ζ)
)1/2 (
ρ
ρi
(ζ)
)3/2 {∫ 1
0
∣∣∣(∂ρi ∧ [z ·Θ])(tζ)∣∣∣ dt
}
dλ(ζ).
Pour majorer la somme de droite nous allons de nouveau faire le change-
ment de variable ξ = tζ. Le coefficient (ρ/ρi)3/2 ne pose pas de proble`me
car en utilisant que −ρi et −ρ sont comparables respectivement a` 1−Ji et
1−J , on peut montrer que (ρ/ρi)3/2(ξ/t) est majorable a` une constante
pre`s par (ρ/ρi)3/2(ξ) . Puis nous appliquons le The´ore`me de Fubini et
les ine´galite´s (3.5) et (3.6),
(3.10)
∫
Ω˜i
(
− 1
ρi
)1/2 ∣∣∂ρi ∧ w0,1(ζ)∣∣ dλ(ζ) 
∫
Ω
(−ρ(ξ)) τ(ξ) dλ(ξ)
+
∫
Ω
(−ρ(ξ))1/2 ( ρ
ρi
(ξ)
)3/2 ∣∣∣(∂ρi ∧ [z ·Θ])(ξ)∣∣∣ dλ(ξ).
Enfin, avec l’ine´galite´ de Cauchy-Schwarz
(−ρ)1/2
(
ρ
ρi
)3/2 ∣∣∣∂ρi ∧ [z ·Θ]∣∣∣ ≤ −ρ τ +
(
ρ
ρi
)3 ∣∣∣∂ρi ∧ ∂ρi ∧Θ ∧ βn−2∣∣∣
et (3.10), l’ine´galite´ (2) est e´tablie.
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Proposition 3.4. Soit Θ une (1, 1)-forme positive et ferme´e, a` coef-
ficients dans C2(Ω). Si Θ ve´rifie la condition du The´ore`me 3.1, alors il
existe une fonction W solution sur Ω de i ∂∂W = Θ et telle que
sup
ε>0
∫
∂Ωε
W+ i ∂ρ ∧ βn−1 
N∑
i=0
Bi(Θ).
Preuve: Soient w0,1 la (0, 1)-forme de´finie par la formule
d’homotopie (3.3) et U la solution de ∂U = w0,1 de´finie dans la
Proposition-De´finition 2.1, W = U + U est solution de i ∂∂W = Θ et,
graˆce au The´ore`me 2.7 et a` la Proposition 3.3, nous avons
(3.11) ∀j ∈ {1, . . . , N},
∫
Sj
∣∣W ∣∣ dσj  N∑
i=0
Bi(Θ).
Nous allons montrer que ∀ε > 0, ∫
∂Ωε
W+i ∂ρ∧βn−1∑Nj=1 ∫Sj ∣∣W ∣∣ dσj .
1e e´tape. Posons pour η > 0,
Dη =
⋂
1≤j<k≤N
{
z ∈ Cn ∣∣ ρj(z) + ρk(z) < −η},
(3.12) ∀ε > 0
∫
∂Ωε
W+ i ∂ρ ∧ βn−1
≤ lim
η↓0
∫
Ω∩Dη
(
W+ i ∂∂ρ− ρ i ∂∂W+) ∧ βn−1.
Ceci re´sulte du fait que
(
Ω ∩Dη
)
η>0
est une famille d’ouverts qui croit
vers Ω lorsque η ↓ 0 et qu’apre`s avoir applique´ deux fois la formule de
Stokes,∫
∂Ωε
W+ i ∂ρ ∧ βn−1 ≤
∫
Ω
(
W+ i ∂∂ρ− ρ i ∂∂W+) ∧ βn−1.
2e e´tape.
(3.13) lim
η↓0
∫
Ω∩Dη
(
W+ i ∂∂ρ− ρ i ∂∂W+) ∧ βn−1  N∑
j=1
∫
Sj
W+ dσj .
Comme Ω∩∂Dη tend vers l’ensemble vide lorsque η de´croit vers 0, apre`s
avoir re´gularise´ W+ et passe´ a` la limite, nous avons
(3.14) lim
η↓0
∫
Ω∩Dη
(
W+ i ∂∂ρ− ρ i ∂∂W+) ∧ βn−1
= lim
η↓0
∫
∂Ω∩Dη
W+ i ∂ρ ∧ βn−1.
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∂Ω ∩Dη =
⋃N
j=1
(
Sj ∩Dη
)
et sur Sj ∩Dη i ∂ρ ≡ i ∂ρj , d’ou`
(3.15) lim
η↓0
∫
∂Ω∩Dη
W+ i ∂ρ ∧ βn−1 ≤
N∑
j=1
∫
Sj
W+ dσj .
Ceci termine la 2e e´tape .
La proposition de´coule des ine´galite´s (3.11) a` (3.13).
3.2 Re´gularisation.
Soit ϕ une fonction C∞, a` support compact dans B(0, 1/2), ne
de´pendant que de |z|, a` valeurs dans [0, 1] et telle que ∫
R2n
ϕdλ = 1.
Pour ε fixe´ dans ]0, 1[, nous de´finissons sur R2n, ϕε par ϕε(ζ) =
1/ε2n ϕ(ζ/ε).
Ω e´tant suppose´ e´toile´ par rapport a` 0, nous pouvons de´finir pour tout
t de ]1/2, 1[
∀ζ ∈ Ωt = 1
t
Ω, Θ(tζ) =
n∑
j,k=1
Θjk(tζ) dζj ∧ dζk.
Nous notons εt = 1/2 dist(∂Ω, ∂Ωt) et nous de´finissons alors comme
re´gularise´e de Θ
Θt = Θ(t ·) ∗ ϕεt , ∀t ∈]1/2, 1[.
La convolution s’applique a` chaque coefficient de Θ. Nous obtenons
ainsi une (1, 1)-forme positive et ferme´e sur Ω, a` coefficients C∞ sur un
voisinage de Ω.
Proposition 3.5. Pour tout t de ]1/2, 1[, nous avons
B0(Θt)  B0(Θ),(1)
Bi(Θt)  B0(Θ) +Bi(Θ), ∀i ∈ {1, . . . , N}.(2)
Preuve: Commenc¸ons par remarquer que pour tout z de Ωt tel que
B(z, εt)∩Ω = ∅, dist(tz, ∂Ω) > εt/2. Ceci permet de majorer −ρ(ζ) par
−ρ(tz) et (ρ/ρi)(ζ) par (ρ/ρi)(tz) pour tout ζ de B(z, εt) ∩ Ω.
Il en re´sulte l’ine´galite´ (1) puisqu’avec le The´ore`me de Fubini
∫
Ω
−ρ τt dλ =
∫
Ωt
τ(tz)
(∫
Ω∩B(z, εt2 )
−ρ(ζ)ϕ
(
ζ − z
εt
)
dλ(ζ)
ε2nt
)
dλ(z).
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En outre
Bi
(
Θt
) ≤ ∫
Ω
(
ρ
ρi
(ζ)
)3 ((
∂ρi ∧ ∂ρi
)
(t ·) ∧Θ(t ·) ∧ βn−2
)
∗ ϕεt(ζ)
+
∫
Ω
(
ρ
ρi
(ζ)
)3{((
∂ρi∧∂ρi
)
(·)− (∂ρi∧∂ρi)(t ·))∧Θ(t ·)∧βn−2} ∗ϕεt(ζ)
+
∫
Ω
(
ρ
ρi
(ζ)
)3{
∂ρi∧∂ρi∧Θt∧βn−2−
(
∂ρi∧∂ρi∧Θ(t ·)∧βn−2
)
∗ϕεt
}
(ζ).
Il en de´coule l’ine´galite´ (2) en remarquant que pour tout z de Ωt, |z−tz| 
εt et de`s que B(z, εt/2) ∩ Ω = ∅, εt  −ρ(tz).
Nous allons maintenant terminer la preuve du The´ore`me 3.1. Graˆce
aux Propositions 3.4 et 3.5 et sous les hypothe`ses du The´ore`me 3.1, nous
pouvons de´finir pour tout t ∈ ]1/2, 1[, une fonction Wt, plurisoushar-
monique sur Ω, telle que
(3.16) i ∂∂Wt = Θt et ‖W+t ‖N1(Ω) 
N∑
i=0
Bi(Θ).
Pour η > 0 fixe´, nous choisissons tη ∈ ]1/2, 1[ de sorte que 1tη Ωη ⊂ Ωη/2
et posons pour tout t de ]tη, 1[, tout z de Ωη, Vt(z) = t2 Wt(z/t). Alors
i ∂∂Vt = Θ ∗ ϕtεt sur Ωη et
(3.17)
∫
∂Ωη′
V +t i ∂ρ ∧ βn−1 
N∑
i=0
Bi(Θ), ∀η′ > η.
En appliquant la formule de Stokes nous en de´duisons que la famille(
V +t
)
t∈]tη,1[ est uniforme´ment borne´e en norme L
1 sur Ωη′ et donc aussi(
V +t
)
t∈]tη,1[. Nous pouvons en extraire une suite qui converge faiblement
vers Vη′ et i ∂∂Vη′ = Θ sur Ωη′ .
Soit Gη/2 la fonction de Green sur Ωη/2, posons
(3.18) ∀z ∈ Ωη/2, V˜ (z) =
∫
Ωη/2
2Gη/2(z, ζ) dτ(ζ).
Quitte a` supposer η assez proche de 0, nous pouvons de´finir pour tout
t de ]tη, 1[ V˜t = V˜ ∗ ϕtεt qui sera C∞ sur Ωη. Alors sur Ωη, $ V˜t =
(2τ) ∗ ϕtεt = $Vt, d’ou` Vt = V˜t + Ht avec Ht fonction harmonique
sur Ωη. La famille
(
Ht
)
t
, a` partir d’un certain rang, est uniforme´ment
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borne´e sur tout compact de Ωη puisque V˜t(z) ≤ V˜t0(z) pour t ≥ t0 et la
famille
(
Vt
)
t∈]tη/2,1[ est uniforme´ment borne´e en norme L
1 sur Ωη.(
Ht
)
t
admet une sous-suite qui converge uniforme´ment sur tout
compact de Ωη et en prenant une sous-suite extraite commune avec(
Vt
)
t∈]tη/2,1[ nous avons
V +η ≤ H+η + V˜ +t0 sur Ωη.
Par convergence domine´e nous pouvons passer a` la limite dans (3.17) et
∀η′ > η,
∫
∂Ωη′
V +η i ∂ρ ∧ βn−1 
N∑
i=0
Bi(Θ), i ∂∂Vη = Θ sur Ωη.
Nous terminons avec un proce´de´ classique de diagonalisation.
IV. Cas de l’intersection de deux domaines
Dans ce paragraphe nous allons donner une condition suffisante
d’appartenance a` N2(Ω) lorsque Ω est l’intersection transverse de deux
domaines. Etre dans cette classe de Nevanlinna nous impose comme
condition limite l’inte´grabilite´ sur S12 de notre fonction selon la mesure
i ∂ρ1 ∧ i ∂ρ2 ∧ βn−2. L’estimation est alors facilite´e par le fait que∣∣i ∂ρ1 ∧ i ∂ρ2∣∣ correspond exactement au Jacobien du changement de
variables dont nous avons besoin. Malheureusement cela n’est plus ausi
simple lorsque l’on a plus de deux domaines et nous ne savons pas le
ge´ne´raliser.
Dans ce paragraphe ρ1 et ρ2 sont suppose´s eˆtre C3 sur un voisinage de
Ω.
4.1 Re´solution de ∂u = w et estimations.
Comme solution du ∂ nous reprenons celle de´finie dans la Proposition-
De´finition 2.1 et pre´cisons sa restriction a` S12. Nous notons
s(ζ, z) =
n∑
j=1
(
−(ρ1 + ρ2)(z)(ζj − zj)
(4.1)
−
(
F
(1)
+ F
(2)
)(
F
(1)
j + F
(2)
j
)
(z, ζ)
)
dζj ,
K(ζ, z) =
∑
α0,α1,α2
α0+α1+α2=n−1
(n− 1)!
α1!α2!
G
(α1)
1 G
(α2)
2
s ∧ (∂ζs)α0
〈s, ζ − z〉α0+1
(4.2)
∧ (∂Q(1))α1 ∧ (∂Q(2))α2 .
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Nous conservons les notations du paragraphe II mais les F (i)j sont main-
tenant C2 sur Ω.
Proposition-De´finition 4.1. Soit w une (0, 1)-forme ∂-ferme´e et a`
coefficients dans C1(Ω), une solution de ∂u = w est donne´e par
(a) ∀z ∈ Ω, k = 1, 2 u(z) = cn
∫
Ω
w(ζ) ∧ Kk(ζ, z) = cn
∫
Ω
w(ζ) ∧
K(ζ, z).
(b) Pour tout z de S12, u(z) = cn
∫
Ω
w(ζ) ∧ K˜(ζ, z) avec
K˜(ζ, z)=
n−1∑
k=0
ck
( −ρ1(ζ)
−ρ1(ζ)+F (1)(ζ, z)
)α+k( −ρ2(ζ)
−ρ2(ζ)+F (2)(ζ, z)
)α+n−1−k
×
∑n
l=1
(
F
(1)
l + F
(2)
l
)
(z, ζ)dζl
−(F (1) + F (2))(z, ζ) ∧
(
∂ζQ
(1)(ζ, z)
)k
∧ (∂ζQ(2)(ζ, z))n−1−k.
Preuve:
(a) re´sulte du (a) de la Proposition-De´finition 2.1 et de
|s(ζ, z)| ≤ C |ζ − z|, ∣∣〈s(ζ, z), ζ − z〉∣∣ ≥ cL |ζ − z|2
uniforme´ment pour ζ ∈ Ω et z ∈ L compact de Ω.
(b) Pour tout z de S12, (s ∧ ∂ζs)(z, ζ) ≡ 0 et
∫
Ω
w(ζ) ∧K(ζ, z) tend
vers
∫
Ω
w(ζ) ∧ K˜(ζ, z0) lorsque z tend vers z0 ∈ S12.
Pour estimer
∫
S12
∣∣∫
Ω
w(ζ)∧ K˜(ζ, z)∣∣ i ∂ρ1 ∧ i ∂ρ2 ∧ βn−2(z) nous com-
menc¸ons par le majorer par
∑
i=1,2
∫
S12
∣∣∫
Ω˜i
w(ζ)∧K˜(ζ, z)∣∣ i ∂ρ1∧ i ∂ρ2∧
βn−2(z). Les deux termes se comportant de fac¸on identique, nous ne
nous occuperons que de celui portant sur Ω˜1.
Certaines inte´grales vont eˆtre re´-exprime´es a` l’aide de la formule de
Stokes, pour cela nous notons
(4.3) Ai(ζ, z) =
n∑
j,l=1
∂F
(i)
j
∂ζl
(ζ, z) dζj ∧ dζl, i = 1, 2,
et pour k ∈ {1, . . . , n− 1}
(4.4)
Bk0 (ζ, z)=−α
(−ρ1(ζ))α−1(−ρ1(ζ)+F (1)(ζ, z))α+k
(−ρ2(ζ))α(−ρ2(ζ)+F (2)(ζ, z))α+n−1−k ∂ρ1(ζ)
∧ ∂ρ2(ζ)−(F (1)+F (2))(z, ζ)∧Ak−11 (ζ, z)∧An−1−k2 (ζ, z)∧∂ρ1(ζ)∧
(−w+w)(ζ)
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(4.5)
Bk1 (ζ, z)=−(α+k)
(−ρ1(ζ))α(−ρ1(ζ)+F (1)(ζ, z))α+k+1
(−ρ2(ζ))α(−ρ2(ζ)+F (2)(ζ, z))α+n−1−k
×
(
−∂ρ1(ζ) + dζF (1)(ζ, z)
)
∧ ∂ρ2(ζ)−(F (1) + F (2))(z, ζ)
∧Ak−11 (ζ, z) ∧An−1−k2 (ζ, z) ∧ ∂ρ1(ζ) ∧
(−w + w)(ζ)
(4.6)
Bk2 (ζ, z) = −
(−ρ1(ζ))α(−ρ1(ζ) + F (1)(ζ, z))α+k
(−ρ2(ζ))α−1(−ρ2(ζ) + F (2)(ζ, z))α+n−1−k
×
(
α∂ρ2(ζ)+(α+n−1−k) −ρ2(ζ)−ρ2(ζ) + F (2)(ζ, z)
(
−∂ρ2(ζ)+dζF (2)(ζ, z)
))
∧ ∂ρ2(ζ)−(F (1)+F (2))(z, ζ)∧Ak−11 (ζ, z)∧An−1−k2 (ζ, z)∧∂ρ1(ζ)∧
(−w+w)(ζ)
(4.7)
Bk3 (ζ, z) = −
(−ρ1(ζ))α(−ρ1(ζ) + F (1)(ζ, z))α+k
(−ρ2(ζ))α(−ρ2(ζ) + F (2)(ζ, z))α+n−1−k
× 1−(F (1) + F (2))(z, ζ)
(
∂∂ρ2(ζ) + ∂ρ2(ζ) ∧
(
dζF
(1) + dζF (2)
)
(z, ζ)
−(F (1) + F (2))(z, ζ)
)
∧Ak−11 (ζ, z) ∧An−1−k2 (ζ, z) ∧ ∂ρ1(ζ) ∧
(−w + w)(ζ)
(4.8)
Bk4 (ζ, z) =
(−ρ1(ζ))α(−ρ1(ζ) + F (1)(ζ, z))α+k
(−ρ2(ζ))α(−ρ2(ζ) + F (2)(ζ, z))α+n−1−k
∂ρ2(ζ)
−(F (1)+F (2))(z, ζ)∧
(−w+w)(ζ)∧dζ(Ak−11 (ζ, z)∧An−1−k2 (ζ, z)∧∂ρ1(ζ))
(4.9)
Bk5 (ζ, z) = −
(−ρ1(ζ))α(−ρ1(ζ) + F (1)(ζ, z))α+k
(−ρ2(ζ))α(−ρ2(ζ) + F (2)(ζ, z))α+n−1−k
∂ρ2(ζ)
−(F (1)+F (2))(z, ζ)∧∂ρ1(ζ)∧
(
−∂w+∂w
)
(ζ)∧Ak−11 (ζ, z)∧An−1−k2 (ζ, z).
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Lemme 4.2.
∫
S12
∣∣∣∣
∫
Ω˜1
w(ζ) ∧ K˜(ζ, z)
∣∣∣∣ i ∂ρ1 ∧ i ∂ρ2 ∧ βn−2(z) 
∫
Ω˜1
dλ(ζ)

n−1∑
k=0
∫
S12
(−ρ1(ζ))α(−ρ2(ζ))α|w(ζ)|∣∣∣−ρ1(ζ) + F (1)(ζ, z)∣∣∣α+k∣∣∣−ρ2(ζ) + F (2)(ζ, z)∣∣∣α+n−1−k
× i ∂ρ1 ∧ i ∂ρ2 ∧ β
n−2(z)∣∣∣F (1)(z, ζ) + F (2)(z, ζ)∣∣∣
+
n−2∑
k=0
∫
S12
(−ρ1(ζ))α(−ρ2(ζ))α−1|∂ρ2 ∧ w(ζ)|∣∣∣−ρ1(ζ) + F (1)(ζ, z)∣∣∣α+k∣∣∣−ρ2(ζ) + F (2)(ζ, z)∣∣∣α+n−1−k
×
(|∂ρ1 ∧ ∂ρ2(ζ)|+ |ζ − z|) i ∂ρ1 ∧ i ∂ρ2 ∧ βn−2(z)∣∣∣F (1)(z, ζ) + F (2)(z, ζ)∣∣∣
+
n−1∑
k=1
∫
S12
(−ρ1(ζ))α−1(−ρ2(ζ))α|∂ρ1 ∧ w(ζ)|∣∣∣−ρ1(ζ) + F (1)(ζ, z)∣∣∣α+k∣∣∣−ρ2(ζ) + F (2)(ζ, z)∣∣∣α+n−1−k
× |ζ − z| i ∂ρ1 ∧ i ∂ρ2 ∧ β
n−2(z)∣∣∣F (1)(z, ζ) + F (2)(z, ζ)∣∣∣
+
n−1∑
k=1
∫
S12
5∑
i=1
∣∣Bki (ζ, z)∣∣ i ∂ρ1 ∧ i ∂ρ2 ∧ βn−2(z)
+
n−2∑
k=1
∫
S12
(−ρ1(ζ))α−1(−ρ2(ζ))α−1|∂ρ1 ∧ ∂ρ2 ∧ w(ζ)|∣∣∣−ρ1(ζ) + F (1)(ζ, z)∣∣∣α+k∣∣∣−ρ2(ζ) + F (2)(ζ, z)∣∣∣α+n−1−k
× |ζ − z|
(|∂ρ1 ∧ ∂ρ2(ζ)|+ |ζ − z|) i ∂ρ1 ∧ i ∂ρ2 ∧ βn−2(z)∣∣∣F (1)(z, ζ) + F (2)(z, ζ)∣∣∣


+
∫
Ω˜2
dλ(ζ)
n−1∑
k=1
∫
S12
5∑
i=0
∣∣Bki (ζ, z)∣∣ i ∂ρ1 ∧ i ∂ρ2 ∧ βn−2(z).
L’avant dernier terme de la somme est nul pour n = 2.
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Preuve:
1e e´tape.
dζ
{ (−ρ1(ζ))α(−ρ1(ζ) + F (1)(ζ, z))α+k
(−ρ2(ζ))α(−ρ2(ζ) + F (2)(ζ, z))α+n−1−k
∂ρ2(ζ)
−(F (1) + F (2))(z, ζ) ∧Ak−11 (ζ, z) ∧An−1−k2 (ζ, z)
∧ ∂ρ1(ζ) ∧
(−w + w)(ζ)
}
=
5∑
l=0
Bkl (ζ, z).
Ainsi en appliquant la formule de Stokes sur Ω˜1 et Ω˜2 a` la forme
diffe´rentielle entre acollades, nous obtenons que son inte´grale sur {ζ |
ρ1(ζ) = ρ2(ζ)} vaut
(4.10)
∫
Ω˜1
5∑
l=0
Bkl (ζ, z) = −
∫
Ω˜2
5∑
l=0
Bkl (ζ, z).
2e e´tape. Pour i = 1, 2 et p = k ou n− 1− k
(
∂ζQ
(i)
)p
(ζ, z) =
(
− 1
ρi(ζ)
)p
Api (ζ, z)
+ p
(
− 1
ρi(ζ)
)p+1
Ap−1i (ζ, z) ∧

 n∑
j=1
F
(i)
j (ζ, z) dζj

 ∧ ∂ρi(ζ).
Nous e´crivons de fac¸on de´veloppe´e le noyau K˜(ζ, z) donne´ dans la
Proposition-De´finition 4.1 et pour tout k dans {1, . . . , n− 1} nous rem-
plac¸ons
∫
Ω˜1
Bk0 (ζ, z) par −
∫
Ω˜1
∑5
i=1 B
k
i (ζ, z) −
∫
Ω˜2
∑5
i=0 B
k
i (ζ, z). Puis
nous majorons par une constante
∣∣Ai(ζ, z)∣∣ pour i = 1, 2 et nous
approchons, modulo une 1-forme a` coefficients d’ordre O(|ζ − z|),∑n
j=1 F
(i)
j (ζ, z)dζj et
∑n
j=1 F
(i)
j (z, ζ)dζj par ∂ρi(ζ). Enfin nous termi-
nons en utilisant le The´ore`me de Fubini.
The´ore`me 4.3. Pour toute (0, 1)-forme w, ∂-ferme´e sur Ω, a` coef-
ficients dans C1(Ω), la solution de ∂u = w de´finie par la Proposition-
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De´finition 4.1 ve´rifie
a) si n = 2
∫
S12
|u(z)| i ∂ρ1 ∧ i ∂ρ2(z) 
∫
Ω
|w(ζ)| dλ(ζ)
+
∑
i=1,2
{∫
Ω
1√−ρ |∂ρi∧w| dλ(ζ)+
∫
Ω
− 1
ρ1+ρ2
|∂ρ1∧∂ρ2| |∂ρi∧w| dλ(ζ)
}
+
∫
Ω
∣∣(∂ρ2 ∧ ∂ρ1 + ∂ρ1 ∧ ∂ρ2)(−∂w + ∂w)∣∣(ζ) dλ(ζ).
b) si n ≥ 3
∫
S12
|u(z)| i ∂ρ1 ∧ i ∂ρ2(z) ∧ βn−2 
∫
Ω
|w(ζ)| dλ(ζ)
+
∑
i=1,2
{∫
Ω
1√−ρ |∂ρi ∧ w| dλ(ζ)+
∫
Ω
− 1
ρ1 + ρ2
|∂ρ1∧∂ρ2| |∂ρi ∧ w| dλ(ζ)
}
+
∫
Ω
− 1
ρ1 + ρ2
|∂ρ1 ∧ ∂ρ2 ∧ w| dλ(ζ)
+
∫
Ω
√−ρ
(ρ1 + ρ2)2
|∂ρ1 ∧ ∂ρ2| |∂ρ1 ∧ ∂ρ2 ∧ w| dλ(ζ)
+
∫
Ω
∣∣(∂ρ2 ∧ ∂ρ1 + ∂ρ1 ∧ ∂ρ2)(−∂w + ∂w)∣∣(ζ) dλ(ζ).
Preuve: Nous majorons chaque terme obtenu dans le Lemme 4.2 en
utilisant exactement les meˆmes techniques qu’au paragraphe 2.4; aussi
nous ne de´taillerons pas les calculs et nous nous contenterons de deux
remarques.
Pour tout z de S12, ∂ρi(z) ≡ −∂ρi(z) pour i = 1, 2. Ainsi
(4.11) i ∂ρ1 ∧ i ∂ρ2(z) ≡
(
dzq1 + α1
)
(ζ, z) ∧ (dzq2 + α2)(ζ, z)
ou` q1 et q2 sont les polynoˆmes qui approchent respectivement
mF (1)(ζ, z) et mF (2)(ζ, z) de´finis dans la Proposition-De´finition 2.6,
α1(ζ, z) et α2(ζ, z) sont des 1-formes a` coefficients de l’ordre de O(|ζ−z|).
Comme nous inte´grons selon la mesure (4.11) nous pouvons syste´ma-
tiquement faire soit deux changements de variables q1 = q1(ζ, z) et q2 =
q2(ζ, z) soit, de manie`re e´quivalente quant au re´sultat, un changement
de variables et un gain d’une puissance en |ζ − z|, soit un gain de deux
puissances de |ζ − z|.
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Le point essentiel dans le Lemme 4.2 est que nous avons
transforme´ l’inte´grale
∫
Ω˜1
∑n−1
k=1 B
k
0 (ζ, z) en −
∑5
i=1
∫
Ω˜1
∑n−1
k=1 B
k
i (ζ, z)
−∑5i=0 ∫Ω˜2 ∑n−1k=1 Bki (ζ, z), la justification vient de l’estimation de∫
Ω˜2
Bk0 (ζ, z).
Par conside´ration de bidegre´
∣∣Bk0 (ζ, z)∣∣ est majore´ a` une constante
absolue pre`s par
(−ρ1(ζ))α−1(−ρ2(ζ))α ∣∣∂ρ1 ∧ ∂ρ2(ζ)∣∣ |∂ρ1 ∧ w(ζ)∣∣
(−ρ1 − ρ2)(ζ)
∣∣∣−ρ1(ζ) + F (1)(ζ, z)∣∣∣α+k ∣∣∣−ρ2(ζ) + F (2)(ζ, z)∣∣∣α+n−1−k .
Apre`s changements de variables et comme ic¸i ζ est fixe´ dans Ω˜2, nous
avons∫
[0,R]
(−ρ1)α−1(−ρ2)α
−ρ1 − ρ2 r
2n−5 dr
{∫
[0,R]
dq1
(−ρ1 + q1 + r2)α+k ×
∫
[0,R]
dq2
(−ρ2 + q2 + r2)α+n−1−k
}
 − 1
ρ1 + ρ2
(ζ)
∫
[0,R]
(−ρ2)αr2n−5
(−ρ2 + r2)α+n−2 dr  −
1
ρ1 + ρ2
(ζ).
Si nous avions traite´ directement
∫
Ω˜1
∑n−1
k=1 B
k
0 (ζ, z) nous l’aurions fait
comme ci-dessus et aurions eu pour k = n−1 apre`s inte´gration selon dq1
et dq2 ∫
[0,R]
(−ρ2) (−ρ1)α−1r2n−5 dr
(−ρ1 − ρ2) (−ρ1 + r2)α+n−2  −
1
ρ1 + ρ2
ρ2
ρ1
qui n’est pas majorable a` une constante absolue pre`s par − 1ρ1+ρ2 sur
Ω˜1.
4.2 Re´solution de i dw = Θ.
Comme Ω = Ω1 ∩ Ω2 est e´toile´ par rapport a` 0 et l’intersection est
R-transverse, il existe c1 < 0 et c2 < 0 tels que, pour tous c′1 de ]c1, 0[
et c′2 de ]c2, 0[, les ensembles {ρ1 = c′1} et {ρ2 = c′2} se coupent en une
surface de dimension re´elle 2n− 2. Il existe η > 0 tel que c1 + 2η < 0 et
c2 + 2η < 0. Nous notons
D =
({
ρ1 < c1 + η
} ∪ {ρ2 < c2 + η}) ∩ Ω,(4.12)
D′ =
{
ρ1 < c1 + 2η
} ∪ {ρ2 < c2 + 2η}.(4.13)
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La condition ci-dessus permet de dire qu’il existe un voisinage de {ρ1 =
ρ2 = 0} qui ne rencontre pas D′.
Par continuite´ de ρ1 et ρ2, D est relativement compact dans D′. Nous
pouvons alors de´finir une fonction plateau ψ, C∞, a` valeurs dans [0, 1],
a` support compact dans D′ et valant identiquement 1 sur D.
En utilisant l’homotopie de “Cartan-Poincare´”, nous pouvons de´finir
une solution de i dw = Θ sur D′ ∩ Ω. Nous l’appelons w˜ et posons
(4.14) w2 = ψ w˜, Θ1 = Θ− i dw2.
Ainsi, de`s que nous connaitrons une solution w1 de i dw = Θ1, w =
w1 + w2 sera solution de i dw = Θ sur Ω.
Commenc¸ons par ve´rifier que les estimations sur (w2)0,1 ne posent pas
de proble`mes. Pour Θ un (1, 1)-courant positif a` coefficients dans C2(Ω),
nous conservons les notations de la Proposition 3.2 et posons
(4.15) B′k(Θ) =
∫
Ω
i ∂ρk ∧ ∂ρk ∧Θ ∧ βn−2, k = 1, 2
Proposition 4.4. Soit w2 la 1-forme de´finie par (4.14), alors :∫
Ω
|(w2)0,1| dλ  B0(Θ),a)
∫
Ω
(
−1
ρ
)1/2 ∣∣∂ρk ∧ (w2)0,1∣∣ dλ  B0(Θ) +B′k(Θ), k = 1, 2b) ∫
Ω
− 1
ρ1 + ρ2
|∂ρ1 ∧ ∂ρ2|
∣∣∂ρk ∧ (w2)0,1∣∣ dλ  B0(Θ), k = 1, 2c) ∫
Ω
∣∣(∂ρ2 ∧ ∂ρ1 + ∂ρ1 ∧ ∂ρ2) ∧ (−∂(w2)0,1 + ∂(w2)0,1)∣∣ dλd)
 B0(Θ) +B′1(Θ) +B′2(Θ),
et si n ≥ 3∫
Ω
− 1
ρ1 + ρ2
∣∣∂ρ1 ∧ ∂ρ2 ∧ (w2)0,1∣∣ dλ  B0(Θ),e) ∫
Ω
√−ρ
(ρ1 + ρ2)2
|∂ρ1 ∧ ∂ρ2|
∣∣∂ρ1 ∧ ∂ρ2 ∧ (w2)0,1∣∣ dλ  B0(Θ).f)
Preuve: Puisque D′∩Ω est inclus dans Ω et que w˜ est construit a` par-
tir de l’homotopie de Poincare´, nous obtenons l’analogue de la Proposi-
tion 3.3 en remplac¸ant Ω par D′∩Ω. En outre comme −∂w˜0,1 +∂w˜0,1 =
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d
(−w˜0,1 + w˜0,1) = −iΘ sur D′ ∩ Ω, par positivite´ de Θ
(4.16)
∫
D′∩Ω
∣∣(∂ρ2 ∧ ∂ρ1 + ∂ρ1 ∧ ∂ρ2) ∧ (−∂w˜0,1 + ∂w˜0,1)∣∣ dλ
 B′1(Θ) +B′2(Θ).
Il en de´coule aise´ment les estimations pour (w2)0,1 car sur D′ ∩ Ω, qui
contient le support de w2, nous avons∣∣dψ ∧ w˜0,1∣∣  |w˜0,1|,(4.17)
− 1
ρ1 + ρ2
≤ 1
inf(−c1,−c2)− 2η  1.(4.18)
Remarquons enfin que Θ1 = (1− ψ) Θ− i dψ ∧ w˜ est encore un (1, 1)-
courant ferme´ a` coefficients C2 sur un voisinage de Ω, mais nous avons
“perdu” sur ce courant l’hypothe`se de positivite´. Cependant, il est la
somme d’un (1, 1)-courant positif et d’une forme a` coefficients borne´s
en norme L1(Ω) par B0(Θ) et dont le support e´vite un voisinage de
{ρ1 = ρ2 = 0}. Nous verrons plus loin que ceci est suffisant pour estimer
correctement w1, et surtout, le support de Θ1 ne contient plus D ce qui
va nous permettre de de´finir une nouvelle homotopie.
Nous n’arrivons pas a` borner les termes dont l’inte´grale contient un
facteur de l’ordre de − 1ρ1+ρ2 (ou
√−ρ
(ρ1+ρ2)2
pour n ≥ 3) avec l’homotopie
classique. En effet, en faisant une inte´gration comme pour les ine´gali-
te´s (3.5) et (3.6), nous obtenons un terme de l’ordre de ln
(−ρ(ζ)). Nous
allons contourner cette difficulte´ en nous inspirant d’une me´thode de
Varopoulos [Var], pre´sente´e par Charpentier [Cha]. Celle-ci consiste
a` construire une famille d’homotopies, puis a` faire une moyenne des
solutions trouve´es.
Soit ζ ∈ {c1 < ρ1 < 0} ∩ {c2 < ρ2 < 0}, pour tout t de ]0, 1] et
tout r de [0, 1], les surfaces {ρ1 = ρ1(ζ)} ∩ {ρ2 = ρ2(ζ)} et {ρ1 =
t ρ1(ζ)+(1− t) c1}∩{ρ2 = t1+rρ2(ζ)+(1− t1+r) c2} sont, par hypothe`se
sur c1 et c2, de dimension 2n − 2 et varient de fac¸on re´gulie`re. Nous
pouvons les repe´rer a` l’aide des coordonne´es (ϕi)1≤i≤2n−2.
De´finition 4.5. Pour tout t de ]0, 1] et tout r de [0, 1], nous appelons
F rt le C1-diffe´omorphisme de D˜ = {c1 < ρ1 < 0} ∩ {c2 < ρ2 < 0} dans
lui-meˆme, de´fini par
ρ1
(
F rt (ζ)
)
= t ρ1(ζ) + (1− t) c1,
ρ2
(
F rt (ζ)
)
= t1+rρ2(ζ) + (1− t1+r) c2,
ϕi
(
F rt (ζ)
)
= ϕi(ζ) i = 1, . . . , 2n− 2.
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Le choix de c1 et c2 permet d’assurer que F rt est bien bijectif sur
{c1 < ρ1 < 0} ∩ {c2 < ρ2 < 0}. ρ1 et ρ2 e´tant C2 sur Ω, dρ1 et dρ2 e´tant
libres sur V δ1 ∩ V δ2 , nous avons bien, avec le The´ore`me des fonctions
implicites, F rt et
(
F rt
)−1 de classe C1. De plus ∀r ∈ [0, 1], F r1 = Id sur
D˜ et il existe t0 ∈ ]0, 1], ∀t ∈ ]0, t0] F rt
(
D˜
) ⊂ D qui par construction
ne rencontre pas le support de Θ1. Pour eˆtre parfaitement dans les
conditions d’application du Lemme de Cartan-Poincare´, il faudrait que
F rt soit de´fini sur
({
ρ1 ≤ c1
}∪{ρ2 ≤ c2})∩Ω; or cet ensemble est inclus
dans D. Nous pouvons de´finir la forme diffe´rentielle
(4.19) wr = −i
∫ 1
t0
(
F rt
)∗(
iZrt Θ
1
)
dt,
ou` Zrt est une famille de champs de vecteurs tels que
d
dt
F rt (z)=Z
r
t
(
F rt (z)
)
(0 < t ≤ 1, 0 ≤ r ≤ 1) et iZrt Θ1 est de´fini par iZrt
(
dzi∧dzj
)
=
(
Zrt
)i
dzj−(
Zrt
)j
dzi.
Nous appliquons le “Lemme de Cartan-Poincare´” et avons
∀r ∈ [0, 1], i dwr = Θ1 sur Ω,
et nous de´finissons
(4.20) w1 =
∫ 1
0
wr dr, i dw1 = Θ1 sur Ω.
Nous allons maintenant voir que (w1)0,1 ve´rifie de “bonnes estimations”.
4.3 Estimations de la solution de i dw1 = Θ1.
Exprimons
(
F rt
)−1 a` l’aide des fonctions ρ1 et ρ2, pour tout ζ de D˜
ρ1
((
F rt
)−1(ζ)) = 1
t
ρ1(ζ) +
(
1− 1
t
)
c1,(4.21)
ρ2
((
F rt
)−1(ζ)) = 1
t1+r
ρ1(ζ) +
(
1− 1
t1+r
)
c2.(4.22)
De´finition 4.6. Pour tout r ∈ [0, 1], tout ζ fixe´ dans D˜, nous posons
tr(ζ) = inf
{
t ∈ [t0, 1]
∣∣ (F rt )−1(ζ) ∈ D˜}
= max
{
t0, 1− ρ1(ζ)
c1
,
(
1− ρ2(ζ)
c2
) 1
1+r
}
.
Commenc¸ons par e´tablir une se´rie de Lemmes qui nous servirons pour
les estimations.
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Lemme 4.7. Pour tout ζ de Ω \D, tout r de [0, 1]
∫ 1
tr(ζ)
(
1
−ρ ◦ (F rt )−1(ζ)
)1/2
dt 
(−ρ(ζ))1/2.
Preuve:
(4.23)
d
dt
(
−ρ ◦ (F rt )−1)1/2
=
1
2
−1(
−ρ ◦ (F rt )−1)1/2
〈dρ ◦ (F rt )−1, ddt (F rt )−1〉,
ou` 〈 , 〉 de´signe le produit scalaire dans R2n.
En de´rivant par rapport a` t les e´galite´s (4.21) et (4.22), nous avons
(4.24)
d
dt
(
ρ1◦
(
F rt
)−1) = − 1
t2
(
ρ1 − c1
)
= 〈dρ1◦
(
F rt
)−1
,
d
dt
(
F rt
)−1〉,
(4.25)
d
dt
(
ρ2◦
(
F rt
)−1) = −1 + r
t2+r
(
ρ2 − c2
)
= 〈dρ2◦
(
F rt
)−1
,
d
dt
(
F rt
)−1〉,
ce qui, avec l’e´galite´ (4.23), nous donne
d
dt
(
−ρ ◦ (F rt )−1)1/2 ≥ 12 1(−ρ ◦ (F rt )−1(ζ))1/2
×
((
ρ2
ρ1 + ρ2
)2
◦ (F rt )−1(ζ)(ρ1(ζ)− c1)
+
(
ρ1
ρ1 + ρ2
)2
◦ (F rt )−1(ζ)(ρ2(ζ)− c2)
)
.
Soit pour tout ζ de Ω\D, 1(
−ρ◦
(
F rt
)−1
(ζ)
)1/2 ≤ 4η ddt (−ρ◦(F rt )−1(ζ))1/2.
Lemme 4.8. ∀r ∈ [0, 1], ∀t ∈ [tr(ζ), 1],
∀ζ∈(Ω \D)∩{−ρ1≤ c1
c2
(−ρ2)
}
,
ρ1
ρ2
((
F rt
)−1(ζ))≤ ρ1
ρ2
(ζ),(i)
∀ζ∈(Ω \D)∩{−ρ2≤ c2
c1
(−ρ1)
}
,
ρ2
ρ1
((
F rt
)−1(ζ))≤ ρ2
ρ1
(ζ).(ii)
Preuve: Lorsque l’on fixe ζ dans
(
Ω \D)∩{−ρ1 ≤ c1c2 (−ρ2)}, la fonc-
tion f de´finie sur [tr(ζ), 1] par f(t) = ρ1ρ2
(
(F rt )
−1(ζ)
)
est croissante sur
[tr(ζ), 1].
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Corollaire 4.9. Pour tout ζ de Ω \ D, tout r de [0, 1], tout t de
[tr(ζ), 1] fixe´s
ρ1
ρ2 + ρ1
((
F rt
)−1(ζ))  ρ1
ρ2 + ρ1
(ζ);
ρ2
ρ2 + ρ1
((
F rt
)−1(ζ))  ρ2
ρ2 + ρ1
(ζ).
Preuve: Il suffit de conside´rer le cas ou` ζ est fixe´ dans
(
Ω\D)∩{−ρ1 ≤
c1
c2
(−ρ2)}, alors on applique le Lemme pre´ce´dent a`
ρ1
ρ2
((
F rt
)−1(ζ))
ρ1
ρ2
((
F rt
)−1(ζ)) + 1 =
ρ1
ρ2 + ρ1
((
F rt
)−1(ζ)).
Lemme 4.10. Il existe c′1 < 0, c
′
2 < 0 tels que pour tout r fixe´ dans
[0, 1], nous avons
(i) ∀ζ ∈ (Ω \D) ∩{−ρ1 ≤ c′1
c2
(−ρ2)
}
,
∫ 1
tr(ζ)
(−ρ1)1/2(
ρ1 + ρ2
)2 ((F rt )−1(ζ)) dt  (−ρ1)3/2(ρ1 + ρ2)2 (ζ).
(ii) ∀ζ ∈ (Ω \D) ∩{−ρ2 ≤ c′2
c1
(−ρ1)
}
,
∫ 1
tr(ζ)
(−ρ2)1/2(
ρ1 + ρ2
)2 ((F rt )−1(ζ)) dt  (−ρ2)3/2(ρ1 + ρ2)2 (ζ).
Preuve: Nous choisissons c′1 < 0 assez proche de 0, de sorte que,
comme pour le Lemme 4.7, (−ρ1)
1/2(
ρ1+ρ2
)2 ((F rt )−1(ζ)) soit majorable a` une
constante absolue pre`s par ddt
(
(−ρ1)3/2
(ρ1+ρ2)2
◦ (F rt )−1(ζ)).
Voici maintenant les estimations que nous ne savions pas e´tablir sans
l’intervention de la nouvelle homotopie.
Lemme 4.11. Pour tout ζ de Ω \D∫ 1
0
∫ 1
tr(ζ)
− 1
ρ1 + ρ2
((
F rt
)−1(ζ)) dt dr  1a)
∫ 1
0
∫ 1
tr(ζ)
1
(−ρ1 − ρ2)3/2
((
F rt
)−1(ζ)) dt dr  1
(−ρ1 − ρ2)1/2 (ζ)b)
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Preuve: Nous nous sommes inspire´s de la preuve de Lemme 15 de
[Cha]. Nous posons
I1r (ζ) =
∫ 1
tr(ζ)
− 1
ρ1 + ρ2
((
F rt
)−1(ζ)) dt, I1(ζ) = ∫ 1
0
I1r (ζ) dr,
I2r (ζ) =
∫ 1
tr(ζ)
1
(−ρ1 − ρ2)3/2
((
F rt
)−1(ζ)) dt, I2(ζ) = ∫ 1
0
I2r (ζ) dr.
Avec les e´galite´s (4.21) et (4.22), nous avons pour tout t de [tr(ζ), 1]
− 1
ρ1 + ρ2
((
F rt
)−1(ζ))
=
t1+r
−c1tr
(
t− (1− ρ1(ζ)/c1)
)− c2(t1+r − (1− ρ2(ζ)/c2)) .
• Si 1− ρ1(ζ)c1 ≤
(
1− ρ2(ζ)c2
) 1
1+r
,
I1r (ζ) ≤
∫ 1
(1− ρ2(ζ)c2 )
1
1+r
− 1
c1
t
t− (1− ρ1(ζ)/c1) dt
 ln

 1− (1− ρ1(ζ)/c1)(
1− ρ2(ζ)/c2
) 1
1+r − (1− ρ1(ζ)/c1)

 .
De meˆme
I2r (ζ) ≤
∫ 1
(1− ρ2(ζ)c2 )
1
1+r
(
1
−c1
)3/2 ( 1
t− (1− ρ1(ζ)/c1)
)3/2
dt

( −c1
−ρ1(ζ)
)1/2  1− (1− ρ1(ζ)/c1)(
1− ρ2(ζ)/c2
) 1
1+r − (1− ρ1(ζ)/c1)


1/2
.
• Si
(
1− ρ2(ζ)c2
) 1
1+r ≤ 1− ρ1(ζ)c1 ,
I1r (ζ) ≤
∫ 1
1− ρ1(ζ)c1
− 1
c2
t1+r
t1+r − (1− ρ2(ζ)/c2) dt
 ln
(
1− (1− ρ2(ζ)/c2)(
1− ρ1(ζ)/c1
)1+r − (1− ρ2(ζ)/c2)
)
.
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De meˆme
I2r (ζ) ≤
∫ 1
1− ρ1(ζ)c1
(
1
−c2
)3/2
tr(
t1+r − (1− ρ2(ζ)/c2)
)3/2 dt

( −c2
−ρ2(ζ)
)1/2 ( 1− (1− ρ2(ζ)/c2)(
1− ρ1(ζ)/c1
)1+r − (1− ρ2(ζ)/c2)
)1/2
.
Cela nous ame`ne a` distinguer trois cas.
Cas 1. 1− ρ1(ζ)c1 ≤ 1−
ρ2(ζ)
c2
.
Alors pour tout r de [0, 1] 1− ρ1(ζ)c1 ≤
(
1− ρ2(ζ)c2
) 1
1+r
et
I1(ζ) 
∫ 1
0
− 1
1 + r
ln
(
1− ρ2(ζ)
c2
)
dr
+
∫ 1
0
ln
(
1− (1− ρ1(ζ)/c1)
1− (1− ρ1(ζ)/c1)1− 11+r
)
dr,
I2(ζ) 
(
1
−ρ1(ζ)
)1/2 1
(1− ρ1(ζ)/c1)1/2
×
∫ 1
0
(
1− (1− ρ1(ζ)/c1)
1− (1− ρ1(ζ)/c1)1− 11+r
)1/2
dr.
Avec l’ine´galite´ des accroissements finis applique´e a` x → x r1+r sur [1 −
ρ1(ζ)/c1, 1], nous avons
I1(ζ)  ln(−c2/η) ln 2 +
∫ 1
0
ln
(
1 + r
r
)
dr  1,
I2(ζ) 
(−c1
η
)1/2 ( 1
−ρ1(ζ)
)1/2 ∫ 1
0
(
1 + r
r
)1/2
dr 
(
1
−ρ1(ζ)
)1/2

(
1 +
c2
c1
)1/2 (
− 1
ρ1 + ρ2
(ζ)
)1/2
.
Cas 2. 1− ρ2(ζ)c2 ≤
(
1− ρ1(ζ)c1
)2
.
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Alors pour tout r de [0, 1], 1− ρ2(ζ)c2 ≤
(
1− ρ1(ζ)c1
)1+r
et
I1(ζ) 
∫ 1
0
−(1 + r) ln
(
1− ρ1(ζ)
c1
)
dr
+
∫ 1
0
ln
(
1− (1− ρ2(ζ)/c2)
1− (1− ρ2(ζ)/c2)1− 1+r2
)
dr,
I2(ζ) 
(
1
−ρ2(ζ)
)1/2 1
(1− ρ2(ζ)/c2)1/2
×
∫ 1
0
(
1− (1− ρ2(ζ)/c2)
1− (1− ρ2(ζ)/c2)1− 1+r2
)1/2
dr.
Avec l’ine´galite´ des accroissements finis applique´e a` x → x 1−r2 sur [1 −
ρ2(ζ)/c2, 1], nous avons
I1(ζ)  2 ln(−c1/η) +
∫ 1
0
ln
(
2
1− r
)
dr  1,
I2(ζ) 
(−c2
η
)1/2 ( 1
−ρ2(ζ)
)1/2 ∫ 1
0
(
2
1− r
)1/2
dr 
(
1
−ρ2(ζ)
)1/2

(
1 +
c1
c2
)1/2 (
− 1
ρ1 + ρ2
(ζ)
)1/2
.
Cas 3.
(
1− ρ1(ζ)c1
)2
< 1− ρ2(ζ)c2 < 1−
ρ1(ζ)
c1
.
Alors il existe r0 ∈ ]0, 1[ tel que 1 − ρ2(ζ)c2 =
(
1− ρ1(ζ)c1
)1+r0
. Nous
de´coupons les inte´grales de la variable r en une portant sur [0, r0] et une
sur [r0, 1].
Pour r ∈ [0, r0], nous faisons les majorations comme dans le cas 2 et
en particulier appliquons l’ine´galite´ des accroissements finis a` x→ x
r0−r
1+r0
sur [1− ρ2(ζ)/c2, 1].
Pour r ∈ [r0, 1], nous faisons les majorations comme dans le cas 1 et
en particulier appliquons l’ine´galite´ des accroissements finis a` x→ x r−r01+r
sur [1− ρ1(ζ)/c1, 1].
Nous avons
I1(ζ)  (1 + r0) ln(−c1/η) +
∫ r0
0
ln
(
1 + r0
r0 − r
)
dr
+ ln 2 ln(−c2/η) +
∫ 1
r0
ln
(
1 + r
r − r0
)
dr  1
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et
I2(ζ) 
(
1
−ρ2(ζ)
)1/2∫ r0
0
(
1+r0
r0−r
)1/2
dr+
(
1
−ρ1(ζ)
)1/2∫ 1
r0
(
1+r
r−r0
)1/2
dr

(
1
−ρ2(ζ)
)1/2
+
(
1
−ρ1(ζ)
)1/2

((
1 +
c1
c2
)1/2
+
(
1 +
c2
c1
)1/2) (
− 1
ρ1 + ρ2
(ζ)
)1/2

(
− 1
ρ1 + ρ2
(ζ)
)1/2
.
Le Lemme est e´tabli.
Lemme 4.12. Pour tout ζ de Ω \D fixe´
a)
∫ 1
0
∫ 1
tr(ζ)
(1− t)
(
1+
(
1
−ρ
)1/2
− 1
ρ1+ρ2
)((
F rt
)−1(ζ)) dt dr  −ρ(ζ),
b)
∫ 1
0
∫ 1
tr(ζ)
(1− t)
(
− 1
ρ1 + ρ2
)3/2 ((
F rt
)−1(ζ)) dt dr √−ρ(ζ),
c)
∫ 1
0
∫ 1
tr(ζ)
(1− t)2
(
− 1
ρ1 + ρ2
)3/2 ((
F rt
)−1(ζ)) dt dr  −ρ(ζ).
Preuve: Pour tout r de [0, 1], 1− tr(ζ)  −ρ(ζ) et nous appliquons les
Lemmes 4.7 et 4.11.
Posons
B12(Θ) =
∫
Ω
− ρ
3
1 ρ
3
2
(ρ1 + ρ2)7
(ζ) i ∂ρ1 ∧ ∂ρ1 ∧ i ∂ρ2 ∧ ∂ρ2 ∧Θ ∧ βn−3(ζ).
Le reste du paragraphe va consister en la preuve de la
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Proposition 4.13. Soit w1 la 1-forme de´finie en (4.20), alors :
(a)
∫
Ω
|(w1)0,1(ζ)| dλ(ζ)  B0(Θ),
(b)
∫
Ω
(
− 1
ρ(ζ)
)1/2 ∣∣∂ρk ∧ (w1)0,1(ζ)∣∣ dλ(ζ)
 B0(Θ) +B′k(Θ), k = 1, 2
(c)
∫
Ω
− 1
ρ1 + ρ2
(ζ)
∣∣∂ρ1 ∧ ∂ρ2(ζ)∣∣ ∣∣∂ρk ∧ (w1)0,1(ζ)∣∣ dλ(ζ)
 B0(Θ) +B′1(Θ) +B′2(Θ), k = 1, 2
(d)
∫
Ω
∣∣(∂ρ2 ∧ ∂ρ1 + ∂ρ1 ∧ ∂ρ2) ∧ (−∂(w1)0,1 + ∂(w1)0,1)∣∣ dλ(ζ)
 B0(Θ) +B′1(Θ) +B′2(Θ).
Et si n ≥ 3
(e)
∫
Ω
− 1
ρ1 + ρ2
∣∣∂ρ1 ∧ ∂ρ2 ∧ (w1)0,1∣∣ dλ(ζ)
 B0(Θ) +B′1(Θ) +B′2(Θ),
(f)
∫
Ω
√−ρ(
ρ1 + ρ2
)2 ∣∣∂ρ1 ∧ ∂ρ2∣∣ ∣∣∂ρ1 ∧ ∂ρ2 ∧ (w1)0,1∣∣ dλ(ζ)
 B0(Θ) +B′1(Θ) +B′2(Θ) +B12(Θ).
Avant de commencer la preuve, e´tablissons deux Lemmes qui nous
seront utiles.
Lemme 4.14. Pour tout t de ]0, 1], tout r de [0, 1], la famille de
champs de vecteurs (Zrt ) de´finie sur D˜ par
d
dt F
r
t (z) = Z
r
t
(
F rt (z)
)
est
telle que
Zrt (·) =
1
t
Zr(·),
ou` (Zr)r∈[0,1] est une famille de champs de vecteurs C0 sur Ω \D.
Preuve: D’apre`s la De´finition 4.5 de F rt et avec le The´ore`me des fonc-
tions implicites, nous pouvons trouver localement une fonction F qui est
C1 de R2n dans R2n et telle que
F rt (ζ) = F
(
ρ1
(
F rt (ζ)
)
, ρ2
(
F rt (ζ)
)
, ϕ1(ζ), . . . , ϕ2n−2(ζ)
)
.
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Ainsi :
d
dt
F rt (ζ)=
∂F
∂x1
(
ρ1
(
F rt (ζ)
)
, ρ2
(
F rt (ζ)
)
, ϕ1(ζ), . . ., ϕ2n−2(ζ)
)
(ρ1(ζ)−c1)
+
∂F
∂x2
(
ρ1
(
F rt (ζ)
)
, ρ2
(
F rt (ζ)
)
, ϕ1(ζ), . . . , ϕ2n−2(ζ)
)
(1+r)(ρ2(ζ)−c2)tr.
Et comme ρ1(ζ)−c1 = 1t
(
ρ1
(
F rt (ζ)
)−c1), tr(ρ2(ζ)−c2)= 1t (ρ2(F rt (ζ))−
c2
)
, en posant
Zr(·) = (ρ1(·)− c1) ∂F
∂x1
(
ρ1(·), ρ2(·), ϕ1(·), . . . , ϕ2n−2(·)
)
+ (1 + r)(ρ2(·)− c2) ∂F
∂x2
(
ρ1(·), ρ2(·), ϕ1(·), . . . , ϕ2n−2(·)
)
,
nous avons ddt F
r
t (ζ) =
1
t Z
r
(
F rt (ζ)
)
.
F rt e´tant C1 sur Ω ∩ {c1 < ρ1 ≤ 0} ∩ {c2 < ρ2 ≤ 0}, Zrt et Zr sont
continues sur Ω \D puisqu’il est inclus dans l’ensemble pre´ce´dent.
Lemme 4.15.∫
Ω\D
∣∣∣∂ρ1 ∧ ∂ρ2(ζ)∣∣∣2σ(ζ) dλ(ζ)  B′1(Θ) +B′2(Θ).
Preuve: L’inte´grale ne porte que sur les ζ de Ω \ D tels que ∂ρ1 ∧
∂ρ2(ζ) = 0. En comple´tant (∂ρ1, ∂ρ2) dans l’ensemble des (1, 0)-formes,
nous avons (∂ρ1, ∂ρ2, γ3, . . . , γn) une base de (1, 0)-formes sur Cn et
(e1(ζ), . . . , en(ζ)) une base duale. De plus |∂ρ1| et |∂ρ2| sont minorables
par des constantes absolues sur V δ1 ∩ V δ2 , ainsi en tant que mesure
∣∣∂ρ1 ∧ ∂ρ2(ζ)∣∣2 n∑
k=2
Θ
(
ek(ζ), ek(ζ)
)
βn  i ∂ρ1 ∧ ∂ρ1 ∧Θ ∧ βn−2(ζ),
∣∣∂ρ1 ∧ ∂ρ2(ζ)∣∣2 n∑
k=1
k =2
Θ
(
ek(ζ), ek(ζ)
)
βn  i ∂ρ2 ∧ ∂ρ2 ∧Θ ∧ βn−2(ζ),
La trace d’une matrice e´tant le meˆme quelque soit la base dans laquelle
on l’exprime, le Lemme est e´tabli.
Preuve de la Proposition 4.13: Nous allons faire syste´matiquement
le changement de variable ξ = F rt (ζ), ce qui nous permettra avec les
Lemmes pre´ce´dents de gagner du −ρ(ζ) dans chaque terme.
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Graˆce au Lemme 4.14, les ine´galite´s (a) et (b) s’obtiennent comme
celles de la Proposition 3.3 ou` le changement de variables ξ = tζ est
remplace´ par ξ = F rt (ζ) et l’inte´gration selon la variable r ne joue aucun
roˆle.
Ine´galite´ (c).
∫
Ω
− 1
ρ1 + ρ2
(ζ)
∣∣∂ρ1 ∧ ∂ρ2(ζ)∣∣ ∣∣∂ρk ∧ (w1)0,1(ζ)∣∣ dλ(ζ)
≤
∫
D˜
∫ 1
0
∫ 1
t0
− 1
ρ1 + ρ2
∣∣∣(F rt )∗(∂ρ1 ∧ ∂ρ2)∣∣∣
×
∣∣∣(F rt )∗(∂ρk ∧ (iZrt Θ1)0,1
)∣∣∣(ζ) dt dr dλ(ζ)
+
∫
D˜
∫ 1
0
∫ 1
t0
− 1
ρ1 + ρ2
∣∣∣(F rt )∗(iZrt Θ1)0,1
∣∣∣
×
(∣∣∂ρ1∧∂ρ2∣∣ ∣∣∂ρk∣∣−∣∣(F rt )∗(∂ρ1∧∂ρ2)∣∣ ∣∣(F rt )∗(∂ρk)∣∣)(ζ) dt dr dλ(ζ).
Nous commenc¸ons par majorer le deuxie`me terme. ρk (k = 1, 2) e´tant
une fonction C3 sur Ω,
∀ζ ∈ D˜, ∀t ∈ [t0, 1], ∀r ∈ [0, 1],
∣∣∣∂ρk(ζ)−(F rt )∗(∂ρk)(ζ)∣∣∣  ∣∣ζ−F rt (ζ)∣∣.
Or ζ = F r1 (ζ) et la famille de diffe´omorphismes (F
r
t ) de´pend de fac¸on C1
de t sur [t0, 1]. Ainsi pour tout t de [t0, 1], tout r de [0, 1], tout ζ de D˜
(4.26)
∣∣ζ − F rt (ζ)∣∣  1− t.
Nous en de´duisons, apre`s le changement de variable ξ = F rt (ζ), que le
deuxie`me terme est majore´, a` une constante absolue pre`s, par
∫
Ω\D
∑
i,j=1,2
∣∣Θ1ij(ξ)∣∣ dλ(ξ)
(∫ 1
0
∫ 1
tr(ξ)
−(1− t) 1
ρ1 + ρ2
((
F rt
)−1(ξ)) dt dr
)
.
A priori nous ne pouvons plus majorer la somme ci-dessus par la trace
du courant puisque Θ1 n’est pas positif sur D′ \D. Mais
(4.27) Θ1 = Θ− i dw2 = (1− ψ)Θ− i dψ ∧ w˜.
ψ e´tant a` valeurs dans [0, 1], (1−ψ)Θ est encore un courant positif majore´
par Θ et avec l’ine´galite´ (4.17) et le Lemme 4.12, nous obtenons que le
deuxie`me terme est majore´, a` une constante absolue pre`s, par B0(Θ).
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Apre`s changement de variable ξ = F rt (ζ), le premier terme est majore´,
a` une constante absolue pre`s, par
∫
Ω\D
1∫
0
∣∣∂ρ1 ∧ ∂ρ2(ξ)∣∣ ∣∣∣∂ρk ∧ (iZrΘ1)0,1(ξ)
∣∣∣
×


1∫
tr(ξ)
− 1
ρ1 + ρ2
((
F rt
)−1(ξ)) dt

 dr dλ(ξ).
Avec le Lemme 4.11, ceci est majore´ a` une constante absolue pre`s par∫
Ω\D
∣∣∂ρ1 ∧ ∂ρ2(ξ)∣∣
(∫ 1
0
∣∣∣∂ρk ∧ (iZrΘ1)0,1(ξ)
∣∣∣ dr) dλ(ξ).
En appliquant l’ine´galite´ de Cauchy-Schwarz a` (1− ψ)Θ, nous avons
∣∣∂ρ1 ∧ ∂ρ2(ξ)∣∣ ∣∣∣∂ρk ∧ (iZr (1− ψ)Θ)0,1(ξ)
∣∣∣
≤ ∣∣∂ρk ∧ ∂ρ2(ξ)∣∣2∣∣Zr(ξ)∣∣2σ(ξ) + ∣∣∣∂ρk ∧ ∂ρk ∧Θ ∧ βn−2(ξ)∣∣∣.
Avec (4.27), (4.17) et les Lemmes 4.14 et 4.15, l’ine´galite´ (c) est e´tablie.
L’ine´galite´ (e) se traite de la meˆme fac¸on.
Ine´galite´ (d). −∂(w1)0,1 + ∂(w1)0,1 = dw1 = −i (1 − ψ) Θ − dψ ∧ w˜.
Puis avec (4.17) et l’ine´galite´ de Cauchy-Schwarz applique´e a` Θ, nous
obtenons l’ine´galite´ (d).
Ine´galite´ (f). ρ1 et ρ2 e´tant C3 avec (4.26) nous avons encore∫
Ω
(−ρ1)1/2(−ρ2)1/2
(−ρ1 − ρ2)5/2 (ζ)
∣∣∂ρ1 ∧ ∂ρ2(ζ)∣∣ ∣∣∂ρ1 ∧ ∂ρ2 ∧ (w1)0,1(ζ)∣∣ dλ(ζ)
≤
∫
D˜
∫ 1
0
∫ 1
t0
(−ρ1)1/2(−ρ2)1/2
(−ρ1 − ρ2)5/2 (ζ)
∣∣∣(F rt )∗(∂ρ1 ∧ ∂ρ2)∣∣∣
×
∣∣∣(F rt )∗(∂ρ1 ∧ ∂ρ2 ∧ (iZrt Θ1)0,1
)∣∣∣(ζ) dt dr dλ(ζ)
+
∫
D˜
∫ 1
0
∫ 1
t0
(−ρ1)1/2(−ρ2)1/2
(−ρ1 − ρ2)5/2 (ζ) (1− t)
×
∑
k=1,2
∣∣∣(F rt )∗(∂ρk ∧ (iZrt Θ1)0,1)
∣∣∣ dt dr dλ(ζ)
+
∫
D˜
∫ 1
0
∫ 1
t0
(−ρ1)1/2(−ρ2)1/2
(−ρ1 − ρ2)5/2 (ζ) (1−t)
2
∣∣∣(F rt )∗(iZrt Θ1)0,1
∣∣∣ dt dr dλ(ζ).
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Avec (4.27), (4.17) et le Lemme 4.12, le deuxie`me et le troisie`me termes
sont majore´s, a` une constante absolue pre`s, par B0(Θ)+B′1(Θ)+B
′
2(Θ).
Apre`s changement de variable ξ = F rt (ζ), le premier terme est majore´,
a` une constante absolue pre`s, par
(4.28)
∫
Ω\D
∫ 1
0
∣∣∂ρ1 ∧ ∂ρ2(ξ)∣∣ ∣∣∣∂ρ1 ∧ ∂ρ2 ∧ (iZrΘ1)0,1(ξ)
∣∣∣
×
(∫ 1
tr(ξ)
(−ρ1)1/2(−ρ2)1/2
(−ρ1 − ρ2)5/2
((
F rt
)−1(ξ)) dt
)
dr dλ(ξ).
Comme pour les Lemmes 4.10 et 4.11, nous sommes amene´s a` distinguer
trois cas.
• ξ ∈ (Ω \D) ∩
{
−ρ1 ≤ c
′
1
c2
(−ρ2)
}
.
Avec le Lemme 4.10 et le Corollaire 4.9, l’inte´grale (4.28) restreinte a`
l’ensemble ci-dessus est majore´e, a` une constante absolue pre`s, par
(4.29)
∫{
−ρ1≤
c′
1
c2
(−ρ2)
} (−ρ1)3/2(−ρ2)3/2
(−ρ1 − ρ2)7/2 (ξ)
∣∣∂ρ1 ∧ ∂ρ2(ξ)∣∣
×
(∫ 1
0
∣∣∣∂ρ1 ∧ ∂ρ2 ∧ (iZrΘ1)0,1(ξ)
∣∣∣ dr) dλ(ξ).
En appliquant l’ine´galite´ de Cauchy-Schwarz a` (1− ψ)Θ
(−ρ1)3/2(−ρ2)3/2
(−ρ1 − ρ2)7/2 (ξ)
∣∣∂ρ1 ∧ ∂ρ2(ξ)∣∣ ∣∣∣∂ρ1 ∧ ∂ρ2 ∧ (iZr (1−ψ)Θ1)0,1(ξ)
∣∣∣

∣∣∂ρ1 ∧ ∂ρ2(ξ)∣∣2|Zr(ξ)|2σ(ξ)
+
(−ρ1)3(−ρ2)3
(−ρ1 − ρ2)7 (ξ)
∣∣∂ρ1 ∧ ∂ρ1 ∧ ∂ρ2 ∧ ∂ρ2 ∧Θ ∧ βn−3(ξ)∣∣.
L’inte´grale (4.29) est majore´e a` une constante absolue pre`s par B0(Θ) +
B12(Θ).
• ξ ∈ (Ω \D) ∩
{
−ρ2 ≤ c
′
2
c1
(−ρ1)
}
.
Analogue au cas pre´ce´dent en e´changeant les roˆles de (−ρ1) et (−ρ2).
• ξ ∈ (Ω \D) ∩
{
c′2
c1
(−ρ1) ≤ −ρ2 ≤ c2c′1 (−ρ1)
}
.
Les majorations sont les meˆmes.
Les trois cas envisage´s ci-dessus, nous permettent d’e´tablir l’ine´gali-
te´ (f) et la preuve de la Proposition 4.13 est termine´e.
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4.4 Condition suffisante d’appartenance a` N2(Ω).
The´ore`me 4.16. Si le (1, 1)-courant positif et ferme´ Θ ve´rifie :
B0(Θ) =
∫
Ω
−ρΘ ∧ βn−1 < +∞,
B′k(Θ) =
∫
Ω
i ∂ρk ∧ ∂ρk ∧Θ ∧ βn−2 < +∞ pour k = 1, 2,
et pour n ≥ 3
B′12(Θ) =
∫
Ω
−1
ρ
(
ρ
ρ1
)3 (
ρ
ρ2
)3
i ∂ρ1∧∂ρ1∧i ∂ρ2∧∂ρ2∧Θ∧βn−3 < +∞,
alors il existe une fonction plurisousharmonique W dans la classe de
Nevanlinna N2(Ω), solution dans Ω de l’e´quation i ∂∂W = Θ.
Preuve: Lorsque Θ est un courant a` coefficients dans C2(Ω), avec le
The´ore`me 4.3 et les Propositions 4.4, 4.13 nous pouvons de´finir, selon
les e´galite´s (4.14) et (4.20), w = w1 + w2 solution de i dw = Θ et tel
que la solution de ∂U = w0,1 donne´e par la Proposition-De´finition 4.1
satisfasse
(4.30)
∫
S12
∣∣U ∣∣ i ∂ρ1∧i ∂ρ2∧βn−2  B0(Θ)+B′1(Θ)+B′2(Θ) (+B12(Θ)).
Nous mettons B12(Θ) entre parenthe`ses car il n’apparait que pour n ≥ 3.
En outre, comme dans le paragraphe III, nous avons
(4.31)
∫
Sk
∣∣U ∣∣ dσk  B0(Θ) +B′1(Θ) +B′2(Θ) pour k = 1, 2.
Montrons que ∀ε > 0, ∫
∂Ωε
W+ i ∂ρ∧(i ∂∂ρ)n−1  ∫
S12
∣∣W ∣∣ i ∂ρ1∧i ∂ρ2∧
βn−2+
∑
k=1,2
∫
Sk
∣∣W ∣∣ dσk. Pour cela nous suivons les meˆmes e´tapes que
la preuve de la Proposition 3.4.
1e e´tape. Posons pour η > 0, Dη =
{
z ∈ Cn ∣∣ ρ1(z) + ρ2(z) < −η},
∀ε > 0
∫
∂Ωε
W+ i ∂ρ ∧ (i ∂∂ρ)n−1
≤ lim
η↓0
∫
Ω∩Dη
(
W+ i ∂∂ρ− ρ i ∂∂W+) ∧ (i ∂∂ρ)n−1,
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2e e´tape.
lim
η↓0
∫
Ω∩Dη
(
W+ i ∂∂ρ− ρ i ∂∂W+) ∧ (i ∂∂ρ)n−1

∑
j=1,2
∫
Sj
W+ dσj +
∫
S12
W+ i ∂ρ1 ∧ i ∂ρ2 ∧ βn−2.
Apre`s avoir re´gularise´ W+ et fait un passage a` la limite, nous obtenons
(4.32) lim
η↓0
∫
Ω∩Dη
(
W+ i ∂∂ρ− ρ i ∂∂W+) ∧ (i ∂∂ρ)n−1
= lim
η↓0
∫
∂
(
Ω∩Dη
)W+ i ∂ρ ∧ (i ∂∂ρ)n−1.
L’inte´grale sur ∂Ω∩Dη est majore´e par la somme des inte´grales de W+
sur les faces S1 et S2. Par contre puisque
∣∣i ∂ρ ∧ (i ∂∂ρ)n−1∣∣ n’est pas
borne´ sur Ω nous devons conside´rer l’inte´grale sur ∂Dη.
∂Dη =
{
z
∣∣ (ρ1 + ρ2)(z) = −η},
i ∂ρ ∧ (i ∂∂ρ)n−1 = wn−1 ∧ i ∂ρ+ (n− 1)wn−2 ∧ w1,2
avec
w =
(
ρ
ρ1
)2
i ∂∂ρ1 +
(
ρ
ρ2
)2
i ∂∂ρ2,
w1,2 = − 2
ρ1 + ρ2
(
ρ
ρ1
) (
ρ
ρ2
) (
ρ
ρ2
dρ2 − ρ
ρ1
dρ1
)
∧ i ∂ρ1 ∧ i ∂ρ2.
w et i ∂ρ sont a` coefficients borne´s sur Ω, d’ou`
(4.33) lim
η↓0
∫
(∂Dη)∩Ω
W+wn−1 ∧ i ∂ρ = 0.
Sur {ρ1 + ρ2 = −η}, w1,2 ≡ 2 ρ1 ρ2η3 dρ1 ∧ i ∂ρ1 ∧ i ∂ρ2 et 2η3
∫ 0
−η −ρ1(η +
ρ1) dρ1 = 13 . Apre`s avoir pris ρ1, ρ2 et ξ ∈ S12 comme coordonne´es
locales et utilise´ la continuite´ de W+, nous obtenons
(4.34) lim
η↓0
∫
(∂Dη)∩Ω
W+ wn−2 ∧ w1,2 
∫
S12
W+ i ∂ρ1 ∧ i ∂ρ2 ∧ βn−2.
Avec les relations (4.32) a` (4.34) la 2e e´tape est e´tablie ainsi que la
Proposition dans le cas C2. Nous terminons en re´gularisant comme dans
le paragraphe 3.2.
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