Abstract. Let m ∶= E(G) sufficiently large and s ∶= ⌈ m−1 3 ⌉. We show that unless the maximum degree ∆ > 2s, there is a weight- 
Introduction
Let G = (V, E) be a graph. In whenever uv ≠ u ′ v ′ are two different edges of G. They also define the total edge irregularity strength as the minimum s for which there exists such a weighting, denoted by tes(G). If we denote by ∆ the maximum degree of G and by m the number of edges they note that
After some more study of tes(G), Ivanco and Jendrol' conjecture in [6] that this natural lower bound is sharp for all graphs other than the complete graph on 5 vertices (which has tes(K 5 ) = 5), i.e., Conjecture 1 (Ivanco and Jendrol' [6] ). For every graph G with E(G) = m and maximum degree ∆ which is different from K 5 ,
Conjecture 1 has been verified for trees in [6] , for complete graphs and complete bipartite graphs by Jendrol', Miskuf and Soták in [7] , and for graphs with a bound on ∆ by Brandt, Miskuf and Rautenbach in [2] and [3] :
Theorem 2 (Brandt et.al [2] and [3] ). For every graph G with E(G) = m and maximum degree ∆, where ⌈ In this paper, we show the conjecture for all sufficiently large graphs.
Theorem 3. Let G be a graph with m ∶= E(G) ≥ 7×10 10 and maximum degree ∆. Then
The proof of this Theorem will be presented in Section 3. With a similar proof, presented in Section 4, we can improve on Theorem 2 as follows. For notation not defined here, we refer the reader to Diestel's book [5] . In particular, if X and Y are subsets of the vertex set of a graph G and if E ′ ⊆ E is a subset of its edges, we write G[X] for the induced subgraph of G on X, and we write short E ′ (X) for the edge set E ′ ∩ E(G[X]), and E ′ (X, Y ) for all edges in E ′ from X to Y .
Preliminary Results
By Theorem 2, we only have to consider the case ⌈ ∆+1 2 ⌉ < m+2 3 . Without loss of generality we may assume in the following that m − 1 is divisible by 3, as otherwise we may just add one or two edges (and possibly vertices) and consider the larger graph, only increasing the difficulty of the assignment.
Let s ∶= m−1 3
and w ∶ V → {0, 1, . . . , s} be a vertex weighting. For e = xy we set w(e) ∶= w(x) + w(y). We call w well guarded if for all 0 ≤ i ≤ 2s,
The following fact is immediate as well guarded weightings are easily extended to total edge irregular weightings and vice versa:
A graph G has a total edge irregular weightingŵ ∶ E ∪ V → {1, 2, . . . , s + 1} if and only if G has a well guarded weighting w ∶ V → {0, 1, . . . , s}.
Thus, we can restrict ourselves to vertex weightings in our quest for total edge irregular weightings. We will call an edge set E ′ ⊆ E a guarding set, if for all 0 ≤ i ≤ 2s,
Clearly, w is well guarded if and only if a guarding set exists. The next lemma describes a set up where we can find a guarding set deterministically. In the proof of Theorem 3, we will encounter this set up several times.
C be a partition of the vertices of a graph G with 3s
, and let
then there exists a weighting such that E ′ is a guarding set.
Proof. Let C = {x 1 , x 2 , . . . x C }, where the exact order will be determined later. Let
Then for 0 ≤ i < s, we have
and therefore
regardless of the order of the vertices in C.
For s ≤ i ≤ 2s, we can now find a suitable ordering of C greedily to show the lemma. Pick x C first, so that E(A 2 , x C ) is minimized under the condition that
Now choose the other x j , starting with an arbitrary x 1 , such that for every j,
This is always possible, as this inequality is true for x 1 (by (a) and (c)) and x C (by (b)), and at no point in the process there can be remaining x, x ′ ∈ C such that setting x j = x violates the lower inequality, and setting x j = x ′ violates the upper inequality by (e). As
for j ≤ C maximized such that w(x j ) ≤ i − s, this shows that E ′ is a guarding set.
Proof of Theorem 3
Let ε = 2.7 × 10 −5 , and define the set of large degree vertices
Then m ≥ B εm − 
We will divide the proof into four cases. For the first three, we assume that e 0 ≥ e S . Case 1. e 0 ≥ 0.52 and B 0 = 1.
Note that in this case, we may assume that V = {v 1 } ∪ N(v 1 ) (so V (H) = ∆ and E(H) = m − ∆). Otherwise, as H does not have enough edges to be connected, a vertex u ∈ V (H)∖N(v 1 ) has distance at least 3 in G to a vertex v in another component of H. We can identify these two vertices and proceed with the smaller graph G ′ , where E(G ′ ) = E(G) and tes(G ′ ) ≥ tes(G).
, as otherwise we could reduce E(X ′ ) by a vertex switch. Thus,
a contradiction showing the claim.
There exists X ⊆ V ′ with X ≥ s+1 and E(X) ≤ 2s−∆+1.
Use Claim 1.1 to find a vertex set X ′ ⊆ V ′ . Successively delete vertices of maximum degree in X ′ until we have a vertex set X ⊆ X ′ with X = s + 1. Then either E(X) = 0 or
, showing the claim. Now choose X according to Claim 1.2, maximizing X , and let Y ∶= V (H) ∖ X. We want to use Lemma 6 to show that E ′ = E ∖ E(X) is a guarding set: Let A 1 = {v 1 }, A 2 = Y and C = X. Then ∆ 1 = 1 and ∆ 2 ≤ εm. Conditions (a), (d) and (e) are easily verified.
If (c) fails, say E(A 2 ) + E(A 2 , C) = s − 1 + ∆ 2 − γ, note that X contains at least X − s + γ vertices with no neighbors in Y . If (b) holds, we can use these vertices first in the proof of Lemma 6 until (1) is satisfied, and see that E ′ is a guarding set.
Finally, assume that (b) fails, i.e.,
As every vertex in Y ∖ B has at least one neighbor in X by the maximality of X , we have
For i = 2s, we have
For s ≤ i ≤ 2s − 1, consider first the lower bound. We have
For the sake of analysis of the upper bound, define another weighting w ′ , where w ′ (v) = s for v ∈ Y 3 and w ′ = w on all other vertices. Then for s ≤ i < 2s,
Any edge e ∈ E(X ∪ Y ) with w ′ (e) < 2s has weight w(e) ≥ w ′ (e) − c. Therefore, we have {e ∈ E ′ w(e) ≤ i}
To see the last inequality, note that it is enough to check it for i ∈ {s, 2s − 2c, 2s − c}. For i = 1, the inequality is trivially true. For
For i = 2s − c, we have
This shows that E ′ is a guarding set, establishing Case 1.
Case 2. e 0 ≥ 0.52 and B 0 = 2.
, and we may assume
for all y ∈ Y ′ , as otherwise we could reduce E(X ′ ) by a vertex switch. Thus,
Claim 2.2.
There is a set X ⊆ V ′ such that E(X, {v 2 , v 3 }) ≥ s + 2, and
Start with a set X ′ from Claim 2.1, and succesively delete vertices maximizing
showing the claim.
We want to apply Lemma 6 to this situation with A 1 = {v 2 , v 3 }, C = X for a maximal X, and A 2 = V ∖ (A 1 ∪ C). Conditions (a), (d) and (e) are clearly satisfied. For condition (b) note that by the maximality of X , every vertex in A 2 ∖ B has a neighbor in X, so in particular, E(A 2 , C) ≥ d 1 − B ≥ d 1 − 2εm, and so
If condition (c) holds, we are done by Lemma 6. Finally, if condition (c) fails, we have
Then E ′ ≥ (e 0 +e S )m ′ > 2.52s and ∆ i < εm. All conditions of Lemma 6 apply but possibly (c). If (c) fails, we have
a contradiction finishing the case.
For the last case, we will drop the assumption of e 0 ≥ e S to be able to use symmetry in a different place. Let w(v) = 0 for v ∈ B 0 , w(v) = s for v ∈ B S , and determine w(v) for all other vertices independently at random with
, where β = 57 − 30(e 0 + e S ) and i ∈ Z.
The set E ′ = E ∖ E(B) is guarding for the resulting weighting, if for
. To show that E ′ has a positive probability of being a guarding set, we will use Azuma's inequality. For this, let us first consider the expected number of edges of the particular weights
and find values δ i ,δ i ∈ (0, 0.01) such that for 0 ≤ i ≤ 39,
and
By symmetry (change the sets B 0 and B S ), we can set δ i =δ 39−i , so we only have to treat the cases 0 ≤ i ≤ 19. For every edge uv ∈ E ′ , we get
. Fixing i and taking the partial derivatives, your favorite computer algebra program tells you that We have f 1 ≥ f 2 and
We conclude that the minimum of E(X i ) in the considered area with e 0 ≤ e S occurs in (e 0 , e S ) = (0, 0.52) or on the line e 0 = e S , and similarly, the minimum of E(X i ) in the considered area with e 0 ≥ e S occurs in (e 0 , e S ) = (0.52, 0) or on the line e 0 = e S . On this line, i.e., 0 ≤ e 0 = e S ≤ 0.43, the minimum is attained at
Similarly, the maximum on the line e 0 = 0.86 − e S is an upper bound for the maximum in the considered area, and this maximum is attained at (e 0 , e S ) = 
Now we are ready to use Azuma's inequality (cf. [8] ):
Theorem 8. (Azuma's inequality) Let X be a random variable determined by n trials T 1 , . . . , T n , such that for each j, and any two possible sequences of outcomes t 1 , . . . , t j and t 1 , . . . , t j−1 , t
. . , T j = t ′ j ) ≤ c j , then for allt, t > 0 P(X − E(X) ≥t) + P(E(X) − X ≥ t) ≤ e −t 2 (2 ∑ c 2 j ) + e −t 2 (2 ∑ c 2 j ) .
In our application, T j is the weight of the j th vertex in V ′ , and X = X i . As the weight of one vertex in v ∈ V ′ changes the value (and thus the expectation) of an X i by at most d(v) ≤ εm, we have P(X i − E(X i ) ≥ 0.2m
≤ e −(0.04m ′ )(0.99m) 4εmm Therefore, there is a choice of the T j such that none of the X i falls out of the given range. This yields a well guarded vertex weighting.
Graphs with small maximum degree
With the same methods as above we can improve on the bound in Theorem 2 as stated in Theorem 4. Here we give only a proof sketch. 
