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Abstract
Say an integer n is exceptional if the maximum Stirling number of the second kind S(n, k)
occurs for two (of necessity consecutive) values of k. We prove that the number of exceptional
integers less than or equal to x is O(x1/2+!), for any ! > 0. We derive a similar result for
partitions of n into exactly k integers.
1. Introduction
A partition of the set [n] = {1, 2, . . . , n} is a collection of nonempty pairwise disjoint subsets
of [n], called blocks, whose union equals [n]. The Stirling number of the second kind, S(n, k),
is the number of partitions of n into k blocks. It is well-known that the ratio S(n, k +
1)/S(n, k) is strictly decreasing. (The function S(n, k) is log-concave, in other words.) So
either there is a unique maximum Stirling number
S(n,Kn) > S(n, k), for all k != Kn
or else there are two consecutive peaks
S(n,Kn) = S(n,Kn + 1) > S(n, k), for all k !∈ {Kn,Kn + 1}.
Define the exceptional set E to be those n for which the second alternative holds. Canfield
and Pomerance [2] use this terminology. Based on computation through n = 106 reported
in [2] it is possible that E = {2}.
INTEGERS: ELECTRONIC JOURNAL OF COMBINATORIAL NUMBER THEORY 8 (2008), #A27 2
Quite a lot is known about Kn. Canfield and Pomerance [2] give the most extensive list
of references known to us. For example they show that for n sufficiently large and r defined
by rer = n the relation
Kn ∈ {#er − 1%, &er − 1'}
holds for n sufficiently large and also for 1 ≤ n ≤ 1200. It is well-known and easy to check
from the previous information that Kn ∼ n/ lnn.
Let E(x) be defined by
E(x) = #{n : n ≤ x and n ∈ E}.
The purpose of this paper is to prove
Theorem 1. For any ! > 0,
E(x) = O(x1/2+!).
Our proof of this theorem uses different methods than the proof of Canfield and Pomer-
ance [2] that E(x) = O(x3/5+!).
The first difference is that Canfield and Pomerance use a result of Huxley [9] on counting
integer points near curves. We use a result of Bombieri and Pila [1] on counting integer
points on the graph of a many-times differentiable strictly convex function. We now state
the Bombieri-Pila result. The numbers d and D below are related by D = 12(d + 1)(d + 2).
Bombieri and Pila let I denote a closed subinterval of [0, N ]. Our theorem 2 is theorem 8 of
[1]. Note that c(d) below is independent of f . This seems relevant for similar problems. A
very attractive feature of the Bombieri-Pila theorem for us is while deep diophantine analysis
is required for its proof the theorem itself has an easy to understand statement.
Theorem 2 (Bombieri and Pila). Suppose d ≥ 4, N ≥ 1, and let f(x) ∈ C(I) be a
strictly convex function with |f ′| ≤ 1. Suppose f (D)(I) has at most M zeros. Let Γ be the
graph of f . Then ∣∣Γ ∩ Z2∣∣ ≤ (M + 1)c(d)N1/2+3/(d+3).
We shall apply this theorem to intervals of the form I = IC,F = [C,F ] and a particular
function f(x) which we specify later. We will also need to derive the asymptotic behaviour
of the ith derivative of f(x) as x → ∞. This will show that f (i)(x) is non-zero on IC,F
where C,F depend upon i. Thus, in Theorem 2, M will be zero if x ∈ IC,F . Since d goes to
infinity with D the bound in Theorem 2 is O(N1/2+!) where ! can be made arbitrarily small
by choosing D large enough.
Another difference our paper has with the Canfield-Pomerance paper is that we define the
Stirling number S(n, k) for complex values of n and k in a way analogous to the way Euler
defined n! for real values of n: we represent S(n, k) as a contour integral which is defined
for complex values of n and k. D. Knuth et al [12] posed defining S(n, k) for complex
values. Flajolet and Prodinger [7] gave the first good solution. Merlini and Richmond [15]
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also gave a solution which if interpreted properly is equivalent to that in [7] and which we
shall use here. (Merlini and Richmond [15] did not interpret their definition to discover the
Flajolet-Prodinger definition.) We then define a curve in the real euclidean plane implicitly
by setting
S(n, k)
S(n, k − 1) = 1.
We show that n = n(k) and k = k(n) are analytic functions, at least for k ∼ n/ lnn. The
lattice points of this curve with n and k positive are the elements of E as defined above so we
may apply the Bombieri-Pila result. We shall depend heavily on the asymptotic behaviour of
the numbers S(n, k) as determined by Moser and Wyman [16]. This paper is a fine example
of the saddle-point method. The survey article by Odlyzko [17] gives an elegant introduction
to the saddle-point method.
Since we need information about the D-th derivative of f it will be convenient for us that
an asymptotic formula for an analytic function in the form of a sum of analytic functions
followed by an analytic error term can be differentiated term by term. We include a proof of
this fact even though it is a conventional proof because books on asymptotic analysis often
gloss over this; only giving an example to show that one may not be justified in differentiating
term by term.
Perhaps the example of binomial coefficients is interesting here. Let
(
n
i
)
be defined by(
n
i
)
=
Γ(n + 1)
Γ(i + 1)Γ(n− i + 1) .
Then we could define a curve in the Euclidean plane by(
n
k
)(
n
k−1
) = n− k + 1
k
= 1.
We can define exceptional points as before and they are k = (n + 1)/2 if n is odd and if n
is even there are no exceptional points. In the previous context there are N/2 exceptional
points if N is even and (N − 1)/2 if N is odd.
If in the above discussion we instead let S(n, k) denote the Stirling number of the first
kind, the number of permutations of n objects with k cycles, and define the exceptional set
E in the same way, then it is known that E = {2}. This was proved by Erdo˝s [6].
2. The Asymptotics of the Stirling Numbers
We use the asymptotic behaviour of S(n, k) (also denoted S(n,m)) in the form given by
Moser and Wyman [16]. Our paper has been written assuming that the reader has a copy
of this paper available. (We expect a copy of Gardy’s paper [8] will also be very helpful).
We provide a fairly detailed sketch of the results in the Moser-Wyman paper since we need
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to refine their analysis slightly. We need to estimate certain derivatives of the terms in
the Moser-Wyman asymptotic expansion. Moser-Wyman show that from the well-known
generating function for the Stirling numbers
∞∑
n=0
S(n,m)
n!
xn =
(ex − 1)m
m!
and Cauchy’s integral formula for the coefficients of an analytic function it follows that
S(n,m) =
n!(eR − 1)m
2piRnm!
∫ pi
−pi
exp(mg(θ, R))dθ (1)
where
g(θ, R) = ln(exp(Reiθ)− 1)− ln(eR − 1)− i(n/m)θ
=
∞∑
k=1
Ck(R)(iθ)
k,
= iBθ −RHθ2 +
∞∑
k=3
Ck(R)(iθ)
k,
B = R(1− e−R)−1 − n/m,
H = eR(eR − 1−R)/2(eR − 1)2
and R is the unique solution of
B = R(1− e−R)−1 − (n/m) = 0.
They point out that Ck(R) can be given explicitly in terms of the operator Ψ = R(
d
dR) by
Ck(R) = Ψ
k ln(eR − 1)/k!.
Thus
C1(R) =
ReR
eR − 1 =
R
1− e−R ,
2C2(R) =
R
1− e−R −
R2e−R
(1− e−R)2 ,
6C3(R) =
R
1− e−R − 3
R2e−R
(1− e−R)2 +
R3e−R
(1− e−R)2 +
2R3e−2R
(1− e−R)3
and so on. Thus, each Ck(R) can be written as
∞∑
j=0
Ak,j(R)
ejR
,
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where each Ak,j(R) is a polynomial function of R with rational coefficients. Moser and
Wyman also prove in their Lemma 3.2 that there is a constant M independent of k and R
such that
|Ck(R)| ≤MR and |C ′k(R)| ≤M.
Their argument can be extended as follows to show that for higher derivatives,
∣∣∣C(l)k (R)∣∣∣ ≤M
(= Ml). They show that
d
dRg(θ, R) is an analytic function of θ for the domain |θ| ≤ 1,
R ≥ 0. For R near 0 this function can be written as (eiθ − 1)/2 plus a power series in R
with coefficients being polynomials in eiθ. For R→∞ this function can be written as eiθ−1
plus a power series in exp(−Reiθ). One can then deduce that all derivatives dldRlg(θ, R) are
bounded and so the coefficients C(l)k (R) are also bounded.
Furthermore Moser and Wyman write for ! = (mR)−3/8
J =
∫ pi
!
exp(mg(θ, R))dθ
and their Lemma 4.1 shows that for some constant K > 0
|exp(mg(θ, R))| ≤ exp(−K(mR)1/4) for θ ∈ [!,pi].
Now for small R (the only case requiring thought since if R is not small dg/dR = O(1)),
using sinhx = (ex − e−x) /2∣∣∣∣ dgdR
∣∣∣∣ =
∣∣∣∣∣exp(iθ + R2 eiθ) sinh(R2 )− exp(R2 ) sinh(R2 eiθ)2 sinh(R2 eiθ) sinh(R2 )
∣∣∣∣∣
= O
(
1
R
)
= O
( m
mR
)
= o(m).
The last equality follows from the fact that mR→∞, which is proved by Moser and Wyman
(Lemma 3.1). (In fact we shall see that mR is of order n in our application.) Combining the
above estimates we find ∣∣∣∣ dJdR
∣∣∣∣ ≤ m∫ pi
!
|exp(mg(θ, R))|
∣∣∣∣ dgdR
∣∣∣∣ dθ
= mpi exp(−K(mR)1/4)o(m)
= O(n2) exp(−K(mR)1/4).
In general, for l ≥ 0 one may show by this argument∣∣∣∣ dldRlJ
∣∣∣∣ = O (n2l exp(−K(mR)1/4)) . (2)
Moser and Wyman go on to let z = (mR)−1/2, φ = θ(mRH)1/2, h = !(mRH)1/2 =
(mR)1/8H1/2, ak = Ck+2(R)(iφ)k+2/R(H)(k+2)/2, f = f(z,R,φ) =
∑∞
k=1 akz
k. Thenmg(θ, R) =
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−φ2 + f and so (1) can be rewritten
S(n,m) =
n!(eR − 1)m
2piRnm!(mRH)1/2
∫ h
−h
e−φ
2+fdφ
+
n!(eR − 1)m
2piRnm!
(∫ −!
−pi
+
∫ pi
!
)
emg(θ,R)dθ.
We shall estimate these last two integrals by (2) with l = 0 shortly. (They are negligible.)
For the integral from −h to h we write it as Moser and Wyman do,
s−1∑
k=0
∫ h
−h
(
e−φ
2
bkdφ
)
zk + Rs (3)
where
∞∑
k=0
bkz
k = exp(f) = exp
( ∞∑
k=0
akz
k
)
,
Rs =
∫ h
−h
e−φ
2
∞∑
k=s
bkz
kdφ
and
|Rs| ≤ zs
∫ ∞
−∞
e−φ
2
Ps(|φ|)dφ
and where Ps(|φ|) is a polynomial in |φ|. Indeed Moser and Wyman let h→∞ and write
S(n,m) =
n!
(
eR − 1)m
2piRnm!(mRH)1/2
s−1∑
k=0
(∫ ∞
−∞
e−φ
2
bk
)
zk + Rs
where Rs = O (zs). This corresponds to a Poincare´ asymptotic expansion of f(x) of the form
f(x) =
∑
i
aix
i
with x = (mR)−1/2. Two such asymptotic expansions may be divided as the Poincare´ series
are divided.
We note now that the Moser-Wyman equation (1) allows us to define S(n,m) for n and
m arbitrary positive real numbers using a standard result on functions defined by contour
integrals. This was first done by Flajolet and Prodinger [7] we believe. On page 195 of
Dieudonne´’s book [4] we find the following theorem.
Theorem 3 (Dieudonne´). Let γ : I = [a, b] → C be a path in C. Let D be an open set
in C and suppose we are given a function (z, u) → h(z, u) in D × γ(I) having the following
properties:
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1. For every u ∈ γ(I), the function z → h(z, u) is analytic in D.
2. The functions (z, u) → h(z, u) and (z, u) → ∂∂zh(z, u) are continuous in D × γ(I).
Under these conditions the function
f(z) =
∫
γ
h(z, u) du
is analytic in D.
We can let h(z, u) = exp (ng (θ, R)) , u = θ and [a, b] = [−pi,pi]. Note that setting the
Moser-Wyman B equal to 0 defines R as an analytic function of n/m for n/m ∈ (0,∞) by
the inverse function theorem since
d
dR
(
R
1− e−R
)
> 0.
It follows routinely from this theorem that the integral in the formula for S(n,m) is an
analytic function of n/m, hence this integral is an analytic function of the complex variables
n and m. It now follows that S(n,m) is an analytic function of n and m. (We have defined
S(n,m) in an open set containing the ordered pairs of positive reals.) The singularities of
S(n,m), as Flajolet and Prodinger point out, are at the zeros of eR−1 if m is not an integer
since 1/Γ(n + 1) is entire. Thus S(n,m) has no singularities for positive n and m. Perhaps
now is a convenient time to point out that eqs (1) and (3) express S(n,m) as sum of s
analytic terms plus the analytic Rs(the error term).
Note the Moser-Wyman path of integration in eq (1) is a straight line with real part equal
to 0 and imaginary part part going from −pi to pi. This is a circle in the u = eiθ plane so it
can be deformed into a Hankel contour circling the origin and going to −∞ above and below
the negative real axis in such a way that the distance from the negative reals is less than 2pi,
this is the Flajolet-Prodinger contour. The Flajolet-Prodinger contour is very convenient for
proving identities since it does not depend upon n and m as Flajolet and Prodinger point
out. See the Kemkes, Lee, Merlini and Richmond paper [10] for examples in addition to the
Flajolet-Prodinger examples. To get asymptotic information about S(n,m) it is convenient
to use the Moser-Wyman contour as it goes through the saddle point of the integrand. It’s
fortunate that the definitions agree because some identities in [10] have infinite sums and
asymptotic estimates are required to prove convergence. It’s also very convenient for us that
the asymptotic formulas of Moser and Wyman for positive integral n and k hold for positive
real n and k, it’s only necessary to note that the Moser-Wyman proofs hold for these values.
Professor Donald Knuth pointed out [13] that there is an error in the paper [3] concerning
some bounds. This paper proves a uniform asymptotic expansion for S(n, k) due to Temme.
The proof shows that Temme’s estimate agrees with Moser and Wyman’s estimate for all
positive ranges of n and k. The proof is a calculation expressing the Moser-Wyman results in
Temme’s form, the error comes from forgetting the factor n!/m! in the definition of S(n,m).
Since the Moser-Wyman results are correct and the calculations expressing Temme’s formula
in terms of these results are correct the results in Chelluri et al [22] are correct. This explains
the excellent agreement of the Stirling numbers with Temme’s formula noted in Temme [22].
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3. The Exceptional Points
We now consider in detail the implicitly defined curve
F (n,m) =
S(n,m)
S(n,m− 1) = 1.
We will show that n ∼ m lnm on this curve and that we can find the asymptotic behaviour
of the derivatives of n with respect to m by differentiating m lnm. In fact, in order to satisfy
the assumptions of the Bombieri-Pila theorem we shall consider the reflection of this curve
about the line n = m, i.e., the graph of the inverse of n = n(m), since we will see that
dn
dm ∼ lnm hence n′(m) > 1. Of course there is a 1-1 correspondence between lattice points
of n = n(m) and m = m(n). We define the curve for now as above, however.
The lattice points on this curve are the exceptional points as defined by Canfield and
Pomerance. We have seen that Moser and Wyman have given the complete asymptotic
expansion of S(n,m). Since asymptotic expansions may quite generally be divided we will
be able to work out the asymptotic behaviour of this curve. (This is usually only proved
in texts for asymptotic expansions in terms of power series; however, the Moser-Wyman
asymptotics are in powers of mR so the standard proofs justify this statement.) We begin
by showing that n is defined implicitly as an analytic function of m. This will follow from
the implicit function theorem provided that on the curve
∂
∂m
F (n,m) != 0.
Now
∂
∂m
F =
∂
∂mS(n,m)
S(n,m− 1) −
S(n,m) ∂∂mS(n,m− 1)
S2(n,m− 1)
=
S(n,m)
S(n,m− 1)
[
∂
∂m
lnS(n,m)− ∂
∂m
lnS(n,m− 1)
]
=
∂
∂m
lnS(n,m)− ∂
∂m
lnS(n,m− 1).
It has been proved by D. Merlini and B. Richmond [15] that lnS(n,m) is a concave
function (see Example 4.1) for n! ≤ m ≤ n. Thus the partial is nonzero for these m and by
the implicit function theorem we have that n is an analytic function of m for this range of
m. We now find the asymptotic behaviour of n in terms of m on this curve.
We begin by finding the behaviour of the R in the Moser-Wyman formula in terms of n
and m.
Lemma 1. The solution for R to
z =
R
1− e−R
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is an analytic function of z, with domain including the positive reals, with the asymptotic
behaviour
R = z − ze−z − (z2 − z) e−2z + O (z3e−3z) .
Proof. Since
R
1− e−R
is a monotonic function for real positive R the statement that R is an analytic function of
z follows immediately from the implicit function theorem. The asymptotic behaviour of R
follows by a standard application of the boot-strapping method; since z = R+Re−R+Re−2R+
· · · we see immediately that R = z + O (ze−z). Then we find that if R = z − ze−z + g(z)
then g(z) = (z − z2) e−2z + O (z3e−3z) and so on.
Indeed it’s not difficult to see that
R = z − ze−z +
I∑
i=2
Pi(z)e
−iz + O
(
zI+1e−(I+1)x
)
where Pi(z) is a polynomial of degree i.
We now consider the behaviour of S(n,m)/S(n,m− 1). We let
n
m
=
R
1− e−R ,
n
m− 1 =
S
1− e−S .
We also let R +∆R = S.
From the Moser-Wyman results we have (the first term approximation),
S(n,m− 1)
S(n,m)
=
(
n!(eS−1)m−1
2piSn(m−1)!
)
(
n!(eR−1)m
2piRnm!
)
(
1
(m−1)SH0
)1/2
(
1
mRH1
)1/2
(
1 + O
(
1
mR
)1/2)
(4)
where
H0 =
eS
(
eS − 1− S)
2 (eS − 1)2 ,
H1 =
eR
(
eR − 1−R)
2 (eR − 1)2 ,
and from Lemma 1, mR ∼ mz ∼ n. Since R and S tend to ∞ if m = o(n) we see that
H0, H1 ∼ 1/2 if m = o(n).
We now use the asymptotic formula in eq (4) to find the asymptotic behaviour of n in
terms of m on the curve we have defined implicitly. From our Lemma 1 we find that
R =
n
m
[
1− e−n/m + O
( n
m
e−2n/m
)]
.
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Furthermore since
n
m− 1 =
n
m
+
n
m2
+ O
( n
m3
)
and
e−
n
m−1 = e−n/m−n/m
2+O(n/m3)
= e−n/m
(
1− n/m2 + n2/m4 + O (n/m3 + n3/m6))
we find that
n
m− 1e
− nm−1 =
(
n/m+ n/m2
)
e−n/m − n
m2
(
n/m+ n/m2
)
e−n/m
+ O(n2/m5)e−n/m + O
(
n/m3
)
e−n/m
+ O
(
n3/m5
)
e−n/m + O
(
n3/m6
)
e−n/m + O
(
n2/m4
)
e−n/m.
We now suppose (1−!)n/ lnn ≤ m ≤ (1+!)n/ lnn (recall that m ∼ n/ lnn for all exceptional
points). We shall find the following idea of Canfield and Pomerance [2] very convenient. Let
us say
f(x) = O∗(g(x))
if for a sufficiently large constant C
|f(x)| ≤ C(lnx)Cg(x) for x ≥ C.
Thus since ∆R = S −R
∆R =
n
m2
(
1− e−n/m)+ O∗( 1
n2
)
+ O∗
(
n2
m3
e−n/m
)
+ O∗
(
e−2n/m
)
and if ! ≤ 1/4
∆R
R
=
1
m
[
1 + O∗
(
1
n3/5
)]
.
Thus in eq (4) we may use(
R
S
)n
=
(
1
1 + ∆RR
)n
= e−n
∆R
R
(
1 + O∗
(
n
(
∆R
R
)2))
= e−n/m
(
1 + O∗
(
n−1
))
.
We therefore use in (4) for 3n/(4 lnn) ≤ m ≤ 5n/(4 ln 5 lnn)(
R
S
)n
= e−n/m
(
1 + O∗
(
n−1
))
. (5)
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Furthermore we will use in (4)
eS − 1
eR − 1 = 1 +
e∆R − 1
1− e−R = 1 + O∗
(
n−1
)
. (6)
Using these equations in (4) set equal to 1 gives
S(n,m− 1)
S(n,m)
= me−n/m
(
1 + O∗(n−1)
)
.
We may rewrite our curve as
me−n/m = 1 + O∗
(
n−1
)
which we may rewrite as
n = m lnm + O∗ (1) (7)
or, by bootstrapping,
m =
n
lnn
(
1 + O
(
ln lnn
lnn
))
.
Let us first recall that (7) is just the first term in a complete asymptotic expansion of
S(n,m − 1)/S(n,m). The Moser-Wyman formula for the asymptotic behaviour S(n,m) is
a sum of as many terms as we want and each term is an analytic function of n and m plus
an analytic error term. Moser and Wyman show that each function term is smaller than
the previous term by the fraction (mR)−1/2. Erde´lyi’s book [5] shows in Section 2.4 that
asymptotic expansions may be divided so S(n,m − 1)/S(n,m) has a complete asymptotic
expansion and each term in the expansion is smaller than the previous term by the just-
mentioned ratio. More than this, however, our previous arguments show that the terms
in this expansion are analytic functions. We now give a slightly modified proof of Erde´lyi
showing that we can get the asymptotic behaviour of the derivatives of n with respect to m
by differentiating the asymptotic expansion of n with respect to m.
Lemma 2. Suppose we have that (for example in the Moser-Wyman expansion for S(n,m))
f(x) = f1(x) + f2(x) + · · · + fs(x) + E(x)
where the fi and E(x) are analytic functions of x, and x is in the interior of the domain of
f . In our case x can be a positive real. Then
f ′(x) = f ′1(x) + f
′
2(x) + · · · + f ′s(x) + E′(x).
Furthermore this gives a complete asymptotic expansion for S′(n,m).
Proof. From Cauchy’s integral formula for the derivative
f ′(x) =
1
2pii
∫
C
f(x)
(x− z)2dz
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where C is in the interior of the domain of f(x). We may take, as Erde´lyi does, C to be a
circle, z = x+ !xeit and 0 ≤ t ≤ 2pi so that the circle is in the interior of the region where f
is analytic provided ! is small enough. If it is, we immediately have
f ′(x) = f ′1(x) + · · · + f ′s(x) + E′(x).
From the definition of the derivative we have
f(x + h)− f(x) = hf ′(x) + o(h)f ′(x). (8)
In our present case we let f(x) = ∂S(n,m)∂m . We wish to get a lower bound on h if f(x+h) = 0.
We find the following theorem of Gardy [8] convenient:
Theorem 4 (Gardy). Let g(z) have positive coefficients with constant term and the coeffi-
cient of z != 0. Assume that ∆g(z) = z g′(z)g(z) = n/m has a real positive solution ρ smaller than
the radius of convergence of g and Ψ. Suppose these radii are positive, suppose Ψ(0) = 0
and that Ψ has positive coefficients. Then for n, d→∞ and η ≤ n/m ≤M , where η and M
are positive constants,
[zn]{gd(z)Ψ(z)} = g
d(ρ)Ψ(ρ)
ρn+1
√
2pidδg(ρ)
(1 + o(1)).
The condition that Ψ has positive coefficients can be replaced in our present application.
Here we shall have
Ψ(z) = ln
(
ez − 1
z
)
which is analytic in |z| ≤ 2pi. Also the significant range of integration in the proof of
Gardy’s theorem(is determined by g(z)) and is O∗(n−1/2) so Ψ(z) ∼ Ψ(ρ) over this range
of integration, indeed one can find a complete asymptotic expansion for the coefficient in
Gardy’s theorem. Merlini and Richmond [15] show that the conditions of Gardy’s theorem
hold for g(z) = (ez − 1)/z. Moreover, they apply this theorem to S(n,m); they denote
S(n,m) by ay,x, and begin with
S(n,m) =
n!
m!
1
2pi
∫ pi
−pi
e−n(α+iθ)+m ln g(e
α+iθ)dθ
where ∆g(eα) = n/m. They considered ∂∂m ; however, in the present case their method begins
by writing
∂
∂n
S(n,m) =
∂ lnn!
∂n
S(n,m)
+
n!
m!
∫ pi
−pi
e−n(α+iθ)+m ln g(e
α+iθ)
(
(−α+ iθ)− n∂α
∂n
+ m
g′
(
eα+iθ
)
eα+iθ
g (eα+iθ)
∂α
∂n
)
dθ.
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Since ∆g (eα) = n/m identically we see that the coefficient of ∂α∂n is zero and we may apply
Gardy’s theorem (the minor modifications described in [15] must be made again) and find
that
∂ lnS(n,m)
∂n
=
((
∂n!
∂n
)
− α
)(
1 + O
(
(lnn)2
n
))
;
and since
∂2 lnS(n,m)
∂2n
=
(S(n,m))′′
S(n,m)
−
(
(S(n,m)′
S(n,m)
)2
we find that
∂2S(n,m)
∂2n
=
n!
m!
∂2(lnn!)
∂2n
S(n,m)
+ 2
n!
m!
∂ lnn!
∂n
∂S(n,m)
∂n
+
n!
m!
∂2S(n,m)
∂2n
.
Now we find that
∂2S(n,m)
∂2n
= S(n,m)
(
1
n
+ 2 lnn (lnn− α) + α2 + ∂α(n)
∂n
)(
1 + O
(
(lnn)2
n
))
.
Since eαh′(eα)/h(eα) = n/m we have eα = (n/m) (1 + O (e−α)) and α ∼ ln(n/m) ∼ ln lnn.
We find upon differentiating with respect to n that ∂α∂n =
1
m
(
1 + O
(
e−n/m/m
))
. Thus
∂2 lnS(n,m)
∂2n
∼ ln2 n.
Thus if 3n/(4 lnn) ≤ m ≤ 5n/(4 lnn) then
B
1
lnn
≤
(
lnS(n,m)
∂n
)
(
∂2 lnS(n,m)
∂2n
) ≤ C 1
lnn
.
We now get a lower bound on the h in eq (8). If f(x + h) = 0 with f(x) = ∂S(n,m)∂n then it
follows from the immediately preceding bounds that h can be bounded away from zero by
an absolute constant times (lnn)−1 (at least for m in the given range). Thus in Cauchy’s
integral formula for the derivative we may take C to a circle of radius C/ lnn and so all of
the derivatives in Lemma 2 are O (lnn)2 of the function being differentiated. Thus Lemma
2 implies that we have a complete asymptotic expansion for n′(m) and all of the higher
derivatives if we wish. Since we may simply differentiate the leading term in the asymptotic
expansion of n(m) we find easily that
n′(m) ∼ lnm, and for s ≥ 2 ns(m) ∼ (−1)s (s− 2)!
ms−1
.
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To find the asymptotic behaviour of ms(n), the formula in terms of Bell polynomials [19] for
the derivative of an inverse function works. If gi denotes
gi(n)
di(n) and G(n) denotes the inverse
of n(m) then, for example,
G4 = −g4g−51 + 10g3g2g−61 − 15g32g−71 .
From the estimates above for the derivatives of g we see that the first term isO
(
m−3 (lnm)−5
)
and the others are O
(
m−3 (lnm)−6
)
and O
(
m−3 (lnm)−7
)
. Since m ∼ n/ lnn, we find that
G4 ∼ −2m−3(lnm)−5. Hence, m4(n) ∼ −2n−3(lnn)−2. More generally, all of the terms in
Gs have a factor m−s+1 and the largest term is the first one, because of the powers of g1.
It’s not difficult to see that
m′(n) ∼ 1
lnn
, and for s ≥ 2, ms(n) ∼ (−1)s−1 (s− 2)!
ns−1 ln2 n
.
This agrees with the results we get by differentiating m = n/ lnn, of course. The terms in
the asymptotic expansion, including the error term, are all analytic functions, so we may
apply Lemma 2. The radius of the circle in this lemma is at least 1/ lnn so the error term
when differentiated is still negligible being O(n/(lnn)N) where N is as large as we want. The
conditions of the Bombieri-Pila theorem are therefore satisfied. Note also for n sufficiently
large the M in the Bombieri-Pila theorem is zero. Since we can consider arbitrarily large
derivatives our Theorem 1 is proved for 3n4 lnn ≤ m ≤ 5n4 lnn . As we mentioned before there are
no exceptional points outside this range (Kn ∼ n/ lnn) so Theorem 1 is proved.
3.1. Integer Partitions
The proofs we have given may apply fairly generally, in our opinion, because the conditions
in the Bombieri-Pila theorem are easy to understand and verify. The following example
illustrates this. Consider the number, p(m,n), of partitions of n into exactly m parts.
Szekeres [21] showed that p(m,n) is unimodal so that we may say that n is exceptional if
p(m,n) = p(m − 1, n) for some m. We will derive a O(x1/2+!) result for the exceptional n
associated with p(m,n). We only sketch the proof because it is so similar to our treatment
of S(n,m) and because our results are likely very far from best possible.
Let P (n, k) denote the number of partitions of n into at most k integer parts. In the
line just before his eq (14), Szekeres represents P (n, k) as a contour integral which is anal-
ogous to that of Merlini and Richmond [15] for S(n,m). (Szekeres’s ρ is eα in [15].) Using
p(m,n) = P (n −m,n) we have a representation of p(m,n) as a contour integral hence as
an analytic function of the two complex variables m and n. This is completely analogous
to our representation of S(n,m) as a function of the complex variables n and m. Using his
complete asymptotic expansion for P (n, k) (see his eq (24)), Szekeres shows how to derive a
complete asymptotic expansion for p(m,n). See his eq (32) for the first few terms. This is
analogous to the complete asymptotic expansion of S(n,m) by Moser and Wyman.
Let m¯ denote the m which maximizes p(n,m). The results of Szekeres allow one to prove
that p(m,n) is log-concave for m ≤ m¯ and log-convex for m ≥ m¯. See [11] for details. Hence
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as before the curve p(m,n)/p(m − 1, n) = 1 defines m(n) and n(m) as analytic functions.
Szekeres shows that as a function of n the maximum of p(m,n) occurs for
m¯ = cn1/2L + c2
(
3/2 + 3L/2− L2/4)− 1/2 + O (n−1/2 ln4 n)
where L = ln
(
cn1/2
)
and c = 61/2/pi. Szekeres also shows that this m¯ has an asymptotic
expansion as a sum of analytic functions of n, each one O∗
(
n−1/2
)
of the previous one.
He does not explicitly state this; however, his method proves this. (One can see this by
bootstrapping to solve p(m,n) = p(m − 1, n)). Finally the results mentioned above show
that the radius of the circle in Lemma 2 can be up to n−1/2−!. This means that we differentiate
the asymptotic expansion for m given above as many times as we want and still have an
error term of O∗
(
n−N
)
for any positive N provided we keep enough terms in the asymptotic
expansion. We find that the derivatives of m(n) behave rather like the derivatives of the
m(n) we had with the Stirling numbers,
mk(n) ∼ (−1)k+13× 5× 7× · · ·× (2k − 3)
2k
n−(2k−1)/2L.
We thus deduce as before that at most O
(
N1/2+!
)
of the integers up to N are exceptional.
4. Future Research
We think that if the combinatorial numbers a(m,n) are log-concave and the exceptional
integers are defined by a(m− 1, n) = a(m,n) then there is a ‘reasonable’ chance of proving
by the methods we used here that the bound in this paper for the exceptional numbers holds.
Of course one must have an explicit generating function for the a(m,n) and one must be
able to determine the asymptotic behavior of the relevant derivatives and have an estimate
for the m that maximizes the a(m,n) similar to that of Szekeres. The results in [18] include
log-concavity results for pA(m,n) defined by
∞∑
m=0
∞∑
n=0
pA(m,n)u
mtn =
∞∏
r=1
1
1− utar
whereA = {a1, a2, · · · } is a sequence of increasing integers satisfying certain mild restrictions.
So, one can define a curve by pA(m,n)/pA(m−1, n) = 1. The reason that we cannot obtain a
O(x1/2+!) result is that the complete asymptotic expansion of pA(m,n) is still not available;
only the first term is known.
As for S(n,m) and p(m,n), perhaps if one could prove the uniform estimates that
Bombieri and Pila refer to in their paper one could get an estimate of O(x!). Unfortu-
nately to do this requires a much deeper understanding of diophantine approximation than
we have it seems.
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