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P R E F A C E 
The present dissertation entitled 'VALSH PU1ICTI0N3 
ii.iTD APPLIGATIOiTS' containing an upto date researches that 
I have been pursuing for the last two years under the able 
guidance of Dr. Mursaleen, I-i. 3c. , M.Phil., Ph.D. It is 
the systematic exposition of upto date results on Walsh 
functions, «alsh-?ourier series, nalsh-Pourier transform 
and applications. The present dissertation consists of 
six chapters. 
In the zero chapter we have given the notations 
and definitions vmich h^ -ve been used throughout the 
dissertation. The chapter first is introductory in nature. 
It embodies a brief siirvey of well known results along with 
definitions and remarks against background of which the 
problems are considered in subsequent chapters. 
In the second chapter we have given results of 
convergence of Walsh-Fourier series and L -convergence of 
Walsh series with coefficients of bounded varia-tion. In the 
third chapter we have discussed certain results concerning 
test for a.e. convergence of Walsh-Fourier series and a.e. 
convergence in psedomatric spaces. 
The main object of the chapter four is to study the 
approximation problems of Walsh-Fourier series by Norlund 
means and integrability of w.f.s. 
( i i ) 
The chapter five covers a brief introduction about 
dyadic field, characters on dyadic field and convolution 
operator. It also includes the results on \valsh-Fourier 
transform, fast walsh transform and applications. 
Towards the end, we include a comprehensive biblio-
graphy of books and various publications which have been 
referred to in the present dissertation. 

CHAPTER 0 
NOTATIONS AND DEFINITIONS 
0 » 1 . In t h i s s e c t i o n , we s t a t e some s tandard n o t a t i o n s 
and c o n v e n t i o n s , which w i l l be used throughout the d i s s e r t a t i o n 
in r e s p e c t of succeeding p a g e s . We use the fo l lowing symbols: 
N 
P 
K 
c(a) 
'W 
Se t of non -nega t i ve i n t e g e r s . 
Se t of p o s i t i v e i n t e g e r s . 
Se t of r e a l numbers . 
The c o l l e c t i o n of Walsh po lynomia l s . 
The c o l l e c t i o n of f u n c t i o n s 
f:G >|K which a re cont inuous from the 
dyadic topology on G to the usua l topology 
o n { \ . 
The c o l l e c t i o n of the func t ions g : [ 0 , l ] —> IK 
which are con t inuous a t every dyadic i r r a t i o n a l 
The c o l l e c t i o n of a lmost everywhere f i n i t e 
Lebesgue measurable f u n c t i o n s from [ 0 , l ) i n t o 
The c o l l e c t i o n of f^ L fo r which 
llf IL = ( / l f l P ) ^ ' ' P , (0 < p < co) i s f i n i t e . 
9 C 0 
I-™ ; The co l l ec t i on of f^ L for which 
II f | l ^ = inf [ y ^ i R : | f( x) | < y for 
a . e ; x ^ [ 0 , l ] | i s f i n i t e . 
L (G) : The c o l l e c t i o n of functions which are almost 
everywhere. 
LP(G) : The co l l ec t i on of f^ L^(G) such t h a t 
P 1/p 
IjfH = ( / | f i dn) < oo, where 0 < p < « . 
P G 
L^'CG) : The c o l l e c t i o n of functions of f^L°(C^) 
such t h a t 11 f jl ^ = inf ^ y^(K : | f( x) j <. y 
for a.e [ti] x^{5i [ i s f i n i t e . 
'L : The c o l l e c t i o n of sequences ^ = j a^ , n ^ N | 
such t h a t a^^^ ^ • 
{f : The c o l l e c t i o n of sequences a ^ \ ^ such tha t 
oo p l /p 
II a J L = ( 5: | a _ | ) < oo, where 0 < p < « . 
P n=0 " 
i^ k^ ' A^k-A^k+1' ('^^N^-
0 . 2 , In t h i s s ec t ion , we give some prel iminary d e f i n i -
t i o n s . 
: 3 : 
i-i i s sa id to be QcFIlNlITION 0 . 2 . 1 . A sequence 2 
convex i f / \ a 2. ^t ai^ cl i s s a id to be quas i -convex i f 
2 
Z (n+1) \/\^ a^l < CO. 
n=0 
DEFINITION 0 . 2 . 2 . Let Ki "^'('nj be a sequence of 
r e a l numbers, if a^ /b^ i s bounded, then 
a„ * O ( b ^ ) . 
I f b„ > 0 and a„ /b„ > 0 as n > « , then 
n n n 
a^ = o( b^) . 
DBF l!^  IT ION 0 . 2 . 3 . L e t f ( x) be a func t ion de f ined for 
a 1 X 1 b ; l e t W»( *b ) = W^ e( § , f ) = Max | f( Xj_)-f(x2) 1 fo r a l l 
X, ,X2 belonging to ( a , b ) and such t h a t lxj^-X2l <. § • The 
f u n c t i o n W^ (^ ^ , f) i s c a l l e d the modulus of c o n t i n u i t y of f. 
I f ( a , b ) c o i n c i d e s wi th ( 0 , 2 T I ) and cons ide r a f u n c t i o n f 
p e r i o d i c and i n t e g r a b l e n o t n e c e s s a r i l y c o n t i n u o u s . Let 
w ( l ) ( S ) = w i ^ U S ; f ) = M a x / | f (x+h) - f ( x ) | d x f o r a l l 
• * 0 
0 1 h ^ S . The function wi-^^(^;f) is called the Integral 
modulus of continuity of f. 
: 4 : 
DEFINITION 0.2.4. By dyadic interval in [0,l) we shall 
always mean, the interval of the form 
-n -n n 
I(p,n) = [p 2 , (p+l) 2 ), 0 1 p < 2 , (n,p^N). 
DEFINITION 0 . 2 . 5 . A p r o p e r t y (p i s said to hold good 
a lmost everywhere ( a . e . ) on a s e t S if the s e t of p o i n t s of 
S where |P f a i l s to hold has measure z e r o . 
DEFINITION 0 . 2 . 6 . A f u n c t i o n f : [ 0 , l ) > (R which i s 
c o n t i n u o u s from dyadic topology to the usua l topology w i l l be 
c a l l e d W-cont inuous . 
Now we w i l l g ive some i m p o r t a n t d e f i n i t i o n s of L i p s c h i t z 
c l a s s e s . 
DEFINITION 0 . 2 . 7 . A f u n c t i o n f (x) i s said to belong to 
Lip a c l a s s , 0 <. a <_ 1 , i f 
\f(x+h) - f(x)\ = 0 ( | h | ) , h >0 uniformly in x. 
DEFINITION 0 . 2 . 8 . A f u n c t i o n f(x) i s s a id to belong 
Lip ( a , p ) c l a s s , i f 
b P ^ /P a 
[ / | f ( x + h ) - f ( x ) l dx] = o ( j h | ) , h > 0 . 
: 5 : 
DEFINITION 0 . 2 . 9 . A func t ion f(x) i s s a i d to belong to 
the c l a s s | 3 of e s s e n t i a l l y bounded func t ion i f j f( x) j £ M alraos 
eve rywhere . 
DEFINITION 0 . 2 . 1 0 . L ip (a , ( ? , ) r e p r e s e n t s the c o l l e c t i o n of 
f u n c t i o n s fC^C"^) which s a t i s f y 
a | f ( x + y ) - f ( x ) | 1 cjyi , ( x , y ^ t ? , ) , 
where c i s a non-ze ro c o n s t a n t which depends only on f. 
mm 
CHAPTER-1 
INTRODUCTION 
1 . 1 . The system of o r t h o g o n a l f unc t i ons in t roduced by 
aademacher [24] has been the s u b j e c t of a g r e a t d e a l of s t u d y . 
Th i s system i s not complete o n e . I t s complet ion was e f f e c t e d by 
Walsh [40] who s t u d i e d some of i t s Fou r i e r p r o p e r t i e s , such as 
convergence , summabi l i ty and so on . A major b r e a k - t h r o u g h came 
in F i n e ' s [5] d i s s e r t a t i o n in 1946. Fine [5] i n t r o d u c e d the 
concept of dyadic group 0\ and e s t a b l i s h e d i t s connec t ion with 
the Walsh sys tem. F i n e ' s work e x h i b i t e d impor tan t d i f f e r e n c e 
between the behaviour of t r i g o n o m e t r i c F o u r i e r s e r i e s and Walsh-
F o u r i e r s e r i e s and i t has p layed s i g n i f i c a n t r o l e in the deve lop -
ment of F o u r i e r a n a l y s i s of Walsh sys tem. Othe r n o t a b l y researches 
l i k e Kaczmarz [ l O ] , P a l e y [ 2 2 ] , S i d d i q i [ 2 8 , 2 9 ] , Moricz [ 1 4 , 1 5 , 1 6 ] , 
Schipp [25 ,26] e t c . have s t u d i e d v a r i o u s a s p e c t s of Walsh system. 
Walsh f u n c t i o n s r e f e r s to one of the t h r e e or thonormal 
system: The Walsh-Paley system (which we s h a l l c a l l the Walsh 
sys t em) , the o r i g i n a l Walsh system, or the Walsh-Kaczmarz system. 
These systems c o n t a i n the same f u n c t i o n s and d i f f e r only in 
: 7 
enumera t i on . Each i s complete or thonormal system on [ o , 1 ), 
c o n t a i n s the Rademacher sys tem. 
DEFINITION 1 . 1 . 1 . Rademacher sys tem. Rademacher system 
was in t roduced by Rademacher [24] in 1922 and def ined as fo l lows: 
r 1 x ^ [ 0 , 1 / 2 ) 
(-1 x e [ ^ , l ) 
r^ (x+ l ) = r ^ ( x ) ; 
r ^ (x ) = r ^ ( 2 x ) , (n = 0 , 1 , . . . ) ; 
and x ^ [ 0 , l ) 
We can w r i t e n u n i q u e l y a s , 
k 
n = E n. 2 , (n = 0 , 1 , . . . ) . 
k=o ^ 
Here , "j^ = 0 o r 1 , for k = 0 , 1 , 2 , . . . . This e x p r e s s i o n w i l l be 
c a l l e d the b i n a r y expans ion of n and the number n, w i l l be 
c a l l e d b ina ry c o e f f i c i e n t s of n . 
DEFINITION 1 . 1 . 2 . >Valsh-Paley system. The Walsh-Paley 
system W = w , n ^ N ( was i n t r o d u c e d by Pa ley [22] in 1932 as a 
: 8 
product of Rademacher funct ions . If n^N has binary coeff ic ients 
(nj^,k^N), then, 
oo 
w = n 
n 
k=o 
"k 
r k 
The product is always f i n i t e because nj^  = 0 for k su f f i c i en t ly 
l a r g e . Also by d e f i n i t i o n tha t W^  = 1 and ^2^ = ^n ^^"^ n ^ N . 
REMARK 1 . 1 . 1 . Walsh-Paley system i s closed under f i n i t e 
product. 
REMARK 1 .1 .2 . Walsh-Paley system is piecewise constant 
with f i n i t e l y many jump d i s con t inu t i e s on [ 0 , l ] and takes only 
the values +1 or - 1 . 
DEFINITION 1 . 1 . 3 . Walsh system. The o r ig ina l Walsh 
system $ "^j 4*^  n € N i ^^^ introduced by Walsh [40] in 1923. 
His de f in i t ion was recurs ive and e s s e n t i a l l y the following one: 
se t 
<t)o = 1 and 4)^  = r^ 
m-1 
for each integer n 2 2, choose m,k^P such that 1 1 k £ 2 
m-1 
and n = 2 + k-1 
: 9 : 
0 = 0 
(k) 
(k) 
v:here 0 are periodic of period 1 and generated recursively 
m 
by the following process. Define 
and 
(k) 
0 2 (^) = 
f0t (2z) xe[0,l/2) 
k (1) 1 . 
(^-1) 03_ (2x) xe[^,l) 
m-l 
for k = 1,2. If m = 2,3,... and 1 ^  k C 2 , then define, 
( 2k-l) 
(k) 
xe[0,l/2) 
k+1 (k) 
((-1) 0^ (2x) XE[1/2,1) 
and 
(2X) 
(k) 
^ (2x) X£:[0,l/2) 
k (k) 
(-1) 0^ (2x) ex[l/2,l) 
DEFINITION 1 . 1 . 4 . '<<'alsh-Kaczmarz system. Valsh-Kaczmarz 
system K = K ,neN was i n t r o d u c e d by Sne ider [33] i n 1948. He 
a l s o def ined t h i s system as a p roduc t of Rademacher f u n c t i o n s but 
d i f f e r e n t l y from P a l e y . He began w i th 2 = 1 but fo r each neP, 
he def ined 
m-l n 
^ = ^m ,_^. ^k 
m-k-1 
k=0 
: 10 : 
m m+1 
where m^N s a t i s f i e s 2 ^ n <_ 2 and nj^,s are binary co-
e f f i c i e n t s of n . 
1 .2 . WALSH-FOURIER SERIES (WFS): Every p e r i o d i c funct ion 
f (x ) which i s Lebesgue i n t e g r a b l e on [ C , l ) w i l l have a s soc ia t ed 
wi th i t a Walsh-Four ie r s e r i e s . 
f(x)<^CQ + c^w^{x) + C2W2(x)+ . . . 
where the c o e f f i c i e n t s are g iven by 
1 
c^ = / W ^ ( x ) f ( x ) d x , (n = 0 , 1 , 2 , . . . ) . 
The n t h - p a r t i a l sura of WFS i s g i v e n by 
n-1 
S_(x) = S ( f , x ) = E c.w (x) 
n n k=0 '^  *^  
fo l lowing Paley we may w r i t e 
n 
_ 2 - 1 ^ n 
\ n ^ ' ^ " k^ =0 ^ k V x ) = / f ( t ) ^Z"^ w , ( t ) w , ( x ) d t , 
'^  0 k=0 ^ ^ 
Walsh proved s e v e r a l theorems in which the f u n c t i o n f(x) i s 
assumed to te of bounded v a r i a t i o n . The two main r e s u l t s are: 
: 11 : 
THEOREM 1.2.1. If f(x) is of bounded variation, and 
if X is a point of continuity or a dyadic rational, then 
S„(x^) converges. 
n o 
THEOREM 1 . 2 . 2 . I f f (x) i s of bounded v a r i a t i o n , and if 
X i s n e i t h e r a dyad ic r a t i o n a l nor a p o i n t of c o n t i n u i t y , then 
S (x ) d i v e r g e s . 
Now we w i l l s t a t e some theorems about the F o u r i e r 
c o e f f i c i e n t s of WFS. 
THEOREM 1 . 2 , 3 . Le t 
W^(S ; f ) = ,^b | f (x+h) - f ( x ) l 
l h | < S 
(1) 1 
W» ( ^ ; f ) = t u b / l f(x+h) - f ( x ) l d x |h |<S 0 
where x ^ [ 0 , l ) , then fo r k > 0 
Ic^l 1 ^* (l/k;f)/2 
(1) 
and | c ^ | < W» ( l / k ; f ) . 
THEOREM 1 . 2 . 4 . If f (x) s a t i s f i e s L i p s c h i t z c o n d i t i o n of 
o r d e r a , 0 < a £ 1 , then 
: 12 : 
- a 
Cj^  = 0 ( k ) 
THEOREM 1 . 2 . 5 . I f f (x) i s cont inuous and i f i t s modulus 
of c o n t i n u i t y W (^ d ; f ) = o ( l o g ^ ) as ^ > 0 , then i t s V/FS 
converges to f (x) u n i f o r m l y . 
THEOREM 1 . 2 . 6 . I f f ( x ) L ip a , 0 < a <_ 1 , then i t s WFS 
converges to f( x) u n i f o r m l y . 
THEOREM 1 . 2 . 7 . I f f ( x ) L ip a , a > 1/2, then i t s WFS 
converges a b s o l u t e l y and c o n v e r s e l y . 
1 . 3 . DYADIC GROUP; Two e s s e n t i a l open problems in dyadic 
a n a l y s i s as i n i t i a t e d by J . E . Gibbs and B. I r e l a n d [7 ] and f u r t h e r 
developed by P . L . Bu tze r and H . J . Wagner [ 3 ] , F . Schipp (and h i s 
c o l l a b o r a t o r s J . Pa l and P . Simon), N.R. Ladhawala [ l l ] , R. Penney 
[ 2 3 ] , C.W. Onnewear [ 1 9 ] , Zheng-Wei-Xing and Su -we i -y i [47] and 
He Z a l a i n [46] are the i n t e r p r a t i o n of the dyadic d e r i v a t i v e . 
Gibbs and I r e l a n d [ 7 ] , gave f i r s t r a t h e r a b s t r a c t i n t e r p r e t a t i o n 
in the realm of l o c a l l y compact a b e l i a n group. 
In 1949, Fine [5] made the b a s i c o b s e r v a t i o n t h a t Walsh 
f u n c t i o n s can be viewed as c h a r a c t e r s of dyadic g r o u p . This i s 
: 13 : 
more general form t h a t has been formulated by Vilenkin [37] in 
1947. 
The dyadic group G i s defined to be the compact abelian 
group formed by taking the c a r t e s i a n product of countably many 
copies of Z^, say 
G — Z^xZipXZrtX • • • 
where Zr. i s the d i s c r e t e cyc l i c group of order 2, i . e . , the 
s e t f o , l j with d i s c r e t e topology modulo 2 add i t ion . Thus the 
dyadic group G is the se t of a l l 0 , 1 , sequences 
nj- "=l"nj t = t 
and so on in which the group operation which v/e shall denote by + 
is addition modulo 2. 
The subset 
G = I x^G : Xj^  >0 as n ) 
i s a countable subgroup of G, the subgroup G cons i s t s of a l l 
those x^G such t h a t x = 0 for n su f f i c i en t ly l a r g e . 
: 14 
DEFINITION 1.3.1. Dyadic rational. Dyadic irrational 
An element (t,,t2»...) of the dyadic group G is said to 
be dyadic rational if lim t. = 0 and dyadic irrational if 
lim t^ = 1. 
DEFINITION 1.3.2. Character on a dyadic group G. 
A character on a dyadic group G is a continuous complex 
valued function which satisfies 
f(x+y) = f(x)f(y), 
and 
|f(x)| = 1, (x,y^G). 
The co l l ec t ion of charac te rs on G is denoted by G. This 
dyadic group G which we consider i s commutative and each element 
is of order 2, the charac te rs reduce to functions on G taking 
only values 1, and - 1 . 
REMARK 1 . 3 . 1 . The c o l l e c t i o n G i s an orthonormal system 
i . e . , 
m = n 
/ ijl^ l|l^ d i^ = _ 
G 1 0 m ^ n . 
: 15 
1 .4 . REPRESENTATION OF TF£ DYADIC GROUP ON THE 
INTERVAL f O . l l . The dyadic group G can be 
i d e n t i f i e d with the i n t e r v a l [ 0 , l ] in such a way t h a t the 
c h a r a c t e r G cor respond to the Walsh system W, Haar measure n 
cor responds to Lebesgue measure , the countable dense subgroup G^ 
co r re sponds to the dyad ic r a t i o n a l Q. Any x ^ [ 0 , l ] can be 
w r i t t e n in the form 
( 1 . 4 . 1 ) = Z X. 2 
k=0 ^ 
- ( k+1) 
where each Xj^  = 0 o r 1 . For each X ^ [ 0 , 1 ] | Q , t h e r e i s only one 
expans ion of t h i s form. We s h a l l c a l l i t the dyadic expansion of 
X. When x ^ Q t h e r e are two e x p r e s s i o n s of t h i s form. One which 
t e r m i n a t e s in O ' s and one v-hich t e r m i n a t e s in I ' s i . e . , 
j o , l , 0 , l , . . . , • 1 , 0 , 1 , 0 , . . . . L e t G^ = I x ^ G : X = y* for 
1 
some y ^ G , where y i s a conjugate of y . Define F i n e ' s 
map Y : [ 0 , l ] >G by 
Y ( X ) = ( X Q , X J ^ , . . . ) 
where x has a dyad ic expans ion ( 1 . 4 . 1 ) . The y i s s t r i c t l y 
i n c r e a s i n g , 1-1 map from [ 0 , l ] onto G G . Also i t s a t i s f i e s , 
: 16 : 
' Y ( X + ) = Y ( X - ) = Y ( X ) X ^ ( 0 , 1 ) 
Y( X+) = Y ( x) , Y ( X-) = Y ( x) x ^ Q 
Y(O+) = 0 , Y ( I - ) = 0 
where 0 = ( 1 , ! , . . . ) • Here Y(x+) represents the l imi t of Y 
a t X from the r i g h t in the usual topology on [ 0 , l ] and Y( x-_) 
t ha t from the l e f t . 
DcFINITION 1 . 4 . 1 . Trans la t ion on the group G. A t r a n s -
l a t i o n on the group G and dyadic t r a n s l a t i o n on the uni t in te rva l 
wil l both be denoted by'Y'• If f i s defined on G and y€.G, 
then 
( T y f ) ( x ) = f(x+y) (xeG) 
and if f i s defined on [ 0 , l ) then 
( T / ) ( x ) = f(x+y) ( x ^ [ C , l ) ) . 
DEFINITION 1 .4 .2 . Trans la t ion on a subset E. If E i s a 
subset of the un i t i n t e r v a l , then the t r a n s l a t i o n of E by y is 
defined as 
Ty(E) = /x+y; x e E j 
: 17 : 
The fol lowing r e s u l t shows t h a t Lebesgue measure i s t r a n s l a t i o n 
i n v a r i a n t on [ 0 , l ) wi th r e s p e c t to dyadic a d d i t i o n . 
THEOREM 1 . 4 . 1 . Le t y ^ [ 0 , l ) , i f E ^ [ 0 , 1 ) i s measurable 
t h e n ' ^ (E) i s measurable and 
l T y ( E ) \ = l E U 
where \E\ r e p r e s e n t s the Lebesgue measure 
If f G L ^ , t h e n ^ f y f ^ L ^ and 
0 ^ 0 
Now we w i l l s t a t e a theorem which g i v e s r e l a t i o n s h i p between Haar 
i n t e g r a t i o n on the group and Lebesgue i n t e g r a t i o n on the u n i t 
i n t e r v a l . 
THEOREM 1 . 4 . 2 . Le t y denote the F i n e ' s map. If 
f € L ° ( G ) , then f 0 Y ^ L ° , c o n v e r s e l y i f g ^ L ° and 
f (x) = g ( l x | ) ( x € G ) , then f^L*^(G) and i f feL-'-(G) , then 
f 0 Y€.L' '" and 
1 
/ f d ^ = / f O Y . 
G 0 
: 18 : 
Converse ly if g ^ L and f i s de f ined by f (x ) = g( | xj) 
then f^L^(G) and 
1 
/ g = / f d^. 
0 G 
1 .5 . MODULUS OF CONTINUITY AND INTEGRAL MODULUS OF 
CONTINUITY ON DYADIC GROUP G AND ON THE UNIT 
INTERVAL r o a ) » 
The modulus of c o n t i n u i t y of an f ^ c ( G ) i s defined by 
W * ( f , S ) = s u p j ^ l l T y f - f l l ^ : y e c ( G ) , l y | < S j , 
for ^ > 0 . The L^-modulus of c o n t i n u i t y of an f6L^(G) i s 
de f ined by 
W,^ ( f , S ) = s u p | l l ' Y y f - f | l p : y ^ c ( G ) , |y l < s j . 
f o r %> 0 and 1 <^  p < » , 
For a > 0, Lip(a,G) the collection of functions fCc(G) which 
satisfy 
jf(x+y) - f(x)| < cly|°' (x,yCG), 
where c i s non-zero c o n s t a n t vhich depends only on f. 
• 1 0 -
The dyadic modulus of continuity of an f € c,, is given by 
w 
w(f, S ) = sup |f(x+y) - f(x)l : X,ye [0,1), 0 < y <S 
and the dyadic L'^-modulus of continuity of an f^L^ by 
(p) f 1 • P ^'^^ 
^^ (f,S) = sup- (/ lf(x+y)-f(x)l ) : y€[0,l), 0 < y <^  
L 0 
for each a > 0. 
For func t ions de f ined on the u n i t i n t e r v a l , the l o c a l moduli of 
c o n t i n u i t y are de f ined as f o l l o w s : 
For each dyadic i n t e r v a l I and each W-continuous func t ion f l e t 
W^(f,I) = sup l f ( x + y ) - f ( x ) l : x ^ I , 0 1 y < | l l 
f o r each 1 ^ p < <» and each f^L'^ l e t 
(p) 
W* ( f , I ) 
1/p 
sup 
Ky<l 0<V  I I I 
( — - / l f ( x + y ) - f ( x ) | ) 
The l o c a l modulus of c o n t i n u i t y W^(f , I ) i s a measure of the 
o s c i l l a t i o n of f on I . Thus we say t h a t a func t ion f def ined 
on the u n i t i n t e r v a l i s of p-bounded f l u c t u a t i o n for some 1 £ p < o 
if 
: 20 : 
2 " - l p 1/P 
sup ( E lw^^( f , l (k ,n ) ) I ) < oo. 
n e P k=0 
A func t ion i s sa id to be of bounded f l u c t u a t i o n i f i t i s of 
1-bounded f l u c t i a t i o n . In t h i s case i t s t o t a l f l u c t u a t i o n i s 
de f ined by 
n 
2 - 1 
F(f) = sup ( Z | W ^ ( f , I ( k , n ) ) i ) . 
n ^ P k=0 
C l e a r l y , every f u n c t i o n of bounded v a r i a t i o n on [ 0 , 1 ) i s of bounded 
f l u c t u a t i o n but not c o n v e r s e l y . 
1 .6 . KERNALS FOR WALSH-FOURIER SERIES 
Walsh - D i r c h l e t ke rna l of o r d e r n i s denoted by D^ and 
i s de f ined as 
n-1 
D^ = 0 and D„ = Z w. ( n ^ P ) . 
° " k=0 ^ 
The n - t h p a r t i a l sum i n terras of D i r c h l e t k e r n a l i s 
(S^x) ( f ) = / f ( t ) I^ E^ w^(t) w^(x) d t i ( t ) . 
= / f ( t ) D (x+ t ) d ^ ( t ) , 
fo r n ^ P and x ^ G . The n - t h p a r t i a l sum i n terms of convolu t ic 
: 21 : 
i s g iven by 
S f = f * D^ fo r f^L'-(G) and n ^ N . 
Walsh-Kaczmarz-Dirchle t ke rna l denoted by D^ ^ i s g iven by 
K K n-1 
D^ = 0 and D„ = E K. ( n ^ P ) 
^ " J=0 -' 
Walsh-FeJer kerna l on G a re de f ined by 
K„ = S ( 1 - •^)l|l^ ( n ^ P ) , 
•^  k=0 " ^ 
where IJJ, i s the Walsh f u n c t i o n on G. S i m i l a r l y the Walsh-
FeJe'r kerna l on the u n i t i n t e r v a l [ 0 , l ) i s def ined by 
K^ = r ( 1 - •^)w ( n ^ P ) . 
" k=0 ^ ^ 
It is clear that 
•<n - i l^'^i t " e P ) 
The Walsh-FeJer k e r n e l s have same v i t a l Importance for Cesaro 
summabil i ty t h a t the V^alsh-Dirchle t ke rne l s do fo r convergence . 
The Cesaro means of sf are def ined by a f = 0 and 
' o 
: 22 : 
1 " af=j- Z s.f 
n n i^j^ 1 
1 " 
= i £ D.*f = K • f ( n ^ P ) 
" i = l ^ n 
L e t |q,^l t ^ 1^ be a sequence of non-nega t ive numbers. NoVlund 
means fo r V/FS are de f ined by 
Vf'") = ^ J , %-k 'k'^'"' 
where 
n-1 
" n=0 '^  
We assume t h a t q > 0 and 
l im Q = oo. 
- . ^n 
n—> oo 
The summability method genera ted by fqi-l i s r e g u l a r i f and only [%] i= 
11 ^ n - 1 ^ 
1 im ~ = 0 . 
n—> oo ^n 
In p a r t i c u l a r case when q. = 1 fo r a l l k, these t ( f , x ) are 
the f i r s t a r i t h m e t i c or ( c , l ) means. More g e n e r a l l y , when 
: 23 : 
^k ^ ^k ^ ^ k ^ ^°^ ^ ^ ^ 
and q^ = A^ = 1 , where § j= - 1 , - 2 , . . . , then t ( f , x ) are the 
(c,p)-means for V/FS. The r ep re sen t a t i on 
t J f , x ) = / f (x4t) L f t ) d t 
0 
where 
i s ca l led Norlund kerna l . 
de la Vallee Poussin mean i s defined as 
\ 
y f , > , x ) = - I H ; T - - E Sj(f,x) 
whe re^ 
J 
S j ( f ,x ) = E Sk^k^'^^ (J = 0 , 1 , 2 , . . . ) 
k=o 
and A i s r ea l fixed number, / \> ! • de- la-Val lee Poussin means 
in terms of a r i thmet ic mean is given by 
A) ^n 
: 24 : 
and for any fixed 'A> 1 
lira T ( f ,7 \»x) = f (x) a . e . 
n—> oo 
and, 1 
lim / IT ( f , 7 \ , x ) - f (x) ldx = 0, 
n—> oo 0 
Now we wil l e n l i s t some important theorems in th i s connection. 
THECRHM 1 , 6 . 1 . Let n 6.N have a binary coef f ic ien ts 
(nj^ ,k^N). Then 
k-1 
D j^ = u ( 1 + / ) , 
°n = \ , ! , ( ° , . . l - ° , . ) . 
and^ 
X 
n m 
where f, = (-1) . Moreover if 0 < n < 2 then 
°n = h C',™ - w„) - ^ J ^ ' CTe^ « „ ) / , 0^ , . 
: 25 : 
THEOREM 1 . 6 . 2 . If n ^ N , then 
^ < L^ < V ( a ) , 
where, 
V(") = ^l^ \%- "k+il -^  %• 
Next r e s u l t g i v e s our a t t e n t i o n to p o i n t w i s e e s t i m a t e s of 
Wal sh -Di rch le t k e r n a l . 
TKEOREM 1 . 6 . 3 . If x ^ ( 0 , l ) and n ^ N then 
lD„(x)l < min ( n . I ] - . 
The lower estimate of Dirchlet kernal is 
1 -2m-l 
l^n^x)! 2 ^ (2 < X < 1), 
and^ 
m 2k 
n = £ 2 . 
k=0 
Now we w i l l s t a t e the theorem conce rn ing the s i z e of D,(x) 
: 26 : 
THEOREM 1 . 6 . 4 . For any 0 < x < 1 , 
iD,(x)| < | . 
THEOREM 1 . 6 . 5 . The Lebesgue c o n s t a n t L^ of the Walsh 
system s a t i s f y 
n -n„ 
(a) L^ = V - S 2 ^ P 
liP<r<.v 
n, n^ n 
where k = 2 - ^ + 2 ' ' + . . . + 2 ^ {n^ > n^ > "» > ri^ 1 0) 
(^ ) ^ k = ^ l c ' 4k+l = ( i - ^ H - ^ H + P l ^ 
(c) Lj^  = o ( l o g k) 
(e) F(z) = Z L^z^ = ^ - - ^ r i ^ ^ ^ ( U l < 1) 
k=l ^ ( l - z ) n=0 2 " l+z"'' 
THEOREM 1 . 6 . 6 . (Paley) I f 
n 
2 - 1 
2'' k=0 *" 
Then 
; 27 
D n ( x ) = 
2 
f n 
2 x ^ I n ( O ) , 
0 X € G | I ^ ( 0 ) . 
THEOREM 1 .6 .7 . Riemann-Lebesgue. If f ^ L then Walsh-
Four ier coef f ic ien t s tends to zero as n tends to i n f i n i t y . 
w ^ m 
CHAPTER-2 
CONVERGENCE IN NORM 
2 . 1 . INTRODUCTION. The convergence of Walsh-Four ier 
s e r i e s a t a p o i n t in terms of modulus of v a r i a t i o n of a f u n c t i o n 
was proved by Tevzedze [ 3 6 ] , l a t e r on Moricz [ l 4 ] , s t ud i ed L -
convergence of Walsh-Four ie r s e r i e s (W.F.S.) by us ing Tauber ian 
c o n d i t i o n of Hardy Karamata type and very r e c e n t l y Moricz and 
Schipp [ 1 7 ] , proved a Walsh analogue of Sidon i n e q u a l i t y and used 
to o b t a i n a ve ry g e n e r a l r e s u l t concern ing L -convergence of modi-
f ied p a r t i a l sum of Walsh s e r i e s . 
2 . 2 . LP-CONV£RG£NCE OF WALSH-FOURIER SERIES 
In t h i s s e c t i o n we w i l l s tudy some impor tan t r e s u l t s of 
L^-convergence of W.F.S. We know t h a t W.F.S. of any f^iL"^, p > 1 
converges to f a . e . Now we w i l l g i v e some r e s u l t s which shows 
t h a t W.F.S. converges a l s o in L^-norm. 
THEOREM 2 . 2 . 1 . [ 2 7 ] . I f f ^ L ^ , 1 < p < « , then n - t h 
p a r t i a l sum of W.F.S. converges to f in L'^-norm. 
: 29 : 
PROOF. For any £ > 0 c o n s i d e r a Walsh-polynomial P 
such t h a t 
f - P l I ^ <^ 
since S P = P for sufficiently large n, then 
11 f-s^fl lp = II f-p+p-s^f|lp < II f-PlIp + II s^p - s^fll 
By c o r o l l a r y 6 in 3 .3 [ 2 7 ] , we have 
lim II f -S„f |L < 2 c € 
r^--.=o n " p - p 
This completes the proof of theorem 2 . 2 . 1 . 
THEOREM 2 . 2 . 2 . [27] L e t F : [0,oo) > [o,oo) be an 
i n c r e a s i n g , c o n t i n u o u s , convex f u n c t i o n s s a t i s f y i n g fo l lowing 
c o n d i t i o n s 
F(0) = 0 , and F(2x) £ c F( x) 
for some x 2 0 and a b s o l u t e c o n s t a n t c, then 
1 
( 2 . 2 . 1 ) l im / F ( l S _, f - f | ) = 0 , 
n--> oo 0 2 ' 
for any f ^ L s a t i s f i e s 
f F ( l f l ) < ~. 
0 
PROOF. F i r s t we w i l l show t h a t f i s i n t e g e r a b l e and 
then S f > f as n > « a.e and in L -norm. 
2 " 
Now l e t us f i x k ^ P and choose by Egroff theorem, a 
measurable s e t Ej^<^[0,l) such t h a t \E^\ < l / k and S ^f >f 
uni formly as n > -» on E. = [ 0 , l ) JE. . 
Now 
/ F ( 1 S f - f l ) = / F ( l S f - f l ) + / F ( lS ^ f - f l ) . 
0 2 " E^ 2 " Ij^ 2 " 
As F(0) = 0 , i t i s c l e a r t h a t 
/ ( | S - f - f | ) > 0 , as n > oo. 
E ^ 
Since F i s i n c r e a s i n g , con t inuous and convex f u n c t i o n , t he re fo re 
/ F ( | S f - f | ) < C / F ( s | f | ) + c / F ( | f | ) . 
By Jensen i n e q u a l i t y , 
: 31 : 
/ F(S J f l ) < / S „ { F ! f l ) . 
Also, 
/ S _ (F l f l ) > / F ( l f i ) as n 
E 2 E 
Also, F d f D ^ L - ^ , the re fore , 
lim / F ( | S ^ f - f l ) < 2 C / F ( l f l ) . 
n->=o Ej^  2 Ej^ 
This completes the proof of theorem 2.2.2. 
REMARK 2.2.1. Theorem 2.2.1 fails for P = 1 and p = « 
which can be seen in theorem 2.2.3. 
THEOREM 2.2.3. [27] If f^L^ and 
(1) -1 ^ 
(a) W» (f;S ) = o (log l/g ) as % >0, 
then S^ f !^  f in L -norm as n > <». However, there ex i s t s 
^n f ^ L with 
(1) -1 ^ 
(b) W^  ( f ; S ) = 0 (log 1 /^ ) a s ^ >0 
such that SF does not converge in L -norm. 
• ,^9 • 
4 ^ C • 
PROOF. Let f^L and satisfying (a), then for each 
k k. 
n^N, let n = 2 +-?. , (0 <.-?, < 2 ) we know that 
as S yf > f in L -norm. It remains to show that 
2^ 
( 2 . 2 . 2 ) sup , il f * (rj^ D^ ) | 1 ^ > 0 as k 
0< l< 2^ 
k - k - 1 
F ix 0 <.'t< 2 and us ing the f a c t t h a t rj^(2 ) = - 1 to wr i t e 
. - k - 1 
(TJ^ D^) ( t ) = - (rj^ D^) ( t + 2 ) , fo r t ^ [ 0 , l ) - Now bv Fubin i 
theorem, we have^ 
, 1 1 . - k - 1 
11 f * (r^ D^)ll < 4 / / l f ( t ) - f ( t+2 )llD^(x+t)dtdxl 
= k llDplli / / l f ( t ) - f ( t+2" " ) l d t . 
As llDj^llj^ = 0 ( l o g ( , ) as \ . > oo, t h e r e f o r e i t fo l lows t h a t 
(1) - k 
II f (rj^ D^) | |^ 1 c k W» ( f , 2 ) , 
fo r k£N and some a b s o l u t e c o n s t a n t c . Therefore (a) impl ies 
( 2 . 2 . 2 ) . 
: 33 : 
Now, let us construct a function F such that SF does 
m 
'm ~ ^ not converge to F in L -norm. S e t , n = 2 
2 oo -
h\^ = l n, {m^U) and F = E 2 r^ D n. . 
"" .^m '^  k=0 "k 2 '^  
! n I! = 1 i + i c +hP-ro-FnTO r l P a r t .h.pf g e i l e S d e f i n e d Oi As D L = 1 , i t i s t h e r e f o r e c l e a r t h a t 
" 2 ^ i 
converges in L -norm and a l s o i t i s W.F.S. of F . Now by theorem 
( 1 . 6 . 2 ) 
2 c, > 0, 
for k ^ N . The re fo re W.F.S. of F does not converge in L^-norm. 
Next , we w i l l show t h a t with the new func t ion F , 
(b) h o l d s . F ix any 0 < S < 1 . Choose m^N so t h a t 
- n „ + l ^ " % 
2 ^ < %< 2 . Now, 
oo —k 
lF(x+y) - F ( x ) l < E 2 (D n. (x) + D ^ (x+y)) fo r 0 < y <^ 
k=ra 2 '^  ^ \ ~ ^ 
; 34 
T h e r e f o r e , 
1 . -m . - 1 
/ l F ( x + y ) - F ( x ) | d x 1 4 . 2 = ~ - = O ( l o g l / g ) , as I > 0 
IB 
T h i s c o m p l e t e s t he p r o o f . 
2 . 3 . L -CONVERGENCE OF W . F . S . WITH COEFFICISNT OF 
BOUNDED VARIATION. 
I n t h i s s e c t i o n we w i l l s t u d y t h e r e s u l t of M o r i c z , and 
S c h i p p [ 1 7 ] , on L ( 0 , 1 ) c o n v e r g e n c e of Walsh s e r i e s w i th c o e f f i c i e 
of bounded v a r i a t i o n . The b a s i c t o o l i s t he f o l l o w i n g s i d o n type 
i n e q u a l i t y . 
F o r e v e r y 1 < p <. 2 , f aj,]• a n u l l s e q u e n c e of r e a l numbers and 
i n t e g e r n 2 1» we have 
1 n 1 - 1 / p n p ^ / P 
/ I E a^ D i , ( x ) l d x < Cp n [z^ \ a^\ ] , 
0 k=l k=l 
whe r e c^ = 2 p | ( p - l ) . 
DEFINITION 2.3.1 ^ ^ is defined as a sequence 
== f^k- satisfying the condition 
m+1 
m -m 2 -1 
m=0 k=2 
1/p 
m 
: 35 : 
where 0 < p < «• 
If p = ~, then ^^ i s a sequence A = Jaj^J sa t i s fy ing the 
condi t ion 
CO m 
P* ° m=0 om-.-/on^-i 
I t i s c l ea r t h a t if 1 1 P 1 "» 
( 2 . 3 . 1 ) l lAl l^= llAll^^, < llAll , < llAll^^, 
where j 
A l l , = E l a ^ l 
•^  k=0 ^ 
i s the ordinary 'L -norm of A. 
REMARK 2 . 3 . 1 . V*^'l*<^'L * = "^  • 
REMARK 2 . 3 . 2 . If 1 £ p <, » , then \^^ are Banach spaces 
with norm. || . || » . 
DEFINITION 2 . 3 . 2 . A c l a s s of sequences A = fa, ? i s 
said to be I c l ass if there e x i s t s a non-increasing sequence 
: 36 : 
b^] of n o n - n e g a t i v e numbers wi th the p r o p e r t i e s . 
(2 .3 .2) I a. I < b. and Z b. < «. 
K - K k=0 "^  
DEFINITION 2 . 3 . 3 . A n u l l sequence A = J aj^  f i s said to 
be belong jf c l a s s i f A A ^ T , where / \ A = j Aa ,^ : k = 0 , l , . . . j 
REMARK 2 . 3 . 3 "J c o n t a i n s the c l a s s of quas i -convex nu l l 
sequences i . e . , which s a t i s f i e s the fo l lowing c o n d i t i o n s 
( a ) l i m a^ = 0 
( 2 . 3 . 3 ) (b) E (k+1) l A a J < CO 
k=0 ^ 
'^ ^^ ^ A ^ k = ^ ^ k " A V l (k =0,1,2, . . . ) . 
Write 
( 2 . 3 . 4 ) u^(x) = S^(x) - a^ D^( x) (n = 1 , 2 , . . . ) 
are the modif ied p a r t i a l sums of Walsh s e r i e s . 
Wri te 
n-1 
S ( x) = S a. w, ( x) (n = 1 , 2 , . . . ) 
" k=0 "^  '^  
: 37 : 
are the n - t h p a r t i a l sum of Walsh s e r i e s . A summation by p a r t s 
g i v e s . 
( 2 . 3 . 5 ) S^(x) = "z^ Dj^^^(x) A a , + a^D^( x) 
us ing ( 2 . 3 . 4 ) , we have 
n-1 
( 2 . 3 . 6 ) u^(x) = E ^k+l^^^ /^^k* 
THEOREM 2 . 3 . 1 [ l 7 ] L e t f aj^ ( be a n u l l sequence and 
for some p > 1 
m+l , / 
oo m ( l - l / p ) 2 - 1 p -*•/? 
mO k=2'" ^ 
Then 
(2 .3 .8 ) lim II u_^  - f|| = 0 , 
n—^ 
where || . Ij d e n o t e s L- ' - (0 , l ) -nonn. 
For the proof of Theorem 2 . 3 . 1 , we w i l l use the fo l lowing lemmas, 
: 38 : 
LEM\A 2 . 3 . 1 For every 1 < p <. 2 , secfuence / aj^  | of r e a l 
numbers, and i n t e g e r n _^  1 , 
n ^„ ( 1 - 1 / p ) n p ^/P 
(2 .3 .9) 11 Z aj^ D 11 < ^ n [Z la 1 ] . 
k = l '^  *^  P ± j ^ _ ^ K 
PROOF. See [17] 
LEMMA 2 . 3 . 2 . For every sequence / aj^  [ of r e a l numbers and 
i n t e g e r n 2 1» 
n 
( 2 . 3 . 1 0 ) 11 S a.D 11 <iL Max | a. 1 
k=l '^ '^ ^ " l<k<n ^ 
In p a r t i c u l a r case when a l l aj^ = 1 . Then 
lUJl < If 
PROOF. See [17] 
LEMMA 2.3.3. [26] For every integer n 2 1» 
0,(x) =w^(x) Z^ n, r,(x) D^^(x) 
t 
(2.3.11) = w (x) Z r. (x) D k,(x) 
" J=l ^j 2 J 
PROOF. See [l7] 
: 3^  
PROOF OF THEOREM 2.3.1. We know that 
CO OO 
Z a. w.(x) = E D (x)Z^a^ - f (x) , 
k=0 ^ ^ k=0 ^^^ ^ 
and, 
Now, 
f(x) - u (x) = r D (x)Aa^- 2 D (x)Z\a,^ 
" k=0 ^^^ ^ k=0 ^^ 
lc=n ^^^ ^ 
J J+1 
For 2 _< n < 2 , and for some in teger J 2 0» then 
J+1 m+1 
II f - „ l l < II ' £ ' D , , , A a , l l . ^.^^^ II \ r : D , , , A a , | 
Assuming that 1 < p £ 2 and applying leirma 2 . 3 . 1 . 
m+1 
2D ~ (m+l ) ( l - l /p ) 2 -1 1/p 
Therefore, 
lira Ij f-u 11 = 0 . 
n — > OO 
This completes the proof. 
: ^C : 
COROLLARY 2 . 3 . 1 . Under the c o n d i t i o n s of Theorem 2 . 3 . 1 , 
( 2 . 3 . 1 2 ) l im II S^-f | l = 0 i f and only i f l im a^ H^ D^jl = 0 . 
n—> n—> oo 
PROOF. See [17] 
COROLLARY 2 . 3 . 2 . I f [ a J ^ / , then E a^ W^j^  i s the .V.F.S. 
of i t s sum f ^ L ^ ( C , l ) and 2 .3 .12 , holds . 
PROOF. See [17] . 
I^ll rifsft 
CHAPTER-3 
ALMOST EVERYWHERE CONVERGENCE 
3 . 1 . INTRODUCTION. The main o b j e c t of the p r e s e n t chap te r 
i s to study the work done in a lmost everywhere convergence of 
W.F.S. S t e i n has proved t h a t t h e r e e x i s t s a f u n c t i o n f ( x ) € L 
whose '.V.F.S. converges almost everywhere ( a . e ) . B i l l a r d and Hunt 
have proved L u s i n ' s c o n j e c t u r e fo r W.F.S. Ta ib leson and Weiss [34] 
introduced the function c and proved tha t Fourier se r i e s of any 
function in c ( l < q <_ ») i s convergent a . e . Wang [41] extended 
the i r r e s u l t to the W.F.S. proving tha t W.F.S. of any function f( x) 
in c^ (1 < q <_ oo) i s convergent to f(x) a . e . Later on Chao [4] 
introduced the concept of blocks and defined some spaces of functio 
generated by blocks in the s e t t i r g of Vi lenkin-Fourier s e r i e s . He 
proved that the Vi lenkin-Four ier s e r i e s of f converges to f 
a . e . Schipp, Wade and Simon [27] gave several condit ions suf f ic ien t 
to conclude tha t W.F.S. converges a . e . and obtained the growth of 
p a r t i a l sum of W.F.S. 
: 42 : 
3 . 2 . TEST FOR ALMOST EVERY CX)NVERGENCE 
In t h i s s e c t i o n we w i l l g ive s e v e r a l c o n d i t i o n s s u f f i c i e n t 
to conclude t h a t Sf converges a . e . and a l s o we w i l l p r e s e n t the 
e s t i m a t e fo r the growth of p a r t i a l sums S f v a l i d for a l l f ^ L . 
By Theorem 2 . 2 . 3 , i f the L -modulus of c o n t i n u i t y of f 
decays s u f f i c i e n t l y r a p i d l y , then Sf converges in L -norm. A 
s i m i l a r phenomenon ho lds for a . e . conve rgence . 
THEOREM 3 . 2 . 1 [27] For any f € L ^ , i f any of the t h r ee 
c o n d i t i o n s 
oo 1 1 
(a) E / / | f (x+u) - f ( x ) | D . ( u ) dxdu < « 
k=0 0 0 2^ 
- , (1) 
( b ) E ^ W^ ( f , l / n ) < CO 
(1) ^ - l - € . 
(c) ^^ ( f , ^ ) = 0 ( l o g 1 /^ ) as ^ > 0 , for some € > C 
h o l d s , then W.F.S. of f converges a . e . on [ 0 , 1 ) . 
PROOF. F i r s t we w i l l prove t h a t any one of the three 
c o n d i t i o n s , f converges a . e . on [ 0 , 1 ) , tYen we w i l l show 
equ iva l ence r e l a t i o n between the t h r e e c o n d i t i o n s . Suppose t h a t 
(a) ho lds i . e . , 
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oo 1 1 
1 f I l f (x+u) - f ( x ) l D J u ) d x d u < » , 
k=0 0 0 2"^ 
Using F u b i n i ' s Theorem we have 
( 3 . 2 . 1 ) Z / | f (x+u) - f ( x ) | D ^(u)du < « 
k=0 0 2^ 
fo r a .e .^ x ^ [ 0 , l ) . Give any m,n£.N, we have 
Is f ( x ) - f ( x ) l = 1 / ( f ( x + u ) - f ( x ) W (u) ( Z 'h^.r D J u ) ) d u | 
< L 1/ ( f ( x + u ) - f ( x ) r . ( u ) D . ( u ) W (u)du | 
k=0 0 K 2*^  " 
+ Z / | f ( x + u ) - f ( x ) | D ^(u)du 
k=m+l 0 2^ 
^ ( x ) + Rjx) ( say) 
Now for each x C [ 0 , l ) , the terras of ^ ( x) are the Walsh-Four ier 
c o e f f i c i e n t s . L e t us assume t h a t 
(k) 
G^ (u) = ( f ( x + u ) - f ( x ) ) r^ (u ) D j^(u) 
For a l l k^ N and u ^ [ 0 , l ) , then we have 
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^ m A (k) 
^ ( x ) < Z IG^ ( n ) l 
k=0 
A p p l y i n g Riemann-Lebesgue lemma, we have 
l i m s u p l S ^ f ( x ) - f ( x ) | I R j x ) 
m > oo 
Bu t ( 3 . 2 . 1 ) i m p l i e s R^^^  > 0 a . e . , a s m >« c o n s e q u e n t l y , 
S f i> f a . e . , a s n • >> oo. 
n 
N e x t , we w i l l show t h a t ( b ) =s^ ( a) . 
Now 
1 1 
/ / | f ( x + u ) - f ( x ) | D J u ) d u d x 
0 0 2^ 
1 1 
= / D ( u ) ( / l f ( x + u ) - f ( x ) | d x ) d u , 
0 2^^ 0 
1^(0) " ^ 
( 1 ) 
As W^^ ( f , l / n ) i s monotone a s n > « , c o n d i t i o n (b ) i s 
e q u i v a l e n t to 
CO ( 1 ) - n 
E W^^ ( f , 2 ) < oo. 
n=0 
T h i s shows t h a t (b ) = > ( a) . 
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Now, 
(c) =5 ' (b) i s t r i v i a l . 
This completes the proof. 
THEOREM 3.2.2 [ l2] If f^ L then Sf converges a . e . 
on the s e t j f < «J 
Where, 
n+1 
f(x) = sup / l f ( t ) - f ( x ) | d t . 
For the proof of t h i s theorem we need the following lemmas. 
LEMMA 3 . 2 . 1 . If E be a measurable subset of [ 0 , l ) and 
^ > 0 s a t i s fy 
There e x i s t s a c o l l e c t i o n I^ of pairwise d i s j o i n t dyadic in te rva l 
such tha t if £^ = [ 0 , l ) \ £ and E = U I , then E C E , | £ \ E t<-
and 
(3 .2 .1 ) ^+^^0 ^^ ^°^ every l € I# • 
: 46 : 
PROOF. See [27]. 
LEMMA 3.2.2. Let E = U I, if g^ L''" 
sa tisfies fg 4 OJCE and 
^ kii C = sup f ^ / I g l < ~ . 
I ^ I * 111 I 
Then 5g converges a . e . to ze ro on £ = [ 0 , l ) \ E . 
PROOF. See [27 j . 
PROOF OF THEOREM 3 . 2 . 2 . For any f^L"^ and for x ^ [ 0 , l ) 
s e t E^ = [ 0 , 1 ) \ E ^ . 
Le t us c o n s i d e r JE^l < 1 . For any £ > 0 , JE | +£ < 1 
us ing lemma 3 . 2 . 1 . Choose a p o i n t X j ^ I H ^ • 
Le t 
u = S 7 ; ( l ) ( f - f ( x . ) ) 
and 
" % L f(xi'7\(^>+'A(^'f K I , 
I t i s clear that f = u+v. 
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Now we will prove that u satisfies condition of leima 3.2 
and that v is bounded. This will follow from lemma 3.2.2 and 
Theorem 14 in 3.7 [27], that Su = 0 a.e. on I and Sv = v a.e. 
on [0,1) . By the definition of Xj and E^ we have. 
~ / l u l = 7 T / l^^^) - f ( x l ) l d t 
II I I I 
< / | f ( t ) - f ( x l ) | d t 
2n \j{n 
< T: < 
-1(1 )^ - l (I) 
Consequently, the hypothesis of lemma 3.2.2 are satisfied with 
1 
C = 4n. 
To prove v i s bounded. For any two p o i n t s x , y ^ [ c , l ) , 
1 1 _ 
t h e r e e i x s t s x , y ^ £ such t h a t 
1 1 
v(x) = f (x ) and v( y) = f (y ) . 
S ince E^ 4= [ 0 , l ) we have fo r a l l x , y ^ [ o , l ) t h a t 
1 1 1 1 
v ( x ) - v ( y ) i < / | f ( x ) - f ( u ) | d u + / l f ( y ) - f ( u ) l d u 
0 0 
. 1 . 1 
1 f (x ) + f ( y ) 
< 2n . 
/ p . 
This comple tes the p roo f . 
THEOREM 3 . 2 . 3 . [ 2 7 ] . If f ^ L ^ then 
m ' 
sup £ 2 ^ f 
m>2 log „ "" 
and S„f 
m l im -^ = 0 a . e . 
m—> 00 l o g 
rjin 
PROOF. See [27] 
3 . 3 . ALMOST EVERYWHERE CONVERGENCE IN PSEUDCMETRIC SPACES 
This s e c t i o n d e a l s with theorem of Moricz [ l 5 ] for a . e . 
r 
convergence as wel l as convergence in the pseudometr ic L (0 ,1 ) 
for 0 < r < 1 . 
THEOREM 3 . 3 . 1 . [ l 5 ] . L e t f ^ L ^ ( 0 , 1 ) and 
1 \ n m 
( 3 . 3 . 1 ) l im l im sup _ ^ £ ( Tvn"^-^^) i / \ 3,1 = 0 
^—>1-K3 n-->oo An k=n ^"^ ' ^—^ ^ 
fo r m = 1 or 2 , then 
( 3 . 3 . 2 ) l im S^( f ,x ) = f (x) a . e . 
n )> 00 
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THEOREM 3.3.2 [l5] , For any f^ L""- (o,l) and condition 
(3.3.1) is satisfied for m = 1 or 2, then 
1 r 
(3.3.3) lim / Is (f,x)-f(x)| dx = 0, 0 < r < l/m. 
n—>« 0 " 
PROOF OF THEOREM 3 . 3 . 1 and 3 . 3 . 2 FOR m = 1 . 
By the d e f i n i t i o n of g e n e r a l i z e d de l a Va l l ee Pouss in 
means, we have 
Xn J 
( 3 . 3 . 4 ) T ^ ( f , X , x ) - S_( f ,x) = E S a^w. (x) 
" " J=n+1 k=n+l ^ ^ 
for each J 2 2 , a summation by p a r t s y i e l d s 
J J - 1 
( 3 . 3 . 5 ) I a^w.(x) = - a_.,, D f ^ ^ + 2 D /^NAav+a^ D (x) . 
k=n+l ^ ^ "^-^ n^'^^ k=n+l k ^ ^ J ^ k j j 
We know t h a t |D / >, | < - (n = 0 , 1 , . . . ; 0 < x < 1) 
From e q u a t i o n ( 3 . 3 . 4 ) , and ( 3 . 3 . 5 ) f o r 0 < x < 1, we have 
2 /\n J -1 
|T ( f , X , x ) - 3 ( f , x ) | < _ E ( I a - . J + E I Z ^ a J + i a J : 
" ^ ( \~ ) X J=n-H "^-^ k=n+l ^ J 
2 >Nn ?Nn 
= :;— ( E | a ^ ^ i l + S | a J ) 
(;>^-^-»-l)x j=n+l '^ -^ 1 J=n+1 ^ 
: 50 : 
2 Xn J - 1 
(}^~^^^ ) X J=n+1 k=n+l '^  
2 ' ^ n " ^ 
( 3 . 3 . 6 ) ^ o i p . ^ — ^ z ( \ - k ) l A a k l , 
where o ( l ) does no t depend on x . Here we used the f a c t t h a t 
f € L ^ ( 0 , l ) i m p l i e s t h a t 
( 3 . 3 . 7 ) l i m a = 0 . 
n—>» 
By e q u a t i o n ( 3 . 3 . 1 ) and ( 3 . 3 . 6 ) , f o r every 0 < x < 1 
( 3 . 3 . 8 ) l im l im sup JT ( f , X , x ) - S ( f , x ) l = 0 , 
X-^ 1+0 n—> 00 " 
and f o r a l l 0 < r < I j 
1 ^ r 
( 3 . 3 . 9 ) l im l im s u p / JT^l f , A , x ) - S „ ( f ,x) 1 dx = 0 
>\—> 1-fO n—»oo 0 " " 
Combining e q u a t i o n ( 3 . 3 . 8 ) v/ith 
( 3 . 3 . 1 0 ) l i m T ^ ( f , X » x ) = f (x) a . e . f o r X > 1 , 
n—> oo 
we get equation (3.3.2), and combining equation (3.3.9) with 
; 51 : 
1 . 
( 3 . 3 . 1 1 ) l im / I T ( f , A , x ) - f ( x ) | d x = 0 , 
n—>oo 0 " 
we g e t e q u a t i o n ( 3 . 3 . 3 ) . 
This p roves the two theorems for m = 1 . 
PRCXDF. For m = 2 we w i l l prove theorem 3 . 3 . 1 and 3 . 3 . 2 . 
By t a k i n g one more summation by p a r t s on the r i g h t hand side 
of e q u a t i o n ( 3 . 3 . 5 ) , we have 
( 3 . 3 . 1 2 ) Z^^^^ a^ w^(x) = - a^^^ D^(x) - (n+l ) F^( x ) A a ^ ^ ^ 
J -2 2 
+ E ( k + l ) F ^ ( x ) A a^ + J F j _ j ^ ( x ) A a j . i 
where^ 
* ^i °j( "^ • 
1 " 
^n^"^^ = Trti ^ ° j ( ^ ) (n = 0 , 1 , 2 , . . . ) 
./ i s the F e J e r kerna l fo r Walsh sys tem. According to Fine [ 5 ] , for 
a l l p o s i t i v e i n t e g e r s n and m^ and for a l l x, excep t pos s ib ly 
for dyadic r a t i o n a l s 
: 52 : 
4 . -m -(m-1) 
( 3 . 3 . 1 3 ) (n+1) | F „ ( x ) | < + ^ = c( x) 2 < x < 2 
/ 2 v X •^ 
Now from e q u a t i o n s ( 3 . 3 . 4 ) , ( 3 . 3 . 7 ) , ( 3 . 3 . 5 ) , ( 3 . 3 . 1 3 ) and for 
a l l 0 < X < 1, excep t perhaps the dyadic r a t i o n a l s , 
( 3 . 3 . 1 4 ) j y f , X , x ) - S ^ ( f , x ) J < ^ ^ - i ^ j i ^ i { x ^ l ^ n + l ' "^  ' ' j ' 
+ c(x) ( l A a ^ ^ i l + E l A a j + l A a j . j ] 
= (i + c(x))o(l) + - 4 ^ "E^ CX^^k-DlA^; 
^ An " -^  k=n+l "^  
where 0(1) does not depend upon x . 
E q u a t i o n s ( 3 . 3 . 1 4 ) , ( 3 . 3 . 1 ) , imply fo r a l l x, excep t the dyadic 
r a t i o n a l s , we have e q u a t i o n ( 3 . 3 . 8 ) . 
L e t 0 < r < 1/2 , then by e q u a t i o n ( 3 . 3 . 1 4 ) , we have 
/ IT ( f , A , x ) - S ( f , x ) | dx = 0(1) + j 0(1) + - - 1 -
0 ^ '^  I An"^  •n+1 
An-2 
1 
k= 
By ( 3 .3 .13) , we have, 
\ ^ /v2 ] 1 r 
Z ( X n - ' < - l ) l A . a j / c ( x )dx . 
<=n+l " I C 
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1 r 2-(m+l) / 1 / 4 / c ( x ) d x < E / — d x + J "27 dx 
/ m ( 2 r - l ) / 
m=l ( l - r ) l - 2 r 
Combining the l a s t tv/o e s t i m a t e s we ge t e q u a t i o n ( 3 . 3 . 9 ) . 
F i n a l l y combining e q u a t i o n s ( 3 . 3 . 1 0 ) , and ( 3 . 3 . 8 ) , we get eqn. 
( 3 . 3 . 2 ) , while combining e q u a t i o n s ( 3 . 3 . 1 1 ) , and ( 3 . 3 . 9 ) , we ge t 
e q u a t i o n ( 3 . 3 . 3 ) . 
This comple tes the proof of Theorem 3 . 3 . 1 and 3 . 3 . 2 . 
THEOREM 3 . 3 . 3 . [ 1 5 ] . I f f L^ ( 0 , 1 ) » and 
, 2n ^ m 
l im ~ Y Z ( 2 n - k + l ) l / l \ , a^l = 0 
n——> oo k=n 
for m = 1 or 2 , then we have e q n s . ( 3 . 3 . 2 ) , and ( 3 . 3 . 3 ) . 
PROOF. See [ 1 5 ] . 
THEOREM 3 . 3 . 4 [ 1 5 ] . I f f ^ c [ 0 , l ) and cond i t i on of 
Theorem 3 .3 .1 i s s a t i s f i e d fo r m = 1, then f o r every 0 < x < 1 
l im S^ ( f , x ) = f ( x ) , 
n——> CO 
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and the convergence i s uniform on each i n t e r v a l [ ' b f l ) with 
0 < S < !• 
PROOF. See [ 1 5 ] . 
COROLLARY 3 . 3 . 1 [15] . I f f £ L ^ ( 0 , 1 ) and 
7 ^ in j 
l im l im sup E l / \ aA = 0 
A—>1-K) n—»oo k=n '^—^ '^ ^ 
for m = 1 or 2 , then we have e q n s . ( 3 . 3 . 2 ) and ( 3 . 3 . 3 ) . 
PROOF. See [ l 5 ] . 
COROLLARY 3 . 3 . 2 . I f f ^L- ' - (0 , l ) and the f i n i t e l i m i t 
n , m 1 « • »v "' 
e x i s t s fo r m = 1 or 2 , then we have e q n s . ( 3 . 3 . 2 ) and ( 3 . 3 . 3 ) 
PROOF. See [ l 5 ] . 
umpwoi 
CHAPTER-4 
APPROXIMATION OF WALSH-FOURIER SERIES AND INTEGRABILITY 
4 . 1 . INTRODUCTION. Qskolkov [ 2 1 ] , ob ta ined uniform 
e s t i m a t e for the t a i l s of F o u r i e r s e r i e s of func t ion whose b e s t 
polynomial approximat ion f a l l w i t h i n c e r t a i n bound. Baiborodov 
[2] ob t a ined a r e l a t e d r e s u l t for Walsh s e r i e s . S i d d i q i [29] 
r e l a t e d approximat ion of de l a - V a l l l e - Pouss in mean of W.F.S. 
to the r a t e of b e s t approximat ion by Vi'alsh polynomial of degree 
n, which gave the improvement to the r e s u l t of Yano [44] . 
R e c e n t l y , Moricz and S i d d i q i [ l 8 ] gave the r a t e of approximat ion 
of W.F.S. by Norlund means. 
In 1950, Yano [44] e s t a b l i s h e d the s u f f i c i e n c y of q u a s i -
convex i ty fo r the i n t e g r a b i l i t y of W.F.S. In l a t e s e v e n t i e s , 
Fomin [6] in t roduced s t i l l weaker c o n d i t i o n and shewed i n t e g r a -
b i l i t y of cos ine s e r i e s then T o n o v i c - M i l l e r [ l 3 ] showed t h a t the 
cos ine s e r i e s i s i n t e g r a b l e under weaker c o n d i t i o n . Balos"ov and 
T e l y a k o v s k i i [35] proved t h a t c o s i n e s e r i e s i s a F o u r i e r s e r i e s 
if and only i f a sequence I3^\ i s q u a s i - c o n v e x . Recen t ly Auber t in 
and F o u r n i e r [ l ] showed t h a t i f 
: 56 : 
CO ( n + l ) 2 ^ - l 2 ^ / ^ 
\ t ^ ( I 2m l A a J ) ] < 
i n = l J = l ^ T 
n=J 
is satisfied, then it implies that cosine series is a Fourier 
series. 
4 . 2 . APPROXIMATION OF WALSH-FOURIER SERIES BY 
NCRLUND MEANS 
In t h i s sect ion we wi l l study the ra te of approximation 
of Norlund means of W.F.S. of funct ions in L^ and in pa r t i cu l a r , 
in Lip(a ,p) over the uni t i n t e rva l [ 0 , 1 ) , where a > 0 and 
1 <_ p <_ CO. As a spec ia l cases , Moricz and Siddiq i [ l8] obtained 
the e a r l i e r r e s u l t s of Yano [44] Jas t rebova [9] and Skvorcov [32] 
on the r a t e of approximation by Cesaro means. Also we wil l 
p resen t an es t imate for the d i f fe rence of a function of bounded 
f l u c t u a t i o n a t a poin t and p a r t i a l sums of W.F.S. of bounded 
f luc tua t ion ope ra to r . 
The r a t e of convergence of (c,p)-means for functions in 
Lip(a ,p) was f i r s t studied by Yano [44] in the case when 0 < a < 1, 
P > a and 1 <. P 1 « , then by Jastrobova [9] in the case when 
a = p and p = « . Later on Skvorcov [31] showed tha t the estin?.3tes 
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hold fo r 0 < p <_ a as w e l l , and a l so s tud ied cases when a = 1, 
p > 0 , and 1 1 p 1 ~ . Watr i [42] proved t h a t a f u n c t i o n f ^ L'^ 
be longs to L i p ( a , p ) fo r some a > 0 and 1 <. p <, « i f and only i: 
E^(f ,LP) = 0 ( 0 " ^ 
Thus , f o r 0 < a < 1 , the r a t e of approximat ion to f u n c t i o n s f 
in L i p ( a , p ) by •tn( f) i s as good as the b e s t approx imat ion . 
THEOREM 4 . 2 . 1 , [ I 8 ] L e t f ^ L ^ , 1 < p < « . 
m m <-j 
L e t n = 2 +k, l < ^ k ^ 2 , r a 2 l 3,nd ^ q;, * ^ >. oC, be a sequence 
of n o n - n e g a t i v e numbers such t h a t 
n^"*^ n - l Y ( 4 . 2 . 1 ) -—- Z q^ = 0 ( 1 ) fo r some 1 < v < 2 . 
Q ; k=o ^ 
I f <qj^ > i s non-dec reas ing ,4^ 
then 
t m-1 J ( p ) - J 
(4.2.2) II y f ) - f i l < 5 s 2 q w / ( f ,2 ) 
P ^^n J=0 n-2^ 
+ 0 
' (p) -m 
W» ( f , 2 ) 
If J qj^  I i s n o n - i n c r e a s i n g , (4^) then 
: 58 ; 
c m-1 
(4.2.3) 11 t^(f)-fll p < 2I- , L ^ V 2 ^ f i - Va^^i+i) 
n 
'n J=0 
( p ) , - J f ( p ) , -m 
W* ( f , 2 ) + 0 W^  ( f , 2 ) 
For the proof of t h i s theorem, we need fo l lowing Lemmas. 
LENU^ A^ 4 . 2 . 1 . Le t m > 0 , and n 2 If then :<2ni( t) > 0 
fo r a l l t C I 
t t 
/ JK ( t ) l d t < 2 and / K „ ( t ) d t = 1, 
0 " 0 2°^ 
PROOF. See [ 5 J . 
LBMA 4 . 2 . 2 . Suppose t h a t 
Y-1 
n 
<n 
n -1 Y 
E q. = 0 (1 ) f o r some 1 < y < 2 , 
k=0 *^  
then, t h e i r e x i s t s a constant c such t h a t 
/ |L„(t) |dt < C, n > 1 . 
0 " 
m m 
LBMA 4 . 2 . 3 . L e t n = 2 +k, 1 <_ k _< 2 , and m 2 1; then 
D3 : 
J 
m-1 2 -1 
^^.^.t; n n J=0 J 2^-1 i=l n-2^ -^^ +i n-2-^^+i+l 
m-1 
L 
J=0 
I—A O 
r.(t) W j (t) 2 q . K .(t) 
^ 2^ -1 n-2J 2^ 
m-l 
+ E (Q . - Q j+i ) C> j+i(t) 
^ Qk-M V ' ^ -^Qk^m^^^ ^K^^)-
PROOF. See [l8] . 
LEMMA 4 . 2 . 4 . If g^ijp ^ , f € L^, where m 2 0 and 
J. S P S oo, then fo r 1 < p < oo 
f 1 1 . p l^^ 'p 
/ I / r ( t ) g ( t ) [ f ( x + t ) - f ( x ) ] d t | dx 
loo'" ) 
- 1 (p) - m l 
( 4 . 2 . 5 ) < 2 W* ( f , 2 ) / | g ( t ) | d t , 
0 
whi le f o r p — oo 
sup I / r j t ) g ( t ) [ f ( x + t ) - f ( x ) ] d t : x € I 
- 1 (oo) -m 1 
( 4 . 2 . 6 ) 1 2 W, ( f , 2 ) / l g ( t ) l d t ^ 
0 
: 60 : 
PROOF. See [ 1 8 ] . 
PROOF OF THEOREM 4 . 2 . 1 , Using the d e f i n i t i o n of Norlund 
mean f o r VKF.S., lemma 4 . 2 , 3 and by the usua l Minkowski 's inequa-
l i t y , we may w r i t e 
1 1 1/p 
Q j l M f ) - f i l ^ = / I / Q„L f t ) [ f ( x + t ) - f ( x ) ] d t l dx 
' n " n 0 0 n n 
m-1 
< Z 
J=0 
/ 1 / r , ( t ) g , ( t ) [ f ( x + t ) - f ( x ) ] d t l ^ d x 
0 0 ^ "^  
,1/p 
m-1 
+ 2 J 
J=0 
f 1 1 . P 
/ 1 / r ( t ) h J t ) [ f ( x + t ) - f ( x ) ] d t l dx 
0 0 ^ ^ 
1/p 
m-1 
+ S (Q - Q J+1 J=0 n-2^+1 n-2^ -^ +1 
1 1 . p 
0 ' 0 ^-
j + l ( t ) [ f ( x + t ) - f ( x ) ] d t | dx 
a / p 
, 1 1 , p 
+ Qk+1 / I / D - ( t ) [ f ( x - h t ) - f ( x ) ] d t | dx 
' 0 0 2 
] l / p 
+ Qk j / I / r j t ) L j ^ ( t ) [ f ( x i t ) - f ( x ) ] d t | ' ^ d x 
1/p 
(A) = ^ n - ^ ^ 2 ^ + A 3 ^ ^ A ^ ^ -hA^^ (say) 
: 6 1 J 
w h e r e , 
2 ^ - 1 
) K , ( t ) , g j ( t ) = W j ( t ) E i ( q . ^ , - q j ^ i ) . ( 
^ 2 ^ - 1 i = l 0-2^^-^+1 n-2^^-^+i+l ^ 
J 
h . ( t ) = W , 2 q , q , K , ( t ) , 0 1 J < m. 
^ 2 ^ - 1 n - 2 ^ n - 2 ^ 2"^  
A p p l y i n g lemma 4 . 2 . 1 , i n t h e c a s e when q / f we g e t t h a t 
1 2-^-1 
/ l g j ( t ) | d t < 2 Z i | q j^T - q j ^ , i 
0 ^ i = l n-2^^-^+i n-2^^-^+i+l 
J 2^ 
= 2 ( 2 q J - S q j , ) 
n - 2 ^ i = l n-2^+-^+i 
J+1 
1 2 q J 
w h i l e i n t h e c a s e when q j j . 
1 2-^ J 
/ l g j ( t ) l d t < 2 ( E q - 2 q ) 
0 ^ i = l n -2^^-^+i n - 2 ^ 
< 2 (Q - Q ) 
n - 2 ^ + 1 n-2^^-^+1 
Thu s , by lemma 4 . 2 . 4 , i n t h e c a s e q/f" 
m-1 J ( p ) - J 
( 4 . 2 . 7 ) A^n 1 ^ 2 ^ J ^'* ( f » 2 ) , 
•^" J=0 n - 2 ^ 
: b2 : 
while in the case q, |, 
m-1 (p) -J 
(4.2.8) A, < Z (Q J - Q j+i ) W* (f,2 ). 
J=0 n-2 +1 n-2 +1 
By v i r t u e of lemmas 4 . 2 . 1 and 4 . 2 . 4 aga in , we ob ta in t h a t 
- 1 m-1 J (p) - J 
( 4 . 2 . 9 ) A^„ < 2 E 2 q , W^, ( f , 2 ) . 
^^ " J=C n-2^ 
o b v i o u s l y , in the case q.J^ 
J 
(4 .2 .1C) 2 q < Q J . , - Q r . , , 
n-2^ n-2^+-^ n-2^^-'-+l 
s i n c e , 
m -m 
2 i f t £ . [ 0 , 2 ) v^  = 
0 
-m 
if te[2 ,1). 
• >r • Now by g e n e r a l i z e d Minkowsk iS inequa l i t y , we f ind t h a t 
m-l 
^" J=0 n-2'^+1 n-2^^-^+1 
) 
1 1 1 . p 
X / D j^^it)j f | f ( x + t ) - f ( x ) | dx 
1/p 
d t . 
m-1 (p) - J 
( 4 . 2 . 1 1 ) < E (Q J - Q ) W^  ( f , 2 ) , 
J=0 n-2^+1 n-2^^-^+1 
: 63 : 
-m (4.2.12) A^^ < Q^ 3^_ W^(f,2 ) . 
Finally, by lemmas 4.2.2 and 4.2.4, in a similar way to the 
above we deduce that 
-1 (p) -m 1 
A._ < 2 Ov Ws (f.2 ) / lL.,(t)ldt 
(p) -m 
(4.2.13) 1 CQ^ W^ (f,2 ) . 
Combining (A) and e q n s . ( 4 . 2 . 7 ) - ( 4 , 2 . 1 3 ) Y i e l d s eqn . ( 4 . 2 . 2 ) 
in the case q.'f' and eqn. ( 4 . 2 . 3 ) in the case when Qu-I/* 
This comple tes the p roof . 
THEOREM 4 . 2 . 2 . I f i q. | i s a sequence of non-negat ive 
numbers such t h a t l im inf q > 0 , and if for some f ^ L ^ , 
m—> « 2"^-l 
1 £ P <, oo, 
V ' - '^ip =°<V> as m 
Then f i s c o n s t a n t , 
PROOF. See [ l 8 ] . 
THEOREM 4 . 2 . 3 [16] • I f F i s of bounded f l u c t u a t i o n on 
: 6 i : 
k k 
[ 0 , 1 ) , then for any n = 2 +m with 0 <. m < 2 , and k > 0 
and fo r any x 6 [ 0 , l ) , we have 
— k k J 
( 4 . 2 . 1 4 ) | S „ ( f , x ) - f ( x ) | 1 2 £ 2 F ( g ^ , I ( 0 , J ) ) , 
" J O ^ 
and if 
( 4 . 2 . 1 5 ) l ira g ( t ) = 0 , 
t - ->0+ ^ 
fo r some X G [ 0 , 1 ) , and f i s of bounded f l u c t u a t i o n on a dyadic 
i n t e r v a l c o n t a i n i n g x, then 
( 4 . 2 . 1 6 ) l im F ( g ^ , I ( 0 , J ) ) = 0 . 
J—> oo ^ 
PROOF. See [ l 6 ] . 
COROLLARY 4 . 2 . 1 . I f f i s of bounded f l u c t u a t i o n on 
[ 0 , 1 ) and i f e q n . ( 4 . 2 . 1 5 ) i s s a t i s f i e d for some x ^ [ 0 , l ) , then 
( 4 . 2 . 1 7 ) l im S^( f ,x ) = f (x) . 
n—> oo 
REMARK. R e l a t i o n ( 4 . 2 . 1 7 ) was proved by Walsh [ 4 0 ] , 
in the case when f i s of bounded v a r i a t i o n . 
: 65 ; 
COROLLARY 4 . 2 . 2 . If f i s un i fo rmly W-continuous and 
of bounded f l u c t u a t i o n on [ 0 , l ) , t hen we have ( 4 . 2 . 1 7 ) uniformly 
on [ 0 , 1 ) . 
REMARK. This r e s u l t was proved by Onnwear [19]> in the 
case when f i s of bounded v a r i a t i o n . 
THEOREM 4 . 2 . 4 . [ l 6 ] . I f f i s of bounded f l u c t u a t i o n 
k k k 
on [0 ,1 ) , then fo r any n = 2 "'•+ 2 ^ + . . . + 2 P, k^^ > k 2 . . . > ^^ 1 0 
and for any x e [ 0 , l ) , we have 
| S ^ ( f , x ) - f ( x ) I < F ( g ^ , l ( 0 , k ^ ) + E 2 ^ ^ F( g^, l ( 0 , kj)) . 
PROOF. See [ 1 6 ] . 
4 . 3 . INTEGRABILITY OF WALSH-FOURIER SERIES 
The main aim of t h i s s e c t i o n i s t o s tudy the r e s u l t s of 
Bruce Auber t in and J o h n . J . F . F o u r n i e r [ l ] , we are mainly i n t e r e s t e d 
in t h i s s e c t i o n in de te rmin ing v a r i o u s c o n d i t i o n s on a r e a l 
s u f f i c i e n t to g u a r a n t e e t h a t i t i s the sequence of 
Walsh c o e f f i c i e n t s of an i n t e g r a b l e f u n c t i o n f on [ 0 , 1 ) . Now 
we w i l l s t a t e c e r t a i n theorems and the proof i s given to main 
theorem o n l y . 
sequence ] a 
: 66 : 
THEOREM 4 . 3 . 1 . Ll] • I f Fomin [6] c o n d i t i o n i s s a t i s f i e d 
i . e . , for some f i n i t e index p > 1 
"'=^ ^ n=2"^ 
Then, 
oo (J+1)2™-1 
( 4 . 3 . 2 ) Z 
m , o 1/2 
=1 J=l „^m t 1^ 
and the s e r i e s r e p r e s e n t s an i n t e g r a b l e f u n c t i o n . 
PROOF. See [ l ] • 
THEOREM 4 . 3 . 2 [ l ] . I f 
oo 
Z | / \ a _ I log n < oo. 
n=l " 
Then eqn . ( 4 . 3 . 2 ) h o l d s . 
PROOF. See [ l ] . 
Fomin ' s c o n d i t i o n has been g e n e r a l i s e d by T a n o v i c - M i l l e r , he used 
Lacunary sequence . 
: 57 ; 
THEOREM 4 , 3 . 3 . [ l ] . L e t k, < k2 < . . . which i s l acunary 
and f i n i t e index p > 1 for which fo l lowing c o n d i t i o n s hold 
- 1 
1/p 
( 4 . 3 . 3 ) 
1/p^ '^ ra+l p 
-, ( ^l^ lAaJ ) < «, 
m=l n=K^ 
m 
E k 
. - 1 
'm+1 
m+l> Z ( Z lAaJ ) log ( i ^ ) < ( m=l n= n 
m 
m 
Then, c o n d i t i o n ( 4 . 3 . 2 ) h o l d s . 
NOTE. C o n d i t i o n ( 4 . 3 . 3 ) i s c a l l e d Tanvoic-?vUller 
c o n d i t i o n . 
PROOF. See [ l ] . 
THEOREM 4 . 3 . 4 [ l ] . I f c o n d i t i o n ( 4 . 3 . 2 ) and 
( 4 . 3 . 4 ) 1^  ^n^n" > ^ ^^ ^ > ~ 
h o l d s , then 
a^ log n = 0 ( l ) 
For the proof of t h i s theorem we need fo l lowing lemmas. 
LB.WA 3 . 2 . 1 . [ 1 ] . L e t L, denote a s e t of a t l e a s t 2 
N/2 
'N 
: 63 : 
N N+1 
c o n s e c u t i v e i n t e g e r s in the i n t e r v a l [2 ,2 ) , 
where N 2 1> then for l a rge enough N, the s e t L^ c o n t a i n s 
a t l e a s t one I n t e g e r n for which 
11 D^ll > N/33, 
PROOF. See [ l ] . 
LEVLMA 4 . 3 . 2 . [ 1 ] . Le t 0 < A< 1 , and fo r each N 2 1» 
rN 
suppose I., i s a s e t of a t most 2 consecu t ive i n t e g e r s in 
N N+1 
the i n t e r v a l [2 ,2 ) . Assume t h a t c o n d i t i o n ( 4 . 3 . 2 ) holds for 
a sequence ]a f , then W-
Lim N Z l / \ a _ l = 0 
uni formly in c h o i c e s of L, 
PROOF OF THEOREM 4 . 3 . 4 . I f c o n d i t i o n ( 4 . 3 . 2 ) holds and 
a^ll i^pjlli —>0 as n > oo. L e t n be an i n t e g e r in the 
N N+1 
i n t e r v a l [ 2 , 2 ) , and choose a s u b i n t e r v a l I^ con ta in ing n 
whose l e n g t h | l ^ , | s a t i s f i e s 
N/2 3N/4 
2 < l l ^ l < 2 
By lemma 4 . 3 . 1 , we can choose ni^ ^j^ such t h a t N < 33 H D^ l^l^  » 
p rov ided N i s l a r g e r enough, then 
^ l^n l ^ ^ l^n-^ml "^  ^1 ^ml 
By lemma 4 . 3 . 2 , and hypo thes i s a^ ^ | | D^ H^ ^= 0( 1) . 
T h e r e f o r e , 
a„ log n >0 as n > oo. 
n 
THEOREM 4 . 3 . 5 . [ l ] . I f the c o e f f i c i e n t s in a Walsh s e r i e s 
tend to zero as n > «> and s a t i s f y c o n d i t i o n ( 4 . 3 . 2 ) , then 
the s e r i e s r e p r e s e n t s an i n t e g r a b l e f u n c t i o n . Moreover, the 
s e r i e s converges in L -norm under these c o n d i t i o n s i f and only if 
a log n >0, as n > « , 
PROOF. See [ l ] . 
HLSPW 
CHAPTER-5 
WALSH-FOURIER TRANSFORM AND APPLICATIONS 
5 . 1 . INTRODUCTION. The present chapter i s mainly 
devoted to Fas t Walsh transform (FWT) and a p p l i c a t i o n s . Before 
t h a t we wil l give b r i e f in t roduct ion about dyadic f i e l d . 
Section 5.2 i s devoted to Walsh-Fourier transform (WFT). In 
t h i s sect ion we p resen t the dyadic f i e l d , charac ters on dyadic 
f i e l d , t r a n s l a t i o n on dyadic f ie ld and convolution operator , 
and f i na l ly we wi l l prove some important theorems on W.F.T. 
Section 5.3 i s devoted towards some app l ica t ions of Walsh 
functions in day to day problem, but before t ha t we wil l give 
br ie f idea of FWT and s t a t e some reve len t theorems. 
5 . 2 . WALSH-FOURIER TRANSFORM 
DEFINITION 5 . 2 . 1 . DYADIC FIELD. We denote F the s e t 
= (x„.n£z j of doubly infinite sequences x j  E | , where x = 0 or 1 
and X > 0 as n > - ». 
n 
For each x £F (x ^ 0 ) , there corresponds an integer 
s( x ) ^ z such t h a t 
71 : 
% I s = If but X = 0 fo r n < s s( x) * n 
For any x = | x j ^ , n ^ z j and y = / y ^ , n ^ z j , the sum and 
p roduc t on F i s def ined as 
x+y = ( |xn"^nl ' " ^ ^ ^ 
:.y = {fn'"^4 
where for each n ^ z , 
f = £ x y (mod %) 
" i+J=n ^ J 
REMARK 5 . 2 . 1 , Under a d d i t i o n , F i s an a b e l i a n group 
and under m u l t i p l i c a t i o n i t i s a b e l i a n semigroup and under both 
a d d i t i o n and m u l t i p l i c a t i o n F i s commutative a lgebra over the 
f i n i t e f i e l d Z2 = | o , l l . This a l g e b r a has on i d e n t i t y 
and c o n t a i n s a subgroup, 
FQ = [ x € F : Xj^  = 0 fo r n < o i 
which is isomorphic to the dyadic group G. 
: 72 : 
REMARK 5 . 2 . 2 . The a lgeb ra F i s normed. For 
me 
- n - 1 
xl = r x„ 2 
I t i s c l e a r t h a t , 
(a) l x | 2 0 
(b) lx+y| < | x | + | y | 
(c) j x .y l < | x j | y | . 
True for a l l x , y ^ F . 
DEFINITION 5 . 2 . 2 . Un i t B a l l in F . For each x€.F with 
X ^ 0 , then 
= [ x€F : 11 X II = l } B 
i s the u n i t b a l l in F . 
RE^ MRK 5 . 2 . 3 . I t i s c l e a r t h a t B i s m u l t i p l i c a t i v e 
subgroup of F . 
DEFINITION 5 . 2 . 3 . P r o j e c t i o n mapping. Define p r o j e c t i o n s 
n^ : F > { 0 , l ] by 
: 73 : 
7i^(x) = u^(( Xj , j ^ z ) ) = x^ ( n t z ) 
and i n t e g e r p a r t of any e lement x ^ F i s 
[ x ] = ( . . . , x _ 2 , x _ ^ , 0 , 0 . . . ) 
i . e . , [x] i s t h a t e lement of F de f ined by 
0 n 2 0 
% ( [ x ] ) = 
n < 0 
CHARACTERS ON THE FIELD F 
Characters on the additive group (F,+) can be generated 
in the following way : For each x,y^F define 
n ,(x.y) 
I|jy(x) = (-1) -^ 
As %^^ i s l i n e a r . Therefore IJJ i s c h a r a c t e r on ( F , + ) , i . e . , 
ill i s con t inuous on F s a t i s f y i n g the fo l lowing c o n d i t i o n s 
llly(x+x^) = llJy(x) llly(x^) ( x , x ^ € F ) . 
llJyCx) =l | l^(y) 
and Ijly(x) = lllfyjCx) l|j[xj(y) 
: 74 : 
The f u n c t i o n l|l ( y ^ F ) exhaus t the c h a r a c t e r s of the a d d i t i v e 
group ( F , + ) . Now for any c h a r a c t e r iji of (F ,+) the cond i t i on 
2 
ijj (x) = liJ(x+x) = lll(O) = 1 
i m p l i e s t h a t l|](x) = + 1 fo r each x € F . Therefore fo r each 
n ^ z t h e r e i s a number y_r>-l ~ ^ o r 1 such t h a t 
WALSH'FOURIER TRANSFORK^  (W.F.T) 
The (F ,+) i s a l o c a l l y compact a b e l i a n group and i t s u n i t 
b a l l B = / x e F : | | xi| = l | i s compact . Hence t he re e x i s t s a 
unique Haar measure p. on F which s a t i s f i e s 
\iiB) = 1 . 
• : - ' 
The space L , (F) w i l l be denoted by L (F) for 1 1 P 1 
and the norm by |1 . |1 . For any f^L-'-(F) the Walsh-Four ier 
t r ans fo rm of f i s t he f u n c t i o n on F def ined by 
? ( y ) = / f ( x ) iji (x) d | i ( x ) , ( y ^ F ) . 
F y 
A 1 
Thus the map f >^ f i s l i n e a r from L ( f ) i n t o L~(F) . 
: ID : 
Also , 
f l i _ < l U l l , 
and 
lira ' f^(y) = f ( y ) , ( y ^ F ) . 
n—> oo 
REiMARK 5 . 2 . 4 . The W.F.T. of an i n t e g r a b l e func t ion i s 
con t inuous and bounded on F . 
DaFINITION 5 . 2 . 4 . Convolu t ion o p e r a t o r . The convolu t ion 
of two f u n c t i o n s f and g in L (F) i s def ined as 
( f * g ) ( x ) = / f ( x + t ) g ( t ) d ^ ( t ) , ( x ^ F ) 
F 
and, 
II f * g l l i < l l f 111 Hg 111-
Now we l i s t some impor tan t r e s u l t s in t h i s d i r e c t i o n and the 
proof i s g iven only to the main r e s u l t . 
THEOREJ^  5 . 2 . 1 . [ 2 7 ] . For any f e L ^ ( F ) , the WFT ? i s 
un i formly con t inuous on F . 
PROOF. See [27j . 
: 76 
THuOR£M 5 . 2 . 2 . [ 2 7 ] . If f6L-'-(F) and t € F , then 
and 
Again , 
^ ^ A 
PROOF. For any y , t ^ F , we have 
\fiY) = / f (x+t) l i l (x)dt i (x) 
= / f (x ) l i l ^ (x+ t )d^ (x ) 
/f(x)l l l ( x ) l | l J t ) d t i ( x ) 
P y y 
ijJ^f. 
liJ^fCy) = / 4 ' t(x)f(x)ii j (x) 
= / f (x ) l | J^ (y+ t )d^ (x ) 
F ^ 
= f(y-«-t) =Tt^. 
This comple tes the p roo f . 
THEOREM 5 . 2 . 3 . [ 2 7 ] . If f.Sei^i?) 
: 77 : 
then, 
f*g = fg 
PROOF. See [27]. 
THEOREM 5 . 2 . 4 . [ 2 7 ] . For any f ,geL-'-(F) , 
i^(y)g(y)ci tx(y) = / f ( y )g (y )d^ (y ) 
F F 
PROOF. See [27]. 
5.3. FAST WALSH TRANSFORM AND APPLICATIONS 
Let g be a function defined on the set lo,l,... ,N-1j. 
The Walsh transform of g is the discrete function of order n 
defined by 
g(J) = ^  I g(k)wj(k/N) 
for 0 <. J < N, where each W, is the Walsh function defined 
in the in t roduc t ion . 
The Walsh transform plays the same ro le for d i sc re te 
funct ions as the W.F.T. does for the functions in L (F) and 
the Walsh-Fourier coef f i c ien t s map does for functions in L ( (J^  ) . 
I t i s c l ea r t h a t the Walsh transform is l i n e a r on the col lec t ion 
: 78 : 
of discrete functions of order N. Moreover, when N is a power 
n 
of two, say N = 2 , for some n^N, then the collection 
|o,l, ... ,N-l| forms a group under dyadic addition whose characters 
are given by the maps k > Wj(k/N), for J =0,1,...N-1. In 
particular Walsh transform is a Fourier transform on a compact 
group. There is a relation between the Walsh transform of order 
N = X , and the Walsh-Fourier coefficients of A'^-measurable 
functions. If g is discrete of order 2" and 
^(x) = g(k) 
for x ^ [ ~ , •^-~^) , k = 0 , 1 , . . . 2 " - 1 , then C? i s A^-measurable 
on [0,1) and the map g > (^ i s l i n e a r isomorphism between 
co l l ec t i on of d i s c r e t e functions of order 2 and the coef f ic ien ts 
of A -measurable funct ions on [0,1) . Moreover the Walsh-Fourier 
coef f ic ien t s of C^ s a t i s f y 
^ 1 
-?(J) = /S(x)WJy)dx 
I 0 ^ 
= ^ "j^ Gi(iL )^W ( ^ ) 
2^ k=0 2" ^ 2" 
for J = 0 , 1 , . . . , 2 - 1 . Since A^-measurable on -^ s a t i s f i e s 
: 79 : 
^ ( x ) = (S ^ ) (x ) = z' ^ ( k ) W , ( x ) 
2 " k=0 "^  
for x ^ [ 0 , l ) . 
Now we w i l l s t a t e some i m p o r t a n t r e s u l t s . 
n 
THEOREM 5 . 3 . 1 . [ 2 7 ] . If g i s d i s c r e t e of o r d e r N = 2 
/ \ 
and g i s the Wal sh - t r ans fo rm, t h e n , 
N-1 . 
g(k) = I g ( J )W.(J /N) 
J=0 ^ 
fo r k = 0 , 1 , . . . , N - 1 . 
PROOF. See [ 2 7 ] . 
THEOREM 5 . 3 . 2 . [ 2 7 ] . L e t n€.N, f be Riemann i n t e g r a b l e 
on [ 0 , 1 ) , and 
g^Ck) = f ( k / 2 " ) 
n 
for k = 0 , 1 , . . . 2 - 1 , then the Vi/alsh t r ans form of g s a t i s f y 
^n ' 
f" ( J ) = l im g L ( J ) . 
n--»> 00 
PROOF. See [ 2 7 ] . 
: 80 : 
n 
THEOREM 5 . 3 . 3 . [ 2 7 ] . L e t n ^ N , N = 2 and suppose g 
i s d i s c r e t e of o r d e r N. Se t 
( 5 . 3 . 1 ) F^(J) = g(J ) ( J = 0 , 1 , . . . , N - 1 ) 
and r e c u r s i v e l y d e f i n e d i s c r e t e f u n c t i o n s Fj^ of o r d e r n for 
k = n - 1 , n - 2 , . . . , 0 by 
n-k n-k n-k ^^\^^i 
( 5 . 3 . 2 ) F^(p^ +q) = ^ ^^k+l ^P^ +q) + ^k+l^P^ ""^  """^ ^^  
and, 
"-•^ n - k - 1 , . " - ' ^ o""*" n-k-1 
( 5 . 3 . 3 ) F^(p^ +2 +q) = i ^^k+l^P^ •*"*^^-^k+l^P^ ""^  "^ "^ ^ 
k n -k -1 
for 0 <. p < 2 and 0 _< q < 2 , then Walsh t rans form of g 
i s givi?n by 
g ' ( J ) = F Q C " (J)) ( J = 0 , 1 , . . . N - i ) 
where n(J) i s r e v e r s a l of J . 
The a lgo r i t hm sugges ted by ( 5 . 3 . 1 ) , ( 5 . 3 . 2 ) and ( 5 . 3 . 3 ) i s 
c a l l e d F a s t Walsh t r ans fo rm (FWT). I t i s p r e s e n t l y the most 
e f f i c i e n t a l g o r i t h m f o r computing the V^alsh-transform. 
The IValsh f u n c t i o n s form an or thonormal system which can be 
: 81 : 
applied in many situations. The Walsh system can perform all 
the usual applications of orthogonal system e.g., data .trans-
mission, multiplexing, filtering, image enhancement, and pattern 
recognition and can perform them very efficiently. Also they are 
easy to implement on high speed computers and can be used with 
very little storage space. This is due to the part of the fact 
that the Walsh functions take only +1 and -1. 
The Walsh functions are also interesting from a theoretical 
point of view. First, it is the simplest non trivial model for 
harmonic analysis but shares many properties with trignometric 
system. Secondly, it has been used to solve some fundamental 
problems in analysis (e.g., the basis problem). And third of all, 
it has played a role in the development of other areas of Mathe-
matics. For example, the three series theorem from probability 
was first discovered from the Rademacher system (a subset of Walsh 
system) and the fundamental theorem of martiangles was proved by 
palay for the Walsh system. 
The Walsh transform has many applications and most of them 
are based on the fact that the F.IV.T. approximates the Walsh-
Fourier coefficients of sampled function. For example, consider 
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the problem of pa t t e rn recogni t ion . A known quant i ty (such as 
human speech, cursive l e t t e r s , a hand v^ritten codes) is analyzed 
by determining the r e l a t i v e s t reng ths and d i s t r i b u t i o n of i t s 
Walsh-Fourier c o e f f i c i e n t s . A standard is formed based on 
c h a r a c t e r i z a t i o n . An unknown pa t t e rn can be recognized by 
sampling i t , apply FWT, and comparing the r e s u l t s with the 
s tandard . The unknown pa t t e rn is iden t i f i ed with the known 
quant i ty when i t s Walsh-Fourier coef f ic ien t s f i t the standard. 
Another example is image enhancement. A p ic tu re is reduced 
to square gray l eve l s ( ca l l ed pixels) to produce d i sc re t e function 
f. The Walsh-Fourier coe f f i c i en t s of f are approximated by 
FWT. The coe f f i c i en t s are a l te red to produce subt le changes in 
the o r ig ina l p i c t u r e . Since higher order coe f f i c i en t s tend to be 
generated by edges and sharp t r a n s i t i o n s , diminishing higher order 
coe f f i c i en t s tend to blur or reduce cont ras t in the or ig ina l 
p i c t u r e . This technique i s helpful for images which contain 
in te r fe rence (so ca l l ed noisy t ransmiss ions ) . On the other hand 
diminishing lower order coe f f i c i en t s tend to sharpen the or ig inal 
p i c t u r e . This technique is useful for images where l igh t ing was 
too in t ense , too weak, or where the image was blurred by atmosphe-
r i c e f f ec t s such as fog or l i g h t cloud cover. 
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Other appl ica t ion stem from the f ac t t h a t FV/T i s incredibly 
f a s t . Take, for example, matrix mu l t i p l i c a t i on and matrix inver-
s ion . Since the d i g i t s of a number can be t rea ted as a d iscre te 
function which can be expanded in a Walsh-Fourier s e r i e s , mult i-
p l i c a t i o n can be done in transform space more e f f i c i e n t l y . Even 
for something as simple as the mu l t i p l i c a t i on of two numbers, this 
method can be as much as 40 times f a s t e r for 1000-digi t numbers. 
An i t e r t a t i v e scheme for solving d i f f e r e n t i a l equations 
using Walsh functions was given by cor r ign ton . Consider a function 
f ( t ) in tegrable over the pefiod 0 to 1, I t s i n t eg ra l g( t) is 
given by 
t 
(5 .3 .4 ) g( t ) = / f(t)clx + g(0)llJ^(t) 
0 ° 
where 0 <_ t £ 1 and g(0) i s i n i t i a l condi t ion . Let us assume 
tha t f( t) i s approximated by the following p a r t i a l sum of Walsh-
Four ie r s e r i e s . 
n-1 
(5.3.5) f(t) = E F,W,(t) 
i=0 
m 
where n = 2 , m is an integer and F^^ is the i-th Walsh-
Fourier coefficients defined as 
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1 
(5.3.6) F. =/ f(t)W,(t)dt 
0 ^ 
from eqn. (5.3.4) and (5.3.5). It follows that 
n-1 t 
(5.3.7) g(t) = I F, / IjJ.(x) + g(0) \j?At), 
t=0 ^ 0 
Now l e t us def ine 
1 
( 5 . 3 . 8 ) J . ( t ) = / W.(x)dx 
0 ^ 
Now we w i l l approximate J^( t ) by the fo l lowing p a r t i a l sums of 
Walsh-Four ie r s e r i e s . 
n-1 
( 5 . 3 . 9 ) J . ( t ) = E B , . W , ( t ) 
J=C ^^ ^ 
whe r e , 
1 
( 5 . 3 . 1 0 ) B , . = / J . ( t ) W , ( t ) d t 
from e q n s . ( 5 . 3 . 7 ) and ( 5 . 3 . 1 0 ) , we ge t 
n-1 n-1 
( 5 . 3 . 1 1 ) g ( t ) = Z I B , . F . W' ( t ) + g(0) W (^ t ) 
j=0 i=0 ^^ ^ ^ ° 
The i n t e g r a l g( t) can be approximated by the fo l lowing p a r t i a l 
sum of Walsh-Four ier s e r i e s . 
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n-1 
( 5 . 3 . 1 2 ) g ( t ) = Z ^i ,W.( t ) 
k=0 "^  "^  
whe re c o e f f i c i e n t s -Gj^  i s g iven by 
1 
( 5 . 3 . 1 3 ) ^\^ = -f "Sit) l iJ^( t )dt 
( 5 . 3 . 1 4 ) = \ ^ B^. F^ + g(0) <^^^^ 
where r, _ i s the usua l kronecker d e l t a func t ion Equat ion (5 .3 .14) 
can be w r i t t e n in m a t r i x form as 
( 5 . 3 . 1 5 ) ^ = BF + C 
where ^ 
T 
^= [ q o ' ? i - - ' V i ^ 
T 
c = [g(o),o,...,o3 
B = [Bjj_3 f o r i , J = 0 , l , . . . , n - l 
and, 
1 t 
( 5 . 3 . 1 6 ) ^ji = f ^f Wi(x)dt ) W j ( t ) d t 
0 0 
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The vec tors ^ and F are ca l led WFT of g( t) and f( t) 
r e s p e c t i v e l y . They approximate f( t) and g( t) in the transform 
domain in the l e a s t mean-square sense. The matrix B transforms 
the W.F.T., F of f ( t ) into the transform of i t s integral 
g( t) to within the constant vector C. B m^y accordingly he 
ca l led in tegra l operator matrix 
From eqn. ( 5 . 3 . 1 6 ) , we get 
- 1 
(5 .3 .17) F = B ( ^ - c ) 
-1 
B permits us to compute the IValsh-Fourier transform F, 
given €^ and c, may be cal led d i f f e r e n t i a l opera tor matrix. 
ilBiUdfiSfflPfl 
kr^ tf u'—7 Ley \/7~^ XJCT^ jji^ vr:? i.s'Lir^ Li:? l<i?Lc' 
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