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Abstract 
Field II is an ultrasound simulation program capable of simulating the pressure scattering from inhomogeneous tissue. The 
simulations are based on a convolution between spatial impulse responses from the field in front of the transducer and the volt-to-
surface acceleration impulse response of the transducer. For such simulations to reflect actual measured intensities and pressure
levels, the transducer impulse response is to be known. This work presents results of combining a modified form of a 1D linear 
transducer model originally suggested by Willatzen together with the Field II program to calibrate the pressure and intensity 
simulations of a 128 element convex medical transducer with elevation focus at 70 mm. The simulations are compared to 
pressure measurements from a transducer driven at 4.0 MHz using a research scanner with a commercial transducer amplifier 
from BK Medical (Herlev, Denmark). As input waveform to the Field II model we measured the output voltage of the research 
amplifier. The peak voltage was limited to 31 V to avoid too high non-linear effects. We measured the hydrophone output from 
three transducer front elements by averaging 40 shoot sequences on each element using a remotely controlled Agilent 
MSO6014A oscilloscope.  The pressure along the center line in a distance of 33 mm, 72 mm, and 112 mm from each element 
was measured as well as the intensity in the elevation plane in each depth.  
Results show that the 1D modeling of the linear transducer impulse response predicts the pulse waveforms satisfying. We show a 
root mean square error of approximately 26 % on the pressure prediction and a root mean square error on the intensity prediction
from 5.8-16.2 % from 72 mm to 112 mm, and an average of 15.4 % at 33 mm, when a 1.7 dB amplitude correction is made. 
PACS: 43.38.Fx;43.20.Px;43.58.Vb 
Keywords: Field II calibration; calibrated measurement; convex transducer; transducer impulse response 
1. Introduction 
Field II [1, 2] is a simulation software for simulating the pressure as well as the pulse-echo response in front of a 
medical ultrasound transducers. The results of a Field II simulation have proven to predict consistent results with 
measurements [3]. However, to do intensity simulations, non-normalized pressure and pulse-echo simulations with a 
medical transducer the exact impulse response of each transducer element has to be known on forehand. These 
impulse responses are most often seen approximated by weighted tone bursts or direct measurements when applied 
in Field II simulations. Impulse responses are also seen approximated with extensions of one dimensional models 
* Corresponding author. Tel.:+45 45-25-39-15. 
E-mail address: db@elektro.dtu.dk. 
Physics Procedia 3 (2 10) 9 5–10 1
www.else i /locate/procedia
doi:10.1016/j.phpro.2010.01.128
David Bæk, Jørgen Arendt Jensen, and Morten Willatzen/ Physics Procedia 00 (2010) 000–000
such as those presented in early papers by Mason [4], Redwood [5], or Krimholtz et al. [6], which are all based on
electrical equivalent circuit (EEC) models. These models, however, to some extent, hide the time and position
dependent stresses, strains, and electric field of the transducer. Furthermore, the influence of the real physical
quantities such as stiffness and dielectricity are not easily found.
We have previously shown [3] that a modified version of a 1D transducer modeling principle originally presented
by Willatzen [7] works well together with Field II for circular piston models. This model does not rely on equivalent
circuits of the acoustics and it can provide displacement, velocity and acceleration to any point in a multi layered
transducer assumed operating in longitudinal mode. Simulation of complex medical transducers requires, however,
usually full knowledge of transducer material properties as well as the electronic loading network which complicates
the modeling of such transducers.
In this paper we investigate the usability of the 1D model we applied for circular pistons [3] together with Field II 
for simulating the pressure and intensity in front of a 128 element convex array transducer by having knowledge of
manufacturer supplied transducer parameters of the acoustic layers and by assuming a simplified version of the
electronic transmit network. We compare hydrophone measurements along the center axis of three elements as well
as the intensity profile in the elevation plane in front of these elements with simulation results.
2. Theory
Each element of the 128 element convex transducer consists of a backing material, a piezo element, two matching
layers and a lens. Furthermore, each transducer element measures 10 mm x 0.24 mm in elevation height and width.
Each transducer element area is sub-diced into two columns of 0.1 mm x 0.1 mm smaller elements. The geometrical
setup is shown in Fig. 1.
We use our 1D transducer model in the same manner as found in previous works [3, 7], i.e., a set of linear
equations which is solved for the unique impulse response of the surface acceleration, v, on a given sub element.
This surface acceleration is then applied in the Field II pressure calculation: 
(1),t),rȡ,t)r h(vp(  
where v is the element surface acceleration, ),( trh  is the spatial impulse response dependent on the spatial
coordinate r. The constant U  is the density of the propagation media in front of the transducer, and * is the time
convolution.
Field II is a field point pressure calculator which implies that to achieve proper comparison with hydrophone
measurements an average pressure calculation across the hydrophone area should be calculated. For a circular
needle hydrophone it is reasonable to consider the received pressure as [7] 
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where A is the hydrophone area. This integral can be solved by discretization
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where N is the number of sub areas, ds, inside the total hydrophone area, A, and pi is the calculated point pressure at
the center of the sub area dsi.
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The electronic network loading the considered transducer and transmitter can be divided into two parts. The first
part is the transmitter part found inside the scanner, the second part is found from the scanner output plug to the
transducer ceramic as shown in Fig. 2.
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Fig.1  A frontal view of the transducer elements.
Fig.2  Simplified electronics driving the transducer.
Because we do not model the exact transmitter source the generator output voltage is measured before connecting
the two networks for performing pressure measurements. This measured voltage is later applied for simulations as 
described in the next section.
The coaxial cable is modeled using transmission line theories, by assuming a lossless coaxial cable that
terminates into the piezo ceramics and into the components L1, R1, L2, R2, Rmux, which are inductors and resistors
used to terminate dc-voltages and drive the transducer.
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These assumptions result in a set of equations (4)-(16), where BackFrontBack and Front  are the tension on the
transducer’s front and backplane as well as the acoustic impedances on the front and backplane of the transducer,
respectively. The constants , ML1 , ML 2 , and LENS  are the stiffness constants for the piezoceramic, matching
layer one (ML1), matching layer two (ML2), and the lens respectively. The acoustic impedances are given by
ZTT ,, Z
D
p
D D
Z U k LENSk
vk /
, where ȡ is the material density and v is the wave velocity. , , , and  are the wave
propagation constants for the different layers defined by
pk 1MLk 2ML
Z 
S e S
, where Ȧ is the radial frequency. The
thickness of each material layer is defined as , , , and . The piezo electric constant h is defined
as 33 , where 33  and  are the piezo electric coupling coefficient for stress-charge form and the 
electrical permittivity under constant strain. Z
pL 1MLL 2MLL LENSL
eh H/ H
0 is the characteristic cable impedance, and CLZJ   is the
propagation constant in the coaxial cable with L and C being the inductance and capacitance per meter. The function
V(Ȧ) is the Fourier transform of a unit impulse and Zg  is defined as 
(17)11 LiRRZg  mux Z
Finally, the coefficients Ap, Bp, AML1, BML1, AML2, BML2, ALENS, BLENS, TBack, TFront,, D, V+ , and V- are the coefficients to 
be solved for using Matlab. The coefficients V+  and V- coefficients are related to the coaxial transmission line.
3. Numerical simulation
The manufacturer of the transducer materials has supplied material parameters corresponding to the different
layers. From these values the needed parameter constants are calculated and represented in Table 1.
Table1 Simulation parameters
The electronic components R1, R2, Rmux, L1, L2, Z0, L and C have the values 100 , 20 , 22 , 3.9 μH, 10 μH,
75 , 3.87 μH/m and 67 pF/m, respectively. The cable length, Lcoax, is measured to be 2.2 m.
The acoustic losses are accounted for by applying a complex wave velocity defined in (18) [3, 7], with vr as the
real-valued wave velocity defined in (19)
(18),/1 ZD v
v ri
rv

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(19),/ UDr cv  
where ȡ in (19) is the material density.
The attenuation constants, Į, are calculated from information supplied by the manufacturer and are found to be:
{1036, 0, 139, 186, 308, 25e-3} [1/m] for the backing layer, the piezoceramic, ML1, ML2, the lens, and the water,
respectively. The dielectric losses are included by changing the dielectric constant to a complex one )tan(GHH  i ,
[3, 7].
We set up the Field II program to define the surface of the transducer with all its sub elements using the build-in 
command xdc_convex_focused_multirow. The excitation voltage for simulation was measured as shown in Fig. 2
and applied in the Field II setup. We applied a tone burst of 10 cycles and an excitation center frequency of 4.0
MHz. The sampling frequency was set to 400 MHz.
4. Measurements
Pressure measurements were performed with a needle hydrophone in a de-mineralized water bath setup.  The
transducer was fixed at a known position, and measured data was sampled and they were averaged 40 times using an
Agilent MSO6014A oscilloscope. The excitation voltage was limited to approximately 31 volt peak to lower the
possibility of non-linear effects. We performed a shooting sequence where one element was excitated at the time
using our research scanner [8]. To achieve incident wave fronts normal to the hydrophone we applied three
transducer center elements for which the hydrophone could be moved approximately normal to. Due to the
transducer’s convex nature a measurement normal to all of the 128 elements would require the hydrophone or the
transducer head to be rotated which was not possible with our current setup.
5. Results
A comparison between the simulated and measured pressure at the elevation focus of the transducer for a single
element is shown in Fig. 3. By performing experiments at three depths we found that approximately a 1.7 dB
undershoot on the simulated amplitude was predicted and had to be accounted for in remaining simulations.
Furthermore, as it can be identified in Fig. 3 the pulse shape is very well predicted by the model. However, the
prediction exhibits a slightly too fast attenuation and oscillation at the pulse tail. A similar tendency was also found
in our previous work [3]. This tendency must be followed by the conclusion that the model parameters have a high
degree of accuracy, and that the 1D model is capable of predicting the pulse shape during transition and excitation.
The tail error may be found in loss mechanisms that we do not model. Furthermore, by assuming the model
parameters to be exact then the 1.7 dB adjustment is concluded mainly to be due to the simplified electronic network
modeling.
Fig.3  Pressure comparison between measured (red circles) and
simulated pressure (blue squares) at 72 mm along the center
axis of element 64
Fig.4  Comparison between measured and simulated spatial 
peak pulse average intensity 
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Fig. 4 is a simulation of the spatial peak pulse average intensity for pressure pulses simulated and measured in the
elevation plane at the depths 33 mm, 72 mm, and 112 mm along the center axis of element 64. From these plots one
clearly identify a nice consistency between simulations and measurements, where best results are found in the “far-
field”. Experimental measurements at 33 mm having the purpose to map the intensity in a parallel plane to the
elements proved a highly complex surface shape, which the Field II surface model does not account for. A
comparison between simulation and measurements are therefore expected to be difficult close to the elements as also
shown in Fig. 4.
Table 2 is a quantitative study of the comparison between measurements and simulations. It represents the root
mean square error (RMS) in percents of the difference between simulation and measurements relative to 
measurements. It represents the error in the intensity study along the elevation plane of three elements as well as the
pressure along the elements center axis in three depths.
Table2. RMS error at three depths
From the table it can be identified, that the pressure measurements were performed consistently within an RMS error
of approximately 26 %. This tendency implies that the physical transducer elements have almost identical
performance. For the intensity prediction a higher deviation in the errors are found, which imply that measurements
in the elevation plane are more difficult to measure. One may assume that the hydrophone measurements have not
been adequately normal to the wave fronts at maximum. Also the non-linear effects and possible small inaccuracies 
in time measurements may be sources for errors.
6. Conclusion
This paper has shown that a simplified model of the complicated electronic network loading and driving a 128
element convex transducer is possible within an amplitude adjustment of 1.7 dB by measuring the output voltage of
our research scanner and using it as input for the Field II program. The study has shown that the linear 1D model
predicts the pressure pulse in corporation with Field II within a ~26 % RMS error. We have also found that the 
simplified modeling can predict the elevation intensity of a 10 cycle 4.0 MHz tone burst excitation within a RMS
error of ~5.8-19.5 %, where best results are achieved furthest away from the elements. Errors are mainly found on
pulse tails and due to non-linearity. From the study we also conclude, that the presented 1D transducer model works
very well in predicting the impulse response of the squared transducer elements. However, an improvement in the
electronic network modeling may be needed to achieve proper amplitude simulations with more complicated
excitation pulses.
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