ABSTRACT In non-cooperative communication scenarios, automatic modulation classification (AMC) is the premise of information acquisition. It has been a difficult issue for decades due to the attenuation and interference during wireless transmission. In this paper, a novel deep hierarchical network (DHN) based on convolutional neural network (CNN) is proposed for the AMC. The model is designed to combine the shallow features with high-level features. Thus, it can simultaneously have global receptive field and location information through multi-level feature extraction and does not require any transformation of the raw data. To make full use of limited data, a new method is proposed to use signal-to-noise ratio (SNR) as a weight in training instead of working as an indicator of system robustness. Furthermore, some other deep learning methods have been used to explore whether they could improve the performance of the proposed model. Several new techniques have been chosen to be applied in the DHN at last. Then, a detailed analysis of the improvement in network performance is provided. Combination of the DHN and the weighted-loss can achieve more than 93% classification accuracy which is the best performance in an open source dataset.
I. INTRODUCTION
With the development of communication technologies, the modulation methods of signals have become rich and diverse. Blind recognition of the modulation of the signal is essential in non-cooperative communication scenarios, and the correct modulation mode should be known so that the information can be correctly received. The designers of signal intelligence will meet new challenges, such as discriminating between orthogonal frequency division multiplexing (OFDM) and single carrier modulations, due to the emergence of new technologies for wireless communications. Thereby, automatic modulation classification (AMC) has played a vital role in various civilian and military applications. AMC is also required for a radio system to identify the environment and to define policies, so it is one of the major tasks in the intelligent communication systems.
AMC has a wide range of application scenarios [1] , and many different approaches have been proposed to improve
The associate editor coordinating the review of this manuscript and approving it for publication was Yue Cao. the classification accuracy. A wide range of research works related to AMC can be classified into two categories. The first one is the decision-theoretic approach and the second one is the traditional algorithm based on artificial feature extraction. Within decision-theoretic approaches [2] - [5] , the modulation classification problem was presented as a hypothesis testing problem, judging from the maximum likelihood provided by some decision-theoretic classifiers or Bayesian estimators. Although decision-theoretic methods are the optimal ways to minimize the probability of misclassification, they become less robust in practical implementations because of the requirements for precise parameters such as carrier frequency offset. Recently, the second way plays an important role in AMC. Compared with the decision-theoretic methods, it requires much more preprocessing such as short time Fourier transform or wavelet transform. Some classifiers such as multilayer perceptron (MLP) and support vector machines (SVM) are used for classification after the artificial features are extracted. However, the artificial features proposed in existing works relied on the differences between limited kinds of modulation signals. Consequently, the second method is not general. For example, in [6] , the authors used features based on the wavelet transform to distinguish MPSK, MFSK, and MQAM, while in [7] , only BPSK, PAM, MPSK, QAM could be classified by the proposed features which were on the basis of elementary fourth-order cumulants. Also, the variance of the zero-crossing interval was used to discriminate FSK from PSK and the unmodulated waveform in [8] and [9] . However, [10] and [11] applied the variance of the instantaneous frequency to discriminate these three types of modulation signals. Feature selection for AMC is still a difficult problem.
All these aforementioned approaches exploit the structure of different modulation schemes to form a mature method. Over the past few years, the development of computer technology has led to breakthroughs in deep learning [12] . AlexNet [13] has made a big splash in the Imagenet competition, and deep learning has come into public consciousness. A variety of applications in object detection and natural language processing demonstrate the extraordinary significance of deep learning. Therefore, in recent years, more and more researchers have applied deep learning to the field of communication [14] - [16] . These vast advances reveal that deep learning can be applied to the field of signal modulation recognition.
In a sense, deep learning is also a feature-based method but the features are extracted by the network itself, so the generalization of the deep learning method will be greatly improved. These one-stage approaches [17] - [19] do not require precise parameters or the calculation of cumbersome artificial features, and they can simplify the entire modulation recognition process. A simple convolutional neural network (CNN) [17] structure was the first deep learning method to solve the AMC problem. However, the CNN has only two convolutional layers and two fully connected layers. The simple structure leads to unsatisfied recognition accuracy. In [18] , one RNN structure, long short term memory (LSTM), was used in AMC and achieved better results than these in [17] . However, amplitude-phase features were calculated instead of sending original signals to network directly. In [19] , the authors utilized another types of RNN, GRU, to improve the classification accuracy. However, RNN costs much longer time in training and testing than CNN. Besides, it is more complicated to adjust RNN hyperparameter than CNN.
On the other hand, existing works using deep learning in AMC did not consider the characteristics of communication, such as signal-to-noise ratio (SNR). The SNR is utilized in engineering to compare the power of the signal to the power of noise. Although SNR is mentioned in prior work, no one has used or discussed the use of it. In [17] - [19] , the authors employed SNR only as a measure of system robustness while ignoring its influence on signals. Therefore, the SNR was considered as the quality of the signal, which can optimize the loss function.
In this paper, we propose a novel deep hierarchical network (DHN) based on the common CNN network, and it does not need any data preprocessing. The I/Q samples are directly employed as the inputs to the DHN, which is a multi-layer feature extraction network using high-level and low-level feature maps to predict the final classification results. We propose a modulation classification network containing multi-scale feature, and optimize it with a new SNR loss. The main contributions are summarized as follows.
1. We address the automatic modulation recognition by proposing the DHN. The model directly calculates the entire signal content to get multi-scale features, and uses the attention mechanism to complete the feature fusion to get the final features for classification.
2. The effect of the SNR in modulation classification has been taken into consideration in training the model. A new method based on SNR has been proposed to optimize the categorical cross entropy loss. Changing the loss function with correct weight can make the network converge faster and perform better.
3. Various techniques for improving the accuracy of DHN network are introduced in details. The specific improvements brought by each method are analyzed so that the future works will be more directional.
4. An open source dataset is employed to measure the performance of our model. The final experimental results show that our classification accuracy is better than the previous works.
The rest of the paper is organized as follows. Section II describes the AMC problem and related works. Section III introduces the proposed network structure, loss function, and experimental results. A summary of the strategy used in the DHN can be found in Section IV. Finally, conclusions are drawn in Section V.
II. PROBLEM DESCRIPTION AND SIGNAL PROPERTY ANALYSIS
The purpose of modulation is to make the signal to match the channel characteristics. The general equation for received signals at the receiver can be expressed as
where * is the convolution operation, n(t) represents the additive white Gaussian noise (AWGN) with zero mean, h(t) denotes the channel impulse response, s(t) is the signal which has been modulated, and r(t) is the signal received by the receiver. Our aim of modulation recognition is to give out the class of s(t) while the r(t) is usually represented by I/Q format data. Therefore, the AMC can be simplified as a sequential data classification problem. Due to the interference of h(t) and n(t), the r(t) will change unpredictably, which poses a great challenge to modulation recognition. There is a discussion about whether CNN or RNN is more suitable to solve the AMC problem [18] . It is widely accepted that RNN has more advantages than CNN in time-series classification. However, the correct use of receptive field is another way to solve this problem. The ResNet proposed in [20] made it possible to design deep CNN, and the highlevel feature map can have a global view which has almost the same function as LSTM to some extent. Besides, CNN has better local correlation properties, which means that more details during signal modulation can be better detected. The data of AMC is a kind of sequential data in natural language processing, and it contains two kinds of information. One is the information carried by the signal itself, which is the same as the signal in natural language processing. The other is the modulation information that needs to be concerned, which is not the realistic time series. In other words, the modulation information of the signal is only related to the current symbol and several adjacent symbols, so it is different from natural language processing. Modulation signal has local correlation, but the whole signal does not have obvious characteristics in many scenarios. Instead of the information carried by the signal, the information of modulation matters and should be paid more attention to. Therefore, the network needs excavate major content in shallow feature maps, and not just rely on high-level semantic information. In this paper, the CNN is selected as the backbone in modulation classification.
III. DEEP HIERARCHICAL NETWORK A. NETWORK ARCHITECTURE
In order to solve the problems mentioned above, we propose the DHN network as Figure 1 . Unlike the general deep learning network, DHN uses a variety of ways to combine shallow information with deep information. DHN is a simple, one-stage network inspired by feature pyramid network (FPN) [22] , using ResNet architecture as the backbone to get multi-scale feature maps for modulation classification. The timing characteristics of the samples allow network to analyze the problem from the global features as many as possible. Meanwhile, the local changes brought by modulation also need to be learned. To meet both requirements, DHN network extracts two levels of features, including a shallow feature with a receptive field slightly larger than samples per symbol and a high-level feature with a global view. This is specially designed to solve the characteristics of modulation signals.
Selecting a certain layer to extract shallow information is the primary problem that the DHN must consider. It needs to satisfy the best local correlation, including more than one symbol information, which means more than one symbol should be contained. At the same time, the oversize receptive field may lead to the interference of information carried by itself. Both stride and kernel size will influence the receptive field, which can be calculated as
where R(n) means the receptive field in the nth layer, K (n) represents the kernel size used in nth convolutional layers, and S(n) denotes the stride used in nth layers. The fourth convolutional layer of output in the DHN structure is employed as the shallow feature map because its receptive field is suitable. Merging fine-grained information with the final output brings a better result, and the operation changes slightly. An ordinary FPN structure is added to the network to achieve multi-scale feature extraction at the beginning of the experiment. However, a large number of experiments show that no matter which layer of the network is extracted, the accuracy will drop by about 3%. FPN has been widely used in the field of object detection, so a small change is made so that FPN can adapt to our classification problem. Since shallow features contain too much redundant information which can be extracted, a convolution layer similar to ROI [23] is used for downsampling instead of deconvolution of high-level features as before. This way of merging features has been proven to be very useful, and the schematic diagram of the downsampling process is shown in Figure 2 .
Traditional networks in AMC only connect the high-level features, which have a global view to the output of the model. In these networks, the high-level features of the input signals can be expressed as
where i ∈ 1, 2, . . . , C h is the index of the channel, C h is the number of high-level feature maps, and f i h denotes the highlevel feature map in the ith channel. Then, the probability of each class label over K classes can be computed by
where y i is the predicted label of the signal, W ∈ R C h ×K is the final fully connected layer which calculates the probability of each class, and softmax(·) is the normalized exponential function. Thus, the classification results are determined only by high-level features in these networks. In this case, the relationship between the shallow and high-level features can be expressed as
where F s means the shallow features and H (·) represents the mathematical transformation between the layer of F s and F h . From equation (4), it can be seen that the F s are not directly inputted into the final classification layer. One classical way which concatenates shallow and high-level features in channels can be described as
where F m ∈ R W ×H refers to the merged features, and f i s denotes the shallow features in the ith channel, and C s is the number of shallow feature maps. After retraining the new model, the results have shown that traditional connection way will also bring about a 1% drop on classification accuracy because shallow features and high-level semantic information have different impacts [30] . The shallow and high-level features need to be assigned different weights when they are merged. Thus, the attention module is introduced to optimize the classical feature fusion methods. The attention module can get proper weights for different features by training with the dataset and then can reduce the negative effect of the noise in the shallow features. The attention features can be described as where s att means the weight vector, w c means the weights of the cth channel, and F matt refers to channel-wise multiplication between the feature map F m and the attention weight vector s att . Note that, the high-level features F h can be considered as a special case of the F matt , if w i = 0 (i ∈ 1, 2, . . . , C s ). When w i = 1 for i = 1, 2, . . . , C s + C h , it is corresponding to the concatenation in channels. While the traditional structure uses only high-level features to calculate the probability of each class, the proposed attention block is more flexible especially when the different features play different roles in the task. In other words, the attention block calculates a weight for each channel in the same way of [30] , and it is optimized by the training data. Thus, the network can use backpropagation algorithms to adjust the importance of different features during the training. More details about the attention block can be found in Subsection IV.C. The primary network is described in TABLE 1 except downsampling layer and the merged layer.
B. SNR WEIGHT AND LOSS FUNCTION
SNR is defined as the ratio of signal power to the noise power, and it can be expressed as SNR (dB) = 10 log P s P n ,
where P s means the power of signal and P n denotes the power of noise. In [17] - [19] , SNR is merely considered as the criterion of system robustness. However, SNR can represent the quality of the modulation signals. In this paper, SNR is used as a weight in loss function. The categorical cross entropy loss function is the most widely used function in VOLUME 7, 2019 classification problems and it can be pressed as
where y i denotes the label in one-hot form, y i represents the output of the network, and N is the number of inputs. This loss function treats all input data equally, which makes bad data interfere with the network, so a received sample with very low SNR should be given less attention. However, it is unwise to discard these samples directly because only using high SNR samples are also likely to violate the robustness of the system, and the generalization ability of the model will be weakened.
In the past few years, many works have been devoted to optimize the loss function, and some different loss functions have been proposed such as center loss [24] and focal loss [25] . In some cases, they can help the network to have better learning ability. Take focal loss as an example, it can be described as
It makes the network pay more attention to imbalanced samples by reducing the loss caused by easily classified samples, showing that the network can decide which one to get a heavier weight than the rest. However, in AMC problem, the low SNR samples make classification difficult due to its quality problem, and focal loss makes the network pay more attention to hard data. Low SNR samples comprise the majority of the loss and dominate the gradient in AMC, so the focal loss reshape the loss function to down-weight good samples and focus on bad data. Applying focal loss in AMC brings about 3% decline in precision and the system becomes unstable.
Consequently, reasonable network attention to the data is added to the loss function, and the modulating factor x is applied in each sample. The new loss function is defined as
To find the optimal value of x, we tried two ways. At first, the neural network was designed to calculate x by itself. It involves two steps. The first step is to learn the SNR of the signal, and the second step is to find a suitable ratio for it. However, it is too difficult for the network to determine the SNR. Besides, since the modulating factor has no label, the network is inclined to assign a minimal weight to each sample to reduce the loss value, which is not correct. Therefore, it has been observed through a large number of experiments that the importance of the data should be in accordance with It is found that j = 6 and m = 0.3 are optimal for the RML2016.10a dataset [21] . By giving different weights to different samples, the network can learn more about the features of high SNR signals which have more valid information. Compared to directly throwing away low SNR data, SNR weight still achieves better results and leads to better robustness. The specific improvement can be found in Section IV. SNR weight makes full use of each data so that it can play a greater role in the condition with fewer data.
IV. EXPERIMENTAL RESULTS AND TECHNICAL ANALYSIS A. DATASET INTRODUCTION
The RML2016.10a dataset used for our research is generated by GNU Radio [21] to test different proposed model. Except for 11 kinds of modulation samples provided, many other factors such as center frequency offset and multi-path fading have been concerned, which is close to real propagation environments. Each sample consists of 2×128 values, where 2 means the I and Q signal data, 128 represents 128 time nodes. All the SNR range from −20 to 18 dB and are contained in the train and test label. The samples per symbol parameter is a modulation characteristic which specifies the number of samples representing each modulated symbol. Explicit parameter descriptions of the dataset can be found in Table 2 .
B. IMPLEMENTATION DETAILS
We use RML2016.10a as both train and test datasets. Baseline models from [17] and [18] include a CNN model and a RNN model. The same random seed is used in the dataset split to ensure that the data in different plays are consistent, and half of signals in dataset are selected randomly for training while the rest is used to test and validate. We choose the adam optimizer [31] with a start leaning rate of 0.001. The attenuation coefficient is 0.9 after every 10 epochs. All the models are trained and tested in Nvidia GTX 1080Ti, using Keras with TensorFlow as the backend.
C. EXPERIMENTAL RESULTS
The classification accuracies of the three models in different SNR are illustrated in Figure 3 . The main changes of DHN lie in the fusion of deep and shallow features and the SNR weight. To be more specific, making full use of features in different layers can obtain more information, and lead to higher precision. Using SNR weight allows the network to pay more attention to high-quality data which are more representative, so the DHN performs much better in high SNR. When the SNR is greater than −8 dB, the performance of DHN is about 7% higher than that of GRU model, and only less than 2% decreases at lower SNR. Although we have reduced the weights of low SNR samples, it does not show that the proposed model has much poor performance relative to other models. On the contrary, the increased specific gravity of the high-precision samples makes the recognition rate of the DHN superior to other methods at high SNR. The DHN reaches a maximum accuracy of 93.1% when SNR equals to 12 dB, and outperforms the simple CNN proposed in [17] by 18% on the RML2016.10a dataset. 12 million data are used in [17] to realize 87.4% accuracy which is still lower than our results. In general, it is difficult to obtain enough training data in the practical applications. The DHN uses only one fifth of the data in [17] to achieve better results, which fully illustrates the efficiency of this method. Then all the design decisions used in our model which have improved the performance will be pooled, and TABLE 3 will give a more intuitive concept to understand how much improvement each technology brings.
Almost all of the listed design decisions have made positive effects on this recognition task, which shows that the research results of the predecessors have enhanced the performance of the DHN. In general, all technologies can be divided into three categories. The first is some tricks such as batch norm and feature attention, which lead to a 4% improvement in total. The second is the SNR weight, and it brings near 7% improvement. The third is the deeper network structures, such as the ResNet and DHN, which achieve 8% performance increase.
1) PARAMETRIC RECTIFIED LINEAR UNITS
Parametric rectified linear units(PReLU) activation function was first presented in [26] . It is considered to be the key for computers to outperform humans in Imagenet. This new activation function is defined as
PReLU becomes ReLU when the a i = 0. If a i is small, PReLU will become Leaky ReLU, and a i is a learnable parameter which has different values in different channels. The motivation of PReLU is to avoid zero gradients while not increasing much calculation. We set the a i = 0.25 as the initialization as the authors did in [26] . Replacing ReLU with PReLU gains a modest 1% accuracy improvement in simple CNN, while brings about 3% accuracy reduction in the ResNet. Therefore, it was abandoned in the DHN.
2) DEEP STRUCTURE
The methods mentioned above are popular ideas for deep learning in recent years. Many problems have been solved by using them correctly. However, the crux of AMC is to propose a network that can effectively extract the characteristics of the signal. Although [27] shows that modulation recognition is not limited by network depth, an effective network must have a global receptive field. Consequently, we use residual modules to deepen network. DHN has 49 convolution layers with a receptive field more than 128. Many experiments have been conducted to verify the effect of the receptive field. The recognition rate increases with the network deepening and becomes stable when the receptive field is large enough. Also, it is found that the zeropadding layer can increase by about two percentage points in our networks, so it was used in each residual block and initial input of the data. DHN achieves more than 7% performance increase compared to the simple CNN network.
3) BATCH NORMALIZATION LAYERS
Batch normalization [28] have been widely used in recent years for its excellent performance in training a model. VOLUME 7, 2019 Normalizing the data for each training mini-batch makes it easier to train models with saturating nonlinearities. It is a novel mechanism for accelerating the training by using a bigger learning rate, achieving the same accuracy within 50 epochs. The process of batch normalization transformation can be expressed as
Here, µ B is the mini-batch mean, σ 2 B is the mini-batch variance, γ and β are a separate pair of learned parameters. x i and y i are the output of the batch normalization layer. The batch normalization layers are used before the activation function, and behind the convolution layers.
For DHN we eliminate the dropout layer and add batch normalization before all the activation function, and it provides an accuracy increase of about 2%. Self-normalizing neural networks [29] has been tried to compare with batch normalization, and the experiment results illustrate that self-normalizing result in a 2% drop.
4) FINE-GRAINED FEATURE
The deep structure predicts modulation based on global information. Although it is sufficient for the general classification, the shallow feature is still required to optimize the performance. The merged layer concatenates the final features with the output of the fourth layer by stacking different features into different channels instead of spatial locations. Using multi-scale feature leads to a small decrease in accuracy, but the robustness of the system is enhanced, which means that this part has more room to improve.
5) FEATURE ATTENTION
As introduced in Section III, multi-layer feature extraction is necessary. Three kinds of classical connection methods have been tried during the experiments and they are shown in Figure 4 . The Figure 4(a) shows the addition way, in which merged features are obtained by adding the shallow features to the deep ones directly. In the second way, the shallow features are spliced next to the high-level ones as shown in Figure 4 (b). The last one, i.e., concatenation in channels, is commonly-used in deep learning and is illustrate in Figure 4(c) . Within the third method, shallow feature maps and high-level ones are spliced by channels.
In all these three ways, the weights of shallow and highlevel features are fixed and equal. During the training process, all other parameters in the networks are trained based on the same training data except the weights. Nevertheless, the shallow features from the signals with the low SNRs may have poor quality. These classical methods bring degradation to the classification accuracy because they give the same weights to the shallow features and high-level ones. Compared with the method in which only high-level features are employed, the first and second ways lead to 10% and 4% drops in the recognition accuracy, respectively. The third one performs better than them but still bring a 1% decline.
Considering the viewpoint in [30] that the importance of each layer is not the same, direct addition or concatenation can degrade the performance of the network. An attention module is used to enhance useful features and suppress features which are not helpful for the current task according to the importance. Channel-wise feature responses are used as the inputs of global average pooling layer, enabling two full connected layers to calculate the weights for each feature map. Figure 5 depicts the schema of the attention module. Both shallow features and high-level features are concatenated together and passed through a global average pooling layer, followed by two full connection layers to calculate the weight of each channel. Attention block is only applied to the final feature fusion and reweight each channel to make low-level features and high-level features better used. Adding shallow feature alone in the experiment will result in a 1-2% reduction in accuracy, but mixing the two methods will bring about 2% improvement.
6) SNR WEIGHT
The network structure in deep learning is easy to transfer. The FPN network can inspire the method of extracting features from the multi-layer network used in DHN. Compared with the network structure with universal characteristics, the changes made to SNR in this paper are more problematic. It analyzes the similarities and differences between image samples and sequence samples and optimizes loss from the perspective of SNR. In order to verify the effect of SNR loss, we compare the accuracy of using SNR loss and cross entropy loss at first. Figure 6 shows that SNR loss can bring about 8% improvement when the SNR exceeds −8 dB, and only 3% decrease at low SNR. The focal loss in [25] is then compared as a common way to optimize the loss, and Figure 7 shows that focal loss plays a negative role in the AMC problem. Too much attention to low SNR data does not improve the performance of the network. At the same time, it makes the network very unstable, which proves that paying more attention to bad data will cause more damage than benefit.
Throwing the low SNR data away is a solution, but some experiments using different training data have been done to verify the effectiveness of SNR loss. In these experiments, we set x to range from −18 dB to 16 dB, and none of them has a better performance than SNR loss. The experimental results are shown in Figure 8 when x is equal to −16, −8, 2, and 8. It is not difficult to find that gradually discarding low SNR data improves the performance of the model at high SNR but the robustness of the system begins to decrease.
Judging from Figure 6 and Figure 8 , the SNR weight is more effective than directly discarding bad data or using all data. It can realize stronger system robustness and extract useful information from bad data. Figure 7shows that data attention is sometimes more effective than network attention. This subtle change increase the accuracy of our network by 7%, performing better than the ideas before.
V. CONCLUSIONS
In this paper, a novel network based on CNN structure as the backbone has been proposed to recognize the modulation types of signals. In contrast to the previous research works which directly adopt deep CNN to solve the AMC problem, VOLUME 7, 2019 the DHN takes into account the information only available in signal such as SNR and samples per symbol. The structure of the DHN is designed to extract modulation information first and then to bridge the high-level features in the high level. It has been proved that the DHN achieves significant accuracy improvements on the RML2016.10a dataset compared with the CNN-based method in [17] and the RNNbased one in [19] . More experiments have also been finished to demonstrate the specific improvements brought by each trick. Based on these results, we recommend the use of DHN to improve the recognition accuracy of modulation signals. He involved in particular on dereverberation, system identification and equalization, and acoustic modeling. He is currently a Lecturer with the School of Information and Electronics, Beijing Institute of Technology. His research interests include center around audio and acoustic signal processing. VOLUME 7, 2019 
