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Silicon carbide (SiC) hosts many interesting defects that can potentially serve as qubits for a
range of advanced quantum technologies. Some of them have very interesting properties, making
them potentially useful, e.g. as interfaces between stationary and flying qubits. Here we present a
detailed overview of the relevant properties of the spins in silicon vacancies of the 6H-SiC polytype.
This includes the temperature-dependent photoluminescence, optically detected magnetic resonance
(ODMR) and the relaxation times of the longitudinal and transverse components of the spins, during
free precession as well as under the influence of different refocusing schemes.
I. INTRODUCTION
A. Spin centers in silicon carbide
Silicon carbide (SiC) is known for the diversity of its
polytypes with remarkable and tunable electrical and op-
tical properties as well as its radiation stability [1, 2].
SiC has a large bandgap with deep defects and is sup-
ported by sophisticated fabrication techniques [3–6]. Re-
cently, silicon-vacancy (VSi) centers in SiC were pro-
posed as an alternative to Nitrogen vacancy (NV) cen-
ters in diamond for spintronics and quantum technolo-
gies [7]. The photoluminescence of the defects in SiC lies
in the near infrared, which allows, e.g., optical detection
of spin states [8–12]. The color centers in SiC can be
grouped into two classes depending on their spin in the
ground state: S=1 or S=3/2 [1, 9, 13–18]. The divacan-
cies (VSi −VC) are formed by adjacent pairs of Si and C
vacancies, have spin S=1 and are known as P6 and P7
in the literature [8, 9, 19–21].
The four dangling sp3 orbitals at the VSi site con-
tribute four electrons. If VSi captures an additional
electron, it becomes a negatively charged silicon vacancy
(V−Si) [16, 22–24] whose spin state was shown to be S =
3/2 by a radiofrequency-optical double resonance tech-
nique [23, 25]. The site symmetry of V−Si is C3v, as shown
in Fig. 1. Several separately addressable V−Si have been
identified in the same crystal for each of the main SiC
polytypes: hexagonal 4H-SiC and 6H-SiC and rhombic
15R-SiC. The 4H-SiC polytype, e.g., hosts one hexago-
nal (h) and one cubic (k) lattice site and in 6H-SiC there
are one hexagonal and two cubic sites (h, k1 and k2).
V−Si at a hexagonal site h of 4H- and 6H-SiC is called a
V2 type vacancy, at a cubic site k of 4H-SiC it is called
V1 and in 6H-SiC V1 and V3 are located at sites k1 and
k2 [13].
The spins of V−Si in SiC are highly controllable and
can be manipulated with the techniques that have been
developed, e.g., for working with diamond NV qubits.
This was demonstrated with ensembles [26] as well as
with single centers [7]. Optically induced spin polarisa-
tion of the ground state at room temperature has been
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FIG. 1. Structure of a negatively charged spin 3/2 silicon-
vacancy (V−Si). The blue spheres represent the carbon atoms.
The white circle with the dashed boundary represents the
V−Si.
demonstrated using electron spin resonance [27]. This
spin polarisation can be used to implement solid-state
masers and extraordinarily sensitive radio-frequency am-
plifiers [10] or magnetic field sensors with dc field sensi-
tivities < 100 nT/
√
Hz [28]. In some V−Si the zero-field
splitting (ZFS) is nearly temperature independent, mak-
ing these centers very attractive for vector magnetome-
try. Contrarily, the zero-field splitting of the centers V2
centers in 4H-SiC in the excited state exhibits a large
thermal shift, which makes them useful for thermome-
try applications [29]. All four ground state spin levels
of V−Si have been used to demonstrate absolute dc mag-
netometry, which is immune to thermal noise and strain
inhomogeneity [30].
B. Preserving spin coherence
An important precondition for the implementation of
quantum technologies, including quantum information
processing is that the phase of superposition states can
be preserved for times significantly longer than the du-
ration of the computational task [31, 32]. Achieving this
goal generally requires an array of measures [33], includ-
ing passive schemes like decoherence-free subspaces [34]
or active schemes like spin-echoes [35]. In divacancy spin
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2ensembles in 4H-SiC, Hahn-echo times longer than 1 ms
were observed at 20 K [20].
In most cases, the interactions with the environment that
cause the dephasing are not static and a single refocus-
ing pulse is not sufficient to completely suppress the de-
phasing. For those cases, multiple echo sequence were
developed by Carr and Purcell [36], consisting of equidis-
tant pi pulses. This basic experiment was improved to
make it more robust with respect to experimental imper-
fections [37–39]. These so-called dynamical decoupling
(DD) techniques have been applied to extend the coher-
ence times of different types of qubits, including, e.g.,
rare-earth ions [40] and the spin of the NV center in
diamonds [41]. In the V2 vacancy of the 4H-SiC poly-
type, the efficiency of the spin-echo experiment depends
strongly on the magnetic field [42]. Combining Carr-
Purcell-Meiboom-Gill (CPMG) decoupling with a static
magnetic field can extend the spin coherence time of the
V2 center in 4H-SiC to more than 20 ms [43].
C. Outline of this paper
In this work, we focus on the 6H-SiC polytype whose spin
properties have not yet been studied in detail. Sec. II
gives details of the sample preparation, photolumines-
cence measurement, and the optical pumping scheme.
Sec. III describes the experimental setup for continuous-
wave as well as pulsed optically detected magnetic res-
onance (ODMR) measurements. Sec. IV describes the
results of the spin-lattice and spin-spin relaxation mea-
surements. Sec. V contains the discussion and concluding
remarks.
II. SYSTEM
A. Sample
The experiments were performed on a sample that was
isotopically enriched in 28Si and 13C. The Si enrichment
was performed using gas-centrifuge technology, resulting
in an isotopic purity of 99.999%, which was available in
the form of small 28Si pieces (1-3 mm). The 13C source
was carbon powder enriched to 15% in 13C. The SiC crys-
tal was grown at a temperature of 2300°-2400°C on a
(0001) Si face in an Argon atmosphere at a growth rate
of ≈ 100µm/h. After growing the SiC crystal, machining
and cutting of the wafers were carried out. The isotope
composition was measured by Secondary Ion Mass Spec-
troscopy(SIMS). The concentrations of 28Si, 29Si, and
30Si are 99.918 %, 0.076%, and 0.006 %, respectively. The
concentrations of 12C and 13C are 95.278% and 4.722%,
respectively. To create V−Si centers, the crystal was ir-
radiated with electrons with a dose of 1018cm−2 and an
energy of 2 MeV.
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FIG. 2. Experimental setup for photoluminescence measure-
ments. The red line represents the laser beam, C marks the
mechanical chopper. The gray rectangle labeled S is the SiC
sample. Ellipsoids labeled M, L and F represent reflecting
mirrors, convex lenses, and a long-pass filter, respectively.
The rectangle labeled APD represents the avalanche photodi-
ode module.
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FIG. 3. PL spectra measured at different temperatures. The
sample is excited with a 790 nm laser. Peaks labeled V1,
V2 and V3 correspond to the zero-phonon lines of V
−
Si at the
lattice sites k1, h and k2 respectively.
B. Photoluminescence
To measure the Photoluminescence (PL) of the sample,
we used the setup shown schematically in Fig. 2. A
Ti:sapphire laser provided the optical excitation. The
PL was collected with the help of two convex lenses of
focal length 20 cm. The collected PL was passed through
a long-pass 850 nm filter (F; Thorlabs) to a monochroma-
tor (Spex 1704). An avalanche photodiode (APD) mod-
ule with a frequency bandwidth from DC to 100 kHz
(C5460-1 series from Hamamatsu) was attached to the
monochromator for detecting the PL. The voltage out-
put of this APD was measured with the lock-in amplifier
3(SRS model SR830). The laser beam was modulated with
a chopper, whose sync signal served as reference for the
lock-in amplifier.
Fig. 3 shows some PL spectra recorded at different tem-
peratures with the excitation laser set to 790 nm. The
sample was cooled down using a Helium cryostat, and the
PL spectra recorded at ≈ 5.4 K, 150 K, 200 K, 250 K and
300 K are shown. The zero phonon lines (ZPL) of the
negatively charged vacancies are visible at the expected
wavelengths of 865 nm (V1), 887 nm (V2) and 908 nm
(V3) [13].
C. Energy levels and optical pumping
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FIG. 4. Energy-level diagram of the 6H-SiC V−Si showing the
ground, excited and shelving states. Radiative transitions are
marked by red arrows. The laser beam excitation is shown
with orange arrows. Spin dependent non-radiative transitions
generating the ground-state spin polarization are shown as
black arrows. States |0〉 and |1〉 represent the degenerate|± 3
2
〉(
|± 1
2
〉 ) and |± 1
2
〉 (|± 3
2
〉 ) ground states of the V1/V3 (V2) type
V −Si . The states |2〉 and |3〉 represent the doubly degenerate
excited states and |4〉 the shelving states.
The negatively charged defects in 6H-SiC have spin S =
3/2 [23, 25]. Fig. 4 shows the energy-level diagram of the
6H-SiC V−Si in the absence of an external magnetic field.
The states |0〉 and |1〉 in the electronic ground state are
degenerate S = 3/2, mS = ± 32 (|± 12 ) and |± 12 (|± 32 ) spin
states in the case of the V1/V3 (V2) vacancy [10, 44]. The
states |2〉 and |3〉 represent the S = 3/2, mS = ± 32 (|± 12 )
and ± 12 (|± 32 ) spin substates of the electronically excited
states of V1/V3 (V2) [11, 12]. The shelving state |4〉 is
an S = 1/2 state, which is important for the optical
pumping process [11].
The spin Hamiltonian of the S = 3/2 states is
H = D(S2z − 5/4) + gµB ~B · ~S, (1)
where the zero field splitting in the electronic ground
state is 2D = −28 MHz for V1/V3 and 128 MHz for
V2 [44], g = 2.0 is the electron g-factor, µB is the Bohr
magneton, ~B is the external magnetic field, S is the vec-
tor of the electron spin operators. We use a coordinate
system whose z-axis is oriented along the C3 symmetry
axis, which is also the c-axis. In the absence of opti-
cal pumping, when the spin system is in thermal equi-
librium at room temperature, all four ground states are
almost equally populated. When the system is irradiated
with a laser, the populations are re-distributed, as shown
schematically in Fig. 4. When the laser is turned on, it
excites transitions from the ground states |0〉 and |1〉 to
the excited states |2〉 and |3〉. From the excited states |2〉
and |3〉 most of the population falls back to the |0〉 and
|1〉 states by spontaneous emission with a rate k20 and
k31. However, the system can also undergo intersystem-
crossing (ISC) to the shelving states |4〉 with the rates
k24 and k34 [11]. From there the system returns to the
ground state, with a bias for the state |1〉 over state |0〉
with the rates k40 and k41 [25, 30, 44]. The exact ISC
rates from and to the shelving state are not yet known
precisely but, by considering the recorded ODMR data
shown in Fig. 6, k34 > k24 for V1/V3 and k24 > k34 for
V2.
III. OPTICALLY DETECTED MAGNETIC
RESONANCE
A. Continuous-wave ODMR
To determine the ground state spin Hamiltonian of the
V−Si in the sample, we used the continuous-wave (cw)
ODMR technique with the setup shown in Fig. 5. Our
light source was a 785 nm laser diode with a maximum
power of 400 mW, which was driven by a Thorlabs laser
diode controller (LDC202C series) with a thermoelec-
tric temperature controller (TED 200C). We used three
orthogonal Helmholtz coil-pairs for applying the static
magnetic field in an arbitrary direction. A highly sta-
ble linear current source (Servowatt, three-channel DCP-
390/30) delivers currents up to 15A to the coils. The
currents were controlled individually by an analog con-
trol voltage. The radio-frequency (RF) signal was gener-
ated with a direct digital synthesizer (DDS) AD9915 from
Analog Devices which generates signals up to 1 GHz. Its
output was amplified using an RF amplifier (Mini- Cir-
cuit LZY-1, 50W amplifier with a frequency range from
20 MHz to 512 MHz) and sent to a 50 µm wire termi-
nated with a 50 Ω resistor. A programmable function
generator (PFG, Hameg model HM8130-2) was used to
modulate the amplitude of the RF field. A laser beam
was focused on the sample using a convex lens (L3) of
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FIG. 5. Experimental setup for measuring the ODMR of sil-
icon vacancies. The red line represents the path of the laser
beam. Ellipsoids labeled M, Land F represent mirrors, convex
lenses, and long-pass filter receptively. The gray rectangle la-
beled with S is the SiC sample. The RF is applied using
straight a 50 µm diameter copper wire placed over the sam-
ple, in series with a 50-Ohm resistor which is represented by
a rectangle labeled with R. The three orthogonal ring-pairs
Cx, Cy and Cz represent Helmholtz coils. They allows us to
apply magnetic fields in an arbitrary direction. Rounded rect-
angles labeled PFG, APD and DDS represent a programmable
function generator, an avalanche photodetector module and
a direct digital synthesizer, respectively.
focal length 20 cm. The PL from the sample was col-
lected with a pair of lenses (L1 and L2 with focal lengths
5 cm and 15 cm respectively), sent through a 850 nm
long-pass filter to suppress stray light from the laser and
to an avalanche photodiode (APD) module with a fre-
quency range from DC to 10 MHz (C12703 series from
Hamamatsu). The APD signal was demodulated with a
lock-in amplifier (SRS model SR830 DSP) whose refer-
ence signal was derived from the PFG modulating the
RF.
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FIG. 6. (a) ODMR signal vs. frequency recorded with differ-
ent RF powers in zero magnetic field. The horizontal-axis is
the frequency in MHz and the vertical-axis the relative change
of the PL, recorded by the lock-in amplifier. (b) ODMR signal
vs. RF power (c) Linewidth vs. RF power.
Fig. 6(a) shows the ODMR signal recorded in the ab-
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FIG. 7. Energy levels of (a) the V1/V3 vacancy and (b) V2
vacancy in a magnetic field B ‖ c-axis. (c) Experimental
ODMR and (d) Simulated ODMR showing resonances from
V1/V3 and V2 for a range of magnetic fields B ‖ c-axis. The
color scale in (c) and (d) is in units of ∆PL/PL%.
sence of a magnetic field by sweeping the frequency of
the RF at different RF powers, using the setup shown in
Fig. 5. Two peaks with different signs are observed: a
positive one (i.e. increase of PL at the application of RF)
at 28 MHz and a negative one at 128 MHz. In a previous
work [13], it was shown that the peak at 128 MHz cor-
responds to the V−Si at lattice sites k2 (V2 type) and the
peak at 28 MHz corresponds to V−Si at two quasi-cubic
sites k1 and k2 (V1 and V3 type) which have the same
D value [13]. Recently it has been shown the peak at 28
MHz corresponds to V−Si at quasi-cubic site k1 and the
peak at 128 MHz corresponds to the V−Si at the quasi-
cubic site k2 (V3 type) [44]. Since the ODMR peaks
assignment is still debatable, we will follow the ODMR
peaks assignment used in earlier work [13]. The variation
of amplitude and linewidth with RF power is shown in
Fig. 6 (b) and (c), respectively. The amplitude data were
fitted with the function
S(P ) = Smax(P/(P0 + P )),
where S(P ) is the signal amplitude and P the RF power.
Smax and P0 are the fitting parameters and the resulting
values were 0.2087% and 0.8573W (0.07112 % and 0.8834
W ) for V1/ V3 (V2) respectively. The linewidth data
were fitted to the function
LW (P ) = LW0 + a
√
P ,
where LW (P ) is the linewidth. The resulting values for
the fitting parameters LW0 and a were 6.193 MHz and
52.713 MHz W−1/2 (7.877 MHz and 2.579 MHz W−1/2)
for V1/V3 (V2) respectively. At the maximum RF power
that we could apply, 33 dBm, the ODMR signal ∆PL/PL
reached an amplitude of 0.19 % (-0.06 %) for V1/V3 (V2)
and the linewidth of V1/V3 (V2) was 10.24 MHz (11.70
MHz).
Figures 7 (a) and (b) shows the energy levels of V1/V3
and V2 as a function of the magnetic field B applied ‖
c-axis, calculated from the Hamiltonian given in Eq. (1).
Arrows labeled with ν1 and ν2 represent the transition
from |3/2〉 → |1/2〉 and | − 3/2〉 → | − 1/2〉 respectively.
Fig. 7 (c) summarises the ODMR spectra for a range of
magnetic fields from 0 to 9 mT, applied parallel to the
c-axis, using an RF power of 32 dBm (1.6 W). In this
plot the magnetic field strength B is plotted along the
horizontal axis and the vertical axis corresponds to the
RF frequency. The relative change of the PL is color-
coded as shown by the color bar to the right of the plot.
Fig. 7 (d) shows the simulated spectrum. The transition
frequencies are obtained from the Hamiltonian of Eq. (1),
while amplitudes and linewidths are taken from the ex-
perimental data.
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FIG. 8. Experimental setup used for measuring the relax-
ation rates. The acousto-optical modulator (AOM) generates
the laser pulses. The red line represents the path of the laser
beam. Ellipsoids labeled with M, L and F represent reflecting
mirrors, convex lenses, and long-pass filter receptively. DWG
is a digital word generator (TTL pulse generator). The gray
rectangle labeled with S is the SiC sample. AWG is an arbi-
trary waveform generator. The RF is applied to the sample
by a resonant LC circuit.
B. Pulsed ODMR
The uncontrolled interaction with a noisy environment
has two effects on a system that has been excited from
its thermal equilibrium state: it causes dephasing and a
return of the system to the thermal equilibrium state. If
the system is used in quantum technology applications
[32, 45], both effects are unwanted since long coherence
times are an essential requirement for technologies like
quantum computing, quantum metrology and quantum
memories. To assess the suitability of for these applica-
tions, a precise characterisation of the decoherence pro-
cesses is therefore essential. For this purpose, we use the
time-resolved ODMR technique [46, 47].
For the time-resolved measurements, we modified the
setup of Fig. 5 to generate laser- and RF pulses of vari-
able duration. Fig. 8 shows the modified setup. For
generating the laser pulses, we used an acousto-optical
modulator (AOM; NEC model OD8813A). The center
frequency of the AOM was 100 MHz, and the RF power
was 1.2 W. The RF control signal was generated by a
programmable 1 GHz synthesizer HM8133-2 and the RF
pulses were generated by an RF switch (Mini-Circuits
ZASWA-2-50DR+, DC-5 GHz). The TTL pulses that
control the timing were generated by a SpinCore Pulse-
Blaster ESR-PRO PCI card. The RF pulses that drive
the spins were generated by an AWG (WavePond - Chase
Scientific, DAx14000). The RF pulses were amplified up
to 50 W and applied to the SiC sample through a tuned
circuit for minimizing reflections. The signal from the
APD detector was recorded with a USB card (PicoScope
2000 series) attached to a computer.
In all experiments described below, a laser pulse of 75
mW power and 300 µs duration initializes the SiC va-
cancies by populating the state |1〉 more than the state
|0〉. At this laser intensity, the time constant for the
transfer of population to spin state |1〉 is 28 µs (11 µs)
for V2 (V1/V3). After the polarisation of the spin sys-
tem, a sequence of RF pulses was applied to the system,
as discussed in detail below. To read out the final state
of the spin system, we applied a second laser pulse of du-
ration 4 µs during which we collect the PL as described
in Sec. IIA. In the time-resolved experiment, we averaged
the signal 500 times and subtracted it from a 500 times
averaged signal of a reference pulse sequence to remove
unwanted background signals. This process was repeated
5 times and again the average was taken.
To calibrate the strength of the RF field for the pulsed
excitation, we performed a measurement of Rabi oscilla-
tions for the transition between the |0〉 and |1〉 of V −Si ,
using the pulse sequence shown in Fig. 9 (a). After this
initializing laser pulse, a 16 W RF pulse of variable du-
ration τR was applied. Here the reference signal was ob-
tained from an experiment without an RF pulse. Fig. 9
(b), shows the resulting experimental data for the V1/
V3 and V2 type vacancies. The experimental data were
fitted to the function
SRF (τR)−S0(τR) = A+B cos(2piνRτR−φ)e−τR/T *2 , (2)
where SRF (τR) is the signal measured with an the RF
pulse of duration τR and S 0(τR) the reference signal
without RF pulse. For V1/V3, we obtained the fit pa-
6rameters A = 0.54, B = −0.66 , φ= 0.06pi, νR = 12.44
MHz, T ?2 = 99.29 ns and for V2 A = 0.65, B = 0.53, φ=
−0.08pi νR = 8.36 MHz, T ∗2 = 204.81 ns.
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FIG. 9. (a) Pulse sequence for measuring Rabi oscillations.
The red and blue rectangles represent the laser and RF pulses
and the pulse duration is written above the pulse. (b) Exper-
imental Rabi oscillations for V1/ V3 and V2. The y-axis rep-
resents the normalised change of the PL signal and the x-axis
the RF pulse duration τR.
IV. RELAXATION MEASUREMENTS
A. Population relaxation
Spin-lattice relaxation is the process by which the pop-
ulations of the spin system relax to the thermal equilib-
rium state. It is also known as longitudinal relaxation
and contributes to the decoherence process. The pulse
sequence used to measure the longitudinal relaxation is
shown in Fig. 10 (a). After the initializing laser pulse the
system was allowed to relax for a time τ1 and then the
measuring laser pulse was applied to record the remain-
ing population difference. The result of this experiment
was subtracted from a similar experiment where the pop-
ulations of the levels |0〉 and|1〉 were inverted by a pi pulse
applied to the transition between them. Fig.10 (b) shows
the resulting signals for both vacancy spins as a function
of the delay τ1. The experimental signal was fitted to the
function
Spi(τ1)− S0(τ1) = A e−τ1/T1
where Spi(τ1) and S0(τ1) are the average signal measured
during the reference and the main pulse sequence respec-
tively for different delays τ1. From the fit, we obtained
the T1 relaxation times 142.1±3.6 µs and 107±6.6 µs for
the V1/V3 and V2 sites, respectively.
B. Free Induction Decay
Another important process is the decay of coherence,
which can be observed in a free induction decay (FID)
RF
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FIG. 10. (a) Pulse sequence used to measure the T1 relax-
ation. The red and blues rectangles represent the laser - and
RF pulses. The length of the pulse is written above the pulse.
(b) Resulting signal (normalised) as a function of the delay
τ1.
measurement. While the free precession of spin coher-
ence can be observed directly in conventional magnetic
resonance, here we used the Ramsey scheme [48] where a
pi/2 RF pulse converted the coherence into a population
difference, which was then read out during the final laser
pulse. Figure 11 shows the experimental scheme: Af-
ter the initialisation by the first laser pulse, the first RF
pulse generated the coherence, which was then allowed
to precess for a time τf before it was read out. We again
used the difference between two experiments, where the
two RF pulses have a phase difference of φd = νdetτf and
pi + φd , respectively, to suppress unwanted background
signals. Fig. 11 (b), shows the FIDs measured with a
detuning frequency of νdet=40 MHz, together with a fit
to the a function
Sx+φd − S−x+φd = Acos(2piνdetτf + φ)e−τf/T
*
2 , (3)
where Sx+φd(τf ) and S−x+φd(τf ) are the average PL sig-
nals measured with the ±x+ φd detection pulse. The fit
parameter T ∗2 =38 ns for V1/V3 and T
∗
2 =31 ns for V2.
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FIG. 11. (a) Pulse sequences for measuring the free-induction
decay. The red and blues rectangles represent the laser pulses
and RF pulses respectively. The pulse duration is written
above the pulse. (b) FID signals measured for V1/V3 and
V2.
7C. Spin-echo
The decay of the coherence is due to different types of
interactions that are broadly classified as homogeneous
vs. inhomogeneous. They can be separated by the spin-
echo experiment (Hahn-echo) [35]. We will refer to the
homogenous decay time of the Hahn echo as T2.
Laser
300 µs 4 µs
τ2
2
τ2
2
pi
2
pi
2
pi
±xx x
RF
(a) (b)
0
0.5
1
-0.5
-1
0 10
Dephasing period τ2 (µs)
Time 20
V2
V1/V3C
o
h
er
en
ce
FIG. 12. (a) Pulse sequence used to measure dephasing of
the transverse spin components. The red and blue rectangles
represent the laser- and RF pulses, respectively. The length
of the pulses is written above them. (b) Signals measured for
V1/V3 and V2 as a function of the delay τ2.
Fig. 12 (a) shows the pulse sequence for measuring the
spin-echo relaxation. After the initializing laser-pulse, we
applied a pi/2 RF pulse, which created the coherence that
evolved freely for a time τ2/2. We then applied a refo-
cusing pi pulse, and a second τ2/2 delay. The remaining
coherence was converted into population by the third RF
pulse and read out during the final laser pulse. In this
sequence, all RF pulses were applied along the x-axis. In
the reference signal, the last pi/2 pulse was applied along
the -x-axis, which changed the sign of the resulting pop-
ulation difference. Subtracting the signals from the two
experiments thus yielded a background-free measurement
of the coherence. Fig.12 (b), plots the resulting data as
a function of the dephasing period τ2, together with a fit
to an exponential decay
Sx − S−x = A e−τ2/T2 ,
where Sx(τ2) and S−x(τ2) are the signals measured with
the ±x pulse. The resulting values for T2 were 3.73±0.13
µs and 3.31± 0.24 µs for the V1/V3 and V2 centers.
D. Echo trains
Multiple refocusing pulses can extend the lifetime of the
coherence further, compared to the case of a single echo,
if the perturbation is not static, but its correlation time
is longer than the spacing between the echo pulses [33,
36, 37]. We therefore measured the coherence time of
the centers during a CPMG pulse sequence, as shown
in Fig. 13 (a). After the initializing laser-pulse, the pi/2
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FIG. 13. (a) Pulse sequence for measuring the spin coherence
time under multiple refocusing pulses. The red and blues rect-
angles represent the laser and RF pulses respectively. (b) De-
cay of the spin coherence during the multiple echo sequence.
The experimental data (circles) are fitted to function (4).
RF pulse created spin coherence. During the subsequent
delay, we applied 2N refocusing pulses, each with flip
angle pi. The final pi/2 pulse converted the coherence
back into population which was read out as discussed
above. To eliminate background signals, we subtracted
the results of the two experiments where the final pi/2
RF pulse rotated the spins around the ±x axes. The
difference between the experimentally observed signals
was fitted to the function
Sx − S−x = Ae−(τCPMG/T
CPMG
2 )
n
, (4)
where the total evolution period is τCPMG=2Nτ +
2Nτpipulse, 2N is number of pi pulses and τpipulse is the
duration of a pi pulse, which was 17.5 ns for V1/ V3 and
21 ns for V2. Fig. 13 (b) shows the experimental data
for a pulse spacing of τ = 50 ns for V1/V3 and τ = 200
ns for V2 . The fitted parameters are T
CPMG
2 = 56± 11
µs, n = 0.93 for V1/V3 and T
CPMG
2 = 51 ± 4 µs, n =
3.47 for V2.
V. DISCUSSION AND CONCLUSION
V−Si centers in SiC have interesting properties that may
become useful in future quantum devices, similar to the
NV center in diamond. In this work, we have studied
in detail their properties in the 6H-SiC polytype. We
studied the photoluminescence spectrum as a function of
temperature. At low temperature, the ZPLs of the V1,
V2 and V3 are quite sharp but broaden with increasing
temperature.
These V−Si centers can be spin-polarised by optical irradi-
ation, the spin can be manipulated by RF fields and read
out optically. In zero field, the ODMR spectrum shows
two peaks with opposite amplitudes, one at 28 MHz and
the other at 128 MHz. They can be assigned to the V1/
V3 and V2 type V
−
Si [13]. ODMR transitions as a func-
tion of the magnetic field parallel to c-axis were measured
for both V−Si.
8The main emphasis of this work was on the coherence
properties of the spins during free precession as well as
during the application of refocusing sequences designed
to protect the spins against environmental noise. The
measured coherence times are sufficiently long for appli-
cations in quantum technologies like quantum comput-
ing, quantum metrology, and quantum memories. Using
a train of echo pulses, we could extened the coherence
time of the V−Si in the 6H-SiC polytype at room tem-
perature up to 50 µs. We expect that these times can
be extended by lowering the temperature and by apply-
ing suitable magnetic fields. These possibilities will be
explored in upcoming work.
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