[1] The methodology based on the Error Reduction Ratio (ERR) determines the causal relationship between the input and output for a wide class of nonlinear systems. In the present study, ERR is used to identify the most important solar wind parameters, which control the fluxes of energetic electrons at geosynchronous orbit. The results show that for lower energies, the fluxes are indeed controlled by the solar wind velocity, as was assumed before. For the lowest energy range studied here (24.1 keV), the solar wind velocity of the current day is the most important control parameter for the current day's electron flux. As the energy increases, the solar wind velocity of the previous day becomes the most important factor. For the higher energy electrons (around 1 MeV), the solar wind velocity registered 2 days in the past is the most important controlling parameter. Such a dependence can, perhaps, be explained by either local acceleration processes due to the interaction with plasma waves or by radial diffusion if lower energy electrons possess higher mobility. However, in the case of even higher energies (2.0 MeV), the solar wind density replaces the velocity as the key control parameter. Such a dependence could be a result of solar wind density influence on the dynamics of various waves and pulsations that affect acceleration and loss of relativistic electrons. The study also shows that statistically the variations of daily high energy electron fluxes show little dependence on the daily averaged B z , daily time duration of the southward IMF, and daily integral R B s dt (where B s is the southward component of IMF).
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Introduction
[2] The region, measured in the equatorial plane, between 1.2 and 7-8 Earth's radii (R e ) is occupied by the terrestrial radiation belts. The configuration of the magnetospheric field, in this region, is such that charged particles can be trapped. The radiation belts are filled with energetic electrons with energies from tens of keV up to a few MeV. The slot region, which is located typically between 2-3 R e , separates the inner and outer radiation belts. While the inner radiation belt is quite stable, the evolution of energetic electron fluxes within the outer radiation belt can be enormous on a very short timescale [Blake et al., 1992; Reeves, 1998 ]. In spite of being discovered during the very first in situ space measurements more than half a century ago [Van, 1959] , the radiation belts still lack a clear physical model that can be used to explain their dynamics and forecast their evolution under the influence of the solar wind. Since the radiation belts around the Earth and around other planets are very efficient accelerators, understanding the physics involved will advance one of the main fundamental problems of space and astrophysical plasma physics: the mechanisms of particle acceleration in the universe. However, understanding the dynamics of the radiation belts is also very important for modern technological systems, which involve satellites in a low Earth orbit or at geosynchronous orbit. The high fluxes of relativistic electrons significantly increases the probability of the onboard satellite systems malfunctioning and can even result in permanent hardware damage.
[3] While it is widely accepted that the solar wind interaction with the terrestrial magnetosphere and space weather disturbances are related to the dynamics of the radiation belts, this relationship is very complex. This can be illustrated by the relationship between strong magnetic storms and the outer radiation belt fluxes. It was pointed out by Reeves et al. [2003] that about half of the magnetic storms lead to a significant increase in electron fluxes, a further quarter result in a decrease in the fluxes and the final quarter of magnetic storms produced no significant change in the fluxes.
[4] A number of physical models have been proposed to explain the dynamics of the radiation belts relativistic electron population [Friedel et al., 2002; O'Brien et al., 2003] . Currently, the most promising models are based on either radial diffusion or local diffusion in the energy/momentum space, resulting from interactions with various waves (e.g., chorus, magnetosonic, etc).
[5] According to the initial models of the radiation belt dynamics, which were based on radial diffusion [Falthammar, 1968; Schulz and Lanzerotti, 1974] , the energization of electrons takes place due to the interactions with electromagnetic fluctuations. These fluctuations result in an earthward diffusion while conserving the magnetic moment and bouncing adiabatic invariant. In the case of a higher phase density, on some outer L shell, diffusion will lead to the integral flow of particles towards the lower L shells. Since the lower L shells will have a higher magnetic field, the electrons must also be energized to conserve the first and second adiabatic invariant. In a number of models, it was suggested that ULF waves could enhance the efficiency of the radial diffusion process [Rostoker et al., 1998; Elkington et al., 1999; Hudson et al., 1999 Hudson et al., , 2000 Hudson et al., , 2001 .
[6] The second group of models attribute the acceleration of electrons to the interaction with VLF waves in the inner magnetosphere [Temerin et al., 1994; Shprits et al., 2008; Reeves et al., 2009; Omura et al., 2007; Horne et al., 2005; Summers and Thorne, 2003; Summers et al., 1998 Summers et al., , 2002 Summers et al., , 2004 Albert, 2003 Albert, , 2005 . These models assume that the local diffusion in pitch angle and energy space leads to part of the electron population being lost and another part energized, due to the quasilinear interactions with the generated plasma waves.
[7] A number of recirculation models assume that a combination of radial diffusion and an interaction with ULF waves at low altitude allows for a fraction of particles to repeatedly undergo a process of Earthward radial diffusion on either a global or local scale [Fujimoto and Nishida, 1990; Liu et al., 1999; Boscher et al., 2000] . Other physical mechanisms proposed to explain the build up of a high-energy electron population include the Jovian origin of relativistic electrons [Baker et al., 1979] and the penetration of solar wind electrons via the cusp [Sheldon et al., 1998 ]. These and a number of other ideas are reviewed in Friedel et al. [2002] .
[8] In addition to the development of models based on first principles, a number of attempts have been made to deduce a forecasting model for the radiation belt electron fluxes directly from data [Baker et al., 1990] . One of the best forecast models was developed by Li et al. [2001] , however, even this forecast is very far from being perfect.
[9] A number of studies have been devoted to the quest of obtaining the solar wind parameters that control the relativistic electron fluxes in the outer radiation belt. Paulikas and Blake [1979] investigated the relationship between electron fluxes and solar wind parameters. The fluxes of >0.7, >1.55, and >3.9 MeV were compared with the solar wind velocity, IMF components and sector polarity for daily averaged, 27 days averaged, and 6 months averaged timescales. They concluded that across all these energies, the solar wind velocity exhibits a correlation with the energetic electron fluxes. This conclusion was a landmark result in the study of radiation belts.
[10] Reeves et al. [2011] have recently conducted a study investigating the results by Paulikas and Blake [1979] . They employed long-term data of the daily averaged energetic electron fluxes at geosynchronous orbit and the daily averaged solar wind velocity taken from the OMNI Web site, for the time period starting on 22 September 1989 and ending on 31 December 2009. Reeves et al. [2011] analyzed the relationship between the solar wind velocity and electron fluxes by applying a similar approach to those used in previous studies (e.g., Paulikas and Blake [1979] ), scatter plots and the Kendall's tau correlation. They found that the relationship between the velocity and electron flux was not the straight forward roughly linear correlation observed by Paulikas and Blake [1979] . Instead, Reeves et al. [2011] observed a more complex triangular distribution, where on average the higher velocities corresponded to higher fluxes. Reeves et al. [2011] results indicate that the fluxes have a velocity dependent lower limit but are independent of the velocity with the upper limit, where they noted a saturation of electron fluxes. An explanation for the saturation of electron fluxes is that local instabilities limit the electron fluxes [Kennel and Petschek, 1966] . Reeves et al. [2011] concluded that the radiation belt electron fluxes dependence on the solar wind velocity is far more complex than that observed by Paulikas and Blake [1979] .
[11] In this study, motivated by the recent study of Reeves et al. [2011] , the structure selection stage of the Nonlinear AutoRegressive Moving Average with eXogenous inputs (NARMAX) approach Billings and Tsang, 1989; Wei et al., 2004] was utilized to indicate which combination of solar wind parameters most strongly influence the daily averaged electron fluxes at geosynchronous orbit. The advantage of the NARMAX approach is that it is able to detect a wide range of nonlinear dependencies between output and input with the use of the Error Reduction Ratio (ERR) test Billings and Tsang, 1989; Wei et al., 2004] .
[12] The NARMAX methodology was initially developed for complex engineering and biological systems. The NAR-MAX approach uses system identification to deduce the mathematical model from recorded data sets by identifying important model terms and then estimating the unknown parameter. The aim of the NARMAX methodology is to identify physically interpretable results that can be related to physics of the underlying system. The most straightforward application of NARMAX is to deduce, directly from input-output data, a mathematical model of a highly complex dynamical system, which cannot be deduced from first principles. There are many examples of such systems where the NARMAX approach resulted in a considerable advance: crystal growths, human brains, vision systems, and stem cells.
[13] In space physics, the NARMAX technique has been used to analyze the dynamics of plasma turbulence and to develop forecasting models for geomagnetic indices. Recently, one more application of the NARMAX approach became evident for cases when there is an absence of knowledge about the inputs of a natural dynamical system. For example, in the case of the solar wind magnetosphere coupling, many combinations of solar wind parameters have been proposed as coupling functions. Previously, data based assessments of these coupling functions exploited the correlation function [Newell et al., 2007] . However, since the correlation function is designed to study the possible causal relationships for linear systems, the application to nonlinear solar-terrestrial systems is at the least doubtful and can be misleading.
[14] XThe ERR is the basis of the NARMAX model structure selection stage, which to some extent plays the same role as the correlation function but for nonlinear systems, since the ERR quantifies the causal relationship between variables. The ERR has been employed to analyze how the previously proposed coupling functions relate to the magnetic storms and the evolution of the Dst index [Balikhin et al., 2010; Boynton et al., 2011b] . This leads to the discovery of an omission in the analytical derivation of the coupling function by [Kan and Lee, 1979] . In the present study, the same approach was used to determine the solar wind inputs that control the fluxes of energetic electrons at the geosynchronous orbit.
[15] This approach has already been applied for the 1.8-3.5 MeV electron fluxes in the paper by Balikhin et al. [2011] . The NARMAX analysis employed daily averaged solar wind parameters from the OMNI Web site to obtain the parameters that most influenced the 1.8-3.5 MeV electron fluxes. The analysis unexpectedly identified the solar wind density to be the most efficient control parameter in this energy range. When analyzing the data further with the aid of scatter plots, it was found that the velocity at which saturation takes place, and the value of the flux that corresponds to the saturation, decreases with the increase of density.
[16] The present investigation expands the NARMAX analysis to the fluxes of electrons in other energy ranges. Section 2 details the data and methodology employed for the NARMAX analysis and the results of this are described in section 3. These results are discussed in section 4 and confirmed with plots of the solar wind parameters and electron fluxes.
The Methodology and Data
[17] The NARMAX approach Billings and Tsang, 1989; Wei et al., 2004] , which has been developed by Billings [1985a,1985b] , is one of the most advanced methodologies in nonlinear system identification. It deals with complex dynamical systems that evolve under an external input influence for which their mathematical models are not yet derived from the first principles. An obvious example is the terrestrial magnetosphere or the population of the radiation belts, which evolve under the influence of the solar wind. The complete set of parameters that uniquely determines the state of such systems are also often unknown. However, the measurements of some parameters can be implied to the system and it is assumed these measurements reflect the state of the system. These parameters are referred to as the outputs of the system. In the above examples, such outputs might be geomagnetic indices in the case of the magnetosphere or high-energy fluxes in the case of radiation belts. Recently, Boynton et al. [2011a] derived a NARMAX model of the Dst index that was shown to be competitive with respect to the Dst model by Temerin and Li [2006] in the study by Ji et al. [2012] . The assumption, which forms the basis of NARMAX, is that the output at time t can be represented as a function of the previous values of inputs u(t), output y(t), and noise e(t), as described by (1) Billings and Tsang, 1989; Wei et al., 2004] .
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[18] The NARMAX methodology consists of three stages. The first stage is the model structure selection, aimed to determine the most significant model terms by evaluating all the possible combinations of the past inputs and past outputs. The second stage, parameter estimation, calculates the coefficients for each of the terms identified by structure selection. The final stage is model validation.
[19] In this study, the model structure selection stage of the NARMAX OLS-ERR algorithm was employed to assess which solar wind control parameters are the most important for the daily variation of electron flux, for the various energy ranges at the geosynchronous orbit. The algorithm is able to determine the combination of cross-coupled solar wind parameters, in the order of their contribution to the output, by the use of the ERR. The ERR explains the contribution to the output variance by a particular selected model term. Therefore, a high ERR indicates that a term makes a significant contribution to the output variance.
[20] The electron flux data, for energies ranging from 24.1 keV to 3.5 MeV, were obtained from the Los Alamos National Laboratory Synchronous Orbit Particle Analyzer (SOPA) instruments and are available at ftp:/ftp.agu.org/ apend/ja/2010ja015735 . The daily averages from each of the geosynchronous satellites, available on any given day, were combined into a single uniform daily average. These data were published alongside the Reeves et al. [2011] paper as auxiliary material and contain a description of the data set preparation. The data used in this study, therefore, cover the same time period as that used by Reeves et al. [2011] , from 22 September 1989 to 31 December 2009.
[21] SOPA data are used for the 13 evaluated electron fluxes from 24.1 keV to 2.0 MeV. The procedure by Cayton and Tuszewski [2005] was used to evaluate these fluxes at fixed energies. The method involves using Monte Carlo simulations of the instrument response as a function of energy and penetrating backgrounds to fit a relativistic bi-Maxwellian spectrum for the count rates. The obtained spectrum was then employed to evaluate the fluxes at fixed virtual energy channels. It should be noted that the 24.1 keV and 2.0 MeV evaluated energies are extrapolations of the fit and may be less reliable than the other virtual channels. The 1.8-3.5 MeV electron flux is from a channel on the Energetic Sensor for Particles (ESP). The exact methodology of the data processing is beyond the scope of this study but details can be found in the auxiliary material to the Reeves et al. [2011] paper.
[22] The daily averaged solar wind data were obtained from the OMNI Web site for the same time period; and therefore, it is the daily average as measured at the L1 point. These data included daily averages of the IMF components in GSM coordinates, B x , B y , and B z , solar wind velocity V, density n, and dynamic pressure p.
[23] Out of the 7405 day period, only 7113 days are available from the SOPA instrument (the thirteen energies from 24.1 keV to 2.0 MeV) and only 7186 are available from the ESP instrument (1.8-3.5 MeV energy). The solar wind data were even more susceptible to missing data with only 6735, 6750, and 6780 points available for the density, velocity, and IMF components, respectively. These missing data could be filled in by the Qin-Denton solar wind model [Qin et al., 2007] . However, this was not considered in the present study.
[24] The NARMAX OLS-ERR algorithm requires equally spaced sampled data, with longer data sets yielding more reliable results. Due to the intermittent data gaps in both the electron flux data and the solar wind data, it was difficult to obtain uninterrupted data sections, of a significant length, to use in the NARMAX OLS-ERR algorithm. Therefore, it was decided to apply linear interpolation to the data gaps with Ä 5 missing points in both electron flux and solar wind data. This was then searched for data sections with a length of over 250 days. This resulted in eight data sets suitable for use in the NARMAX OLS-ERR algorithm, adding up to a total of 6076 days of data.
[25] The NARMAX OLS-ERR algorithm was applied to each of the 14 energies. For each of the energies, the electron flux, for that specific energy or energy range, was employed to be the output. The inputs to the NARMAX OLS-ERR algorithm were the solar wind parameters, V, n, p, B x , B y , and B z . The NARMAX OLS-ERR algorithm was run for each of the eight data sets with a maximum second order nonlinearity, so that all quadratic coupling between the solar wind parameters were searched. The top 20 terms selected, with the highest ERR, in each of these data sets were then saved along with their ERR and the number of data points in the data set, N. The ERR was then averaged for each term over the eight data sets, taking into account the number of data points in each of the data sets. Therefore, the average ERR, ERR i , for the term i was calculated by (2) where N ds is the number of data sets, and the j indicates which data set the ERR and N belong. If a term was not selected in one of the data sets k, but was selected in at least one data set, then the ERR (k) i was taken to be zero, since below the 20th term selected, the ERR was of the order of 10 -5 % in this study. The top terms were then ordered from highest to lowest average ERR (displayed as ERR in the tables). Thus, quantifying the contribution of each model term to the evolution of the electron flux at geosynchronous orbit, from most appropriate to least appropriate.
[26] Only the top 20 model terms with the highest ERR were found for each data set. The NARMAX OLS-ERR algorithm was limited so that it only selected the top 20 terms because the sum of ERR for all terms after the first 20 terms was negligible in comparison with ERR of the most important terms. The algorithm was set to search through five time lags of the inputs. Since the data are averaged over a day, it is possible for the averaged solar wind parameter for 1 day to causally affect the average energy fluxes for that same day. Therefore, the time lags corresponded to the current day (time lag equals to zero) and four previous days (time lags from 1 to 4). For this study, the aim was just to identify what solar wind parameters influenced the energetic electron fluxes in the radiation belt. Therefore, the past values of the output were not included in the search.
Results of the ERR Analysis
[27] Tables 1-4 display the results of the NARMAX algorithm for all electron energies considered in this study. The top five terms are shown in the order of the ERR and the number of data sets in which the term was selected are also shown. Therefore, out of the possible eight data subintervals, the number of times selected is in how many subintervals the NARMAX selected this parameter. The tables show that for all but two of the energies, the velocity explains most of the electron flux variance, as observed by Paulikas and Blake [1979] and more recently by Reeves et al. [2011] . For energies from 24.1 keV to 925 keV, the velocity accounts for over 95% of the explained dependent variable variance or ERR. In addition, another 1 -3% of the ERR results from the quadratic velocity terms, V 2 .
[28] For the electron flux evaluated at 2.0 MeV and in the energy range 1.8-3.5 MeV, the density explains the majority of the ERR. For 1.8-3.5 MeV electron flux, the previous day's density accounts for over 50% of the ERR, and the fact that the term is selected in each of the data sets, suggests that this is not an erroneous result. The density squared for the previous day explains the second highest amount of the variance. However, the time lags of the velocity squared still play a significant role in the dynamics of 1.8-3.5 MeV electrons, since the two velocity squared terms explain over 10% of the ERR. The coupling between density and velocity also appear to play a minor role in both the electron flux evaluated at 2.0 MeV and in the energy range 1.8-3.5 MeV, with pV (nV 3 ) and np (n 2 V 2 ) accounting for about 3% of the ERR.
[29] The north-south IMF component, B z , which is employed as an input in one of the most well-known radiation belt forecasting models by Li et al. [2005] , was only found to have a very negligible influence on the electron fluxes. The B z parameter never accounts for more than a tenth of a percent for all the energies. This was unforeseen since B z is the parameter that controls the initiation of magnetospheric disturbances such as storms and substorms. Such an independence can be explained by the shorter timescales of the B z dynamics. While the electron flux evolution timescale is of the order of days, the typical temporal variation of B z is of the order of hours. The daily average values of B z may hide the dynamics that occur on a shorter timescale of a few hours. To find the possible effects of these shorter timescale variations in B z on high-energy electrons, two extra parameters were included in additional runs. The first one, Bs , is the daily integral duration of the negative B z periods, i.e., the cumulative time that the IMF had a southward orientation, B s , within each day. The second one is daily integral value of B s , I Bs = R B s dt. However, neither of these two parameters had prominent ERR values and therefore they are not crucial in the control of high-energy fluxes.
[30] It is obvious from Tables 1-3 that the time delays between the solar wind velocity, as a control parameter, and fluxes of energetic electrons are not constant but depend upon the energy. In the case of the five lowest energies, from 24.1 keV to 90.0 keV, the current day's velocity accounts for most of the ERR. For the electron flux evaluated at 127.5 keV, the previous day's velocity provides a significant contribution to the ERR, however, this contribution is still inferior to that of the current day's velocity. For the next energy up, 172.5 keV, the contribution of the previous day's solar wind velocity becomes dominant. At the higher energy of 270 keV, it is still the case and in comparison to lower energy of 172.5 keV, the ERR resulting from current day's velocity is negligible. The fluxes evaluated at 407 keV and 625 keV display an increasing significance of the velocity from 2 days in the past. For the two next energies of 925 keV and 1.3 MeV, the solar wind velocity from 2 days in the past dominates the ERR.
[31] The results shown in Tables 1-4 were constrained to a second order nonlinearity with five time lags for simplicity. To determine if the initial constraints were valid, the NAR-MAX analysis was run again with a fourth order nonlinearity and 10 time lags (the current day at time t and the time lags for the previous 9 days). However, the most appropriate terms did not change from Tables 1-4. Therefore, for these energies, the initial constraints of a second order nonlinearity and five time lags were suitable. It must be noted that the numbers for the 1.8-3.5 MeV energy range in Table 4 differ from those presented by Balikhin et al. [2011] but are still close to these values. This is because a different averaging procedure was employed. The duration of each of the data sets was not taken into account for the averaging procedure used by Balikhin et al. [2011] , but has been taken into account in the present study.
Discussion
[32] It is evident from Tables 1-4 that for lower energy electrons, the solar wind velocity is indeed the most important parameter that determines the energetic electron fluxes at geosynchronous orbit. As it was noted above, the fluxes of the lower energies (up to 90 keV) are controlled by the value of the current day's solar wind velocity, and the effects of the previous values of the velocity are negligible. However, for the 127.5 keV electron fluxes, the influence of the solar wind velocity for the previous day become significant, around 22% (Table 2 ). For the next energy, of 172.5 keV, the value of the previous day's velocity becomes dominant (65%), while the current day's velocity still contributes to about of 32.5% of variance, if both terms V(t) and V 2 (t) are taken into account. Starting from 270 keV, the contribution of the current day's velocity accounts for less than 0.02% of variance. Therefore, the effects of the present day's velocity can be neglected. For even higher energy electrons, the effects of the solar wind velocity registered 2, 3, or 4 days in the past appear.
[33] This dependence between the time delay and the energy has been detected before [Li, 2004; Li et al., 2005] . In general, such a relationship is in complete accordance with the local quasilinear diffusion model, in which the acceleration processes acting on the same seed population lead to a build up of electron fluxes with higher and higher energies. Li et al. [2005] argued that this can be explained by radial diffusion and suggested that it takes longer for higher energy electrons to reach geosynchronous orbit. The diffusion type of acceleration is a relatively slow process, where the energy change should be proportional to the square root of time. The ERR results can aid in quantifying the dependence between the time delay, , and the energy of the electron fluxes, E. The effective time delay k , for a particular energy k, can be estimated as
where S ik is the sum of ERR values corresponding to the energy range k for all the terms of the solar wind velocity i days in the past. The resulting energy versus effective time delay plot is displayed in Figure 1 . All of the points, except the one that corresponds to the lowest energy value (127.5 keV), almost perfectly fit a straight line on this loglog scale, with a gradient of about 1.5. Fitting a linear gradient for a line that includes the lowest energy leads to a smaller gradient of around 1.05. Both of these numbers indicate that the increase in energy takes place much faster than that expected from a diffusion type process, which takes place in the energy space if the initial seed population possesses very low energies. Otherwise, the increase of the fluxes in higher energy will reflect not only the speed of energization but also properties of the initial seed distribution.
[34] The NARMAX algorithm is a very complex mathematical tool. Therefore, it is beneficial for readers in scientific fields who are not accustomed to the complex type of mathematics used in systems science, if the results of the NARMAX analysis can be illustrated by simpler means. Hence, it is better to verify the ERR deduced dependence, between the effective time delay and the energy, on a particular example.
[35] Figure 2 displays an event in the solar wind velocity (black) and the resulting effect on the 24.1 keV (blue), 270 keV (red), and 925 keV (green) electron fluxes. The figure shows an increase in velocity on 26 February 2004 (left dashed line), which is followed on the same day with an increase in the 24.1 keV electron flux. The next day (middle dashed line), an increase in the 270 keV electron flux can be observed. Finally (right dashed line), there is an increase in the 925 keV electron flux, 2 days after the initial increase in velocity. The change of the time delay with energy observed in Figure 2 agrees with the ERR results.
[36] Since the NARMAX analysis provides a quantitative assessment of this dependence, the results can be used to evaluate the efficiency of both radial diffusion and energy diffusion due to the interactions with waves. It is well known that in the case of diffusion equations with constant coefficients, characteristic changes should be proportional to the square root of time. However, the energy diffusion equations are more complex Horne et al. [2005] :
where A is defined as
F is a distribution function, E is the kinetic energy, D EE is the bounce-averaged energy diffusion coefficient, L is the effective timescale for losses to the atmosphere, and E 0 is the rest energy of the electron.
[37] The distribution function F(E,˛e q ), which depends upon energy E and the equatorial pitch angle˛e q , is related to the fluxes J(E,˛e q ) 
[38] Balikhin et al.
[2012] studied the upper limit on the time dependence of increases in the flux using the energy diffusion equation above. They concluded that in the three cases; (1) E E 0 ; (2) E E 0 ; and (3) E E 0 , the characteristic timescale is very close to the expected form of a simple diffusion equation, i.e., proportional to the square root of time. In observing such a relationship, it would take the 900 keV electron fluxes 25 times longer to build than the 175 keV electron fluxes. The dependence displayed in Figure 1 is much faster. This is the argument in favor of radial diffusion being significantly more efficient, at geosynchronous orbit, in comparison to the effects of local wave-particle interactions.
[39] However, it must be noted that the square root dependence upon time, deduced analytically by Balikhin et al. [2012] , used a number of simplifications. The loss term, L , describes the effect of particle precipitation in the loss cone. This effect can only slow down acceleration; and therefore, neglecting this term will only reduce the time required for acceleration. The time dependence was deduced separately for the three energy cases to simplify the dependence of A upon E. Also, it was assumed that the diffusion coefficient, D EE , is independent of energy. Although general considerations do support these assumptions, numerical simulations are the best way to verify them.
[40] While the dependence of the energy upon the time delay corresponds to the current models of acceleration, the appearance of the solar wind density as the main controlling factor for the energy channels 2.0 MeV and 1.8-3.5 MeV cannot be deduced from the current models of acceleration. Some models relate the dynamic pressure to ULF waves, but all the terms that involve pressure have a very low ERR. The importance of the solar wind density, for the 1.8-3.5 MeV electron fluxes, has already been identified in Balikhin et al. [2011] by the same ERR based technique. It was argued that under a constant density, the electron fluxes in this energy range initially increase with velocity but at some point reach the saturation. Balikhin et al. [2011] stated that both the level of the flux, which corresponds to the saturation, and the velocity that the saturation takes place decrease with the increase of density. They also included scatter plots, which showed that the top fluxes in this energy range correspond to low-solar wind density on the previous day.
[41] Figure 3 represents a velocity versus density scatter plot similar to Balikhin et al. [2011] , where each point corresponds to a particular day in the period from 22 September 1989 to 31 December 2009. The red points, in Figures 3a  and 3b , illustrate the days with the highest 5% of the 24.1 keV electron flux (above 10 5.6 (cm 3 s sr keV) -1 ), while the red points in Figure 3c correspond to the days with the highest 5% of the 1.8-3.5 MeV electron flux (above 10 0.76 (cm 3 s sr keV) -1 ). The blue in all Figures 3a-3c is used to show all of the other days with lower fluxes.
[42] Figure 3c displays the solar wind velocity from 2 days in the past against the previous day's solar wind density. These lags were selected because they correspond to the velocity and density terms with the highest ERR for the 1.8-3.5 MeV electron flux. The figure confirms the conclusion of Balikhin et al. [2011] , which was that the majority of high 1.8-3.5 MeV fluxes occur when low-solar wind densities are observed on the previous day. Figures 3a and 3b represent similar plots but for an energy of 24.1 keV. Figure 3a shows the current day's solar wind velocity versus the current day's solar wind density, again, selecting the lags that correspond to the velocity and density terms with the highest ERR for the 24.1 keV electron flux. The figure shows that high fluxes occur at all densities and velocities, implying that there is no relationship. Figure 3b displays the current day's solar wind velocity versus the previous day's solar wind density. This figure was included to illustrate that there is also no relationship when the previous day's density is employed for the 24.1 keV electron flux. It is obvious in Figure 3c that the high fluxes occur when there is low density, yet this relationship is absent in Figures 3a and 3b. [43] However, in Figure 3c , velocities above 600 kms -1 only occur when the density is low. Figure 4a shows, for each velocity bin of 25 kms -1 , the probability of each density bin, of 0.5 cm -3 , corresponding to the highest 5% of the 1.8-3.5 MeV electron flux. This probability is then normalized across each of the velocity bins to highlight the density with the maximum probability. Figure 4b displays the probability of a density occurring for each velocity, employing the same bin dimensions and normalization across the velocity used to calculate Figure 4a . Figure 4a illustrates that low-solar wind densities on the previous day, have a higher probability of producing a high flux at all velocities. If this is just because high velocities only occur when the density is low, Figure 4b should have the same pattern as Figure 4a . However, for velocities lower than 600 kms -1 , Figure 4b displays a more spread distribution, which peaks at a higher density, compared to Figure 4a . For the 400-425 kms -1 velocity bin, the probability of a density occurring, peaks at the 5-5.5 cm -3 density bin, while the probability of a highest 5% 1.8-3.5 MeV electron flux occurring peaks at the 4-4.5 cm -3 .
[44] This is implicit confirmation of the ERR results presented in Table 4 . It must be noted that the effects of the solar wind density are evident in the ERR results, for energies starting from 925 keV, where the solar wind density is the second most important factor after V(t -2) but with a Figure 3 . The scatter plots of (a) the current day's solar wind velocity against the current day's solar wind density, with the red points corresponding to the highest 5% of the 24.1 keV electron flux (greater than 10 5.6 (cm 3 s sr keV) -1 ). (b) The current day's solar wind velocity against the previous day's solar wind density, with the red points corresponding to the highest 5% of the 24.1 keV electron flux (greater than 10 5.6 (cm 3 s sr keV) -1 ). (c) The solar wind velocity from 2 days in the past against the previous day's solar wind density, with the red points corresponding to the highest 5% of the 1.8-3.5 MeV electron flux (greater than 10 0.76 (cm 3 s sr keV) -1 ).
very low ERR value. For the next energy range of 1.3 MeV, the density, as a factor of nV, appears in the second and third most important controlling terms of the electron flux. As it was noted, the density is the main controlling factor for the two highest energy channels.
[45] Figure 5 displays the solar wind parameters and three energies of the electron flux for the period between 7 November 2000 and 23 November 2000. In Figure 5a , an increase in velocity is shown, peaking at 900 km/s, which results in an increase in electron flux for the three energies shown in Figures 5d-5f ; and Figure 5g displays the magnetopause position along the Earth-Sun line according to the model by Shue et al. [1997] in gray, with the black dashed line indicating geosynchronous orbit. For the highest energy range in Figure 5d , the 1.8-3.5 MeV electron flux then remains at the same level while the velocity decreases. A loss of electrons is then observed on 18 November 2000. This occurs while the velocity is low, approximately 300 kms -1 , as such the increase in solar wind density to 18 cm -3 only results in a relatively small increase of the ram pressure of about 4 nPa. Compared to the similar density on 10 November 2000, when the solar wind is above 900 kms -1 , the increase in ram pressure is much larger, above 30 nPa. The relative change in density on 18 November 2000 is quite high compared to other changes in density but, due to the low velocity, the change in pressure is relatively low compared to the change in pressure on 10 November 2000.
[46] For the electron fluxes with energies below 925 keV, where the ERR results showed that there was no dependence with density, the fluxes start to decrease immediately after it has peaked and does not plateau like the higher energies as shown in Figure 5d . Figure 5e shows the 635 keV flux starts to decrease with a slight slope after it peaks and, thus, has already decreased before the density increase. While in Figure 5f , the 270 keV flux displays an even greater decay of electrons after it peaks, depicting a more obvious relationship with velocity. These, and other energy ranges that are not shown in Figure 5 , seem to imply that the decrease of solar wind velocity leads to the depletion of electron fluxes. However, the rate of this depletion depends upon the energy range, decreasing with the increase of energy. For high energies such as 1.8-3.5 MeV, the rate of depletion is so small that the decrease of fluxes is not evident for this energy. Therefore, for the higher energy electrons, the fluxes increase with an increase in solar wind velocity but then plateau rather than decrease with time. The fluxes in the range 1.8-3.5 MeV remain roughly constant until there is a relatively high increase in solar wind density, which results in a significant reduction in the flux of 1.8-3.5 MeV electrons.
[47] Figure 5g shows that on 18 November 2000, the magnetopause does not drop below 9 R E . However, on 10 November 2000, when another decrease in flux is observed, the magnetopause moves within geosynchronous orbit and thus the loss is most likely due to magnetopause shadowing [Onsager et al., 2007; Ohtani et al., 2009; Matsumura et al., 2011] . The example that is shown in Figure 5 provides evidence that, at least in some cases, the reduction in electron flux is associated with density enhancement, since the corresponding pressure change is Figure 4a displays, for each velocity, the probability of a top 5% 1.8-3.5 MeV electron flux occurring at a particular density. Figure 4b shows, for each velocity, the probability of a particular density occurring.
small. This effect can be attributed to waves that cause losses [Loto'aniu et al., 2010] . Lyatsky and Khazanov [2008] found a similar result with solar wind density using the correlation function and also concluded that density influences the decay of the > 2 MeV electron flux. They suggested that a possible cause of this relationship could be due to the correlation between solar wind density and plasma density in the plasma sheet [Borovsky et al., 1998 ], which would reduce the penetration of large-scale electric fields into the inner magnetosphere. This will in turn affect the generation of ioncyclotron and whistler waves that are responsible for losses of the energetic electrons .
[48] One possible explanation for the density dependence at high energies is that the various ULF fluctuations at the boundaries of magnetosphere could be in resonance with electrons of this particular energy. For example, it is well known that the threshold of the Kelvin-Helmholtz instability is [Chandrasekhar, 1961; Otto and Fairfield, 2000] :
where m 0 is the ion mass, B is the magnetic field, and the indices correspond to the two regions across the shear layer. In the case of a parallel propagation with the same Alfven velocity (V A ) across the flow shear layer, the threshold becomes equal to 2V A . While the threshold does indeed exhibit a density dependence, it is the opposite from what is needed to explain the ERR results, since the threshold increases with the decrease in density. The growth rate, , of a classical Kelvin-Helmholtz instability has been calculated many times, e.g., Mikhailovskii and Klimenko [1980] :
Again, the growth rate does not increase with the decrease in density. The other possibility is the saturation of the KelvinHelmholtz instability. Golikov et al. [1980] have shown that unless:
the instability is stabilized by the sausage mode. Here, the indices i and e notate the parameters inside and external Figure 5g shows the 1 min magnetopause location along the Earth-Sun according to the [Shue et al., 1997] . Starting on 7 November 2000 and ending on 23 November 2000.
to the layer of flow along the magnetopause in which the instability develops. The stabilization criteria of the Kelvin-Helmholtz instability at the magnetopause should be recalculated in the conditions that are more realistic than those used by Golikov et al. [1980] . In general, the decrease in solar wind density should lead to the decrease of the magnetosheath density. The density downstream of the collisionless shock is related to the upstream density by a factor that decreases with the decrease in Mach number. The decrease of the solar wind density leads to the decrease of Alfven Mach number, (providing that other parameters are constant) and therefore, the decrease of the magnetosheath density. A realistic estimate must include a dependence of n i , determined by the magnetosheath density.
[49] It is worth noting the Kelvin-Helmholtz is only one of the very many possible instabilities that can affect radial diffusion or be related to other models of electron acceleration. However, a comprehensive survey of the density effects on these instabilities is beyond the scope of the present paper.
[50] The other interesting result of ERR analysis is the weak statistical dependence of high-energy electron enhancements upon the direction of B z . This result disagrees with the case study by Blake et al. [1997] , where they presented a 160-day interval, during which three significant increases in the solar wind speed of 5-10 days duration were observed. The increase of the high-energy fluxes was only registered for two of these events, both of which had a substantial interval of southward IMF. During the third event, which was not accompanied by the increase of high-energy electron fluxes, the IMF was only northward. Blake et al. [1997] concluded that the southward turning of the IMF is an important factor for the evolution of the high-energy elec-tron population. Li et al. [2011] suggested that high-speed solar wind is almost always associated with the enhancement of high-energy electrons because it almost always has some southward component of IMF. However, Li et al. [2011] implicitly suggests that the Bz direction is the primary factor, and the high-speed streams trigger the increase of high-energy fluxes because they are usually accompanied by periods of southward IMF. Such an interpretation contradicts both the ERR results presented here and many observations when the southward IMF did not lead to the increase of high-energy fluxes. For example, Reeves [1998] found that about half of strong storms do not result in the increase of relativistic electron fluxes, which invalidates the Li et al. [2011] suggestion that the IMF direction is more important than other solar wind parameters, including the velocity. This independence can be explained by the shorter timescales of the B z dynamics. The timescale of the electron flux is of the order of days, while the changing of the B z orientation is of the order of hours. The daily averaging of B z will mean that the shorter timescale dynamics will be lost. However, when additional runs of the ERR analysis were performed using inputs, which could account for the short timescale variations of B z , the velocity still came out on top.
[51] Kataoka [2008a, 2008b] performed a statistical study using a superposed epoch analysis on how stream interaction region (SIR) events affect the relativistic electron fluxes. From the Spring toward Fall away (STFA) rule, they separated the SIR events into north and south IMF configurations and found that acceleration of the electrons was larger when the IMF was south. After this, using the southward IMF SIRs, they then separated these events into high speed (>500 kms -1 ) and low speed (<500 kms -1 ) and showed that the slow speed SIR events have a smaller increase. They conclude by stating that both the southward IMF and solar wind velocity are important for the enhancements of the electron flux and that the largest enhancements of the electron flux occur when both the velocity is high and the IMF is southward. Therefore, solar wind speed by itself is not sufficient for the large electron flux increase but a southward orientated IMF is also needed. McPherron et al.
[2009] performed a similar statistical study on SIR events to determine whether the Russell McPherron polarity effect [Russell and McPherron, 1973] had any influence on electron fluxes. Again, by selecting the SIR events based on the STFA rule, they performed a superposed epoch analysis. They concluded that the Russell McPherron effect has a significant role in the enhancement of electron fluxes, and thus the southward component of the IMF is important.
[52] These studies, which found the southward IMF to be an important factor in the large enhancements of the electron flux, do not contradict the ERR analysis. However, to reconcile the results of the ERR analysis presented here and the importance of the southward orientation of B z in some previous case studies [Blake et al., 1997; Lyons et al., 2005] and statistical studies Kataoka, 2008a, 2008b; McPherron et al., 2009] , the question How can it be that a southward B z is important for initiating the chain of physical processes that lead to the flux increase but, statistically, according to the ERR analysis, does not effect the evolution of daily fluxes? should be answered. One of the possible answers can be the following: (1) the turning of the B z component southward is not enough for the enhancement of the electron fluxes. (2) Something else (for example high-solar wind velocity like in a SIR) is required to trigger the flux increase. (3) This "something else" is almost always accompanied by B z turning southward. (4) However, the turning of B z southward often takes place without this "something else". For example, in the case of a low-speed solar wind flow for several days, there will almost certainly be periods of southward IMF, however, no flux increase will occur because a high-solar wind flow is also required. While in the case of a high-velocity solar wind event, taking place over several days, there is a very high probability that there will be periods of time when the IMF is southward. Therefore, over the 20-year period studied, statistically, the solar wind velocity will appear to have the most influence on the fluxes. In the former case of low-solar wind velocity and a southward IMF, storm activity will be triggered but an increase of relativistic electron fluxes at geosynchronous orbit will not take place. This possible explanation has implicit support from previous studies such as Reeves [1998] and Kataoka and Miyoshi [2006] . In the latter study, it was shown that in spite of the southward orientation of B z leading to storm activity in 49 of CME triggered events, only 43% of them resulted in the increase of the high-energy electron fluxes in the outer radiation belt. At the same time, Kataoka and Miyoshi [2006] have reported that flux increases were observed for 83% of SIR induced events.
[53] The reason the ERR analysis results differs from the superposed epoch analysis of Kataoka [2008a, 2008b] ; McPherron et al. [2009] in regard to the importance of the southward IMF is most likely due to the intervals chosen; the ERR analysis was performed on all the available data for the 20-year period, while the superposed epoch analysis studied many SIRs interfaces. As such, a study focused solely on the SIR events, using higher resolution data, will reveal more detail of the effects on the electron fluxes associated with an SIR but miss out other dynamics. Therefore, since ERR analysis accounted for periods where there were no SIR events, where the turning of the IMF southward on its own would not lead to an enhancement of the flux, the IMF would appear to have less of an effect.
[54] Summarizing, the ERR results presented here do not contradict the main result of Kataoka [2008a, 2008b] ; McPherron et al. [2009] , which state that the southward IMF, as well as the solar wind speed, controls the flux enhancement of the outer radiation belt in the SIR events. The only difference is based on the fact that the probability for the occurrence of high-speed solar wind and the probability for the occurrence of a southward IMF differ a lot. Both factors are required, however, many intervals of a southward IMF are observed without a high-speed solar wind stream. On the other hand, at the leading edge of the high-solar wind stream, significant variations of the IMF resulting in a southward orientation are very often observed. Therefore, while both factors are required, whenever the high-speed solar wind stream is observed, there is a very high probability of intervals with a southward IMF. However, if a southward IMF intervals is observed, it does not warranty the high chance of a high-speed solar wind stream. Therefore, over the entire 20-year period studied, statistically, the solar wind velocity will have the most influence on the electron flux at geosynchronous orbit, since the periods where the southward IMF does play a role (the large increase in flux due to an SIR event), only occur in a small percentage of the 20 years studied.
Conclusions
[55] This study has confirmed that the solar wind velocity is indeed the main control parameter for the electron fluxes with energies below 1 MeV, which was originally observed by Paulikas and Blake [1979] .
[56] The results of the NARMAX analysis show a dependence between the time delay of the velocity and the energy of the electron flux. Generally, such an increase is in accordance with both the local wave-particle interaction model and the radial diffusion model in which it takes longer for higher energies to reach geostationary orbit. However, this increase occurs much faster than would be expected from a simple quasilinear diffusion model due to the interaction with local waves, providing that the seed population possesses very low energies.
[57] This study validates the results by Balikhin et al. [2011] , which show that the solar wind density becomes the most influential control parameter at 1.8 MeV electron fluxes. The ERR results in this study depict an increasing dependence on density above energies of 925 keV. In addition to the ERR results, the scatter plots in Figure 3 show that for low energies, high fluxes appear at all densities, implying that there is no relationship between low-energy electron fluxes and the solar wind density. However, for the highenergy electrons, the high fluxes only occur when the density is low. This dependence upon density can be explained by the properties of instabilities related to ULF oscillations at the boundaries of the magnetosphere.
[58] The ERR analysis has shown that statistically B z does not affect the evolution of the daily averaged electron population at geosynchronous orbit. An explanation for this is that when high-speed solar wind flow is observed, which leads to an increase in electron fluxes, it will almost always be accompanied by periods of time when the IMF is southward. However, the southward turning of the IMF occurs much more often than the high-speed solar wind flows. As such, when the southward IMF occurs with a low-speed solar wind flow and no electron flux increase is observed, it implies that statistically the IMF turning southward is not as important as an increase in solar wind velocity.
