Chemical distances for percolation of planar Gaussian free fields and
  critical random walk loop soups by Ding, Jian & Li, Li
ar
X
iv
:1
60
5.
04
44
9v
4 
 [m
ath
.PR
]  
25
 Fe
b 2
01
8
Communications in Mathematical Physics manuscript No.
(will be inserted by the editor)
Chemical distances for percolation of planar Gaussian free fields
and critical random walk loop soups
Jian Ding1, Li Li2
1 Department of Statistics, University of Pennsylvania, Philadelphia, PA 19104, USA; Email: dingjian@wharton.upenn.edu;
Phone: (215) 898-8222.
2 Department of Statistics, University of Chicago, Chicago, IL 60637, USA.
Received: date / Accepted: date
Abstract: We initiate the study on chemical distances of percolation clusters for level sets of two-
dimensional discrete Gaussian free fields as well as loop clusters generated by two-dimensional random
walk loop soups. One of our results states that the chemical distance between two macroscopic annuli
away from the boundary for the random walk loop soup at the critical intensity is of dimension 1 with
positive probability. Our proof method is based on an interesting combination of a theorem of Makarov,
isomorphism theory and an entropic repulsion estimate for Gaussian free fields in the presence of a hard
wall.
1. Introduction
For N > 1, let VN ⊆ Z2 be an N ×N box centered at the origin or at (1/2, 1/2) depending on the parity
of N . We define the discrete Gaussian free field (GFF) {ηN,v : v ∈ VN} with Dirichlet boundary condition
to be a mean zero Gaussian process which takes value 0 on ∂VN = {v ∈ VN : u ∼ v for some u ∈ Z2\VN}
and has covariances given by
EηN,vηN,u =
1
4
GVN (u, v) for u, v ∈ VN ,
where GVN (u, v) is the Green’s function for simple random walk, i.e., the expected number of visits to
v before reaching ∂VN for a simple random walk started at u. The first goal of the present paper is to
study chemical distances (i.e., graph distances) on percolation clusters for level sets of GFFs. Precisely,
for any λ ∈ R, we let HN,λ = {v ∈ VN : ηN,v 6 λ} be the λ-level set, i.e., the collection of all vertices
with values no more than λ. In the context of no confusion, we also denote by HN,λ the induced subgraph
on HN,λ. For u, v ∈ VN , we let DN,λ(u, v) be the graph distance in HN,λ between u and v if u, v are in
the same connected component of HN,λ, and let DN,λ(u, v) = ∞ otherwise. For A,B ⊆ VN , we denote
DN,λ(A,B) = minu∈A,v∈B DN,λ(u, v). In addition, we abuse the notation by denoting Vx = V⌊x⌋ for
x > 1, where ⌊x⌋ is the greatest integer that is at most x.
Theorem 1. For any 0 < α < β < 1 and χ > 1/2, there exist constants c > 0, λ0 > 0 such that
P(DN,λ(∂VαN , ∂VβN ) > Ne
(logN)χ) 6 c−1(e−cλ
2
+N−20), for all λ > λ0 and N > 1 .
Remark 1. Note that even for any fixed λ < 0, the event DN,λ(∂VαN , ∂VβN) 6 Ne
(logN)χ in Theorem 1
occurs with non-vanishing probability; see Corollary 7. In addition, we expect that for any fixed λ, the
probability for DN,λ(∂VαN , ∂VβN) <∞ is strictly less than 1; we do not study this in the present paper
so as not to dilute the focus.
We next consider the random walk loop soup introduced in [31], which is a discrete analogue of the
Brownian loop soup [32]. For convenience, we follow [33] where the loops are endowed with a continuous-
time parametrization. Formally, let (Xt) be a continuous-time sub-Markovian jump process on VN which
is killed at the boundary ∂VN . Given two neighboring vertices x and y, let the transition rate from x
to y be 1. Let (Ptx,y(·))x,y∈VN ,t>0 be the bridge probability measures of X conditioned on not killed
until time t, and let (pt(x, y))x,y∈VN ,t>0 be the transition probabilities of X . Then the measure µ on
time-parametrized loops associated to X is, as defined in [33],
µ(·) =
∑
x∈VN
∫ ∞
0
P
t
x,x(·)
pt(x, x)
t
dt . (1)
For α > 0, the random walk loop soup with intensity α on VN , denoted as Lα,N , is defined to be the
Poisson point process on the space of loops with intensity αµ. Naturally Lα,N induces a subgraph (which
we also denote as Lα,N ) of GN where an edge is open if it is contained in (at least) one loop in Lα,N . We
are particularly interested in the critical random walk loop soup, i.e., when α = αc = 1/2. We denote by
DL1/2,N (·, ·) the chemical distance (i.e., graph distance) on the induced subgraph L1/2,N (as above, we
use the convention that DL1/2,N (u, v) =∞ if u and v are disconnected in L1/2,N ).
Theorem 2. For any 0 < α < β < 1 and χ > 1/2, there exists a constant c > 0 such that for all N
P(DL1/2,N (∂VαN , ∂VβN ) 6 Ne
(logN)χ) > c .
2
Remark 2. We expect that the probability for DL1/2,N (∂VαN , ∂VβN) < ∞ is strictly less than 1; see
Remark 1.
1.1. Backgrounds and related works. Chemical distances for percolation models is a substantially more
challenging problem than the question on connectivities. For instance, it is a major challenge to compute
the exponent on the chemical distance between (say) the left and right boundaries for the critical planar
percolation, conditioned on the existence of an open crossing. It was proved in [1] that the dimension is
strictly larger than 1, and it was shown in recent works [14,13] that the chemical distance is substantially
smaller than the length of the lowest open crossing — indeed it was shown in [13] that the exponent for
the chemical distance is strictly less than that of the lowest open crossing.
Due to the strong correlation and hierarchical nature of the two-dimensional GFF as well as the
random walk loop soup, our models are perhaps in spirit more closely related to the fractal percolation
process (see [11] for a survey). For fractal percolation process, it was proved [12,41] that the dimension
of the chemical distance is strictly larger than 1 (which suggests an interesting dichotomy in view of our
dimension 1 results for the GFF and the random walk loop soup).
As for loop soups, in two-dimensions the connectivity of the loop clusters has been studied recently. In
[45], it was shown that there is a phase transition around the critical intensity αc =
1
2 for percolation of
the Brownian loop soup, below which there are only bounded clusters and above which the loops forms
a single cluster. In recent works of [34,35], analogous results were proved for the random walk loop soup.
In three-dimensions or higher, there has been an intensive study on percolation of level sets for GFFs,
random walks, random interlacements as well as random walk loop soups; see, e.g., [46,48,43,10]. In fact,
much on the chemical distances for these percolation models has been studied; see [8,20,9]. We remark
that there is a drastic difference between two-dimensions and higher dimensions.
Besides chemical distances, other metric aspects of two-dimensional GFF has been studied recently:
see [36] on the random pseudo-metric defined via the zero-set, and see [19,17,16,18] for some progress
on the first passage percolation on the exponential of these underlying fields.
Finally, the random walk loop soup percolation is naturally related to the following percolation di-
mension question for planar random walks (Brownian motion) proposed in [22,6]. Run the random walk
until it exits the boundary of a box and declare a vertex to be open if it is visited and closed otherwise.
Then what is the dimension of the minimal open crossing from the origin to the boundary? We are
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currently not able to prove anything for this question, for the crucial reason that we are not able to
construct a coupling between GFFs and random walks under which events on GFFs will certify “small”
chemical distances for random walk percolation models.
1.2. Discussions on main proof ingredients. Our proofs of Theorems 1 and 2 are based on an interesting
combination of a theorem of Makarov, isomorphism theory and an entropic repulsion estimate for GFF
in the presence of hard wall. In this subsection, we will provide a brief review on these three ingredients.
A theorem of Makarov. A fundamental ingredient for our proofs, is a classical theorem of Makarov
[38] which states that the dimension of the support for the harmonic measure on simply connected
domain in R2 is 1. In this article, we will use the following discrete analogue of Makarov’s theorem which
was proved in [28] by approximating Brownian motions with random walks (and then using [38]). For
u, v ∈ Z2 and A ⊂ Z2, we use Hm(v, u;A) to denote the harmonic measure at u with respect to starting
point v and the target set A (i.e., Hm(v, u;A) = Pv(SτA = u), where (Sn) is a simple random walk on
Z
2 and τA is the first time it hits set A). In addition, we denote Hm(∞, u;A) = lim|v|1→∞ Hm(v, u;A)
(the existence of the limit is well-known; c.f. [47]), where we denoted by | · |1 the ℓ1-norm. We further
denote by Hm(∞, B;A) =∑u∈B Hm(∞, u;A).
Theorem 3. [28, Proposition 4.1] For any χ > 1/2 and χ′ < ∞, there exists a positive constant C
depending only on (χ, χ′) such that for all n > 1 and any connected subset A ⊆ Z2 of diameter n
(measured in ℓ1-distance) we have
Hm(∞, {x ∈ A : Hm(∞, x;A) > n−1e(logn)χ};A) 6 C(logn)−χ′ .
Remark 3. The assumption of χ > 1/2 in Theorem 3 is responsible for the same condition on χ in
Theorems 1 and 2.
Previous to [38], the Beurling’s projection theorem (see, e.g., [3, Theorem V.4.1], and see [25,29] for
its discrete analogue) was established, which gives an (achievable) upper bound on the maximal local
expansion of the harmonic measure compared with 1-dimensional Hausdorff measure (in the language
of simple random walk, it states that the harmonic measure at a lattice point on a simply connected
set of diameter n is bounded by O(1/
√
n)). In a sense, Makarov’s theorem states that the upper bound
in Berling’s estimate cannot be achieved globally, and thus providing a much better control (than that
guaranteed by Beurling’s projection theorem) on the global expansion and compression of harmonic
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measure. Finally, we remark that examples have been given in [40,7], in which the harmonic measure is
singular to the 1-dimensional Hausdorff measure. In our opinion, this suggests that Question 4 below
could be of serious challenge.
Isomorphism theory. The distribution of the occupation times for random walks can be fully charac-
terized by Gaussian free fields; results of this flavor go by the name of isomorphism theorems (see [39,
33,49,44] for an excellent account on this topic). Of significance to the present article is the following
version of isomorphism theorem between occupation times for random walk loop soups and Gaussian
free fields shown in [33].
Recall the definition of random walk loop soups Lα,N . We define the associated occupation time field
(Lˆxα)x∈VN by
Lˆxα =
∑
γ∈Lα,N
∫ T (γ)
0
1γ(t)=xdt
where T (γ) is the duration of the loop γ. The isomorphism theorem in [33] states that
{Lˆx1/2 : x ∈ VN} law= {
1
2
η2N,x : x ∈ VN} (2)
(note that this holds for loop soups on general graphs). Couplings between random walks/random walk
loop soups and Gaussian free fields have been developed recently in [34], where the signs of GFFs are
incorporated in the coupling in order to provide certificate for vertices/edges not visited by random
walks/random walk loop soups. The paper [34] was motivated by connectivity of the loop soup clusters
as well as random interlacement. Independent of [34], such coupling was established for random walks
in [52] with the application of deriving an exponential concentration for cover times. The work [52] was
motivated by [15], where such coupling was proved for general trees and questioned for general graphs;
the advance in [34] was independent of [15].
In fact, using the coupling derived in [34] only allows us to prove a version of Theorem 2 for Lupu’s
loop soup on the metric graph introduced in [34]; see Section 3 and in particular Theorem 5. In order
to deal with the random walk loop soup, we will use a more recent result on the random current model
for random walk loop soups. A random current model on a graph, say GN = (VN , EN ) in our case, is the
probability measure P with
P((ne)e∈EN ) ∝
∏
e∈EN
(βe)
ne
ne!
, (3)
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where (ne)e∈EN are nonnegative integers such that
∑
e:v∈e ne is even for any v ∈ VN , and (βe)e∈EN are
positive parameters on EN . Conditioned on {Lˆv1/2 = ℓv}v∈VN , let (ne)e∈EN be a random current model
with parameters βe = 2
√
ℓxℓy on edge e = (x, y).
It was shown in [51,37,26] (see [26, Theorem 4 and Proposition 6.7] for a formal statement) that
conditioned on the local times the distribution of (ne)e∈EN is the same as that of the number of jumps
of the random walk loop soup L1/2,N along each e ∈ EN , and therefore (1ne>0)e∈EN has the same
distribution as the graph induced by L1/2,N on VN .
We remark that the random current representation played a crucial role in a recent work [2] which
proved the continuity of spontaneous magnetization for the three-dimensional Ising model at the critical
temperature. Finally, we remark that the random Eulerian graph model considered in [15] (which was
used to reconstruct the number of visits to vertices from the continuous occupation times) was of high
resemblance of the random current model.
Entropic repulsions. Unlike the Lupu’s loop soup, the clusters for the critical random walk loop soup
is strictly dominated by the sign clusters of the GFF on the metric graph. In order to address this, we
apply the aforementioned random current model and see that the loop clusters dominates a generalized
sign cluster on the metric graph, where we replace each original edge (which can be viewed as a unit
resistor) by two edges and assign the conductances so that it sums to 1. This is summarized in Lemma 4.
When employing the proof idea of Theorem 5, we encounter a problem which amounts to bounding the
typical value of a GFF under the conditioning of staying positive in a subset. Results of this type, on
such entropic repulsions for two-dimensional GFFs under the presence of hard wall, has been obtained in
[21,4]. Our set up is slightly more complicated (and somewhat non-standard), and dealing with it forms
the main technical ingredient in Section 4. As standard in this type of problems, our proof crucially relies
on the FKG inequality [23,42] and the Brascamp-Lieb inequality [5].
1.3. Open problems. Our results motivate a number of interesting questions, as we list below.
Question 1. For the random walk loop soup in the supercritical regime (i.e., with intensity strictly larger
than 12 ), is the dimension of the chemical distance 1 with high probability?
Question 2. Can one prove an analogous result for Brownian loop soups?
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Next, we will ask a number of questions in the context of level set percolation for GFF, but one
can ask natural analogous questions for loop soups as well as random walks. We feel that, perhaps the
questions regarding to GFF may be answered before that on random walks and loop soups.
Question 3. Under assumptions of Theorem 1, is the dimension of chemical distance 1 with high proba-
bility conditioned on the existence of an open crossing?
Question 4. Under assumptions of Theorem 1, is the length of minimal open crossing O(n) with positive
probability?
Question 5. Under assumptions of Theorem 1, is the number of disjoint open crossings tight?
Finally, we pose a question regarding to universality of Theorem 1, whose difficulty is due to the
crucial role of Makarov’s theorem (which seems to only apply for GFF) in the proof of Theorem 1. In
fact, we choose to keep an open mind on whether such universality holds, in light of a non-universality
result in [19] on a different type of metric related to GFF.
Question 6. Does an analogous result to Theorem 1 hold for all log-correlated Gaussian fields?
2. Percolation for Gaussian free fields
This section is devoted to the proof of Theorem 1. For notation convenience, we say a vertex v is λ-open (or
open if no risk of confusion) if v ∈ HN,λ, and λ-closed (or closed) otherwise. For any A,B ⊆ VN , we denote
by A
6λ←→ B the event that there exists a λ-open path P connecting A and B, i.e., DN,λ(A,B) <∞.
2.1. One-arm estimate: a warm up argument. In this subsection, we give a warm up argument on level
set percolation for GFF. Despite being rather simple, the argument is a clear demonstration of the
fundamental idea of the paper, which allows to take advantage of the Markov field property of GFF in
studying percolations. We remark that a similar argument was employed in [50, Section 3].
Proposition 4 For any 0 < α < β < 1, there exists a constant c > 0 such that for all λ > 0
P(∂VαN
6λ←→ ∂VβN ) > 1− 2e−cλ
2
.
In order to prove Proposition 4, we will need the following standard estimates on simple random walks;
we include a proof merely for completeness.
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Lemma 1. For any fixed 0 < r < 1, there exist constants c1, c2 > 0 which depend on r such that
∑
v∈∂VrN
GVN (u, v) 6 c1N, ∀u ∈ ∂VrN (4)
and
GVN (u, v) > c2, ∀u, v ∈ VrN . (5)
Furthermore, for any 0 < α < β < 1, there exists a constant c3 > 0 such that for all u ∈ ∂VβN , the
simple random walk started at u will hit ∂VαN before ∂VN with probability at least c3.
Proof. Let Sn = (S1,n, S2,n) be a simple random walk on Z
2. It is clear that if S is on ∂VrN at some
point, in the next step it will move to some vertex on ∂VrN+2 with probability at least 1/4 (note that
∂VrN and ∂VrN+2 are two neighboring boundaries), and after that, it will hit ∂VN before ∂VrN with
probability at least 1(1−r)N (since max{|S1,n|, |S2,n|} is a submartingale). Therefore, a simple random
walk started at any u ∈ ∂VrN will in expectation visit ∂VrN at most 4(1− r)N times before hitting ∂VN .
This proves our first bound (4).
For the second bound (5), let ε = 1−r100 . Denote by u = (u1, u2) and v = (v1, v2). By independence of
the simple random walks in x and y-coordinates, there exists c′ = c′(r) such that with probability at least
c′ the simple random walk started at u will hit some point v∗ in the vertical line x = v1 before exiting
VN or before the y-coordinate deviates by more than εN ; started from v
∗, there is again probability at
least c′ for the simple random walk to hit the horizontal line y = v2 before the horizontal coordinate
deviates by more than εN . Altogether, there is probability at least (c′)2 for the random walk to hit the
ℓ∞-ball of radius εN around v before exiting VN . At this point, an application of [30, Proposition 4.6.2,
Theorem 4.4.4.] completes the verification of (5).
The last statement of lemma was implicitly proved in the above derivation of (5). ⊓⊔
Proof (Proof of Proposition 4). We say two vertices u and v are ∗-connected if the ℓ∞-norm of u − v
is 1, and we call a ∗-connected cycle as a contour. By planar duality, the complement of the event
{∂VαN 6λ←→ ∂VβN} is the same as the event that there exists a λ-closed contour C ⊆ VβN surrounding
(each vertex of) VαN (we say a vertex v is surrounded by C if any path from v to ∂VβN has to intersect
with C). We let C be the collection of all such contours. It suffices to estimate P(C 6= ∅).
To this end, we consider a natural partial order on all contours. For any contour C, we let C¯ be the
collection of vertices that are surrounded by C. For two contours C1 and C2, we say C1 6 C2 if C¯1 ⊆ C¯2. A
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key observation is that this partial order generates a well-defined (unique) global minimum on C, which
we denote by C∗. Furthermore, for any contour C ⊆ VβN surrounding VαN , we have
{C∗ = C} ∈ FC¯ △= σ({ηN,v : v ∈ C¯}) . (6)
Define our “observable” X to be
X =
1
|∂V(1+β)N/2|
∑
v∈∂V(1+β)N/2
ηN,v . (7)
As a simple corollary of (4), there exists a constant c4 > 0 which depends on β such that
VarX =
1
4
1
|∂V(1+β)N/2|2
∑
u,v∈∂V(1+β)N/2
GVN (u, v) 6 c4 (8)
and thus we also have Var(X | FC¯) 6 c4.
By the Markov field property of the GFF, we have for each v ∈ ∂V(1+β)N/2
E(ηN,v | FC¯) =
∑
u∈C
Hm(v, u; C ∪ ∂VN ) · ηN,u . (9)
Recall that for a set A, we use Hm(v, u;A) to denote the harmonic measure at u with respect to starting
point v and the target set A (i.e., Hm(v, u;A) = Pv(SτA = u), where (Sn) is a simple random walk on
Z
2 and τA is the first time it hits set A). Also recall that Hm(v,B;A) =
∑
u∈B Hm(v, u;A). Now on the
event {C∗ = C} , we have ηN,u > λ for all u ∈ C. Combined with Lemma 1, it gives that
E(ηN,v | FC¯) > λHm(v, C; C ∪ ∂VN ) > λHm(v, ∂VαN ; ∂VαN ∪ ∂VN ) > c3λ . (10)
Therefore, we have E(X | FC¯) > c3λ on the event {C∗ = C}. Thus,
P(X > c3λ/2 | FC¯) > 1− P(Z(c4) > c3λ/2) on the event {C∗ = C} ,
where we Z(c4) is a mean zero Gaussian variable with variance c4. Since {C∗ = C} ∈ FC¯ , we have
P(X > c3λ/2 | C∗ = C) > 1− P(Z(c4) > c3λ/2) .
Summing this over all possible contours C ⊆ VβN surrounding VαN , we obtain that
P(X > c3λ/2 | C 6= ∅) > 1− P(Z(c4) > c3λ/2) .
Combined with the simple fact that
P(X > c3λ/2) 6 P(Z(c4) > c3λ/2) , (11)
it follows that
P(C 6= ∅) = P(X > c3λ/2)
P(X > c3λ/2 | C 6= ∅) 6
P(Z(c4) > c3λ/2)
1− P(Z(c4) > c3λ/2) .
This completes the proof of the proposition. ⊓⊔
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2.2. Proof of Theorem 1. The proof of Theorem 1 is inspired from the proof of Proposition 4 but with
important difference: in Proposition 4 we work with a set C¯ which is surrounded completely by a λ-closed
contour; in the present case, we will instead work with a set that is surrounded by a contour which is
λ-closed except for a small fraction of vertices — the harmonic measure on this small fraction of λ-open
vertices is then controlled by Theorem 3. We encapsulate the consequence of Theorem 3 in the following
lemma which suits for applications in the present article.
Lemma 2. For any 0 < α < β < 1 and χ > 1/2, the following holds for all connected set C ⊆ VβN with
diameter at least αN , for all A ⊆ C with |A| 6 Ne−(logN)χ , and for all v ∈ ∂V(1+β)N/2:
Hm(v,A;C ∪ ∂VN ) = o(logN)−10 . (12)
Proof. First, we note that
Hm(v,A;C ∪ ∂VN ) 6 Hm(v,A;C) . (13)
By a combination of Theorem 1.7.6 (Harnack principle), Theorem 2.1.3 and Exercise 2.1.4 in [27], we
have for constants c6, c7, c8 > 0 which depend on β, any u ∈ C and arbitrary w ∈ ∂V20N
Hm(v, u;C) 6 c6Hm(w, u;C) 6 c7Hm(8N, u;C) 6 c8Hm(∞, u;C) ,
where Hm(8N, u;C) corresponds to the HmA (y) in [27, Theorem 2.1.3] with A = C, m = 8N and y = u
(where A,m, y are notations in [27]). Therefore,
Hm(v,A;C) 6 c8Hm(∞,A;C) . (14)
Choose χ′ such that 1/2 < χ′ < χ. Since C is a connected set of radius between (α/2)N and 2N , by
Theorem 3 we deduce that for constants c9, c10 > 0 depending only on α and χ
′
Hm(∞, {u ∈ C : Hm(∞, u;C) > c9N−1e(logN)χ
′
};C) 6 c10(logN)−20 .
Therefore,
Hm(∞,A;C) = Hm(∞,A ∩ {u ∈ C : Hm(∞, u;C) 6 c9N−1e(logN)
χ′ };C)
+Hm(∞,A ∩ {u ∈ C : Hm(∞, u;C) > c9N−1e(logN)
χ′};C)
6 (c9N
−1e(logN)
χ′
) ·Ne−(logN)χ + c10(logN)−20
= o(logN)−10 . (15)
Combining (13), (14) and (15), we finally conclude (12), completing the proof of the lemma. ⊓⊔
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Proof (Proof of Theorem 1). In what follows, we implement the proof of Theorem 1 in three steps.
Step 1: construct an almost closed surrounding contour. Consider λ > 0. Our goal is to provide a
lower bound on the probability that there exists a λ-open path with length less thanNe(logN)
χ
connecting
∂VαN and ∂VβN for some χ > 1/2. Note that the distance between ∂VαN and ∂VβN is the same as the
distance between V∂N and ∂VβN . This motivates the following definitions for i > 1:
Ai = {v ∈ VN ∩HN,λ : DN,λ(VαN ∩HN,λ, v) = i} ,
Bi = {v ∈ VN \ (HN,λ ∪ VαN ) : v ∼ u for some u ∈ Aj and 1 6 j < i} ∪ (∂VαN \ HN,λ) ,
Ii = (∪ij=1Aj) ∪ Bi ∪ VαN .
(16)
It would be beneficial to picture the preceding definitions obtained from the following exploration process.
We set A0 = VαN ∩HN,λ, B0 = ∂VαN \ HN,λ, I0 = VαN , and for i = 0, 1, 2, . . ., we see that inductively
Ai+1 = {v ∈ (VN \ Ii) ∩HN,λ : v ∼ u for some u ∈ Ai} ,
Bi+1 = {v ∈ (VN \ Ii) \ HN,λ : v ∼ u for some u ∈ Ai} ∪ Bi ,
Ii+1 = Ii ∪ Ai+1 ∪ Bi+1 .
In other words, we can think of constructing the sets Ai+1,Bi+1, Ii+1 for i > 0 using the following
procedure. At stage i + 1, we explore all the neighbors of Ai that is in VN \ Ii (that is, vertices which
have not been explored): if the vertex is in HN,λ then we put it to Ai+1, otherwise we put it to Bi+1.
For i > 1 it is clear that Ai records all the vertices in VN that are of chemical distance i to VαN (i.e.,
all vertices in VN \ VαN that are of chemical distance i to ∂VαN ), Bi records all the closed vertices
we have encountered, and Ii records all the vertices that have been explored before (or at) stage i —
thus, this construction from the exploration algorithm is indeed consistent with definitions given in (16).
Furthermore, we observe that the following hold for all i > 1 as long as Ii ∩ ∂VN = ∅:
• Ai’s are disjoint from each other.
• Ii is a connected set in VN .
• ∂Ii (i.e, {w ∈ Ii : w′ ∼ w for some w′ 6∈ Ii}) is a subset of Ai ∪ Bi.
• Let Ci △= {u : Hm(∞, u; Ii) > 0} (note that by definition Ci is a surrounding contour). Then
Ci ⊆ ∂Ii ⊆ Ai ∪ Bi.
Now suppose that the event E △= {DN,λ(∂VαN , ∂VβN ) > Ne(logN)χ} occurs, then we must have that
Ii is disjoint from VN \ VβN for all 0 6 i < Ne(logN)χ . Further, since Ai’s are disjoint from each other,
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we see (from a simple volume consideration) that there exists at least an i0 < Ne
(logN)χ such that
|Ai0 | 6 Ne−(logN)
χ
. (17)
We let τ be the minimal number i0 which satisfies (17). In summary, we have
E ⊆ E ′ △=
⋃
06k<Ne(logN)
χ
(A0,...Ak,B0,...Bk)∈Pk
{τ = k} ∩ {Ai = Ai,Bi = Bi for 0 6 i 6 k} (18)
where Pk contains all (A0, . . . Ak, B0, . . . Bk) such that {τ = k} ∩ {Ai = Ai,Bi = Bi for 0 6 i 6 k} 6= ∅.
In particular, they satisfy the following properties:
• Denote Ik △= ∪ki=0Ai ∪Bk ∪ VαN . Then Ik is a connected set in VβN .
• Denote Ck △= {u : Hm(∞, u; Ik) > 0}. Then Ck ⊆ Ak ∪Bk.
• |Ak| 6 Ne−(logN)χ .
Now we fix any 0 6 k < Ne(logN)
χ
and any (A0, . . . Ak, B0, . . . Bk) ∈ Pk. It is not hard to verify that
(this is indeed obvious in light of the construction of Ai,Bi and Ii via exploration process)
{τ = k} ∩ {Ai = Ai,Bi = Bi for 0 6 i 6 k} ∈ FIk . (19)
Step 2: control the harmonic measure. Since VαN ⊆ Ik ⊆ VβN , we have from Lemma 1 that for
each v ∈ ∂V(1+β)N/2
Hm(v, Ik; Ik ∪ ∂VN ) > Hm(v, ∂VαN ; ∂VαN ∪ ∂VN ) > c3 . (20)
In addition, we have that
{u ∈ Ik : Hm(v, u; Ik ∪ ∂VN ) > 0} = {u ∈ Ik : Hm(∞, u; Ik) > 0} = Ck ⊆ Ak ∪Bk . (21)
By an application of Lemma 2, we get that
Hm(v,Ak; Ik ∪ ∂VN ) = o(logN)−10 . (22)
Combined (20) and (21), it yields that
Hm(v,Bk; Ik ∪ ∂VN ) > c3 − o(logN)−10 . (23)
Step 3: use Markov field property of GFF. Conditioned on FIk , the field {ηN,v : v ∈ VN \ Ik} is
again distributed as a GFF. In particular, for each v ∈ ∂V(1+β)N/2, we have
E(ηN,v | FIk) =
∑
u∈Ik
Hm(v, u; Ik ∪ ∂VN ) · ηN,u . (24)
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Now on the event {τ = k} ∩ {Ai = Ai,Bi = Bi for 0 6 i 6 k}, we have by definition that ηN,u > λ for
all u ∈ Bk, so we can derive from (24) that
E(ηN,v | FIk) =
∑
u∈Ik
Hm(v, u; Ik ∪ ∂VN ) · ηN,u
=
∑
u∈Ak
Hm(v, u; Ik ∪ ∂VN ) · ηN,u +
∑
u∈Bk
Hm(v, u; Ik ∪ ∂VN ) · ηN,u
> (c3 − o((logN)−10))λ − o((logN)−10) sup
u∈VN
|ηN,u| ,
where in the last inequality we used (22) and (23). Define Λbad = {supu∈VN |ηN,u| > 100 logN}. By a
straightforward computation, we have
P(Λbad) 6 N
−20 . (25)
We can assume without loss that Λbad does not occur. To be precise, for sufficiently large N , on the
event {τ = k} ∩ {Ai = Ai,Bi = Bi for 0 6 i 6 k} \ Λbad, we have
E(ηN,v | FIk) > 9c3λ/10 .
Recall the definition of X in (7). Then on the same event, we have E(X | FIk) > 9c3λ/10 and Var(X |
FIk) 6 VarX 6 c4. Thus (still on the same event),
P(X > c3λ/2 | FIk) > 1− P(Z(c4) > 2c3λ/5) ,
where Z(c4) is a mean zero Gaussian variable with variance c4. By (19), this gives
P(X > c3λ/2, τ = k,Ai = Ai,Bi = Bi for 0 6 i 6 k)
= E(P(X > c3λ/2 | FIk)1{τ=k}∩{Ai=Ai,Bi=Bi for 06i6k})
> (1 − P(Z(c4) > 2c3λ/5))P({τ = k} ∩ {Ai = Ai,Bi = Bi for 0 6 i 6 k} \ Λbad) .
Summing this over all 0 6 k < Ne(logN)
χ
and all (A0, . . . Ak, B0, . . . Bk) ∈ Pk and using (18), we have
P(X > c3λ/2) > (1− P(Z(c4) > 2c3λ/5))P(E ′ \ Λbad) .
Therefore,
P(E) 6 P(E ′) 6 P(E ′ \ Λbad) + P(Λbad)
6
P(X > c3λ/2)
1− P(Z(c4) > 2c3λ/5) + P(Λbad)
6
P(Z(c4) > c3λ/2)
1− P(Z(c4) > 2c3λ/5) + P(Λbad) .
Combined with (25), this completes the proof of Theorem 1. ⊓⊔
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3. Percolation of the continuous loop soup
In this section we prove an analogous result to Theorem 2 for the continuous loop soups defined on the
metric graph of GN = (VN , EN ) at critical intensity 1/2. The result in this section will not be used in
the derivation of Theorem 2 in Section 4. However, our proof method of Theorem 2 is hugely inspired by
the consideration of the continuous loop soup. Therefore, we include the present section, with the hope
of conveying the source of insight.
The continuous loop soup as well as the Gaussian free field on the metric graph were considered in
[34]. We follow the setup and definitions there. We let G˜N be the metric graph (or the cable system) of GN
where each edge in G˜N has length 12 . On G˜N we can define a standard Brownian motion BG˜N , so that BG˜N
when restricted to VN is the same as the aforementioned continuous-time sub-Markovian jump process
(Xt). Let GG˜N (u, v) be the Green’s function of B
G˜N , so that for u, v ∈ VN , GG˜N (u, v) = 14GVN (u, v),
the Green’s function of (Xt). Let {η˜N,v : v ∈ G˜N} be the Gaussian free field on G˜N with covariance
function GG˜N (u, v). Then the restriction of {η˜N,v : v ∈ G˜N} to VN is the same as the Gaussian free field
{ηN,v : v ∈ VN}. Moreover, {η˜N,v : v ∈ G˜N} can be obtained from {ηN,v : v ∈ VN} by (for each edge
e = (u, v)) independently sampling a variance 2 Brownian bridge of length 12 with values ηN,u and ηN,v
at the endpoints. In particular, as shown in [34] {η˜N,v : v ∈ G˜N} has a continuous realization.
Now we can associate to BG˜N a measure µ˜N on continuous loops in G˜N , and for each α > 0 consider
the continuous loop soup L˜α,N which is a Poisson point process with intensity αµ˜N . The loops of L˜α,N
may be partitioned into clusters. For u, v ∈ G˜N , we define the chemical distance of L˜α,N between u and
v by (below |γ| is the length of the path γ)
DL˜α,N (u, v) = minγ
|γ| ,
where the minimum is over all path γ ⊆ G˜N joining u and v that stays within a cluster of L˜α,N .
Theorem 5. For any 0 < α < β < 1 and χ > 1/2, there exists a constant c > 0 such that for all N
P(DL˜1/2,N (∂VαN , ∂VβN ) 6 Ne
(logN)χ) > c .
Remark 4. We expect that P(DL˜1/2,N (∂VαN , ∂VβN ) <∞) is strictly less than 1; see Remark 1.
By [34, Proposition 2.1], there is a coupling between L˜1/2,N and a continuous version of {η˜N,v : v ∈ G˜N}
such that the clusters of loops of L˜1/2,N are exactly the sign clusters of {η˜N,v : v ∈ G˜N}. In light of this,
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define for u 6= v
Dη˜N (u, v) = min
γ
|γ| ,
where the minimum is over all path γ ⊆ G˜N joining u and v such that η˜N,γ (including u and v)
are of the same sign (strictly plus or minus). We continue to use the convention that Dη˜N (A,B) =
minu∈A,v∈B Dη˜N (u, v) for A,B ⊆ G˜N , and the convention that min ∅ =∞. In order to prove Theorem 5,
it suffices to prove the following proposition.
Proposition 6 For any 0 < α < β < 1, χ > 1/2, there exists a constant c > 0 such that for all N
P(Dη˜N (∂VαN , ∂VβN ) 6 Ne
(logN)χ) > c .
The following lemma will be useful in the proof of Proposition 6.
Lemma 3. There exists a constant c11 > 0 which depends on α and β such that
1
4
1
|∂V(1+β)N/2|2
(
∑
u,v∈∂V(1+β)N/2
GVN (u, v)−
∑
u,v∈∂V(1+β)N/2
GVN\VαN (u, v)) > c11 . (26)
Proof. We consider two scenarios where in scenario (1) we kill the random walk upon hitting ∂VN and in
scenario (2) we kill the random walk upon hitting ∂VαN ∪∂VN . For any u ∈ ∂V(1+β)N/2, we will compare
the expected number of visits to ∂V(1+β)N/2 of a simple random walk started at u in these two scenarios.
On the event E that it hits ∂VN before ∂VαN , it will visit ∂V(1+β)N/2 the same number of times in both
scenarios (1) and (2). On the complement of E (i.e. it hits ∂VαN before ∂VN ), however, it will come
back to some w ∈ ∂V(1+β)N/2, and will then (conditionally in expectation) visit ∂V(1+β)N/2 for exactly∑
v∈∂V(1+β)N/2 GVN (w, v) more times in scenario (1) than in scenario (2). Since we have a uniform lower
bound of
∑
v∈∂V(1+β)N/2 GVN (w, v) (by (5)) and that P(E
c) > c3 by Lemma 1, we see that
∑
v∈∂V(1+β)N/2
GVN (u, v)−
∑
v∈∂V(1+β)N/2
GVN\VαN (u, v) > c3c2|∂V(1+β)N/2| ,
and (26) follows by summing this over all u ∈ ∂V(1+β)N/2. ⊓⊔
For a connected set K ⊆ G˜N , let TK∪∂VN be the first time the Brownian motion BG˜N hits the closure
of K ∪ ∂VN . It is clear that BG˜NTK∪∂VN can only take finitely many values u in the closure of K ∪ ∂VN
regardless of the starting point of the Brownian motion. Thus, for any v ∈ G˜N \K and u ∈ G˜N we can
define
H˜m(v, u;K ∪ ∂VN ) △= Pv(BG˜NTK∪∂VN = u)
to be the harmonic measure of BG˜N at u with respect to starting point v and target set K ∪ ∂VN .
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Proof (Proof of Proposition 6). Our proof strategy is highly similar to that of Theorem 1 (and thus the
proof in the present case is presented with slightly less details). One difference in the present case is that
our sign clusters are subgraphs on the metric graph G˜N and thus the boundary points of our clusters
are not necessarily lattice points. Consequently, our definition of the analogue of (16) is slightly more
complicated. For i > 1 we define (note that Dη˜N (v,A) = 0 if v ∈ A)
I˜i = {v ∈ G˜N : Dη˜N (v, G˜αN ) 6 i} ,
A˜i = {v ∈ G˜N : Dη˜N (v, G˜αN ) = i} ,
B˜i = ∂I˜i \ A˜i .
(27)
Here ∂I˜i is the collection of all points v such that any neighborhood of v in G˜N has non-empty intersection
with I˜i but is not a subset of I˜i. We remark that A˜i, B˜i, I˜i in (27) are analogues of Ai,Bi, Ii in (16) —
the tilde in the notation is to emphasize that they are considered as subsets of the metric graph. We also
note that for exposition convenience in (16) we have included Bi in Ii, but in (27) B˜i is on the boundary
of I˜i but is not a subset of I˜i. Note that any point in A˜i is necessarily a lattice point, and that with
probability 1 the GFF values at all lattice points are non-zero (which we assume in what follows for
clarify of exposition) and therefore B˜i = {v ∈ ∂I˜i : η˜N,v = 0} (from our definition, we see that the GFF
values on B˜i are necessarily zero). One may consider an analogous exploration process construction as
for (16), but we omit the details. It is clear from the definition (27) that the following hold as long as
I˜i ∩ ∂VN = ∅:
• I˜i is a connected set in G˜N .
• A˜i’s are disjoint from each other. In addition, VαN ∪∪ij=1A˜j is the set of all the lattice points in I˜i.
• ∂I˜i (the boundary points of I˜i) is a subset of A˜i ∪ B˜i.
• For C˜i △= {u : H˜m(∞, u; I˜i) > 0} we have C˜i ⊆ ∂I˜i ⊆ A˜i ∪ B˜i.
Suppose that the event E △= {Dη˜N (∂VαN , ∂VβN ) > Ne(logN)
χ} occurs, then I˜i must be a subset of
G˜βN for all 0 6 i < Ne(logN)χ . Further, let τ be the minimal number i0 which satisfies
|A˜i0 | 6 Ne−(logN)
χ
.
Then since A˜i’s are disjoint from each other, we have τ < Ne(logN)χ on the event E . Crucially, similar
to (19), we have that for all k > 1 and all {A˜i, B˜i, I˜i : 1 6 i 6 k}
{τ = k} ∩ {A˜i = A˜i, B˜i = B˜i, I˜i = I˜i for 0 6 i 6 k} ∈ FI˜k . (28)
16
In order to verify (28), we can employ the exploration procedure similar to the derivation for (19). Since
in Section 4 we will give a self-contained proof for a strictly stronger result than Theorem 5 (where we will
also give a detailed description for the exploration procedure of slightly more complicated constructions),
we omit the details on the verification of (28).
Conditioned on Fτ △= σ({η˜N,v : v ∈ I˜τ}), by the strong Markov property in [34, Section 3], {η˜N,v :
v ∈ G˜N \ I˜τ} is distributed as a mean zero GFF in G˜N \ I˜τ plus the harmonic extension of η˜N,v from I˜τ
to G˜N \ I˜τ . In particular, on the event E where I˜τ is contained in G˜βN , we have for each v ∈ ∂V(1+β)N/2
E(η˜N,v | Fτ ) =
∑
u∈I˜τ
H˜m(v, u; I˜τ ∪ ∂VN ) · η˜N,u =
∑
u∈C˜τ
H˜m(v, u; I˜τ ∪ ∂VN ) · η˜N,u . (29)
Recall that by definition we have η˜N,u = 0 for all u ∈ B˜τ . Thus
∑
u∈B˜τ
H˜m(v, u; I˜τ ∪ ∂VN ) · η˜N,u = 0 . (30)
We want to show that H˜m(v, A˜τ ; I˜τ ∪∂VN ) is small. Let Dτ = VαN ∪∪τj=1A˜j be the set of all the lattice
points in I˜τ . Then Dτ contains A˜τ and VαN by definition, and it is a connected subgraph of GβN . Since
Dτ is a subset of I˜τ , and the restriction of (the Brownian motion) BG˜N on VN is the same as the simple
random walk on VN , we have
H˜m(v, A˜τ ; I˜τ ∪ ∂VN ) 6 Hm(v, A˜τ ;Dτ ∪ ∂VN ) . (31)
Furthermore, |A˜τ | 6 Ne−(logN)χ . Therefore by Lemma 2, we have
Hm(v, A˜τ ;Dτ ∪ ∂VN ) = o(logN)−10 . (32)
Let Λbad = {supu∈VN |η˜N,u| > 100 logN} be as before. Then on the event E \ Λbad, combining (29),
(30), (31) and (32) gives for each v ∈ ∂V(1+β)N/2 that
E(η˜N,v | Fτ ) = o(logN)−8 .
Therefore (recall the definition of X in (7)),
|E(X | Fτ )| = o(logN)−8 < ε
for some fixed ε > 0 and sufficiently large N . Now
VarX =
1
4
1
|∂V(1+β)N/2|2
∑
u,v∈∂V(1+β)N/2
GVN (u, v)
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and on the event E ,
Var(X | Fτ ) = 1|∂V(1+β)N/2|2
∑
u,v∈∂V(1+β)N/2
GG˜N\I˜τ (u, v)
6
1
4
1
|∂V(1+β)N/2|2
∑
u,v∈∂V(1+β)N/2
GVN\VαN (u, v) .
By Lemma 3 we have VarX − Var(X | Fτ ) > c11 on the event E . Also, recall that VarX 6 c4 by
(8). Now let t = ε + s
√
VarX − c11 where s > 0 is a constant to be chosen later. Since given Fτ , X is
Gaussian, we have on the event E \ Λbad
P(X 6 t | Fτ ) > P(Z(ε,VarX − c11) 6 t) = P(Z 6 s) ,
where Z(ε,VarX−c11) is a Gaussian variable with mean ε and variance VarX−c11, and Z is a standard
Gaussian variable. In addition, we have
P(X 6 t) = P(Z 6
ε+ s
√
VarX − c11√
VarX
) .
Since c11 6 VarX 6 c4, we have 0 6
√
VarX−c11√
VarX
6
√
c4−c11√
c4
< 1, and thus
ε+ s
√
VarX − c11√
VarX
6
ε√
c11
+ s
√
c4 − c11√
c4
6 s(
√
c4−c11√
c4
+ 1
2
)
for a sufficiently large constant s > 0. Therefore (recalling
√
c4−c11√
c4
< 1)
P(E \ Λbad) 6
P(Z 6 ε+s
√
VarX−c11√
VarX
)
P(Z 6 s)
6
P(Z 6 s(
√
c4−c11√
c4
+1
2 ))
P(Z 6 s)
< 1 .
Combined with (25), this completes the proof of the proposition. ⊓⊔
Finally, we remark that by an almost identical proof of Proposition 6, we can prove the next result.
Corollary 7 For all 0 < α < β < 1, χ > 1/2 and λ > 0, there exists a constant c > 0 such that
P(DN,−λ(∂VαN , ∂VβN ) 6 Ne(logN)
χ
) > c for all N > 1 .
4. Percolation of the random walk loop soup
This section is devoted to the proof of Theorem 2, into which the three main proof ingredients (as
discussed in Section 1.2) merge. Recall that as stated in (2), the occupation time field {Lˆv1/2}v∈VN of
L1/2,N has the same law as { 12η2N,v}v∈VN ; and as stated around (3), conditioned on {Lˆv1/2 = ℓv}v∈VN ,
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the graph of L1/2,N has the same law as (1ne>0)e∈EN , where (ne)e∈EN follows the random current model
(see (3)) with parameters βe = 2
√
ℓxℓy on edge e = (x, y).
Recall that each edge of GN = (VN , EN ) has conductance 1. In this section we will consider a graph
G′N = (VN , EN (1) ∪ EN (2)), where we replace each edge e ∈ EN in the graph GN by two multiple
edges e(1) and e(2) and assign conductance 1/8 to e(1) and conductance 7/8 to e(2), and we denote
EN (1) = {e(1) : e ∈ EN} and EN (2) = {e(2) : e ∈ EN}. The graph G′N is equivalent to GN in the sense
that the Gaussian free fields on GN and G′N have the same law.
As in [34], we will consider the Gaussian free field on the metric graph G˜′N of G′N . The metric graph
G˜′N can be obtained from G′N by assigning each edge e(1) ∈ EN (1) length 4 and each edge e(2) ∈ EN (2)
length 4/7. Let BG˜
′
N be a standard Brownian motion on G˜′N , let GG˜′N (u, v) be the Green’s function
of BG˜
′
N , and let {η˜′N,v : v ∈ G˜′N} be a continuous realization of the Gaussian free field on G˜′N with
covariances given by GG˜′N (u, v). The restriction of {η˜
′
N,v : v ∈ G˜′N} to VN is the same as the Gaussian
free field {ηN,v : v ∈ VN}. Moreover, {η˜′N,v : v ∈ G˜′N} can be obtained from {ηN,v : v ∈ VN} by, for each
edge e′ = (x, y) ∈ EN (1) ∪ EN (2), independently sampling a variance 2 Brownian bridge of the same
length as e′ with values ηN,x and ηN,y at the endpoints.
We now describe a coupling between the random walk loop soup cluster L1/2,N and a graphO obtained
from {η˜′N,v : v ∈ G˜′N}. Fix some λ > 0. We say an edge e ∈ EN is open if η˜′N,v > λ for all v ∈ e(1) (which
we denote as η˜′N,e(1) > λ for notation convenience) or η˜
′
N,v < −λ for all v ∈ e(1). Let O be the graph
(seen as a subgraph of GN = (VN , EN )) induced by these open edges.
Lemma 4. For any λ > 2, the graph O is stochastically dominated by L1/2,N . That is to say, we have
(1η˜′
N,e(1)
>λ or η˜′
N,e(1)
<−λ)e∈EN is stochastically dominated by (1ne>0)e∈EN .
Proof. Since { 12 (η˜′N,v)2}v∈VN and {Lˆv1/2}v∈VN both have the same law as { 12η2N,v}v∈VN , we only need to
show the stochastic dominance of O when conditioned on the former, by L1/2,N when conditioned on
the latter (with the same realization).
On one hand, conditioned on {η˜′N,v}v∈VN we see that 1η˜′N,e(1)>λ or η˜′N,e(1)<−λ’s are independent Bernoulli
variables with mean pe’s, where (below (Bt) is a Brownian motion with variance 2 at time 1)
pe =


P(Bt > λ, ∀t ∈ [0, 4] | B0 = η˜′N,x, B4 = η˜′N,y), if η˜′N,x, η˜′N,y > λ ,
P(Bt < −λ, ∀t ∈ [0, 4] | B0 = η˜′N,x, B4 = η˜′N,y), if η˜′N,x, η˜′N,y < −λ ,
0, otherwise.
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In the case when η˜′N,x, η˜
′
N,y > λ (the other case is essentially the same), by the reflection principle we
get that
1− pe = e−
(η˜′N,x+η˜
′
N,y−2λ)
2
16 /e−
(η˜′N,x−η˜
′
N,y)
2
16 = e−
1
4 (η˜
′
N,x−λ)(η˜′N,y−λ) .
Therefore, conditioned on { 12 (η˜′N,v)2 = ℓv}v∈VN , we have (1η˜′N,e(1)>λ or η˜′N,e(1)<−λ)e∈EN is stochastically
dominated by independent Bernoulli’s with mean p′e’s, where
p′e =


1− e− 14 (
√
2ℓx−λ)(
√
2ℓy−λ), if ℓx, ℓy > λ
2
2 ,
0, otherwise.
On the other hand, conditioned on {Lˆv1/2 = ℓv}v∈VN , the graph of L1/2,N has the same law as
(1ne>0)e∈EN , where (ne)e∈EN follows the random current model (as in (3)) with parameters βe = 2
√
ℓxℓy
on edge e = (x, y). Note that if we further condition on the parities of (ne)e∈EN , then n(e)’s are inde-
pendent with distribution F1,βe if n(e) is odd and distribution F2,βe if n(e) is even. Here F1,βe and F2,βe
are both probability distributions on nonnegative integers such that
F1,βe(n) =
(βe)
n
n! sinhβe
for n = 1, 3, 5, . . . and F2,βe(n) =
(βe)
n
n! coshβe
for n = 0, 2, 4, . . .
This implies that, conditioned on {Lˆv1/2 = ℓv}v∈VN and the parities of (ne)e∈EN , 1ne>0’s are independent
Bernoulli variables with mean p′′e ’s, where p
′′
e = 1 if n(e) is odd and p
′′
e = 1 − 1/ coshβe if n(e) is even.
Furthermore, for ℓx, ℓy >
λ2
2 and λ > 2, we have
1/ coshβe 6 2/e
βe = 2/e2
√
ℓxℓy
6 e−
√
ℓxℓy
6 e−
1
4 (
√
2ℓx−λ)(
√
2ℓy−λ) = 1− p′e .
Therefore, conditioned on {Lˆv1/2 = ℓv}v∈VN , we have (1ne>0)e∈EN stochastically dominates independent
Bernoulli’s with mean p′e’s.
Combining the above two parts completes the proof of the lemma. ⊓⊔
Remark 5. It is worth pointing out that for our proof strategy to go through, it suffices as long as the
law of the edge visits conditioned on vertex local times dominates the random current model as in (3)
for βe > c
√
ℓxℓy for some fixed positive constant c (since we can tune the resistance on e(1) and e(2)).
The fact that c = 2 is of no importance to us. This flexibility may be useful when attempting to extend
our proof strategy to some other contexts.
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In light of Lemma 4, define (for > λ, the definition for < −λ is similar)
Dη˜′N ,EN(1),>λ(u, v) = minγ
|γ| ,
where the minimum is over all path γ ⊆ VN ∪ EN (1) ⊆ G˜′N joining u and v such that η˜′N,x > λ for all
x ∈ γ. In order to prove Theorem 2, it suffices to prove the following proposition.
Proposition 8 For any 0 < α < β < 1, there exists a constant c > 0 such that for all N
P(min{Dη˜′N ,EN(1),>λ(∂VαN , ∂VβN ), Dη˜′N ,EN (1),<−λ(∂VαN , ∂VβN )} 6 Ne(logN)
χ
) > c .
For the rigor of proof (when applying e.g., FKG inequality later), we will consider the following discrete
approximation of the metric graph. We let ΠN = (VN ∪ EN (1)) ∩ 1N3Z2 be an N3-discretization of
VN ∪ EN (1), and write H>λ = {v ∈ ΠN : η˜′N,v > λ+ 1/N} and H<−λ = {v ∈ ΠN : η˜′N,v < −λ− 1/N}.
We define for u, v ∈ ΠN
Dη˜′N ,EN (1),>λ,ΠN (u, v) = minγ
|γ| ,
where the minimum is over all path γ ⊆ VN ∪ EN (1) ⊆ G˜′N joining u and v such that γ ∩ΠN ⊆ H>λ.
We define Dη˜′N ,EN (1),<−λ,ΠN similarly. Analogous to (27), we define for i > 1 (since the notation in this
section is already complicated, we drop the tilde for notation convenience)
I>λi = {v ∈ ΠN \ G˜αN : Dη˜′N ,EN (1),>λ,ΠN (v, ∂VαN ∩H>λ) 6 i} ,
A>λi = {v ∈ VN \ VαN : Dη˜′N ,EN (1),>λ,ΠN (v, ∂VαN ∩H>λ) = i} ,
B=λi = {v ∈ ΠN \ (I>λi ∪ G˜αN ) : v has ℓ1-distance precisely 1/N3 from some u ∈ I>λi \ A>λi } ,
B0 = {v ∈ ∂VαN : |η˜′N,v| 6 λ+
1
N
} .
(33)
We note that in definitions of (33), we excluded the interior of G˜αN for convenience of later analysis. We
also consider an analogous definition for the version of I<−λi ,A<−λi ,B=−λi . One can then verify that the
sets of A>λi ,B=λi , I>λi as in (33) (similar for the version of < −λ) can be constructed by the following
exploration procedure.
Exploration procedure. Initially we set
I>λ0 = A>λ0 = ∂VαN ∩H>λ, I<−λ0 = A<−λ0 = ∂VαN ∩H<−λ , B=λ0 = B=−λ0 = ∅ . (34)
For i = 0, 1, 2, . . ., we run the exploration procedure inductively as follows:
• If A>λi = ∅, stop the exploration procedure and set A>λj+1 = ∅, B=λj+1 = B=λi and I>λj+1 = I>λi for all
j > i.
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• If A>λi 6= ∅, then for each v ∈ A>λi and every edge e(1) = (v, u) ∈ EN (1) incident to v, if u ∈ VN \VαN
and e(1) ∩ΠN is not contained in I>λi , we explore from v along e(1) to u (note that we only explore
vertices in ΠN ) until we reach a point w ∈ ΠN with η˜′N,w 6 λ+ 1N . If no such w is encountered, then
we will explore all e(1) ∩ΠN including u.
• Let I>λi+1 be the union of I>λi and all vertices explored in previous step with GFF values > λ+ 1/N ;
let B=λi+1 be the union of B=λi and all explored vertices in previous step with GFF value 6 λ + 1/N
(i.e., all the corresponding w’s); let A>λi+1 be the union of all lattice points which are explored in the
previous step with GFF value > λ+ 1/N and furthermore are not in ∪ij=0A>λj .
We employ a similar procedure for the version of < −λ.
Proof (Proof of Proposition 8). We will first describe an overview of the proof of the proposition, which
consists of three steps. In Step 1, we decompose the event that the distance between the two boundaries
is large into a disjoint union of events (see (39)), where each event corresponds to some constraints of
the GFF values in a certain region (see (40)). In Step 2, we will show that under the conditioning of
the events obtained in Step 1, the conditional law of our “observable” (see (42)) can be controlled: its
mean is shifted by at most a constant (see (45)) while its variance is decreased by at least some positive
constant (see (47)). We remark that in this step Makarov’s theorem (see (44)) and entropic repulsion
type of arguments (see Lemma 5) are employed. In Step 3, we show that the union of the events obtained
in Step 1 cannot occur with probability 1, since (as we will show) the law of a Gaussian variable (our
observable) cannot be a mixture of Gaussians with bounded shifts on the mean and non-trivial reduction
on the variance.
Step 1. Decomposition of the event. Let Λbad = {supv∈VN |η˜′N,v| > 100 logN} be as before. Define
Λc = {|η˜′N,u − η˜′N,v| 6
1
N
, ∀e(1) ∈ EN (1) and u, v ∈ e(1) such that |u− v| 6 1
N3
} . (35)
Since conditioned on {η˜′N,v : v ∈ VN}, we have {η˜′N,e(1) : e(1) = (x, y) ∈ EN (1)} are independent variance
2 Brownian bridges (which are Ho¨lder continuous of any order less than 1/2) of length 4 with values η˜′N,x
and η˜′N,y at the endpoints, we see that
P(Λc) > P(Λ
c
bad)(1 − oN (1)) = 1− oN (1) . (36)
Denote
E △= {min{Dη˜′N ,EN(1),>λ(∂VαN , ∂VβN ), Dη˜′N ,EN (1),<−λ(∂VαN , ∂VβN )} > Ne(logN)
χ} .
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Suppose that both events E and Λc occur, then by (35) we must have that I>λi and I<−λi are both disjoint
from VN \VβN for all 0 6 i < Ne(logN)χ . Further, since all of the A>λi and A<−λi where 0 6 i < Ne(logN)
χ
are disjoint from each other, we see that there exists at least an i0 < Ne
(logN)χ such that
|A>λi0 ∪A<−λi0 | 6 Ne−(logN)
χ
. (37)
Moreover (still on the event E ∩ Λc), for all 1 6 i < Ne(logN)χ , we have by (35) again
λ < η˜′N,v 6 λ+
1
N
for all v ∈ B=λi and − λ−
1
N
6 η˜′N,v < −λ for all v ∈ B=−λi .
We claim that for any k > 0, from I>λk = I>λk and I<−λk = I<−λk we can determine (uniquely) the sets
A>λi ,A<−λi ,B=λi ,B=−λi for all 1 6 i 6 k as well as B0. This is because Dη˜′N ,EN (1),>λ,ΠN (v, ∂VαN ∩H>λ)
for v ∈ I>λk is the same as the graph distance on I>λk between v and ∂VαN∩H>λ, and thus I>λi for 0 6 i 6
k can be determined (similar for the version of < −λ) and therefore all the other sets can be determined
(see (33)). We denote A>λi ,A<−λi ,B=λi ,B=−λi for all 1 6 i 6 k and B0 as A>λi , A<−λi , B=λi , B=−λi for
all 1 6 i 6 k and B0, respectively — they are all functions of I
>λ
k and I
<−λ
k . We let Pk denote all
(I>λk , I
<−λ
k ) such that I
>λ
k and I
<−λ
k are both disjoint from VN \ VβN and are feasible realizations of
I>λk and I<−λk , and such that
min{i0 : |A>λi0 ∪ A<−λi0 | 6 Ne−(logN)
χ} = k . (38)
Denote Exploredk
△
= B0 ∪B=λk ∪B=−λk ∪ I>λk ∪ I<−λk . By our exploration procedure perspective of (33),
we have
{I>λk = I>λk , I<−λk = I<−λk } ∈ FExploredk = σ({η˜′N,v : v ∈ Exploredk}) .
In summary of the discussions above, we have
E ∩ Λc ⊆
⋃
06k<Ne(logN)
χ
(I>λk ,I
<−λ
k )∈Pk
EI>λk ,I<−λk (39)
where
EI>λk ,I<−λk = {η˜
′
N,v > λ+
1
N
for all v ∈ I>λk , η˜′N,v < −λ−
1
N
for all v ∈ I<−λk ,
λ < η˜′N,v 6 λ+
1
N
for all v ∈ B=λk , −λ−
1
N
6 η˜′N,v < −λ for all v ∈ B=−λk ,
|η˜′N,v| 6 λ+
1
N
for all v ∈ B0} . (40)
Step 2: Influence on our observable from the conditioning. Note that the event EI>λk ,I<−λk is
FExploredk -measurable. Conditioned on FExploredk , the field {η˜′N,u : u ∈ G˜′N \ Exploredk} is distributed
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as a GFF with boundary condition {η˜′N,v : v ∈ Exploredk} and zero on ∂VN . In particular, for each
u ∈ ∂V(1+β)N/2, we have
E(η˜′N,u | FExploredk) =
∑
v∈Exploredk
H˜m
′
(u, v; Exploredk ∪ ∂VN ) · η˜′N,v . (41)
Here H˜m
′
(u, v;K) denotes the harmonic measure of BG˜
′
N at v with respect to starting point u and target
set K.
From our exploration procedure, we know that for any u ∈ ∂V(1+β)N/2, we have {v ∈ Exploredk :
H˜m
′
(u, v; Exploredk ∪ ∂VN ) 6= 0} ⊆ J1 ∪ J2 ∪ J3 ∪ J4, which can be described as follows.
• J1 = B0.
• J2 = B=λk ∪B=−λk .
• For each v ∈ J3, we have v ∈ A>λi (or v ∈ A<−λi respectively) for some 0 6 i 6 k − 1, and on an
edge e(1) = (v, v′) ∈ EN (1) there is a w ∈ B=λi+1 ⊆ B=λk (or w ∈ B=−λi+1 respectively). In particular,
each v ∈ J3 must satisfy that v ∈ VN and that v has Euclidean distance less than 1 to a point w ∈ J2.
• J4 = A>λk ∪ A<−λk .
Define
X =
1
|∂V(1+β)N/2|
∑
u∈∂V(1+β)N/2
η˜′N,u . (42)
Note that the preceding definition of X is consistent with that of (7), since {η˜′N,u : u ∈ VN} has the
same law as {ηN,u : u ∈ VN}. Further define
X1 =
1
|∂V(1+β)N/2|
∑
u∈∂V(1+β)N/2
∑
v∈J1
H˜m
′
(u, v; Exploredk ∪ ∂VN ) · η˜′N,v ,
X2 =
1
|∂V(1+β)N/2|
∑
u∈∂V(1+β)N/2
∑
v∈J2
H˜m
′
(u, v; Exploredk ∪ ∂VN ) · η˜′N,v ,
X3 =
1
|∂V(1+β)N/2|
∑
u∈∂V(1+β)N/2
∑
v∈J3
H˜m
′
(u, v; Exploredk ∪ ∂VN ) · η˜′N,v ,
X4 =
1
|∂V(1+β)N/2|
∑
u∈∂V(1+β)N/2
∑
v∈J4
H˜m
′
(u, v; Exploredk ∪ ∂VN ) · η˜′N,v .
Then by (41), we have
E(X | FExploredk) = X1 +X2 +X3 +X4 .
It is clear that |X1| 6 λ + 1N and |X2| 6 λ + 1N always hold. Let Dk = (∪ki=0A>λi ) ∪ (∪ki=0A<−λi ) ∪ B0
be the set of all the lattice points in Exploredk (so Dk ⊇ ∂VαN and Dk is connected). Then J4 ⊆ Dk ⊆
Exploredk, so that
H˜m
′
(u, J4; Exploredk ∪ ∂VN ) 6 H˜m
′
(u, J4;Dk ∪ ∂VN ) . (43)
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Since |J4| 6 Ne−(logN)χ by (38), we deduce from Lemma 2 that (recall Dk ⊇ ∂VαN and Dk is connected)
H˜m
′
(u, J4;Dk ∪ ∂VN ) = Hm(u, J4;Dk ∪ ∂VN ) 6 Hm(u, J4;Dk) = o(logN)−10 , (44)
and therefore H˜m
′
(u, J4; Exploredk∪∂VN ) = o(logN)−10. Recall that Λbad = {supv∈VN |η˜′N,v| > 100 logN}.
Then if the event Λbad does not occur, we have |X4| = o(logN)−8.
It now remains to control X3 on the event EI>λk ,I<−λk . We will show in Lemma 5 below that there
exists a FExploredk -measurable event E ′I>λk ,I<−λk ⊆ EI>λk ,I<−λk such that
E(X | FExploredk) 6 ∆ on the event E ′I>λk ,I<−λk \ Λbad , (45)
where ∆ > 0 is a constant depending only on λ and moreover
P(E ′
I>λk ,I
<−λ
k
) > (1− oN (1))P(EI>λk ,I<−λk ) . (46)
In addition, recall that VarX 6 c4 by (8) and note that on the event E ′I>λ
k
,I<−λ
k
\ Λbad, by (26) we have
VarX −Var(X | FExploredk) > c11 > 0 . (47)
Step 3: Gaussian v.s. a mixture of Gaussians. Let t = ∆+ s
√
VarX − c11 for s > 0. Then on the
event E ′
I>λk ,I
<−λ
k
\ Λbad, we have
P(X 6 t | FExploredk) > P(Z(∆,VarX − c11) 6 t) = P(Z 6 s) ,
where Z(∆,VarX − c11) is a Gaussian variable with mean ∆ and variance VarX − c11, and Z is a
standard Gaussian variable. Therefore (since E ′
I>λk ,I
<−λ
k
is FExploredk -measurable)
P(X 6 t, E ′
I>λk ,I
<−λ
k
) = E(P(X 6 t | FExploredk)1E′
I>λ
k
,I
<−λ
k
) > P(Z 6 s)P(E ′
I>λk ,I
<−λ
k
\ Λbad) .
Summing this over all 0 6 k < Ne(logN)
χ
and all (I>λk , I
<−λ
k ) ∈ Pk, we have
P(X 6 t) > P(Z 6 s)P((
⋃
06k<Ne(logN)
χ
(I>λk ,I
<−λ
k )∈Pk
E ′
I>λk ,I
<−λ
k
) \ Λbad) .
Therefore, for a sufficiently large constant s > 0 and a constant c′ > 0, we have
P(
⋃
06k<Ne(logN)
χ
(I>λk ,I
<−λ
k )∈Pk
E ′
I>λk ,I
<−λ
k
) 6
P(X 6 t)
P(Z 6 s)
+ P(Λbad) 6 1− c′ .
Combined with (46), (39) and (36), this gives us the result of the proposition. ⊓⊔
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Lemma 5. There exists a FExploredk-measurable event E ′I>λk ,I<−λk ⊆ EI>λk ,I<−λk such that (45) and (46)
hold.
Proof. The proof of Lemma 5 constitutes the rest of the paper. To this end, we consider any fixed
numbers {xN,v}v∈B0∪B=λk ∪B=−λk such that
|xN,v| 6 λ+ 1
N
for all v ∈ B0, λ < xN,v 6 λ+ 1
N
for all v ∈ B=λk ,
−λ− 1
N
6 xN,v < −λ for all v ∈ B=−λk .
We define three events H=, H+, H− as follows:
• H= = {η˜′N,v = xN,v for all v ∈ B0 ∪B=λk ∪B=−λk };
• H+ = {η˜′N,v > λ+ 1N for all v ∈ I>λk };
• H− = {η˜′N,v < −λ− 1N for all v ∈ I<−λk }.
We will show in Lemmas 6 and 8 below that conditioned on H= ∩H− ∩H+, we have
(a) E(X3 | H=, H+, H−) 6 λ+ 1N + C0 where C0 is a constant;
(b) Var(X3 | H=, H+, H−) = oN (1) (where we use oN (1) to denote a quantity that only depends on N
and tends to 0 as N →∞).
As a corollary of (a) and (b), conditioned on {H=, H+, H−}, we have X3 itself is bounded from above
by λ+ C0 + 1 with probability (1− oN (1)). By integrating over all {xN,v}v∈B0∪B=λk ∪B=−λk , we conclude
the proof of the lemma. ⊓⊔
It remains to prove (a) and (b), which are incorporated in Lemmas 6 and 8 below.
Lemma 6. There exists a constant C0 > 0 such that for any v ∈ J3, we have
E(η˜′N,v | H=, H+, H−) 6 λ+
1
N
+ C0 .
Before proving Lemma 6, we first prove a technical lemma on the existence of a certain harmonic function,
which follows from a modification of a standard result. For any w ∈ G˜′N , we say a function f is harmonic
on G˜′N \ (∂VN ∪ {w}) if the restriction of f on VN ∪ {w} (i.e., f(u) restricted on u ∈ VN ∪ {w}) is
harmonic on the discrete graph (VN ∪ {w}, E′N,w) except at w and ∂VN , and f is linear on each segment
e′ ∈ E′N,w, where E′N,w = {e′ : e′ ∈ EN (1)∪EN (2) and w /∈ e′}∪{(v, w), (w, v′)}. We remark that in our
application w is given in the definition of J3 (in Step 2 of the proof for Proposition 8), and our intuition
is that two nearby points cannot take GFF values that are too different from each other (even under the
conditioning of reasonable events). This intuition is reflected partly in (48) below.
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Lemma 7. For any w ∈ G˜′N and any constants C,C1 > 0 that can be taken to be arbitrarily large, there
exists a function f defined on G˜′N such that f is harmonic on G˜′N \ ({w} ∪ ∂VN ). In addition,
|f(u)− C log(|u − w|+ 2)− C1| 6 L(C) for all u ∈ G˜′N , (48)
where L(C) depends only on C. In particular, we take C1 > L(C) so that f(u) > 0 for all u ∈ G˜′N .
Proof. By [21, (B17)] or [30, Theorem 4.4.4], there exist a function g defined on Z2 and absolute constants
C,C′1 > 0 that can be taken to be arbitrarily large, such that g is harmonic on Z
2 \ {(0, 0)} and
|g(u)− C log(|u|+ 2)− C′1| 6 L′(C) for all u ∈ Z2 (where L′(C) is a function that only depends on C)
— in fact, the function g is a multiple of the potential kernel for the simple random walk on Z2. Now let
us define for u ∈ G˜′N
f(u) =


|v′ − w|g(u − v) + |v − w|g(u− v′), if u ∈ VN ,
f(w), if u = w ,
linear interpolation between f(x) and f(y), if u ∈ e′ = (x, y) ∈ E′N,w ,
where
f(w) = (|v−w|2 + |v′ −w|2)g((0, 0))− 8|v−w||v′ −w|Dg((0, 0)) + |v−w||v′ −w|(g(v′ − v) + g(v − v′))
and
Dg((0, 0)) = g((0, 1)) + g((0,−1)) + g((1, 0)) + g((−1, 0))− 4g((0, 0)) .
Then by definition, f(u) is clearly harmonic on G˜′N \ ({v, v′, w} ∪ ∂VN ). To show that it is also harmonic
at v and v′, we have to verify that
(3 +
7
8
+
1
8|v − w| )f(v) =
3∑
i=1
f(vi) +
7
8
f(v′) +
1
8|v − w|f(w)
and
(3 +
7
8
+
1
8|v′ − w| )f(v
′) =
3∑
i=1
f(v′i) +
7
8
f(v) +
1
8|v′ − w|f(w)
where v1, v2, v3 ∈ VN are the three neighbors of v other than v′, and v′1, v′2, v′3 ∈ VN are the three
neighbors of v′ other than v. We give the details for verification of the first identity (the second one is
similar) as follows:
3∑
i=1
f(vi) +
7
8
f(v′) +
1
8|v − w|f(w)
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=3∑
i=1
(|v′ − w|g(vi − v) + |v − w|g(vi − v′)) + 7
8
(|v′ − w|g(v′ − v) + |v − w|g((0, 0))) + 1
8|v − w|f(w)
= |v′ − w|(Dg((0, 0)) + 4g((0, 0))− g(v′ − v)) + |v − w|(4g(v − v′)− g((0, 0)))
+
7
8
(|v′ − w|g(v′ − v) + |v − w|g((0, 0))) + 1
8|v − w|f(w)
= (3 +
7
8
+
1
8|v − w| )(|v
′ − w|g((0, 0)) + |v − w|g(v − v′))
= (3 +
7
8
+
1
8|v − w| )f(v) ,
where the penultimate equality follows by comparing the coefficients of g((0, 0)), Dg((0, 0)), g(v′ − v)
and g(v − v′). For completeness, we record the detailed computations on these coefficients here:
g((0, 0)) : 4|v′ − w| + 1
8|v − w| |v
′ − w|2 − (3 + 7
8
+
1
8|v − w| )|v
′ − w|
= |v′ − w|(4 + 1− |v − w|
8|v − w| − (3 +
7
8
+
1
8|v − w| )) = 0
and − |v − w|+ 7
8
|v − w|+ 1
8|v − w| |v − w|
2 = 0 ;
Dg((0, 0)) : |v′ − w|+ 1
8|v − w| (−8|v − w||v
′ − w|) = 0 ;
g(v′ − v) : −|v′ − w|+ 7
8
|v′ − w|+ 1
8|v − w| |v − w||v
′ − w| = 0 ;
g(v − v′) : 4|v − w|+ 1
8|v − w| |v − w||v
′ − w| − (3 + 7
8
+
1
8|v − w| )|v − w|
= |v − w|(4 + 1− |v − w|
8|v − w| − (3 +
7
8
+
1
8|v − w| )) = 0 .
Therefore we completed the verification that f(u) is harmonic on G˜′N \ {w}, and (48) follows easily from
our definition of f(u). ⊓⊔
Proof (Proof of Lemma 6). If for some 0 6 i 6 k − 1, v ∈ A<−λi , then clearly we have E(η˜′N,v |
H=, H+, H−) 6 −λ− 1N 6 λ+ 1N +C0. So in what follows we assume that (recall the definition of J3 in
Step 2 of the proof for Proposition 8) for some 0 6 i 6 k−1, v ∈ A>λi and there exists a w ∈ B=λi+1 ⊆ B=λk
on an edge e(1) = (v, v′) ∈ EN (1) — in later analysis w will serve as a point where the value of the GFF
is pinned (see (49)), and since v is close to w this intuitively implies that the GFF value at v cannot
be too large. The type of argument in what follows is known as the entropic repulsion estimates in the
presence of a hard wall [21,4]. Our context is close to [21] with some slight complication, and our proof
essentially follows from the same line of arguments.
By Lemma 7, there exists a positive function f (which we choose) defined on G˜′N such that f is
harmonic on G˜′N \ ({w} ∪ ∂VN ) and (48) holds. We now claim that
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E(η˜′N,v | H=, H+, H−) 6 E(η˜′N+2,v | η˜′N+2,w = f(w) + λ+
1
N
, η˜′N+2,u = f(u) + λ+
1
N
∀u ∈ ∂VN ,
η˜′N+2,u > λ+
1
N
∀u ∈ ΠN \ {w}) . (49)
We remark that on the right hand side of (49), we considered {η˜′N+2,·} for the reason that formally the
process {η˜′N,·} takes value 0 on ∂VN and thus we are not allowed to condition on non-zero values on ∂VN
for {η˜′N,·}. We further note that the law of {η˜′N+2,v : v ∈ G′N} under the conditioning of η˜′N+2,v = 0 for
v ∈ ∂VN is the same as the law of {η˜′N,v : v ∈ G′N}. In order to show (49), we follow [24, Appendix B.1].
We let µ be the law of {η˜′N+2,u : u ∈ ΠN} and we see that µ has density µ( dr) = exp(−H(r)) dr (here
r = (ru)u∈ΠN denotes a general |ΠN | dimensional vector) such that for every r, r′ ∈ R|ΠN |
H(r ∨ r′) +H(r ∧ r′) 6 H(r) +H(r′) ,
where ∨ and ∧ are intended coordinate by coordinate. For q > 0, we define
U (q)(t) =


qt4, if t < 0
0, if t > 0
, V (q)(t) =


0, if t < 0
qt4, if t > 0
, W (q)(t) = qt4 (50)
and
µ
(q)
1 ( dr) ∝ exp(−
∑
u∈B0∪(∪ki=1B=λi )∪(∪ki=1B=−λi )
W (q)(ru − xN,u)−
∑
u∈I>λk
U (q)(ru − λ− 1
N
)
−
∑
u∈I<−λk
V (q)(ru + λ+
1
N
)−
∑
u∈∂VN
W (q)(ru))µ( dr) ,
µ
(q)
2 ( dr) ∝ exp(−
∑
u∈{w}∪∂VN
W (q)(ru − f(u)− λ− 1
N
)−
∑
u∈ΠN\{w}
U (q)(ru − λ− 1
N
))µ( dr) .
It is not hard to verify that for any real numbers t0 < t1 and any pair of functions
(h1(t), h2(t)) ∈ {(W (q)(t− t0),W (q)(t− t1)), (W (q)(t− t0), U (q)(t− t0)), (V (q)(t− t0), U (q)(t− t0)),
(0, U (q)(t− t0)), (U (q)(t− t0), U (q)(t− t1))} ,
we have for every t, t′ ∈ R,
h2(t ∨ t′) + h1(t ∧ t′) 6 h2(t) + h1(t′) ,
and therefore for any q > 0, it follows from [42] (see also [24, Appendix B.1]) that µ
(q)
1 is stochastically
smaller than µ
(q)
2 (µ
(q)
1 ≺ µ(q)2 ), i.e., for any increasing function F one has µ(q)1 (F ) 6 µ(q)2 (F ). As q →∞,
µ
(q)
1 and µ
(q)
2 will converge weakly to the conditional laws on the left and right hand sides of (49),
respectively. Therefore (49) is verified.
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Clearly, the right hand side of (49) equals
λ+
1
N
+ Eη˜′N+2,w=f(w), η˜′N+2,u=f(u) ∀u∈∂VN (η˜
′
N+2,v | η˜′N+2,u > 0 for all u ∈ ΠN \ {w}) .
Denote by M the boundary condition η˜′N+2,w = f(w), η˜
′
N+2,u = f(u) ∀u ∈ ∂VN . Now under M , for
any u ∈ G˜′N , we have η˜′N+2,u is Gaussian with mean EM (η˜′N+2,u) = f(u) and variance VarM (η˜′N+2,u) =
GG˜′N\{w}(u, u). It is well known that there exists a constant C2 > 0 such that GVN\{v}(u, u) 6 C2 log(|u−
v|+ 2) for all u ∈ VN . Therefore we have for all u ∈ VN ,
VarM (η˜
′
N+2,u) = GG˜′N\{w}(u, u) 6 32(1 +GVN\{v}(u, u)) 6 32(1 + C2 log(|u− v|+ 2)) . (51)
In particular, for u = v we have the following bound (using (48) and (51))
EM (η˜
′
N+2,v1η˜′N+2,u>0 for all u∈ΠN\{w}) 6 EM (|η˜′N+2,v|) 6 C3 , (52)
where C3 is a positive constant which only depends on C and C1.
It now remains to bound PM (η˜
′
N+2,u > 0 for all u ∈ ΠN \ {w}) from below. We will do this by giving
a lower bound of PM (η˜
′
N+2,u > 0 for all u ∈ G˜′N \ {w}). First, by a union bound over all u ∈ VN and
using the bounds in (48) and (51), we have (first take C, then C1 to be sufficiently large)
PM (η˜
′
N+2,u > f(u)/2 for all u ∈ VN ) > 1/2 . (53)
Conditioned on the values η˜′N+2,u for all u ∈ VN , for each segment e′ = (x, y) ∈ E′N,w, we have (here
d(x, y) denotes the distance between x and y in the metric graph G˜′N )
P(η˜′N+2,u = 0 for some u ∈ e′ |M,FVN ) = e−η˜
′
N+2,xη˜
′
N+2,y· 1d(x,y) 6 e−
1
16 f(x)f(y)
on the event {η˜′N+2,u > f(u)/2 for all u ∈ VN}. By another union bound over all segments e′ ∈ E′N,w
and using (48), we have on the same event (recall that C is large),
P(η˜′N+2,u > 0 for all u ∈ e′ and all e′ ∈ E′N,w |M,FVN ) > 1/2 . (54)
Combining (53) and (54) we have PM (η˜
′
N+2,u > 0 for all u ∈ G˜′N \ {w}) > 1/4, and therefore
PM (η˜
′
N+2,u > 0 for all u ∈ ΠN \ {w}) > 1/4 . (55)
Combining (49), (52) and (55), we can complete the proof of the lemma by choosing C0 = 4C3. ⊓⊔
Lemma 8. There exists a constant C4 > 0 such that
Var(X3 | H=, H+, H−) 6 C4/ logN .
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Proof. We first claim that
Var(X3 | H=, H+, H−) 6 Var(X3 | H=) = Var(X3 | FJ1∪J2) . (56)
To show this, we use the Brascamp-Lieb inequality [5] (see also [24, Appendix B.2]). Denote by µ the
law of Z where Z is distributed as {η˜′N,u : u ∈ ΠN \ (J1 ∪ J2)} conditioned on H=. Then Z is a finite
dimensional Gaussian vector. Let m and A be its mean vector and covariance matrix, respectively. The
density of µ is of the form µ( dr) ∝ exp(− 12 (r−m) ·A−1(r−m)) dr. For any q > 0, consider the measure
µ(q)( dr) ∝ exp(−
∑
u∈I>λk
U (q)(ru − λ− 1
N
)−
∑
u∈I<−λk
V (q)(ru + λ+
1
N
))µ( dr) ,
where U (q) and V (q) are as defined in (50). Since the second order derivatives of U (q) and V (q) are
both nonnegative, we see that the density of µ(q) is of the form µ(q)( dr) = exp(−H(r)) dr where
infr Hess(H)(r) >
1
2A
−1. Therefore, by the Brascamp-Lieb inequality, for the random vector Y (q) ∼ µ(q)
and for every l ∈ R|ΠN\(J1∪J2)|, we have Var(l · Y (q)) 6 Var(l · Z). Since as q →∞, the law of Y (q) (i.e.
µ(q)) converges weakly to the law of Z conditioned on H+ and H−, we see that
Var(l · Z | H+, H−) 6 Var(l · Z) .
Note that
Var(X3 | H=, H+, H−) = Var( 1|∂V(1+β)N/2|
∑
v∈∂V(1+β)N/2
∑
u∈J3
H˜m
′
(v, u; Exploredk∪∂VN )·η˜′N,u | H=, H+, H−) .
Thus, by setting lu =
1
|∂V(1+β)N/2|
∑
v∈∂V(1+β)N/2
H˜m
′
(v, u; Exploredk∪∂VN ) for u ∈ J3 and 0 otherwise, this
gives the inequality (56).
Now let us define
U1 = {u1 ∈ J3 : |u1 − u| > (logN)10 for all u ∈ J4}
and for u1 ∈ U1, define
U2(u1) = {u2 ∈ J3 : |u1 − u2| > (logN)10} .
For u1, u2 ∈ J3, we say a pair (u1, u2) is good if u1 ∈ U1 and u2 ∈ U2(u1). We can expand the right hand
side of (56) as follows (where we write Ik,N = Exploredk ∪ ∂VN ):
Var(
∑
v∈∂V(1+β)N/2
∑
u∈J3
H˜m
′
(v, u; Ik,N ) · η˜′N,u | FJ1∪J2)
=
∑
v1,v2∈∂V(1+β)N/2
∑
u1∈J3\U1
∑
u2∈J3
H˜m
′
(v1, u1; Ik,N )H˜m
′
(v2, u2; Ik,N )GG˜′N\(J1∪J2)(u1, u2)
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+
∑
v1,v2∈∂V(1+β)N/2
∑
u1∈U1
∑
u2∈J3\U2(u1)
H˜m
′
(v1, u1; Ik,N )H˜m
′
(v2, u2; Ik,N )GG˜′N\(J1∪J2)(u1, u2)
+
∑
v1,v2∈∂V(1+β)N/2
∑
(u1,u2) is good
H˜m
′
(v1, u1; Ik,N )H˜m
′
(v2, u2; Ik,N )GG˜′N\(J1∪J2)(u1, u2) . (57)
Recall that we have |J4| 6 Ne−(logN)χ . By a simple volume consideration, we have |J3 \ U1| 6
Ne−(logN)
χ
(logN)21 and |J3 \ U2(u1)| 6 Ne−(logN)χ(logN)21 for u1 ∈ U1. Therefore, for any v1, v2 ∈
∂V(1+β)N/2, we can deduce from Lemma 2 that (see (44) for a similar derivation)
H˜m
′
(v1, J3 \ U1; Exploredk ∪ ∂VN ) = o(logN)−10 (58)
and
H˜m
′
(v2, J3 \ U2(u1); Exploredk ∪ ∂VN ) = o(logN)−10 . (59)
It is well known that for a constant C5 > 0, we have for any u1, u2 ∈ G˜′N
GG˜′N\(J1∪J2)(u1, u2) 6 GG˜′N (u1, u2) 6 C5 logN . (60)
We claim that there exists a constant C6 > 0, such that if (u1, u2) is good, then
GG˜′N\(J1∪J2)(u1, u2) 6
C6
logN
. (61)
Provided with (61), we can substitute (58), (59), (60) and (61) into (57) and complete the proof of the
lemma.
Therefore, it remains to prove (61). The key ingredient in proving (61) is that if BG˜
′
N is started at u1,
then the probability that it goes (logN)10 away from u1 before hitting J1 ∪ J2 is, say, less than C7(logN)2
for a constant C7 > 0. To show this, we use the Beurling’s estimate (see, e.g., [30, Theorem 6.8.1]). We
observe that J1 ∪ J2 ∪ J4 (as the “outer boundary” of Exploredk) is a ∗-connected set (where we regard
two vertices as neighbors if their ℓ∞-distance is at most 1) with diameter of order N , and thus
V
△
= {v ∈ VN : |v − u| 6 1 for some u ∈ J1 ∪ J2 ∪ J4}
is a connected set with diameter of order N . In particular, by the definition of J3 we have J3 ⊆ V . By
Beurling’s estimate, once BG˜
′
N is at v ∈ V , it will hit V again before going (logN)6 away from v, with
probability at least 1− C8(logN)3 (where C8 > 0 is an absolute constant). Thus, if BG˜
′
N is started at u1 ∈ J3,
then with probability at least 1− C8(logN)2 , it will hit V at least logN times, before going (logN)7 away
from u1. However, it is clear that if B
G˜′N is at v ∈ V , then it has at least constant probability (> 1/32)
to hit J1 ∪ J2 ∪ J4 before (or at) hitting a neighbor of v. Therefore, at these logN times that BG˜′N hits
32
V (before going (logN)7 away from u1), it has at least 1− 1
N log
32
31
probability to hit J1 ∪ J2 ∪ J4 at least
once in the following step, and since J4 is (logN)
10 away from u1, it must hit J1 ∪J2. That is to say, the
probability that BG˜
′
N hits J1∪J2 before going (logN)10 away from u1 is at least (1− C8(logN)2 )(1− 1N log 3231 ),
which is greater than 1 − C7(logN)2 for any C7 > C8. Now since |u1 − u2| > (logN)10, and the expected
number of visits of u2 by B
G˜′N is by (60) at most C5 logN , we see that (61) is valid with C6 = C7C5. ⊓⊔
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