This paper investigates the survivable traffic-grooming problem for optical mesh networks employing wavelength-division multiplexing (WDM) and dedicated protection. We consider the dynamic-provisioning environment where a connection arrives at random, holds for a random amount of time, and then departs. A typical connection request may require bandwidth less than that of a wavelength, and it may also require protection from network failures, typically fiber cuts. Based on a generic grooming-node architecture, we propose two approaches-protectionat-lightpath (PAL) level and protection-at-connection (PAC) level-for grooming a connection request. In this paper, we investigate dedicated protection. In a companion paper ), we investigate shared protection which leads to a substantially different treatment.
Introduction
While the transmission rate of a wavelength channel is high (typically STS-192 today and expected to grow to STS-768 soon), the bandwidth requirement of a typical connection request can vary from the full wavelength capacity down to STS-1 or lower. To efficiently utilize network resources, sub-wavelength-granularity connections can be groomed onto direct optical transmission channels, or lightpaths. We distinguish the terms "lightpath" and "connection" as follows. The bandwidth requirement of a lightpath is the full wavelength capacity (STS-192 in our present study). The bandwidth requirement of a connection can be any quantized value no more than the full wavelength capacity. Later in our examples and results, we use the quantized values STS-1, STS-3c, STS-12c, STS-48c, and STS-192c for illustration purposes since these values have been widely used in current systems (the "c" after the number implies this is a contiguous block of STS-1s that are part of the same connection). We use the term "STS-n" to refer to the payload carried within an OC-n optical interface (n = 1, 3, 12, etc.). Meanwhile, the failure of a network element can cause the failure of several lightpaths, thereby leading to large data and revenue loss. Fault-management schemes such as protection are essential to survive such failures.
Connection requests may require different bandwidth granularities as well as different protection schemes (dedicated, shared, or no protection). How to efficiently groom such low-speed connections while satisfying their protection requirements is our main focus.
Since some mission-critical services may desire dedicated protection for fast protection switching, we investigate the problem of dynamic sub-wavelength-granularity connection provisioning with dedicated protection against single-fiber failures under a generic grooming-node architecture in this paper. In a companion paper [1] , we explore the problem of dynamic low-speed connection provisioning with shared protection. We remark that these two problems are significantly different in terms of treatment. Thus, each problem and its findings are documented separately. We concentrate on single-fiber failures because they are the predominant form of failures in communication networks.
The rest of this paper is organized as follows. The remainder of this section provides background information. Section 2 presents a generic grooming-node architecture. Section 3 formally states the problem. Section 4 presents two approaches-protection-at-lightpath (PAL) level and protection-at-connection (PAC) level-and provides a qualitative comparison. Sections 5 and 6 present heuristic algorithms for PAL and PAC. Section 7 compares PAL and PAC under different network configurations. Section 8 concludes this study.
1.A. Traffic Grooming
Traffic grooming refers to the problem of efficiently packing low-speed connections onto high-capacity wavelength channels to better utilize network resources [2, 3] .
Traffic grooming on SONET/WDM ring networks has been extensively studied [4, 5, 6, 7, 8] . In WDM mesh networks, the traffic-grooming problem has mainly addressed static traffic where a traffic demand matrix is known a priori [9, 10] . On-line approaches for traffic grooming in WDM mesh networks have been recently reported in [11, 12, 13] . The work in [11] proposes a call-admission-control algorithm to address the capacity-fairness issue, i.e., a connection request with higher bandwidth requirement is more likely to be blocked than a connection request with lower bandwidth requirement. The work in [12] proposes different grooming policies and route-computation algorithms for different network states. The work in [13] develops an algorithm for dynamically grooming low-speed connections to meet different traffic-engineering objectives based on the generic graph model proposed in [9] . Please see [3] for an extensive review on traffic grooming.
1.B. Lightpath Protection
Protection refers to a proactive procedure in which spare capacity is reserved during lightpath setup. Protection schemes can be classified by the type of routing used as link-based versus path-based and by the type of backup-resource sharing as dedicated versus shared [14, 15, 16] . A path that carries traffic during normal operation is known as a working path. When a working path fails, the connection is rerouted over a backup path.
A significant amount of research has been done on dynamic, survivable lightpath provisioning. We briefly review a portion of the related work [17, 18, 19] , focusing on dedicated protection. (Please see [20] for an extensive overview.) The work in [17] describes an architecture for dynamic lightpath provisioning and analyzes the performance for dynamicallyprovisioned unprotected, 1+1 protected, and shared-mesh-protected lightpaths. The work in [18] presents short leap shared protection (SLSP), the basic idea of which is to divide a working path into overlapped segments and protect each segment individually. The work in [19] proves the problem of jointly computing two link-disjoint paths in a wavelengthcontinuous network to be N P-complete and presents different heuristic algorithms.
Given a static traffic matrix and the protection requirement of each connection request, the work in [21] presents an integer linear program and a heuristic for satisfying the bandwidth and protection requirements of all the connection requests while minimizing the network cost in terms of transmission cost and switching cost.
For dynamically grooming connections with shared protection, the work in [22] presents mixed working-backup grooming policy (MGP) and segregated working-backup grooming policy (SGP). With both schemes employing fixed-alternate routing [23] , the work focuses on the effect of different wavelength-assignment algorithms and different topologies.
1.D. Our Proposal
In wavelength-convertible networks, while it may be straightforward to dynamically provision a lightpath request with dedicated protection by applying Suurballe's algorithm [24] or its variant, the Bhandari's algorithm [25] , the introduction of grooming constraints (shown in Section 2) increases the problem complexity significantly. In fact, we shall show in Section 6 that the problem complexity increases from P to N P-complete (from computational-complexity point of view). Thus, fast and practical heuristics are needed.
We propose two approaches-protection-at-lightpath (PAL) level and protection-atconnection (PAC) level-for dynamically provisioning dedicated-protected low-speed connection requests against single-fiber failures. We investigate their characteristics under a generic grooming-node architecture, and we design efficient heuristics. Our work differs from previous work in that we focus on route computation and the impact of different resource constraints such as wavelength and grooming capacity. 
Grooming-Node Architecture
A network node should be able to switch traffic at sub-wavelength granularity to support traffic grooming. Figure 1 shows the logical view of a simplified grooming-node architecture. This hierarchical grooming node consists of a wavelength-switch fabric (W-Fabric) and a grooming fabric (G-Fabric). The W-Fabric performs wavelength routing; the G-Fabric performs multiplexing, demultiplexing, and switching of low-speed connections. A portion of the incoming wavelengths to the W-Fabric can be dropped to the G-Fabric through the grooming-drop ports for sub-wavelength-granularity switching. The groomed traffic can then be added to the W-Fabric through the grooming-add ports. The number of grooming ports determines the grooming capacity of a node (we assume that there are equal number of grooming-add and grooming-drop ports). Later, we shall investigate the impact of grooming capacity (number of grooming ports) on the network performance.
Even though crossconnects capable of full grooming-i.e., G-Fabrics-are preferable to network operators today, crossconnects capable of wavelength switching-i.e., W-Fabrics-are expected to be desirable as traffic continues to grow in the future. The G-Fabrics deployed today are unlikely to go away when W-Fabrics are deployed due to economic reasons. One way of effectively utilizing both G-Fabrics and W-Fabrics could be to interconnect a W-Fabric and a G-Fabric through transponders, as shown in Fig. 1 .
As a special case, if the number of grooming ports at a node is equal to the number of incoming wavelengths to its W-Fabric, then this node can switch the entire incoming traffic at STS-1 level, as is the case in today's state-of-the-art opaque (i.e., switching with optical-to-electronic-to-optical conversion) optical switches from many vendors.
While our approaches apply to both wavelength-continuous and wavelength-convertible networks, we hereafter assume without loss of generality that the network has full wavelength-conversion capability.
Problem Statement
We first define the notations and then formally state the dynamic connection-provisioning problem. A network is represented as a weighted, directed graph G = (V, E, C, λ, P ), where V is the set of nodes, E is the set of unidirectional fibers (referred to as links), C : E → R + is the cost function for each link (where R + denotes the set of positive real numbers), λ : E → Z + specifies the number of wavelengths on each link (where Z + denotes the set of positive integers), and P : V → Z + specifies the number of grooming ports at each node.
A connection request is represented as a quadruple s, d, B, t h , which specifies the source node, the destination node, the bandwidth requirement, and the holding time in this order. In this study, a connection needs dedicated protection (1+1 or 1:1). Thus, the cost of a working (or backup) path is the sum of the cost of the links that path traverses.
We now formally state the dynamic connection-provisioning problem as follows: Given the current network state (which includes the network topology as a weighted digraph G, existing lightpath/connection information [e.g., routes and wavelengths, etc.], wavelength usage, and grooming-port usage), route each connection request with respect to its bandwidth and protection requirement (dedicated protection) while minimizing the incremental cost in terms of the total cost of the working and backup paths under the assumptions that existing connections cannot be disturbed and no information about future arrivals is available at the time of provisioning the current connection.
Proposed Approaches
To provision a connection request with dedicated protection, there are two types of resource constraints-wavelengths and grooming ports. Typically, the more the number of wavelengths the network has, the less the number of grooming ports a node needs, and vice versa. We propose two schemes-protection-at-lightpath (PAL) level and protectionat-connection (PAC) level-for dedicated protection to explore the tradeoff between wavelengths and grooming ports. We illustrate PAL and PAC via examples. For the initial network configuration shown in Fig. 2 , each fiber has one wavelength of capacity STS-192; every node has three grooming ports.
4.A. Protection-at-Lightpath (PAL) Level

4.A.1. Basic idea
PAL provides end-to-end protection with respect to a lightpath. Under PAL, a connection is routed through a sequence of p-lightpaths. A p-lightpath is defined as a pair of linkdisjoint lightpaths between two nodes. For example, in Fig. 3(a) , the two link-disjoint lightpaths l 
4.A.2. Example
Upon the arrival of the first connection request c1 ( 4, 1, STS-48c, t h ), one way of provisioning c1 under PAL is shown in Fig. 3(a) . Connection c1 is routed via the p-lightpath l1, which consists of two link-disjoint lightpaths l Suppose that c1 remains in the network when the second connection request c2 ( 4, 2, STS-12c, t h ) arrives. Based on the current network state, one possible solution is that PAL grooms c2 to the existing p-lightpath l1, and it also sets up a new p-lightpath l2 (with l 2 consume a grooming-add port at node 1 and a grooming-drop port at node 2. Now, the remaining capacity of l1 is STS-132 and the remaining capacity of l2 is STS-180.
An immediate observation is that, in PAL, working (backup) traffic is groomed onto the working (backup) lightpaths of p-lightpaths.
4.B. Protection-at-Connection (PAC) Level
4.B.1. Basic idea
PAC provides end-to-end protection with respect to a connection. Under PAC, a connection is routed via link-disjoint working and backup paths, each of which traverses a sequence of lightpaths. PAC deals with individual connections and is expected to pack connections efficiently. To illustrate PAC, let us consider the same network topology and connection requests as earlier. 
4.B.2. Example
When the first connection request c1 arrives, one way of provisioning c1 under PAC is shown in Fig. 4(a) . Two lightpaths l1 and l2 have been set up. Connection c1's primary path traverses lightpath l1, and its backup path traverses lightpath l2. Both lightpaths l1 and l2 consume a grooming-add port at node 4 and a grooming-drop port at node 1. The remaining capacities on lightpaths l1 and l2 are both STS-144. The difference between PAC and PAL after provisioning c1 is that the full lightpath capacity of l Suppose that connection c1 remains in the network when the second connection request c2 arrives. One way of provisioning c2 under PAC is shown in Fig. 4 (b). Two more lightpaths l3 and l4 have been set up. Lightpath l3 consumes a grooming-add port at node 4 and a grooming-drop port at node 2. Lightpath l4 consumes a grooming-add port at node 1 and a grooming-drop port at node 2. The working path for c2 is lightpath l3 and the backup path is the two-lightpath sequence l1, l4 . Now, the remaining capacity on lightpath l1 is STS-132; the remaining capacity on lightpath l2 is STS-144; and the remaining capacity on lightpaths l3 and l4 is STS-180.
Clearly, in PAC, working traffic and backup traffic can be groomed onto the same lightpath.
4.C. PAL vs. PAC: A Qualitative Comparison
The above illustrative examples indicate that PAL and PAC perform differently in terms of routing and the amount of resources required. Below, we qualitatively compare their characteristics with respect to routing, solution space, and operational complexity.
4.C.1. Routing
The fundamental routing difference between PAL and PAC is that PAL provides end-toend protection with respect to lightpath while PAC provides end-to-end protection with respect to connection. Under PAL, when a failure occurs, the end nodes of the affected p-lightpaths switch to their backup lightpaths; and the affected connections are oblivious to the protection-switching process. Under PAC, when a failure occurs, the end-nodes of the affected connections (which could be significantly more than the number of affected lightpaths) switch to their backup paths.
In this sense, the difference between PAL and PAC is similar to the difference between sub-path protection [18, 26] (or link protection as one extreme) and path protection with respect to the restoration process after a fault occurs. However, the introduction of grooming constraints and the fact that connections have differentiated bandwidth requirements increase the route-computation complexity significantly.
PAC deals with connections and therefore can pack connections more efficiently than PAL. Furthermore, the two lightpaths of a p-lightpath are an integrated unit and they cannot be utilized individually. As a result, under PAC, low-speed connections are more likely to be groomed onto lightpaths, and more grooming ports are more likely to be consumed. Basically, PAC trades grooming ports for bandwidth efficiency, while PAL trades the bandwidth efficiency in routing each connection for the savings in grooming ports.
4.C.2. Solution space
One may think that PAL is a special case (in the sense that any valid solution under PAL is a valid solution under PAC) of PAC since, for a connection, the concatenation of the working (backup) lightpaths of the p-lightpaths which this connection traverses under PAL may consist of a valid working (backup) path under PAC. The two paths so formed, however, may not be valid for PAC, in general. Please refer to Appendix A for more elaboration. Therefore, both PAL and PAC have their pros and cons in finding a feasible solution.
4.C.3. Operational complexity
From implementation point of view, PAL is simpler to implement than PAC. To provision a dedicated-protected connection request, PAL does not need the routing information of any existing lightpaths. PAC, however, does need the routing information of all the existing lightpaths. Essentially, PAL performs at an aggregate level (lightpath) and PAC works on a per-flow basis (connection).
In the case of 1:1 dedicated protection, PAL has lower signaling overhead from control point of view. Assume that a lightpath can carry up to g connections. (In today's networks, g is typically 192 since wavelength capacity is STS-192 and the lowest bandwidth granularity is typically STS-1.) When a link fails, W lightpaths can be disrupted in the worst case. In PAL, at most W protection-switching processes are needed. However, in PAC, up to W × g protection-switching processes are required in the worst case. As protectionswitching processes for 1:1 dedicated protection typically require signaling, PAL demands lower control bandwidth and involves lower signaling complexity compared to PAC.
PAL Heuristic
5.A. Problem Complexity
Let us consider the problem of deciding whether there exists a valid route under PAL for a connection request. This problem can be formally stated as follows: Given the topology graph G = (V, E, C, λ, T ), existing lightpath routing and wavelength-assignment information, wavelength usage, grooming-port usage, and a connection request s, d, B, t h , does there exist from node s to node d a path consisting of p-lightpaths (existing or new) having sufficient free capacity? We conjecture that this problem is NP-complete. The intuitive explanation follows. If there does not exist such a path utilizing only existing p-lightpaths or only free wavelength links, then such a path (if it exists) needs to utilize some existing p-lightpaths and some free wavelength links (which should be able to form some p-lightpaths). To decide which p-lightpath and which free wavelength link to use such that the newly employed wavelength links form some p-lightpaths and these p-lightpaths combined with the previously decided p-lightpaths should form a path, an algorithm needs to enumerate all the possible combinations. The complexity of enumerating all possible link combinations is O(2 |E| ). Thus, we resort to a heuristic in the following subsection.
5.B. PAL Heuristic
The basic idea of our PAL heuristic is to construct a virtual reachability graph, in which the vertex set is the same as the original graph and there exists a link from node u to node v if node v is reachable from node u through either an existing p-lightpath of sufficient free capacity or a new p-lightpath subject to grooming-port and wavelength constraints. (There might be some rare situation in which the heuristic cannot find a route, while a valid route exists. Such a situation may occur only in this step. The scenario is that PAL finds a shortest path in G v r , but multiple p-lightpaths along the shortest path need to be set up and they contend for a wavelength on some link. The main reason why such a situation is rare is that the lightpath-hop distance of a route is small, and every lightpath hop proceeds towards the destination node. In fact, in all our simulation experiments, such a situation never occurred.)
We can then apply a shortest-path algorithm on the virtual reachability graph to compute a sequence of p-lightpaths. The PAL heuristic is shown in Algorithm 1.
5.C. Explanation
Using the same example as in Section 4.A, we illustrate how connection c2 is provisioned by the PAL heuristic. Suppose the network state after provisioning connection c1 is the same as in Fig. 3(a) and the cost of each link is unity. When connection c2 ( 4, 2, STS-12c, t h ) arrives, PAL constructs the physical reachability graph G p r shown in Fig. 5(a) , according to the current wavelength availability. Please note that links 0, 1 , 4, 0 , and 4, 1 are gone as they have been utilized by p-lightpath l1.
In the next step, PAL constructs the virtual reachability graph G v r shown in Fig. 5(b) , according to the available grooming ports, wavelengths, and free capacity of existing plightpath. In Fig. 5(b) , the number on a link is its cost, which is computed in Step 2 of Algorithm 1. Among the eight links in this figure, link 4, 1 is the only one corresponding to an existing p-lightpath (l1 in Fig. 3(b) ), while the other links corresponding to two link-disjoint paths in the physical reachability graph G for the network state in Fig. 3(a) .
to
As there are enough number of free wavelengths on these links, the connection is accepted.
5.D. Optimality
How optimal is the route computed by PAL? We make the following claim to answer this question.
Claim 1
If PAL returns a non-NULL route, then the route is optimal (in the sense that the total cost of the links the route traverses is minimal among all possible routes).
Proof: Suppose that PAL returns a non-NULL route R. Assume there is another valid route R of cost less than that of R. By the construction of the virtual reachability graph G 
5.E. Variations
Some variations of Algorithm 1 are possible and may be desirable for certain connectionbandwidth distributions. For example, if lower bandwidth connections significantly outnumber higher bandwidth connections, then STS-192 connections are more likely to be blocked if Algorithm 1 is directly applied. This is because the lower bandwidth connections may set up many lightly loaded lightpaths and quickly consume the available wavelengths. To address this capacity-fairness issue, we redefine the cost of an existing p-lightpath as the sum of the cost of the underlying links which the p-lightpath traverses minus a cost-slack parameter δ (if the resultant cost is negative, redefine it as an infinitesimal constant such as 10 −6 ). This will encourage the lower bandwidth connections to use existing p-lightpaths.
5.F. Computational Complexity
The complexity of Algorithm 1 is O(|V | 4 ). In particular, the complexity of Step 1 is O(|V | + |E|); the complexity of Step 2 is O(|V | 4 ) as PAL applies Suurballe's algorithm for each node pair; the complexity of Step 3 is O(|V | 2 ); and the complexity of Step 4 is O(|E|).
PAC Heuristic
We first prove that the existence version of routing a connection request according to PAC under resource constraints is N P-complete in Theorem 1. This problem, referred to as WDM-PAC, can be formally stated as follows: Given the topology graph G = (V, E, C, λ, P ), the lightpath database, wavelength usage, grooming-port usage, and a connection request s, d, B, t h , do there exist from node s to node d at least two endto-end physically link-disjoint paths of capacity no less than B (subject to the resource constraints)?
Theorem 1 WDM-PAC is N P-complete.
Proof: Please see Appendix B.
Since the problem is N P-complete, we resort to a heuristic. Our PAC heuristic computes two link-disjoint paths based on the current network state.
6.A. Grooming-Node Modeling and Network-State Representation
Under the current network state, a connection request may be carried by existing lightpaths, by newly established lightpaths (based on available wavelengths and free grooming ports), or by both existing lightpaths and newly setup lightpaths. While the graph defined in Section 3 takes into account wavelength constraints, the graph does not accommodate existing lightpath information. Moreover, grooming-port constraints apply if a connection is to be carried by both existing lightpaths and newly established lightpaths. Therefore, a more powerful mechanism-which can accommodate wavelength constraints, groomingport constraints, and existing lightpath information-is needed to represent the network state and to facilitate route computation.
We adopt the generic graph model in [9] to represent the network state as an auxiliary graph. For our grooming-node architecture in Fig. 1 , W-Fabric is modeled as the λ layer consisting of input vertex (for clarity, we refer to node and link in the auxiliary graph as vertex and edge) λI and output vertex λO; G-Fabric is modeled as the access layer consisting of input vertex AI and output vertex AO; grooming-add port is modeled by an edge from vertex AO to vertex λO; and grooming-drop port is modeled by an edge from vertex λI to vertex AI . A unidirectional fiber is represented as an edge from vertex λO at the source node to vertex λI at the destination node of the lightpath. A lightpath layer, consisting of input vertex LI and output vertex LO, is added to model existing lightpaths sourced/sunk at a node. A lightpath is represented as an edge from vertex LO at the source node to vertex LI at the destination node. Every edge is associated with two attributes: one indicating the available capacity and the other indicating the cost of the resource which the edge represents.
As an example, the state of node 4 in Fig. 4(b) is modeled in Fig. 6 . For the four auxiliary edges-λI , λO , LI , AI , AI , AO , and AO, LO -the capacity is infinity and the cost is zero. The available capacity of any other edge e is the available capacity of the resource which edge e represents, e.g., the free capacity of edge AO, λO is zero since T = 0 for node 4. The cost of any other edge e is the cost of the resource which edge e represents, e.g., the cost of a lightpath edge is the sum of the cost of the links which the lightpath traverses. The cost of lightpath edge l2 is two if we assume unity link cost (multiple edges between the same vertex pair are distinguished by unique sequence numbers).
By modeling every grooming node as above, the current network state-which includes wavelength usage, grooming-port usage, and available lightpath capacity-can be represented as one auxiliary graph.
6.B. Route Computation
Based on the network-state auxiliary graph with appropriate edge cost, we compute two link-disjoint paths from the access-layer output port (AO) at the source node to the accesslayer input port (AI ) at the destination node. One might think that Suurballe's algorithm can find the optimal solution for a connection request. Suurballe's algorithm, however, does not apply here because an edge in the auxiliary graph may represent a lightpath spanning a sequence of physical links. For example, edge l2 in Fig. 6 traverses physical links 4, 0 and 0, 1 as in Fig. 4(a) . As a result, multiple edges in the auxiliary graph can be in the same shared-risk link group (SRLG), where is a set of links which share the same risk [27] . Therefore, Suurballe's algorithm does not apply. Besides the SRLG constraints, the grooming-port constraint introduces additional complexity, as shown in the proof in Appendix B. A straightforward heuristic is to employ a two-step approach [19, 28] : first compute a minimal-cost path as working path, and then compute a minimal-cost path as backup after removing all the links which are not SRLG-disjoint to the first minimal-cost path. The advantage of the two-step approach is that a working path is of minimal cost, which may be desirable in some situations [28] . A potential drawback of the two-step approach is that it may fail in a "trap" topology [29] . For the example network in Fig. 7 , the two-step approach cannot find two link-disjoint paths from node 0 to node 3 (even though they exist) because the graph is disconnected after the removal of the first minimum-cost path (which is 0, 1, 2, 3 ).
We introduce backtracking based on network flow to overcome the trap situation. Let S be the set of nodes reachable from the source node after removing the links which are not SRLG-disjoint to the first minimal-cost path. Let D be the complement of S. A link is referred to as a backhaul link if its source node is in D and its destination node is in S. For example, link 1, 2 in Fig. 7 is a backhaul link. We make the following claim.
Claim 2 If the second minimal-cost path is not found and the first minimal-cost path does not traverse any backhaul link, then there is no SRLG-disjoint path pair from the source to the destination.
The proof is straightforward from network-flow theory (maximum flow minimum cut) and not shown here. If the second minimal-cost path is not found and backhaul links exist, our backtracking-based scheme increases the cost of the backhaul links to some large value and restarts the two-step process. This way, the first minimal-cost path will avoid, if possible, these backhaul links, and the second minimal-cost path will have a chance to reach nodes in D. For example, if we increase the cost of the backhaul link 1, 2 to a large number, say 10 9 , and recompute the first minimal-cost path, which turns out to be 0, 1, 3 , we are able to compute a SRLG-disjoint minimal-cost path 0, 2, 3 .
In case there are chained trap situations, in which some traps do not appear until some others are processed, we can recursively apply the procedure. We introduce a parameter k to limit the number of recursions. The parameter k can be considered as the maximum number of trap situations we want to design our algorithm for. The effectiveness of the backtrack-based scheme has been demonstrated in [30] .
A formal specification of our PAC heuristic is shown in Algorithm 2.
6.C. Lightpath-Setup Strategy
In set up as one lightpath or multiple lightpaths. If the connection to be provisioned requires the entire wavelength capacity, then we simply set up the sequence u, . . . , i, . . . , v as one lightpath; otherwise, we set it up as one or multiple lightpaths according to the following strategy. This strategy is based on the observation that a lightpath of shorter physical hop distance is more likely to be filled up than a lightpath of longer physical hop distance. To balance the physical hop distance of the lightpaths based on the limited number of available grooming ports, we introduce a parameter-threshold τ (0 ≤ τ ≤ 1)-to determine whether to set up the sequence u, . . . , i, . . . , v as one lightpath (from node u to node v) or two lightpaths (one from node u to node i and the other from node i to node v) based on the following conditions:
In the above conditions, Ri and Ti denote the number of grooming-drop and grooming-add ports at node i, while R f i and T f i represent the number of available grooming-drop and grooming-add ports at node i. Conditions 1 and 2 state that, if the number of available grooming ports is not lower than the threshold after using one, node i will "break" the tobe-setup lightpath from node u to node v into two lightpaths. We can then recursively apply the above procedure to the sequences u, . . . , i and i, . . . , v . As a result, the sequence u, . . . , i, . . . , v can be set up as multiple lightpaths, depending on the grooming-port availability at the intermediate nodes.
6.D. Computational Complexity
The complexity of Algorithm 2 is 
Illustrative Numerical Results
We simulate a dynamic network environment with the assumptions that the connectionarrival process is Poisson and the connection-holding time follows a negative exponential distribution. For the illustrative results shown here, the capacity of each wavelength is STS-192; the number of the connection requests follow the distribution STS-1 : STS-3c : STS-12c : STS-48c : STS-192c = 300 : 20 : 6 : 4 : 1 (which is close to the bandwidth distribution in a practical backbone network). (Similar results were observed for other practical connection distributions, e.g., STS-1 : STS-3c : STS-12c : STS-48c : STS-192c = 5000 : 1000 : 100 : 10 : 1 for a metro-area mesh network, with appropriate adjustment in the parameters of our algorithms.) connection requests are uniformly distributed among all node pairs; average connection holding time is normalized to unity; the cost of any link is unity; load (in Erlang) is defined as connection-arrival rate times average holding time times a connection's average bandwidth normalized in the unit of STS-192; and our example network topology with 16 wavelengths per fiber is shown in Fig. 8 . 100,000 connections were simulated in each experiment.
The number of grooming ports at a node is set as the number of wavelengths times its nodal degree times a scalar ∆ (0 ≤ ∆ ≤ 1). The value of ∆ determines the grooming capacity of all the nodes (please refer to Section 2). A larger ∆ indicates more grooming capable nodes. ∆ = 1 implies that any incoming wavelength to the W-Fabric can be dropped to the G-Fabric. The parameter k for PAC is set to unity since we found that the performance improvement is marginal if we increase k to any larger value. The costslack parameter for PAL (defined in Section 5.E) is δ = 2. The lightpath-setup threshold (defined in Section 6.C) is τ = 1.0. Later in Section 7.D, we shall examine the effect of different values of these parameters. We now quantitatively compare PAL to PAC using the following metrics: bandwidthblocking ratio (BBR), resource utilization, and resource-efficiency ratio (RER). 
7.A. Bandwidth-Blocking Ratio (BBR)
BBR is defined as the amount of bandwidth blocked over the amount of bandwidth offered. Please note that pure blocking probability, defined as the percentage of the number of connections blocked, cannot reflect the effectiveness of the algorithm as connections have different bandwidth requirements. Figure 9 plots the BBR of PAL and PAC with ∆ = 1.0, 0.7, and 0.45. We make the following observations.
7.A.1. PAL vs. PAC
When the number of grooming ports is high, e.g., ∆ = 1.0 or 0.7, PAC has much lower BBR than PAL under moderate or high network offered load. However, when the number of grooming ports is small, e.g., ∆ = 0.45, PAL has much lower BBR than PAC under moderate or high network offered load. This is because PAC trades grooming ports for bandwidth efficiency in routing and grooming (please refer to Section 4.C).
7.A.2. Impact of grooming capacity on PAL
If we examine the three PAL curves in Fig. 9 , we observe that PAL is not very sensitive to the changes in the number of grooming ports. For example, the BBRs for PAL under ∆ = 1.0 and ∆ = 0.7 are the same. When ∆ further decreases to 0.45, the BBR for PAL increases moderately. The reason for this is that PAL exploits wavelengths more quickly than grooming ports. This will be further verified in Section 7.B.2.
7.A.3. Impact of grooming capacity on PAC
If we examine the three PAC curves in Fig. 9 , we observe that PAC is very sensitive to the changes in the number of grooming ports. For example, the BBR for PAC increases moderately when ∆ decreases from 1.0 to 0.7; and the BBR for PAC increases a lot when ∆ further decreases to 0.45. Again, this is because PAC utilizes grooming ports more aggressively than PAL does.
7.B. Resource Utilization
We consider three types of resources: grooming port, wavelength, and lightpath. Groomingport utilization is the percentage of grooming ports used. Wavelength utilization is the percentage of wavelength links utilized by lightpaths. Lightpath utilization is the percentage of a lightpath's bandwidth consumed by connections. Intuitively, lower wavelength/groomingport utilization and higher lightpath utilization are desirable. If we compare PAL to PAC under the same ∆, PAC has higher grooming-port utilization. This is expected because PAC trades grooming ports for bandwidth efficiency in routing (Section 4.C.1). Additional results (which are not included here to conserve space) indicate that a connection routed under PAC has longer average lightpath-hop distance, and longer lightpath-hop distance means more grooming-port consumption.
If we examine the three curves of either PAL or PAC in Fig. 10 , we observe that the grooming-port utilization decreases when the number of grooming ports increases. When the number of grooming ports increases to the upper bound (∆ = 1.0), the groomingport utilization under both PAL and PAC barely reaches 0.55. This implies that providing STS-1 level grooming to all the connections may not be always necessary, even when the number of lower-speed connections significantly outnumber higher-speed connections (as in our case). Figure 11 plots the wavelength utilization of PAL and PAC with ∆ = 1.0, 0.7, and 0.45. Our first observation is that, under the same ∆, PAL has higher wavelength utilization than PAC. This is because the additional routing constraint that a connection should be routed via a sequence of p-lightpaths under PAL incurs routing inefficiency. Our second observation is that PAL has similar wavelength utilization under different values of ∆. This is because PAL is not very sensitive to the changes in the number of grooming ports (Section 7.A.2). On the other hand, PAC has lower wavelength utilization when ∆ = 0.45 because not all the wavelengths can be exploited when the number of grooming ports is small. Figure 12 plots the lightpath utilization of PAL and PAC with ∆ = 1.0, 0.7, and 0.45. Under ∆ = 1.0 and 0.7, PAC has higher lightpath utilization because PAC is more bandwidth efficient in routing and grooming by utilizing more grooming ports. Even when the number of grooming ports is small (e.g., ∆ = 0.45), PAC can still have higher lightpath utilization as long as the network offered load is low (e.g., 40 Erlangs) due to the same reason. When the number of grooming ports is small and the network offered load is moderate or high, PAC quickly consumes most of the grooming ports at early stage, and connections arriving later are less likely to be groomed. Therefore, PAC has lower lightpath utilization (and much higher BBR as shown in Fig. 9 ) under such a scenario.
7.B.2. Wavelength utilization
7.B.3. Lightpath utilization
7.C. Resource-Efficiency Ratio (RER)
7.C.1. Definition
To better evaluate the performance of our route-computation heuristics, we introduce a new metric, called resource-efficiency ratio (RER) E, which is defined as the carried load (weighted by time and normalized to STS-192 capacity) divided by the amount of allocated resources in terms of wavelength channels and grooming ports (weighted by time). This metric is defined as follows:
where ti is the time period between the i th event (connection arrival or departure) and (i + 1) th event; ρi is the network carried load during the time period ti; βi is the number of wavelength links used during ti; γi is the number of grooming ports used during ti; W λ and Wg are the relative weight of a wavelength link versus a grooming port. (Please note that ρi, βi, and γi do not change during time period ti as there is no other event during the period.)
Basically, E measures how efficiently resources have been used. If we consider "minimal hops" as our objective for a route-computation algorithm and if we assume that connections do not have any protection requirement, then the inverse of the average hop distance plus two (a connection consumes a grooming-add port and a grooming-drop port) is the upper bound for E (1, 1) . This upper bound is achieved only when every connection requires STS-192 bandwidth and follows the shortest path. Since there are limited resources (as in our case), not every connection can follow the shortest path, and the upper bound may not be achievable. If every connection requires dedicated protection, the modified upper bound (which accommodates dedicated protection) is achieved only when every connection requires STS-192 and follows the shortest link-disjoint paths. For the topology in Fig. 8 , the upper bound for E(1, 1) with dedicated protection is 1 11 .
7.C.2. Wavelength efficiency
If W λ = 1 and Wg = 0, RER E(1, 0) measures how efficiently wavelength channels have been utilized. RER E(1, 0) is a more comprehensive metric compared to wavelength utilization and lightpath utilization. Figure 13 plots the normalized RER E(1, 0) for ∆ = 1.0, 0.7, and 0.45. Under the same ∆, PAL has lower RER E(1, 0) than PAC. This is because PAL has the additional routing constraint that the survivable route for a connection should be a concatenation of p-lightpaths. 
7.C.3. Grooming-port efficiency
If W λ = 0 and Wg = 1, RER E(0, 1) measures how efficiently grooming ports have been utilized. Figure 14 plots the normalized RER E(0, 1) for ∆ = 1.0, 0.7, and 0.45. The observation that PAC has lower RER E(0, 1) under the same ∆ verifies our results in Section 7.B.1 that PAC requires more grooming ports.
7.C.4. Tradeoff between wavelengths and grooming ports
As stated earlier in Section 4, PAL and PAC trade off between wavelengths and grooming ports. Below, we show that either PAL and PAC can have higher RER, depending on the relative weight of a wavelength channel (W λ ) and a grooming port (Wg). Figures 15 and  16 plot the normalized RER E(2, 1) and E(1, 4) for ∆ = 1.0, 0.7, and, 0.45, respectively. We observe that (1) PAC has higher RER when a wavelength channel weighs more than a grooming port (e.g., W λ : Wg = 2 : 1), and (2) PAL has higher RER when a grooming port weighs a lot more than a wavelength channel (e.g., .W λ : Wg = 1 : 4). These results confirm our analysis in Section 4.C that PAL trades bandwidth efficiency in routing (or utilizing wavelengths) for the savings in grooming port and PAC trades grooming ports for bandwidth efficiency in routing and grooming. 
7.D. Effect of Different Parameters
Further performance improvements are possible by fine tuning the parameters in Algorithms 1 and 2. Our first observation is that the BBR is much higher with δ = 1 under low or moderate network offered load (e.g., 40-90 Erlangs). When δ = 1, Algorithm 1 exploits the free wavelengths quickly, and many lightpaths are only lightly loaded. Accordingly, high-speed connections (e.g., STS-192 connections) are more likely to be blocked. Additional results (not shown here to conserve space) indicate that the lightpath utilization is much lower, and the wavelength utilization is much higher (between the load region 40-90 Erlangs) when δ = 1.
Our second observation is that BBR increases much faster for larger cost-slack parameters. When the cost-slack parameter δ increases, Algorithm 1 prefers to use an existing p-lightpath over setting up a new p-lightpath even though the existing p-lightpath costs δ more than the new one. Consequently, while the existing p-lightpaths are filled up more perfectly, the route for a connection under larger δ is less optimal than the route under smaller δ. When the network offered load is high (e.g., over 90 Erlangs), the inefficiency in routing dominates and the BBR is higher for larger cost-slack parameters.
7.D.2. Threshold τ in PAC
The performance of PAC can be improved by properly adjusting the threshold τ (Section 6.C) when setting up lightpaths. Figure 18 plots the BBR of PAC with ∆ = 1.0 under different values of the threshold τ . We observe that the BBR decreases when the threshold τ reduces from 1.0 to 0.8 to 0. When the threshold τ decreases, the average physical hop distance of lightpaths reduces since there are sufficient number of grooming ports (∆ = 1.0). As a result, more low-speed connections are likely to be grooming onto existing lightpaths and the BBR decreases. More results (not shown here to conserve space) indicate that lower threshold τ leads to higher lightpath utilization and lower wavelength utilization when ∆ = 1.0. Interestingly, the grooming-port utilization under τ = 0.8 is lower than the grooming-port utilization under τ = 1.0. This is due to the difference between global optimization (as is the case when τ = 0.8) and local optimization (as is the case when τ = 1.0): setting up lightpaths with short physical hop distance initially (τ = 0.8) potentially benefits later connections, and less number of lightpaths are needed because existing lightpaths can be filled up more perfectly. If the threshold is very low, e.g., τ = 0, then many grooming ports need to be used and the grooming-port utilization can be high.
When the number of grooming ports is not sufficient, e.g., ∆ = 0.7, similar results have been observed for threshold τ close to unity. In general, the less the number of grooming ports, the closer to unity the threshold should be.
While every node has the same threshold in our current study, we expect that a multithreshold scheme, in which different nodes have different threshold, can further improve the performance of PAC. For example, since junction nodes, e.g., nodes of high nodal degree, may have more pass-thru traffic, it may make sense for the junction nodes to have a lower threshold to achieve higher lightpath utilization (and thus lower BBR).
Conclusion
We investigated the problem of survivable traffic grooming for optical WDM mesh networks with dedicated protection. We proposed two approaches-PAL and PAC-for grooming a connection request with dedicated protection based on a generic grooming-node architecture. We proved that the problem of provisioning a connection under PAC is N P-complete, and developed effective heuristics for both schemes. Comparisons between PAL and PAC uncovered the following findings. Under today's typical connection-bandwidth distribution where lower bandwidth connections outnumber higher bandwidth connections, PAC outperforms PAL (in terms of bandwidth-blocking ratio, lightpath utilization, and wavelength utilization) if the number of grooming ports is large; however, PAL outperforms PAC (in terms of bandwidth-blocking ratio and grooming-port utilization) when the number of grooming ports is moderate or small. In a companion paper [1] , we investigate the problem of survivable traffic grooming with shared protection.
A. PAL vs. PAC: Solution Space
Consider the following example. A connection from node s to node d traverses p-lightpaths l1, l2, and l3 (their corresponding working and backup lightpaths are l Then, the path l1, l2, l3 is a valid solution for this connection under PAL. However, there is no end-to-end (from node s to node d) link-disjoint path pair between node s and node d based on the set of lightpaths {l wavelength-availability constraints. These two paths obey grooming-port constraints because: (1) in either case, node s needs two grooming-add ports and node d needs two grooming-drop ports; (2) due to the wavelength-continuity constraint, each of the two paths must stay on the same wavelength, i.e., they stay on the same layered graph. This implies that there is no need for grooming ports to originate/terminate the two paths except at the source and destination nodes. Hence, the two paths form a valid solution for the WDM-PAC instance.
If there exist two link-disjoint paths in the instance of WDM-PAC, then the two paths are also link-disjoint in the instance of WDM-DISJOINT-PATH and they respect the wavelength-availability constraint. Since only the source and the destination nodes have free grooming ports, none of the two paths can utilize links from both layers. Thus, the two paths are wavelength continuous. Hence, the two paths are a valid solution for the WDM-DISJOINT-PATH instance.
This concludes our proof that WDM-PAC is N P-complete.
