Abstract. We find necessary and sufficient conditions on a family R = (ri)i∈I in a Boolean algebra B under which there exists a unique positive probability measure µ on B such that µ(
Introduction
The idea. The investigation of the paper was partially inspirit by the following problem. Problem 1.1. Let F = (f n ) ∞ n=1 be a sequence of real-valued functions defined on an abstract set X (or, more general, a sequence in a Riesz space ) . Under what conditions, F can be considered as a sequence of independent random variables? As a Rademacher system? As a sequence of independent Gaussian variables? More precisely, under what conditions on F there exist a probability space (Ω, Σ, µ), a Riesz space F of functions f : X → R containing F and a Riesz into isomorphism T : F → L 0 (µ) such that (T f n ) ∞ n=1 is a sequence of independent random variables (or even with additional properties)?
In particular, we answer this problem in its part concerning Rademacher systems.
The classical Rademacher system is an important tool in the investigation of the isomorphic structure of symmetric (rearrangement invariant) spaces [2] , Köthe function spaces on measure spaces [12] , as well as in probability theory. So, it would be natural to generalize a Rademacher system to the setting of Riesz spaces. However, the definition of a Rademacher type system uses a measure which is not generally defined if we consider an arbitrary Riesz space. Our main idea is to define a Rademacher type system on a general Riesz space without a measure. Moreover, a Rademacher system, which is defined axiomatically, generates a probability measure by an obvious way. Since any element of a Rademacher type system in a Riesz space E has to be of the form r = a − b, where a, b ∈ E + , a ⊥ b and the element e = |r| = a ⊔ b (by a ⊔ b we denote a disjoint sum, that is the sum a + b of disjoint elements a ⊥ b = 0) is some fixed element of E considered as the "support" of the Rademacher system, to define a Rademacher system on e means to find a sequence of two-element partitions of e. Observe that elements a, b of any partition e = a ⊔ b are fragments of e, that is, a ⊥ (e − a) and the same with b (see more preliminary information on Riesz spaces in Subsection 5). It is well known that the set F e of all fragments of e is a Boolean algebra with unity e. Thus, we deal with an arbitrary Boolean algebra B to define a Rademacher system, which becomes a sequence (or, more generally, a family) of two-element partitions of unity 1 of B. For convenience of notation, instead of a sequence of partitions 1 = r n ⊔ s n we consider a sequence (r n ) of representatives of each partition, no matter which ones. To distinguish Rademacher systems in Riesz spaces and Boolean algebras, the later ones we call Rademacher families.
We find conditions on a family (r i ) i∈I of elements of a Boolean algebra B under which one can consider it as a Rademacher family. Moreover, if a Rademacher family (r i ) i∈I in B has an additional property of completeness, there is a unique countably additive positive (that is, strictly positive at every nonzero element) measure on B possessing the equality for all finite collections of distinct indices i 1 , . . . , i n ∈ I and all collections of signs θ 1 , . . . , θ n ∈ {−1, 1}, where the product θx of a sign θ ∈ {−1, 1} by an element x ∈ B is defined by setting 1x = x and −1x = −x = 1 \ x.
Since a complete Rademacher family defines a positive measure on a Boolean algebra by (1.1), a Boolean algebra admitting a complete Rademacher family must be a measurable algebra. Moreover, the existence of a complete Rademacher family is a necessary and sufficient condition on a Boolean algebra to be measurable and Maharam homogeneous.
Such an approach to define a Rademacher system is then used to construct different classical systems in an arbitrary Riesz space, as well as to develop a theory of integration in a Riesz space E of elements of the band B e generated by a fixed 0 < e ∈ E with respect to the measure on the Boolean algebra F e of fragments of e generated by a complete Rademacher family on F e .
Organization of the paper. Necessary information on Boolean algebras is put to the introduction, and preliminaries on Riesz spaces the reader can find in Section 5. In Section 2 we analyze properties of the usual Rademacher system as a family of two-point partitions of unity in a Boolean algebra to highlight the most important ones that may be put to the definition of an abstract Rademacher system. We outline the desired properties and show that none of them can be obtained from the other ones. Then we define a preRademacher family as a system of elements which has one of the needed properties. More precisely, a system R = (r i ) i∈I in a Boolean algebra B is pre-Rademacher if for any finite subset J ⊂ I and any choice of signs θ j = ±1, j ∈ J one has inf j∈J θ j r j > 0. It is worthwhile to consider pre-Rademacher families because a number of results on Rademacher systems uses only this property in their proofs. The main results of the section (Theorem 2.10) characterizes atoms and atomless subalgebras in terms of pre-Rademacher systems. Theorem 2.15 asserts that a pre-Rademacher system R = (r i ) i∈I in a Boolean algebra B uniquely determines a finitely additive measure µ satisfying (1.1) on the minimal subalgebra B(R) containing this system. We call such a measure the dyadic measure on the subalgebra B(R) generated by B. The last two results of Section 2 (Theorem 2.18 and its generalization Theorem 2.20) show that maximal pre-Rademacher systems in all natural cases cannot be considered as independent random variables.
Section 3 aims to formalize the notion of a Rademacher system. The independence of random variables we interpret as minimality of a system, that is, any element of the system does not belong to the smallest order closed subalgebra generated by the rest of elements. The property of a system R = (r i ) i∈I in a Boolean algebra B to be identically distributed we identify with the so-called vanishing at infinity property, that is, for any infinite subset J ⊆ I and any choice of signs θ j = ±1, j ∈ J one has inf j∈J θ j r j = 0. Then by a Rademacher family we mean a minimal vanishing at infinity pre-Rademacher family. To emphasize the importance of the vanishing at infinity property of a Rademacher family, we provide examples showing the variety of distinct (non-isomorphic) types of countable minimal pre-Rademacher families without this property (see Proposition 3.5 and Theorem 3.6). Another sense of the vanishing at infinity property is explained below in Theorem 3.11: this property gives positivity of the dyadic measure generated by a pre-Rademacher family. The main result of Section 3 (Theorem 3.11) asserts that, if R = (r i ) i∈I is a minimal pre-Rademacher family in a Boolean algebra B then the dyadic finitely additive measure on B(R) is uniquely extended to a countable additive measure on the smallest order σ-closed subalgebra B σ (R) which we also call the dyadic measure. If, moreover, R vanishes at infinity (in other words, is a Rademacher family) then the dyadic measure is positive. It ought be mentioned (see the remark between the statement and the proof of Theorem 3.11) that the dyadic measure is not countably additive on B(R) in the most natural cases (the restriction of a countably additive measure on a Boolean algebra to a subalgebra need not be countably additive; that is an essential difference in measure theory on Boolean algebras from the measure theory on measure spaces). We say that a Rademacher system is complete if it σ-generates the entire Boolean algebra. As a corollary of Theorem 3.11 we obtain that a complete Rademacher system on a Boolean algebra B defines a unique dyadic countably additive probability measure on B which is positive (that is, µ(x) > 0 for all x ∈ B \ {0}).
In Section 4 we give a new characterization of homogeneous measurable Boolean algebras. First we prove that Dedekind σ-complete Boolean algebras admitting complete Rademacher systems of the same cardinality are isomorphic. Then, as a consequence of the above result and the Maharam theorem we obtain that a Dedekind σ-complete Boolean algebra is homogeneous measurable if and only if it contains a complete Rademacher family.
Section 5 is devoted to applications of the obtained results to Riesz spaces. We define a Rademacher system in a Riesz space E (on an element 0 < e ∈ E) in a natural and obvious way using a Rademacher family in the Boolean algebra F e of fragments of e. Theorem 5.5 asserts that a complete Rademacher system of a cardinality ℵ α on e exists if and only if the ideal A e in E generated by e is Riesz isomorphic to L ∞ (D ωα , Σ ωα , µ ωα ). Then we define a Haar system with respect to a given countable Rademacher system in obvious way and prove that a complete Haar system on an element e of a Dedekind complete Riesz space E is an order Schauder basis of A e . At the end of the section we pose the following problem. Let E be a Riesz space, 0 < e ∈ E and let (h n ) ∞ n=1 be a complete Haar system on e. Characterize those Riesz subspaces X of B e such that (h n ) ∞ n=1 is an order Schauder basis of E. In Section 6 we give another application to the theory of Riesz spaces. More precisely, we define an integral e x dµ of an element x over an element e > 0 of a Dedekind σ-complete Riesz space with respect to the dyadic measure µ generated by a complete Rademacher system R on e, and prove some usual properties of the integral. We also define Riesz subspaces L 1 (R) of E in an obvious way which are ideals of E, need not be bands of E, are normed lattices with respect to the norm x = e |x| dµ and need not be Banach lattices. For the most of the results of the section, the proofs are standard, and so we omit them or provide with a sketch.
In the last Section 7, we formulate a partial answer to Problem 1.1 on the base of previous results.
Preliminaries. Our terminology is standard, mainly as in [5] for Boolean algebras and as in [1] for Riesz spaces. Zero 0 and unit 1 of a Boolean algebra B we write in bold to distinguish them from the corresponding numbers. The order x y on B is defined to be equivalent to the equality x ∩ y = x, which in turn is equivalent to x ∪ y = y. So, x ∪ y = sup{x, y} and x ∩ y = inf{x, y} with respect to this order. The relation ⊆ is used for subsets and is used for elements of a Boolean algebra. The union and the intersection of an infinite subset A ⊆ B is defined by A = sup A and A = inf A with respect to the order only if the corresponding supremum or infimum exists. By a subalgebra of B we mean any subset of B containing 1 which is itself a Boolean algebra with the induced Boolean algebra structure. A subset A of a Boolean algebra B is said to be disjoint provided x ∩ y = 0 for all distinct x, y ∈ A. By a partition (of unity) in a Boolean algebra B we mean a maximal disjoint subset A ⊆ B, that is, (∀x ∈ B) ∀a ∈ A a ∩ x = 0 ⇒ (x = 0) . A disjoint union A (that is, the union of a disjoint system A ⊆ B), if exists, is denoted by A. Although in some cases an infinite union in a Boolean algebra does not exist, it is immediate that if A is a partition then A = 1 exists. Conversely, if A = 1 then A is a partition. A Boolean algebra B is said to have the countable chain condition (ccc, in short) if any disjoint subset A ⊆ B is, at most, countable. A Boolean algebra B is called measurable if B is a Dedekind σ-complete Boolean algebra and there is a finite positive σ-additive measure on B (by a positive measure we mean a strictly positive measure µ, that is, µ(x) > 0 for all x ∈ B \ {0}). Obviously, every measurable Boolean algebra has the ccc.
Another well known necessary condition on a Boolean algebra B to be measurable is the weak distributivity property, that is, for any sequence A n of partitions there is a partition A such that every element of A for every n meets only a finite number of elements of A n (we say that a meets b provided a ∩ b = 0). In [13] Talagrand constructed a Boolean algebra with the CCC and the weak distributivity property failing to be measurable, answering Problem 163 by von Neumann from the Scottish Book. Very soon Jech [7] gave nice characterizations of measurable Boolean algebras.
A Boolean algebra B is said to be Dedekind complete (respectively, σ-Dedekind complete) if every nonempty (respectively, every nonempty countable) subset of B has the supremum (equivalently, infimum).
For example, the Borel σ-algebra B on [0, 1] is not Dedekind complete. Moreover, B does not have the ccc and hence, is not measurable. However, the σ-algebra B of all equivalence classes of Borel subsets of [0, 1] with respect to the Lebesgue measure is measurable (the Lebesgue measure is positive on B) and Dedekind complete. Throughout the paper, we reserve the notation B for the above Boolean algebra, which will be frequently used in different contexts. In fact, every Boolean Dedekind σ-complete Boolean algebra with the ccc is Dedekind complete.
A subalgebra A of a Boolean algebra B is said to be order closed (respectively, σ-order closed) if for every (respectively, countable) subset C ⊆ A the existence of sup C ∈ B implies sup C ∈ A. Another equivalent definition contains an additional assumption on C to be upwards directed (for this and other equivalences see [5, 313E] ). Standard arguments show that, given a subalgebra A of a Boolean algebra B, the subalgebra B τ (A) equals the order closure of A in B [5, 313F(c)]. Hence, B τ (A) equals the set of all order limits of nets from A. Recall that an element x of a Boolean algebra B is called the order limit of a net (x α ) in B if there exists a net (u α ) with the same index set in B such that x α △x u α for all α and u α ↓ 0 (the latter condition means that (u α ) is downwards directed and inf α u α = 0). If x is the order limit of a net (x α ) then we say that (x α ) order converges (to x) and write x α o −→ x. Analogously, B σ (A) equals the set of all order limits of sequences from A. The order convergence has the usual properties, including the order continuity of the operations ∪, ∩, △, \.
Given any A ⊆ C ⊆ B, we say that
We define the density dens B of a Boolean algebra B to be the smallest cardinality of subsets A ⊆ B that τ -generate B. The density dens e of a nonzero element e ∈ B is defined to be the density of the Boolean algebra B e = {x ∈ B : x e} with operations induces by B and unit e. In particular, dens 1 = dens B. We say that a Boolean algebra B is homogeneous 1 if for every e ∈ B \ {0} we have dens e = dens B.
Set D = {−1, 1} and let ω α be an arbitrary infinite cardinal, µ ωα the Haar measure on the σ-algebra Σ ωα of subsets of the power-set D ωα considered as a compact abelian group, Σ ωα the quotient Boolean algebra of Σ ωα modulo µ ωα -null sets. The quotient map from Σ ωα to Σ ωα we denote by Co. By the standard Rademacher family (r γ ) γ<ωα in Σ ωα we mean the co-sets of the following sets: r γ = Co x ∈ D ωα : x(γ) = 1 .
The following results due to Maharam is very essential for our investigation (see [9] for the original paper, and [5] , [8] , [10] for different proofs). By a semialgebra in a Boolean algebra B we mean a subset P ⊆ B possessing the following properties:
(1) 0, 1 ∈ P ; (2) if a, b ∈ P then a ∩ b ∈ P ; (3) if a 1 , b ∈ P with a 1 ⊆ b then there are n 1 and a 2 , . . . , a n ∈ P (if n > 1) such that b = n m=1 a m . We will use the following description of the order closed subalgebra generated by a semialgebra. To prove item (1) of Proposition 1.4 is a standard technical exercise (see [3, Lemma 1.2.14]). Item (2) follows from (1) and the fact that the order closure of a subalgebra is a subalgebra [5, 313F(c) ].
Pre-Rademacher families
The usual Rademacher family on a dyadic interval.
By the usual Rademacher family on [0, 1) we mean the sequence ( r n ) n∈N of the co-sets of r n in the quotient Boolean algebra B modulo measure null sets of the Borel σ-algebra B on [0, 1).
Observe that the usual Rademacher family R = ( r n ) n∈N possesses the following properties:
(R1) j∈J θ j r j = 0 for any finite subset J ⊂ N and any collection of signs θ j = ±1, j ∈ J; (R2) j∈J θ j r j = 0 for any infinite subset J ⊆ N and any collection of signs θ j = ±1, j ∈ J; (R3) for any n 0 ∈ N one has B τ ( r n )
We are going to introduce a complete Rademacher family in a Boolean algebra as a family of two-point partitions of unity to satisfy properties (R1)-(R4). More precisely, We define the usual Rademacher family on a dyadic interval I j m , m ∈ N, j ∈ {1, . . . , 2 m }, to be the subsequence ( r n ′ ) n∈N of ( r n ) n∈N consisting of all those r n for which r n r 2 m +j and numbered by all positive integers. So, formally the usual Rademacher family on any dyadic interval consists of elements of B. Note that the usual Rademacher family on any dyadic interval has properties (R1), (R2) and (R3) and does not have (R4) if the dyadic interval is not [0, 1).
We provide below with examples showing that none of properties (R1)-(R4) follows from the rest ones even for the Boolean algebra B (of course, when saying of a sequence R = (r n ) ∞ n=1 we mean properties (R1)-(R4) adapted to that sequence). 
. Indeed, for any J ⊆ N and any collection of signs θ j = ±1, j ∈ J, one has
R does not satisfy (R2) because
(R4) for R follows from the observation that B τ (R) contains every dyadic interval.
(R2) and (R4) and failing (R3).
The existence of a family satisfying the claims of Example 2.3 is not so obvious and follows from Theorem 2.18 below. Proof. Just remove from the usual Rademacher family any element.
Given a subset R of a Boolean algebra B, a particle (with respect to R) is any element j∈J θ j r j , where J is a finite index set, θ j ∈ {−1, 1} and r j ∈ R are distinct elements, j ∈ J. By convention, the particle constructed by the empty set J = ∅, as well as the infimum over the empty set, is considered to be unit 1 of B.
Observe that if {r 1 , . . . , r n } is a finite subset of R then
Definition 2.5. A subset R of a Boolean algebra B is called a pre-Rademacher family if all particles with respect to R are nonzero.
Evidently, every subfamily of a pre-Rademacher family is a pre-Rademacher family.
Particles semialgebra.
Proposition 2.6. Let R be a pre-Rademacher family in a Boolean algebra B and P the set of all particles with respect to R. Then P = P ∪ {0} is a semialgebra.
Proof. Obviously, 0, 1 ∈ P and P is closed under intersections. We prove (3). Let a 1 , b ∈ P with a 1 ⊆ b. Assume, for convenience, R = (r i ) i∈I with r i = r j for i = j. Let J, K be any finite subsets of I and
and one of the summands equals a 1 .
Definition 2.7. Let R be a pre-Rademacher family in a Boolean algebra B with the set P of all particles. The semialgebra P = P ∪ {0} is called the particle semialgebra of the family R.
Atoms of the order closed subalgebra generated by a pre-Rademacher family. Recall that a nonzero element a of a Boolean algebra B is called an atom if for any x ∈ B the inclusion x ⊆ a implies that either x = 0 or x = a. Definition 2.8. A pre-Rademacher family R in a Boolean algebra B is called:
If, in addition, R has the ccc, we say atomless or complete for both σ-and τ -versions
The proofs of following observations are straightforward.
Remark 2.9.
(1) The standard Rademacher family (r γ ) γ<ωα in Σ ωα is an atomless complete pre-Rademacher family.
(2) The above properties of a pre-Rademacher family are preserved under an isomorphism.
As we will see later, a subsequence of an atomless countable pre-Rademacher family need not be atomless (see item (1) of Remark 2.13).
Theorem 2.10. Let R = (r i ) i∈I be an infinite pre-Rademacher family in a Boolean algebra B. Then
is atomless; (b) for every collection of signs θ i = ±1 one has that either i∈I θ i r i = 0 or i∈I θ i r i does not exist.
For the proof, we need two lemmas. Let P be the semialgebra of R, Θ = (θ i ) i∈I a fixed collection of signs. We set
Proof. Since z ∈ B τ (R), by Proposition 1.4, there exists a net (z α ) in B τ (R) of the form z α = mα k=1 p α,k , where p α,k = i∈I α,k ǫ α,k,i r i and I α,k are finite subsets of I and ǫ α,k,i = ±1, such that z α o −→ z. Given any α, we set
Therefore,
On the other hand,
By (2.5) and (2.6),
as a particle, which contradicts the disjointness of the first sum in (2.4).
Proof. Using Lemma 2.11, choose nets (x α ) and (y β ) from P Θ so that
Let (u α ) and (v β ) be nets in B so that x α △a u α ↓ 0 and y β △b v β ↓ 0. Since a and b are lower bounds for {θ i r i : i ∈ I}, we have that p ∩ a = a for all p ∈ P Θ . In particular, y β ∩ a = a for all β. Hence, for all α and β
Analogously, for all α and β
By (2.7) and (2.8), for all α and β
Hence, a△b u α for all α, which implies a△b = 0. (2) is a direct consequence of (1). So, we prove (1). Let 0 < a ∈ B τ (P).
Proof of Theorem 2.10. Observe that
(a) ⇒ (b). Fix any i ∈ I. Since (r i , −r i ) is a partition, either a ∩ r i = 0 or a ∩ −r i = 0. Therefore, since a is an atom, either a r i or a −r i . Set θ i = 1 if a r i and θ i = −1 if a −r i . Thus, signs (θ i ) i∈I are chosen so that (∀i ∈ I) a θ i r i , that is, a is a lower bound for {θ i r i : i ∈ I}. Show that a = i∈I θ i r i (in particular, we show that the intersection exists), that is, a is the greatest upper bound for {θ i r i : i ∈ I}, a = inf i∈I θ i r i . Assume x ∈ B τ (R) is any lower bound for {θ i r i : i ∈ I}. Our goal is to prove that x a. Suppose on the contrary that b = x \ a = 0. Since b x, we obtain that b is a lower bound for {θ i r i : i ∈ I}. By Lemma 2.12, a = b which contradicts the equality b = x \ a.
(b) ⇒ (a). Assume a = i∈I θ i r i and prove (a). Let 0 < b ∈ B τ (R) be such that b a. Then both a, b are lower bounds for {θ i r i : i ∈ I}. By Lemma 2.12, a = b and hence, a is an atom in B τ (R).
Remark 2.13. Example 2.2 shows that:
(1) a subsequence of an atomless countable pre-Rademacher family need not be atomless; The following example shows that the last possibility in item (b) of (2) in Theorem 2.10 that i∈I θ i r i does not exist, can sometimes happen.
Example 2.14. There exist a Boolean algebra B 0 and a pre-Rademacher family (s n ) ∞ n=1 in B with the following properties:
n=1 is an atomless pre-Rademacher family; (ii) the intersection n∈M s n does not exist for every infinite subset M ⊆ N.
Proof. Let B 0 be the subalgebra of B generated by the usual Rademacher family ( r n ) ∞ n=1 . Fix any irrational number α ∈ (0, 1) and choose a sequence (
+2k for all n = 0, 1, . . . and k = 0, . . . , 2 n − 1; (3) the endpoints of D n are dyadic numbers and α ordered in such a way that α = min
Then set
is a union of dyadic intervals, and so s n ∈ B 0 for all n ∈ N. By (1)- (2), (s n ) ∞ n=1 is a pre-Rademacher family. First we prove (ii). Let M ⊆ N be an infinite subset. Let 0 z ∈ B 0 be any lower bound for {s n : n ∈ M }. Since z ∈ B 0 , one has that z = j∈J I j n for suitable n ∈ N and J ⊆ {0, . . . , 2 n − 1}. By (4), I j n ⊆ [0, α) for all j ∈ J. Since α is irrational and J is finite, there exists a dyadic number k/2 m with max
Thus, z < [0, k/2 m ) and [0, k/2 m ) is a lower bound for {s n : n ∈ M } in B 0 , and so (ii) is proved. Finally, (i) follows from (ii) and item (2) of Theorem 2.10.
Dyadic finitely additive measure on the algebra generated by a pre-Rademacher family. Proof. Let P be the particle semialgebra with respect to R. We prove that the map µ : P → [0, 1] defined by (1.1) is a finitely additive measure (this will be enough by the well known fact [3, Proposition 1.3.10]). Let J, J n be finite subsets of I for all n ∈ N ⊂ N and θ j , θ n,i ∈ {−1, 1} for all indices, where N is finite. Assume Observe that (2.11) J = n∈N J n and θ j = θ n,j for all n ∈ N and j ∈ J.
Indeed, for every given j 0 ∈ J we intersect both parts of (2.9) by θ j 0 r j 0 and get
Then the equality of the right hand sides of (2.9) and (2.13) gives that j∈Jn θ n,j r j = j∈Jn θ n,j r j ∩ θ j 0 r j 0 for all n ∈ N , which yields that j 0 ∈ J n and θ j 0 = θ n,j 0 for all n ∈ N . Thus, we have proved the inclusion J ⊆ n∈N J n and the desired equality of signs. It remains to show the converse inclusion. Let j 0 ∈ n∈N J n . Intersect both parts of (2.9) by θ j 0 r j 0 and get (2.13) j∈J θ j r j ∩ θ j 0 r j 0 = n∈N j∈Jn θ n,j r j which implies that j 0 ∈ J. Thus, (2.11) is proved. Now we prove by induction in m ∈ N the following statement (T m ): for every finite subsets N ⊂ N, J, J n ⊂ I, n ∈ N such that n∈N J n \ J = m, and every collection of signs θ j , θ n,i ∈ {−1, 1}, (2.9) implies (2.10).
Note that the validity of (T m ) for all m = 0, 1, . . . means the finite additivity of µ on P.
If m = 0 then by (2.11), J = J n for every n ∈ N , and hence |N | = 1 by the disjointness of the sum in (2.9). This yields (2.10). Assume (T m ) is true for m = k and prove it for m = k + 1. Fix any i 0 ∈ n∈N J n \ J (such an index exists because k + 1 > 0). Now set
Then for p = j∈J θ j r j one has
θ n,j r j ; (2.14) and
by the induction assumption, (2.14) and (2.14) imply
Taking into account that p = (r i 0 ∩ p) ⊔ (−r i 0 ∩ p), summing up (2.16) and (2.17) we obtain (2.10). So, (T m ) is proved for every m, and thus µ is finitely additive on P.
Definition 2.16. Let R = (r i ) i∈I be a pre-Rademacher family in a Boolean algebra B. The finitely additive measure µ : B(R) → [0, 1] satisfying (1.1) is called the dyadic measure on the subalgebra B(R) generated by R.
At first glance, it is a striking fact that in the most natural cases the dyadic measure on B(R) is not countably additive (see the remark before the proof of Theorem 3.11).
Maximal pre-Rademacher families. Definition 2.17. A pre-Rademacher family R in a Boolean algebra B is said to be maximal if there is no pre-Rademacher family in B including R.
Using Zorn's lemma, one can easily prove that every pre-Rademacher family can be extended to a maximal pre-Rademacher family. However it is surprisingly that the maximality is a bad property if one wants to define a measure by a pre-Rademacher family.
The following fact is not obvious. Proof. The fact that ( r n ) ∞ n=1 is a complete pre-Rademacher family in B is considered to be obvious. We show that it is not maximal. To prove the lack of maximality, we need a special terminology. For convenience of notation, we deal with the Borel σ-algebra B on [0, 1) and (r n ) n∈N . By µ we denote the Lebesgue measure on B. We say that a set A ∈ B of positive measure is crushed if A includes no dyadic interval, up to a measure null set. In other words, a set A is crushed if and only if µ(I \ A) > 0 for every dyadic interval I (which is the same as for every interval I = (α, β) with 0 α < β 1). Our goal is to construct a borel set r 0 ⊆ [0, 1) with µ(r 0 ) = γ such that both r 0 and [0, 1) \ r 0 are crushed. Consequently, both r 0 and [0, 1) \ r 0 intersect any dyadic interval by a set of positive measure. It would be enough, because the extended family (r n ) ∞ n=0 is a pre-Rademacher family (observe that any particle with respect to (r n ) ∞ n=0 includes some dyadic interval). We wonder if such a construction is already described in the literature, however knowing no citation we provide with a complete proof below.
Enumerate by (I m ) ∞ m=1 all the dyadic intervals in the natural order I m = I k n , where m = 2 n + k − 1, n = 0, 1, 2, . . ., k = 1, . . . , 2 n . We say that a subset A ⊆ [0, 1) is a Cantor type set I if A is crushed and the complement [0, 1) \ A is a finite or countable union of dyadic intervals. We remark that an at most countable union of dyadic intervals is also a disjoint union of dyadic intervals, as one can easily prove. Obviously, if A is a Cantor type set, I a dyadic interval and A ⊆ I then the complement I \ A is a finite or countable union of dyadic intervals. We need the following lemma. 
Continue the proof of Theorem 2.18. We construct two disjoint sequences (A n ) ∞ n=1 and (B n ) ∞ n=1 of subsets of [0, 1) such that for all n ∈ N (1) A n and B n are Cantor type subsets of I n ; (2) A i ∩ B j = ∅ for all i, j; (3) µ(A n ) 2 −n γ and µ(B n ) 2 −n (1 − γ). 
At the
first step we choose any Cantor type set A 1 in I 1 with 0 < µ(A 1 ) γ/2. Then I 1 \ A 1 = j∈J 1 I j for some index set J 1 ⊆ N, which is nonempty because µ(A 1 ) > 0. Set j 1 = min J 1 and choose any Cantor type set B 1 in I 1 with 0 < µ(B 1 ) (1 − γ)/2. Assume disjoint sets A 1 , . . . , A k and B 1 , . . . , B k are chosen to satisfy (1), (2), (3) for all n = 1, . . . , k. By Lemma 2.19 (3), C = k n=1 A k ⊔ k n=1 B k is a Cantor type set, and by Lemma 2.19 (2), I k+1 ∩ C is a Cantor type set as well. Choose any dyadic interval I ⊆ I k+1 \ C. As at the first step, choose disjoint Cantor type sets A k+1 , B k+1 ⊆ I possessing (3) for n = k + 1. The recursive construction is finished. Now set A 0 = A n and B0 = B n . Then µ(A 0 ) = ∞ n=1 µ(A n ) ∞ n=1 2 −n γ = γ and analogously µ(B 0 ) 1 − γ. Decompose [0, 1) \ (A 0 ⊔ B 0 ) = A ′ ⊔ B ′
Rademacher families
The following property of a pre-Rademacher family gives a kind of the "independence" condition which is needed to be a Rademacher family. Definition 3.1. A pre-Rademacher family R in a Boolean algebra B is called minimal if for any r ∈ R one has that r / ∈ B τ (R \ {r}).
Simple examples (like a disjoint family of nonzero elements) show that a minimal family need not be pre-Rademacher. On the other hand, by the results of the previous section, there are pre-Rademacher families which are not minimal.
Another property of a pre-Rademacher family that is needed to make it a Rademacher family is an analogue of the property to be "identically distributed". Definition 3.2. An infinite pre-Rademacher family (r i ) i∈I in a Boolean algebra B is called:
• hereditarily atomless if every of its infinite subfamily is atomless;
• vanishing at infinity if j∈J θ j r j = 0 for any infinite subset J ⊆ I and any collection of signs θ j = ±1, j ∈ J.
The following statement is a consequence of Theorem 2.10. As Example 2.14 shows, a hereditarily atomless pre-Rademacher family need not be vanishing at infinite. So, the σ-completeness assumption in (2) of Proposition 3.3 is essential. To emphasize the importance of the vanishing at infinity property of a Rademacher family, we provide examples showing the variety of distinct (non-isomorphic) types of countable minimal pre-Rademacher families without this property. Another sense of the vanishing at infinity property is explained below in Theorem 3.11: this property gives positivity of the measure generated by a pre-Rademacher family. Proof. With no loss of generality we assume that A 0 = {a} : a ∈ B 0 , where B 0 is a dense subset of [0, 1) and B is the power set of B 0 , that is, the set of all subsets of B 0 . Any number x ∈ [0, 1) we represent as x = ∞ n=1 a n (x) 2 −n , where the dyadic digits a n (x) ∈ {0, 1} are not eventually 1's. We set r n = {x ∈ B 0 : a n (x) = 1}. Then for any finite collection of distinct numbers n 1 , . . . , n k ∈ N and signs θ 1 , . . . , θ k = ±1 one has
which is nonempty because B 0 is dense in [0, 1). To show that (r n ) ∞ n=1 is σ-complete, observe that for any y ∈ [0, 1) one has
In particular, for any y ∈ B 0 one has {y} = ∞ n=1 2a n (y) − 1 r n . Finally, we show that (r n ) ∞ n=1 is minimal. Fix any n 0 ∈ N. We prove the following claim. Claim. For any A ∈ B τ {r n : n = n 0 } one has (3.1) (∀x ∈ A) x * def = n =n 0 a n (x)2 −n + 1 − a n 0 (x) 2 −n 0 ∈ A.
First observe that (3.1) holds for A = r n with any n = n 0 . Hence, by (1) of Proposition 1.4, (3.1) holds for all A ∈ B {r n : n = n 0 } . Now fix any A ′ ∈ B τ {r n : n = n 0 } . By (2) of Proposition 1.4, there exists a net (A α ) in B {r n : n = n 0 } and a net (u α ) in B with the same index set such that u α ↓ 0 and A α △A ′ u α . Hence, given any x ∈ A ′ , there exists α 0 such that x / ∈ u α , and therefore, x ∈ A α for all α α 0 . Since (3.1) holds for A = A α , we have that X * ∈ A α for all α α 0 , and so x * ∈ A. Thus, (3.1) holds for A = A ′ and the claim is proved.
Since (3.1) does not hold for A = r n 0 , we deduce that r n 0 ∈ B τ (R)\B τ {r n : n = n 0 } . For the proof, we need some lemmas which will be useful also for further consideration.
We say that a family R = (r i ) i∈I of elements of a Boolean algebra B is a pre-Rademacher family on an element e ∈ B \ {0} if R is a pre-Rademacher family in the Boolean algebra B e = {x ∈ B : x e} with the operations induced by B and unity e. We also introduce the notions of a Rademacher family, minimal pre-Rademacher family, hereditarily atomless pre-Rademacher family, vanishing at infinity pre-Rademacher family, complete Rademacher and complete pre-Rademacher family on an element e similarly.
Lemma 3.7. Let R = (r i ) i∈I be a family of elements of a Boolean algebra B and e is an upper bound for R in B. Then for the assertions (1) R is a pre-Rademacher family on e; (2) R is a pre-Rademacher family; one has (1) ⇒ (2) anyway, and (2) ⇒ (1) if, in addition, R is infinite.
Before the proof, we notice that the implication (2) ⇒ (1) is generally false for finite families R = (r i ) i∈I . Consider, for example, the family R = {r 1 , r 2 } in B, where r 1 = 0, . Then R is a pre-Rademacher family on B, however is not a pre-Rademacher family on e = 0, 3 4 (which is an upper bound for R), because (−r 1 ∩ e) ∩ (−r 2 ∩ e) = 0.
Proof. The implication (1) ⇒ (2) is obvious. We prove (2) ⇒ (1) for an infinite R. Assume, on the contrary, that (2) holds, however there exists a finite subset J ⊂ I and a collection of signs θ j = ±1, j ∈ J such that j∈J (θ j r j ∩ e) = 0. Since I is infinite, there exists i ∈ I \ J.
which contradicts (2).
Lemma 3.8. Let R = (r i ) i∈I be a family of elements of a Boolean algebra B, e is an upper bound for R in B such that R is a pre-Rademacher family on e. Then the following assertions are equivalent: (1) R is minimal as a pre-Rademacher family in B; (2) R is a minimal pre-Rademacher family on e;
The proof is an easy exercise, due to Proposition 1.4.
Remark that a similar statement on a family to be Rademacher in B and on an upper bound of the family is not true, as well as for the vanishing at infinity and hereditarily atomless properties of a pre-Rademacher family.
The following two lemmas constitute an essential step in the procedure of gluing together separate pre-Rademacher families.
Lemma 3.9. Let B be a Boolean algebra, 0 < e ∈ B and e = e ′ ⊔ e ′′ with e ′ , e ′′ > 0. Let R ′ = (r ′ i ) i∈I and R ′′ = (r ′′ i ) i∈I be pre-Rademacher families on e ′ and e ′′ respectively. Then e ′ / ∈ B τ (R), where R = (r i ) i∈I and r i = r ′ i ⊔ r ′′ i for every i ∈ I.
Proof. Assume, on the contrary, that there exist a net (z α ) in B(R) and a net (w α ) in B with the same index set such that z α △e ′ w α ↓ 0. Say, z α = mα k=1 s α,k , where s α,k = j∈J α,k θ α,k,j r j , θ α,k,j = ±1 and J α,k are finite subsets of I. Set
and observe that
e ′ \ x α u α ↓ 0 and y α v α ↓ 0. Now we define a function ϕ : B e (R 1 ) → B e (R 1 ) by setting
for all n ∈ N, finite subsets J i of I and signs θ i,j . Since R ′ and R ′′ are pre-Rademacher families, ϕ is an isomorphism. Choose any index α 0 so that v α 0 < e ′′ (such an index exists, because v α ↓ 0). Since x α e ′ \ u α ↑ e ′ , one has that sup α α 0 x α = e ′ . Since ϕ is an isomorphism and ϕ(x α ) = y α , we obtain that sup α α 0 y α = e ′′ , which contradicts the choice of α 0 , because y α v α v α 0 < e ′′ for all α α 0 . Lemma 3.10. Let B be a Boolean algebra, 0 < e ∈ B and e = e ′ ⊔ e ′′ with e ′ , e ′′ > 0. Let (r ′ i ) i∈I and (r ′′ i ) i∈I be pre-Rademacher families on e ′ and e ′′ respectively. Then (r i ) i∈I 0 is a pre-Rademacher family on e, where I 0 = I ∪ {I}, r i = r ′ i ⊔ r ′′ i for i ∈ I and r I = e ′ . If, in addition, (r ′ i ) i∈I and (r ′′ i ) i∈I are (1) minimal (2) vanishing at infinity (3) τ -complete (4) σ-complete on e ′ and e ′′ respectively then so is (r i ) i∈I 0 on e.
Proof. First we show that (r i ) i∈I 0 is a pre-Rademacher family on e. Let J ⊆ I 0 be a finite subset and θ j = ±1 for all j ∈ J. If I / ∈ J then in view of r ′ i ∩ r ′′ j = 0 we obtain
If I ∈ J and θ I = 1 then
Analogously, if I ∈ J and θ I = −1 then j∈J θ j r j = j∈J\{I} θ j r ′′ j > 0. Thus, all finite particles are nonzero and hence, (r i ) i∈I 0 is a pre-Rademacher family on e.
(1) The condition r I / ∈ B τ (r i ) i∈I follows from Lemma 3.9. Show that for any i 0 ∈ I one has r i 0 / ∈ B τ (r i ) i∈I 0 \{i 0 } . Assume, on the contrary, that there exists a net (z α ) in
∈ B τ (r ′ i ) i∈I\{i 0 } , which contradicts the assumption.
Let J ⊆ I 0 be an infinite subset and θ j = ±1 for all j ∈ J. Then
So, all infinite particles are zero, and thus (r i ) i∈I 0 is a Rademacher family on e.
(2) Let J ⊆ I 0 be an infinite subset and (θ j ) j∈J a collection of signs. If I ∈ I 0 and θ I = 1 then j∈J θ j r j = j∈J\{I} θ j r ′ j = 0, because (r ′ i ) i∈I vanishes at infinity and J \ {I} is infinite. Analogously, if I ∈ I 0 and θ I = −1 then j∈J θ j r j = j∈J\{I} θ j r ′′ j = 0. Finally, if I / ∈ I 0 then J ⊆ I and hence
(3) Given any z ∈ B e , we split z = x ⊔ y, where x = z ∩ e ′ and y = z ∩ e ′′ . Using the assumption, choose a net (x α ) α∈A in B (r ′ i ) i∈I , a net (u α ) α∈A in B with x α △x u α ↓ 0, a net (y β ) α∈B in B (r ′′ i ) i∈I and a net (v β ) α∈B in B with y β △y v β ↓ 0. Say,
where J ′ α,k and J ′′ β,k are finite subsets of I and θ α,k,j , θ β,k,j are signs. Observe that C = A × B is a directed set with respect to the order (α ′ , β ′ ) (α ′′ , β ′′ ) if and only if α ′ α ′′ and β ′ β ′′ . We set z (α,β) = x α ⊔ y β and prove that z (α,β) o −→ z and z (α,β) ∈ B (r i ) i∈I 0 . Indeed, (4) The proof is similar to that of (3).
Proof of Theorem 3.6. For simplicity of notation, with no loss of generality we assume that B 1 = B. We consider two cases depending on whether A 0 is finite or infinite. Let first A 0 be finite, say, A 0 = {a 1 , . . . , a m } with a i = a j for i = j. Decompose N = N 1 ⊔ . . . ⊔ N m onto infinite subsets N k . Define a function φ : N → {1, . . . , m} so that n ∈ N φ(n) and set r n = ( r n , a φ(n) ) ∈ B for all n ∈ N. We prove that (r n ) ∞ n=1 possesses the desired properties. If J ⊆ N is a finite subsets and
n=1 is a pre-Rademacher family. A similar coordinatewise argument shows that (r n ) ∞ n=1 is minimal. We prove that (r n ) ∞ n=1 is complete. Let z = (x, y) ∈ B be arbitrary. Choose a sequence (
where θ n,k,j = ±1 and J n,k ⊆ N are finite subsets.
Given any t ∈ B 2 , by I(t) we denote the subset of {1, . . . , m} such that t = i∈I(t) a i . Then for every t ∈ B 2 one has (3.3)
θ n,k,j a φ(n) and z n = (x n , y).
. Taking into account that (x n , y n ) = mn k=1 j∈J n,k θ n,k,j r j , we deduce that z n ∈ B σ (r j ) ∞ j=1 . Thus, the pre-Rademacher family (r j ) ∞ j=1 is complete.
Remark that the property of a family to be Rademacher is weaker than the property to be independent in the sense of probability, which depends on a measure. More precisely, a Rademacher family is independent in the sense of probability with respect to a suitable measure, as we see later. Before the proof, we remark that the usual way to start the proof with showing that the dyadic finitely additive measure µ on B(R) the existence and uniqueness of which is already established in Theorem 2.15 is countably additive is false. Moreover, µ is not countably additive on B(R) for natural examples. Indeed, we show that the restriction µ 0 = µ| B( R) of the Lebesgue measure µ, which is countably additive on B, to the subalgebra B( R) generated by the usual Rademacher family R, is not countably additive. To do this, we provide an example of a sequence (x n ) ∞ n=1 in B( R) with x n+1 x n for all n, inf n x n = 0 in B( R) (but not in B!) with µ(x n ) 1/2 for all n, which is enough by the well known and easily proved fact [5, 326 F(c) ]. Let (I n ) ∞ n=1 be any numeration of the dyadic intervals. For all n ∈ N choose a dyadic interval I kn ⊆ I n of measure µ(I kn ) 2 −n−1 and set x m = [0, 1) \ m n=1 I kn . Then x n+1 x n for all n and
Prove that inf n x n = 0 in B( R). Let z ∈ B( R) be an upper bound for {x n : n ∈ N}. Assume on the contrary that z > 0. Then there exists a dyadic interval I m such that I m z, and hence I km ⊆ I m z x m , which contradicts the choice of x m .
We need two technical lemmas.
Lemma 3.12. Let R = (r i ) i∈I be a pre-Rademacher system in a Boolean algebra B. Then any element x ∈ B(R) has an expansion
where m ∈ N, J is a finite subset of I and θ k,j = ±1.
Proof. Assume x ∈ B(R), say,
where n ∈ N, J i are finite subsets of I and θ i,j = ±1. Set J = n i=1 J k . Then by (2.2), for every i = 1, . . . , n one has (3.6)
where the disjoint sum is taken over all possible collections of signs (ǫ j ) j∈J\J i . Substituting (3.6) to (3.5) we obtain (3.4). for all m ∈ N, finite subsets J of I and signs θ k,j = ±1, is order preserving, that is, for every x, y ∈ B ′ (R ′ ) the inequality x y implies ϕ(x) ϕ(y).
Proof. Observe that for any finite subsets J ′ , J ′′ ⊂ I and any signs θ ′ j = ±1, j ∈ J ′ and θ ′′ j = ±1, j ∈ J ′′ the following inclusions are equivalent
because each of the conditions is equivalent to the next one: J ′′ ⊆ J ′ and θ ′′ j = θ ′ j for all j ∈ J ′′ . Using the equivalence of (3.7) and (3.8), one can easily deduce the lemma statement.
Proof of Theorem 3.11. If I is finite then the theorem statement is obvious. Let I be infinite and Σ be an algebra of subsets of a set Ω isomorphic to B σ (R) (such a set and an algebra exist by the Stone representation theorem) and let ϕ : B σ (R) → Σ be an isomorphism. Let Σ 0 be the minimal σ-algebra of subsets of Ω including Σ. Then s i = ϕ(r i ), i ∈ I is a minimal pre-Rademacher family in Σ 0 . Using that Σ 0 is an algebra of subsets, we show that there is a unique (not necessarily positive) countably additive probability measure ν on Σ 0 satisfying
for all finite collections of distinct indices i 1 , . . . , i n ∈ I and all collections of signs θ 1 , . . . , θ n ∈ {−1, 1}. Set S = (s i ) i∈I and let ν ′ be the dyadic measure on the subalgebra Σ 0 (S) of Σ 0 generated by S which is finitely additive by Theorem 2.15. Then (3.9) holds for ν ′ instead of ν, and so our goal is to prove the existence and uniqueness of a countably additive extension ν of ν ′ to Σ 0 .
First we prove that ν ′ is countably additive on Σ 0 (S). Indeed, let (x n ) ∞ n=1 be a sequence in Σ 0 (S) with x n+1 ⊆ x n and ∞ n=1 x n = ∅. Say,
where m n ∈ N, J n are finite subsets of I and θ n,k,j = ±1 (see Lemma 3.12) . Using that J 0 = ∞ n=1 J n is at most countable, we choose a countable I 0 = {i n : n ∈ N} ⊆ I including J 0 with distinct i n 's. Let J ′ n be the finite subset of N consisting of all j ∈ N such that i j ∈ J n . Then (3.10)
Let (r n ) ∞ n=1 be the family of subsets of [0, 1) defined by (2.1) (by the obvious reason, with no loss of generality we may and do assume that N ∩ I = ∅, not to mix the elements of (r i ) i∈I and (r n ) ∞ n=1 ). We set
By Lemma 3.13, y n+1 ⊆ y n for all n ∈ N. Now set y = ∞ n=1 y n and Λ = (λ n ) ∞ n=1 : λ n ∈ {1, . . . , m n } . Given any t ∈ y and n ∈ N, by k n (t) we denote the integer k m n such that t ∈ j∈J ′ n θ n,k,i j r j . Then for any λ = (λ n ) ∞ n=1 ∈ Λ we set y λ = t ∈ y : (∀n ∈ N) k n (t) = λ n and observe that y = λ∈Λ y λ . Let µ 0 denote the Lebesgue measure on the Borel subsets of [0, 1). Since Λ is countable, to show that µ 0 (y) = 0, it is enough to prove µ 0 (y λ ) = 0 for all λ ∈ Λ. By the definition of y λ , one has
Taking another notation we get y λ = j∈I λ ǫ j r j for some subset I λ of N and signs ǫ j = ±1. Observe that I λ is infinite, because otherwise passing back to x n 's we would obtain
x n = ∅, a contradiction. Since I λ is infinite, µ 0 (y λ ) = 0 for all λ ∈ Λ and, as a consequence, µ 0 (y) = 0. By the σ-additivity of the Lebesgue measure, lim n→∞ µ 0 (y n ) = µ 0 (y) = 0. Since
we obtain lim n→∞ ν ′ (x n ) = 0. This is enough to show that ν ′ is countably additive on Σ 0 (S) by [3, Proposition 1. Now we define a measure µ :
for all x ∈ B σ (R) and prove that µ has the desired properties. Observe that µ is well defined by the minimality of R. For any n ∈ N, distinct indices i 1 , . . . , i n ∈ I and signs θ 1 , . . . , θ n one has
by (3.9) , that is, (1.1) holds. The countable additivity of ν on Σ 0 implies the countable additivity of µ on B σ (R). Indeed, given any sequence x n ∈ B σ (R) with x n+1 x n and inf n x n = 0, one has that ϕ(x n+1 ) ⊆ ϕ(x n ) and inf n ϕ(x n ) = ∅ in Σ 0 . Since Σ 0 is a σ-algebra, ∞ n=1 ϕ(x n ) ∈ Σ 0 , and so, ∞ n=1 ϕ(x n ) = ∅ as a lower bound for the sequence ϕ(x n ) ∞ n=1
. By the countable additivity of ν, lim n→∞ ν ϕ(x n ) = 0, that is, lim n→∞ µ(x n ) = 0. By [5, Corollary 326G(a)], µ is countably additive on B σ (R).
It remains to show that µ is positive once R vanishes at infinity. Assume z ∈ B σ (R) and µ(z) = 0. Our goal is to show that z = 0. Choose a sequence (z n ) ∞ n=1 in B(R) with z n o −→ z. Let (u n ) ∞ n=1 be a sequence in B σ (R) such that z n △z u n for all n ∈ N and
Say,
where p n ∈ N, I n are finite subsets of I and ϑ n,k,j = ±1. By (3.11),
where ϕ is the isomorphism defined at the beginning of the proof, and by (3.12),
Since u n+1 u n we have that ϕ(z n+1 ) ⊆ ϕ(z n ) for all n ∈ N, and since ∞ n=1 u n = 0, we have ∞ n=1 ϕ(u n ) = ∅. Hence for every t ∈ ϕ(z) by (3.13), there is n t ∈ N such that t ∈ ϕ(z n ) for all n n t , that is,
Given any t ∈ ϕ(z n ), let k n (t) ′ p n be the least integer such that t ∈ j∈In ϑ n,k,j ϕ(r j ) (such a number exists by (3.14)). Set Λ ′ = (λ n ) ∞ n=1 : λ n ∈ {1, . . . , p n } and for every i ∈ N and λ = (λ n ) ∞ n=1 ∈ Λ ′ set
Observe that |Λ ′ | = ℵ 0 and for every i ∈ N, ∞ n=i ϕ(z n ) = λ∈Λ ′ w i,λ . On the other hand, for every i ∈ N and λ = (λ n ) ∞ n=1 ∈ Λ ′ (3.16)
for a suitable subset M i,λ of I and signs ε i,λ,j = ±1. We claim that M i,λ is infinite. Assume, on the contrary, that |M i,λ | = s for some s ∈ N. Then, taking into account the last relation of (3.16) we deduce that
and therefore
a contradiction. Thus, M i,λ is infinite. Since R vanishes at infinity, j∈M i,λ ε i,λ,j r j = 0 and hence, j∈M i,λ ε i,λ,j ϕ(r j ) = ∅. By (3.16), w i,λ = ∅ for all i ∈ N and λ = (λ n ) ∞ n=1 ∈ Λ ′ . This yields that ∞ n=i ϕ(z n ) = ∅ for all i ∈ N. By (3.15), ϕ(z) = ∅ and hence z = 0. Corollary 3.14. Let (r i ) i∈I be a σ-complete Rademacher system in a Boolean algebra B. Then there is a unique positive countably additive probability measure µ on B satisfying (1.1).
Like in Definition 3.16, the unique and existed measure will be called the dyadic measure generated by the Rademacher system. Remark 3.15. Let R = (r i ) i∈I be a Rademacher family in a Boolean algebra B. By Theorem 3.11, B σ (R) is a measurable Boolean algebra, hence, B σ (R) possesses the CCC and thus, B σ (R) = B τ (R). So, the words "σ-complete Rademacher family" we replace with "complete Rademacher family". Before the proof, we recall some more information on the order convergence. Limit inferior and limit superior of an order bounded sequence (x n ) n=1 in a Dedekind σ-complete lattice E are defined by lim inf n x n = sup n inf k n x k and lim sup n x n = inf n sup k n x k respectively. Anyway, lim inf n x n lim sup n x n . If x = lim inf n x n = lim sup n x n then it is said the sequence (x n ) n=1 order converges to x and written x n o −→ x. This new notion of the order convergence in a Boolean algebra coincides with the one given in the introduction.
Proof. Let B ′ and B ′′ be Dedekind σ-complete Boolean algebras with complete Rademacher systems R ′ = (r ′ i ) i∈I and R ′′ = (r ′′ i ) i∈I respectively. We construct an isomorphism ϕ : B ′ → B ′′ as follows. First we define ϕ on B ′ (R ′ ) by setting for every m ∈ N, every finite subset J of I and each signs θ n,k,j = ±1.
where m n ∈ N, J n are finite subsets of I and θ n,k,j = ±1 (see Lemma 3.12). Our goal is to prove the existence of the order limit of the sequence
in B ′′ . Let µ ′ and µ ′′ be the dyadic measures on B ′ and B ′′ generated by R ′ and R ′′ respectively. By the definitions, µ ′ (x ′ n ) = µ ′′ (x ′′ n ) for all n ∈ N. Set x ′′ = lim inf n x ′′ n and x ′′ = lim sup n x ′′ n . Then, using the countable additivity of µ ′ and µ ′′ we obtain
Taking into account that x ′′ x ′′ , one has
By positivity of µ ′′ , x ′′ = x ′′ which yields the existence of the order limit
The proof of the independence of x ′′ on the choice of a sequence (x ′ n ) ∞ n=1 and that ϕ is a bijection is standard. By the above, ϕ : B ′ → B ′′ is an order continuous and measure preserving map, that is, µ ′′ ϕ(x) = µ ′ (x) for all x ∈ B ′ .
It remains to show that ϕ is order preserving. Assume x, y ∈ B ′ with x y. Choose any sequences (x n ) ∞ n=1 and (
By the order continuity of ϕ, ϕ(x) ϕ(y).
As a consequence of the Maharam theorem 1.2 and Theorem 4.1 we obtain the following new characterization of homogeneous measurable algebras.
Theorem 4.2. A Dedekind σ-complete Boolean algebra B is homogeneous measurable if and only if there is a complete Rademacher family in B.

Rademacher and Haar systems in Riesz spaces
Necessary information on Riesz spaces. Recall some well known definitions. Let E be a Riesz space. Two elements x, y ∈ E are called disjoint (or orthogonal) if |x|∧ |y| = 0 and this fact is written as x⊥ y. Two subsets A, B ⊆ E are disjoint if x⊥ y for all x ∈ A and y ∈ B. For any subset A ⊆ E by A d we denote the set A d = {x ∈ E : A and {x} are disjoint}. The notation x = n k=1 x k means that x = n k=1 x k and x i ⊥ x j if i = j.
An element x of a Riesz space E is called a fragment (in other terminology, a component) of an element y ∈ E, provided x⊥(y − x). The notation x ⊑ y means that x is a fragment of y. Given any e ∈ E + , the set C X e of all fragments of e is a Boolean algebra with respect to the lattice operations ∨ and ∧, consisting precisely of all extreme points of the order segment [0, e] [1, p. 37].
A sublattice of a Riesz space E is a vector subspace F of E which is a lattice itself with respect to the same ordering. A subset A of a Riesz space E is called solid if for any x ∈ A and y ∈ E the condition |y| |x| implies that y ∈ A. A solid vector subspace is called an ideal. An order closed ideal is called a band. A band I of a Riesz space E is called a projection
By A e and B e we denote the ideal and the band in E generated by an element e ∈ E.
Let F be an ideal of a Banach lattice E. An element e ∈ F + is called a weak unit of F provided for every x ∈ F the condition x⊥e = 0 implies that x = 0.
Recall that an element e of a Riesz space E is called a projection element if B e is a projection band. A Riesz space E is said to have the principal projection property if every element of E is a projection element.
Let e 0 be a projection of an element of E. Then for every x ∈ X by P e (x) we denote the projection of x to B e . By [1, Theorem 3.13] , P e (x) = ∞ n=1 (x ∧ ne) for every x ∈ E + . One can show that P e (x) ⊑ x for all x and e.
A Riesz space E is called Dedekind complete (Dedekind σ-complete) if every order bounded from above nonempty subset of (sequence in) E has the least upper bound in E. Every Dedekind σ-complete Riesz space has the principal projection property [1, p. 36] .
A decreasing (in the non-strict sense) net (x α ) in a Riesz space E is said to be order converging to an element x ∈ E (notation x α ↓ x) if inf α x α = x. Likewise, the notation x α ↑ x means that (x α ) is an increasing net with sup α x α = x. More generally, it is said that a net (x α ) α∈Λ in E order converges to an element x ∈ E (notation x α o −→ x if there exists a net (u α ) α∈Λ in E with the same index set such that u α ↓ 0 and |x β − x| u β for all β ∈ Λ.
Let E be a Riesz space, 0 < e ∈ E. Any element x ∈ E of the form x = m k=1 a k x k , where m ∈ N, a k ∈ R and x k ∈ F e is called an e-step function. The following well known theorem is very essential for the sequel, see [1, Theorem 6.8 ].
Theorem 5.1 (Freudenthal's Spectral Theorem). Let E be a Riesz space with the principal projection property and 0 < e ∈ E. Then for every x ∈ A e there exists a sequence (u n ) ∞ n=1 of e-step functions such that
In what follows, we consider Archimedean Riesz spaces only (see [1] for more details).
Signed fragments, pre-Rademacher and Rademacher systems.
Definition 5.2. Let E be a Riesz space and 0 = e ∈ E. An element x ∈ E is called a signed fragment of e provided that |x| ⊑ |e|.
By |F| e we denote the set of all signed fragments of e. It is clear from the definition that |F| e = |F| |e| , so we assume e > 0 in what follows. For convenience of notation, we introduce the multiplication operation on |F| e to be the following disjoint sum:
for all x, y ∈ |F| e . To prove the following proposition is a standard technical exercise.
Proposition 5.3. Let E be a Riesz space and 0 < e ∈ E.
(1) The binary operation · is well defined on |F| e , that is, x · y ∈ |F| e for all x, y ∈ |F| e . (2) |F| e is an Abelian group relative to the operation ·, unit e, and the inverse element
Definition 5.4. Let E be a Riesz space and 0 < e ∈ E. Let F e denote the Boolean algebra of fragments of e and let R = ( r i ) i∈I be a pre-Rademacher family in F e . The following system of elements of |F| e (5.1) R = (r i ) i∈I , wrere r i = 2 r i − e, i ∈ I is called a pre-Rademacher system in E (more precisely, a pre-Rademacher system on e).
Analogously we define minimal, vanishing at infinity, σ-complete pre-Rademacher system and a Rademacher system on an element e > 0.
Observe that
and |r i | = e for all i ∈ I.
Theorem 5.5. Let E be a Dedekind complete Riesz space. Then for any element e > 0 of E and any infinite cardinal ℵ α the following assertions are equivalent.
(1) There exists a complete Rademacher system (r i ) i∈I on e of cardinality |I| = ℵ α .
In the case where
Proof. (1) ⇒ (2). By Theorem 4.1, there is a Boolean isomorphism ϕ :
, where G is the Riesz subspace of E of all e-step functions and L 0 (D ωα , Σ ωα , µ ωα ) is the Riesz space of all equivalence classes of measurable functions from D ωα to R, by setting
for every m k=1 a k x k ∈ G. Observe that, T 0 is an injective lattice homomorphism, and that T 0 (G) coincides with the Riesz subspace of L 0 (D ωα , Σ ωα , µ ωα ) of all 1-step functions, where 1 is the equivalence class containing the constant function 1. We show that T 0 is order continuous. Indeed, let (u λ ) be a net in G with u λ ↓ 0. Our goal is to show that inf λ T 0 (u λ ) = 0. If this were not true, there would exist z ∈ L 0 (D ωα , Σ ωα , µ ωα ) with 0 < z T 0 (u λ ) for all λ. Obviously, the set of all simple functions is order dense in L 0 (D ωα , Σ ωα , µ ωα ), and so, by the above, there is an element y ∈ G with 0 < T 0 (y) z T 0 (u λ ) for all λ. Hence, 0 < y u λ for all λ, which contradicts the assumption u λ ↓ 0. T
which is an order continuous lattice homomorphism. By the order density of the set of all simple functions in L 0 (D ωα , Σ ωα , µ ωα ) and (5.3), T is injective. It remains to observe that
The implication (2) ⇒ (1) is obvious.
Haar and other systems. Let E be a Riesz space, 0 < e ∈ E and R = (r n ) ∞ n=1 a Rademacher system on e. We define the Haar system generated by R as follows. For every k ∈ N let (ǫ k,j ) ∞ j=1 be the sequence of signs ǫ k,j = ±1 defined as follows. Let k − 1 = ∞ j=1 a k,j 2 j be the dyadic expansion with digits a k,j ∈ {0, 1}. Then set ǫ k,j = 1 − 2a k,j for all k, j ∈ N. Observe that for every fixed n = 2, 3, . . . the sequences (ǫ k,j ) n−1 j=1 for k = 1, . . . , 2 n−1 are distinct and all possible sequences of signs of length n − 1. Then we define h 1 = e, h 2 = r 1 and for every n = 2, 3, . . . and every k = 1, . . . , 2 n h 2 n +k = r n · n−1 j=1 a k,j e + ǫ k,j r j 2 to be the Haar system (h i ) ∞ i=1 on e. We say that a Haar system is complete if the corresponding Rademacher system is complete.
Let F be a linear subspace of a Riesz space E. Following [4] , a sequence (x n ) ∞ n=1 in F is called an order Schauder basis of F if for every x ∈ F there exists a unique sequence of scalars (a n ) ∞ n=1 such that 
is not an order Schauder basic sequence. Recall that an element e > 0 of a Riesz space E is called an order unit of E if for every x ∈ E there is a scalar a > 0 such that |x| ae. In other words, e is an order unit of E provided A e = E. Using a complete Rademacher system on an element e > 0 of a Riesz space E, one can define some other classical systems, like Walsh [12] and Olevsky systems [11] .
Integration in Riesz spaces with respect to a Rademacher system
By an infinite disjoint sum ∞ n=1 x n of elements x n of a Riesz space E we understand the difference
if both suprema exist and x i ⊥ x j for all i = j. Definition 6.1. Let E be a Riesz space, 0 < e ∈ E. By an e-simple element we understand any element x ∈ E admitting an expansion
where a n ∈ R, x n ∈ F e for all n ∈ N.
Obviously, the set S e of all e-simple elements is a sublattice of E.
Let E be a Riesz space, 0 < e ∈ E, R = ( r i ) i∈I be a complete Rademacher family in F e and R = (r i ) i∈I be the Rademacher system on e defined by (5.1). Let µ be the dyadic probability positive measure on F e generated by R. Definition 6.2. An e-simple element x = ∞ n=1 a n x n , where a n ∈ R, x n ∈ F e for all n ∈ N, is called R-integrable if ∞ n=1 |a n |µ(x n ) < ∞. In this case we define the integral of x over e with respect to R by setting e x dµ = ∞ n=1 a n µ(x n ).
One can show that, if x is an R-integrable e-simple element then the above definition of the integral of x does not depend on an expansion of x as an infinite disjoint sum of scalar multiples by fragments of e.
The set of all R-integrable e-simple elements we denote by S 1 e . Using standard tools, one can prove the following properties of the above notion. Proposition 6.3.
(1) If x ∈ F e and a ∈ R then ax ∈ S 1 e and e ax dµ = aµ(x). (4) If x ∈ S e and |x| λe for some λ 0 then x ∈ S 1 e and e x dµ λ.
The next important for the integration statement is a version of Freudenthal's Spectral Theorem 5.1, which follows from Freudenthal's Spectral Theorem.
Theorem 6.4. Let E be a σ-Dedekind complete Riesz space and 0 < e ∈ E. Then for every x ∈ B e there exists a sequence (u n ) ∞ n=1 of e-simple elements such that (6.1) ∀n, 0 x − u n 1 n e and u n ↑ x.
Remark that the important difference from Theorem 5.1 is that one can approximate any element from the band generated by e by a sequence of e-simple elements.
Sketch of proof.
With no loss of generality, we may and do assume that x 0. We define a sequence (x m ) ∞ m=1 by setting x 1 = P (e−x) + (x) and x m+1 = P ((m+1)e−x) + (x) − P (me−x) + (x) for m = 1, 2, . . . . For every m ∈ N, we set e m = P xm e. Then (e m ) ∞ m=1 is a disjoint sequence of fragments of e and x m ∈ A em for all m ∈ N. Using Theorem 5.1, for every m ∈ N we choose a sequence (u m,n ) ∞ n=1 of e m -step functions with (6.3) ∀n, 0 x m − u m,n 1 n e m and u m,n ↑ x m as n → ∞.
Since x − e u m,n x for all n, m ∈ N and E is Dedekind σ-complete, for every n ∈ N there exists the following infinite disjoint sum
By (6.2) and (6.3), the sequence (u n ) ∞ n=1 has the desired properties.
From now on, assume in addition, that E is σ-Dedekind complete.
Definition 6.5. An element x ∈ B e is called R-integrable if there exists a sequence (u n ) ∞
n=1
of integrable e-simple elements possessing (6.1).
Proposition 6.6. Let x ∈ B e be R-integrable and let (u n ) ∞ n=1 be a sequence of integrable e-simple elements possessing (6.1). Then there exists the limit (6.4) lim n→∞ e u n dµ.
Proof. We show that The following proposition is proved by the well known scheme.
Proposition 6.7. Let x ∈ B e be R-integrable. Then the limit (6.4) does not depend on a sequence (u n ) ∞ n=1 of integrable e-simple elements possessing (6.1). Definition 6.8. Let x ∈ B e be R-integrable. The limit (6.4), where (u n ) ∞ n=1 is a sequence of integrable e-simple elements possessing (6.1), is called the integral of x over e with respect to R and denoted by e x dµ = lim n→∞ e u n dµ.
One can prove that the defined above integral possesses all the usual properties of the Lebesgue integral. In particular, the integrability of x and |x| are equivalent and one has e x dµ e |x| dµ.
The set of all R-integrable functions we denote by L 1 (R). It is immediate that L 1 (R) is an ideal of E and a normed lattice with respect to the norm Similarly, one can define the normed spaces L p (R) with 1 < p < ∞, as well as Lorentz and Orlicz spaces using the integral with respect to R.
A partial answer to Problem 1.1
The following theorem which is a consequence of the above results gives a partial answer to Problem 1.1 in its part concerning Rademacher systems.
Theorem 7.1. Let (r i ) i∈I be a system in a Riesz space E. Then the following assertions are equivalent.
(1) There exist a probability space (Ω, Σ, µ), a Riesz subspace F of E containing (r i ) i∈I and a Riesz into isomorphism T : F → L 0 (µ) such that (T r i ) i∈I is a system of independent ±1-valued random variables with the distribution µ{T r i = ±1} = 1/2, i ∈ I; (2) (r i ) i∈I possesses the following properties:
(a) there exists e ∈ E, e > 0 such that (∀i ∈ I) |r i | = e; (b) for every finite J ⊆ I and every signs θ j ∈ {+, −}, j ∈ J one has j∈J r θ j j > 0; (c) for every infinite J ⊆ I and every signs θ j ∈ {+, −}, j ∈ J one has j∈J r Proof. The implication (1) ⇒ (2) is obvious (properties (a)-(d) are clear for a system of independent ±1-valued random variables with the distribution µ{T r i = ±1} = 1/2, i ∈ I, and these properties are preserved by a Riesz isomorphism.
(2) ⇒ (1). By (2), R = (r + i ) i∈I is a Rademacher system on e in the Boolean algebra F e . By Theorem 3.11, there exists a unique positive countably additive probability measure µ ′ (called the dyadic measure) on the smallest σ-complete subalgebra B σ (R) of F e satisfying (1.1). Let (Ω, Σ) be a measurable space with Σ Boolean isomorphic to B σ (R) by means of a Boolean isomorphism ϕ : B σ (R) → Σ (see the Stone Theorem, [6, Theorem 7.11] ). Let µ be the measure on Σ defined by µ(A) = µ ′ ϕ −1 (A) for all A ∈ Σ. Now we show that (Ω, Σ, µ) is the desired probability measure space. Observe that the system ( r i ) i∈I in L 0 (µ) defined by r i = 1 ϕ(r + i ) − 1 ϕ(r − i ) , i ∈ I is a system of independent ±1-valued random variables with the distribution µ{ r i = ±1} = 1/2. It remains to construct a Riesz subspace F of E containing (r i ) i∈I and a Riesz into isomorphism T : F → L 0 (µ) with T r i = r i for all i ∈ I. Let P be the particle semialgebra of F e with respect to (r + i ) i∈I . Denote by F the set of all disjoint sums m k=1 a k x k , where m ∈ N, a k ∈ R and x k ∈ P. Then F is a Riesz subspace of E containing (r i ) i∈I . We set
for all m k=1 a k x k ∈ F (T sends a disjoint sum from F to a disjoint sum in L 0 (µ) because ϕ is a Boolean isomorphism). To prove that T has the desired properties is an easy technical exercise.
