The task of scheduling communications between satellites and ground control stations is getting more and more critical since an increasing number of satellites must be controlled by a small set of stations. In such a congested scenario, the current practice, in which experts build hand-made schedules, often leaves a large number of communication requests unserved. We report on our experience in the design of an optimization-based support tool at the European Space Agency. We propose a tight time-indexed formulation of the problem able to include several complex technological constraints. A non-standard Lagrangian heuristic is then devised which provides near-optimal solutions of a set of largescale test problems arising in the forthcoming GALILEO constellation. The heuristic shows numerical stability and robustness adequate for practical implementation. The resulting tool is used by the Italian reference operator for GALILEO system management and is currently under testing at the European Space Agency.
Introduction
Satellite systems support a large number of services, such as surveillance, geodesy and navigation, remote sensing and monitoring, telecommunications and data relay. The dramatic increase of the demand for such services is currently stimulating the implementation of new constellations. One major technological novelty is that in these new systems the large satellites used in early (monolithic) constellations are replaced by clusters of small satellites within a single orbital location, yielding the socalled distributed satellite constellations [24] . A distributed constellation is flexible and robust: it can provide a high level of service earlier than the constellation is completely deployed or in case of some component failure. Moreover, small satellites are cheaper and can be managed more efficiently than large ones. On the other hand, the implementation of distributed satellite constellations requires the solution of several challenging problems, particularly on the planning and control side.
One major problem regards the data exchange between spacecrafts and control ground-stations located around the Earth. In fact, a large set of communication requests (from now on referred to as services) must be scheduled everyday. This is becoming a critical task since the rapid increase in the number of satellites cannot be counterbalanced by installing additional, very expensive, ground-stations. In the current practice, experts construct hand-made schedules which typically do not accommodate a large number of services. This has been experienced in the U.S. Air Force Satellite Control Network [2] and also by the engineers of Telespazio S.p.A. 1 in a preliminary study concerning with the forthcoming GALILEO constellation.
GALILEO, a joint initiative of the European Commission and the European Space Agency (ESA), is a satellite positioning and navigation system specifically designed for civilian purposes [23] . It is designed to provide worldwide services with outstanding performance in terms of accuracy, integrity, continuity and availability. In year 2010, market analyses estimate 3 billions of users equivalent to a yearly turnover of 300 billions Euro. The whole program cost is about 2.15 billions Euro while the yearly management cost will be about 220 millions Euro. The first satellite (Giove-A) of a constellation of 30, has been launched in December, 28 2005. Details on features and current status of GALILEO project can be found in [22] . On this ground, Telespazio and the European Space Agency (ESA) supported the development of an optimization-based decision support tool for service scheduling. This paper reports on the mathematical models and algorithms developed within the project.
The problem of scheduling services on a satellite constellation is formally introduced in [2] , and referred to as Satellite Range Scheduling Problem (SRSP). In particular, two versions of SRSP are investigated: the Single Resource Range Scheduling (SiRRS) and the Multi-Resource Range Scheduling (MuRRS). An instance of SiRRS consists of one ground station and a set of services: service j has a fixed processing time and must be processed within a (service-dependent) time window V (j). V (j) models the visibility period of the satellite which the service is directed to, that is, the time period in which the service can be processed by the ground station. Finally, the ground station can process at most one task at a time and tasks cannot be preempted. The problem consists in finding a feasible schedule maximizing the number of processed tasks. In MuRRS, a set of m (≥ 1) ground stations is given. Each service j is associated with a set of pairs (k, V (j, k)), where k is a ground station and V (j, k) is the visibility period of the satellite from station k. [2] show that SiRRS is equivalent to the (NP-hard) scheduling problem 1|r j | U j . Polynomial special cases of SiRRS and MuRRS are investigated respectively in [6] and [2] , in which each service j has a processing time equal to the length of V (j) (no slack instances, typical of low-altitude satellites). In [2] several algorithms for SiRRS and MuRRS are also compared on a set of realistic instances derived from the U.S. Air Force Satellite Control Network.
In this paper, we study a generalization of MuRRS, referred to as Satellite Range Scheduling with Resource Constraints. A first novelty is that satellites have unit capacity, that is, can activate at most one connection at a time. This locates the problem into the family of multiprocessor task scheduling problems, in which each task (service) requires a set of resources to be processed (ground station and satellite). A second novelty consists in a set of technological constraints which must be included in order to faithfully represent real-life systems (see §2). Finally, an important issue concerns the objective function. In fact, we address the weighted version w j U j of the one investigated in [2] . This was strongly recommended by ESA and Telespazio engineers, as it allows the managers of the ground segment to negotiate the price of a service request and to rank services accordingly.
We propose a time-indexed {0, 1}-linear programming formulation able to model the complex structure of the constraints, and show that its linear relaxation provides very good bounds (see §6). A major drawback of such a formulation is its size, which often makes even the LP relaxation difficult to solve. This contrasts with the robustness requirement which is unavoidable for an algorithm to be incorporated in a decision support tool. Computational advances with time-indexed formulations may often be achieved by Lagrangian relaxation [1] [15] [18] . In fact, we devise a strong Lagrangian bound based on a Lagrangian subproblem which extends the one proposed in [1] for the single-machine case, being equivalent to a set of maximum weighted independent set problems on interval graph. Unfortunately, the complex structure of the technological constraints prevents the application of standard crossover mechanisms for deriving feasible good schedules within subgradient optimization. For this reason, we propose a heuristic which can be viewed as an adaptation to Lagrangian relaxation of the Fix-and-Relax MIP heuristic developed by [9] . The computational experience ( §6) shows the effectiveness and the viability of the approach, yielding near-optimal solutions for large scale instances of the GALILEO constellation. The tool incorporating our methodology is used by Telespazio in the design phase of the GALILEO mission and is under testing at the European Space Agency ( §6.3).
Problem definition and complexity
A satellite mission consists of a set S = {1, . . . , S} of satellites (space segment) and a set M = {1, . . . , M } of ground stations (ground segment). Ground stations are communication facilities, including antennae and other expensive equipments. Depending on the mission, satellites may be geosynchronous or not. In the latter case, a ground station m can communicate with a satellite s only when s lies within the transmitting horizon of m. In general, this happens periodically within the planning horizon T . Therefore, for each (s, m) ∈ S × M, the visibility period can be expressed as the union of H sm (disjoint) time windows:
Moreover, the system is designed so that each satellite s ∈ S is visible from at least one station m ∈ M within the time horizon T , that is, ∀s ∈ S, ∃m ∈ M such that V (s, m) = ∅.
Several operations must be performed on spacecrafts, related to either satellite control (e.g., tracking, telemetry reception, telecommand uplink, ranging session, navigation/integrity message uplink), or satellite payload (e.g., earth observation or scientific data download). These operations require ground-to-space communications: we define service a generic request of communication between a specific satellite and any ground station. Therefore, a service is associated with some information, stored in data packets, representing the corresponding on-board operation.
The problem under investigation consists of a set of services J = {1, . . . , J} to be scheduled. Each service j ∈ J is characterized by the following parameters:
-s(j) ∈ S, the (unique) satellite requested by j; -M(j) ⊆ M , the set of stations able to process j; -p j ∈ Z + , the (deterministic) processing time, that is, the duration of the communication j;
-r j ∈ T , the service release time, i.e., the time in which j becomes available for processing;
-d j ∈ T , the service due-date, i.e., the time by which j must be completed; -w j ∈ Z + , the revenue of j.
-l j ∈ Z + , the size of the data packets (Kbytes) associated with j.
Transmission and reception are regarded as being simultaneous. In fact, transmission delays of some milliseconds can be disregarded w.r.t. communication durations (p j ) of several minutes. Once the processing of a service is started it cannot be interrupted until completion (i.e., the communication must be active in a period of length p j ). Moreover, both satellites and ground stations have unit capacity, that is, can process at most one service at a time. A service j processed (not processed) in the period [r j , d j − p j ] is said to be on-time (tardy).
In some cases, the operation associated with service j must be performed some time later the service upload. Precisely, we are given a time instant e j ∈ T , with e j > d j , in which the on-board operation associated to j must be started. As a consequence, the data packets of size l j have to be stored on the (limited) on-board memory until the operation is performed. Such services are said to be time-tagged (J T T ⊆ J ), whilst the others, whose operation is performed exactly when the service is completed (i.e., do not occupy the on-board memory), are referred to as immediate.
The following families of technological constraints have also to be taken into account.
Precedence constraints. Some immediate services may correspond to steps of a single control operation (such as rotating a satellite) and must be transmitted according to the sequence in which they will be executed. In such a case, the operation will be successfully performed only if all the corresponding services are processed on-time. Thus, (i) a precedence relation arise with the form of independent chains of services, (ii) any service in the sequence can be sent if and only if all the preceding ones have been already sent, and (iii) all services in a sequence but the last one have zero revenue, while the last one has a revenue representing the whole operation.
Ground stations set-up times. Whenever a ground station m processes two consecutive services with two distinct satellites i and j, the ground station requires a setup time σ m ij in order to point its antenna. During such a setup time, no further transmissions can occur.
On-board storage constraints. Each satellite s has an on-board memory buffer of size B s ∈ Z + able to store data packets of time-tagged commands. At any time the size of data packets uploaded on satellites s cannot exceed B s .
The considerable growth in the number of satellites overloads the available ground stations, which, typically, fail to accommodate a large portion of the daily set of requests. In order to manage such a congestion, the ground station managers negotiate with the customer a price for every service. The interest of the ground segment managers is then to maximize the overall revenue of on-time services. Therefore, the problem is stated as:
The Satellite Range Scheduling Problem with Resource Constraints is the one of finding a feasible schedule of services which maximizes the total revenue of on-time services.
From a mathematical point of view, it is worthwhile to look also at the relaxation of Srsp-rc obtained eliminating precedence, set-up and on-board storage constraints. We denote such a relaxation by Srsp-rc-rel. The complete problems hierarchy is summarized in Figure 1 .
A straightforward polynomial reduction can be performed from 1|r j | w i U i to a special case (i.e., single ground station) of Srsp-rc-rel, implying that Srsp-rcrel (and, consequently Srsp-rc) is NP-hard. Remark that, if satellites have infinite capacity and w j = 1 for all j ∈ J (i.e., all the services have the same revenue), then Srsp-rc-rel boils down to MuRRS.
In fact, the key feature of Srsp-rc-rel is that processing a service j requires (simultaneously) one station in M(j) and one satellite s(j). This locates Srsp-rcrel within the category of multiprocessor tasks scheduling (or one-job-on-multiple machine) problems [10] [16] [7] . The environment where each task can be processed by a collection of sets of alternative but specified processors is called dedicated and denoted by set j in the β field of the extended three-fields notation [10] . Due to the limited satellite/ground station visibility, the set of alternative processors for a service j is also time dependent: to this purpose, we introduce the notation set t j for our specific environment. Therefore, Srsp-rc-rel can be denoted as P |set t j , r j | w j U j , that is, minimizing the weighted number of tardy jobs in a multiprocessor task system, where jobs have release and due dates and are processed by a set of (time dependent) alternative processors. To the best of our knowledge, this problem has not been addressed in the literature. In fact, most of papers on multiprocessor task scheduling deal with the fixed environment P |f ix j |•, where the set of processors assigned to a task is fixed. In this area, a few papers appeared concerning with the minimization of the (weighted) number of tardy jobs (see [5] and the surveys [16] , [7] In this section a {0, 1}-Linear Programming formulation for Srsp-rc is devised. To this purpose, the planning horizon T is divided into 1, . . . , T periods (or time slots) where each period t starts at time t − 1 and ends at time t. Given a service j, let us denote by
the feasibility period of j, i.e., the set of time slots in which j can start in order to be completed on time. Let us introduce a binary variable x t jm assuming value 1 if ground station m starts processing service j at time t and 0 otherwise. Notice that variables x t jm are defined only if t ∈ F (j). For the sake of clarity, we start illustrating a {0, 1}-LP model for Srsp-rc-rel, referred to as {0, 1}-Srsp-rc-rel, and then discuss how to extend it to Srsp-rc:
where Θ(j, m, t) = [t, t + p j − 1] ∩ F (j, m) and J (s) denotes the set of services requested by satellite s. Constraints (2) state that each service can be processed at most once. Constraints (3) represent the ground station capacity: each ground station m can process, without preemption, at most one service j at time t. Constraints (4) represent the satellite capacity: each satellite can process at most one service at time t. The objective amounts to maximize the total revenue of on-time services.
{0, 1}-Srsp-rc-rel belongs to the class of the time-indexed formulations (also known as x jt formulations, [19] ). These provide very strong linear relaxations both for single [20] [1] and for parallel machine problems [15] . Moreover, they are easily adaptable to different objective functions, additional technological constraints, breakdowns, eligibilities, etc. In fact, it is easy to extend {0, 1}-Srsp-rc-rel to Srsp-rc, introducing the following families of constraints:
Precedence constraints For each pair i and j of consecutive services in a chain, one has:
Ground station set-up constraints Given a ground station m, if service h starts from m to satellite s(h) at time t then no other service can be performed on the ground station m towards a satellite s(i) = s(h) within the time-window [t + p h , t + p h + σ m s(h)s(i) ], i.e., during the time required for the antenna pointing:
Notice that the length of the time-window depends on the couple (s h , s i ) of the current and next satellites and on the ground station m. Clearly, no setup occurs if the next satellite and the current one coincide.
On-board storage constraints Let J T T s (t) = j ∈ J T T s | e j ≥ t be the set of time-tagged services directed to satellite s, whose on-board operations starts later than t, and Γ s = t ∈ T | ∃j ∈ J T T s : e j = t be the set of the corresponding starting periods (i.e., periods in which the on-board memory is freed). Due to the limited capacity of on-board buffer, one has:
The major drawback of time-indexed formulations is their size. Under this respect, {0, 1}-Srsp-rc is even worse than time-indexed formulations of standard problems for two reasons: (i) modeling the feasibility period of a service requires a machine index m (which is not necessary for the basic parallel machine model); (ii) for two families of constraints, the number of constraints depends on T (see tables 4, 5 and 6). Therefore, the number T of discretization periods for the planning horizon T affects significantly the model size. Since T is fixed, one can vary the length of the discretization step: large values help the computational tractability, but, unfortunately, yield an excessive modelling approximation, as illustrated in §6.
Classical remedies for such computational difficulties consist in either column generation [20] or Lagrangian relaxation [1] [15] [18] . In the next section we investigate a suitable Lagrangian relaxation for {0, 1}-Srsp-rc-rel (and also for {0, 1}-Srsp-rc). A recent computational study by [15] shows that Lagrangian relaxation is a viable alternative to column generation for an earliness-tardiness scheduling problem on parallel machines close to Srsp-rc-rel.
Lagrangian relaxation
A strategic choice in Lagrangian relaxation concerns the set of constraints to be relaxed. The Lagrangian problems obtained by relaxing just one set of constraints of {0, 1}-Srsp-rc-rel are difficult optimization problems. On the contrary, all the relaxations in which two constraint sets are dualized exhibit the so-called integrality property [21] .
Among them, the relaxation in which the assignment (2) and the ground station capacity constraints (3) are dualized shows two important advantages: it has the minimum number of multipliers and, at the same time, yields an efficiently solvable lagrangian subproblem. As for the former, O(J + M T ) multipliers are introduced, while relaxing constraints (3)(4) introduces O(M T + ST ) multipliers, and relaxing (2)(4) results in O(J + ST ) multipliers. In our instances, S M and, consequently,
Let us now analyze the complexity of the lagrangian subproblem. Let λ ≥ 0 and µ ≥ 0 be the Lagrangian multipliers vectors for constraints (2) and (3) respectively. Given a pair (λ,μ), an upper bound Z U B (λ,μ) for {0, 1}-Srsp-rc-rel can be computed by solving the set-packing problem SP (λ,μ):
According to [20] , a schedule SC that satisfies the resource (satellite) constraints is said pseudo-schedule. Every feasible solutionx of SP (λ,μ) corresponds to a pseudoschedule which may violate both the capacity constraints on ground stations (3) and the assignment constraints (2) (i.e., each service may be performed more than once, eventually on different ground stations). We now show that SP (λ,μ) can be solved in pseudopolynomial time. First, observe that the matrix defined by constraints (7) is block diagonal. Therefore, SP (λ,μ) can be decomposed into S disjoint problems SP 1 (λ,μ), . . . , SP S (λ,μ), each corresponding to the variables of one satellite. Now, for each s = 1, . . . , S, define a conflict graph G s = (V s , E s ) associated with SP s (λ,μ), where V s contains a vertex v t jm for each variable x t jm , j ∈ J (s), and (v t jm , v u ik ) ∈ E if and only if the columns x t jm and x u ik are non orthogonal (i.e., correspond to services overlapping on the satellite s). Rewriting the objective function of SP s (λ,μ) as
and associating a weight (w j −λ j − τ ∈Θ(j,m,t)μ mτ ) to each vertex v t jm ∈ V s , it is easy to observe that SP s (λ,μ) is equivalent to finding a maximum weight stable set in G s . Thanks to the special structure of G s this can be carried out efficiently.
Recall that a graph G = (V, E) is interval if there exists a total ordering ≺ of the vertices such that for each triple r ≺ s ≺ t ∈ V , rt ∈ E implies that st ∈ E [13] . The maximum weight stable set is polynomially solvable on interval graphs [14] . Indeed:
Proof. Proof.Associate each vertex v t jm to the closed interval [t, t + p j ] and consider the lexicographic order ≺ of the vertices based on completion time, ground station and service, i.e., 
The practical complexity is even more profitable, since services have typically small slack d j − r j − p j .
The dual function Z U B (λ, µ) is minimized through the standard subgradient method [4] . The iterative procedure (Subgradient) adopted is reported in Table  1 . The parameters values result from empirical experiments. The algorithm is initialized with a feasible solution x LB of value Z LB , evaluated by a simple dispatching rule, processing services according to their urgency (Earliest Due Date). Subgradient also returns the pseudo-schedule corresponding to the best multipliers (λ, µ). This is obtained as the union of the solutions to SP s (λ, µ), for s = {1, . . . , S}.
The Lagrangian relaxation (7) can be extended to {0, 1}-Srsp-rc by dualizing constraints (3)- (6) . However, the number of constraints (3)-(6) can be very large in real-life instances (see tables 4, 5 and 6), affecting convergence of Subgradient. In particular, the major computational difficulties arise with the setup constraints (5). On the other hand, we experienced that dropping such constraints from the Lagrangian relaxation does not result in a significative impairment of the bound. Therefore, we found profitable not introducing them in the evaluation of the Lagrangian relaxation, but taking them into account only in the crossover heuristic, described in the next section.
Output: a bound value U B Lagr and a pseudo-schedule SC begin initialize: Let Z LB be the value of a feasible solution;
is improved of at least 0.001% in the last 300 iterations end. Good feasible solutions can be derived from good relaxations in several ways. In case of Lagrangian relaxation, feasible schedules are typically obtained from pseudoschedules computed during the subgradient optimization by a combination of elementary moves such as swap, insertion, deletion, merge of pseudo-schedule, etc. (see, for instance, [1] , [15] ). We experienced that the pseudo-schedules obtained from Subgradient are far from primal feasibility and elementary neighbourhoods of such solutions often do not contain feasible improving solutions.
On the other hand, several LP-based heuristics are known in the literature (see [8] , [12] for recent contributions and [21] for a general reference) whose performance heavily depends on the tightness of the linear formulation. Among the others, we recall the Fix-and-Relax heuristic introduced by [9] .
Fix-and-Relax is a framework that alleviates the difficulty of solving a large scale IP by solving a sequence of small MIPs. In particular, suppose to deal with a pure {0, 1} problem and consider a partition of the variable set N into k sets {N 1 , N 2 , . . . , N k }. The first MIP of a sequence of k is obtained relaxing the integrality conditions on variables in {N 2 , . . . , N k }. Then, the i-th MIP (1 < i ≤ k) is obtained (i ) fixing the variables in {N 1 , . . . , N i−1 } to the optimal values evaluated in the (i − 1)-th MIP and (ii) relaxing the integrality condition on variables in {N i+1 , . . . , N k }. The integer solution (if any) of the k-th MIP is the heuristic solution. Several algorithms derived from this basic framework has been successfully applied to different scheduling problems (see, for instance, [9] , [11] and [3] ). In particular, we are interested in the implementation proposed in [11] , in which the partition {N 1 , N 2 , . . . , N k } is not decided in advance but dynamically determined.
Unfortunately, the Fix-and-Relax scheme cannot be directly applied to {0, 1}-Srsp-rc-rel because even its linear relaxation (see §6) is too difficult to be solved. Incidentally, this also prevents the application of other LP-based heuristics, such as those presented in [8] , [12] . For this reason, we propose a Lagrangian version of the Fix-and-Relax heuristic: at the i-th iteration, instead of a MIP, the Lagrangian dual is solved (see §4). Then, the set of variables to be fixed is determined exploiting the pseudo-schedule SC derived from the solution of the Lagrangian dual, as explained in the next subsection.
Fixing
Exact fixing procedures in Lagrangian methods are typically based on reduced costs [21] . Our (non-exact) fixing scheme exploits the reduced costs in a non-standard way, combining them with the combinatorial interpretation of the pseudo-schedule SC. Precisely, let J be an instance of {0, 1}-Srsp-rc-rel, SC(J ) be the pseudoschedule associated to the solution (λ * , µ * ) returned by Subgradient(J ), x * be the 0-1 vector associated to SC(J ) and H be a feasible schedule of services. The input of the fixing procedure consists of J , H, (λ * , µ * ), x * and SC(J ). Then, the variable xt jm = 1 with the maximum reduced cost is selected. Two cases are possible: either (a) service j is executed only once in SC(J )
From a combinatorial point of view, cases (a) and (b2) corresponds to decide the starting time and the ground station of service j, while case (b1) corresponds to choose only the ground station that performs the service. The rationale behind this policy is that, in cases (a) and (b2) the choice of the subgradient algorithm is considered more reliable and it is exploited to fix both starting time and station of a service. On the contrary, in the (b1) case the value of the reduced cost is considered only as an indication of the ground station that will process the service.
The fixing procedure, denoted by Fix(J , H, (λ * , µ * ), x * , SC(J )), returns both a (possibly) larger feasible schedule and a reduced instance J ⊆ J of {0, 1}-Srsprc-rel.
Heuristic
The algorithm starts with an empty feasible schedule of services H and an instance J of {0, 1}-Srsp-rc-rel. The initial step consists in solving the Lagrangian dual of J by procedure Subgradient which returns a pseudo-schedule SC(J ) (see §4). The i-th iteration consists in determining the variable set N i by a number of calls of the procedure Fix(J , H, (λ * , µ * ), x * , SC(J )) (fixing loop) and updating the relaxation.
At each round of the fixing loop, Fix(·) returns a reduced instance J that becomes the input for the successive round. Its associated pseudo-schedule SC(J ) is obtained from SC(J ) simply removing the service corresponding to the fixed variables. Then, at the end of the fixing loop, Subgradient (J ), is run on the current (reduced) instance J and the resulting pseudo schedule SC(J ) is the input for the next iteration.
In principle, this scheme could be repeated until all variables are fixed. However, in order to improve the solution quality, J is solved to optimality as a MIP as soon as it is allowed by the instance size. The resulting algorithm is reported in Table 2 .
In general, fix-and-relax heuristics can have an important drawback: if at some iteration the relaxed MIP becomes infeasible, nothing can be inferred on the whole problem. In our case this possibility is excluded: at the end of each fixing loop we deal with a reduced instance of {0, 1}-Srsp-rc-rel. Therefore, the whole algorithm always returns a feasible solution (although possibly of poor quality).
Another important remark concerns the solution of the relaxation. Suppose that the fixing loop fixes to 1 only variables corresponding to services that appears exactly once in SC(J ) (case (a)): in the successive iteration the relaxation could return exactly the same solution previously found. However, in our experience, due to the non-exact nature of the procedure Subgradient(J ), this case never happened.
The algorithm parameters are: settings of the procedure Subgradient (see Table 1 ), size of the largest instance solvable to optimality (see §6) and the parameter FixIter. We experienced that small values of FixIter (typically, from 5 to 10) lead to the best results.
Extension to Srsp-rc
The extension of Fix-and-Relax to {0, 1}-Srsp-rc is straightforward. Only the extension of Fix(·) to {0, 1}-Srsp-rc requires some care when constraints (3) are included. In particular, the service j corresponding to a variable xt jm with maximum reduced cost may belong to a chain A. In this case, two choices are possible: either fix only service j or all the services in the chain A. We experienced that the latter leads to better results. Precisely, if SC(J ) contains feasible schedules of the whole chain, then the one maximizing the sum of the reduced costs is fixed (i.e., all the corresponding variables are fixed to 1). Otherwise, xt jm is set to 0.
As mentioned in §4, constraints (5) may be removed from the relaxation. In this case, the reduced costs are not directly available in the solution of the Lagrangian relaxation, but satisfactory estimates of their values (pseudo-reduced costs) can be computed efficiently. Consider a pseudo-schedule SC(J ) and recall that each service j in SC(J ) has at least one starting time x * t jm = 1. Then, for each service and for each starting time x * t jm = 1, pseudo-reduced costs are evaluated by subtracting from Z U B (λ * , µ * ) the value of the optimal solution of an instance of SP (λ * , µ * ) with xt jm = 0.
Computational experience
The computational experience has two major purposes: (i) assessing the performance of the Lagrangian fix-and-relax heuristic ( §5) and (ii) showing its practical use. As for (i), the solutions returned by the heuristic are compared with the upper bounds provided by either the linear (for small solvable instances) or the Lagrangian relaxation of {0, 1}-Srsp-rc. To address point (ii), we first consider different sizes of the time slot (discretization step) so as to investigate the trade-off between solution quality and instance solvability. Then, we discuss the impact on the current practice of the decision support tool incorporating the heuristic. In particular, we illustrate the advances achievable in challenging operational scenarios.
-------------------------------Algorithm Fix-and-Relax
Input: an instance J of Srsp-rc Output: a feasible schedule H and an upper bound U B Lagr begin initialize:
; remove from SC(J ) the services corresponding to fixed variables; J := J ; endfor; \ * relax * \ (NULL, λ * , µ * , x * ) := Subgradient (J ); build SC(J ) from x * ; until J is "too large"; solve J to optimality and let L be the optimal schedule of J ; extend H with L; return H, U B Lagr ; end. 
-------------------------------

Test bed description
The test bed has been provided by Telespazio and ESA engineers and concerns the GALILEO constellation. The GALILEO space segment is made of 30 identical satellites, 27 of which lying on three different orbital planes plus one spare per orbital plane. All satellites have circular orbits with (nominal) semi-major axis of about 30,000 km and nominal inclination of 56 • . The resulting orbit period is about 14.4 hours. The ground segment contains 5 ground stations, assumed to have the same technical capability. The locations of the ground stations are reported in Table 3 . The mission planning control is organized in three different temporal levels: long term planning (from 1 to 12 months), mid term planning (2 weeks) and short term planning (1 week). The definitive timing and scheduling of services is decided at the short term planning level. Therefore, we face instances of Srsp-rc with a time horizon of 7 days (10,080 minutes). We investigate two possible sizes of the time slot t: t = 1 minute and t = 10 minutes. In particular, t = 1 is the smallest significative value (leading to the largest instances), while t = 10 is the smallest value that determines almost solvable {0, 1}-LPs.
In a 7 days time horizon, the mission control requires uplink and downlink services for both routine and maintenance operations. Routine operations concern with telemetry measures (TM) and commands for adjusting possible anomalies (ADJ). Both TM and ADJ operations must be immediately executed and any ADJ operation has exactly one TM operation as a predecessor. Therefore, the measure-and-adjust activity requires a chain of two services (see §2). A TM service has duration of either 20 or 45 minutes, while an ADJ service is always 10 minutes length. Other routine operations (FULL) have weekly frequency and require services of duration between 45 and 120 minutes.
Maintenance operations include special satellite tests (TEST), on-board software management (OBSM), calibration (CAL), contingency (CONT). Such operations may be particularly urgent for the satellite life, resulting in very short feasibility periods. Moreover, in some cases, they must be sent simultaneously to several (up to 4) satellites and/or require a continuous contact for a large time period.
According to the above classification, the following scenarios are considered (all times are expressed in minutes):
Routine scenarios Such scenarios contain only services of type TM, ADJ and FULL and represent possible alternatives of control activities. In detail:
Scenario G1. For each orbit period and for each satellite a measure-andadjust chain of two services i of type TM and j of type ADJ is required. In seven days this amounts to 348 chains. The processing time of the service i is equal to 45 and its release date r i coincides with the first instant of satellite visibility from any ground station during the corresponding orbit period. Finally, the due date is d i = r i + 90 + h and the weight w i is 0. Service j has p j = 10, r j = r i + p i , d j = r j + 90 + h and w j = 2.
The parameter h is a very important design parameter: it measures the time allowance for service execution. Small values of h (i.e., h ≤ 120 minutes) lead to a tight (desired) control of the constellation, while large values, even if in principle acceptable, may introduce some trouble in the control activity.
The instance is completed with 30 services (one for each satellite) of type FULL, each, say k, with p k = 45, r k = 0, d k = 10, 080 and w k = 1.
Scenario G2. Services are as in scenario G1, but with processing times equal to 20 for TM services and 120 for FULL services.
Scenario G3. Services are as in scenario G2, but with due dates d i = r i +40+h for services i of type TM and d j = r j + 40 + h for services j of type ADJ.
All routine scenarios lead to instances of {0, 1}-Srsp-rc with constraints (3)-(5).
Maintenance scenarios Scenarios G4, G5 and G6 are built respectively from G1, G2 and G3 by adding the following services, corresponding to important maintenance operations on four different satellites s a , s b , s c , s d :
TEST: 33 services generated (released) every 300 minutes, with s(j) = s a , p j = 240, d j − r j = 300 + h and w j = 2; OBSM: 33 services generated every 300 minutes with s(j) = s b test with p j = 240, d j − r j = 300 + h and w j = 2; CAL: 33 services generated every 300 minutes with s(j) = s c , p j = 240, d j −r j = 300 + h and w j = 3;
CONT: 33 services generated every 300 minutes with s(j) = s d , p j = 240, d j − r j = 300 + h and w j = 5; Scenarios G4, G5 and G6 lead to instances of {0, 1}-Srsp-rc with constraints (3)-(5).
Time-tagged scenarios Scenarios G7, G8 and G9 are built respectively from G4, G5 and G6 by introducing a set of time-tagged services. Namely, the following services are generated (released) every 6 hours for each of the three satellites s b , s c , s d :
OBSM: 28 time-tagged services with p j = 240, d j − r j = 300 + h, w j = 4, e j = d j + 480 and l j = 4 (Kbyte); CAL: 28 time-tagged services with p j = 140, d j − r j = 300 + h, w j = 2, e j = d j + 480 and l j = 3 (Kbyte);
CONT: 28 time-tagged services with p j = 10, d j − r j = 300 + h, w j = 5, e j = d j + 480 and l j = 2 (Kbyte); Scenarios G7, G8 and G9 lead to instances of {0, 1}-Srsp-rc with the whole set of constraints (3)-(6).
For all scenarios, the ground station setup times (antenna re-positioning, §2) are equal to 1 (i.e., σ m s s = 1) for any ground station m and for any pair of satellites s , s . Therefore, in order to perform a fair comparison, in all instances with t = 10 the set-up times are neglected. Finally, the size of the on-board buffer is B s = 8 Kbytes for every satellite s. For each scenario from G1 to G6, we consider 8 different instances (named Gi h t, i = 1, . . . , 6 ) corresponding to different values of the implementation parameter h (h ∈ {0, 120, 240, 360}) and to different size of the unit time period t (t ∈ {10, 1}). The characteristics of these instances are reported in Table 5 .
For each scenario from G7 to G9 we consider 2 instances (named Gi t, i = 7, 8, 9) corresponding to h = 0 and different size of the unit time period t (t ∈ {10, 1}). The characteristics of these instances are reported in Table 6 .
Notice that the number of constraints in instances with t = 10 ranges from 277, 631 to 1, 630, 026; while for t = 1 it ranges from 1, 716, 123 to 9, 930, 104.
Scenario G0. From scenarios G1-G6, we derive 12 instances named G0i t, obtained removing all set of constraints (3) and (5) from instances Gi 0 t, for i = 1, . . . , 6 and t ∈ {10, 1}. The characteristics of these instances are reported in Table  4 . Note that instances G0i t are instances of the basic problem {0, 1}-Srsp-rc-rel.
Implementation details
The algorithm is coded in C++ and run on a Pentium IV 1.4 Ghz machine, with 1GB RAM. The best parameters setting of Subgradient is reported in Table 1 .
Optimal values of the linear relaxation and integer optimal solutions are computed by the commercial ILP solver ILOG CPLEX 9.1. The size of {0, 1}-Srsp-rc-s requires some care in using the solver. First, all cut generation routine have been disabled. Second, a simple constraint management technique has been implemented: all constraints (3)-(6) are dropped from the initial formulation and added dynamically. The time limit for the ILP solver is set to 12 hours. Table 6 : Characteristic of the instances for scenarios G7-G9
Instance
The heuristic parameter FixIter is set to 10 for scenarios G1-G3 and to 5 for the others, while the MIP solver is invoked (see §5) whenever the size of the reduced instance is smaller than 10,000-50,000 variables.
Computational results
The results are collected in Tables 7, 8, 9 and 10, reporting the following data: value of the best solution of the Lagrangian dual (UB Lagr ), value of the primal solution found by the heuristic (LB Heu ), relative percentage gap (the label "Optimal" in Table 8 indicates that, LB Heu coincides either with UB Lagr or with the trivial bound given by the number of all services), CPU time (either in seconds or in the format hh mm ss) respectively for upper and lower bound evaluation, value of the LP relaxation (UB LP ), if available, best feasible solution found by the ILP solver (LB LP , the marker † indicates that the solution is not optimal) and CPU time for both LP relaxation and branch-and-bound (the entry *** means that the time limit has been reached). Finally, Tables 11 and 12 report the number of variables fixed by the heuristic and the number of on-time services in the best solution for scenarios G4-G9.
Routine scenarios G1-G2-G3 Table 8 reports the results for routine scenarios G1-G3. From these data one can observe the following:
• The linear relaxation of {0, 1}-Srsp-rc provides very good upper bounds. In fact, all instances solved to optimality by CPLEX do not show integrality gap at the root node of the enumeration tree. On the other hand, CPLEX can evaluate (in the given time limit) the linear relaxation only for instances with large discretization (t = 10).
• The Lagrangian dual provides very good upper bounds and the relative percentage gap is close to zero. It is also strictly close to the linear bound, whenever it can be evaluated. Note that the Lagrangian bound for instances with discretization step t = 1 exceeds in some case the trivial upper bound of value 726 but, in such instances, the heuristic is able to accommodate all services. As far as CPU times are concerned, the evaluation of U B Lagr always remains under half a hour, even for large instances (i.e., instances with t = 1, h > 0). Only for small size instances, Subgradient can take a longer time than CPLEX simplex algorithm.
• The heuristic finds near optimal solutions in all instances, including the difficult ones (corresponding to t = 1). In 18 instances (over a set of 24) it finds an optimal solution. Among the 12 instances solved by CPLEX, the heuristic fails to find an optimal solution only on G2 0 10. In all instances, the solution found by the heuristic with t = 1 is always not worse than the (optimal) solution found by CPLEX with t = 10 and in 6 cases is considerably better.
• The Fix-and-Relax heuristic solves several times the Lagrangian dual. Therefore, the CPU time gets very large for some instance, but is still acceptable for a planning horizon of 7 days.
• For all instances there is no difference between solutions found calling CPLEX at the end of the reduction phase of Fix-and-Relax and solutions obtained by fixing all services by Fix(·). Therefore, LB Heu solutions of Table 8 can be found without using the commercial ILP solver.
Maintenance scenarios G4-G5-G6 These instances are larger than the previous ones (see Table 5 ) and services have different weights. The results are reported in Table 9, while Table 11 contains further details on heuristic solutions. We observe that:
• Unlike the routine case, CPLEX is unable to evaluate the linear relaxation also in 6 over 12 instances with large discretization (t = 10). Moreover, CPLEX succeeds in computing the optimal solution only for 3 instances (all with t = 10).
• The Lagrangian bound can be evaluated for all instances, even though it requires a larger computational effort. The relative percentage gap also increases, but remains under 6% on average. In five cases the gap is greater than 8%, and only in one case (namely, G6 120 10) overcomes 10 %.
• Unlike the routine case, the heuristic fails to find an optimal solution for the three instances solved by CPLEX. However, the heuristic solutions found with t = 1 always outperforms the (eventually optimal) solutions found with t = 10.
• The increase of heuristic computational times is not proportional to the increase of the time required to solve the Lagrangian dual. This is due to the fact that the fixing phase gets more effective (see the second column of Table  11 ). Table 7 : Results for scenarios G0
• In these instances, calling the MIP solver at the end of the reduction phase considerably improves the solution quality.
Time-tagged scenarios G7-G8-G9 The behaviour of the algorithms is close to the one showed in scenarios G4-G5-G6.
In summary, the results show that the modelling approximation introduced by the large discretization step (t = 10) is not acceptable, but the small step results in problems which cannot be managed by the MIP solver (not even to solve the LP relaxation). As shown in Table 7 , this still holds if all technological constraints are removed, that is, for instances of Srsp-rc-rel. On the contrary, the proposed Lagrangian heuristic finds near-optimal solutions even to the largest instances, being robust w.r.t. the number (up to about 9 millions) and complexity of the technological constraints. In fact, only in two cases the gap exceeds 10%.
Impact
The present study started in 2002, when Telespazio engineers realized the need of an advanced system to tackle challenging problems arising in the forthcoming distributed constellations (e.g., COSMO-SKYMED and GALILEO), which could not be properly managed by their standard procedures. After a series of meetings we came up with the definition of Srsp-rc and started devising solution algorithms until a first prototype of the tool incorporating Fix-and-Relax was ready in early 2005. Engineers perceived the potentialities of the instrument and proposed to the European Space Agency a joint project for its development. ESA entirely supported the project, which finished in June 2006. The tool is now distributed, with a Microsoft Excel interface, to both ESA and Telespazio. Table 10 : Results for scenarios G7-G9 Table 12 : Statistics for scenarios G7-G9
The engineers look at two possible uses of the proposed tool. First, as a design tool, since it allows to evaluate the impact on the control system of new missions or other relevant changes. Second, in the operational context, since it provides highquality solutions and supports ground stations managers in the negotiation with customers requiring services, whenever conflicts arise.
At the moment, the tool has been used by Telespazio in the design phase of GALILEO. Remarkably, this was the first attempt to design a one-week service schedule for a constellation of such a size. In the current practice, a schedule is built manually by a team of engineers with trial-and-error process. In particular, they build candidate assignments of services to ground stations and then run simulations in which conflicts are resolved locally with simple rules. The use of mathematical programming brings several benefits to the planning process. Consider, for instance, the congested scenarios G1-G3, for which engineers experienced the difficulty of accommodating all routine services. Remarkably, they could not recognize the infeasible cases, that is, those in which all the commands cannot be scheduled on-time. The results in Table 8 show that in 16 of 24 cases Fix-and-Relax returns a schedule with all services on-time. In 7 of the remaining 9 cases the percentage gap allows to conclude that such a schedule does not exist. In all cases, the value of the heuristic solution is less than 1% from the optimum one, providing very convincing answers to the engineers.
When infeasible cases occur, engineers are interested in evaluating the trade-off between overall service revenue and tightness of the control activity. Unfortunately, computing new schedules with different values of the implementation parameter h is too time consuming with the manual procedure. On the contrary, such an analysis has been performed by our tool. For instance, Table 8 shows that congestion can be handled by increasing h, without additional resources. Also, this does not suffice to accommodate maintenance operations, as shown in tables 9 and 11. Notice that only large values of the implementation parameter h allows to accommodate all routine services. However, even in such cases, at least 70% of the maintenance services are not scheduled (see columns 6 and 7 of Table 11 ). Finally, Table 10 reports on the effect of time-tagged commands. One can observe that a large percentage of these are accommodated by the Fix-and-Relax heuristic without affecting the number of on-time immediate services. Therefore, introducing time-tagged commands helps exploit the residual system capacity.
Another basic issue in long term design is the evaluation of the capacity of the ground segment. Under this respect, a useful option is the possibility of finding optimized schedules when only the basic capacity constraints are taken into account while the additional ones (3)-(6) are neglected. In fact, the results for scenarios G0i 0 t highlights a lack of radio resources on the ground segment, since not all services can be scheduled on-time (tables 8 and 9).
As for ESA, our tool is still under testing in the European Space Operations Centre (Mission Control Technologies, http://www.esa.int/SPECIALS/ESOC). The outcome of the project influenced the mission control software development pro-grams. In fact, ESA started a new framework activity with the purpose of developing optimization-based tools.
Conclusions
We presented a method for scheduling services in large satellites constellations. The paper contribution is threefold: on models, algorithms and practice. On models, we extended known models in the literature so as to cope with real-life technological constraints, devising a time indexed formulation. Time indexed formulations are known to be an effective and flexible tool for modeling complex scheduling problems but their practical use is often hindered from their size.
Therefore, concerning with the algorithms, we propose a suitable combination of mathematical programming techniques that results in an original heuristic able to find near optimal solutions for large scale instances. Also a good upper bound is provided.
On the practical side, the method has been used by Telespazio engineers in a step of the design process of the GALILEO mission and helped identify high-quality schedules under different scenarios.
