In this paper we study the existence of multiple nontrivial solutions for a semilinear elliptic equation at resonance by the minimax methods and Morse theory.
Introduction
Consider the boundary value problem where λ k is an eigenvalue of the linear boundary value problem
Hence (P ) has a trivial solution u ≡ 0. (1.2) means the problem is resonant at infinity. In this paper we study the existence of nontrivial solutions of (P ) for resonance case. Thus the (weak) solutions of (1.1) are exactly the critical points of J . Denoted by 0 < λ 1 < λ 2 < · · · < λ j < · · · the distinct eigenvalues of (P 0 ). Now we state the assumptions and results of this paper.
Corresponding to the eigenvalue λ k , H Near infinity we assume: The main results in this paper are the following theorems. In the first theorem we consider the case that u = 0 is a local minimizer of J . Theorem 1. Let (1.1) and (1.2) hold and f (x, 0) < λ 1 . Then the problem (1.1) has at least three nontrivial solutions in each of the following cases:
Denote g(x, t) = f (x, t) − λ k t and G(x, t) =
The next two theorems consider the case that u = 0 is a degenerate solution of (P ). We assume that 
Then the problem (1.1) has at least four nontrivial solutions in each of the following cases: The problem (P ) at resonance has been considered by many authors when various conditions were imposed on its nonlinearity. In [14] , the authors considered the case that g satisfies g(x, t) c |t| r + 1 for some r ∈ (0, 1) and c > 0, (1.6) and
and one nontrivial solution for (1.1) was obtained. The case r = 0 in (1.6), (1.7) was the standard Landesman-Lazer type resonance that was considered in [6, 7] where one nontrivial solution was obtained and in [8] there the existence of multiple solutions was obtained. Notice that (1.6) implies (1.2) and the condition (g ± ) is not covered by (1.7). In [25] , the authors constructed a kind of conditions imposed on g:
A slightly stronger version of (g ± ∞ ) can be found in [22] that was the first condition introduced to be used in verifying the abstract angle conditions at infinity introduced by Bartsch and Li [4] . It is clear that (1.8) is stronger than (g ± ), hence the theorems in this paper extend the results in [22, 25] .
As (P ) has a trivial solution, the existence of nontrivial solutions of (P ) depends on the behaviors of f or its primitive F near origin and infinity. As to an asymptotically linear problem, Amann and Zehnder [2] first employed the ideas of using the interaction between the nonlinearity and the spectrum of −Δ at infinity and at zero in studying the existence of nontrivial solutions of (P ), where non-resonance cases were treated. Namely if a :
has at least one nontrivial solution. In this paper we treat the more sensitive cases: a, b ∈ σ (−Δ) and there may not be any eigenvalues between a and b even a = b. Moreover we obtain the existence of multiple nontrivial solutions.
The condition (g ± ) is similar to some conditions in [21] where the author considered the problem being resonance near infinity between two consecutive eigenvalues and two nontrivial solutions were obtained via degree method when k = 1 and trivial solution was non-degenerate. Our Theorem 2 extends some results in [1, 11, 21] .
Many authors have made contributions to the study of (P ) at resonance with various methods and different conditions imposed on the nonlinearity since the pioneered work [10] . We refer the readers to [3, 6, 7, 9, 11, 13, 15, 16, 19, 20] and the references therein.
The proof of our results are based on combining the Morse theory [7, 18] , critical groups computation and the minimax methods [20] such as Mountain pass lemma and local linking. This paper is organized as follows. In Section 2, we collect some results of critical groups and Morse theory. In Section 3 several technical lemmas are presented and then proofs are given.
Preliminary results on critical groups
In this section we collect some results on critical group and Morse theory that will be used to prove our results. It is well known that Morse theory is very useful in studying the existence of multiple solutions of differential equations having variational structure. In Morse theory, the most important component is that the functional must possess deformation property.
Let E be a Hilbert space and J ∈ C 1 (E, R). Denote for c ∈ R,
In Morse theory, the functional J is always required to satisfy the so-called deformation condition (D) [4, 6] .
Definition. The functional J satisfies (D c ) at the level c ∈ R if for anyε > 0 and any neighborhood N of K c , there are ε > 0 and a continuous deformation η :
In applications we always need to verify that J satisfies the following compactness conditions.
Definition. The functional J satisfies the (PS) c condition at the level c ∈ R if any sequence
Definition. The functional J satisfies the Cerami condition [5] at the level c
The (C) condition was introduced by Cerami [5] and is a weak version of the (PS). If J satisfies the (PS) condition or the (C) condition, then J satisfies the deformation condition (cf. [3, 6] ).
Let u 0 be an isolated critical point of J with J (u 0 ) = c ∈ R, and U be a neighborhood of u 0 , the group 
is called the qth critical group of J at infinity [4] . Assume #K < ∞ and J satisfies the (D) condition. The Morse-type numbers of the pair (J, u) , and the Betti numbers of the pair (E, J a ) are β q := dim C q (J, ∞). By Morse theory [7, 18] , the following relations hold:
It follows that M q β q for all q ∈ Z. If K = ∅ then β q = 0 for all q. Thus when β q = 0 for some q * ∈ Z, J must have a critical point u * with C q * (J, u
for some q then J must have a new critical point. Moreover one can use critical groups to distinguish critical points obtained by other methods. Now in order to use these ideas to find out the unknown critical point of J or to distinguish known ones, we should give clearly descriptions of the corresponding critical groups. In the following we collect some results about critical groups both at a degenerate critical point and at infinity.
Let 0 be an isolated critical point of J such that J (0) is a Fredholm operator with finite Morse index μ 0 and nullity ν 0 = 0 which means 0 is degenerate. We have Proposition 2.1. [17, 23] Let 0 be an isolated critical point of J ∈ C 2 (E, R). Assume that J has a local linking at 0 with respect to a direct sum decomposition
there exists r > 0 small such that
Remark 2.1. The concept of local linking was introduced by Li and Liu [12] . In [17] a partial result was given for C 1 functional. The above version was given by Su [23] .
In order to prove the main results in this paper, we need the following abstract results about the critical group C q (J, ∞).
Proposition 2.2. Let the functional J : E → R be of the form
where 
Proofs of main results
In this section we give the proofs of Theorems 1-3. We first verify a compactness condition which implies the (D) condition. 
Proof. We prove the case that
Due to (1.2) we only need to show that {u n } is bounded in H 1 0 (Ω). Suppose, by the way of contradiction, that
Denoteū n = u n u n then ū n = 1. Passing to a subsequence if necessary, we may assume that
By (1.2) we also have
Letting n → ∞, it follows that Write u n = v n + w n , where v n ∈ V , w n ∈ V ⊥ , then v n u n → 1 as n → ∞.
This implies that
a contradiction with (3.1). The proof is completed. 2
To use the cut-off technique we need the following lemmas [8] .
Then the functionalJ :
Then the functionalĴ :
Lemma 3.4. Let (1.2) hold. We have
Proof. We prove the case (i). Rewrite the functional J as
Then J has the form (2.1) with
By (1.2) we see easily that (2.2) holds. By Lemma 3.1, J satisfies the (C) condition hence the (D) condition. Now we show that (g − ) implies the angle condition (AC + ∞ ) at infinity holds. Suppose it is not true, then for any n ∈ N, there is u n ∈ H 1 0 (Ω), u n = v n + w n such that u n n, w n 1 n u n , ∀n, It follows from (3.11) that
By (g − ) we have for some δ > 0 and N ∈ N such that
this contradicts (3.12). Therefore (AC + ∞ ) holds and by Proposition 2.2 that
The proof is completed. 2 Now everything is ready for us to give the proofs of Theorems 1-3.
Proof of Theorem 1. We prove the case (i). By Lemma 3.4(ii)
Hence J has a critical point u * satisfying
It follows from f (x, 0) < λ 1 that u = 0 is a local minimum of J . Hence
Now we show that J has another two critical points. Define the following functionals
where u + = max{u(x), 0}, u − = min{u(x), 0}. Then J ± is of C 2 . By (1.2), Lemmas 3.2 and 3.3, we see that J ± satisfies the (PS) condition. Since k 2, a simple calculation shows that 17) where ϕ 1 is the first eigenfunction of −Δ with 0-Dirichlet boundary data. Now, applying the Mountain pass lemma and the maximum principle we obtain a critical point u + 0 for J + and a critical point u − 0 for J − . Hence, u ± are critical points of J . By Kato-Hess theorem and the characterization of critical group of a mountain pass point [7, Chapter II, Theorem 1.6] we have
Using the results in [7] , we have
Now comparing the critical groups (3.14), (3.15) and (3.18) and noticing k 2 we get that u + , u − and u * are three nontrivial critical point of J . The proof is completed. 2 Remark 3.1. In Theorem 1, the condition f (x, 0) < λ 1 can be replaced by f (x, 0) = λ 1 and for some r > 0
To see this we only need to verify that in this case u = 0 is still a local minimizer of J . Write J as
For u ∈ H 1 0 (Ω) and u ρ, we write u = v + w where 
It is clear that
for all x ∈ Ω and |t| r so that 0 is not an isolated critical point of J and (P ) has infinitely many solutions. Hence
and u = 0 is a strict local minimizer.
We include Remark 3.1 here since to the best of our knowledge no papers published had included this case although it is a special case of the following lemma which will be needed in proving the next two theorems. 
Proof. The proof of this lemma was essential from [10] where (f Since k = 1, (3.13) and (3.14) read as
Thus u * is a mountain pass point of J and then
Now m = 1 implies u * = 0. If K = {0, u * } then the Morse equality reads as
1 which is impossible. Therefore J has another nontrivial critical pointū. Moreoverū must satisfy by Morse inequality that
It follows that 22) whereμ andν are the Morse index and nullity ofū, respectively.
Case (iii). We still have (3.19) . It follows from Lemma 3.3(i) and k = 1 that (3.13), (3.14) read as
Thus u * is a minimizer of J and then The same situations are in [11, 21] . In the cases (iii) and (iv) of Theorem 2, the functional J should be coercive and bounded from below. One may replace (g − ) with G(x, t) → −∞ as |t| → ∞. We do not know if this two conditions were equivalent each other.
Proof of Theorem 3. We only prove the case (i). By Lemma 3.4(ii) we have (3.13) and then J has a critical point u * satisfying (3.14). Assume (f 1 ) with t 0 > 0. Define Define the functional I ± : 
