In high-level synthesis [lo], the scheduling problem involves sequencing a set of operators into different control steps, while not using more than some specified number of functional units. In the past, methods based on heuristics and integer linear programming (ILP) have been employed to solve the problem. ILP formulations guarantee optimal results, and schedulers such as OASIC [4] and ALPS [7] have produced better schedules than heuristic algorithms, in comparable time for medium-sized problems.
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However, existing ILP based scheduling algorithms have provided little formalism to indicate the quality of the corresponding formulation, i.e., how tight it is. The worst case performance of an ILP solver is exponential in time. Therefore, in order to use the ILP approach to solve practical size problems, it is important that the formulation be well structured, and formal analysis is needed to determine the tightness of a problem formulation.
The purpose of formal analysis goes far beyond theoretical interest; it is necessary for further improvement of the ILP formulation. For other NP-complete problems, most notably the traveling salesman problem (TSP), ILP approaches have optimally solved large size problems, but only after the problem constraints were carefully analyzed [9] . For the scheduling problem, we also show that new tighter constraints can be found, using the theory of valid inequalities.
Our objective is not just to present another ILP based algorithm, but to introduce a formal structure to the ILP approach of solving the scheduling problem. The analysis presented here can be used to identify the strengths and weaknesses of the other ILP formulations in the literature; but we will refrain from doing this in the interest of space.
In the next section, we describe the scheduling problem polytope. The main work is presented in Sections 3, and 4, where we describe the structure of the constraints, and the solution methodologies. The experimental results in Section 4 are used to show the validity of the predictions made from the analysis in the previous sections.
The Scheduling Problem Polytope
Given a cdfg let I be the index set of all operators, and oi 4 oj indicate a precedence relation, which means that operator i must finish execution before operator j can start. Suppose the cdfg is to be scheduled onto a set S of control steps. As-soon-as-possible (ASAP) and as-late-as-possible (ALAP) schedules give a continuous range Si of control steps, called the schedule interval, over which an operator oi can be scheduled.
The type of an FU indicates its functionality (eg. multiplication, addition). Let K be the set of types that are available. Let ak and mk respectively be the area and number of functional units of type k E I(. 
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= k }. Each feasible schedule Q 2 V contains exactly one node from each Vi, satisfies all the precedence constraints between operators, and uses no more than the available number of functional units. The feasible schedules will be described by the following notations: 
2.2
The scheduling polytope constitutes the feasible region for our integer linear programming (ILP) formulation of the scheduling problem, and is defined as the convex hull of the incidence vectors of all feasible schedules as described below:
We have defined PI(Q) in a way such that its extreme points are integral, and thus denote feasible schedules. It is known that the worst case performance of an ILP is exponential in time. However, if we can describe the feasible region PI(Q) with only a set of linear equality and inequality constraints (omitting the integrality
Description of the Scheduling Polytope constraints), then a linear program (LP) will produce the optimal solution to the ILP. An LP can be solved in polynomial time; therefore, we will attempt to describe PI(Q) as tightly as possible using only equality and inequality constraints, so that the ILP solution can be efficiently found by solving a small number of LP's.
In this paper, we assume single cycle operators only, although the formulation can easily be extended to multicycle operators. Under this assumption, the set Q of all feasible schedules is described in terms of the incidence vector x of its subsets in the following way:
xi,* integer (1) The constraints (A), (P), and (R) are called the assignment, precedence, and resource constraints, respectively.
The above constraints can be represented in the
n ; x integer}, where Ma is the coefficient matrix due to the assignment constraints, Mp is the coefficient matrix due to the precedence constraints, and Mr is the coefficient matrix dye to the resource constraints. If we denote the fractional scheduling polytope as:
(1) then we can write:
In this section we have given a description of PI (Q) , that in addition to equality and inequality constraints, also requires the variables to be integral. Using this preliminary description, we will examine in later sections how much it possible to avoid the integrality constraints so that the ILP can be solved quickly by solving a set of LP's.
The Problem Structure
The success of a combinatorial scheduling algorithm depends on how tightly we can define PI(Q) without using the integrality constraints. In the previous section, we first defined PF(Q) in terms of the assignment, precedence, and resource constraints, and then obtained PI( Q) by adding the integrality constraints.
The purpose of this section is to examine how close
PF(Q) is to P,(Q). Although a thorough examination
is as hard as solving the scheduling problem itself, we can get some useful information by selectively dropping some of the constraints. In Section 3.1 and 3.2 we will drop the precedence and resource constraints respectively, and in Section 3.3 we will consider all the constraints together to see how they interact.
The Polytope of the Assignment and the
Resource Constraints In this section we will drop the precedence constraints, and consider the family 72 of subsets of V that satisfy the resource and the assignment constraints. These subsets are called feasible resource allocations. The resource-assignment polytope P1(72) is the convex hull of the incidence vectors of all the feasible resource allocations, and is described as:
We want to show that the assignment and the resource constraints completely describe PI(%?), i.e. P~ ( 7 2 
PI (72).
M , . This implies that A is TU [l 11 .
pF(R) = p I ( K )
Proof: It is a well-known result that if A is TU then P = {z E IW;IAz 5 b} is integral when the elements of b are integral [ll] . When this fact is applied to the description of P~ ( 7 2 
The Polytope of the Precedence and the Assignment Constraints
In this section we will drop the resource constraints and consider the subsets of V , called feasible precedence allocations, that satisfy the assignment and precedence constraints. Let JV be the set of all feasible precedence allocations.. The convex hull of the incidence vectors of all the feasible precedences constructs the precedenceassignment polytope, and can be described as follows:
previous lemma, the proof is obvious.
Instead of considering only the feasible precedences, if we also include all the subsets of each feasible precedence, then we get the monotone precedenceassignment polytope; its fractional counterpart is given below:
Definition 1 A node packing on a graph G = { V, E} is a set U V with the property that no two nodes in U are joined by an edge. Definition 2 A clique matriz of a graph G is a 0-1 matrix K whose columns correspond to the nodes of G and rows correspond to the incidence vectors of all the maximal cliques of G.
Definition 3
The fractional node packing polytope of a graph G is P = {z E R;, K z 5 l}, where I< is the clique matrix of G.
The rows of the constraints graph's clique matrix are nothing but the rows of Ma and M p . Therefore, the contraint graph's fractional node-packing polytope is the same as its monotone fractional precedenceresource polytope, as can be verified from (3). 
( a , b ) E F and ( b , c ) E F implies ( a , c ) E F
In the following proposition we show that the constraint graph is transitively orientable. Proof: A transitively orientable graph is a perfeci graph [5] , hence the constraint graph G, is also a perfect graph. By definition, the fractional node-packing polytope of a perfect graph is integral [ll] , which im-0
The above result immediately leads to the integrality of the fractional precedence assignment polytope, and is stated in the following corollary: Corollary 4 The polytope defined by the assignment and the precedence constraints is integral,
i.e. &(N) = PI(N)
The precedence cliques of the constraint graph G, can also be expressed using precedence constraints similar to those used in OASIC [4] , but we have used the precedence clique description here because it is more suitable for the analysis of the polytope structure. In this section we have proved that the precedence and assignment constraints together describe an inte- plies that PF($) is an integral polytope.
The Polytope of the Assignment, Precedence, and the Resource constraints
We have demonstrated that P,(R) and P,(N) can be completely described even if we drop the integrality constraints; we want to know if the same is true for
P,(Q).
In other words, is PF(Q) = P,(Q), meaning that an ILP on P,(Q) can be solved as an LP? The answer is "no", as will be shown in Example 1 . However, we can at least try to tighten our description of PF(Q) so that it approximates PI(&) more
closely. This can be done by introducing new tighter constraints which take into account the effect of the precedence and resource constraints upon one another. In the following two propositions, we will show two new types of tighter constraints. We first define two quantities npredi,k, and nsucci,k which give the number of predecessors and successors of operator oi that are executed on functional units of type k. The resource constraints can also be tightened by considering the effects of the precedence relations. For example, some nodes in Vk,s might have precedence edges among them. We can construct a minimal clique cover Vk,s = U;=' =, K where each K represents a clique made by precedence edges. Suppose, for each v E Vk,s, pu gives the number of cliques that contain U. We can safely assume p > mk, because otherwise the corresponding resource constraint can be dropped. Then we can show mk >_ CUE", pu + IV"I. This result is used in the following deduction:
Here we want to point out that the clique cover of v k , s may not be unique, and therefore, the same resource constraint can be extended in more than one way. Although each of them are stronger than the original constraint, all of them may be needed to describe PI(Q). 
Solution Methodology
In the preceding sections we presented structured constraints that tightly describe the scheduling polytope PI(Q). However, if we consider all three sets of constraints simultaneously, there can still be cases where the LP-relaxation produces non-integral optimal solutions, and we have to use branch-and-bound to find the integral optimal solution. In this section we will try to quantify the performance of the branch-and-bound by evaluating the quality of the bound obtained.
The bound on the objective function value is obtained by solving a relaxation of the original problem, most commonly an LP-relaxation. Another kind of relaxation, called the Lagrangian relaxation produces a tighter bound, and has led to the success of Lagrangian relaxation-based branch-and-bound algorithms to solve the traveling salesman problem [6] , and the minimumtardiness-scheduling problem This is probably the reason why a small number of branches were required to optimally solve all the test problems we have run. Such experimental results will be presented in the next section.
Results
The analysis of the ILP formulation presented in the previous sections provides us with a theoretical ground to expect optimal solutions in a relatively few number of branches. In this section we will demonstrate the It should be noted here that any ILP formulation produces optimal results, so we don't expect our schedules to be better than other ILP solutions. Our objective is to offer a theoretical foundation for evaluating the structure of the ILP formulation. For this purpose, it is better to use the number of branches taken by the ILP as the indicator of performance. We will demonstrate the number of branches are small as we predicted in the previous section.
The scheduling results are shown in Tables 1, 2 , and 3. We minimized an objective function that approximates the number live values across any control step. We compare our results (RPI-ILP) with forcedirected list scheduling (FDLS) [12] , simulated annealing (SA) [l] , ALPS [7] , OASIC [4] and SALSA [8] . For all the benchmarks, we used the standard assumptions: addition requires one control step, and multiplication requires two control steps. For the kalman filter, we used the additional provision that a multiplication and an addition can be chained into two clock cycles. The columns labeled LV gives the maximum number of live variables across any control step, and can be considered as the number of registers. The results reported by RPI-ILP were achieved in less than one second of CPU time for the ewf and the kalman example, and in a few seconds for the dct example. It can be seen that very few branches were required to compute the optimal solution in all the cases. This indicates that the ILP formulation is well behaved, and can be used to generate exact solutions to the scheduling problem in satisfactory time.
Conclusion
In this paper, we have presented an ILP formulation of the scheduling problem, and have formally evaluated the structure of the formulation. The analysis presented indicates that the efficiency of a carefully for-I Schedule Length] Mull ALU]
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