ABSTRACT. In this paper, a size-biased Consul distribution (SBCOND) is defined. Recurrence relations for central moments and the moments about origin are obtained. Different estimation methods for the parameters of the model are discussed. A comparative analysis is done among the three different estimation methods and the proposed model is compared with the generalized logarithmic series distribution (GLSD) and simple Consul distribution.
Introduction
The probability function of Consul distribution attaining non-zero values on the set {1, 2, 3, . . . } is defined as It reduces to the geometric distribution when β = 1. For this reason the distribution is also called as generalized geometric distribution. Famoye [3] obtained the model (1.1) by using Lagrange expansion on the pgf of a geometric distribution and called it a generalized geometric distribution. He studied some of its properties and applications. Most of the interesting properties of the distribution can be seen in Consul and Famoye [2] . The moments of the model (1.1) are given as µ = E(X) = (1 − αβ) −1 (1.2) 2010 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n: Primary 62E15. K e y w o r d s: Consul distribution, size-biased Consul distribution, generalized logarithmic series distribution, R-software, Bayes' estimator, Chi-square, AIC, BIC.
Consul [1] showed that the model (1.1) can be expressed as a location-parameter probability distribution in the form
(1.5)
In this paper, a size-biased Consul distribution (SBCOND) is defined. Recurrence relations for central moments and the moments about origin are obtained. The estimates have been obtained by employing the moments, maximum likelihood and Bayesian method of estimation. A comparative analysis is done among the three estimation methods for the parameter of the size-biased Consul distribution (SBCOND). Also, Comparison is made with the generalized logarithmic series distribution (GLSD) and simple Consul distribution (COND).
Size-biased Consul distribution (SBCOND)
The size-biased distributions arise when the observations generated from a stochastic process are not given equal chance of being recorded; instead they are recorded according to some weight function. More generally, when the sampling mechanism selects units with probability proportional to some measure of the unit size, resulting distribution is called size-biased. Let X denote an integervalued random variable with the probability function P (x, α), and suppose that when X = x occurs, the probability of recording it is w(x) depending on the observed value x. Then the probability function of the resulting random variable
1) where w(x) is called as the weight function for which E[w(X)] is finite. In particular when the weight function w(x) = x, then we get the probability function of size-biased distribution as
Using the equations (1.1) and (1.2) in equation (2.2), we get the probability function of size-biased Consul distribution (SBCOND) for non-zero values on the set {1, 2, 3, . . . } as
Moments of SBCOND
The rth moment µ r of SBCOND (2.3) about origin is obtained as
where µ r+1 is the (r + 1)th moment about origin of Consul distribution (1.1).
Putting r = 1 in equation(2.5) and using the equation (1.3), we get the mean of the SBCOND as
and similarly variance of SBCOND is obtained as
The higher moments of SBCOND (2.3) about origin can also be obtained if the higher moments of Consul distribution (1.1) are known.
Recurrence relations of moments about origin of size-biased Consul distribution
The recurrence relation can be obtained by differentiating (2.4) as
The above recurrence relation can be used for getting the higher moments of the model (2.3).
Recurrence relations for central moments of size-biased Consul distribution
We define the rth central moment µ r of size-biased Consul distribution (SBCOND) as
Differentiating with respect to α, we get
The above expression gives the recurrence formula
The above recurrence relation can be used for getting the higher central moments of the model (2.3).
Estimation methods
In this section, we discuss the various estimation methods for size-biased Consul distribution and verify their efficiencies.
Method of moments
In the method of moments replacing the population mean and variance by the corresponding sample mean and variance, we havē
On simplifying (4.1), we get
Solving above equation for α, we get the estimate of α and substituting that value in equation (4.2), we get the estimate of β.
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Method of maximum likelihood estimation
where
If n x , x = 1, 2, . . . k are the observed frequencies in a random sample of size n and let n = k x=1 n x , then the log likelihood function from (4.3) for the size-biased
Consul distribution (2.1) can be written as
The log likelihood equations are given as
Solving above two log likelihood equations, we get the mle estimates of α and β.
Bayesian estimation of parameter of size-biased Consul distribution (SBCOND)
Since 0 < α < 1, therefore we assume that prior information about α when β is known is from beta distribution as
The posterior distribution from (4.3) and (4.8) can be written as
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The Bayes' estimator of α is given aŝ
Putting these values in equation in (4.9), the Bayes' estimator of α is obtained asα
Applications of size-biased Consul distribution (SBCOND) and conclusions
In order to ease the computations for estimating the parameters, we have operated with the R-software. Assuming that the parameter α is unknown and that it has a beta distribution with parameters a and b, we have estimated the Bayes' relative frequencies by using the estimator (4.12) in equation (2.3). Since there was no information about the values of a and b except that they were both positive and real, a wide range of values from 1 to 100 were considered ON SIZE-BIASED CONSUL DISTRIBUTION for a and b, and the values of (4.12) and (2.3) were computed. For this three sets of simulated values were obtained with the help of R-software, one each for the parameter combination (α = 0.5, β = 1.3, a = b = 1), (α = 0.6, β = 1.5, a = b = 2) and (α = 0.9, β = 1.09, a = b = 3). We noted that the estimated Bayes' frequencies were quite close to the simulated sample frequencies when a and b were equal and that the variation in the Bayes' frequencies was very little as the equal values of a and b were increased. Data given in Table 1 is on species frequency distribution of insect catches from Kempton [4] . As evident from the data, the number of moths per species is 128+, hence the data has a very long tail. Consequently, the fit by generalized logarithmic series distribution (GLSD) (see Tripathi et al [7] ) and the simple Consul distribution is poor as is evident from the value of the Pearson's chisquare, AIC and BIC criterions. However, the fit given by size-biased Consul distribition reflects that the size-biased phenomenon is working in the sense that if species with more and more moths are included in the study, then those species will have a higher probability of being represented in the sample. Thus, although the generalized logarithmic series distribution (GLSD) and simple Consul disribution may be generalized one, due to the effect of sampling, its size-biased version gives better fit (see Rao [5] ). Also, it is observed that the Bayes' estimator of size-biased Consul distribution provides us the better fit against MLE or moments estimators.
