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Abstract
The aim of this research is towards creating superior algorithms for positron emission
tomography (PET) image reconstruction through the application of deep learning methods.
The central idea is applying the increasing availability of computational power and
deep neural network techniques to develop superior image reconstruction algorithms and
consequently better health outcomes for patients. This dissertation is structured as a series
of four articles detailing deep learning methods applied to the PET image formation process.
The first article proposes a raw data correction method for the case where one or more block
detectors in the PET scanner fail. Gaps in the raw data are repaired with a neural network to
allow the continued scanning of patients with full diagnostic quality until a hardware repair
can be made. The remaining articles explore so-called ”direct reconstruction” methods
where a neural network is the primary instrument for generating an image directly from
measurement data. In the second article, a method named DirectPET is described that
works directly from raw sinograms and attenuation maps to create multi-slice full-size image
volumes with a purposely designed Radon inversion layer. DirectPET generates images that
are quantitatively and qualitatively similar to the conventional ordered subset expectation
maximization (OSEM) method in a fraction of the reconstruction time. Continuing on
the theme of direct neural network reconstruction, the next article proposes a network
named FastPET that works from histo-image data and is capable of creating high quality
PET images over 800 times faster than conventional methods while demonstrating a higher
contrast recovery than OSEM with equivalent variance. The final article explores a network
architecture that is a hybrid between DirectPET and FastPET. It utilizes sinograms as
input and the fully-connected Radon inversion layer like DirectPET, but also uses histoimages and encoder-decoder elements like FastPET. This multimodal architecture named
vi

MDPET is shown to provide the highest overall image quality of any known direct neural
network PET reconstruction method.
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Chapter 1
Introduction

1

1.1

Research Motivation

Positron Emission Tomography (PET) is a growing subset of medical imaging that aims
to visualize and quantify metabolic processes occurring in living tissue. PET is a so-called
functional imaging modality with the goal of understanding some functional aspect of a living
subject in vivo. This contrasts with structural imaging modalities, such as X-ray computed
tomography (CT), magnetic resonance imaging (MRI) or ultrasound, that visualize the
physical anatomy of subjects. PET imaging is widely used in clinical oncology [24], cardiology
[88] and neurology [83] applications and also in pre-clinical research with small animals [12]
to study disease, interventional strategies and pharmaceutical development. However, since
PET imaging is based on the random decay of a radioactive tracer injected into the subject,
the imaging physics and data collection includes inherent uncertainty and noise making the
creation of diagnostic images an ill-posed inverse problem. Solving this difficult problem
and creating quality images is an active area of research traditionally focusing on the use of
analytical or statistical solutions. More recently, driven by the advancement of computational
resources and deep learning techniques, the application of deep neural networks to PET image
formation has become an active research area and is the target domain for this dissertation
proposal.
Researching deep learning solutions to the inverse imaging problem is a worthwhile
pursuit under the umbrella of one truth and two practical assumptions. First is the truth that
feed-forward neural networks have been proven to be general approximators of continuous
functions with bounded input under the Universal Approximation Theorem [38, 15, 62].
Making the practical assertion that the quantity of radioactive tracer is bounded, the creation
of PET images falls directly into this category with the formulation in equation 1.1 where
f is a function mapping the continuous real distribution of radioactive tracer x into the
measurement domain y corrupted by a noise component n.

y = f (x) + n

(1.1)

However, since the Universal Approximation Theorem does not guarantee the required
number of neurons is practically feasible, we make our first assumption that adequate
2

computational resources are available and will continue to grow over time providing an ever
increasing capacity for neural networks. The trend towards persistent growth of memory
density, parallel processing and graphics processing units points towards the continued
scaling of neural networks enabling them to accurately model ever more vast representations
of high dimensional data. The second assumption is the data to train and validate neural
networks is available.

Despite the trillions of medical images created each year, the

widespread availability of high quality data sets, due to privacy concerns, is more rare than
one would think. However, in 2020 this challenge is currently trending in a positive direction
with the continued establishment of public data repositories such as the Cancer Imaging
Archive [14] and the NIH Chest X-ray data set [94]. Additionally, new distributed machine
learning techniques called federated learning [54, 9] provide a path forward without the need
to centrally collect training data.
Given that PET image formation is established as an appropriate task for a neural
network, that computational resources are available and access to training data is increasing,
what benefits does deep imaging hold? The core opportunity with deep imaging is the
ability to use the millions or more free parameters in a neural network to encode complex
models capable of producing better medical images, automating diagnostic analysis with
reliability and consistency and performing both of these tasks nearly instantaneously. This
double benefit of increased accuracy and speed has impact across the spectrum of imaging
stakeholders. For patients, the more accurate imaging model leads to better diagnostic
information for their physicians to make accurate diagnoses that lead to better health
outcomes. For clinics, faster scan times and shorter image reading duration means a higher
patient throughput, higher capital equipment utilization and lower operating costs. For
researchers deep imaging allows the development of more complex models of scanners and
radiopharmaceuticals. All of these benefits hinge on the development of practical deep
imaging methods, which is the focus of this research.

3

1.2

Dissertation Structure

This dissertation is formatted as a collection of four research articles preceded by an
introduction and followed by a conclusion. The flow of topics loosely follows a simple PET
image formation model as shown in Figure 1.1. A brief introduction to PET imaging basics is
included in this introductory chapter and is followed in chapter 2 by the first research topic,
which uses deep learning to repair gaps in raw sinogram data. Chapters 3 through 5 each
cover a different direct neural network PET reconstruction technique. The final chapter,
not shown in the figure, contains a summary of overall contributions of this dissertation and
suggestions for future research directions.

Figure 1.1: The flow of information in this dissertation loosely follows the PET image formation
pipeline shown in the figure. PET imaging basics are included in this introductory chapter followed
in the next chapter by a technique for correcting missing raw data. The next three chapters each
include a different direct neural network PET reconstruction technique.

1.3

PET Imaging Background

Positron emission tomography is a form of nuclear imaging used to acquire images of
metabolic function rather than physical anatomy. For example, a patient presenting with
4

indications for cancer will likely be prescribed a PET scan with a tracer designed to collect
in cancerous tissues allowing a radiologist to visualize the extent and distribution of tumors
in the patient and allow an oncologist to prescribe and monitor appropriate treatment. This
functional imaging has the advantage that it can often detect changes such as the onset of
cancer before any anatomical changes are evident in structural imaging such as X-ray CT.
There are countless other examples and applications for PET such as in neurology to detect
dementia or in cardiology to assess blood flow and heart health.
The fundamental imaging source for PET is a positron emitting radiopharmaceutical.
These tracers are produced in a cyclotron where a radioactive isotope is combined with a
biologically active carrier. The most widely used example is fluorodeoxyglucose (18 FDG),
which is a glucose analog created by replacing a hydroxl group with a positron-emitting
fluorine-18 isotope.

This compound is metabolized by a subject as if it was ordinary

glucose. In the case of oncology, fast growing cancerous lesions will consume the

18

FDG

more readily than surrounding tissues. As the isotope contained within decays, it emits a
positron antimatter particle that typically interacts with the surrounding matter and within
a few millimeters and is annihilated by an electron. This annihilation event produces two
high-energy photons (511 KeV gamma rays) that travel in nearly opposite directions and
when they contact the high density scintillation crystals in a PET scanner, light pulses are
created and detected by the scanner’s photo-multipliers and accompanying electronics. When
two photons are detected within a specified timing and energy window they are determined
to have come from the same annihilation event. This forms a coincidence detection along
a given line-of-response (LOR) between two individual crystals in the scanner as illustrated
in FIG. 1.2a. Modern detection electronics are fast enough to measure the time difference
between the two photon detections and this is used to narrow the location of an event into
the most likely segment along the LOR into what is called a ”time-of-flight” (TOF) bin. In
modern PET scanners with high timing resolution, time-of-flight bins can be as small as 250
pico-seconds or about 7.5 centimeters.
In addition to the true coincidences detected by the scanner, additional background
events are also detected in one of two ways. Random coincidences are detected when two
photons not originating from the same annihilation event are detected in the same timing
5

window as shown in FIG. 1.2b and scattered coincidences, shown in FIG. 1.2c happen when
one or both photons from the same annihilation event are scattered due to interaction with
charged particles within the patient affecting their direction causing the detected line-ofresponse to not include the originating event location. These background events along with
many other factors including attenuation effects, crystal efficiencies, parallax effects, noncolinearity, inter-crystal scatter, detector dead time, geometric limitations, and other factors
contribute to reducing the signal-to-noise-ratio in PET imaging.

Figure 1.2: Illustration of the types of events detected in a PET scanner. (a) A typical true
coincidence occurs when the two (mostly) co-linear 511 KeV photons resulting from a positronelectron annihilation are detected by the PET scanner’s scintillation crystals and accompanying
electronics within a defined time window. (b) Random coincidences occur when two photons from
separate annihilation events are detected in the same timing window causing a false ”random”
detection (c) Scattered coincidences occur when one or both of the photons from an annihilation
event are scattered by charged particles altering their direction of travel causing a false ”scattered”
detection.

Since PET images cannot be observed directly, they must be reconstructed from the noisy
measurement data with the general assumption that the number of coincidences between
any two detector crystals have a linear relationship to the distribution of tracer along the
line of response between them. This linear relationship is approximate and assumes the
amount of tracer in the field-of-view (FOV) does not overwhelm the scanners ability to
detect and process annihilation events. The expected value of the true coincidence data can

6

be represented by a projection matrix (also referred to as a system matrix) A ∈ RM ×N with
M lines of response ( or LOR segments in the case of TOF scanners) and N image voxels
with element Ai,j representing the probability of detecting an annihilation event from voxel
j along LOR i. With the addition of random events r and scatter events s our original model
from equation 1.1 with y representing the measured data and x the real distribution of the
tracer becomes:

y = Ax + r + s

1.3.1

(1.2)

PET Image Formation Pipeline

The PET image formation pipeline begins with block detectors arranged in multiple adjacent
rings that surround a portion of the subject. The block detectors contain a rectangular
array of high density scintillation crystals that produce light pulses when a 511 KeV photon
is absorbed by them. Many modern PET scanners contain tens of thousands of individual
crystals. Groups of crystals are mated with photomultipliers and amplifying electronics
that detect the pulses of light and turn them into electrical signals. Coincidence electronics
monitor the electrical signals and when two pulses fall within a specified timing window, have
sufficient amplitude, and originate from two crystals that have an allowed acceptance angle,
a coincidence event is recorded for the given line-of-response or specific segment along a given
LOR if the scanner is capable of TOF measurements. The list of raw events is commonly
called list-mode data since it contains a list of all the detected events. Modern PET scanners
are capable of detecting millions of events each second often resulting in list-mode data many
gigabytes in size for a single scan.
Due to the large size of list-mode files, the raw data is often re-organized into into
an alternate data structure based on the geometry of a PET scanner called a sinogram .
This re-organization, referred to as histogramming, takes each of the detected events and
categorizes the line-of-response as a function of angular orientation θ and orthogonal distance
from the center of the field-of-view ρ. FIG. 1.3a,b shows this relationship and illustrates how
multiple LORs passing through a single point in the FOV creates a sinusoidal pattern in the
sinogram. When histogramming, every detection in list-mode results in an increment to the
7

corresponding sinogram bin. An example sinogram from a patient scan is shown in FIG 1.3c.
There are many design decisions that dictate the structure of a sinogram and the procedure
for histogramming such as gantry geometry, axial and radial sampling, compression, spatial
resolution and data efficiency that are beyond the scope of this brief summary, but more
information is readily available in other sources [21, 22, 111].

Figure 1.3: Illustration of sinogram formation from detection events (a,b adapted from [22]) (a)
Depiction of a PET gantry with the center of the FOV marked with a cross showing multiple event
LORs originating from a point source marked by a red dot at various angles and distances from
the center. (b) The four LORs plotted on a sinogram where the angle is on the vertical axis and
the orthogonal distance from the center of the FOV is on the horizontal axis. (c) A sinogram slice
for a whole-body PET scan illustrating the noise common to this imaging modality

1.3.2

Image Reconstruction

Image reconstruction involves solving the inverse problem associated with estimating the
tracer distribution from the noisy measurement data. Ever since its introduction in the
1960’s, tomographic reconstruction has been a widely and actively researched field. The
evolution of this field has been described as having three waves of innovation with the first
encompassing analytical methods, the second focusing on iterative approaches and the third
and most recent wave beginning to apply deep learning to the problem. The background on
image reconstruction in this section is largely based on a brief summary of the content from
[3] and [67]
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Analytical Methods
One image reconstruction approach is simplifying the problem and assuming the measurements are produced by the simple Radon transform model while neglecting the noise
components altogether. The tracer distribution can then be recovered using an inverse
method called filtered-back-projection (FBP) that takes advantage of the central slice
theorem (also called the Fourier slice theorem). This theorem enables the combination
of many one-dimensional measured projections p(s, θ) through the tracer distribution in
Fourier space to generate the two-dimensional Fourier transform of the tracer distribution.
The original tracer distribution is then recovered by performing the two-dimensional inverse
Fourier transform on the combined data. Specifically FBP:
π

Z

pF (s, θ)dθ

f (x, y) =

(1.3)

0

where the filtered projection pF is given by,

pF (s, θ) = F −1 {|vs | F {p(s, θ)}}

(1.4)

The ramp filter vs is applied to each projection to compensate for the inherent
oversampling in the center of the Fourier space. Additionally, a smoothing function is often
added to increase the stability of results and optimize the noise / resolution trade offs.
Analytical methods are fast, relatively simple to implement and are frequently used
in PET, SPECT and X-ray CT imaging. However, since they don’t model the statistical
complexity of photon detection physics or the data collection process, other reconstruction
techniques were developed to account for these aspects. Specifically, iterative methods based
on statistical models arose to accommodate many of these aspects and use a more realistic
model of the system in the reconstruction process.
Iterative Methods
Iterative reconstruction methods are able to more realistically model the imaging system,
such as accounting for noise sources inherent in measurement data, resulting in more accurate
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images compared to analytic reconstruction methods, but at the cost of significantly more
computation. Iterative methods generally contain five common components:
1. Image model: A discretization of the image domain into distinct pixels / voxels
normally modeled as random variables
2. System model: The system model H has elements Hij that represents the probability
that an emission from voxel j is detected in projection i and can account for many
aspects of the imaging system including attenuation, random events, scatter events,
normalization, gantry geometry, and many others.
3. Data model: The relationship between the collected data and the expected value of
the collected data. Since radioactive decay is Poisson distributed, which in turn means
photon detections are also Poisson distributed, the Poisson model is most often used.
Following this model, for M projections the probability L that the random vector of
photon counts P equals the true photon counts p given a vector of positron emission
rates f , is
L(P = p|f ) =

M
Y
p̄i pi e−p¯i
i=1

pi !

(1.5)

4. Objective Function: Mathematical function that defines the ”best” image, with
Maximum Likelihood (ML) being the most common choice in PET reconstruction.
With a ML objective function the goal is to arrive at an image estimate fˆ that
maximizes the probability L in equation 1.5.
5. Algorithm: A method that optimizes the cost function to find the ”best” image
estimate. While numerous algorithms work for this purpose, Expectation Maximization
(EM) is the mostly widely used method.
The foundation of most iterative PET reconstruction methods is the Maximum Likelihood
Expectation Maximization (MLEM) algorithm first discussed in 1977 by Dempster, et al.
[19] and applied to image reconstruction by Shepp and Vardi [78] in 1982. When applied to
PET reconstruction this algorithm reduces to this iterative equation:
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fˆjn X
pi
fjn+1 = P
Hij P
Hi0 j i
Hik fˆkn
i0

(1.6)

k

where fjn+1 is the next estimate of voxel j based on the current estimate. This equation
proceeds in logical steps when used in image reconstruction.

Starting with an initial

image guess fˆ0 , which is typically the entire image set to a constant value, the image is
P
forward projected into the measurement domain
Hik fˆkn and compared with the measured
k

projections pi creating a correction factor for each projection (the right most fraction in
P
equation 1.6). These corrections are then projected back into the image domain with
Hij
i

and multiplied by the current image estimate fˆjn and divided by a weighting term based on
P
the system model
Hi0 j controlling the strength of the update. The updated image is then
i0

used as the starting point for the next iteration of the algorithm and this process continues as
the image is optimized towards the maximum likelihood solution. In practice this algorithm is
usually terminated prior to convergence to limit the high frequency components and resulting
image variance (noise) to create a smoother image at the cost of increased image bias.
While MLEM is the foundation for most modern iterative reconstruction algorithms, the
Ordered Subsets Expectation Maximization (OSEM) [39] variant, which only sums over a
subset of projections during each iteration gaining significant computational efficiency, has
become the standard benchmark in modern PET image reconstruction.

1.4

Deep Neural Networks

First and foremost, what is a neural network? Essentially a neural network consists of
layers of biologically inspired interconnected processing units, called neurons. As shown in
Figure 1.4, neurons calculate a weighted sum from each node in the previous layer, adding
a bias and passing this value through a, typically non-linear, activation function. In the
simplest definition, a deep neural network is an architecture that contains more than one
hidden layer of neurons, but in practice many modern networks often contain millions or
even billions of individual neurons.
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Figure 1.4: Information processing model of an individual neuron illustrating the weighted sum
of the input, modified by a bias and passed through a non-linear activation function.

Generally speaking, neural networks learn by changing the distribution of weights to
approximate a function that minimizes a loss objective. The mechanisms that accomplishes
this are backpropagation[77] and gradient descent. After the forward pass of the network, an
output error is calculated based on the defined loss function. This error is used to update the
network’s weights based on a backward pass of the network using the partial derivative of the
error with respect to each weight. This process typically continues until the error converges
to a stable value and the change in network weights in each iteration is minimal. In this
dissertation the primary machine learning method employed is supervised learning, which
is a data driven technique where the data set consists of input-output pairs that naturally
facilitates learning by backpropagation and gradient descent.
While this dissertation does make use of conventional fully-connected neuron type
network layers, the primary architecture employed is convolutional neural networks (CNNs).
CNNs slide a filter across the input calculating the sliding dot product at each position,
known as a receptive field, to produce an output. These types of layers are especially
well suited for image data since a convolutional filter is shift invariant and extracts features
across the entire image space. In this type of layer the convolutional filter weights are learned
and shared across all receptive fields. This sharing makes CNNs especially efficient when it
comes to memory footprint. In a general sense, these type of networks decompose input data
over multiple layers into collections of essential features that can be used for classification,
denoising, super-resolution, changing the image style, segmentation, etc.
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While neural networks have been studied for more than 70 years, over the last decade their
popularity has risen to the point of being the most active area of machine learning research.
Where there was once a plethora of high performing hand-crafted techniques, there is now
a dramatic shift towards learned algorithms. Neural network’s current dominance is due to
a number of facilitating factors:
• The availability of large data sets thanks to the Internet and fact that nearly everyone
carries a camera in their pocket that is effortlessly connected to digital hosting
platforms, such as social media.
• A significant increase in parallel computing power, especially in the area of graphical
processing units. As chip makers shifted from making faster processors to focusing
on increasing performance through parallel computing, this directly impacted neural
network performance, since they are the quintessential parallel processing structures.
• The development of deep learning frameworks [71, 1] increased accessibility and lowered
the barrier to entry in this field of research.
• Research successes combined with broad marketing support (i.e.

hype) provided

significant momentum and incentive to undertake deep learning research.
While this section has provided a cursory introduction to deep learning in the context of
this dissertation, each chapter provides additional deep learning depth relevant to the given
topic. For a broader introduction to this subject, Shreshtha and Mahmood provide a good
summary [80] and Goodfellow et al. have a book [30] dedicated to the topic.

1.5

Deep Learning and Image Reconstruction

The terms deep learning and image reconstruction are often used in conjunction to describe
a significant amount of recent research[93] that most often falls into one of three categories:
1) combine deep learning with a conventional analytical or statistical reconstruction method
such as using a deep learning prior[46] or regularization term[11], 2) using neural networks
in the post reconstruction phase as a nonlinear filter for denoising [63, 46], artifact
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mitigation[113] or other image enhancement tasks, or 3) utilize a neural network to directly
create an image from measurement data, which by contrast is significantly less common yet
the focus of this research.
Research on applying neural networks directly to image reconstruction began with
networks consisting of fully connected multilayer perceptrons in the early 1990’s proceeding
up through 2012 [23, 49, 66, 8, 70, 5]. Low resolution reconstructions were achieved, but the
computational complexity often resulted in notably long reconstruction times and required
the use of small synthetic data sets. In these early experiments the concept was proven
feasible albeit not yet clinically practical.
More recent efforts have capitalized on the growth of computational resources and the
advancement of convolutional neural network techniques, to develop deep neural networks
capable of direct reconstruction of images from measurement data with clinically relevant
resolution and quality. The AUTOMAP network [117] is one notable example that utilizes
multiple fully-connected layers followed by a sparse encoder-decoder to learn a mapping
manifold from measurement space to image space. This network demonstrated high quality
reconstructions of magnetic resonance imaging (MRI) scans, but its general structure based
on fully connected-layers between the measurement domain and the image domain used
an excessive number of network parameters to produce relatively small (e.g. 128x128)
2D images. Addressing this critical aspect of practicality in computational resources and
enabling full-size (e.g. 400x400) multi-slice neural network PET reconstruction is one of the
focuses of this dissertation research.
DeepPET[33] is another direct reconstruction neural network published in 2019 with
an encoder-decoder architecture. This method uniquely foregoes all fully-connected layers
in favor of a network restricted to convolutional layers that encode the measurement data
(288x269 Sinogram) into a higher dimensional feature vector representation (1024x18x17)
that is then decoded into a 2D PET image (128x128). This method is more memory
efficient with the lack of fully-connected layers, but was shown to perform worse than
conventional analytical (FBP) and iterative (OSEM) reconstruction techniques. It also
showed inconsistent performance results with many reconstructions having good quality
while others exhibited large errors and were unrecognizable compared to the target image.
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Creating a simple and efficient encoder-decoder reconstruction network that provides
consistent results at full spatial resolution (e.g. 400x400) is another goal of this research.
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Chapter 2
CNN-Based PET Sinogram Repair to
Mitigate Defective Block Detectors
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2.1

Prologue to First Article

A version of this article was originally published by William Whiteley and Jens Gregor in
the Journal of Physics in Medicine and Biology.
CNN-based PET Sinogram Repair to Mitigate Defective Block Detectors.
William Whiteley and Jens Gregor. Physics in Medicine and Biology, 64(23):235017.
Personal Contribution. The idea for applying a neural network to the problem
of mitigating missing data caused by failed block detectors was my own idea.

The

data preparation, algorithm implementation and experimental execution and analysis was
performed by me. Jens Gregor provided significant guidance and critiques on experimental
setup, presentation of method and results appropriate to the intended audience, and editing
of the manuscript.

2.1.1

Abstract

Positron emission tomography (PET) scanners continue to increase sensitivity and axial
coverage by adding an ever expanding array of block detectors. As they age, one or more
block detectors may lose sensitivity due to a malfunction or component failure. The sinogram
data missing as a result thereof can lead to artifacts and other image degradations. We
propose to mitigate the effects of malfunctioning block detectors by carrying out sinogram
repair using a deep convolutional neural network. Experiments using whole-body patient
studies with varying amounts of raw data removed are used to show that the neural network
significantly outperforms previously published methods with respect to normalized mean
squared error for raw sinograms, a multi-scale structural similarity measure for reconstructed
images and with regard to quantitative accuracy.
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2.2

Introduction

The combination of positron emission tomography and X-ray computed tomography
(PET/CT) is used extensively both in both clinical and research environments where device
up-time is a key operational metric for imaging organizations. During a PET scanner’s life,
however, one or more block detectors in the imaging array will likely malfunction causing
the system to lose coincidence events along the corresponding lines of response (LORs). As
illustrated in Fig. 2.1, this creates gaps in the sinogram data which leads to artifacts and
image degradation, as well as downtime for the scanner [119, 20, 92]. This scenario is likely
to become even more common as technological advances lead to scanners with longer axial
fields-of-view such as the development and commercialization of whole-body PET scanners
[13]. This paper presents a deep learning based technique to mitigate single and multiple
failed block detectors, while restoring reconstructed image quality.
Previous research on mitigating missing PET data from either intentional gaps due to
the design of the PET scanner or unintentional regions of missing data due to the failure one
or more block detectors largely focused on interpolation, model based or transform based
methods. Sinogram repair using interpolation with linear, bilinear and bicubic methods along
the radial, angular or axial directions is computationally efficient and reduces reconstructed
image artifacts considerably [17], but has been shown to have lower image quality than model
[7] and transform [90] based methods. A more advanced interpolation method comparable to
the model based and transform methods involves collapsing the transradial slices where data
is missing followed by bicubic interpolation based resizing [72]. The model based methods
use either a statistical [51, 7, 90] or analytical [6] reconstruction algorithm to create an
initial image estimate from a sinogram with missing data and then forward project these
images using the PET system model to estimate the missing data repeating the process
iteratively. Transform based repair methods convert a sinogram from the spatial domain
into the frequency domain and then filter the frequency domain coefficients corresponding
to the missing data. The filtered data is then transformed back into the spatial domain
and the process is repeated until a stopping criterion is satisfied. The constrained Fourier
space (CFS) method [48], which employs a bow-tie shaped frequency filter, was the first
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Figure 2.1: Illustration of the problem and the proposed solution: (top row) PET sinograms and
(bottom row) reconstructed images; (a) standard clinical quality data; (b) effect of malfunctioning
detector blocks; and (c) deep neural network restored data.

transform based PET sinogram repair method widely studied [90, 7, 56, 10]. The discrete
cosine transform (DCT) was also explored for this purpose [87] demonstrating promising
results using a wedge shaped frequency filter.
There is little published research on deep learning based PET sinogram repair methods,
but techniques similar to the methods proposed in this study are used in medical imaging
for limited angle / low dose x-ray CT [45, 4, 104, 116, 118] and artifact mitigation [114].
Inpainting is a general topic of interest in the wider deep learning literature beginning with
the work of Xie, Xu and Chen [102] who applied a stacked sparse auto-encoder to the problem
and this was followed by numerous additional works that primarily applied generative
adversarial networks (GANs) [31] to the inpainting problem such as [109, 106, 93, 110].
While we considered using a GAN for our proposed network, we decided the additional
complexity was not necessary and opted for a simpler approach.
In a deep learning context, sinogram repair can be framed as mapping input sinograms x
with missing LORs to repaired sinograms ŷ by learning an inpainting neural network function
f (x; θ) = ŷ parameterized by weights θ and trained by minimizing a loss function L over a
training data set (xn , yn ) with back-propagation and gradient descent [55]. The solution is
given by
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n

1X
θ = argmin
L(f (xi ; θ), yi )
n i=1
θ
∗

(2.1)

The performance of the Sinogram Repair Network presented in this paper for implementing f (x; θ∗ ) was evaluated with whole-body patient data for one, two and four missing block
detectors. Results were quantitatively compared in sinogram space and image space to the
previously published sinogram repair methods of interpolation, the constrained Fourier space
method and a model based method utilizing iterative reconstruction.

2.3

Materials and methods

2.3.1

Sinogram Repair Network

Illustrated in Fig. 2.2, our proposed neural network is a variant of the well known U-NET
architecture [76]. The network consists of 23 convolutional layers with a contracting segment
(8 layers) that extracts positional features and twice performs spatial down-sampling, a bottle
neck segment (6 layers) that learns a compressed representation, and an expansive segment
(8 layers) that spatially up-samples the compressed representation and extracts contextual
information. The contracting and expansive segments are connected by skip connections
that allow the network to combine the positional and contextual information to predict the
missing sinogram information. The final sigmoid activation function helps provide stability
during training.
All convolutional kernels are 5x5 except for the up-sampling layers that use 4x4 kernels.
Padding is employed to ensure that the dimensions remain consistent after each convolution.
Down-sampling to half-size in each dimension is accomplished by using a kernel stride of
2, and up-sampling is accomplished by using a fractionally strided convolution (also known
as transposed convolution). After each spatial down-sampling, the number of kernels in
a convolutional layer is doubled, and with each up-sampling the number of kernels in a
convolutional layer is halved. Each convolutional layer is followed by batch normalization
and a Leaky-ReLU activation function with a negative slope of 0.2.
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Figure 2.2: Each green block represents a layer containing convolution, batch normalization (BN)
and leaky-ReLU activation. The purple arrows and orange blocks represent skip connections and
concatenation of the features from the contracting layers with the expansive layers. The network
up-samples using transpose convolution to double the spatial dimensions. The sigmoid activation
function at the end scales the output and acts as a stabilizing element. The number above each
block indicates the number of kernels in that layer.

2.3.2

Experimental Data Sets

The training and test data was acquired using a Siemens Biograph mCT scanner from 20
PET/CT patient scans using a whole-body non-time-of-flight protocol of normal clinical
duration with approximately 2-3 minutes per bed position. Due to the varying distribution
of the radioactive source and attenuating structures of the body, these types of PET scans
produce a wide distribution of sinograms from sparse and noisy containing less than 20,000
counts up to densely packed sinograms with rich structures containing well over 300,000
counts. The resulting data set contained 66,798 raw (uncorrected) sinogram slices counting
all direct and oblique planes. From this data set 2 randomly selected patients totalling
7,164 sinograms became the test set with the remaining slices used to train the Sinogram
Repair Network. To augment the data set even further during training, the input slices were
randomly flipped horizontally and vertically with a probability of 0.5. Since the original
data set does not contain missing information, defective block detectors were simulated by
generating a set of sinogram masks, one for each of the 48 block detectors in the PET
gantry and randomly applying them during training. Although based on the original 59,634
training sinograms, this dynamic augmentation and random removal of LORs meant the
neural network rarely, if ever, saw the same data sample during training, which significantly
aided in generalization and preventing overfitting. With the 7,164 slices in the test set, 10

21

realizations of missing blocks were created for each of one, two, and four missing blocks with
no additional augmentation.
Since the range of potential values in a sinogram are only limited by the size of the
integer representing a given bin, which in this case is 16 bit, instability can occur during
neural network training. To control this unbounded parameter each sinogram is scaled down
to a range [0 : 1] prior to input to the network and the output is scaled back up using the
same scaling factor. Scaling is an important aspect to consider when working with sinogram
data sets since measurements such as Standardized Uptake Values (SUV) are important
quantitative diagnostic measures taken from the resulting images.

2.3.3

Network Training

The proposed Sinogram Repair Network was implemented using PyTorch [71] and trained
for 4,500 epochs with each epoch utilizing 2,048 sinogram slices randomly sampled from the
training set without replacement in mini-batches of 32. At runtime, randomly selected masks
were applied to the sampled sinograms to create missing data. The Adam optimizer [53]
was employed, which is an extension to classic stochastic gradient descent that maintains a
learning rate for each network parameter separately, with an initial learning rate of 0.0001, a
first momentum of 0.5 and a second momentum of 0.999. After each n epochs, a warm restart
[60] was performed where the learning rate was reset to its initial value and the optimizer’s
momentum buffers were cleared creating a temporary period of instability allowing the
optimizer to escape sub-optimal local minimums. The value for n was incremented by a
value ∆n at each reset to increase the duration between warm restarts. We set the initial
value of n to 300 and ∆n to 50. Various loss functions were explored and we chose to
follow previous research dedicated to loss functions for image repair [115] and use a weighted
combination of an element-wise L1 and multi-scale structural similarity (MS-SSIM) [97]
based loss. Specifically,

L(ŷ, y) = α

k−1
M
Y
1X
|ŷi − yi | + β lM (ŷ, y)
cj (ŷ, y)sj (ŷ, y)
k i=0
j=1
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(2.2)

where each sinogram ŷ and y contains k bins and the SSIM components are calculated on a
sliding 11 x 11 window between sinograms ŷ and y where µ is the mean, σ is the variance
and σŷy is the covariance of ŷ and y.
lM (ŷ, y) =

2µŷ µy + C1
µ2ŷ + µ2y + C1

(2.3)

cj (ŷ, y) =

2σŷ σy + C2
σŷ2 + σy2 + C2

(2.4)

σŷy + C3
σŷ σy + C3

(2.5)

sj (ŷ, y) =
where C1 ,C2 and C3 are constants given by

C1 = (K1 L)2 , C2 = (K2 L)2 , C3 = C2 /2 ,

(2.6)

and L is the dynamic range of values (1 in our case), K1 = 0.01 and K2 = 0.03. The
luminance component (lM ) is only evaluated at the highest scale M whereas the contrast
(cj ) and structure (sj ) measures are evaluated at five scales each half the dimension of the
previous. The values of α and β were explored empirically with the results reported below
based on α = 1 and β = 0.75.

2.3.4

Evaluation Methods

The Sinogram Repair Network (SRN) performance is evaluated in sinogram, image, and
quantitative accuracy domains. Comparisons are made against each of the top performing
previously established repair methods, namely, interpolation, model based and transform
based. For interpolation, the method described in [72] is used. The model based method uses
OSEM reconstruction from the TomoPy library [32] with 10 iterations, and the transform
based method uses the constrained Fourier spaced (CFS) method [48] with a bow-tie filter
and 100 iterations.
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In the sinogram domain, ground truth samples were compared to repaired sinograms for
each of the repair methods across all 7,164 slices in the test data set with one, two and
four missing blocks. Since all repair methods fill in the missing information in the original
sinogram, the evaluated region of interest was limited to the repaired area to avoid diluting
the performance measurement. Additionally we applied a 3x3 Gaussian kernel [0.5 1 0.5] x
[0.5 1 0.5] to both sinograms before comparison to filter out high frequency noise thereby
providing a more realistic comparison. The normalized mean squared error (NMSE), which
is an absolute measure, was calculated between the sinograms. That is,

k−1
k−1
X
X
2
NMSE(ŷ, y) =
(ŷi − yi ) /
yi2
i=0

(2.7)

i=0

In the reconstructed image domain MS-SSIM, which uses a perception-based model, was
used to compare the similarity between reference images and images reconstructed from
sinograms with missing data and sinograms corrected with each repair method. In our
experiment, all 876 images from the two test patient data sets were reconstructed from
sinograms containing one, two, and four missing blocks in each slice and compared with
images from ground truth sinograms. All reconstructions were performed using the standard
Biograph mCT scanner’s reconstruction software utilizing the Ordered Subset Expectation
Maximization (OSEM) protocol with 3 iterations, 21 subsets and a 5x5 Gaussian filter.
In the quantitative accuracy domain, three regions of interest were selected in the test
data corresponding to the liver, uptake near the kidney and a small lesion. The mean
tracer concentrations were measured across images based on ground truth, repaired and not
repaired sinograms.

2.4
2.4.1

Results
Sinogram Comparison

Figure 2.3 provides a sample of repaired sinogram slices for each method along with
the ground truth and the missing data.

A visual comparison across all methods of
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repairing missing sinogram data show the established methods performing in accordance
with previously published results, but the Sinogram Repair Network results most closely
resemble the ground truth.

Figure 2.3: A visual comparison of sinograms for each repair method across the range of missing
data shows the sinograms corrected with the proposed neural network most closely resemble the
ground truth compared to the other methods.

Figure 2.4 shows the normalized mean squared error from equation 2.7 grouped into
sinogram ranges 25,000 counts wide measured for each repair method averaged across ten
random realizations of missing test set data for one, two and four missing blocks. Additionally
the plots include bars to indicate the single slice maximum and minimum error for each
method. Each of the repair methods has the largest error at low count densities. On
inspection of these sinograms, the reason for the lower performance is the low signal to noise
ratio in these regions, which tend to originate from either end of the whole-body scan where
sensitivity is lower and in the case of the upper legs, the tracer distribution is more sparse.
With this in mind, extra care must be taken when relying on sinogram repair in regions
of high noise. As the count density increases however, all repair methods perform better
and experience decreasing error and a narrowing of the difference between maximum and
minimum error with the Sinogram Repair Network improving faster than the other methods
with a widening performance gap especially as the amount of missing data increases.
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Figure 2.4: Plots of normalized mean squared error averaged over ten realizations of missing
blocks with the maximum and minimum error shown for each method. The plots show that all
repair methods perform the worst at low count densities and improve as density increases with the
Sinogram Repair Network outperforming other methods across the spectrum of count density and
number of missing block detectors.

2.4.2

Reconstructed Image Comparison

Table 2.1 and Fig. 2.5 compare sinogram repair method performance in image space against
ground truth using MS-SSIM for one, two and four missing blocks. The averaged performance
across all test slices presented in Table 2.1 shows that the previously published methods along
with the Sinogram Repair Network all perform relatively well with only one missing block
detector. However, as the amount of missing data increases, the performance gap between
the previously established methods and the proposed neural network grew, which highlights
the ability of this new method to handle higher quantities of failed block detectors. When
the individual slices of a single patient from the test set are averaged over 10 realizations of
missing block detectors, as shown in Fig. 2.5, the Sinogram Repair Network outperforms the
other methods both across the range of whole-body images and quantities of missing data.
Interestingly, interpolation is generally speaking the worst performer in the sinogram
domain (Fig. 2.4) while it does very well in the image domain (Fig. 2.5). This behavior is
a result of the interpolation method operating on a local region of the sinogram. While this
preserves structure and high frequency components that contribute to better image accuracy,
a side-effect is a higher mean squared error for the sinogram data due to higher peak errors.
In contrast, the CFS and model based methods operate on the global sinogram structure
which has the opposite impact, with the model based method most strongly exhibiting this
effect.
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Another observation of note is the lower performance of all repair methods on the start
and end image planes, which we found to be consistent across data sets. These regions of
a PET acquisition suffer from inherently low sensitivity and high noise due to a scanner’s
geometric constraints and thus produce both sparsely populated sinograms with fewer counts
(oblique planes) and sinograms high noise components (direct planes). A visual inspection
of repaired sinograms from this region confirms the relatively poor performance. Further
research could be conducted to better understand the repair of sparse and noisy sinograms
and develop more consistent techniques in these areas, but is beyond the scope of this study.

Table 2.1: Results from the multi-scale structural similarity measure between reconstructed
ground truth and repaired sinograms averaged over all sample images in the test data sets across
10 random realizations of missing detector blocks.

No Repair
1 Missing Block
2 Missing Blocks
4 Missing Blocks

0.923
0.871
0.794

Inter

CFS

Model

SRN

0.970 0.964
0.940 0.932
0.899 0.902

0.950
0.914
0.853

0.984
0.963
0.947

Figure 2.5: The multi-scale structural similarity measure of not repaired and repaired sinograms
averaged across 10 random realizations of missing blocks compared to ground truth for one, two, and
four missing blocks shows that in image space the previous repair methods perform approximately
the same, while the Sinogram Repair Network achieves higher scores and is more robust to increased
amounts of missing data.
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Figure 2.6: A reconstructed image space comparison of coronal slices from ground truth images
and each of the repair methods with four simulated missing blocks. A visual inspection of the
reconstructed and difference images show fewer artifacts with the Sinogram Repair Network. In
comparison the other repair methods show evidence of streaks (red arrows) and low sensitivity
(blue arrows).

Coronal slices of reconstructed image volumes with four missing blocks from the test
data set are presented in Figure 2.6 along with their difference image from ground truth.
Visual inspection shows the Sinogram Repair Network reconstructed image is most similar to
ground truth and has the least pronounced difference image. The images based on previous
repair methods all show visual evidence of streaking as noted by the red arrow. They also
contain areas of artificially low activity next to high activity as noted by the blue arrows.
Both of these artifacts are confirmed by inspecting the difference image, but in contrast
the Sinogram Repair Network image lacks these undesirable artifacts. The results from one
and two missing blocks are not shown since differences in a single missing block are hard to
distinguish visually and while images with two missing blocks do contain similar artifacts to
the images shown, the visual differences are less pronounced.

2.4.3

Quantitative Measurements

The use of quantitative measurements of tracer concentration in PET such as SUV [52] taken
directly from the reconstructed image are used in treatment planning, clinical research, drug
trials, and assessing response to therapy over multiple studies. It is therefore important
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Figure 2.7: ROI comparision. (a) ROIs extracted from test data used to explore the impact of
sinogram repair on quantitative PET measurements; yellow is in the area of the right kidney, red is
a small lesion, and green is a liver measurement, which is often used as a reference. (b) Quantitative
results per ROI.

when repairing sinograms to accurately represent the tracer concentration to avoid adverse
affects on the analysis of patient images.
Figure 2.7(a) shows the regions of interest (ROIs) examined in this study. The yellow
ROI of the kidney measures 5,495 mm3 . The red ROI of a small lesion measures 929 mm3
while the green ROI measures 2,892 mm3 and is of the liver, which is commonly used as
a reference point in quantitative PET measurements [52]. Fig. 2.7(b) gives a quantitative
comparison of the repair methods across ROIs for 1, 2, and 4 missing blocks. Measurements
from the original image reconstructed from the ground truth sinograms is shown in black and
is considered the ideal for this comparison. As expected, the repair methods generally exhibit
lower tracer concentration measurements than the original and this gap tends to widen as the
number of simulated failed blocks increases. The Sinogram Repair Network maintains more
consistent measurements across varying amounts of missing data and generally provides
measurements closer to the ideal than other methods.

Although the Sinogram Repair

Network performs well, this study only examined quantitative measurements from two
patients due to the limited data set and further work is necessary to draw strong and confident
conclusions about quantitative reliability.
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2.5

Discussion

One application of the Sinogram Repair Network could be to continue clinical operations
with full diagnostic quality in the event one or more block detectors fail the daily quality
control procedure. This mitigation may become even more important as the number of
block detectors and axial field of view of PET scanners continues to increase. However,
not all detector failures have equal impact on the diagnostic quality of patient images; the
number of bad block detectors and their relative location make a difference. The clinical
relevance of bad blocks was first studied in 1999 [10], and many of their suggestions are
still prudent even with newer and more effective repair techniques. A key suggestion is to
validate the diagnostic quality of the scanner by creating a mask of the failed detectors
and then executing an extended quality control procedure by simulating the missing data
on previously stored reference data sets representative of the clinical environment. These
data sets are then repaired, reconstructed and scored using a structural similarity metric.
The results of this metric along with a visual inspection and quantitative measurement
comparison to the ground truth should determine if the diagnostic quality of the scanner
is compromised and whether imaging should confidently continue or cease until a repair is
made. For the most robust results the reference data sets should contain at least some small
lesions at various distances from the center of the transaxial field of view.

2.6

Conclusion

The proposed Sinogram Repair Network is an effective method of repairing missing data in
PET whole-body sinograms with one or more malfunctioning block detectors. A wide range
of aspects were examined including sinogram and image space analysis and quantitative
measurement accuracy and when compared with the existing repair methods, the Sinogram
Repair Network was found to perform better in all cases.
Even with the superior performance of the sinogram repair method proposed in this
paper, there are a number of avenues of further research that could provide improvements
over the current performance level. One direction is to split the data set into smaller
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distributions based on some classifying feature such as the total counts in a sinogram. Then
multiple networks could each be trained on a subset of the broader distribution and would
be required to generalize to a much smaller portion of the global distribution of sinograms.
Another promising direction is to consider 3D sinogram volumes when filling in missing
data with the expectation that a neural network could learn the relationships between the
various sinogram segments and utilize information from segments without missing data to
fill gaps in affected sinograms. An expansion of this idea could also include the time-of-flight
components present in most modern PET scanners. Other avenues for further exploration
include using alternative neural network structures such as the Wavelet Residual Network
[46] or the utilization of other loss functions such as those found in Generative Adversarial
Networks [31].
Additionally, there are a number of other potential applications where the techniques in
this research could be applied. One natural application for the proposed method is to fix
normalization errors. We briefly experimented with failed detector blocks during continuous
bed motion acquisitions, which causes artifacts similar to normalization errors, and found
the sinogram repair method to work well. Perhaps the most impactful extension to our work
is designing a PET/CT scanner with intentional gaps in the detector array (both transaxial
and axial) and using techniques similar to those presented here to fill in the missing data
creating a scanner with performance characteristics similar to a system without gaps in the
detector array, but at a significantly lower cost, longer axial field of view and higher acquired
data efficiency. This approach would enable all downstream image formation components
to remain unchanged in contrast to other intentional gap techniques that require special
reconstruction methods to effectively mitigate the gaps.
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Chapter 3
DirectPET: Full-Size Neural Network
PET Reconstruction from Sinogram
Data
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3.1

Prologue to Second Article

A version of the second article was originally published by William Whiteley, Jens Gregor
and Paul Luk in the Journal of Medical Imaging. The ideas in this chapter build upon
two preceding publications. The first is a paper accepted as a poster to the International
Conference on Fully Three-Dimensional Image Reconstruction in Radiology and Nuclear
Medicine in Philadelphia, Pennsylvania, USA. This initial paper introduced the idea for
an encoding, transform and refinement and scaling network for image reconstruction. The
second is an abstract summary accepted for oral presentation at the 2019 IEEE Nuclear
Science Symposium and Medical Imaging Conference in Manchester, United Kingdom.
Direct Image Reconstruction from Raw Measurement Data Using an Encoding Transform Refinement-and-Scaling Neural Network. William Whiteley and Jens
Gregor. Proceedings SPIE 11072 15th International Meeting on Fully Three-Dimensional
Image Reconstruction in Radiology and Nuclear Medicine, 1107225(2019).
Efficient Neural Network Image Reconstruction from Raw Data Using a
Radon Inversion Layer. William Whiteley and Jens Gregor. 2019 IEEE Nuclear Science
Symposium and Medical Imaging Conference (NSS/MIC), Manchester, United Kingdom,
2019.
DirectPET: Full Size Neural Network PET Reconstruction from Sinogram
Data.

William Whiteley, Jens Gregor and Paul Luk.

Journal of Medical Imaging,

7(3)032503 (2020).
Personal Contribution. The idea for a more efficient image reconstruction neural
network architecture, and specifically the development of a specialized Radon inversion layer,
which is the key to efficiency and large size image reconstruction is mine. I also implemented
and tuned the encoding and refinement-and-scaling network segments for high performance
and personally conducted all experiments and analysis. Jens Gregor suggested the mask
refinement technique, provided guidance and critiques on the presentation of the method
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and experiments and overall editing assistance. Paul Luk provided support in acquiring and
processing the data set and manuscript editing.

3.1.1

Abstract

Purpose Neural network image reconstruction directly from measurement data is a
relatively new field of research, that until now has been limited to producing small single-slice
images (e.g., 1x128x128). This paper proposes a novel and more efficient network design for
Positron Emission Tomography called DirectPET which is capable of reconstructing multislice image volumes (i.e., 16x400x400) from sinograms.
Approach Large-scale direct neural network reconstruction is accomplished by addressing
the associated memory space challenge through the introduction of a specially designed
Radon inversion layer.

Using patient data, we compare the proposed method to the

benchmark Ordered Subsets Expectation Maximization (OSEM) algorithm using signal-tonoise ratio, bias, mean absolute error and structural similarity measures. In addition, line
profiles and full-width half-maximum measurements are provided for a sample of lesions.
Results DirectPET is shown capable of producing images that are quantitatively and
qualitatively similar to the OSEM target images in a fraction of the time. We also report
on an experiment where DirectPET is trained to map low count raw data to normal count
target images demonstrating the method’s ability to maintain image quality under a low
dose scenario.
Conclusion The ability of DirectPET to quickly reconstruct high-quality, multi-slice
image volumes suggests potential clinical viability of the method.

However, design

parameters and performance boundaries need to be fully established before adoption can
be considered.
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3.2

Introduction

Reconstructing a medical image by approximating a solution to the so-called ill-posed
inverse problem typically falls into one of three broad categories of reconstruction methods:
analytical, iterative and, more recently, deep learning. While conventional analytical and
iterative methods are far more studied, understood and deployed, the recent effectiveness of
deep learning in a variety of domains has raised the question whether neural networks are
an effective means to directly solve the inverse imaging problem. In this article, we explore
an answer to that question for Positron Emission Tomography (PET) with the development
of DirectPET, a deep neural network capable of reconstructing a multi-slice image volume
directly from Radon encoded measurement data. We analyze the quality of DirectPET
reconstructions both qualitatively and quantitatively by comparing against the standard
clinical reconstruction benchmark of Ordered Subsets Expectation Maximization plus Point
Spread Function (OSEM+PSF)[40, 74]. Additionally, we explore the benefits and limitations
inherent in direct neural network reconstruction.
As a precondition, it is reasonable to ask whether medical image reconstruction
is an appropriate application for a neural network.

The answer to this question is

found in the understanding that feed-forward neural networks have been proven to be
general approximators of continuous functions with bounded input under the Universal
Approximation Theorem [38, 15, 62]. The nature of PET imaging makes it such a problem
with the implication that a solution can be approximated by a neural network. This leads
us to believe that the study of direct neural network reconstruction is a worthy pursuit.
We acknowledge that the notion of direct neural network reconstruction may be somewhat
controversial.

The primary criticism, which the authors freely admit is reasonable, is

that it foregoes decades of imaging physics research as well as the careful development of
realistic statistical models to approximate the system matrix, not to mention corrections
for scatter and randoms.

Instead of utilizing these handcrafted approximations, data

driven reconstruction solves the inverse problem by directly learning a mapping between
measurement data and images from a large number of examples (targets) and in turn encodes
this mapping into millions or billions of network parameters. The disadvantage with the
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method is its black box nature and the current inability to understand and explain the
reasoning behind a given set of trained parameters for networks of any significant size or
complexity.
Speaking in favor of direct neural network reconstruction, on the other hand, are distinct
and quantifiable benefits not found with conventional methods. First and foremost, we will
show that direct neural network reconstruction provides good image quality with very high
computational efficiency once training has been completed. Specifically, we show that the
DirectPET network can produce a multi-slice image volume comparable to OSEM+PSF in a
fraction of the amount of time needed by the model-based iterative method. Another benefit
is the adaptability and flexibility that deep learning methods provide in that the output can
be tuned to exhibit specific desirable image characteristics by providing training targets
with those same characteristics. In particular, data driven reconstruction methods can
produce high quality images, if data sets containing high quality image targets are available
to train the neural network. We demonstrate this ability by showing that DirectPET can
be trained to learn a mapping from low count sinograms to high count images. Subsequent
reconstruction produces images of a quality that is superior to those produced by OSEMPSF.
The proposed DirectPET network advances the applicability of direct neural network
reconstruction.

AUTOMAP[117] and DeepPET[41] have only been shown to produce

single-slice 1x128x128 images. AUTOMAP has specifically been critiqued[93] for the image
size being limited by its large memory space requirement. For direct methods to be of
practical relevance, they must be able to produce larger image sizes as commonly used in
clinical practice. DirectPET was designed for efficiency, and we demonstrate single forward
pass simultaneous reconstruction of multi-slice 16x400x400 image volumes. When batch
operations are employed, DirectPET can not only reconstruct an entire full-size 400x400x400
whole-body PET study, but does so in a little more than one second.
In this paper, the general advantages of direct neural network reconstruction methods
and the specific advancements of the proposed DirectPET network are explored with the
specific contributions being as follows:
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1. A novel direct reconstruction neural network design: A three segment architecture
capable of full-size multi-slice reconstruction along with a quantitative and qualitative
analysis compared to the conventional reconstruction benchmark of OSEM+PSF.
2. Effective direct reconstruction neural network training techniques: We propose specific
techniques (loss function, hyper-parameter selection and learning rate management)
not utilized in previous direct reconstruction methods to achieve efficient learning and
high image quality overcoming the often blurry images produced by neural networks
using simple L1 or L2 loss functions.
3. A path to superior image quality: We demonstrate that the image quality depends less
on the raw data and more on the target images used for training.
4. Challenges and a path to overcoming them: We discuss current challenges and
limitations associated with direct neural network reconstruction and propose a future
path to reliably surmounting these obstacles.

3.3

Related Work

The terms deep learning and image reconstruction are often used in conjunction to describe a
significant amount of recent research[93] that falls into one of three categories: 1) combination
of deep learning with a conventional analytical or statistical method; 2) use of a neural
network as a nonlinear post reconstruction filter for denoising and mitigating artifacts; and
less commonly 3) use of a neural network to generate an image directly from raw data. This
last category of direct neural network reconstruction, which forms the largest departure from
conventional methods, is the focus of our work.
Early research was based on networks of fully connected multilayer perceptrons [23, 8, 70,
5] that yielded promising results, but only for simple low resolution reconstructions. More
recent efforts have capitalized on the growth of computational resources, especially in the
area of Graphical Processing Units (GPUs), which has led to deep networks capable of direct
reconstruction. The AUTOMAP network [117] is a recent example that utilizes multiple fully
connected layers followed by a sparse convolutional encoder-decoder to learn a mapping
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manifold from measurement space to image space. AUTOMAP is capable of learning a
general solution to the reconstruction inverse problem. However, the generality is achieved
by learning an excessively high number of parameters which limits its application to fairly
small single-slice images (e.g., 1x128x128). DeepPET[41] is another example of direct neural
network reconstruction that utilizes an encoder-decoder architecture, but forgoes any fully
connected layers. Instead, this network utilizes convolutional layers to encode the sinogram
input (1x288x269) into a higher dimensional feature vector representation (1024x18x17)
which is then decoded by convolutional layers to produce yet another small single-slice image
(e.g., 1x128x128). While both of these novel methods embody significant advancements
in direct neural network reconstruction, there are several noteworthy differences to the
DirectPET network presented here. As mentioned above, DirectPET is capable of producing
multi-slice image volumes (e.g., 16x400x400). We furthermore train and validate DirectPET
on actual raw PET data taken from patient scans as opposed to using simulated data. Also
not done previously, we include the attenuation maps as input to the neural network. Finally,
DeepPET was shown to become unstable at low count densities generating erroneous images
[41], a problem not encountered for DirectPET which exhibits consistent performance across
all count densities.
A currently more common application of deep learning in the image formation process is
combining a neural network with conventional reconstruction. One method is using an imageto-image neural network to apply an image-space operator to enhance the post reconstruction
output. While the term ”reconstruction” has been attached to some of these methods, the
neural network is not directly involved in solving the inverse imaging problem, and is more
accurately described as a post reconstruction filter. These learned filters have produced
improvements compared to conventional handcrafted alternatives. In PET imaging, these
image-space methods are often applied to low dose images to produce normal dose equivalents
[28, 47, 105] utilizing U-Net [76] or ResNet [37] style networks. Similarly, these methods are
demonstrated to work for X-ray CT on low dose image restoration [46] and limited angle[34]
applications. Jiao et al.[44] increased the reconstruction speed by performing a simple backprojection of PET data and then utilizing a neural network to reduce the typical streaking
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artifacts. Cui et al.[16] used a novel unsupervised approach to denoise a low count PET
image from the same patient’s previous high quality image.
As an alternative to the image-space methods, other efforts have included deep learning
elements inside the conventional iterative reconstruction process creating unrolled neural
network methods. This often takes the form of using the neural network as a denoising or
regularizing operator inside the iterative loop for both PET [50, 27] and X-ray CT [11, 26]
reconstruction. Gong et al. [29] replaced the penalty gradient with a neural network
in their Expectation Maximization network (EMnet) and Alder et al. [2] replaced the
proximal operators in the primal-dual reconstruction algorithm. While the image-space and
unrolled deep learning methods all demonstrated improvement over conventional handcrafted
alternatives, in addition to now containing a black box component in the form of a neural
network, they continue to carry all of the disadvantages of conventional reconstruction
methods, namely, the complexity of multiple projection and correction components and
a high computational cost. By comparison, direct neural network reconstruction methods
are relatively simple operators with very high computational efficiency once trained.

3.4
3.4.1

Methods
Network Architecture Overview

Figure 3.1 illustrates where the proposed DirectPET network fits in the PET imaging
pipeline. Time-of-flight (TOF) list-mode data is acquired and histogrammed into sinograms.
Random correction, normalization and arc correction are performed on the raw sinogram data
in that order. Scatter and attenuation correction are not applied in the sinogram domain but
instead accounted for by the learned parameters in the DirectPET neural network. Oblique
plane sinograms are eliminated by applying Fourier rebinning [18], and the TOF dimension
of the resulting direct plane sinograms is collapsed. The sinogram data could have been
transformed to 2D Non-TOF data in a single rebinning step [58], but was done in two
steps for convenience with readily available software. X-ray CT data is acquired to create
attenuation maps and for later anatomical visualization. A single forward pass through

39

the DirectPET network of the PET/CT data then produces the desired multi-slice image
volume.

Sinogram Preprocessing Steps

Final Image
Volume

Sum TOF Bins

TOF FORE Rebin

Arc Correction

Normalization

PET/CT Scanner

3D TOF Sinograms

Random Correction

(Note: Scatter and attenuation correction are not performed)

2D Sinograms
Neural Network

Attenuation Maps

Figure 3.1: The DirectPET imaging pipeline uses TOF Fourier rebinned PET data and X-ray
CT based attenuation maps to generate PET image volumes.

With reference to Figure 3.2, DirectPET consists of three distinct segments each designed
for a specific purpose. An encoding segment compresses the sinogram data into a lower
dimensional space. A domain transformation segment uses specially designed data masking
along with small fully connected layers to carry out the Radon inversion needed to convert the
compressed sinogram into image-space. Finally, a refinement and scaling segment enhances
and upsamples an initial image estimate to produce the final multi-slice image volume.
Together, the segments comprise an Encoding, Transformation and Refinement and Scaling
(ETRS) architecture [98]. We proceed by describing each segment starting with the domain
transformation layer, which is what enables the DirectPET efficiency, followed by the encoder
and then the refinement and scaling segment.
Domain Transformation
The computational cost of performing the domain transformation from sinogram to image
space is a key challenge with direct neural network reconstruction. In previous research
[23, 8, 70, 5, 117] this was typically accomplished through the use of one or more fully
connected layers where every input element is connected to every output element. This
results in a multiplicative scaling of the memory requirements proportional to the size of the
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Figure 3.2: The DirectPET reconstruction neural network consists of three distinct segments each
with a specific task: (a) the encoding segment is composed of convolutional layers that compress the
sinogram input; (b) the domain transformation segment implements Radon inversion by applying
masks to filter the compressed sinogram data into small fully connected networks for each of a
number of image patches that are then combined to produce an initial image estimate; and (c) the
refinement and scaling segment carries out denoising along with attenuation correction and applies
super-resolution techniques to produce a final full-scale image.

input and the number of neurons, i.e., the number of sinogram bins and the number of image
voxels. Figure 3.3(a,b) illustrates a simple, single layer reconstruction experiment where each
bin in a 200x168 sinogram is connected to every pixel in a corresponding 200x200 image.
After training to convergence using a natural image data set, examination of the learned
activation maps shown in Figure 3.3(c) reveals that network learned an approximation to
the inverse Radon transform. Along with noting the sinusoidal distribution of the activation
weights, the other key observation is that the majority of weights in the activation map are
near-zero, meaning they do not contribute to the output image and essentially constitute
irrelevant parameters.
With insight from this initial experiment, we designed a more efficient Radon inversion
layer to perform the domain transformation. We eliminated network connections that do not
contribute to the output image by creating small fully-connected networks for each patch
in the output image that are only connected to the relevant subset of sinogram data. The
activation maps from the initial simple experiment were used to create a sinogram mask
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Figure 3.3: A single, fully-connected layer can be trained to learn the distinctive sinusoidal pattern
associated with the Radon transform.

for each patch in the image. Each of these masks is then independently applied to the
compressed sinogram, and the surviving bins are fed to an independent fully-connected layer
connected to the pixels in the relevant image patch. These patches are then reassembled
to create the initial image estimate. When a multi-slice image volume is reconstructed,
the transformation is carried out independently for each slice in the stack, and the volume
is reassembled at output of the segment. The primary design decision for this segment is
selecting the size of the image patch to consider, and is a trade-off between execution speed
and memory consumption. Considering that a downsized sinogram (i.e., 168x200) is the
input to the Radon inversion layer and a half-scale image estimate (i.e., 1x200x200) is the
output, on one end of the spectrum a patch size of a single pixel results in 31,415 fully
connected networks (we only address pixels in the field of view). On the other end of the
spectrum, if the patch size equals the entire image, only a single fully connected network
is required, but this choice requires the maximum 1.055 billion network parameters. We
have settled on using 40x40 pixel patches as a baseline, but have empirically found that
patches with 30x30 to 50x50 pixels provide a good trade-off between speed and memory
consumption. Table 3.1 shows the parameter count as a function of patch size selection for
168x200 sinograms and 200x200 images. The parameter count for AUTOMAP and a single
fully-connected layer are included for comparison.
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Table 3.1: The selection of patch size is directly related to the required number of parameters
in the transform segment and inversely related to the number of masks and associated networks
impacting the execution speed.
Network
AUTOMAP
Fully-Connected
Radon Inversion
Radon Inversion
Radon Inversion
Radon Inversion
Radon Inversion

Patch Size
na
Layer
200 x 200
Layer
60 x 60
Layer
40 x 40
Layer
30 x 30
Layer
20 x 20
Layer
10 x 10

Input
200 x
200 x
200 x
200 x
200 x
200 x
200 x

Size Output Size Segment Parameters Number of Masks
168
200 x 200
6,545,920,000
na
168
200 x 200
1,055,544,000
1
168
200 x 200
627,224,400
16
168
200 x 200
382,259,200
28
168
200 x 200
353,583,000
52
168
200 x 200
238,370,400
88
168
200 x 200
209,706,900
336

Having selected the patch size, the learned activation maps for each pixel in a patch
are summed together. However, the raw activation maps are noisy and applying a simple
threshold to generate a mask includes sinogram bins that should not contribute to a given
image patch. The activation maps are consequently refined using a three step process
of Gaussian smoothing to filter high frequency noise, morphological opening and closing
operations to remove noise and fill gaps, and thresholding using Li’s iterative minimum cross
entropy method [57]. Figure 3.4 illustrates the mask refining process. The resulting size of
the learned mask can also be tuned by adjusting the size of the Gaussian filter (here σ = 4)
and the morphological structuring element (here a disk of radius 8). A somewhat simpler
approach that generates less memory efficient masks, but achieves comparable results, would
be to create sinogram masks by forward projecting image patches surrounded by a small
buffer[99].
Encoding
Despite the significant efficiency gains achieved in the domain transformation segment, the
original uncompressed sinogram is still too large to process with only modest computational
resources. We initially explored simple bilinear scaling and angular and line of response
compression/summing, but achieved superior performance allowing a convolutional encoder
to learn the optimal compression. The theory and motivation behind this segment is similar
to that found in the first half of an autoencoder[77] where the convolutional kernels extract
and forward essential information in each successive layer. Figure 3.2(a) shows a detailed
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Figure 3.4: The mask creation process begins with summing the raw pixel activation maps for an
image patch and then undergoes a process of smoothing, morphological opening and closing, and
thresholding to produce the final mask.

diagram of the encoding segment illustrating its architecture and chosen hyper-parameters
consisting of three convolutional layers each with 128 3x3 kernels and a Parametric Rectified
Linear Unit (PReLU)[35] activation function. Spatial down-sampling is accomplished by the
second convolutional layer employing a kernel stride of 2 along the r sinogram dimension.
While we experimented with the axial dimension (number of slices) of the input between 1
and 32 slices, we ultimately settled on training DirectPET on 16 slices.
Refinement and Scaling
The final neural network segment is responsible for taking the initial image estimate plus
the corresponding attenuation maps and removing noise and scaling the image to full
size. The attenuation maps added at this point in the network provide additional image
space anatomical information which significantly boosts the network’s image quality. The
refinement and scaling tasks draw on significant deep learning research in the areas of
denoising[86] and super-resolution[108]. As illustrated in Figure 3.2(c), the refinement and
scaling segment uses a simple two stage strategy, where each stage contains convolutional
layers followed by a series of ResNet[37] blocks that include an overall skip connection. This
strategy is employed first at half spatial resolution and then again at full resolution after a
sub-pixel transaxial scaling by a factor of 2 using the PixelShuffle[79] technique. These two
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sub-segments are followed by a final convolutional layer that outputs the image volume. All
layers in this segment use 64 3x3 convolutional kernels and PReLU activation.

3.4.2

Neural Network Training

The DirectPET network was implemented with the PyTorch[71] deep learning platform and
executed on single and dual Nvidia Titan RTX GPUs. Training occurred over 1,000 epochs
with each epoch having 2,048 samples of sinogram and image target pairs randomly drawn
from the training data in mini-batches of 16. The Adam optimizer[53] was used with β1 = 0.5
and β2 = 0.999, which is similar to traditional stochastic gradient descent but additionally
maintains a separate learning rate for each network parameter. In addition to the optimizer,
a cyclic learning rate scheduler[84] was employed that cycles the learning rate between a
lower and upper bound with the amplitude of the cycle decaying exponentially over time
towards the lower bound. This type of scheduler aids training since the periodic raising of the
learning rate provides an opportunity for the network to escape sub-optimal local minimum
and traverse saddle points more rapidly.
Based on a triangular wave function, our scheduler was defined as follows for the kth
iteration:
η(k) = Λ(k) (ηmax − ηmin ) 0.99995n + ηmin


k
k
1
Λ(k) , 2
−
+
1000
1000 2

(3.1a)
(3.1b)

To determine appropriate values for the two bounds, an experiment was performed where
the learning rate was slowly increased and plotted against the loss. The results of this study
led us to designate ηmin = 0.5 × 10−5 and ηmax = 9.0 × 10−5 .
The loss function is another primary component of neural network training. Previous
research[115] dedicated to loss functions for image generation and repair suggested a weighted
combination of the element-wise L1 loss, which is an absolute measure, and a multi-scale
structural similarity (MS-SSIM) [96] loss, which is a perceptual measure. We extended this
idea by eliminating the static weighting factor and instead developed a dynamically balanced
scale factor α between these two elements. We also added an additional perceptual feature
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loss component based on a so-called VGG network [82]. The loss between reconstructed
image x̂ and target image x was thus made to consist of three terms, namely:

L(x̂, x) = β VGG(x̂, x) + (1 − α) MAE(x̂, x) + α MS-SSIM(x̂, x)

(3.2)

The VGG loss is based on a convolutional neural network of the same name. Pre-trained
on the large ImageNet data set, which contains millions of natural images, each convolutional
layer of the VGG network is a general image feature extractor; earlier layers extract fine
image details like lines and edges, while deeper layers extract larger semantic features as
the image is spatially down sampled. In our application, the output from the DirectPET
network and the target image are independently input to the VGG network. After the input
passes through each of the first four layers, the output is saved for comparison. The features
from the DirectPET image are then subtracted from the target image features for each of
the four VGG layers. The sum of the absolute value differences forms the VGG loss. That
is:

VGG(x̂, x) =

3
X

|VGG` (x̂) − VGG` (x)|.

(3.3)

`=0

Thus accounting for perceptual differences helps the DirectPET network reconstruct
images of higher fidelity than otherwise possible.
The MAE loss denotes the Mean Absolute Error between reconstructed image x̂ and
target image x calculated over all N voxels:

MAE(x̂, x) =

N −1
1 X
|x̂i − xi |.
N i=0

(3.4)

The MS-SSIM loss measures structural similarity between the two images based on
luminance (denoted lM ), contrast (denoted cj ), and structure (denoted sj ) components
calculated at M scales. More specifically:
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MS-SSIM(x̂, x) = 1 − l(x̂, x)

M
Y

cj (x̂, x)sj (x̂, x)

(3.5)

j=1

where

2µx̂ µx + C1
,
µ2x̂ + µ2x + C1
2σx̂ σx + C2
cj (x̂, x) = 2
,
σx̂ + σx2 + C2
σx̂x + C3
.
sj (x̂, x) =
σx̂ σx + C3
l(x̂, x) =

As usual, µx̂ and µx denote the two image means, and σx̂2 and σx2 are the corresponding
variances while σx̂x is the covariance. The constants are given by C1 = (K1 L)2 , C2 = (K2 L)2 ,
and C3 = C2 /2 where L is the dynamic range of values while K1 = 0.01 and K2 = 0.03 are
generally accepted stability constants.
With respect to the weighting of the VGG loss, we used β = 0.5 for all updates. In
contrast, we used a dynamically calculated value for α that trades off the MAE and MSSSIM losses against one another. That is:

i+n−1
P

α=

MAEj

j=i
i+n−1
P

MAEj +

j=i

i+n−1
P

(3.6)
MS-SSIMj

j=i

where i and j are iteration steps and n denotes the width of a running average window.

3.5

Experiments and Results

We now describe details of our training, validation and test data sets, and then evaluate
performance of the DirectPET network in three areas. First, we examine the improvement in
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reconstruction speed using the proposed method versus conventional iterative and analytical
reconstruction methods. Next, we evaluate the quantitative performance of the proposed
method on measures of mean absolute error, structural similarity, signal-to-noise ratio (SNR),
and bias. We also evaluate two different lesions by comparing line profiles, the full-width halfmaximum (FWHM), and zoomed images. Lastly, we review the image quality by examining
patient images from various anatomical regions with varying count levels.

3.5.1

Training and Validation Data

The data set is derived from 54 whole-body PET studies with a typical acquisition duration
of 2-3 minutes per bed for a total of 324 field-of-views (FOVs) or 35,316 individual slices.
PET whole-body data sets are particularly challenging because the range of anatomical
structures and noise varies widely. Figure 3.5(a,b) illustrates the count density across all
Fourier rebinned sinograms showing slices ranging from 34,612 to 962,568 coincidence counts
with a mean value of 218,812 counts. All data was acquired on a Siemens Biograph mCT
[75] and reconstructed to produce 400x400 image slices using the manufacturer’s standard
OSEM+PSF TOF reconstruction with 3 iterations and 21 subsets including X-ray CT
attenuation correction and a 5x5 Gaussian filter. These conventionally reconstructed images
constitute the training targets for the DirectPET network with the goal of producing images
of similar quality. At the outset, 14 patients were set aside with 4 going into a validation set
used to evaluate the model during training and 10 patients comprising the test set only used
to evaluate the final model. Although it is common to normalize input and target data for
neural network training, since we are interested in a quantitative reconstruction, the values
are not normalized but instead the input sinograms and target images are scaled by a fixed
value to create average data values closer to 1, which is conducive to stability during neural
network training. With this in mind, sinogram counts were scaled down by a factor of 5 and
image voxel Bq/ml values were scaled down by a factor of 400. During analysis the images
were scaled back to their normal range to perform comparisons in the original units.
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3.5.2

Reconstruction Speed

One of the most pronounced benefits of direct neural network reconstruction is the
computational efficiency of a trained network and the resulting speed up in the subsequent
image formation process. While a faster reconstruction may not greatly benefit a typical
static PET scan, studies where a large number of reconstructions are required such as
dynamic or gated studies with many frames or gates will see a significant benefit. In these
cases, where conventional reconstruction could take tens of minutes, it would be reduced
to tens of seconds. A fast reconstruction would also allow a radiologist reading a study to
rerun the reconstruction multiple times with different parameters very quickly if desired.
Admittedly this would require the training of a plurality of neural networks to choose from,
but we believe this is what will ultimately be required for direct neural network reconstruction
similar to the selection of iterations, subsets, filter and scatter correction in conventional
reconstruction to produce the most diagnostically desirable image. Additionally, very fast
reconstruction could enable entirely new procedures such as interventional PET where a
probe is marked with a radioactive tracer, or performing radiation or proton therapy tumor
ablation in a single step with real-time patient imaging/positioning and treatment versus
the two-step process common today.
A comparison of reconstruction speed is shown in Figure 3.5(c) where all three methods
start from the same set of oblique TOF sinograms and end with a final whole-body image
volume. The test was run on all 10 whole-body data sets, and the average time shown for
each method refers to reconstruction of a single FOV (which makes up 109 image slices).
We followed standard clinical protocols. OSEM+PSF TOF reconstruction was based on
21 subsets and 3 iterations. We used attenuation and scatter correction as well as postreconstruction smoothing by a 5x5 Gaussian filter. Filtered Back-Projection (FBP) included
the same corrections and filtering. Both reconstructions were performed on an HP Z8 G4
workstation with two 10-core Intel Xeon Silver 4114 CPUs running at 2.2 GHz. DirectPET
utilized a patch size of 40 x 40 pixels and a batch size of 7. These reconstructions were
performed on an HP Z840 workstation with an Intel E5-2630 CPU running at 2.2 GHz and
a single Nvidia Titan RTX GPU.
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The results show that reconstruction with the DirectPET image formation pipeline on
average takes 4.3 seconds from start to finish. It is noteworthy that 3 seconds are dedicated to
pre-processing and the Fourier rebinning while a mere 1.3 seconds is needed for the forward
reconstruction pass of the network. If additional realizations were desired with different
reconstruction parameters, the additional DirectPET reconstructions would only require the
1.3 second forward pass of the network. In comparison, OSEM+PSF TOF reconstruction of
the same data averaged 31 seconds while FBP averaged 21 seconds, which is 7.2x and 4.9x
slower respectively.

Figure 3.5: The histograms in (a) and (b) show the relative distribution of slice counts in the
Fourier rebinned sinograms for the training and test sets. (c) Shows the reconstruction time
of a single FOV for both conventional methods and DirectPET demonstrating 7.2x and 4.9x
improvement respectively.

3.5.3

Quantitative Image Analysis

For this section on quantitative performance and the next section focusing on qualitative
aspects, two versions of DirectPET were trained. The first version, which will be referred
to as DirectPET, was trained using the entire full count PET whole-body training set. The
second version, which will be referred to as DirectPET-50, was trained with half of the raw
counts removed using list-mode thinning while retaining the full count images as training
targets. This second network evaluates the ability of the DirectPET network to produce
high quality images from low count input data. For comparison, the half-count raw data
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was also reconstructed with OSEM+PSF TOF using the same reconstruction parameters as
the full-count data. Those images are referred to as OSEM+PSF-50.
Figure 3.6(a) is the measured SNR over an average of 3 VOIs in areas of relative uniform
uptake in the liver for each of the 10 patients in the test set. The DirectPET and DirectPET50 networks both exhibit similar but slightly higher SNR values compared with the target
OSEM+PSF. This indicates the neural network produces slightly smoother images with less
noise. Smoothing is a common feature of neural networks due to the data driven way they
optimize over a large data set. Smoother images are, of course, only acceptable if structural
details are preserved along with spatial resolution. This is explored below. As one would
predict, OSEM+PSF-50 reconstructions exhibit the lowest SNR indicating a lack of ability
to overcome lower count input data.
Bias measurements, which were calculated relative to the target OSEM+PSF images,
indicate if there is an overall mean deviation from the target value.

Again these

measurements were calculated from three volumes-of-interest (VOIs) in the liver of each
patient and averaged. The results shown in Figure 3.6(b) first indicate there is no global
systematic bias with the neural network reconstruction given that about the same amount
of positive and negative bias is present across the 10 patients. The average absolute bias
for DirectPET is 1.82% with a maximum of 4.1%. For DirectPET-50 the average is 2.04%
with a maximum of 4.60% . This demonstrates that the neural networks trained on full and
half-counts show similar low biases. Conversely, the OSEM+PSF-50 images have a negative
bias around 50%.
The mean absolute error (MAE) is a common metric in deep learning research to
indicate the accuracy of a trained model and is an explicit component of our loss function.
Figure 3.6(b) shows the MAE for each patient image volume, again compared to the target
OSEM+PSF volume. To prevent the many zero valued voxels present in the images from
skewing the metric, the absolute difference is only calculated for non-zero voxel values. For
DirectPET, the resulting average MAE value across the 10 data sets is 33.07 Bq/ml. For
DirectPET-50 and OSEM+PSF-50, the average MAE values are 33.57 Bq/ml and 265.7
Bq/ml, respectively. The nearly identical performance of the two neural networks is driven
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by MAE being a component of their loss function causing them to specifically optimize this
measurement in the same way.

Figure 3.6: Quantitative measurements of the reference OSEM+PSF reconstructions, DirectPET,
DirectPET trained on half-count input data and OSEM+PSF reconstructed with half-count input
data show (a) the neural network methods produce images with less noise, (b) introduce a nonsystematic bias of less than 5%, (c) produce low absolute voxel error, and (d) produce images that
are perceptually very similar to the target. These plots also show that the neural network trained
with only half of the raw counts performed about the same as the network trained on full counts
from a quantitative perspective.

Defined above, multi-scale structural similarity (MS-SSIM) values range from 0 to 1,
where 0 means no similarity whatsoever while 1 means that the images are identical.
Figure 3.6(d) plots MS-SSIM values for each reconstruction method with full count
OSEM+PSF serving as the reference. DirectPET and DirectPET-50 are seen to achieve
similar values with both networks consistently at or above a value of 0.99 across the 10
data sets. The fact that MS-SSIM is included in the loss function is what once again leads
to similar high performance. By contrast, OSEM+PSF-50 achieves an average structural
similarity score of just 0.88.
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In Figure 3.7 we analyze two lesions in two independent images, and compare the
benchmark OSEM+PSF reconstruction to DirectPET, DirectPET-50 and OSEM+PSF50 reconstructions with line profiles, measures of full-width half-maximum (FWHM) and
zoomed images. While the line profiles provide some intuition on the neural networks’
performance on spatial resolution, the measurements are from patient data rather than a well
defined point source or phantom. Spatial resolution can thus only be loosely inferred relative
to the reference reconstruction. That is, if spatial resolution performance is poor, this should
be evident in larger FWHM measurements of the neural network methods compared to the
reference. In Figure 3.7(a) the line profiles between both neural networks and the reference
image are largely overlapping. The FWHM of DirectPET is 0.75% larger than the reference,
DirectPET-50 is 0.98% smaller and OSEM+PSF-50 is 4.9% larger. In Figure 3.7(b) a larger
lesion is analyzed and in this case the peak of the line profile is distinguishable between the
two neural network methods and the reference, with the DirectPET neural network achieving
a maximum value 6.7% less than the reference and DirectPET-50 14.5% less.
From a qualitative aspect the line profiles, FWHM measurements and zoomed images
seem to indicate reasonable neural network preservation of spatial resolution for this sample
of lesions while also having a slightly higher SNR performance as discussed above. Although
the focus of this paper is primarily on introducing direct neural network reconstruction as a
viable method, the characterization of two randomly selected lesions can best be described as
a preliminary and somewhat anecdotal study. We defer a quantitative examination of a large
number of lesions along with the more well defined procedures of NEMA spatial resolution
and image quality to future work.

3.5.4

Qualitative Image Image Analysis

In Figure 3.8 we examine a sampling of 400x400 images slices from various regions of the
body containing different count levels, ranging from 330k counts down to 79k counts. We
again compare DirectPET and DirectPET-50 reconstructions to the OSEM+PSF reference.
Overall, visual comparison indicates strong similarity between the images. In particular,
areas of high tracer uptake, such as the chest in row (a), the lesions in row (b), and the heart
in row (c), all show little difference to the reference images. Even the lower count images in
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Figure 3.7: Quantitative analysis of two lesions showing a line profile and full-width half-maximum
(FWHM) for each reconstruction method.

rows (d) and (e) exhibit nearly identical areas of high uptake. On close inspection of areas of
lower uptake, while still very similar to the reference, there are minor differences in intensity,
structure and blurring present. Whether these subtle differences are clinically relevant is an
open question to be explored in future research on neural network reconstruction to include
lesion detectability, and observer studies.
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Figure 3.8: Full resolution test set reconstructions using OSEM+PSF, DirectPET and DirectPET50 methods from a variety of body locations and count levels.

3.5.5

Limitations and Future Challenges

One long term challenge to direct neural network reconstruction is understanding the
boundaries and limits of a trained network when the quality and content of a medical image
is at stake. The data driven nature of deep learning is both its most powerful strength and
greatest weakness. As we and others have shown, a neural network can, somewhat counter
intuitively, take a data set and essentially learn the mapping of physics and geometry of
PET image reconstruction despite the inherent presence of significant noise. On the other
hand, there is no mathematical or statistical guarantee that some unknown new data will
be reconstructed with the same image quality. To combat this uncertainty large carefully
curated data sets for training and validation could be maintained that uniformly represent the
entire distribution of data a given neural network must learn (ethnicity, age, physical traits,
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tracer concentration, disease, etc.). While this someday may be possible, in the near term a
more practical approach is to better understand the boundaries of the network’s underlying
learned distribution and develop techniques to classify or predict the reconstructed quality
of previously unseen data, perhaps again utilizing a neural network for this task, and revert
to conventional reconstruction techniques if the predicted image quality falls below a certain
threshold.
There is also the challenge of bootstrapping neural network reconstruction training when
a new scanner geometry, radio-pharmaceutical or other aspect introduces the need to develop
a fresh reconstruction (i.e. system matrix and corrections). At the outset of these new
developments there is no data to train the neural network, and so skipping the step of
developing conventional reconstruction methods, at the absolute least to create the data sets
for neural network training, is not practical. It is perhaps possible and even likely to one
day create data sets entirely from simulation that translate into high quality neural network
images of patients in the physical world, but this still remains to be seen.
A more logistical drawback of neural network reconstruction arises if a variety of
reconstruction styles/parameters (attenuation, scatter, filter, noise, etc.) are desired. A
single network is likely insufficient to meet this need, and the solution is to train multiple
neural networks each specifically targeted to produce images with certain characteristics.
Although this requires the training and management of multiple networks, the computational
burden can possibly be mitigated through the use of transfer learning, which accelerates the
training of a neural network on a new reconstruction by starting with a network previously
trained on a similar reconstruction.
Regarding comparison with other algorithms, a limitation common to this work and all
recent deep learning medical image reconstruction research is the lack of a robust platform
to consistently compare results. Ideally, a large database containing raw data as well as
associated state-of-the-art reconstructions would be publicly available for benchmarking new
algorithms. The absence of such a database combined with the performance sensitivity
of neural networks for a given data set in turn makes it challenging to directly compare
the image quality of our method with existing image space, unrolled network and other
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direct reconstruction methods, thus limiting the comparison to differences in approach,
computational efficiency and implementation complexity as discussed in the introduction.

3.6

Conclusion

We have presented DirectPET, a neural network capable of full size volume PET reconstruction directly from clinical sinogram data. The network contains three distinct segments,
namely, one for encoding the sinogram data, one for converting the resulting data to image
space, and one for refining and scaling the image for final presentation. The DirectPET
network overcomes the key computational challenge of performing the domain transformation
from sinogram to image space through the use of a novel Radon inversion layer enabling
neural network reconstructions significantly larger (16x400x400) than any previous work.
When batch operations are considered, the reconstruction of an entire PET whole-body
scan (e.g., 400x400x400)is possible in a single, very fast forward pass of the network.
Our work also shows the ability of a neural network to learn a higher quality
reconstruction than the conventional PET benchmark of OSEM+PSF, if provided a training
set with superior target images. This capability was demonstrated by removing half the
counts in the raw data through list-mode thinning, training the DirectPET network to
reconstruct full count images from half count sinogram data, and comparing the results to
OSEM+PSF reconstructions on the decimated data. The results showed that the proposed
neural network produced images nearly equivalent to using the full count data and superior
to conventional reconstruction of the same data. While DirectPET was purposefully trained
to match the performance of the standard Siemens OSEM+PSF reconstruction, similarly
other suitable techniques such as maximum a posteriori (MAP) reconstruction or adding a
non-local means filter, both of which are known to produce superior images, could have been
used as the neural network training target.
Looking toward future work, there are many possibilities in network architecture, loss
functions and training optimization to explore, which will undoubtedly lead to more efficient
reconstructions and even higher quality images.

However, the biggest challenge with

producing medical images is providing overall confidence on neural network reconstruction
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on unseen samples.

While the understanding of deep learning techniques is growing

and becoming less of a black box, future research should investigate the boundaries and
limits of trained neural networks and how they relate to the underlying data distribution.
Additionally, research to understand and quantify the clinical relevance and impact of neural
network generated images will be an important step towards eventual adoption.
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Chapter 4
FastPET: Near Real-Time PET
Reconstruction from Histo-Images
Using a Neural Network
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4.1

Prologue to Third Article

A version of this article authored by William Whiteley, Vladimir Panin, Chuanyu Zhou,
Jorge Cabello, Deepak Bharkhada, and Jens Gregor was submitted in January 2020 to
a special issue of Transactions on Radiation and Plasma Medical Sciences on AI for Image
Reconstruction and Processing in Radiation Imaging. This work was preceded by an abstract
summary accepted for oral presentation at the 2019 IEEE Nuclear Science Symposium and
Medical Imaging Conference in Manchester, United Kingdom.
Image Reconstruction Using TOF Back Projection and a Deblurring Neural
Network. William Whiteley, Vladimir Panin, and Deepak Bharkhada. 2019 IEEE Nuclear
Science Symposium and Medical Imaging Conference (NSS/MIC), Manchester, United
Kingdom, 2019.
FastPET: Near Real-Time PET Reconstruction from Histo-Images Using a
Neural Network. William Whiteley, Vladimir Panin, Chuanyu Zhou, Jorge Cabello,
Deepak Bharkhada and Jens Gregor. Submitted to Transactions on Radiation and Plasma
Medical Sciences, January 2020.
Personal Contribution. The idea of using a neural network to perform PET reconstructions from a histo-image representation arose from a discussion with Vladimir Panin. I
personally organized the data set, implemented the neural network, designed and executed
the experiments, performed the analysis and wrote most of the manuscript. Chuanyu Zhou
implemented a special version of the software histogrammer and drafted the corresponding
method sections, and Jorge Cabello and Deepak Bharkhada drafted the introduction
and related works along with providing insight, context and suggestions to the research.
Jens Gregor provided method suggestions and significant support in manuscript review,
organization and editing.

4.1.1

Abstract

Direct reconstruction of positron emission tomography (PET) data using deep neural
networks is a growing field of research. Initial results are promising, but often the networks
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are complex, memory utilization inefficient, produce relatively small image sizes (e.g.
128x128), and low count rate reconstructions are of varying quality. This paper proposes
FastPET, a novel direct reconstruction convolutional neural network that is architecturally
simple, memory space efficient, produces larger images (e.g. 440x440) and is capable of
processing a wide range of count densities. FastPET operates on noisy and blurred histoimages reconstructing clinical-quality multi-slice image volumes 800x faster than ordered
subsets expectation maximization (OSEM). Patient data studies show a higher contrast
recovery value than for OSEM with equivalent variance and a higher overall signal-to-noise
ratio with both cases due to FastPET’s lower noise images. This work also explored the
application to low dose PET imaging and found FastPET able to produce images comparable
to normal dose with only 50% and 25% counts. We additionally explored the effect of
reducing the anatomical region by training specific FastPET variants on brain and chest
images and found narrowing the data distribution led to increased performance.
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4.2

Introduction

Positron Emission Tomography (PET) is a functional imaging modality utilizing biological
tracers with wide ranging applications in oncology, cardiology, neurology and medical
research. During a PET scan the distribution of a radioactive pharmaceutical administered
to the patient is recovered through the process of image reconstruction. Typically, the
data is relatively sparse and contains a high percentage of noise making this process
a challenging inverse problem that is conventionally solved using either analytical or
iterative reconstruction techniques.

Analytical algorithms are fast and produce images

that are quantitatively accurate, but suffer from low visual image quality with their
characteristic streak artifacts. Iterative algorithms include well-studied statistical models
in the reconstruction process and are more commonly used due to higher visual image
quality. On the downside, these methods carry a higher computational burden requiring
longer reconstruction times. More recently, a third category of reconstruction algorithms has
emerged that utilize elements of machine learning and more specifically deep neural networks
in the reconstruction process. This category contains both hybrid techniques that combine a
conventional method with machine learning and also direct reconstruction techniques where
neural networks operate more or less directly on raw data to generate images. In this
paper, we explore a novel technique in the direct neural network reconstruction category
with the development of FastPET, a reconstruction method capable of producing clinicalquality multi-slice image volumes in near-real time. We analyze the computational cost as
well as quantitative and qualitative aspects of image quality compared to the PET benchmark
reconstruction algorithm known as Ordered Subsets Expectation Maximization plus Point
Spread Function (OSEM+PSF) [40, 69]
Conventional reconstruction techniques solve the inverse imaging problem using either
a closed form solution, as in the case of analytical methods, or an optimization algorithm,
as in the case of iterative methods based on statistical models and corrections for noise
such as scatter and randoms. This process stands in stark contrast to direct deep learning
methods that learn all aspects of reconstruction using the data driven machine learning
method of supervised learning. A concern often associated with these methods is the resulting
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trained network resembles a black box compared to the well understood and hand-crafted
conventional algorithms. This trade-off must be weighed when considering the benefits of
direct deep learning reconstruction methods.
FastPET and other direct neural network reconstruction methods offer benefits not
found with traditional or even hybrid reconstruction techniques. Most immediate is the
computational efficiency. While neural networks may take days or even weeks to learn a
reconstruction model, a trained neural network can produce images in near real-time. This
can improve workflow and remove reconstruction time as a consideration when developing
PET scan protocols and selecting reconstruction parameters. Notable applications that
would benefit therefrom include dynamic and gated studies that often include a large number
of reconstructions as well as the development of interventional PET imaging techniques.

Figure 4.1: FastPET consists of a most likely annihilation position histogrammer that places
photon coincidences into a histo-image representation, and a convolutional neural network that
uses attenuation maps to convert the histo-images into quantitative clinical-quality images.

Beyond computational efficiency, data driven approaches are inherently flexible in their
ability to learn an underlying model provided sufficient training examples and network
capacity.

The FastPET itself is a strong example of this by demonstrating a learned

mapping from a very noisy input to a quality image. Creating the same mapping with
hand-crafted features and algorithms would be a very long and difficult task. Given the ever
increasing availability of more powerful computational resources combined with continued
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improvements in deep learning methods, it is quite possible that learned reconstruction
methods eventually will become common in medical imaging.
FastPET, as shown in Figure 4.1 and described in more detail in Section 4.3, consists
of a most likely annihilation position (MLAP) histogrammer, and a convolutional neural
network. Raw coincidence events are converted to histo-images [64] which are fed to the
neural network along with attenuation maps to create a quantitative clinical-quality image.
This simple two-component approach takes advantage of the improved timing resolution of
modern PET scanners, which has reduced the position uncertainty of annihilation events,
combined with neural network research on denoising and deblurring.
Histo-images and their precursor histo-projections [91] have been studied since the
development of time-of-flight (TOF) PET scanners [85]. A given histo-projection is a blurred
version of the final image along the TOF dimension. However, modern scanners provide
high resolution sampling in list-mode similar to image voxel size and when a regular image
rectangular grid is utilized, the histo-projections become histo-images. The modern histoimage concept was introduced in the DIRECT framework [64] for fast reconstruction since
histo-images are deconvolved into an image without any re-gridding allowing simultaneous
reconstruction of many histo-images of various views.
The histo-projection approach typically exploits TOF data angular compression, such as
transaxial mashing [73] and axial spanning [65] where adjacent angular histo-projections
are combined.

TOF angular compression results in relatively sparse angular sampling

requiring TOF resolution to preserve spatial resolution [91, 73].

The DIRECT frame

work used a similar compression tactic with histo-images and was able to achieve faster
reconstructions but faced challenges with high sensitivity to data inconsistencies. While the
single histo-image approach did not find a place in traditional reconstruction techniques, it
has demonstrated potential in motion detection [81] and motion pre-correction [68], where a
deblurring procedure may not be necessary.
Neural networks designed for deblurring and denoising is a frequent theme of deep
learning research in general [42, 103, 112, 86] and in medical imaging in particular. Neural
network image space filters are often applied to improve images in low dose [107, 46, 25] or
limited angle[34] X-ray computed tomography (CT) applications, and in magnetic resonance
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imaging (MRI) to remove Rician noise [43] or reduce Gibbs artifacts [95]. These methods
have been similarly applied in the PET low dose imaging domain to synthesize normal dose
equivalents [105, 28, 47, 61] utilizing U-Net [76] or ResNet [37] style networks. Jiao et al.
[44] presented another neural network approach where images with the characteristic streak
artifacts obtained from a simple inverse Radon transform were mitigated to the image quality
standard of iterative reconstruction methods. The FastPET architecture capitalizes on some
of this previous work to craft a neural network capable of deblurring the histo-images and
correcting for noise such as attenuation, scatter, randoms and other noise sources in the
photon detection process.
Despite the FastPET neural network operating entirely in image space, it has more
in common with direct neural network reconstruction methods than with the image space
filters discussed in the previous paragraph. FastPET operates on a histogrammed version
of the raw PET data like other direct neural network reconstruction methods, but in this
case the histogramming of coincidence events is into image space versus the typical process
of histogramming events into a scanner’s geometrically defined sinogram space. This, in
turn, requires the other neural networks to perform an expensive memory-space operation
to transform the data into the image domain.
Generally speaking, direct reconstruction using neural networks in molecular imaging
is not a new topic with active research dating back to at least the early 1990’s utilizing
networks of fully connected multilayer perceptrons [23, 8, 70, 5]. More recently, artificial
intelligence has become an entirely new frontier for image reconstruction [93] capitalizing on
two contributing factors: 1) the growth of computational resources, especially in graphical
processing units (GPUs), multi-core central processing units (CPUs) and cloud computing;
and 2) the development of better optimization algorithms and widely available deep learning
software libraries such as PyTorch [71] and Tensorflow [1].
The AUTOMAP network [117] was the first direct reconstruction neural network to use
modern deep learning techniques utilizing multiple fully connected layers followed by a sparse
convolutional encoder-decoder to learn a mapping manifold directly from measurement to
image space. AUTOMAP is capable of learning a general solution to the reconstruction
inverse problem, but this generality is achieved by requiring an excessively high number of
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parameters limiting its application to relatively small single-slice images (e.g., 1x128x128).
DirectPET [99] improved on this architecture for PET imaging by adding a convolutional
encoder to compress the sinogram input along with a specially designed Radon inversion
layer consisting of many small fully connected networks to more efficiently perform the
domain transformation into image space. This allowed DirectPET to produce full size multislice image volumes (e.g., 16x400x400) directly from sinograms. DeepPET[41] developed by
Häggström et al. is another example of direct neural network reconstruction but takes an
alternative approach foregoing the memory intensive fully connected layers and instead,
utilizing only convolutional layers to encode the sinogram input into a higher dimensional
feature vector representation, which is then decoded by convolutional layers to produce
a small single-slice image (e.g., 1x128x128). DeepPET produces smooth images with low
noise, but fails at recovering detailed structures especially at low count densities where it
often becomes unstable generating completely erroneous images.
As summarized in Table 4.1, FastPET exhibits computational advantages compared
with these other neural network approaches. Unlike AUTOMAP or DeepPET, which both
produce small single slice images, FastPET is capable of producing multi-slice images that
are comparable in size to those often used in clinical and research environments Operating
entirely on histo-images allows FastPET to utilize a relatively simple network architecture
with orders of magnitude fewer network parameters than the other methods including
DirectPET which also supports multi-slice reconstruction.

Table 4.1: A comparison of modern direct neural network reconstruction methods shows that while
FastPET is capable of full size multi-slice reconstruction, it also maintains a simple architecture
with the fewest parameters.

Method
Parameters Network Complexity
AUTOMAP
1.34 × 109
Semi-complex
DirectPET
3.52 × 108
Complex
7
DeepPET
6.51 × 10
Simple
6
FastPET
3.24 × 10
Simple
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Image size
1x128x128
16x400x400
1x128x128
8x440x440

4.3

FastPET Architecture

With reference to Figure 4.1, FastPET consists of two components, namely, a most likely
annihilation position (MLPA) histogrammer that organizes the raw data into a histo-image
representation, and a neural network that denoises and sharpens the histo-image. These two
components are both computationally efficient and work well together to convert a stream
of raw coincidence data into a clinical-quality multi-slice image volume in near real-time.

4.3.1

Most Likely Annihilation Position Histogrammer

The MLAP histogrammer provides fast approximate image generation capable of producing
thousands of dynamic image frames per second using standard computer hardware. The
arrival time difference for two coincident events is used to estimate the most likely voxel
along the line of response (LOR) where the annihilation event took place. Specifically, let
the two detectors for the LOR be located at P~1 and P~2 and assume that the arrival time
difference for the two photons is ∆t = t1 − t2 . The MLAP is then given by
P~1 + P~2
∆t P~1 − P~2
P~MLAP =
+c
2
2 kP~1 − P~2 k

(4.1)

where c denotes the speed of light. The current MLAP histogrammer increments a counter
for the nearest voxel, if the event was a prompt; conversely, the counter is decremented, if the
event was a delay (random). Apart for randoms subtraction, no other physical corrections
such as attenuation or scatter estimation, are involved in histo-image formation.

4.3.2

Neural Network Architecture

The FastPET neural network, shown in Figure 4.2, utilizes a U-NET [76] style architecture
with the typical contracting, bottle neck and expanding segments where the number of
convolutional kernels is doubled each time the spatial resolution is reduced and the number
of convolutional kernels is halved each time the spatial resolution is increased. The proposed
network also includes a standard residual block [37] at the end to provide additional
refinement capability to the network. Overall, the network contains 17 convolutional layers
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Figure 4.2: The FastPET neural network utilizes a U-NET architecture followed by a single
residual block creating a total of 17 convolutional layers. A kernel stride of 2 is used for downsampling and PixelShuffle is used for up-sampling. All activation functions are parametric rectified
linear units.

(the ResNet block contains two convolutional layers) and has just over 3.24 × 106 learnable
parameters. Each layer uses 3x3 convolutional kernels and a parametric rectified linear unit
(PReLU) [36] activation functions. Spatial down-sampling is accomplished by using a kernel
stride of 2, while up-sampling is accomplished using an efficient sub-pixel convolutional layer
called PixelShuffle [79].
The neural network input is a series of n full size adjacent histo-images (i.e. n × 440 ×
440) along with the corresponding attenuation maps generated from the scanner’s x-ray CT
functionality. In the majority of this work 8 histo-image slices were used creating an input
of 16 × 440 × 440 and an image volume output of 8 × 440 × 440. The choice of input axial
depth is an interesting hyper-parameter and alternate configurations including 4 and 16
slices were explored that both produced good results. Since the convolution kernel operates
simultaneously on both the trans-axial and axial directions of the volume provided to the
neural network, the depth selection primarily relates to how much of the volume should be
jointly de-blurred and de-noised along the axial direction. Multiple adjacent slices are helpful
in providing additional and highly-correlated information to the network, but increasing the
axial depth too much introduces slices on each end of the input volume with less correlation.
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4.3.3

Neural Network Training

The FastPET neural network was implemented with version 1.3 of the PyTorch[71] deep
learning library and trained and tested on a Nvidia Titan RTX GPU. Training occurred
over 1,500 epochs with each epoch having 1,600 samples drawn from the training data pool
in mini-batches of 10. Each sample was set to contain a tuple of histo-image, attenuation
map and target image, all with axial depth of 8. The Adam optimizer[53], which is similar
to traditional stochastic gradient descent but additionally maintains a separate adaptive
learning rate for each network parameter, was used with parameters β1 = 0.5 and β2 = 0.999.
In addition to the optimizer, a cyclic learning rate scheduler[84] was employed to cycle the
learning rate between experimentally determined lower upper bounds with the amplitude
of the cycle decaying exponentially over time. This type of scheduler aids training since
the periodic raising of the learning rate provides an opportunity for the network to escape
sub-optimal local minimum and traverse saddle points more rapidly.
During training the optimizer minimizes the loss function through gradient descent
updates. Zhao et al. published research[115] on loss functions for image generation and repair
that suggested a weighted combination of an absolute measure, such as element-wise L1 loss
like mean absolute error (MAE), and a perceptual measure, such as multi-scale structural
similarity (MS-SSIM) [96], was optimal. The FastPet loss function trades-off these two
elements using a dynamically balanced scale factor. An additional third loss term is added
based on minimizing the difference of convolutional features extracted from the FastPET
output and the training target using a VGG network [82]. The complete loss function used
to minimize the difference between the proposed method’s reconstructed image x̂ and a
target image x was thus made to consist of three terms, specifically:
L(x̂, x) = β VGG(x̂, x) + (1 − α) MAE(x̂, x)+
(4.2)
α MS-SSIM(x̂, x)
The first loss component uses a VGG-16 neural network from the PyTorch library pretrained for image classification on the large ImageNet data set. Each layer of the VGG16 network is a feature extractor; earlier layers containing the smallest receptive fields
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extract fine image details, while deeper layers working on down-sampled images having
larger receptive fields extract broader semantic features. In our application, the output from
the FastPET network and the target image are independently input to the VGG-16 network
and features are extracted from the 1st, 4th, 7th, and 11th layers and the L1 loss between
the two sets of features is added to the overall loss function.
The mean absolute error (MAE) denotes the common L1 pixel loss between reconstructed
image x̂ and target image x calculated over all voxels, and the MS-SSIM term uses the
standard formulation of structural similarity [96] over 5 image scales with a window size of
11 × 11.
With respect to the weighting of the VGG loss, we used β = 0.1 for all updates and a
dynamically calculated value for α that trades off the MAE and MS-SSIM losses against one
another. That is:
i+n−1
P

α=

MAEj

j=i
i+n−1
P

MAEj +

j=i

i+n−1
P

(4.3)
MS-SSIMj

j=i

where i and j are iteration steps and n denotes the width of a running average window.

4.3.4

Near Real-Time PET Imaging

Figure 4.3: A near real-time PET imaging pipeline showing an efficient architecture from the
collection of raw events to the display in a user interface.
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A practical implementation of the FastPET architecture, as shown in Figure 4.3, is
capable of generating multi-slice PET images from raw data with minimal delay. The raw
list-mode data streaming from the PET/CT scanner is written to a memory mapped file that
acts as a first-in-first-out (FIFO) buffer. The FastPET histogrammer continually processes
the incoming list-mode data in an infinite loop writing the events to one of the memory
mapped histo-image files in a pre-allocated circular buffer. The FastPET neural network
also operates in a continuous loop summing the circular buffer’s contents and performing a
forward pass of the network with the summed histo-image and associated attenuation maps
to generate a near real-time image.
Two parameters must be selected in the proposed architecture, namely, the frame
duration f in seconds, and the duration d also in seconds to aggregate and display in the
real-time image viewer. The number of histo-images n in the circular buffer is then calculated
as n = (d/f ) + 1 and the FastPET histogrammer and neural network are in turn able to
select the current histo-image in the circular buffer at time t as hk (t) = bt/f c mod n. While
the histogrammer is writing new events to the current histo-image, the neural network is
reading and summing the previous n − 1 histo-images and generating a near real-time image.
When the target application is to view a continually growing image, which might be of
interest when monitoring the progress of a PET scan in real-time, setting the aggregation
duration to zero (d = 0) results in the creation of a single histo-image in the circular buffer
containing all annihilation events collected so far and skipping the summation step.

4.4

Reconstruction Speed

The simplicity of the MLAP histogrammer combined with the computational efficiency of the
neural network provides the most significant advantage of FastPET: reconstruction speed. A
comparison of reconstruction speed between FastPET and the conventional reconstruction
methods of Filtered Back-Projection (FBP) and OSEM+PSF both with TOF is shown
in Figure 4.4.

The conventional methods start from an uncompressed sinogram while

FastPET starts from a histo-image. These two starting points are roughly computationally
equivalent since both cases have the raw coincidence events histogrammed into a data
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structure appropriate for the method. The timing shown in the figure is to reconstruct
a single 159 slice field-of-view (FOV) from the Biograph Vision PET/CT scanner[89]. The
conventional reconstructions were performed on a HP Z8G4 computer containing an Intel
Xeon Gold 6154 CPU running at 3.00 GHz. While 36 CPU cores are available on this
system, the reconstruction was restricted to 12 by Siemens factory settings. The iterative
OSEM+PSF reconstruction utilized 3 iterations and 5 subsets, and both iterative and
analytical methods included attenuation and scatter correction as well as post-reconstruction
smoothing. FastPET reconstructions were performed on an HP z840 computer with 2 Intel
E5-2630 CPUs each with 10 cores running at 2.2 GHz and a single Nvidia Titan RTX GPU.

Figure 4.4: A comparison between the reconstruction speed of conventional methods and FastPET
for a single field-of-view for the Biograph Vision PET/CT shows that FastPET is about 820 times
faster than OSEM and 600 times faster than FBP.

The results demonstrate the efficiency of neural network reconstruction with FastPET
taking an average of 0.057 seconds and 13.4 GB of GPU memory to reconstruct a
159x440x440 field-of-view by performing 2 forward passes of the neural network using an
axial depth of 8 and a batch size of 10. By comparison OSEM+PSF reconstruction with TOF
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took an average of 46.73 seconds, while the same reconstruction averaged 34.16 seconds with
the FBP alogorithm also with TOF data. While this may not significantly affect the clinical
workflow when a single static scan is considered, protocols that require many reconstructions
would benefit from FastPET. In cardiology scans for example, the study of perfusion often
requires around 10 gated reconstructions and the study of blood flow often requires around
26 dynamic frames. In these scenarios FastPET would complete these reconstructions in
around 0.6 seconds and 1.5 seconds compared to about 8 and 20 minutes for the OSEM+PSF
method. Additionally, the potential for entirely new reconstruction applications are enabled
by ultra fast reconstruction such as interventional procedures, improved motion correction,
or a near real-time PET image viewer.

4.5
4.5.1

FastPET Image Quality Analysis
Training and Validation Data

The primary data set used to develop FastPET was acquired on a Siemens Biograph Vision 8
ring PET/CT scanner[89]. This data set contains 55 raw list-mode wholebody patient studies
acquired with a continuous bed motion protocol using the common PET fluorodeoxyglucose
(18 FDG) tracer, and including an X-ray CT scan for attenuation correction. This wholebody
data set was split into 43 patients for training, 4 patients for validation used to tune
the neural networks, and 8 patients for final model evaluation. The target images where
created by reconstructing the data using the scanner’s factory OSEM+PSF TOF protocol
with a 440×440 image matrix, attenuation correction, scatter correction, a 5×5mm post
reconstruction Gaussian filter and all the standard included corrections (e.g.

randoms

smoothing, arc correction, etc.). To increase the training data and add additional variation,
each of the patients in the training set was processed through 15 iterations of an augmentation
protocol consisting of a random transaxial rotation between -60 and 60 degrees, a random
translation of up to 30 pixels along both transaxial axes, and a random horizontal and
vertical flip. This augmentation combined with the un-augmented data produced a total of
410,865 image slices in the training set.
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Since image quality improvement of low dose PET images is a frequent topic of medical
deep learning research, two low count data sets were derived from the original wholebody
data set to explore this topic. The first data set had 50% of the counts removed randomly
from the list-mode file, and the second data set had 75% of the counts removed.
Since the distribution of all possible wholebody images is a very large space, two
additional data sets were used to explore the potential performance improvements of
narrowing the data distribution. The first data set was again derived from the original
wholebody data, but only contains the chest region starting from the top of the lungs and
extending to the bottom of the liver resulting in 90,630 slices for training. A final data set
acquired on the same PET/CT scanner consisted of 36 neurology brain scans split into 29
training, 3 validation and 4 test patients. Each of the scans is a single field-of-view with either
a 300, 600 or 900 second duration. Preparation of this data utilized the same augmentation
and conventional reconstruction parameters as the wholebody data, except the brain data
set did not utilize a post-reconstruction filter. The result was 76,320 total slices for training
the neural network.

4.5.2

Image Analysis

Three neural networks were trained from scratch on the original full-count wholebody PET
data set with their convergence during training shown in Figure 4.5. The first network
was provided the raw un-normalized histo-image but no attenuation maps, thus having a
designation of FastPET-Raw-NAC (non-attenuation corrected). The second network was
also provided the same un-normalized histo-image as well as the associated attenuation
maps and given a designation of FastPET-Raw-AC. The third network, termed FastPET,
was trained with histo-images normalized with PET crystal calibration parameters along
with attenuation maps. Figure 4.5 clearly indicates the inclusion of attenuation maps leads
to a significant improvement over using just the histo-images. One would expect inclusion of
scanner normalization to result in marginally better results, but this does not significantly
manifest itself in the plots shown here. However, since the normalization has negligible
computational cost and in theory should provide a slightly better result, the base FastPET
network and all derived networks utilize normalized histo-images.
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Figure 4.5: Three FastPET neural networks were trained from scratch testing the affect of
including attenuation maps and normalizing the histo-images. Four additional networks were
subsequently trained using transfer learning to examine low dose compensation and narrow focus
applications.
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Four additional neural networks were trained to study the effect of varying the PET data
distribution. However, since training each neural network from scratch took approximately
12 days on available hardware, these neural networks were trained using transfer learning.
As a reminder, this is a process of fine-tuning a pre-trained neural network for a particular
task by performing additional training on a task specific data set. The base neural network
in this case was the best performing network (FastPET) trained from scratch on wholebody
data. To explore low dose applications, two networks were trained on wholebody data that
was decimated to contain respectively 50% of the data (FastPET-50) and 25% of the data
(FastPET-25) with the target images still based on full count data. The impact of reducing
the volume of the learned PET distribution, by narrowing the anatomical region considered,
was also explored. The FastPET-Brain network was trained on a neurology data set and
FastPET-Chest was trained on chest only images from the wholebody data set.
The derived networks were trained for an additional 300 epochs on their specific data
set in the transfer learning phase. The convergence trends in Figure 4.5 seem to indicate
that FastPET-Brain should perform especially well, while FastPET-Chest, which is also
trained specifically for an anatomical region, only achieves loss comparable to the original
network during training. In the low dose category, FastPET-50 achieves loss comparable
to the network trained on the original data, which is promising, but FastPET-25 does not
quite achieve the same level of performance. A summary of the trained networks is shown in
Table 4.2 with their specified names to help distinguish between network results in the rest
of this section.

4.5.3

Quantitative Image Performance

While it is critical to produce images that a radiologist can read visually, the quantitative
measurement aspect of PET imaging is becoming increasingly important in diagnosing and
staging disease. With that in mind, using patient data FastPET was evaluated on the
quantitative aspects of contrast recovery, noise levels and bias compared to conventional
OSEM+PSF TOF reconstructions.
Figure 4.6 shows the results from two experiments comparing the contrast recovery of
FastPET to OSEM+PSF. This measure shows the trade-off between variance/noise and the
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Table 4.2: Multiple FastPET networks were trained, three from scratch to determine the
appropriate network inputs and four more through the process of transfer learning to explore
low dose and anatomically specific variants of FastPET.

Network
FastPET-Raw-NAC
FastPET-Raw-AC
FastPET
FastPET-50
FastPET-25
FastPET-Brain
FastPET-Chest

Input
Data
Histo
WB 100%
Histo+AC
WB 100%
Histo+Norm+AC WB 100%
Histo+Norm+AC
WB 50%
Histo+Norm+AC
WB 25%
Histo+Norm+AC FDG Neuro
Histo+Norm+AC WB Chest

Train Method
from scratch
from scratch
from scratch
transfer
transfer
transfer
transfer

Figure 4.6: The contrast recovery percentages of FastPET, its low count variants, and chest
specific network are shown for two different liver lesions. The variance was calculated from ROIs
in the liver and the lesion reference value is taken from the OSEM+PSF TOF reconstruction with
3 iterations, which is the same reconstruction used to train the neural networks.

77

Figure 4.7: Evaluations of signal-to-noise ratio and bias were conducted across all 8 patients
of the test set. The SNR for the neural network reconstructions was consistently higher than
OSEM+PSF TOF owing that outcome to the lower noise images. The bias measurements indicated
non-systematic random bias variations across the test data set.
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recovered tracer signal. In conventional iterative reconstruction a multi-point plot is created
where the ratio of tracer recovered calculated from the mean value of the image voxels in
a lesion are plotted against the variance in the image. However, for a patient scan the
ground truth tracer activity of the lesion is unknowable, so the OSEM+PSF reconstruction
with 3 iterations is the designated reference since it is also the number of iterations used to
create the target images for neural network training. The variance is measured in a region
of interest (ROI) in a relatively uniform area of the liver. The OSEM+PSF plot for each
lesion is shown in the figure over five iterations with a light blue line. Note how in both
lesion cases the third iteration has a recovery percentage of 100% since it is the designated
reference.

Table 4.3: This table contains qualitative performance measured with multi-scale structural
similarity for the entire 3D image volume. The results indicate a high perceptual similarity between
FastPET and the target images even when the number of raw counts is decreased. The same
consistency is not present in traditional reconstructions generated with the same reduced counts.
Validation
Patient
Patient
Patient
Patient
Patient
Patient
Patient
Patient

Data
1
2
3
4
5
6
7
8

Raw Histo FastPET
0.561
0.985
0.559
0.991
0.562
0.984
0.568
0.986
0.569
0.989
0.541
0.984
0.566
0.991
0.562
0.989

FastPET-50
0.982
0.990
0.986
0.982
0.988
0.980
0.991
0.988

FastPET-25
0.982
0.990
0.983
0.975
0.986
0.976
0.984
0.979

OSEM+PSF-50
0.875
0.878
0.879
0.873
0.875
0.878
0.874
0.878

OSEM+PSF-25
0.696
0.705
0.703
0.694
0.699
0.707
0.700
0.704

Since the FastPET method does not have a tune-able variance parameter, a single point
is plotted in each case for FastPET, namely, the two low count variants and the chest specific
network. With reference to Figure 4.6a, which shows the results from the medium sized liver
lesion, the neural network achieves greater tracer recovery for a given level of variance in
all cases, including those with only 50% and 25% counts. For example FastPET-Chest,
which achieved the highest performance, recovered 94.3% of the target tracer compared to
an estimated 78.1% for OSEM+PSF with the same level of variance. Similar results are
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MAE: 36.14 Bq/ml

MAE: 33.24 Bq/ml

MAE: 36.83 Bq/ml

Figure 4.8: A coronal view comparison between conventional OSEM+PSF TOF reconstruction
and the FastPET neural network and it’s low count variants is shown for validation patient 7 with
many varying sized lesions. The mean absolute error is also displayed below each image showing
relative consistency even as the number of raw counts decreases.

seen in Figure 4.6b for the small liver lesion where 3 out of 4 FastPET variants recover more
tracer per unit variance with FastPET-25 this time falling slightly below the blue line.
A similar quantitative measure shown in Figure 4.7a of signal-to-noise ratio (SNR)
calculated from ROIs in the liver across all 8 test patients further supports the contrast
recovery measurements. In all cases the SNR for the neural network reconstructions was
higher than conventional iterative reconstruction due to the reduced noise.

Generally

speaking, low noise images produced by neural networks are not surprising due to the way
network parameters are optimized over a large data distribution through gradient descent.
While the smoothness of neural network created images is not itself inherently bad, any
accompanying degradation to tracer recovery or spatial resolution does negatively affect
quantitative image quality and should be minimized.
Bias was also calculated across all test patients from ROIs in the liver with the results
shown in Figure 4.7b. The FastPET neural networks appear to exhibit non-systematic
random bias referenced to the OSEM+PSF TOF target with an average deviation of 4.2%
and a max of 7.7%.
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4.5.4

Qualitative Image Performance

In this section, a variety of image sets are explored to evaluate the qualitative performance
of FastPET compared to the benchmark iterative reconstruction method of OSEM+PSF
TOF. Table 4.3 shows a summary of perceptual similarity measures across the validation
patient population for the histo image input, the FastPET network variants and iterative
reconstruction benchmarks on the low count data. The measurements indicate that FastPET,
and it’s variants, are perceptually vary similar to the target images with an average MSSSIM measure of 0.987 for FastPET, 0.985 for FastPET-50 and 0.982 for FastPET-25. By
contrast, the low count iterative reconstructions measured 0.875 for OSEM+PSF-50 and
0.701 for OSEM+PSF-25.

Figure 4.9: Transaxial image slice comparison between the various reconstruction methods and
additionally including the input histo-image for comparison. A zoomed in view of the liver and
various sized lesions is shown in row (a) and a view of the heart and multiple small lesions in
the bone is shown in row (b). These images clearly contrast the different noise characteristics of
histo-images, conventional iterative reconstruction and neural network reconstruction methods.

In Figure 4.8 a coronal image of a patient with many lesions of varying sizes is
reconstructed with the iterative PET benchmark, FastPET and its low count variants. Close
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investigation of the many lesions indicates a strong visual similarity between the images.
Even the images created from lower count data seem to contain all of the lesions in the
reference with some slight degradation in the lower intensity lesions for the FastPET-25
image. However, the mean absolute error is relatively consistent across the images at about
2.5% given a mean voxel value of 1410 Bq/ml. One minor artifact specifically present in a
coronal view is a layering effect barely visible at the top of the liver in the FastPET image
(Figure 4.8b). This effect is due to the neural network reconstructing 8 slice axial volumes
independently from adjacent volumes and is similar to the artifacts occasionally seen on the
boundaries in conventional multi-bed PET scans. This artifact will be addressed in future
work potentially through additional convolutions with an axial versus transaxial orientation.
In Figure 4.9 transaxial images are presented for each of the reconstruction methods along
with the histo-image to visualize the input to the neural network. In row (a), a zoomed image
of the liver and various lesions are shown. The contrast between the noise levels of the histoimage, conventional reconstruction and the neural network outputs are clearly visible. While
the intensity of the liver lesion seems to diminish slightly in FastPET-50 and FastPET-25, the
more intense concentration tracer is well defined in all three neural network reconstructions.
With an average voxel value 868 Bq/ml the mean absolute error across the FastPET images
is about 2.4%. In row (b), a slice containing the heart with multiple small lesions in the
bone tissue is presented. Again, the contrast between the various noise levels is distinct, but
despite the significantly smoother images, the neural network does recover each of the small
lesions and exhibits similar perfusion in the heart muscle. In this case the mean absolute
error across the FastPET realizations is 2.2% with a mean voxel value of 954 Bq/ml.
Figure 4.10 and 4.11 explore the qualitative performance of FastPET networks trained
specifically on a subset of anatomy. FastPET-Brain, shown in Figure 4.10, was fine tuned
on a neurology data set. PET neurology imaging with

18

FDG is often challenging due to

the relatively high uptake in brain tissue and the high density of closely spaced structures.
However, on the beneficial side, brain data is less sparse and has higher magnitude than
comparable PET wholebody data. Despite the potential challenges, FastPET-Brain achieved
the overall lowest loss of all the neural networks during training. In this case, a low loss
seemed to translate to high qualitative image quality. The brain images in Figure 4.10b are
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nearly indistinguishable from the FastPET-Brain images in the row below with a average
mean absolute error across the four validation patients of only 0.98% with a mean voxel
value of 1403 Bq/ml.

Figure 4.10: Transaxial image slices comparison from neurology studies comparing the histoimage input, conventional reconstruction and FastPET-Brain reconstruction, which is a neural
network variant specifically fine tuned on a neurology data set.

FastPET-Chest is another example of an anatomically focused neural network that, in
this case, was fine tuned through training specifically on the chest region of PET wholebody
scans. The chest region in particular can have widely varying distributions and intensities
of tracer concentration from high intensity in the heart and lesions to virtually no tracer in
the lungs. A sampling of chest images is shown in Figure 4.11 including the histo-image,
iterative reconstruction and FastPET-Chest reconstruction. The distinct contrast in noise
levels is evident with the neural network producing smooth images, but also preserving the
anatomical structures. The average mean absolute error over the three cases shown is 1.8%
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with an mean voxel value of 897 Bq/ml, which out performs the wholebody FastPET variants
but does not achieve the performance of the brain focused network.

Figure 4.11: Transaxial chest images are presented comparing the histo-image input, conventional
iterative reconstruction and FastPET-Chest reconstruction. In a similar fashion to the other figures,
the distinctly low noise characteristics is evident in the neural network reconstructions.

4.6

Discussion and Challenges

The FastPET experiments clearly and consistently produce visually smooth images with
structural components nearly identical to conventional OSEM+PSF TOF reconstructions.
Generally speaking, absence of high frequency details could mean the removal of small
lesions or other critical details. While this concern was not clearly evident in our limited
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population of 8 test patients, the quantitative measurements of FastPET in our experiments
demonstrated room for improvement in the area of contrast recovery and random bias
reduction compared to conventional iterative reconstruction.
Future work on quantitative performance improvement will focus on better loss functions
and tuning of the target data set. Loss functions that reward preservation of high frequency
details while balancing the noise content will be explored. Regarding data set tuning, in this
initial FastPET work, 3 iterations of OSEM+PSF TOF were utilized to create the target
images because it was the factory default and constitutes a reasonable balance between
variance and bias. However, given FastPET’s propensity to produce smooth images, it might
be beneficial, from a contrast recovery aspect, to create higher variance target images using
a higher number of iterations. Alternatively, the exploration of including simulated training
targets where the variance could be precisely controlled may lead to additional insights on
improving quantitative performance.
The fine tuning of neural networks in this work using transfer learning for specific tasks
in the areas of low dose PET imaging and networks with an anatomical focus provided
interesting results. In the low dose case, both FastPET variants were able to produce
quality images with much fewer counts with FastPET-50 performing nearly identical to
the baseline FastPET across the patients in the test set, and FastPET-25 degrading slightly
in comparison and hinting at a lower limit to low dose imaging with the proposed method.
In the area of anatomical focus, the fine tuned networks showed improvements both in the
quantitative domain in the case of FastPET-Chest having the highest contrast recovery
and the lowest average absolute bias, and in the qualitative domain where FastPET-Brain
produced nearly identical brain images and achieved the lowest loss for both absolute and
perceptual measures. These results of networks focused on a specific subset of data perhaps
points to a path of overall improvement where a multitude of neural networks are trained
and a particular type of PET data is funneled to the most appropriate neural network.
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4.7

Conclusion

The FastPET reconstruction method proposed in this work is capable of full size multi-slice
reconstruction of PET data from histo-images in near real-time. This simple architecture
consists of a most likely annihilation position histogrammer and a convolutional neural
network. Raw PET data is processed by the histogrammer and the resulting histo-images
along with the corresponding attenuation maps are fed to the neural network to produce
the final PET images. Experiments measured the quantitative and qualitative aspects of
FastPET image quality compared to a conventional time-of-flight iterative reconstruction
methods. The results showed the proposed method produced high quality images with low
noise, but could be improved in the areas of contrast recovery and bias reduction. Beyond
the basic FastPET network, additional task specific neural networks were trained in the areas
of low dose PET imaging and anatomically focused imaging using the process of transfer
learning. In both cases, the task specific FastPET versions showed improvements over the
original version.
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Chapter 5
Multimodal Direct Neural Network
PET Reconstruction
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5.1

Prologue to Forth Article

A version of this article authored by William Whiteley and Jens Gregor was submitted
in March 2020 for consideration at the 23rd International Conference on Medical Image
Computing and Computer Assisted Intervention (MICCAI).
Multimodal Direct Neural Network PET Reconstruction. William Whiteley and
Jens Gregor. Submitted to 23rd International Conference on Medical Image Computing and
Computer Assisted Intervention, March 2020.

Personal Contribution. The idea for creating a hybrid direct reconstruction neural
network architecture combining components from previous work on DirectPET and FastPET
networks was my idea. The data preparation, algorithm implementation, and experimental
execution and analysis was performed by me. Jens Gregor provided feedback, guidance and
significant support in writing and editing the manuscript.

5.1.1

Abstract

In recent developments of direct neural network based PET reconstruction, two prominent
architectures have emerged for converting measurement data into images: 1) networks that
contain fully-connected layers; and 2) networks that primarily use a convolutional encoderdecoder architecture. In this paper, we present a hybrid approach called MDPET that
combines the advantages of both types of networks to form a novel multimodal direct PET
reconstruction method. MDPET processes raw data in the form of sinograms and histoimages along with attenuation maps to produce high quality multi-slice PET images (e.g.,
8x440x440). MDPET is trained on a large whole-body patient data set and evaluated
both quantitatively and qualitatively against the target images reconstructed with an
iterative ordered subsets expectation maximization method. The results show that MDPET
outperforms the best previous direct neural network methods in measures of bias, signal-tonoise ratio, mean absolute error and structural similarity.
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5.2

Introduction

In positron emission tomography (PET), the metabolic function of a subject is investigated
by injecting a biologically active radiopharmaceutical. As the tracer distribution decays,
it emits positron particles causing annihilation events detected by the PET scanner. This
noisy measurement data is reconstructed into diagnostic images by solving the well known
inverse imaging problem:

y = Ax + s + r

(5.1)

where y denotes the measured events, x is the unknown tracer distribution to be recovered,
A is a so-called system matrix that models the physics of the imaging process, and s and r
represent sources of noise due respectively to scattered and random events.
Traditionally, the inverse problem is solved using either fast closed-form analytical
methods or computationally more expensive iterative algorithms that utilize statistical
models to produce higher-quality images. Recently, additional approaches have emerged
based on neural networks and deep learning ranging from hybrid methods that combine a
traditional method with a neural network such as [2, 50, 27, 29], to methods that utilize
neural networks to solve the inverse imaging problem directly, which is the focus of this
paper.
Direct neural network reconstruction methods take measurement data as input and
produce images as output. The mapping is accomplished by modeling reconstruction through
a data driven process of supervised learning. These types of methods provide the benefit
of run-time computational efficiency and the ability to flexibly model complex and noisy
relationships that would require significant time and resources to replicate with handcrafted
equivalents. Direct methods fall into one of two broad categories: 1) neural networks that
utilize fully-connected layers to perform a domain transformation from measurement (e.g.
sinogram) to image space; and 2) methods that solely utilize convolutional encoder-decoder
network architectures with no fully-connected layers.
The fully-connected methods were the first direct reconstruction networks with several
published examples over the previous thirty years [23, 8, 70, 5]. However, the AUTOMAP
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network [117] was the first method to use modern deep learning techniques. The architecture
contained several fully-connected layers followed by additional convolutional layers. While
it produced impressive 2D 128x128 images, it was criticised for needing more than a billion
network parameters to produce relatively small images.

DirectPET [100] improved on

AUTOMAP by additionally utilizing attenuation maps and developing a specially designed
Radon inversion layer that significantly improved parameter efficiency and produced highquality multi-slice 16x400x400 images using only 300 million parameters.
The encoder-decoder network architecture reconstructs images by extracting convolutional features from the measurement data at multiple spatial resolutions and then decodes
those features using convolutional expansion into an image. The first published work was
developed by Häggström et al.[41] with their autoencoder like DeepPET network, which
produced smooth 2D 128x128 images, but would occasionally fail at recovering detailed
structures with lower count rates. Liu et al. [59] subsequently published a similar method
that added skip connections and an adversarial loss component. However, the results were
based on very limited data sets, namely, 108 images with 64x64 pixel resolution where the
same digital phantom was used for training and testing at slightly different count rates. This
produced artificially near-perfect measures of bias and variance compared with iterative
maximum likelihood expectation maximization reconstruction. When testing on clinical
data, they chose to compare against the lower quality filtered back projection method
and even then, their images were significantly worse. FastPET [101] is the most recent
addition to this category with its utilization of both UNET[76] and ResNet[37] architectural
components. FastPET, which departs from the previous examples by processing histo-image
[64] representations of PET data instead of sinograms, was shown to produce high-quality
multi-slice 8x440x440 images across a large clinical data set.
Considering both types of direct neural network PET reconstruction, we introduce
MDPET as a novel multimodal direct PET reconstruction architecture that combines the
advantages of fully-connected layers, convolutional encoder-decoder design, and the use of
both sinogram and histo-image representations of the raw PET data. We show that MDPET
outperforms the best previous direct reconstruction networks with respect to quantitative as
well as qualitative image quality.
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Figure 5.1: The MDPET neural network combines processing of PET data in the form of
sinograms and histo-images with X-ray CT data in the form of attenuation maps to generate
images.

5.3
5.3.1

Method
Network Architecture

The MDPET architecture was developed in an effort to reap the benefits from previous
work on the DirectPET and FastPET networks.

MDPET utilizes the fully-connected

Radon inversion layer from DirectPET to operate on sinograms, while also utilizing the
histo-image[64] raw data representation and encoder-decoder architecture from FastPET.
Creating a hybrid architecture capable of utilizing both modes of PET raw data provides
some advantages. Histo-images are very compact representations of raw data and able to
retain maximum timing resolution from the list-mode data using most-likely annihilation
histogramming. Also, since they are in image space, they already exhibit many of the
gross structures present in the final image. On the downside, they contain more noise than
sinograms which are smoothed with a lower resolution time-of-flight (TOF) kernel to save
space. Beyond lower noise, the sinogram representation combined with fully-connected layers
provides a rich opportunity to configure network parameters in complex ways to model the
image formation when compared to simple convolution.
An overview of the reconstruction pipeline is illustrated in Figure 5.1. The PET/CT
scanner produces raw TOF PET data, which is histogrammed to projection space to
create sinograms and image space to generate histo-images, as well as X-ray CT data,
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which is utilized to produce attenuation maps. The 3D sinogram data is subjected to
randoms correction, normalization, and arc correction.

TOF bin summing (time) and

Fourier rebinning (space) is used to reduce the dimensionality of the data. The resulting
2D sinograms are then input to the neural network, encoded and transformed into the
image domain at half-size spatial resolution. This initial image estimate is combined with
corresponding attenuation maps and histo-images for the encoder-decoder portion of the
network to produce the final images.
The MDPET network detailed in Figure 5.2 has three distinct segments. The first
segment encodes the sinogram into a lower dimensional space, which is important since
the following segment contains the most parameter intensive fully-connected layers. The
second segment is the Radon inversion layer responsible for transforming the sinogram data
into an initial image estimate. This layer achieves its efficiency by using small independent
fully-connected networks that connect only relevant sinogram bins to patches in the output
image. This filtering occurs by pre-generating fixed sinogram masks for each image patch
through simple forward projection of the patch shape surrounded by a buffer. When a multislice volume is reconstructed, this layer handles each sinogram-image pair independently
transforming them one at a time. For a detailed description of the Radon inversion layer
refer to [100]. The final network segment is a convolutional encoder-decoder with a UNET
architecture that has an additional ResNet block preceding and following it. This segment
combines the images produced by the Radon inversion layer with the blurred histo-images
and attenuation maps and produces the final output.

5.3.2

Neural Network Training

The MDPET network was implemented with version 1.4 of the PyTorch library[71] and
trained and tested on an Nvidia Titan RTX GPU. The network was trained for 500 epochs
with each epoch containing 2,000 samples randomly drawn from the training data in minibatches of 8. Each sample contained a tuple of 2D sinogram, histo-image, attenuation map
and target image. In all experiments, multi-slice reconstructions were performed with an
axial depth of 8. The Adam optimizer was utilized with parameters β1 = 0.5 and β2 = 0.999
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Figure 5.2: The MDPET neural network has three distinct segments starting with the
convolutional encoder to compress the input sinogram followed by the Radon inversion layer that
converts the compressed sinogram into an initial image estimate patch-by-patch using sinogram
masks and small fully connected layers. The final segment inputs the initial image estimate along
with corresponding histo-images and attenuation maps into an encoder-decoder to produce the final
image.

along with an exponentially decaying cyclic learning rate scheduler to aid convergence during
training with an initial upper bound of 5 × 10−5 and a lower bound of 1 × 10−5
Minimized by gradient descent, the loss function is a combination of mean absolute
error (MAE), multi-scale structural similarity (MS-SSIM)[96], and content loss based on
the difference of network output and target features extracted using the 1st, 4th, 7th, and
11th layers of a pre-trained VGG-16 [82] network acting as a general feature extractor.
Specifically, the optimizer minimizes the difference between the network’s output x̂ and the
target x using:

L(x̂, x) = (1 − α) MAE(x̂, x) + α MS-SSIM(x̂, x) + β VGG(x̂, x)

(5.2)

where weighting parameters α = 0.85 and β = 0.5.
During the development of the MDPET network, three variants were explored to
understand the impact of including the different types of data. The first network combined
the sinogram data with the attenuation maps but discarded the histo-images, the second
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(a)

(b)

Figure 5.3: During development, three network variants were explored to test the performance
impact of combining sinograms with attenuation maps and histo-images. (a) MAE and (b) MSSSIM both show the combination of all three to yield the best performance.

network used the sinograms and the histo-images but not the attenuation maps, and the
last network included all three data inputs. Each of these networks were trained for 500
epochs with the validation results shown in Figure 5.3 as a moving average with a period of
10. While all networks learned well, it is evident in both MAE and MS-SSIM measures that
the histo-images are more important than the attenuation map and that the combination
thereof is slightly better.

5.4
5.4.1

Experiments and Results
PET Data Sets

The data set consists of 51 patient scans acquired on a Siemens Biograph Vision 8 ring
PET/CT scanner[89] using a whole-body protocol, X-ray CT scan for attenuation correction
and the common fluorodeoxyglucose (18 FDG) tracer. The data set was split into 40 patients
(38,160 slices) for training, 4 patients (3,180 slices) for validation, and 7 patients (6,956
slices) for testing. Target images were created using the scanner’s factory ordered subsets
expectation maximization plus point spread function (OSEM+PSF) method using a 440x440
image matrix and a 3 × 3 × 3 post-reconstruction Gaussian filter. To keep learning rates
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Figure 5.4: These graphs plot two quantitative image quality measures for each of the patients
in the test data set. (a) The signal-to-noise ratio (SNR) plot shows that MDPET and DirectPET
closely match the variance of the target while FastPET consistently has less noise indicating that
those images are smoother. (b) bias from target plot shows relatively low non-systematic bias for
all three methods.

reasonable and aid in neural network training, the data types were scaled by fixed values.
Sinograms were divided by 2.0 and target images were divided by 200.0, while histo-images
and attenuation maps were not scaled.

5.4.2

Quantitative Image Performance

Since PET/CT scanners are measurement devices, the quantitative accuracy of reconstructed
images is a crucial diagnostic aspect. This section examines the quantitative measures of
variance, bias and mean absolute error for the 7 patients in the test data set across the
following three types of direct PET reconstruction neural networks: 1) DirectPET, with its
fully-connected layers; 2) FastPET, with its histo-image convolutional encoder-decoder; and
3) MDPET, our proposed hybrid model.
Figure 5.4(a) plots the signal-to-noise ratio (SNR), which is an analog for variance, for
a spherical region-of-interest (ROI) with a radius of 20mm from the liver of each patient.
MDPET and DirectPET closely follow the target (black line), where in contrast, FastPET
consistently exhibits higher SNR values indicating smoother images. While a higher SNR can

95

Table 5.1: Measures of mean absolute error and multi-scale structural similarity

Patient MDPET DirectPET FastPET

MDPET DirectPET FastPET

Multi-Scale Structural Similarity

Mean Absolute Error

1

0.9938

0.9935

0.9711

15.20

19.34

21.22

2

0.9940

0.9936

0.9790

14.50

17.88

19.67

3

0.9932

0.9932

0.9761

12.86

16.78

17.20

4

0.9906

0.9897

0.9780

19.32

23.54

26.65

5

0.9935

0.9932

0.9724

17.28

21.04

23.34

6

0.9887

0.9887

0.9761

16.24

18.28

18.04

7

0.9882

0.9799

0.9862

8.98

13.66

11.74

Mean

0.9917

0.9903

0.9770

14.91

18.65

19.69

be a benefit, in this case the neural network are all trained to specifically mimic target images
and so learning to replicate the target’s texture and high frequency structures indicates a
better performing network. Figure 4.7(b) plots a measure of bias from the target image
using the same liver ROI. A relatively low non-systematic bias is seen for all three networks
with average absolute bias values of 2.5% for MDPET, 3.3% for DirectPET and 5.0% for
FastPET. With reference to Table 5.1, mean absolute error in voxel Bq/ml was measured
to highlight quantitative accuracy across the entire image volume for each patient. MDPET
outperformed the other two networks across all patients with an average MAE of 14.91
Bq/ml compared to 18.64 Bq/ml for DirectPET and 21.70 Bq/ml for FastPET.

5.4.3

Qualitative Image Performance

Figure 5.5 contains a sampling of 440x440 image slices from each of the three direct neural
network reconstruction methods along with the target image. Row (a) is a chest image
with multiple lesions of varying size. MDPET and DirectPET are nearly indistinguishable
from the OSEM+PSF target image. While FastPET has a close resemblance to the target,
additional smoothness of the image is evident. Row (b) is an image of the heart and
exhibits a similar outcome to the previous row where MDPET and DirectPET are difficult
to distinguish from the target and FastPET contains a slight blur. The last row contains
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Figure 5.5: Qualitative comparison of target images with the direct neural network reconstruction
methods for (a) chest lesions, (b) a heart image, and (c) liver and kidneys. The MDPET and
DirectPET image closely resemble the OSEM+PSF targets while the FastPET images are slightly
more blurred.

an image of the liver and kidneys allowing a close examination of the texture differences
between the reconstructions. Again, MDPET and DirectPET closely resemble the target
while FastPET is smoother. Table 5.1 lists the MS-SSIM values for the entire image volume
for each of the test patients. This perceptual metric measures magnitude, contrast and
structure of the volumes with a sliding window over multiple scales. The numbers confirm
the visual observations with MDPET averaging 0.9917, DirectPET averaging 0.9903 and
FastPET scoring slightly less with 0.9770.

5.5

Conclusion

The MDPET direct reconstruction neural network proposed in this paper is a hybrid between
other direct methods that use fully-connected layers and convolutional encoder-decoders,
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respectively.

MDPET combines two types of raw PET data , namely, sinograms and

histo-images, with X-ray CT attenuation maps to create multi-slice 8x440x440 images.
Quantitative and qualitative experiments were conducted on a test set of 7 wholebody patient scans with over 6,000 individual images. The results show that MDPET
outperformed best-in-class of two other types of direct reconstruction networks both
quantitatively as measured by signal-to-noise ratio, bias and mean absolute error, and
qualitatively as measured by multi-scale structural similarity.
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Chapter 6
Conclusion
6.1

Summary of Contributions

Positron emission tomography is a functional imaging modality with noisy relationships
between measured data and the imaging signal. While traditionally analytical or statistical
methods were used to recover images, the advent of deep learning techniques has provided
new methods well suited to modeling these noisy relationships. In this work deep neural
networks were applied to the PET image formation process first for filling in gaps in the
raw sinogram data and second with three different techniques for directly reconstructing raw
data into images with a deep neural network.
A common problem with PET/CT scanners is the failure of one or more block detectors
causing gaps in the raw data leading to image artifacts. We demonstrate how a convolutional
deep neural network can infer the missing data with sinogram in-painting for up to four
randomly placed failed blocks. This approach is shown to quantitatively outperform previous
repair methods through a sinogram and image space analysis of a large whole-body patient
data set. The results indicate the proposed method could allow the continued scanning of
patients until a physical repair is made.
Direct image reconstruction from measurement data using the AUTOMAP deep neural
network with fully-connected layers was a significant step forward producing impressive
results, but required an excessive number of network parameters and only produced
small single-slice images. Our proposed DirectPET method for image reconstruction took
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another big step forward significantly reducing the required number of network parameters
while producing full-size multi-slice image volumes (e.g. 16x400x400) quantitatively and
qualitatively similar to images generated with OSEM. This was accomplished through a novel
Radon inversion network layer that eliminated low value network connections. Additionally,
DirectPET demonstrated the ability to produce high quality images from simulated low dose
raw data by using a normal dose image as the training target.
While direct reconstruction neural networks utilizing fully-connected layers are effective,
they are also relatively complex and consume a large amount of memory. Alternatively, we
developed FastPET, a simple and efficient fully convolutional encoder-decoder style neural
network capable of reconstructing full-size multi-slice image volumes with high quality 800x
faster than conventional iterative reconstruction. FastPET uniquely operates on histo-images
and attenuation maps, which are both image space representations of raw data making the
neural network primarily a denoising and deblurring operator. The results show the proposed
network produces images with a higher signal-to-noise ratio and a higher contrast recovery
for a given variance than OSEM reconstruction. We also again showed the ability of a neural
network to produce normal dose images from low dose raw PET data.
Given the two distinctly different architectures and modes of raw PET data used in
DirectPET and FastPET, we developed a hybrid multimodal architecture called MDPET.
This network capitalizes on both the advantages of fully-connected layers and an encoderdecoder architecture, while using both sinograms and histo-images as input to the neural
network. After training the network on a large whole-body patient data set, the results show
that MDPET is able to produce full-size multi-slice image volumes superior to previous neural
networks on measures of bias, signal-to-noise, mean absolute error and structural similarity.

6.2

Future Research Possibilities

Based on the results in this dissertation and complementary research of others, a multitude
of productive opportunities to further our results are possible.
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Novel and Advanced Loss Functions The neural networks in this dissertation
were trained with relatively simple loss function components including mean absolute
pixel difference (L1), multi-scale structural similarity, and in a few cases a content loss
component based on convolutional feature extraction using pre-trained VGG network. Since
loss functions are a primary mechanism for training a neural network, there are many
opportunities to explore more advanced and novel types of loss functions. At the time of this
writing, the most interesting category is adversarial loss functions, which use a continuously
learning neural network to provide training feedback. In the case of reconstructing medical
images, these types of powerful loss functions could help produce very accurate images with
fine detail and minimal blurring. However, care must be taken to maintain accuracy since
medical images must be clinically correct unlike in other types of generative networks that
use adversarial loss where a realistic image and not necessarily a correct image is the measure
of performance.
Sparse Detector Configurations The development of an intentionally sparse detector
configuration that uses a neural network to mitigate the gaps would address two distinct
needs: 1) reduce the price of a PET/CT scanner since one of the largest cost components
are the detectors, and 2) provide the ability to produce longer axial field-of-view scanners
at a similar cost to the shorter versions available currently. One strategy is similar to
our first article where a neural network is utilized to infer the missing data and all of the
downstream image formation components could remain unchanged. Another strategy would
entail training a neural network to perform the reconstruction on the sparse data and yet
a third strategy could use a neural network to remove artifacts in image space that appear
from a conventional reconstruction with the sparse data.
Increased Reconstruction Accuracy This dissertation focused on methods for reconstructing PET images with equivalent quality to the current iterative benchmark method
of ordered subsets expectation maximization (OSEM). This was accomplished by using
OSEM targets during network training, which are only an approximation of the real tracer
distribution. However, the powerful modeling capabilities of neural networks provide an
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opportunity to go beyond the quality found in conventional iterative reconstruction. By using
Monte Carlo simulation to generate data and targets, a neural network can be trained with
knowledge of the ground truth instead of an approximation, and produce more quantitatively
accurate images. In this setting the primary limitation is the quality of the scanner and
physics models used in the simulation.
Gaining Confidence in Neural Network Reconstructions Despite the advantages
of fast execution, flexible training and high quality images, the black box nature of direct
neural network reconstruction still poses a risk to adoption since there are no mathematical
bounds on image quality. Research to address this uncertainty will be a valuable component
to widespread adoption. Some potential avenues to explore include analyzing the input
and target data distributions during training and measuring unseen data against the known
distributions. Another interesting approach is adding cycle consistency to a reconstruction
neural network where not only does a neural network produce an output image, but another
neural network takes the output image and produces the original input. This type of strategy
helps ensure that information is not lost or added in the neural network reconstruction
process.
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