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Numerical predictions of the turbulent three-dimensional isothermal free jlow in the near-exit region 
of an industrial burner model are presented and compared with detailed measurements of mean and 
turbulent jlow fields. The geometrical flow configuration consists of a central axisymmetric jet sur- 
rounded by 16 circularjets, simulating the injection of oxygen in practical oxyfucl burners. A numerical 
procedure is outlined for the calculation of free jlows comprising elliptic flow regions. The compu- 
tational domain is divided into a number of subdomains, and elliptic calculations are performed 
sequentially in each of the domains, keeping constant the number of grid nodes and allowing radial 
grid expansion for each domain. By using a higher-order accurate quadratic upstream scheme for 
convection discretization it was possible to minimize thtJ effect of numerical diffuirsion. This was con- 
firmed by an error estimation analysis. The predictions of the mean flow characteristics exhibit sat- 
isfactory agreement rith the experiments. However, the k - E eddy viscosity model proved to be 
inadequate for calculating the individual normal stresses around the recirculating region and at the 
outer jet boundaries where the values were underpredicted. Structure parumeters suggest that far from 
the recirculuting region the zones of directionul preference decrease with increasing distance from the 
m&&t exit and that the k - E model eddy viscosity model performs sutisfactorily. 
Keywords: finite volume method, turbulent free multijet flows 
Introduction 
Numerical simulations of multijet flow issuing into 
stagnant surroundings have received relatively little 
attention from researchers, perhaps because a single 
turbulent round jet is already difficult enough to predict 
with existing turbulence models.‘.* However, flows re- 
sulting from the interactions of multiple jets are com- 
mon in industrial processes and equipment and appear 
in a variety of situations. It is well known that multiple 
jets are important for aircraft noise control3 and that 
the interaction of the jets results in enhancing the tur- 
bulence levels and consequently the mixing rates.4-h 
These characteristics have also been used in industrial 
burners operating with oxyfuel conditions where a mul- 
tijet burner head configuration has been preferred over 
the conventional coaxial jet configuration. Such burn- 
ers were commonly used in melting furnaces, and their 
design has relied almost exclusively on empirical meth- 
ods.7 Numerical simulation can provide a valuable tool 
for burner designers and can give guidelines for the 
optimization of operating conditions of existing burn- 
ers. However, the numerical and physical models in- 
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corporated into the calculation algorithm have to be 
critically tested before they can be applied to practical 
problems. 
The numerical calculation of free multijet flows pre- 
sents some difficulties. First, the flow comprises an 
elliptic (recirculating) flow region attached to the burner 
head and far downstream a parabolic flow behavior. 
Second, three-dimensional (3-D) flow entrainment may 
be present, and because of the jets’ spreading rate the 
computational flow domain expands radially. In large 
flow regions the velocity vectors are skewed with 
Cartesian orthogonal grid lines, and the local Peclet 
numbers are very high; as a consequence, first-order 
upwind schemes will induce false diffusion errors in 
the solution. In addition, elliptic flow calculations in a 
single computational domain overlaid with the flow 
physical domain over a length of, say, 20 jet diameters 
will be practicable only on supercomputers owing to 
the large number of required grid nodes. Finally, the 
choice of the most accurate turbulence model to pre- 
dict three-dimensional jet flows is not straightforward.x 
The aim of this paper is twofold. First, a numerical 
flow procedure is presented that overcomes most of 
the numerical flow difficulties mentioned above. The 
computational flow domain is divided into a number 
of subdomains, and the grid is expanded in the radial 
direction for each subdomain. An elliptic solution pro- 
cedure is used for each subdomain, and atmospheric 
pressure is prescribed at the entrainment boundary. 
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The quadratic upstream weighted scheme is used for 
convection discretization; implementation details are 
given in the following section. Second, the perform- 
ance of the k - E eddy viscosity model’ is investigated 
to predict the turbulent flow characteristics of three- 
dimensional multijets. The predictions are then com- 
pared with LDV measurements’” including turbulent 
kinetic energy budgets. 
Computational Procedure 
The numerical predictions reported in the present 
study simulate the isothermal flow in a model of an 
oxyfuel burner in current use in an industrial glass 
furnace.‘O The burner arrangement consists of a central 
axisymmetric jet of I7 mm diameter, LIi, surrounded 
by sixteen 6-mm circular jets, dj> with 4” inclination 
toward the burner axis as shown in Figure I. The cen- 
tral air jet simulates the fuel supply, and the I6 pe- 
ripheral air jets simulate the injection of oxygen into 
the practical burners and are located on a circle of 
45 mm diameter, d,,. The exit jet velocities are equal 
to 20 misec, corresponding to the Reynolds number 
RCl,, = 22 x IO3 and Re,,, = 7.8 x lo3 for the central 
and surrounding multijets, respectively. 
Governing equations 
Calculations were obtained by solving the equations 
for conservation of mass and momentum in time-av- 
eraged form together with the equations corresponding 
to the k - E eddy-viscosity turbulence model closure 
and boundary conditions. The governing differential 
equations expressed in cylindrical-polar coordinates 
can be cast into the common conservative form, 
where 4 stands for any of the dependent variables and 
the corresponding values a+ and S, are indicated in 
Table 1. The equation for 4 = I is the mass conser- 
vation equation, whereas the U, V, and W equations 
are the momentum equations in the z, r, 0 directions, 
respectively; the turbulent stresses were evaluated from 
the isotropic turbulent viscosity CL, and their corre- 
sponding Boussinesq relations. The standard model 
constants were employed; Cu = 1.0, C, = 0.09, 
C, = 1.44, and CZ = 1.92.” 
Solution procedure and finite difference grid 
In order to solve the system of partial differential 
equations governing the mean and turbulent flow the 
solution algorithm of Gosman and PunI was appro- 
priately modified. The staggered grid arrangement was 
extended to cylindrical polar coordinates allowing the 
calculation of three-dimensional flows. The quadratic 
weighted scheme (QUDS)13 was used to discretize the 
convective and diffusive terms of the transport equa- 
tion. This scheme was previously tested for laminar 
and turbulent flow and has been shown to improve the 
accuracy of fluid flow solutions.‘4-‘6 The convective 
and diffusive fluxes through the control volume faces 
Figure 1. Schematic diagram of model burner head 
Table 1. Schmidt number and source terms in the general transport equation 
W 
k G - Cnm -, 
E 1.3 (C,G - Czp+ik 
Here, pLr = pc,kzle. 
G = Ft [2((g)’ + ($)* + (;$ + ;)*I + ($ + $)’ + ($ + +$)’ + (;$ + $ ~ F)‘]. 
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are expressed in terms of cell nodal values. For a uni- 
form grid (for simplicity) the control volume face value 
at i + l/2, j, k appears as 
and by upwind differences if [Pel > 2, 
4i+,,2 = 4i +24i+l _ d (vi+ 1;;: I"i+ l/21) 
li I12 
x (+;+I + +i-I - 24;) + 
i 
ui+ I/2 - Iui+ l/2\ 
2ui+ I12 ) 
x (4; + 4i+2 - W,+,) (2) 
Figure 2(a) shows the computational molecule involv- 
ing the 13 nodes required to evaluate all six face flux 
values for each control volume. The terms of the quad- 
ratic surface interpolation expression proposed by 
LeonardI that are responsible for additional cross-plane 
terms of somewhat smaller magnitude were neglected. 
Their inclusion would lead to the need to consider 21 
nodal values for each control volume with a corre- 
sponding increase in computer time. For two-dimen- 
sional (2-D) flows the number of grid nodes to be con- 
sidered only increases from nine to 13. 
Calculations obtained with the QUDS scheme will 
be compared with the standard hybrid central/upwind 
scheme (CUDS). This scheme leads to the approxi- 
mation Of +i+ l/y,kr by central differences if IPeJ < 2; 
thus 
4+1/2 = 
4i+ 12+ +i iPe~<2 
j+2 
I- j+l A.9 
+i+ l/2 = 
Vi+,/2 + (“L+l/21 
2ui+ I12 
4% 
+ 
( 
Ui+I/Z + (Ui+ I/2( 
2Ui+ I12 ) 
&+I IPel>2 (4) 
Similar expressions apply for all the other faces. This 
practice ensures the stability of the numerical scheme, 
but the upwind difference scheme has a truncation er- 
ror that has been shown to be of the diffusion typei 
and is thus said to produce a false or numerical dif- 
fusion. The effect of false diffusion becomes important 
only in regions of simultaneous presence of high Peclet 
numbers and velocity vectors skewed with the grid 
lines. 
To avoid under- or overshoots in the k - E equations 
in the steep gradient regions that appear close to the 
jet exit, a mixture of quadratic upstream and first-order 
upwind schemes was used. The hybrid treatment of 
convection in the k and E equations shifts from QUDS 
to upwind on the basis of the local cell Peclet number, 
according to 
4i+ l/2 = ?(4i+ l12)Q + t1 - Y)(+i+ li2)U (3 
where y was set to one if the local Peclet number was 
[Pel < lo3 and to zero IPel > 103. This procedure is 
analogous to the one used by McGuirk et al.” and 
Durao et al.rh The large magnitude of this critical Peclet 
b 
Locus 
r 
U Box: N 
Box: N - 1 
INLET J ’ -“L 
Box: N+l OUTLET 
Box: N c 
Figure 2. (a) Control volume and computational molecule. (b) Sketch of subdivisions of the computational 
n subdomains (boxes). (c) Details associated with boundary conditions prescription 
domain by a number of 
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number value meant that QUDS was used in the im- 
portant shear layers and recirculating regions, so ac- 
curacy was preserved. No numerical problems were 
found in the solutions of the momentum equations where 
the pure quadratic upstream scheme was used. Other 
alternatives to avoid solution wiggles in the simulation 
of sharply varying gradients in highly convective 
flows’x.‘9 were not used, mainly because the oscilla- 
tions were restricted to the jet potential regions where 
large Peclet numbers exist but the velocity vector was 
nearly parallel to the grid lines. This hybrid procedure 
was applied only in the k and E equations. 
For any dependent variable C$ the partial differential 
equation is represented in finite difference form by a 
set of algebraic equations of the form 
II 
where n denotes summation over the 12 neighboring 
nodes. The subscript refers to the control volume node, 
and the superscript to the node where the dependent 
variable is affected by the coefficient. The A” coeffi- 
cients associated with the velocity at grid points (i ? 
2,j, k); (i,j ? 2, k), and (i,j, k + 2) were appropriately 
incorporated in the source term Si,j,k. Their implicit 
inclusion in the solution of the finite difference equa- 
tion does not substantially enhance the convergence 
rate.‘” The pressure field was calculated by the Pres- 
sure Implicit Operator Splitting (PISO) algorithm.2’ The 
solution convergence rate of the flow problem under 
consideration will be compared by using PISO and the 
standard SIMPLE algorithm.‘2 The system of algebraic 
equations was solved by a modified version of Stone’? 
Strongly Implicit Method.“‘.‘4 
Three-dimensional or axisymmetric flow in burners 
often displays a hybrid flow behavior comprising in the 
region attached to the burner exit both recirculating 
(elliptic) flow regions originated by inlet or swirling jet 
conditions and a parabolic region corresponding to the 
remainder of the flow. In order to solve this flow both 
efficiently and numerically, the computations were 
performed dividing the flow into n different regions 
called boxes (see Figure 2(b)), each box extended 9 
diameters in the axial direction and far enough from 
the centerline in the radial direction to allow the pre- 
scription of constant pressure as a boundary condition. 
The numerical mesh in the radial coordinate direction 
expands from one box to another to account for the 
jet spreading rate. The calculations were carried out 
with a fully elliptic procedure for each box. Since the 
flow pattern repeats itself in each l/32 sector of the 
multijet cross section, the integration domain covers 
only an I I .2.5” sector. 
To check the numerical accuracy of the predictions 
in each box, a coarse and a finer grid were used, com- 
prising 16 x 15 x 10 and 31 x 30 x I9 grid nodes in 
the Z, r, and 8 directions. The coarse grid used double 
the grid size of the finer grid. This procedure is ap- 
propriate to perform the error estimation analysis be- 
low. The distribution of the grid nodes corresponding 
to the finer grid is revealed in Figure 3. The circular 
off-center jet was approximated by stairs, as indicated 
in Figure 3. 
Boundary conditions 
Fluid recirculating occurring inside the first com- 
putational domain demands that an elliptic procedure 
be used. This requires the prescription of boundary 
conditions of the solution domain. Four types of 
boundary conditions were used: inlet, outlet, axis, and 
symmetry planes. The boundary conditions are sum- 
marized in Tab/e 2. 
The numerical details associated with the multibox 
procedure may be summarized as follows. 
Entrainment boundary. At entrainment boundary, 
CJ = 0, W = 0 was prescribed at radial nodes (i, NJ 
- I, k) (see Figurr 2(c)), so entrainment fluid is only 
allowed to be associated with radial velocity compo- 
nent. The pressure correction is prescribed equal to 
zero. The radial momentum equation is solved at the 
control volume (i, NJ - 1, k) with the assumption of 
mass continuity through the north control volume face. 
Figure 3. Grid distribution comprising 31 x 30 x 19 control volumes for the first subcomputational domain 
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Table 2. Boundary conditions 
Boundary u V W P k E 
Jet inlets From experiment From experiment 0 - From k3'=lL 
(see text) (see text) experiment 
Symmetry axis alJiar = 0 0 0 - aklar = 0 Mar = 0 
Exit aWiazZ = 0 avia = 0 awiaz = 0 - aklaz = 0 adz = 0 
Entrainment 0 (calculated )” 0 P=O 0 0 
boundary 
Pressure 
correction = 0 
Burner face wall 0 Standard Standard - Standard Prescribed 
(wall law) (wall law) production and E 
modifications 
Symmetry planes aulae = 0 aviae = 0 0 - dkiao = 0 adaH = 0 
a This was done by solving V-momentum equation with the assumption P = 0, U = 0, W = 0, at north control volume face. 
So Vi,NJ_ IrNJ_I = Vi.NJ.krNJ yield the following finite 
difference equation: 
+ si.NJb1.h (7) 
The value of the coefficient Ai,NJ_ ,,/, = C,, A:tNJ_ ,.k 
was then evaluated: 
&.#A - 0 
I.k - 
By mass conservation and the implicit inclusion of the 
north coefficient into the control volume node coeffi- 
cient yield, 
&;.NJ.X 
r.NJ- I.h = A%? 1.X @NJ - yNJ_ d/rNJ (8) 
assuming constant density and taking the radial values, 
(u), in relation to the staggered grid for the radial mo- 
mentum equation. 
The radial velocity at grid node NJ was evaluated 
according to mass continuity, and underrelaxation was 
also used to calculate this quantity at NJ nodes. This 
procedure is genera1 for free boundaries, especially for 
free elliptic or partially elliptic ones. 
Inlet conditions for each box. After the flow calculation 
in the first computational domain (box), the compu- 
tation may be continued by prescribing the inlet con- 
ditions for the next computational domain (taken from 
the solution field upstream the outlet of the previous 
computational domain). Figure 2(c) illustrates the fol- 
lowing procedure. The jet boundary was estimated as 
the locus where the axial velocity is smaller than 1% 
of the centerline velocity. A prescribed value for the 
box expansion in the radial direction was established 
as the double of the expected free jet spreading rate. 
So the box radial dimension is calculated and divided 
into the desired number of grid nodes (always the same 
for all the boxes). All the dependent values are inter- 
polated at four grid points upstream of the outlet and 
according to the staggered grid arrangement. At the 
radial locations that fall outside the computational do- 
main of the previous box, constant values were as- 
signed equal to the values obtained at NJ - 1 of the 
previous box. This procedure was investigated in de- 
tail, and no effects were felt at the jet flow. The stream- 
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lines at entrainment boundary are always perpendic- 
ular to the centerline and deflect into the jet boundary. 
So the present procedure is adequate to free flows that 
at jet nozzle have a surrounding surface to avoid axial 
entrainment at jet discharge. The measurements for 
this flow configuration have been carried out with this 
configuration, and most reported free jets experiments 
have also been carried out with similar precautions to 
avoid any instability or nonaxisymmetric axial entrain- 
ment at jet nozzle. 
Outlet plane. A second zero axial velocity derivative 
was used at the outlet, allowing for a linear behavior 
of the quantity under consideration. If zero gradient 
was used, the basic free flow characteristics (spreading 
rate) were violated. This boundary condition associ- 
ated with a fine grid spacing and with the prescription 
of the inlet conditions for the next computational do- 
main taken at a plane shifted backward four grid nodes 
from the outlet proved to yield results virtually iden- 
tical to those obtained with the increase of grid points 
by the inclusion of two boxes inside the same com- 
putational domain. 
Many other small details are necessary to ensure a 
quick convergence. For example, during the first 40 
iterations the momentum underrelaxation factors should 
increase from, say, 0.02 to 0.5. The pressure under- 
relaxation should be around 0.8. Mass conservation at 
the last two radial planes (for each box) should be 
evaluated and their difference allocated at VN1.NJ.L. This 
is a consequence of the second zero axial velocity gra- 
dient at outlet boundary. These details enhance con- 
vergence. 
The radial dimension and distribution of grid points 
was expanded from one box to another by assuming a 
spreading rate much greater (twice) than the one ex- 
pected for a single jet. This value was changed, and 
as a consequence the outer boundary (entrainment 
boundary) was located at different radial locations. The 
solutions obtained for Z/Q; > 18 were independent of 
the entrainment boundary location if &&az was greater 
than 0.14. For the first and second computational do- 
mains the spreading rate criterion could not be used 
because the axial velocity profile shape presents sev- 
eral relative maxima (velocity is equal to half the cen- 
terline velocity at several locations). The radial di- 
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mension of the computational domain was expanded 
double in these boxes. This procedure also yields so- 
lutions independent of the entrainment boundary lo- 
cation. 
three-dimensional flows. The procedure used in the 
present work is based on the error estimation analysis 
proposed by Caruso et al.,‘X recently applied by 
Thompson and Ferziger” and Obi et a1.,30 and highly 
recommended by Ferziger” to evaluate the accuracy 
of numerical solutions. Comparison of solution convergence rates 
obtained with PISO and SIMPLE 
As a consequence of the flow entrainment a strong 
radial and axial momentum exchange yielded to the 
lowest convergence rate for the axial momentum equa- 
tion. In addition, in the three-dimensional calculations 
the convergence of the centerline variables was lower 
than in the other parts of the computational domain. 
Figure 4 shows the convergence rate of the axial mo- 
mentum equations by plotting the normalized residuals 
as a function of the number of iterations. The PISO 
and SIMPLE algorithms are compared for both axi- 
symmetric and three-dimensional flow configurations. 
The PISO algorithm yielded a strong decrease in the 
number of iterations required to achieve the solution 
convergence. Although in three-dimensional calcula- 
tions PISO yields a substantial increase in computer 
storage and requires more computing time per iteration 
because of the predictor and corrector stages (but less 
than twice the time required by SIMPLE), the overall 
CPU time required for convergence using PISO was 
smaller than that required by SIMPLE. 
Computational accuracy 
The most common procedure for analyzing the nu- 
merical solution dependence on the grid size (i.e., the 
number of grid nodes) is comparison of the numerical 
solutions obtained by increasing the number of grid 
nodes. In addition, several procedures have been re- 
ported to estimate the false diffusion coefficients, or 
solution grid dependence estimations.?‘-” To dem- 
onstrate independent grid solutions, one should double 
the number of grid points in each space direction until 
negligible differences occur in the solution fields. How- 
ever, because of computer limitations it is often im- 
possible to demonstrate solution grid independence for 
3 
II. 
10' , , , , , , , , , , , , , , , , , , , 
10-l 
10-2 
1o-3 
250.0 500.0 750.0 1000.0 
No Iterations 
Figure 4. Normalized residuals of the U momentum equations 
as a function of the number of iterations 
In practice, to estimate the numerical solution error, 
computations are performed using a fine grid (31 x 
30 x 19) and stored for later use. Following this pro- 
cedure, the problem is solved on a grid with twice the 
grid spacing in both z, r, 8 coordinate directions, i.e., 
the coarse grid with (16 x 15 x 10) control volumes. 
From these two solutions the error can be estimated 
by Richardson extrapolation. Assuming that the so- 
lution error can be expressed as a Taylor series, 
e(7.;h) = $(z;O) - &z;h) 
= hl’F(z) + hyG(z) + . . . (9) 
where (z;O) is the exact solution, h is the mesh size, 
and p is the order of the method. When the grid spacing 
is doubled, the solution error becomes 
e(z;2h) = &z;O) - 4(z;2h) 
= 2h”F(z) + 2hqG(z) + . . . (10) 
Subtracting equations (9) and (10) and dividing by 
2” - I gives an estimate of the solution error for the 
finer grid. The order of the method (p) was made equal 
to one. 
Because a staggered grid was used, the locations of 
the variable on the coarse grid do not coincide with 
those on the fine grid. The coarse grid variables were 
interpolated with fine grid locations before the error 
estimation was performed. A linear interpolation was 
used for the hybrid central/upwind solutions, and a 
bicubic interpolation for the results obtained with QUDS. 
The solution error estimation for the U velocity 
component is shown in Figures 5(a) and .5(h) for the 
three-dimensional predictions obtained with CUDS and 
a RIO 
I 
0 1 2 3 i, 5 6 1 8 9 10 
Z/D 
!!L 
b R/D UO 
m 0.2 - 0.1 
m 0.1 - 0.05 
a 0.05-o 01 
pg O.Ol- 0.001 
0 12 3 4 5 6 7 8 9 10 
z IO, 
Figure 5. Solution error estimation for the U velocity compo- 
nent for 3-D computations. (a) Results obtained with CUDS 
scheme. (b) Results obtained with QUDS scheme. 
Appl. Math. Modelling, 1991, Vol. 15, July 343 
isothermal turbulent 30 free multijet flows: D. F. G. 
QUDS schemes, respectively. The figures show the 
estimated errors for the finer grid (31 x 30 X 19) at 
the central plane 8 = 0 (where later the predictions 
will be compared with measurements). The maximum 
errors are displayed at the upper shear layer surround- 
ing the off-center jets. The solutions obtained with the 
CUDS scheme display higher errors than those ob- 
tained with the QUDS scheme. The presence of errors 
higher than 30% of the reference velocity (CJ, = 20 
m/set) indicates that the three-dimensional predictions 
obtained with the CUDS scheme are not grid indepen- 
dent. The QUDS scheme displays errors up to 10% of 
the reference velocity but in a much smaller region 
than those obtained by CUDS. 
Owing to computer limitations, it was not possible 
to double the grid nodes at each coordinate direction, 
say, (62 x 60 x 38) control volumes. However, a 
similar analysis was performed, assuming an axisym- 
metric flow configuration where the grid could be more 
refined and the influence of the grid size in the results 
discussed. For these purposes the multijets were re- 
placed by coaxial jets. 
Figures 6(a), 6(h), 6(c), and 6(d) show that the pre- 
dictions obtained with QUDS corresponding to the finer 
mesh (62 x 60) are almost grid independent and those 
displayed by CUDS still require grid refinement. Fig- 
ure 7(a) shows the false physical diffusion eddy vis- 
cosity ratio derived from the de Vahl Davis and 
Mallison25 criterion and corresponding to the solutions 
obtained with 31 x 30 grid nodes. Comparing Figure 
7(a) with Figure 6(a), the error estimation analysis shows 
the propagation of errors from the region where the 
false diffusion is higher. Figure 7(b) shows the false 
diffusion contours at the plane perpendicular to the 
velocity vector according to the formulas derived for 
three-dimensional flows by Demuren.2h Comparing er- 
ror estimation and false diffusion contours for three- 
dimensional flows presented in Figure 7(b) with Figure 
5(a) produces a similar conclusion about the transport 
of the truncation error. 
From the analysis of the computational accuracy of 
the QUDS scheme presented in this work it is possible 
to conclude that the most numerical errors occur in 
the axial velocity field and that they are typically 10% 
of the reference velocity in a small region in the shear 
layer of the secondary jets. The above discussion sug- 
gests that numerical diffusion is not a major error source 
and that the comparison between predictions and mea- 
surements that follows may be interpreted as a test in 
the performance of the turbulent assumptions used to 
predict the present complex flow. 
Results and discussion 
Since the computations yield predicted three-dimen- 
sional distributions of all dependent variables, it is 
practically impossible to display all the predicted re- 
sults in here. Thus only some of them are displayed 
here and compared with the experimental data. 
Figures 8(a), 8(b), 8(c), and 8(d) show the velocity 
vectors in a plane parallel to the burner at Z/D; = 0.25, 
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Figure 6. Solution error estimation for the U velocity compo- 
nent for 2-D computations. (a) Results obtained with CUDS, coarse 
grid: 16 x 15. (b) Results obtained with CUDS: 31 x 30 and 62 
x 60 nodes. (c) Similar to Figure 6(a) but using QUDS scheme. 
(d) Similar to Figure 6(b) but using QUDS scheme 
0 
0 12 3 L 5 6 7 8 9 10 
2 IO, 
b R/D 
Figure 7. False diffusion estimation. (a) 2-D calculations 31 x 
30 grid nodes, CUDS. (b) 3-D calculations 31 x 30 x 19 grid 
nodes, CUDS 
344 Appl. Math. Modelling, 1991, Vol. 15, July 
Isothermal turbulent 30 free multijet flows: 0. F. G. DurZo and J. C. F. Pereira 
I v’d 
Figure 8. Predicted velocity vectors. (a) Z/D, zz 0.25. (b) Z/D, = 0.6. (c)Z/D; = 0.9. (d) Z/D, = 1.52. (e) 0 = 0”. (f) 0 = 4”. (g) 0 = 9.3 
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ZIDi = 0.6,ZID; = 0.9, andZID; = 1.52, respectively. 
The figures show that the flow is highly three-dimen- 
sional in the near-burner region and that a recirculating 
region exists between the central and secondary jets, 
but there is no recirculating region among 16 multijets 
as a consequence of flow entrainment. The recirculat- 
ing region comprises two clockwise vertical structures 
in a plane parallel to the burner face. Flow entrainment 
is almost constant with B-coordinate direction but dis- 
plays a small increase at the planes crossing the multijet 
centers and the centerline. 
Figure 9 shows the centerline distribution of the 
mean axial velocity calculated by the 3-D and 2-D nu- 
merical algorithms. The calculations were performed 
using four computational domains (boxes). For each 
of them, 3 1 x 30 x 13 grid nodes were used. An elliptic 
calculation in the full domain (four boxes) would re- 
quire about 120 x 120 x 19 grid nodes to obtain pre- 
dictions with the same accuracy as those obtained with 
the present method. The present calculations clearly 
show that the decay of the centerline velocity is larger 
than for free coaxial jets with similar velocity ratios 
between central and peripheral airstreams, as observed 
experimentally.32.33 This is a consequence of the com- 
paratively high mixing rates obtained with the multijet 
flow configuration. The inclination of the multijets by 
4” toward the main jet centerline prevents a detailed 
comparison between the present 2-D predictions with 
other numerical or experimental studies of coaxial free 
jets via diffusion model assumptions. 
It is important to mention the very slow conver- 
gence achieved for the axial velocity at the centerline. 
d 
b 1.00 
FI 
. 
. 
This effect is negligible in global residuals of mass and 
momentum because of the small control volume face 
area as Y + 0, and it may have some contributions to 
the poor prediction agreement in the region 4 < 
Z/Dj < 10. However, it is believed that turbulence pre- 
diction should be the major contribution to this dis- 
crepancy. 
Figure 10 shows a comparison of the predicted and 
measured radial distributions of the mean velocity at 
five consecutive axial stations between z/D, = 0.26 
and ZlDj = 6. Figure IO(a) shows good agreement with 
the experiments, partially attributable to the inlet pre- 
scribed profiles that were taken from the measure- 
ments. Figure IO(b) shows the prediction of a shorter 
separated flow region. This was attributed to the k - 
E model drawbacks in predicting accurately the flow 
Figure 9. Comparisons of the 2-D and 3-D predictions of the 
centerline distribution of the axial velocity component with ex- 
perimental data 
Figure 10. Comparisons of predicted and measured mean axial velocity. (a) Z/D, = 0.26. (b) Z/D, = 1.00. (c) Z/D, = 2.00. (d) Z/D, = 
4.00. (e) Z/D, = 6.00 
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in the vicinity of free stagnation points”,14 rather than 
to numerical diffusion effects. 
Figure 11 shows the comparison of the predicted 
andmeasured radial distribution of the Reynolds stresses 
u*, u*, and Uo for three ZlDj stations at the centerplane: 
ZlDj = 2, zlDj = 4, and zllI, = 6. The predicted normal 
stresses do not display peaks observed at the inner 
shear layer between jets (see Figures 11(a) and II(d)) 
at ZlLIj = 2. At the multijet outer boundary the mea- 
surements display high levels of normal stresses. Al- 
though it is difficult to carry out accurate LDV mea- 
surements because of seeding problems (bias) in the 
entrainment layer region where intermittence occurs, 
the very careful measurements obtained by Durao et 
al.“’ suggest that the performance of the turbulence 
model is not satisfactory at those locations (see Figures 
II(u) and II(d)). However, higher-order turbulence 
closures, such as second-order differential stress models, 
may not treat adequately the intermittence of fluctua- 
tions in the outer region of the jets. The fluid entrain- 
ment was supposed to have very small turbulence in- 
tensity, 0.1%, by the prescription of the boundary 
conditions for k and E equations at the outer boundary. 
Structure parameters, such as shear stress corre- 
lation coefficient RI, = iEI(u’ + v*) and Ruv = iElk, 
have been calculated and compared with the experi- 
ments and are presented in Figures 12(a)-12(e). For 
z/D, > 4.0 the structure parameters suggest that the 
zones of directional preference disappear and that the 
consideration of individual transport of Reynolds 
stresses is not so strongly required. The values of R,,, 
and uvlk tend to 0.5 and 0.3, respectively, and the 
k - E model performs satisfactorily mainly because of 
the eddy viscosity assumption that considers C, = 
(Ruu)’ = 0.09. 
Figure 13 compares the predicted and measured ra- 
dial profiles of turbulence kinetic energy budgets at 
several axial stations. For each axial station the results 
are presented in two figures. Figures 13(a), 13(b), and 
/3(c) show the convective and diffusive plus dissipa- 
Figure 11. Comparisons of predicted and measured radial profiles and axial normal stresses and shear stresses, at Z/D, 
Z/D, = 4.0, and Z/D, = 6. (a), (b), (cl Axial normal stresses. (d), (e), (f) Radial normal stresses. (g), (h), (i) Shear stresses 
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a 0.66 c-, b 3.66 r- 7 c o-ES -
Figure 12. 
(a), tb), cc) 
Comparison of predicted and measured radial 
7 R,, = u 1: ik. (d), (e) R’UP = u’c’/(u’~ + v’~) 
profiles of structure parameters at Z/D, = 2.0, Z/D, = 4.0, and Z/D, = 6. 
1.00 
0.67 
b 0.33 
; b 
0.00 ; 
-0.33 
-0.67 
-1 .oo 
0.00 0.50 1.00 1.50 2.00 
r/D, 
0.30 
c 
0.20 &llJ 
-0.30 t- ” L ‘. ” ,*. ” ” ” 1 
0.00 0.50 1.00 1.50 2.00 
r/q 
0.30 
0.20 
0.10 
b 
; 0.00 
-0.10 
-o*BO’.“.“‘.“.““.“” 
0.00 0.50 1.00 1.50 2.00 
T/D, 
Figure 13. Comparison of predicted and measured turbulence kinetic energy equation budget at Z/D; = 2.0, Z/D, = 4.0, and Z/D, = 
6. (a), (b), (c) Convection dissipation and diffusion contributions. (a,), tb,), (cl) Shear and normal stress contributions to production. 
Explanation of symbols is as follows: dissipation plus diffusion, squares (measured ), dashed line (predicted); convection, solid triangles 
(measured), solid line (predicted); production by normal stresses, circles (measured), dotted line (predicted); production by shear 
stresses, open triangles (measured), dashed line (predicted) 
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tion contribution of the budget, and Figu~s 13(a1), 
13(bl), and 13(cI) show the decomposition of the pro- 
duction terms due to normal stresses and shear stresses. 
From these figures it is clear that the k - E eddy 
viscosity model cannot accurately predict the produc- 
tion contribution due to normal stresses. For z/D; = 
2 the model does not capture the high peak observed 
in the production by shear stresses (see Figure 1l(.f)), 
and consequently, dissipation is strongly underpre- 
dieted at ZlDi = 4 and z/D, = 6. The convection and 
production due to shear contributions are satisfactorily 
predicted. However, close to the centerline for z/D, > 
4 the shear stress production is underpredicted. 
The global accuracy of the k - E eddy viscosity 
model can be considered satisfactory. The reported 
model over-prediction of spreading rate (without any 
constant functionalization), for free single jets was not 
observed. This may be associated with the differences 
between this flow configuration and the basic single 
free jet. There are well-known problems associated 
with the prediction of free jets using standard second- 
order closures, for example, overprediction of turbu- 
lent shear stresses. So the present flow configuration 
is adequate to test second-order closures adequate to 
complex strained 3-D flows. The present paper tries 
to quantify the limitations of the k - E eddy viscosity 
model by separating the discretization error contri- 
bution that was considered to be smaller than errors 
induced by the closure assumptions. 
Conclusions 
The velocity characteristics of a turbulent free multijet 
flow have been predicted and compared with reported 
LDV measurements. A higher-order convection dis- 
cretization scheme (quadratic upstream) was used to 
reduce false diffusion errors. The computational do- 
main was subdivided into a number of computational 
boxes, and the radial coordinate was expanded from 
one box to another to take into consideration the flow 
spreading rate. 
The k - E turbulence model provides a close rep- 
resentation of the mean velocity measurements except 
in the vicinity of the recirculating flow region, where 
the eddy viscosity hypothesis is particularly inappro- 
priate. The calculated values of normal stresses are 
substantially in error in this region and at the multijet 
outer entrainment mixing zone. The discrepancies be- 
tween calculated and measured values should be at- 
tributed to turbulence model assumptions. The satis- 
factory agreement between the predicted and the 
measured mean velocity field suggests that the flow 
model used is adequate for many engineering purposes 
involving free multijet flows. The numerical method 
and solution algorithm provide an accurate tool to pre- 
dict free flows. Comparisons of predictions obtained 
with second-order differential stress models and the 
k - E eddy viscosity model regarding accuracy of the 
predicted turbulence fields in the near-exit multijet flow 
region are required. 
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