Precise estimates of presence probabilities in the branching random walk  by Rouault, Alain
Stochastic Processes and their Applications 44 (1993) 27-39 
North-Holland 
27 
Precise estimates of presence probabilities in 
the branching random walk 
Alain Rouault 
Statistique Appliqke, UniversitC Paris Sud, Orsay, France 
Received 14 May 1991 
Revised 17 October 1991 
In the subcritical speed area of a supercritical branching random walk, we prove that when the number 
of generations grows the probability of presence is asymptotically proportional to the corresponding 
expectation as in a subcritical Galton-Watson process. This improves a known result on the logarithm 
of this probability. The basic tools are a discrete version of the Feynman-Kac representation and large 
deviations. 
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1. Introduction 
In a branching random walk on [w, each particle lives one unit of time and then has 
daughter-particles whose positions (relative to their mother) are given by a realization 
2 of a point process. Offsprings of different particles are i.i.d. The random measure 
(point process) on [w describing the positions of particles of the nth generation is 
called 2, (with 2, = So representing one ancestor at the origin). 
The intensity measure p = EZ is assumed to have a finite mass IIp(( > 1 (super- 
critical branching) and to be non-lattice (a slight change is needed in the lattice 
case). We assume also that 2 is nonzero almost surely (no extinction). 
When p has exponential moments the description of the propagation is known; 
see Biggins (1977, 1979). Roughly speaking, there is a competition between the 
growth rate of the population and the large deviation rate of the underlying motion. 
We assume throughout that 
L( 6) := ln(p, e”‘) < 00 for all 6 E [w, 
where (p,f) denotes Lf(x) p(dx). The propagation is controlled by the Cramer 
transform of p: 
h(c):=sup IY-L(6). 
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The Legendre duality (see, for example, Azencott, 1978) is one-to-one: 
(l9=h’(c)ec=L’(6)) * h(c)-tL(6)=6c, 
and in the sequel, when c will be fixed, 6 will mean h’(c). The function h is convex, 
h(c)/jc]-++az as IcI++co, its minimum is -ln](~L(I CO. Thus the equation h(c) =0 
has two solutions c& < cO, acting as two threshold speeds; if R, (resp. L,) denotes 
the rightmost (resp. leftmost) point of Z,,, then 
L L, + c:, and lR,+co a.s. (n+co). 
n n 
Actually, 
K={c: h(c)<o}=]c;,c,[ 
and 
H+={c: h(c)>O}=]-qc;[u]c,,+co[ 
can be considered respectively as supercritical and subcritical areas. Indeed, we have 
EZ,, = p*” (n-fold convolution of p) 
(Biggins, 1977) and for any fixed CER and 6 >O, 
e -nh(c) e -9s 
p*“(nc+l,)- 
-e -as 
J2rrnL”( 6) 6 
(n+a), 
with 1, = [-a, +6] (Bahadur and Rao, 1960; see also Theorem 3 in Stone, 1967), 
and these formulas suggest an analogy with the classical Galton-Watson process. 
If (&,),, is a Galton-Watson process with finite mean, we have 
and the asymptotic behaviour is very well known (Asmussen and Hering, 1983, is 
a recent reference): if El, > 1 and E (l, In, 5,) < 00, then 
-+ W # 0 
Ef;, 
a.s. on the non-extinction set; 
if EC, < 1 and E (cl In, 6,) < ~0, then, for some constant K > 0, 
P(~,,#O)-KEf;, (n+a). 
In the branching random walk, -h(c) acts as the logarithm of a ‘local’ mean 
reproduction in the direction c. 
The behaviour in the supercritical area H - is fully explained in the papers of 
Biggins. In 1979, he proved that if E ((Z, e”‘) ln:( Z, e”‘)) is finite for some E > s, then 
Z(nc+I.v) 
EZ,,(nc+I,) 
+ W( 6) # 0 a.s. on the non-extinction set. 
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In the subcritical area Hf, we proved (Rouault, 1984 and 1987) that if 
E(llZll ln+IIZII) is finite, then 
i ln P(Z,([ cn,+co[)#O)+-h(c) (c>c,), 
in the so-called ‘mixed sample case’ (see Kallenberg, 1983, p. 15, for the definition). 
This is a large deviation result for the rightmost position R,. 
The purpose of the present paper is to improve this result. Actually we will show 
that if E((2, e”.) lny’(Z, e”‘)) and E(l]Zll In:” ~~2~~) are finite for some B > 0, then 
for some constant K > 0 (depending on c and 6) 
P(Z,(nc+&)#O)-KEZ,(nc-l-I,) (n+CO) 
(without restriction on the type of the distribution of Z). 
The corresponding problem for the branching Brownian motion has been solved 
by Chauvin and Rouault (1988) and independently by Lalley and Sellke (1989). 
We keep the basic idea. As a function of n and x, P(Z,,(x + Ifi) # 0) satisfies a 
KPP-Fisher-like equation and we represent it by a discrete version of the Feynman- 
Kac formula. The Brownian motion in the classical representation is now replaced 
by a random walk, of distribution 11~ II/--’ and therefore the main argument using 
a Brownian bridge has to be changed for a ‘local limit’ argument. 
Notations and the result are in Section 2; the representation is in Section 3 and 
the proof (asymptotic calculus) is in Section 4. 
2. The theorem 
Let M be the space of finite counting measures on R, embedded in MF, the space 
of finite positive measures on Iw, endowed with the vague topology and its borelian 
a-algebra. Let P(dZ) be a probability distribution on M. It describes the offspring 
of one particle (relative to its own position). The dynamics is that of the classical 
branching random walk of Biggins (since 1977) with the initial ancestor at the origin. 
We also use the notation P for the distribution of the spatial branching process 
built from P. See Neveu (1986) or Chauvin (1986) for the complete description of 
branching trees and also Rouault (1987) for trees marked by point processes. If u 
is the notation for a particle, X,, for its position, and sn for the population of the 
nth generation, the corresponding point process is 
where 6, is the Dirac mass in a. 
We assume that the first moment p of Z belongs to MF. Its action on any bounded 
continuous function f is 
(cL,f)= Kf)P(W. (2.1) 
M 
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To simplify the notations let us put 
Z(p) = (Z, e”) for cp E Iw (notice Z(0) = 11Z[[), 
2?~(a)=lnn(l+a) (~20). 
For 6~lR, we will say that the point process Z satisfies the assumption (A,) if 
E[Z(S)2r+,(Z(S))l and E[llZll2,+,(llZll)] are finite for some F > 0. 
In the sequel we use some notions from point process theory. The Palm distribution 
P”, x E R, is defined by disintegration: 
p(dx)P”(dZ) = P(dZ)Z(dx). (2.2) 
(Intuitively it is the conditional distribution of Z given that Z has a point at x; see 
Jagers, 1973; or Kallenberg, 1983.) If the particle 6, is removed from the population, 
we obtain the reduced Palm distribution: 
PLX:= PX((Z-&)E.), 
or equivalently, 
I 
F(x, Z) p(dx) P!“(dZ) = 
s 
F(x, Z - 6,) Z(dx) P(dZ). (2.3) 
Since the subcritical area Ht is two-sided, we formulate and prove the following 
theorem only at the right. 
Theorem 2.1. Fix c > c0 (and consequently 6 = h’(c) > 0), and S > 0. Zf (A,) holds, 
then for some constant K > 0 (depending on c and 6): 
P(Z,,(nc+Z,)#O)-KEZ,(nc+Z6) (n+co). (2.4) 
This result can be used to show a Yaglom theorem and a ‘conditioned tree’ 
theorem. They are just translations of Theorems 3,4,5 of Chauvin and Rouault 
(1988) and the proofs are straightforward. Since this last result can help in reading 
the next section, let us mention it in detail. 
Let (a, 9, P) be the Neveu space of trees with marks in M, and (g,,)nBO its 
natural filtration. For c E R, let P: be defined on (a, 9) by 
(2.5) 
A typical realization of a tree under P: is obtained first by sampling x, in [w according 
to 
iG(dx) = e 
+&9)~(dX), (2.6) 
and then by sampling a point process Z according to P”1; the result is 8,. From x, 
as a node we iterate the procedure (sampling x2 according to F,9, and Z according 
to P”z and shifting and so on). From other points (nodes) of I,, we start P-distributed 
unconstrained trees. 
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If c E H+, P and P* are mutually singular, and if (A,) holds, then PT is precisely 
the distribution of the tree under the constraint that in the remote future there is 
some particle of speed c, 
For related results see Rouault (1981) and Chauvin, Rouault and Wakolbinger 
(1990). 
3. Representation formula (discrete Feynman-Kac) 
Let 
u,(X)=P(Z”(x+z~)#O), n>o, XER, 
(3.1) 
no(x) = 1 1 if xEl,, 0 ifx$&. 
Conditioning with respect to the first generation g,, the branching property gives 
u,(x)=l-~[l-uu,_,(x-~)] (3.2) 
where $ is the generating functional defined for f measurable, 0 <f~ 1, by 
A first-order Taylor development of the function 
AE[O,ll+l- I-I {l-Af(&)l 
Utdl 
gives (Asmussen and Hering, 1983, FM formula p. 159) 
1 - ‘kc1 -f) = j-I,,,/(y) { j-; exp(;$;;Af)) dh } Z(dy) P(U), 
(3.3) 
and by the classical Palm disintegration, see (2.3), 
(3.4) 
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Using (3.2) and (3.4) recursively, we proved the (implicit) representation: 
Proposition 3.1. Let (X,,) be a sequence of independent &distributed random vari- 
ables, and (S,) the partial sums. Then 
[l-exp(Z,In(l-Au,_,(x-Sk_,-.)))] 
x PtXk(dZ) dh . 0 (3.5) 
This formula should be compared with two similar ones. The first one is the ‘pure 
motion’ counterpart of (3.5). It is obtained by linearization of (3.2) and describes 
v,(x):= EZ,(x+Zs), 
which satisfies, for any real x, 
u,(x)= IIPll”Euo(x-S,), (3.6) 
u,(x) G v,(x). (3.7) 
The second one is the ‘pure branching’ counterpart. In a subcritical Galton-Watson 
process &,, the probability of non-extinction y,, = P(&, # 0) satisfies 
Yn = (‘%I) fi [1 -d%-k)] 
k=l 
for some function p. Our asymptotic analysis of (3.5) uses some features of both of 
these ‘extreme’ models. 
In the branching Brownian motion case, the process in the representation is 
Brownian (Chauvin and Rouault, 1988). 
4. Proof of the theorem 
4.1. Sketch of the proof 
As is natural in large deviations, consider the (change of) probability pJ defined by 
vg E C,(R), 
I 
g(x) p,(dx) = g(c-y) e’YPL(s) p(dy), (4.1) 
or, see (2.6), 
/+(dx)=bil(c-dx). 
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The distribution pG has mean zero and variance p2 = F( 8). Let Pa (and E,) be 
the probability (and expectation) corresponding to a pS-distributed random walk. 
The use of this random walk is natural if we think of the tree interpretation (end 
of Section 2). 
Relabelling the variables in (3.5) we obtain 
u,(cn) =e -nh(C)E9 1 ii(K) kfi, [1_Pk(Xk, Sk, &)I I (4.2) 
where 
JJ 
1 
._ 
.- [l-exp(Z,ln(l-hu,_,(ck+s-y-.))]dhP!’-”(dZ), (4.3) 
M 0 
ii(s):= e”“uo(s). 
The representation (4.2) leads to a ‘local limit’ type problem, non-linear since p 
depends on U. We split up the proof of the theorem into two parts. In a lemma, we 
solve a ‘linear’ version, assuming that the functions Pk are known and satisfy some 
conditions. Then we prove that these conditions hold for (4.3), using a priori 
estimates based on (3.7), and (A,). 
4.2. Lemma needed for the proof of the theorem 
Lemma 4.1. Let v be a probability distribution on Iw, non-lattice, with mean zero and 
finite exponential moments. Let (Xk)&, a sequence of independent v-distributed 
random variables. Let u be a nonnegative, bounded, directly Riemann integrable 
function, of nonzero integral. For every k, let ok, 
(x, y, s, E R’+ PkcX, Y, s, E Lo, l[, 
be a measurable function, Riemann-integrable on compact intervals in s. 
Assume that there exists a measurable function a from [w* in IO, +a[ such that for 
some 77 > 0, 
AkL- sup ok(x,y,s)+O (j+co), 
3 “j yGk7 
(4.4) 
umformly for x in the support of v and all s, with 
J a(x, s) dv(x) <co 
for all s, and assume that the function b, 
s + b(s) := J u(s+x)a(x, s+x) v(dx  
(4.5) 
(4.6) 
is directly Riemann-integrable. 
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Then, 
6) E 1 kfj, [l _Pk(Xk, Sk, s)l I > 0 for all s, 
(ii) a= E u(S,) fi [1 -P!f(& Sk, Sn)l 
k=l I 
fi il-PkcXk, sk, s)l 
k=L 
where cr2 = EX:. 
Proof. (i) It is sufficient to show that for all s, 
E fi [I-pk(Xk,Sk,s)]‘l (j,n+CQwithj>n). 
k=j 
Fixing n > 0 from (4.4), we have 
n 
O<I--E kGj [l-Pktxk, Sk, s)l 
s kij p(& 3 krl)+ i 
k=j I 
,“:E PktX, y, s, ddx). 
Since the distribution v has mean zero and exponential moments, the classical 
results on large deviations show that the first term in the right-hand side goes to 
zero. For the second one, apply (4.4) and (4.5). 
(ii) We turn to the proof of (4.8). To mimic the branching Brownian motion case 
(Chauvin and Rouault, 1988), we would have to show that (roughly) the distribution 
of (Xk)ksn, conditioned on S, = s, ‘goes to’the unconditioned distribution of (Xk)k&, 
as n + 00. We would then have 
E k~l[l-pk(xk,sk,~)l/s,=~ ki.)~-P*(xk~sk~s)l 
for all s, and it would remain to invoke the local limit theorem. We failed to do 
this for lack of a representation of all the conditioned distributions on the same 
space, like for the Brownian bridge. The following proof is slightly more technical. 
Set 
u(S,) fi [l -PkcXk, Sk, %)I 
k=l 
; [I-Pk(Xk,&,S)] 
k=l 
Fix j and define for n > j + 1, 
n(%) fi [l -PkcXk, Sk, %)I 
k=l 
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which, conditioning in X,+1,. . . , X,,, gives 
Ij, = Egj(S,,) 
where 
It is easy to prove that gj is directly Riemann-integrable and therefore the local 
limit theorem yields 
n 
By Fubini’s theorem 
I; = [l -~k(Xk, Sk, s)l 
and since ?,\I, it is sufficient to prove that 
lim lim sup &GG( Z’, - Z,) = 0. 
j ~DJ 
With the same n as in (i), we have 
O<fi(Zi,-I,) 
svsii i E[u(S,); s kzk”?] 
jtl 
+v”%iE U(f%-, +X) i SUP Pk(X, y, %I +X) ddx) 
,+I yz-kn 1 
:= A,,, + B,,,. 
For A,,,, it is sufficient to prove that there exist n, 2 1, C, > 0 and C7 > 0 such that 
d?%& E[u(S,,); Sk 2 kv]s C, epCzk (4.7) 
for all n > 2n, and k E [n,, n]. The classical large deviation inequality (Bahadur and 
Rao, 1960) yields n,, Cz and C3 such that 
P(Sk > kv) < C3km’/2 eecik (4.8) 
for all ksn,. 
Take n > 2n,. Since u is bounded, (4.7) holds for all k 2 n - n, with C, instead 
of C, . For k E [C, , n - C,[, we use a conditioning on S,. Setting 
(TV%+ Eu(s+S,,)- j u(x)exp(-5) dx], 
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we have 
By the local limit theorem (Stone, 1965, Lemma 2), we have 
A,+0 as p-,00. 
This implies, by means of (4.8), that (4.7) holds with some C4 instead of C,. Choose 
C, = max( C,, C,), then (4.7) holds for all k E [n,, n]. We have proved: 
lim lim sup Aj,n = 0. 
i n 
To end with the proof, we claim: 
Bj$ G r,&z Eb(S,_,), 
with b defined in (4.6), and Y, + 0 as j + 00. It is then sufficient to apply (4.4) and 
the local limit theorem. 0 
4.3. End of the proof of the theorem 
It remains to prove that (AB) implies the assumptions of Lemma 4.1. The functions 
pk and u = U are defined in (4.3) (see also (3.4)), and u = j+. We are going to follow 
the classical way in branching process theory: an ‘X In X’ assumption implies a 
condition on the remainder term in the first-order expansion of the generating 
functional (Asmussen and Hering, 1983, p. 180). To find a suitable function a, first 
take n such that 
c - ?j := y > C(, . 
Since uI, is bounded by 1, we deduce from (3.7) and the classical Chernov inequality, 
for any k > 1 and y real, 
u,(ky+y)~exp-[kh(y)+yh’(y)l+ (4.9) 
(x+ = max(x, 0); xP = max(-x, 0)). To insert this a priori bound in (4.3), let 
.:=max[j;sup{k:Z([$$),+m[)#O]] 
(7 is finite since 2 is a finite counting measure), and for k 2 T, 
w(A, k):=(Z,-ln(l-h exp[-kh(y)+h’(y).])). 
Let I’x,,Y be the probability defined on M by its action on cylindrical functions: 
&,.Y@((Z,f )) := @((Z, f(. - y-s))) P!‘-“(dZ). 
M 
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We have now, from (4.3) and (4.9), 
c sup Pk(X, Y, s) 
kaj yskr) 
s c ~x,,(.~k)+~x,s C [1-exp -w(A, k)] 
ksj-1 k>r+l 
:= R,+ R2. (4.10) 
The function k + w( A, k) is decreasing, so by the classical sum-integral comparison, 
we obtain 
C [l-exp -w(h, k)]s 
k>r+l I 
+O” [l-exp-w(A,k)]dkSC,ln[l+w(A,~)] 
7 
(use a change of variable and the bound (-aw/dk) 2 h(y)w, see also Asmussen and 
Hering, 1983, Proposition 4.3, p. 180). The inequality 
1 
I [ 0 
In 1-irln(l-Aai)] dA~2ln(l+~, a;) 
for 0 S a,, . . . , up S 1, gives 
R,c C6E$U(Z, exp[-rk(y)+k’(y) *I)} 
=z G&,s(=%(llzll); ~>j)+ GJ%,~~~Z[~‘(~)I exp-.Nr)). 
:= Rz,, + R2,2. (4.11) 
To find a bound for R, and Rz,l, we need a look at the tail of T. For any cp > 0 
and .$ > 0, there is a constant C, such that 
1 c C,k-c2c[Z(cp)] on ~2 k. (4.12) 
Pick up .s < 1 from assumption (AB), a0 E ]h’( -y), 6[ and cp = a,/( 1 + E). Apply (4.12) 
first with 5 = 1 + E, 
RI s C,j-“E,,,{~,+,[Z(cp)l}, 
and again with 5 = E, 
R 221 == ~~j~“~~,,~~~C~~cp>l~~~ll~II~~. 
Formulas (A.l), (A.2), and (A.3) of the Appendix give 
(4.13) 
(4.14) 
R 2.2 c Cloj-’ e’O”- 
I 
(1 +Xr+,[Z(h’(y)]} I’!‘-“(dZ). (4.15) 
M 
To apply Lemma 4.1, we choose 
a(x, S) = e “~s-~c-x~~+~~*,~ll~ll~+~*+~r~~6)1). 
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From (4.1) and (2.2), 
e -0,s- a(~, s) v(dx) 
= Ey{l+~,+,(IIZll)+~t+,[Z(~)l} esydLca) p(dy) 
=e -L’“‘E{Z(~){l+~,+,(llZll)+~,,,[Z(~)l}}, 
and in view of (A,?), assumption (4.5) of Lemma 4.1 is checked. 
Since for any cp E [0,6] and Z E M, 
Z(cp)~ IlZll +z(6), 
we deduce easily from (4.10), (4.11), (4.13), (4.14), (4.15) that assumption (4.4) of 
Lemma 4.1 holds. Checking (4.6) is routine. q 
Appendix (some properties of 9) 
9,(ab)<max(a, 1)9,(b) for any a, b>O, (A.11 
1+2,+,(b) 
9,(ab) =z zc(l,J;;) for any a < 1, b > 0, (A.2) 
E,,,2?,,[Z(cp)] = El’-“Z,,[Z(cp) e-a(s+r)] 
< evqs mE”P”=!TT[Z(q)] for any x, s E R, and 7, cp > 0. 
(A.3) 
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