Abstract-Superpixel segmentation partitions an image into perceptually coherent segments of similar size, namely, superpixels. It is becoming a fundamental preprocessing step for various computer vision tasks because superpixels significantly reduce the number of inputs and provide a meaningful representation for feature extraction. We present a pixel-related Gaussian mixture model (GMM) to segment images into superpixels. GMM is a weighted sum of Gaussian functions, each one corresponding to a superpixel, to describe the density of each pixel represented by a random variable. Different from previously proposed GMMs, our weights are constant, and Gaussian functions in the sums are subsets of all the Gaussian functions, resulting in segments of similar size and an algorithm of linear complexity with respect to the number of pixels. In addition to the linear complexity, our algorithm is inherently parallel and allows fast execution on multi-core systems. During the expectationmaximization iterations of estimating the unknown parameters in the Gaussian functions, we impose two lower bounds to truncate the eigenvalues of the covariance matrices, which enables the proposed algorithm to control the regularity of superpixels. Experiments on a well-known segmentation dataset show that our method can efficiently produce superpixels that adhere to object boundaries better than the current state-of-the-art methods.
Prop. 1 Accuracy: Superpixels should adhere well to object boundaries. Superpixels crossing object boundaries arbitrarily may lead to catastrophic results for subsequent algorithms. Accuracy is the most important requirement for any segmentation task [6] [7] [8] [9] .
Prop. 2 Efficiency: As a preprocessing step, a superpixel algorithm should have a low computational complexity. This property is critical for real-time applications [7] , [10] .
Prop. 3 Similar size: Superpixels should be similar in size. This property enables subsequent algorithms to handle each superpixel without bias [10] [11] [12] and distinguishes superpixels from other over-segmented regions [13] .
Prop. 4 Regularity: Constructing a graph for subsequent algorithms is easy when superpixels have regular shapes [10] . Moreover, regular-shaped superpixels are visually pleasant, which is helpful for the analysis of algorithm designers [14] [15] [16] .
Under the constraint of Prop. 3, various superpixel algorithms have been proposed to meet the needs of different computer vision applications. As an example, the results of six state-of-the-art algorithms are plotted in Figs. 1a-1f. Color similarity is well handled in SEEDS [7] and ERS [8] to produce highly accurate superpixels. However, their superpixels have considerably irregular shapes even in homogeneous regions (Figs. 1a-1b) . Spatial proximity is well handled in NC [17] and LRW [15] to generate regular-shaped superpixels. Nevertheless, several object details (e.g., the back or the left horn of the cattle in Figs. 1c-1d) are lost, which results in low accuracy. Even worse, NC and LRW run extremely slow due to their high computational complexities. As shown in Figs. 1e-1f, SLIC [10] and LSC [9] produce moderately regular-shaped superpixels because color similarity and spatial proximity are well balanced. However, they fail to segment the left horn of the cattle from the background.
In this work, each superpixel is associated with a Gaussian distribution; each pixel, represented by a random variable, is described by a weighted sum of several Gaussian functions, which is the key idea of (GMM) [18] . However, the GMMs proposed previously, such as the classical GMM [18] [19] [20] and the mixture of GMMs [21] , cannot be directly applied to superpixel segmentation. This is because the previous GMMs do not encode the required property of similar size and have relatively high computational complexities. The Gaussian functions in the proposed GMM are summed with the same weight (refer to Section III-A for more details) to satisfy Prop. 3. In the expectation-maximization (EM) solutions of the previous GMMs, the high computational complexities are caused by that the parameters of each Gaussian function need Fig. 1 . Superpixel segmentations by seven algorithms: (a) SEEDS [7] ; (b) ERS [8] ; (c) NC [17] ; (d) LRW [15] ; (e) SLIC [10] ; (f) LSC [9] ; and (g) our method. Each segmentation has approximately 200 superpixels. The second row zooms in on the regions of interest defined by the black boxes in the first row. Notably, the result of our method exhibits almost no under-segmentation error.
the information of all the data points. In other words, the points grouped in a given cluster can appear everywhere in the feature space. To reduce the computational complexities, we model each pixel in this study with a pixel-related GMM, in which the Gaussian functions form a subset of the all the Gaussian functions and are related to the spatial position of that pixel. Thus, only a subset of the pixels is used to estimate the parameters of a given Gaussian function, which accounts for a low computational complexity. Further theoretical analysis can be found in Section III. With the two modifications, our method can easily outperform the state-of-the-art methods in terms of accuracy. However, the generated superpixels may have wiggly boundaries, and certain covariance matrices may become singular, especially when a superpixel covers a region of constant color. To overcome these issues, we impose two parameters on the eigenvalues of all the covariance matrices during the EM iterations. As will be discussed in Sections III-C and IV-A, the two parameters can prevent covariance matrices from being singular, control superpixel shape, and reduce the number of wiggly boundaries. We plot an example in Fig. 1g and list our contributions as follows.
1)
We propose a pixel-related GMM for each individual pixel, which allows the superpixels to spread locally over an image and further result in an algorithm with a lower computational complexity than the EM algorithms of GMMs proposed previously (refer to Section III). 2) In the pixel-related GMM, each Gaussian distribution has the same probability of being selected, that is, Gaussian functions are summed with the same weight, which leads to superpixels of similar size, as discussed in Section III-A.
3) The proposed algorithm offers an option to control the regularity of superpixel shapes, as introduced in Section III-C. This option has not been well explored in the previous GMMs. 4) Our algorithm is inherently parallel and allows fast execution on parallel computers (see Sections III-D and IV-B). 5) The proposed approach provides better accuracy compared with the state-of-the-art algorithms (refer to Section IV-C).
The rest of this paper is organized as follows. Section II presents an overview of related works. Section III introduces the proposed method. Experiments are discussed in Section IV. Finally, Section V concludes the paper.
II. RELATED WORKS
Superpixel was first introduced by Ren and Malik [22] . In the last decades, various superpixel algorithms have been proposed, each having strengths and weaknesses [23] [24] [25] [26] . Going into details of all the superpixel algorithms is beyond the scope of this paper, but we refer the reader to [27] [28] [29] for more comprehensive reviews.
In [30] and [22] , NC uses the normalized cuts algorithm [17] to partition an affinity matrix formed from contour and texture cues [31] ; spatial proximity is implicitly considered in these cues, which results in considerably regular superpixels. However, the computational complexity of this method is relatively high, that is, approximately O(N 3/2 ) [12] where N the is number of pixels. Its efficiency is even worse because of the computation of its dependence, namely, the contour and texture cues [31] . LRW [15] is another algorithm that can produce regular and visually pleasing superpixels by considering the compactness constraints in an energy function where pixels are represented by texture features instead of intensities. However, LRW suffers from extremely slow speed due to its high computational complexity, that is, O(n N 2 ) where n is the number of iterations.
By using level-set-based geometric flow where a compactness constraint is encoded, TurboPixels [12] provides a faster solution than NC [30] and LRW [15] in extracting regularshaped superpixels. However, TurboPixels presents relatively low accuracy and is slow in practice due to the stability and efficiency issues of the underlying level-set method. In [11] and [13] , spatial constraints are incorporated into an image gradient, on which marker-based watershed transform is performed to generate superpixels. These two methods run faster than TurboPixels [12] . Nonetheless, spatial constraints decrease the accuracy of the watershed transform, which results in relatively low accuracy. Another method that generates regular-shaped superpixels similar with [11] [12] [13] was introduced in [32] where regularity is encoded in the smooth term of its energy function. However, this algorithm also suffers from poor accuracy [9] . Moreover, on the basis of precomputed line segments or edge maps, superpixels were extracted in [33] and [14] by aligning superpixel boundaries to lines or edges. These two methods can generate superpixels with considerably straight boundaries. However, the accuracy of the superpixels relies heavily on the precomputed edge maps.
Moore et al. proposed an approach to extract superpixels that conform to a grid by gradually adding horizontal and vertical paths in strips of a precomputed boundary map using s-t min-cut and dynamic programming. Although this method has been carefully designed to ensure that each horizontal and vertical path only crosses once and that no two parallel paths cross, sticking of paths is not excluded from their model, resulting in disconnected superpixels. Moreover, this method has a nonlinear computational complexity of O(N 3/2 log N), which does not include the computation of the boundary map that strongly influences its accuracy and speed. The idea of modeling superpixel boundaries as paths (or seam carving [34] ) or the use of graph cut and dynamic programming is borrowed by later variations or improvements [35] [36] [37] [38] [39] . In these methods, each superpixel is identified by separated and independently optimized boundaries. Thus, although the optimal boundaries fit the ground truth, the pixels of a superpixel cannot be guaranteed to belong to the same object.
Aiming to optimize an energy function where color homogeneity and smooth boundaries are encouraged, SEEDS [7] , [40] iteratively exchanges superpixel boundaries in a hierarchical structure. However, the hierarchical structure makes it difficult to control the number of superpixels. In ERS, Liu et al. [8] proposed an objective function in which color homogeneity and similar size are encoded. To optimize the function, they presented an algorithm to sequentially add edges to an empty graph edge set until the desired number of superpixels was reached. Although SEEDS and ERS report state-of-the-art accuracy, they produce superpixels of considerably irregular shape, which is a potential drawback for subsequent applications.
Numerous methods use the objective function of k-means or its variations (e.g., [6] , [9] , [10] , [41] [42] [43] ). Among these algorithms, the most well-known is SLIC [10] due to its simplicity and efficiency. SLIC generates superpixels by iteratively applying k-means in a combined 5D coordinate and color space. Many approaches have followed the idea of SLIC to either decrease its run-time [13] , [44] [45] [46] or improve its accuracy [42] , [47] . Instead of performing on the 5D vectors similar to SLIC [10] , LSC [9] , [48] applies a weighted k-means to extract superpixels by mapping the 5D vectors to a 10D feature space, which significantly improves the accuracy of SLIC [9] . k-means is good at fitting spherical clusters. However, it may fail to segment objects with other shapes, such as elongated objects.
Although FH [49] , mean shift [50] , watersheds [51] , and MCG [52] have been referred to as "superpixel" algorithms in [53] and [54] , they are not covered in this paper because they produce segments of vastly varying size. The variation in sizes is mainly because these algorithms do not offer direct control to the size of the segmented regions. Structureor content-sensitive superpixels in [55] and [56] are also not considered as superpixels because they do not aim to extract regions of similar size (see Prop. 3 in Section I).
A large number of superpixel algorithms have been proposed. However, few models have been presented, and efficiently extracting superpixels with high accuracy still remains a challenge. In this work, we propose an alternative model to address the superpixel problem. Our method presents better accuracy than the state-of-the-art superpixel algorithms without relying on precomputed boundary maps or complicated texture features while maintaining similar regularity with LSC [9] . The proposed algorithm provides parameters for controlling the regularity of superpixels, making outperforming LRW [15] possible at small superpixels.
III. THE METHOD

A. Model
Let i denote the pixel index of an input image I of width W and height H . Hence, the total number of pixels N of image I is W · H , and 
Most existing superpixel algorithms require the desired number of superpixels K as an input. However, instead of using K directly, we use the desired superpixel width v x and height v y as essential inputs. If K is specified, then v x and v y are obtained as follows.
If v x and v y are preferred, then assigning them the same value is encouraged. Using Eq. (2), the desired number of superpixels K is computed when v x and v y are directly specified, or re-computed in the case when v x and v y are obtained by Eq. (1).
For simplicity, we assume that W mod v x = 0 and H mod v y = 0. Each superpixel corresponds to a Gaussian distribution; thus, K distributions are used in our model, the value of which ranges from hundreds to thousands in practice. Gaussian function p(·; ·) is defined in Eq. (3), in which vectorẑ and the Gaussian parameters in setθ def = {μ,ˆ } are separated by a semicolon. The following text may refer to p(·; ·) with different symbols forẑ andθ , in which case, the new symbols replaceẑ andθ based on their positions relative to the semicolon.
where D is the number of components inẑ. Each superpixel
Similar toθ , parameter set θ k is composed of mean vector μ k and covariance matrix k corresponding toμ andˆ respectively. In our model, one of the key points is our locality constraint that superpixel k can only appear in a local region defined by I k , which is a subset of V (see Eq. (4) and a visual illustration in Fig. 2 ). For convenience, we refer to I k as the distributing region of superpixel k or the k-th distributing region. Apparently, most of the distributing regions cover 3v x and 3v y pixels along width and height, respectively.
and for any given superpixel k ∈ K, we have
Corresponding to I k , superpixel set K i contains the following possible labels of pixel i .
With the above definition, the superpixel sets K i in the k-th distributing region must contain k. This result supports our locality constraint. Moreover, in most of the distributing regions, K i have the same number of elements, that is, |K i | = 9. In summary, superpixel segmentation in this study aims to assign a unique label in K i to pixel i (note that each pixel i has its own superpixel set K i ). LetL i ∈ K i be a random variable representing the superpixel label of pixel i . Vector z i is now treated as an observation of pixel i represented by a random variable Z i . Our pixelrelated GMM is then defined as a p.d.f.
where Pr(L i = k) is the probability ofL i taking label k and is defined to be a constant P i def = 1/|K i |, where | · | is the number of elements in a given set. Using P i , Eq. (11) simplifies to
which indicates that each Gaussian distribution in K i has an equal chance to generate pixel i . Therefore, for most of the superpixels, the expected values of their sizes will be
Consequently, superpixels tend to have the same size v x · v y . Note that pixels may have different distributions when K i K, which is the most common case and an important difference between our GMM and the previous GMMs.
Once the estimates of the parameters in set θ def = {θ k |k ∈ K} are found, pixel i 's label L i can be obtained as follows.
Using Bayes' theorem, we have
Therefore, Eq. (14) can be rewritten as
B. Parameter Estimation
Suppose that Z i , i ∈ V , are independently distributed. Parameter set θ is estimated through maximum likelihood estimation to maximize the following log-likelihood.
Clearly, i∈V log P i is constant, thus maximizing f (θ ) is equivalent to maximizing
which is optimized by the EM algorithm by iteratively maximizing a lower bound (i.e., Q(R, θ ) in Eq. (20)) to L(θ ) using two steps, namely, the expectation step (E-step) and the maximization step (M-step).
where the last line follows Jensen's inequality given that
In E-step, we calculate R given the current estimates of the parameters in θ . The lower bound Q(R, θ ) is expected to be tightly attached to L(θ ) to further maximize the loglikelihood in M-step. To this end, R is required to ensure L(θ ) = Q(R, θ ). Eq. (21) is a sufficient condition for Jensen's inequality to hold the equality of the inequality L(θ ) ≥ Q(R, θ ) in Eq. (20) .
where α is a constant. Given k∈K i R i,k = 1, constant α can be eliminated, and R i,k can thus be updated by Eq. (22) .
In M-step, parameter set θ is updated to maximize Q(R, θ ) given R. We initially calculate the derivatives of Q(R, θ ) with respect to the mean vectors and the covariance matrices and set the derivatives to zero, as shown in Eqs. (23)- (25) . By solving Eq. (25), the parameters are updated via Eqs. (26)- (27) .
After initializing θ , its estimate is obtained by iteratively updating R and θ using Eqs. (22), (26) , and (27) until they converge.
C. Algorithm in Practice
Although the estimate of parameter set θ in Section III-B supports full covariance matrices, as shown in Eq. (27) , only block diagonal matrices, which are more computationally efficient than full matrices, are used in this work (see Eq. (28)). Moreover, we have also found that full matrices will not result in better accuracy.
where k,s and k,c denote the spatial covariance matrix and the color covariance matrix of superpixel k, respectively. For color images, splitting their color covariance matrices into lower-dimensional matrices is encouraged to save computation. For example, when an image is represented by CIELAB color space, placing color-opponent dimensions a and b into a 2 × 2 covariance matrix is preferred. In this case, k,c in Eq. (28) will become
However, we keep using Eq. (28) to discuss the proposed algorithm for simplicity. By substituting Eq. (28) into Eq. (24), the block diagonal matrices k are updated as
where z i,s and μ k,s are the spatial components of z i and μ k , and z i,c and μ k,c are the intensity components for grayscale images, or the color components of z i and μ i for color images, respectively. The spatial covariance matrices and the color covariance matrices are positive semi-definite in practice; thus, they may not be invertible occasionally. To address this issue, after each M-step of the EM iterations, the eigenvalues of k,s and k,c are respectively truncated to two positive constants s and c . These two constants can also be used to control the regularity of the generated superpixels by weighing the relative importance between spatial proximity and color similarity, because eigenvalues of covariance matrices can serve as distance normalizers in Gaussian functions. For example, a larger c produces more regular superpixels, because it reduces the importance of color similarity. The values of s and c are discussed in Section IV-A. Superpixels are expected to be evenly distributed in images; thus, the mean vectors are initialized using K pixels at fixed horizontal and vertical intervals v x and v y , respectively, that is, μ k = z j , where
Initializing the covariance matrices near their final estimates, which are local optima implying similar size and color homogeneity, is desired to achieve a rapid convergence. To this end, the spatial covariance matrices are initialized with diag(v 2 x , v 2 y ), which reflects our desire for superpixel size v x · v y . We initialize k,c with diag(λ 2 , λ 2 , λ 2 ) where λ is expected to be a small color distance within which two pixels are perceptually uniform. (Refer to Section IV-A for the effects of different values for λ.)
Once parameter set θ is initialized, the EM algorithm begins to iterate until a tolerance is reached. Generally, under this termination criterion, Gaussian distributions produced by a larger number of iterations fit pixels better, which implies higher accuracy, than a smaller number of iterations. However, a larger number of iterations introduce more computational burden. Therefore, we set the number of iterations T to 10 in the following experiments to balance efficiency and effectiveness.
Algorithm 1 The Proposed Superpixel Algorithm
After assigning labels to pixels via Eq. (16), in which connectivity of each superpixel is not guaranteed, we add a postprocessing step to enforce connectivity. This step is conducted by merging small connected segments with one of their neighboring segments. If two segments must be merged, then their colors should be similar to achieve high segmentation accuracy. The merging operation starts from the smallest segment to avoid oversized superpixels. First, we find all the connected segments, in which pixels are connected and have the same label, and sort them by size in ascending order. Next, we sequentially evaluate the sorted segments. If the size of the current segment is less than a quarter of the desired superpixel size, then we mark the current segment as source segment. Among all the neighboring segments of the current source segment, the one with the closest color is marked as destination segment. The source segment is then merged with its destination segment. At the same time, the size of the source segment is cleared to zero, and the size of the destination segment is updated by adding the size of the source segment. After merging, each connected segment forms a superpixel. Before the postprocessing step, superpixel k can be theoretically guaranteed to never appear in any regions other than I k (see Section III-A). However, this condition may become untrue because pixels are relabeled in the postprocessing step and each new label cannot reflect the position of the corresponding superpixel.
Finally, we summarize our algorithm in Algorithm 1.
D. Analysis on the Proposed Method
By the definition of K i , we have 1 ≤ |K i | ≤ 9 for i ∈ V . Therefore, updating R has a computational complexity of O(T · N), which is actually O(N) because the number of iterations T is constant. By the definition of I k , we have (26), (30) , and (31), the computational complexity of updating
Clearly, computing L i is also of linear complexity (see Eq. 16). In the postprocessing step, finding all the connected segments requires O(N) operations. The number of source segments must be less than the total number of the connected segments; thus the computational complexity for merging must be less than O(N). In our implementation, the sorting procedure requires O(m log(m)) operations, where m is the number of connected segments. We tested our implementation on 500 nature images using seven different superpixel sizes. The results show that the procedures for sorting and merging need 0.013% and 0.37% of the total time, respectively. The time consumed by the sorting and merging procedures is relatively small and can be ignored in practice; thus the proposed algorithm is of linear complexity O(N). In addition to the low computational complexity, the time consuming parts, namely updating R and θ , provide pixel-level and superpixel-level parallelism, respectively, which is clearly shown in Eqs. (22), (26), (30) , and (31).
IV. EXPERIMENT
In this section, we evaluate the algorithms in terms of accuracy, computational efficiency, regularity, and visual result. Like many state-of-the-art superpixel algorithms [9] , [10] , the proposed algorithm is performed on the perceptually uniform CIELAB space.
Superpixel segmentation plays an increasingly important role in object detection and recognition, in which high segmentation accuracy is the most critical and fundamental requirement. We adopt three commonly used metrics for quantitative comparison of accuracy, namely, boundary recall (BR), under-segmentation error (UE), and achievable segmentation accuracy (ASA). Experiments are conducted on the Berkeley Segmentation Data Set and Benchmarks 500 (BSDS500 [57] ) of containing 500 images, each of which has the size of 481×321 or 321×481 and at least four ground-truth human annotations.
• BR measures the percentage of ground-truth boundaries correctly detected by superpixel boundary pixels. A true boundary pixel is considered correctly detected if it falls within two pixels from at least one superpixel boundary. A high BR indicates that few true boundaries are missed.
• A superpixel should not cross object boundary; in other words, it should not cover more than one object. To quantify this notion, UE calculates the percentage of superpixels that have pixels "leak" from their covered object as shown in Eq. (33) .
where s k and s g denote pixel sets of superpixel k and ground-truth segment g, respectively. Setting = 0.05 is generally accepted. A lower UE indicates better segmentation accuracy.
• With the formula defined in Eq. (34), ASA measures how much accuracy a superpixel segmentation can achieve if each superpixel is assigned the ground-truth label that covers the largest portion of that superpixel. A higher ASA indicates better segmentation accuracy.
where G is the set of ground-truth segments. 
High computational efficiency is another important requirement for subsequent applications, which is especially true for real-time applications. Execution time is used to quantify this property in later experiments.
Another property that graph-based applications may prefer is high regularity, because constructing a graph on regularshaped superpixels is easy [10] . We use the weighted isoperimetric quotient (WIPQ), defined in Eq. (35) , to measure regularity by computing the relation between the area of a given shape and a circle of the same perimeter as this shape [58] , [59] . Superpixels with irregular shapes (shapes not close to circles) or with wiggly boundaries cause a low WIPQ. Shapes that are close to circles and have smooth boundaries will have a high WIPQ.
where L k is the number of the boundary pixels of superpixel k.
A. Parameter Selection
The square of λ is used to initialize the main diagonals of color covariance matrices. As mentioned in Section III-C, parameter λ should be assigned a small color distance such that the proposed method can reach satisfactory accuracy within the limited iterations (i.e., T = 10). We assign λ five different color distances to show their effects on accuracy. According to the experimental results shown in Fig. 3 , changing λ within relatively small color distances does not have a significant effect on segmentation accuracy. In this study, we select λ = 8 for all the remaining experiments, because it presents a slightly better BR than λ = 10 and generates less number of superpixels than the other smaller λ.
The imposed two lower bounds s and c provide an opportunity to control the regularity of the generated superpixels (see Section III-C). However, higher regularity generally indicates lower accuracy [13] . To show their effects on accuracy and regularity, we first assign a small value to one of them to prevent the corresponding covariance matrices from being singular. Then, we assign different values to the other parameter to determine the effects.
In our model, each superpixel is represented by a Gaussian distribution, in which eigenvalues of its spatial covariance matrix serve as shape parameters (axes of an ellipse). If we assign s with values related to the desired superpixel size, then a larger value will have two effects, that is, the generated superpixels will be forced to be close to squares and the importance of spatial similarity will be reduced simultaneously. Square shape may not be common for nature objects. A larger value for s will cause lower accuracy (see Figs. 4b-4c ). The second effect will result in superpixels with wiggly boundaries, and more boundary pixels will be generated leading to a high BR and a low WIPQ (see Figs. 4a and 4d) . We also provide a visual example in Fig. 5 .
When c is assigned a larger value, color similarity becomes less important than spatial proximity. Superpixels tend to be regular in shape (close to square) and smooth on boundaries, which further results in a high WIPQ (see Fig. 6d ). A visual example is shown in Fig. 7 , where c = 150 has more regular superpixels than c = 2. However, as shown in Fig. 6a, 6b , and 6c, regular superpixels will also bring negative effects on segmentation accuracy. From these three figures, changing c using small numbers (e.g., c = 2, 4, or 8) will not have a significant effect on segmentation accuracy. A possible reason is that most of the eigenvalues of the color covariance matrices converge to values greater than 8.
From the discussion above, it is clear that increasing solely the value of s will not bring better results in terms of accuracy and regularity. Instead of simultaneously adjusting s and c to obtain a satisfactory result, we select a small value for s to prevent the spatial covariance matrices from being singular, and leave c free for users. We arbitrarily set s = 2 because changing s with small numbers has almost no effect on both accuracy and regularity, as shown in Fig. 8 . In comparison with Fig. 7a , most of the wiggly boundaries seem to have been removed in Fig. 7c . In addition, c = 8 has similar accuracy with c = 2, as shown in Figs. Figs. 6b-6c . Thus, we set the default value of c to 8. Although this setting does not provide the best accuracy (see Fig. 6a ), the superpixels using this setting are regular in shape and visually pleasant (see Fig. 7c ), thereby allowing a suitable designing experience for subsequent applications.
B. Parallel Scalability
We test our implementation on a machine attached with an Intel(R) Xeon(R) CPU E5-2620 v3 @ 2.40 GHz and 8 GB RAM to evaluate parallel scalability with respect to the number of cores. The source code is not optimized for any specific architectures and only two OpenMP directives Fig. 11 .
Comparison of regularity. Our method presents results equally satisfactory with the current state-of-the-art superpixel algorithm LSC. are added for the updating of θ and R (see Section III-D).
As listed in Table I , run-time decreases with the increase in the number of cores for a given image. 
C. Comparison With State-of-the-Art Algorithms
We compare the proposed algorithm to eight state-of-theart superpixel algorithms, namely, LSC 1 [9] , SLIC 2 [10] , SEEDS 3 [7] , ERS 4 [8] , TurboPixels 5 [12] , LRW 6 [15] , VCells 7 [6] , and Waterpixels 8 [11] . The results of the eight algorithms are all generated from implementations provided by the authors on their respective websites with their default parameters, except the desired number of superpixels, which is decided by users. As shown in Fig. 9 , our method outperforms the selected state-of-the-art algorithms in terms of accuracy. We compare the run-time of the selected algorithms by testing them on a desktop machine equipped with an Intel(R) Core(TM) i5-4590 CPU @ 3.3 GHz and 16 GB RAM. The results plotted in Fig. 10 show that our implementation achieves the third best efficiency. Notably, the difference between SEEDS and our method is extremely small. The run-time of our algorithm increases linearly with the size of the input image, which experimentally proves the linear complexity of our algorithm (Fig. 10b) .
The comparison in Fig. 11 shows that our method achieves similar regularity with the current state-of-the-art LSC. LRW seems to be the best in terms of regularity. One possible reason for this result is that LRW performs segmentation on complex texture features with which color variations in objects have been weakened, instead of the original intensities. However, as shown in Fig. 12 , if we set c to 100, then the proposed method outperforms LRW in terms of accuracy and regularity when relatively large numbers of superpixels are generated, in which case the texture features lose their superiority. Even worse, LRW seems impractical because of its high computational and memory requirements (approximately 10 minutes and 8 GB memory for a 481 × 321 image on a reasonable desktop).
We also compare our method with two other algorithms, namely, MCG [52] and FH 9 [49] , that can produce thousands of segments of varying size. However, these two methods do not offer an explicit control over the amount of segments. For fair comparison, we use the original segmentation results of MCG on BSDS500 10 and adjust the other two methods to generate similar numbers of segments for each image. As shown in Table II , our method achieves the best performance in both accuracy and regularity.
A visual comparison is displayed in Fig. 13 . According to the zoom ins, the proposed algorithm presents the best segmentation result, especially at the elongated branches. LSC provides a considerably competitive result. However, parts of the objects remain under-segmented. The superpixels extracted by SEEDS and ERS are very irregular and their sizes seem to be somewhat unstable. The remaining five algorithms can generate regular superpixels; however, they adhere to object boundaries poorly.
D. Discussion
In superpixel segmentation, a large superpixel size indicates that a small number of superpixels will be generated. If the desired superpixel size is specified by a large value, then many details will be lost. As shown in the figures about segmentation accuracy (e.g., Fig. 9 ), segmentation accuracy worsens with the decrease in the number of superpixels.
A large size will also affect the shape of superpixels. For example, if an object is composed of two parts and the two parts are connected by few pixels (e.g., Fig. 14a ), then the object will be partitioned into two superpixels when a small superpixel size is specified (see Fig. 14b ). When a large superpixel size is desired, the two parts may form one single superpixel (see Fig. 14c ). Clearly, two superpixels have more regular shapes than one superpixel.
The positions of superpixels can also be influenced by the desired superpixel size. As shown in Fig. 15c , a large superpixel size may cause some superpixels to be surrounded by one other superpixel. Fortunately, this problem can sometimes be avoided by specifying a small superpixel size (e.g., Fig. 15b ).
V. CONCLUSION
Superpixel segmentation is becoming a fundamental technique for various computer vision tasks because it can reduce the number of inputs for subsequent applications and provide a meaningful image representation for feature extraction. However, efficiently extracting superpixels that adhere well to object boundaries remains a challenge. To address this problem, we proposed a pixel-related GMM in which each pixel is modeled by a weighted sum of Gaussian functions, each of which is associated with a superpixel. Different from previous GMMs, Gaussian functions in the weighted sum are subsets of all the Gaussian functions and have the same weights, which results in an algorithm of linear complexity and segments of similar size. We imposed two lower bounds to truncate the eigenvalues of the covariance matrices and control the regularity of superpixels. Experiments on BSDS500 show that our algorithm outperforms the state-of-the-art methods in terms of accuracy. For regularity, we achieved a performance similar with the current state-of-the-art superpixel algorithm LSC. LRW presented the best regularity; however, our method can outperform LRW in terms of accuracy and regularity when relatively large numbers of superpixels are generated. Moreover, we can benefit from parallel processing because the time consuming parts of the method can be parallelized in nature.
As a contribution to open source society, our test code is publicly available at https://github.com/ahban/GMMSP.
