Use of Al for data analysis and evaluation in manufacturing systems by Šibelja, Jan
 
UNIVERZA V LJUBLJANI 




















































Ljubljana, september 2020 
Zaključna naloga Univerzitetnega študijskega programa I. stopnje 




UNIVERZA V LJUBLJANI 






















Zaključna naloga Univerzitetnega študijskega programa I. stopnje 





















Mentor: doc.dr. Marko Šimic, univ. dipl. inž.  

















Za usmerjanje in pomoč pri nastajanju te naloge bi se rad zahvalil svojemu mentorju na 
Fakulteti za strojništvo Univerze v Ljubljani doc. dr. Marku Šimicu, predvsem pa bi se rad 


























Ključne besede: umetna inteligenca, 
strojno učenje 
   industrija 4.0 
 pametna tovarna 
 analiza podatkov 






Diplomska naloga predstavlja pregled stanja uporabe metod umetne inteligence za analizo 
in vrednotenje podatkov v proizvodnih sistemih. Najprej smo na kratko razložili, kaj umetna 
inteligenca sploh je, kako je njen razvoj potekal skozi čas in na katera področja se deli. V 
naslednjem poglavju smo podrobneje predstavili metode strojnega učenja, področja umetne 
inteligence, ki se uporablja v povezavi z analizo in vrednotenje podatkov. V nadaljevanju 
smo predstavili moderne trende razvoja v proizvodnih sistemih ter prikazali smernice, ki 
vodijo do sodobnega koncepta proizvodnega sistema prihodnosti – pametne tovarne, ki smo 
jo podrobneje opisali z vidika uporabe umetne inteligence. Ob tem smo razložili vlogo vedno 
večje količine podatkov in povezljivosti med podsistemi, ter probleme, ki s tem nastanejo. 
Na zadnje smo našteli in opisali primere uporabe algoritmov strojnega učenja na različnih 
področjih proizvodnega sistema, torej katere podatke obdelujejo, in na kakšen način 
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This paper represents an overview of utilization of artificial intelligence for data analysis 
and and evaluation in manufacturing systems. Firstly, we briefly explained the meaning of 
artificial intelligence, the course of its developement, and of what fields it is composed of. 
In the next chapter we focused on presenting basic methods of machine learning, field of 
artificial intelligence, which is most commonly associated with analysis and evaluation of 
data. Then, we presented modern trends of developement in manufacturing and showed the 
guidelines, which lead to the concept of future production system – smart factory. By doing 
that, we emphasized the emerging role of larger and larger quantities of data and 
interconnectivity between devices, and possible problems that come along with it. Lastly, 
we listed and described cases of application of machine learning algorithms in different areas 
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Seznam uporabljenih okrajšav 
Okrajšava  
  
AGI  Splošna AI (angl. Artificial General Intelligence) 
AGV  Avtomatsko vodena vozila (angl. Automated Guided Veichle) 
AI Umetna inteligenca (angl. Artificial intelligence)  
ANI  Šibka AI (angl. Artificial Narrow Intelligence) 
ANN Umetne nevronske mreže (angl. Artificial Neural Networks) 
ASI  Super AI (angl. Artificial Superintelligence)  
CPS Kibernetski fizični sistemi (angl. Cyber Physical Systems) 
FDM  Vrsta aditivne proizvodnje (angl.  Fused Deposition Modeling) 
I 4.0 Industrija 4.0 (angl. Industry 4.0) 
IIoT  Industrijski internet stvari (angl. Industrial internet of Things) 
IoT   Internet stvari (angl. Internet of Things) 
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M2M  Komunikacija med stroji (angl. Machine to machine) 
ML Strojno učenje (angl. Machine Learning) 
NLP Obdelava naravnega jezika (angl. Natural Language Processing) 
PCA Analiza osnovnih komponent (angl. Principle Component Analasys) 
PIM Injekcijsko brizganje plastike (angl. Plastic Injection Moulding) 
PPC Planiranje in kontrola proizvodnje  (angl. Production Planning and Control) 
RAM  pomnilnik (angl. Random Access Memory) 
SLM  Vrsta aditivne proizvodnje (angl. Selective Laser Melting) 
SLS  Vrsta aditivne proizvodnje (angl.  Selective Laser Sintering) 
SLT Statistična učna teorija (angl. Statistical Learning Theory) 
SVM Podporni vektorji (angl. Support Vector Machines) 
SVR Regresija podpornih vektorjev (angl. Support Vector Regression) 
ISN  Omrežje industrijskih senzorjev (angl. Industrial Sensors Network) 















1.1 Ozadje problema 
Še nikoli v človekovi zgodovini pridobivanje ter količina podatkov nista bili tako obsežni. 
Z digitalizacijo je pridobivanje podatkov postalo tako preprosto, da jih je zaradi njihovega 
samega obsega vedno težje vrednotiti ter analizirati, da jih lahko koristno uporabimo pri 
želenih aktivnostih. 
 
Zgoraj omenjena dejstva seveda veljajo tudi v proizvodnih sistemih in procesih, kjer je 
optimizacija vedno igrala veliko vlogo. Proizvajalci težijo k vedno večji produktivnosti, 
kupci oz. trg pa imajo vedno višje zahteve, bodisi tehnične ali ekonomske narave.  
 
Digitalna transformacija, ki se trenutno dogaja, spreminja način dela v skoraj vsaki industriji. 
Z izjemnim napredkom tehnologije in procesov se število digitalnih podatkov eksponentno 
povečuje. Fokus podjetij je do nedavnega bil bolj usmerjen k tehnologijam in procesom, ki 
omogočajo digitalizacijo, torej konstanten tok podatkov, manj pa k temu, kako te podatke 
koristno uporabiti v praksi.  
 
Velika količina podatkov sama po sebi za podjetje nima vrednosti, saj jih je potrebno 
analizirati in ovrednotiti za nadaljnje aktivnosti, šele tako podatki postanejo koristni. Metod 
za dosego slednjega je več, vedno bolj aktualna postaja uporaba umetne inteligence (angl. 
artificial intelligence ali AI).  
 
Z vzponom umetne inteligence vstopamo v novo fazo, v kateri programska oprema sama ve, 
kaj je potrebno storiti, da je dosežen želen rezultat, pri čemer uporablja velike količine 
podatkov. Ta faza je imenovana tudi četrta industrijska revolucija, ki sicer širše zajema 
odhod od tradicionalne proizvodnje ter uvedbo novih pametnih tehnologij in sistemov.  
 
V diplomskem delu se bomo osredotočili na uporabo umetne inteligence v proizvodnih 
sistemih in procesih. Ker je tematika relativno nova, želimo izvedeti, kako se umetna 






   
 
1.2 Cilji 
Namen naloge je pregled trenutnega stanja na področju uporabe umetne inteligence za 
analizo in vrednotenje podatkov v proizvodnih sistemih. Da to dosežemo, moramo najprej 
jasno definirati določene pojme, nato pa se bomo posvetili posameznim primerom uporabe 
ter jih natančneje opisali.  
Cilji naloge so naslednji:  
 
- definirati, kaj je umetna inteligenca, 
- predstaviti, katere pristope ter algoritme se pri umetni inteligenci uporablja, 
- definirati, kako in katere vrste podatkov pri proizvodnih sistemih analiziramo in 
vrednotimo, 
- našteti in opisati primere uporabe umetne inteligence v proizvodnih sistemih.  
Predvidevamo, da bo v prihodnje umetna inteligenca na tem področju igrala vedno večjo 
vlogo, vendar v tem trenutku njena uporaba v proizvodnih sistemih ni zelo razširjena. 
Naslednja hipoteza je, da nam uporaba umetne inteligence omogoči bolj učinkovit 
proizvodni proces. Umetna inteligenca lahko obdela do sedaj nepredstavljive količine 
podatkov, torej bodo podjetja, ki to uporabljajo, v izraziti prednosti pred konkurenco, ki se 
bo še vedno posluževala tradicionalnih principov v proizvodnji. 
Pričakovane omejitve pri izdelavi naloge se nanašajo predvsem na knjižno literaturo, saj je 
bila izdana pred več leti, ali pa je nedostopna oz. plačljiva. Ker tehnologija na tem področju 
zelo hitro napreduje, so določeni podatki v teh knjigah zastareli. Poleg tega je velika večina 
literature dostopna le v tujih jezikih, predvsem angleščini. Druga potencialna omejitev je 
vezana na to, da podjetja, ki, te tehnologije razvijajo interno, niso pripravljena deliti 
podrobnosti s celim svetom, saj želijo ohraniti tehnološko prednost. Zaradi tega bo verjetno 
težko ali nemogoče priti do nekih konkretnejših podatkov (cene, koliko procentov bolje,…). 











2 Teoretične osnove in pregled literature 
Preden se posvetimo glavni temi diplomskega dela, moramo definirati določene pojme, 
povezane z AI, ki so nujni za nadaljnje razumevanje naloge. Umetna inteligenca je zelo 
široko področje, zato bomo poskušali opisati le tiste osnovne pojme, ki so pomembni za 
diplomsko delo.  
 
2.1 Umetna inteligenca 
 Definicija področja  
Čeprav ne obstaja splošna definicija inteligence, jo lahko na grobo opredelimo kot 
sposobnost prilagajanja okolju in reševanja problemov [1]. Umetna inteligenca je, za razliko 
od naravne inteligence, ki jo prikazujejo ljudje in živali, inteligenca, ki jo demonstrirajo 
stroji. Polje umetne inteligence lahko v splošnem definiramo kot področje preučevanja 
inteligentnih agentov (angl. intelligent agents), ki napravi omogočajo, da dojema svojo 
okolico ter na podlagi tega sprejema odločitve, ki ji pomagajo doseči zadan cilj [2]. Je 
interdisciplinarni koncept, ki sicer bazira na računalniški znanosti, vključuje pa tudi druge, 
tako družboslovne kot naravoslovne vede. Pogovorno izraz AI pogosto uporabimo, ko 
opisujemo stroje ali računalnike, ki posnemajo kognitivne funkcije naravne inteligence, kot 
so učenje in reševanje problemov.  
Polje umetne inteligence trenutno zajema zelo veliko podpodročij, od splošnih (učenje in 
zaznava) do zelo specifičnih, kot so igranje šaha, dokazovanje matematičnih teoremov, 
pisanje poezije, vožnja avtomobila ter diagnosticiranje bolezni. Uporaba AI je relevantna za 
uporabo pri katerikoli intelektualni nalogi; je zares univerzalno področje znanosti [2].  
 
 Razvoj umetne inteligence  
Večina napredka na področju AI v zadnjih šestdesetih letih je bilo storjenega na področju 
iskalnih algoritmov, algoritmov strojnega učenja ter integracije statistične analize v 
razumevanje sveta na splošno [3]. Večina prebojev torej za veliko večino ljudi ni opaznih. 
Po desetletjih raziskav in razvoja nobeden računalnik ni opravil Turingovega testa (model 
za merjenje »inteligence«), zato izgleda, kot da »pravi AI« v zadnjih letih ni doživel 
opaznega napredka. Poleg omenjenega obstaja tendenca, da redefiniramo, kaj je 
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»inteligentno«, potem ko je nekaj normalnega, da stroj avtonomno rešuje določen problem 
ali nalogo. Slednje imenujemo tudi »AI efekt« (angl. »AI effect«). Kljub splošni percepciji 
se AI v zadnjem desetletju vedno bolj uporablja, posebej zaradi ogromnih količin 
razpoložljivih podatkov, le da je njena uporaba bolj subtilna, na primer analiza zgodovine 
nakupov, vplivanje na spletne oglase, in tako dalje [3]. V nadaljevanju bom predstavil kratko 
časovnico [2, 4, 3] razvoja umetne inteligence ter njenih ključnih mejnikov ter obdobij v 
razvoju, ki nam bodo dodatno pomagali pri razumevanju področja.  
 
1. Začetki umetne inteligence (1943-1956) 
Prve raziskave, ki so danes v splošnem priznane kot AI, sta začela Warren McCulloch in 
Walter Pitts (1943). Predlagala sta model umetnih nevronov. 
Donald Hebb (1949) je predstavil preprosto pravilo za nadgrajevanje moči povezav med 
nevroni, ki ga danes imenujemo Hebbijsko učenje.   
Leta 1950 je Alan Turing objavil prelomen članek, v katerem je razpravljal, če je možno 
ustvariti stroj, ki razmišlja kot človek. Omislil si je test, pri katerem bi človek stroju zastavljal 
določena vprašanja. V primeru, da odgovorov stroja nebi bilo moč ločiti med človeškimi, bi 
lahko rekli, da stroj razmišlja. Turingov test je bil prvi resen predlog v smeri umetne 
inteligence.  
 
2. Rojstvo umetne inteligence (1952 – 1956) 
An Allen Newell in Herbert A. Simon sta ustvarila prvi program z uporabo umetne 
inteligence, poienovala sta ga »Logic Theorist« (1955). Program je dokazal 38 od 52 
matematičnih teoremov, ter našel nove ter primernejše poti za dokaz nekaterih. 
Besedna zveza »umetna inteligenca« je bila prvič uporabljena na Darmouthski konferenci 
leta 1956, ki jo je organiziral ameriški računalniški znanstvenik John McCarthy. Takrat je 
AI bila prvič definirana kot akademsko področje.  
V tem obdobju so bili izumljeni računalniški jeziki kot so FORTRAN, LISP in COBOL, kar 
je še dodatno povečalo zanimanje za AI.  
 
3. Zlato obdobje – zgodnja navdušenost (1956 – 1974)  
Raziskovalci so se najbolj posvetili razvoju algoritmov, ki rešujejo matematične probleme. 
Leta 1966 je Joseph Weizenbaum ustvaril prvi program za komunikacijo z ljudmi (ang. 
chatbot), poimenoval ga je ELIZA. 
Leta 1972 so na Japonskem izdelali prvega humanoidnega robota z imenom WABOT-1.  
 
 
4. Prva AI zima (1974-1980)  
Med leti 1974 in 1980 je bilo časovno obdobje, ki mu pravimo prva AI zima (angl. The first 
AI winter). Ker področje AI ni izpolnilo visoko zastavljenih ciljev, države niso bile 
pripravljene vlagati dodatnih finančnih sredstev. Področje AI je med tem obdobjem trpelo 
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5. Bum umetne inteligence (1980 – 1987)  
Po AI zimi se je razvoj umetne inteligence manifestiral v številnih strokovnih sistemih (angl. 
Expert system). Ti sistemi so bili programirani, da posnemajo sposobnost sprejemanja 
odločitev človeškega strokovnjaka.  
Leta 1980 so na Univerzi v Stanfordu gostili prvo nacionalno konferenco Ameriškega 
združenja umetne inteligence (angl. American Association of Artificial Intelligence)  
 
6. Druga AI zima (1987 – 1993)  
Investitorji in države so spet ustavili financiranje za raziskave v AI zaradi visokih stroškov 
in premalo konkretnih rezultatov. Kljub temu so nekateri strokovni sistemi, kot na primer 
XCON, bili do neke mere uspešni.  
 
7. Pojava inteligentnih agentov (ang. intelligent agents) (1993 – 2011)  
IBM Deep Blue je leta 1997 postal prvi računalnik, ki je v šahu premagal takratnega 
svetovnega prvaka Garyja Kasparova.  
AI je prvič našel pot v gospodinjstva v obliki robotskega sesalnika z imenom Roomba 
(2002). 
Leta 2006 je že večina velikih tehnoloških podjetij (Facebook, Twitter, Google,...) tako ali 
drugače uporabljala umetno inteligenco.  
 
8. Globoko učenje, »big data« in splošna umetna inteligenca (2011 – danes)  
V prvih desetletjih 21. stoletja so vedno manjši in hitrejši računalniki, dostop do ogromnih 
količin podatkov (angl. »big data«) in napredne tehnike strojnega učenja (npr. globoko 
učenje) omogočile široko AI v celotnem gospodarstvu. Vložki v raziskave na področju so 
veliki, raziskovalci stremijo k dosegi splošne umetne inteligence.  
 
 Vrste umetne inteligence  
Na splošno lahko AI razdelimo na več tipov. Obstajata dve glavni kategorizaciji, ki se 
nanašata glede na funkcionalnost ter glede na zmogljivost oz. moč AI sistemov.    
Glede na funkcionalnost AI delimo na:  
 
2.1.3.1 Delitev glede na funkcionalnost  
1. Reaktivni stroji (angl. reactive machines)  
So najstarejša in najosnovnejša oblika AI sistemov z omejenimi zmogljivostmi. Posnemajo 
zmožnost človeškega uma, da se odziva na različne dražljaje [5]. Nima nobene oblike 
spomina, torej ne more uporabiti podatkov iz preteklosti za prihodnja dejanja [6]. Slednje 
pomeni, da so reaktivni stroji nezmožni učenja. Uporablja se jih lahko le za avtomatske 
odgovore glede na omejeno množico ali kombinacijo vhodnih podatkov [5]. Najbolj znani 
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2. Omejen pomnilnik (angl. limited memory)  
Poleg sposobnosti reaktivnih strojev ima ta tip AI dodatno sposobnost shranjevanja 
podatkov iz preteklosti za krajše obdobje časa, torej si lahko zapomni pretekle izkušnje, ki 
vplivajo na nadaljnjo sposobnost odločanja [6]. Skoraj vsi današnji AI sistemi, na primer 
tisti, ki uporabljajo strojno učenje, uporabljajo velike količine podatkov, ki jih shranijo v 
pomnilnik, da ustvarijo referenčne modele za reševanje prihajajočih problemov. Skoraj vse 
današnje AI aplikacije, od »chatbotov« in virtualnih asistentov, do samovozečih 
avtomobilov, uporabljajo AI z omejenim pomnilnikom.   
 
3. Teorija uma (angl. theory of mind)  
Če sta prejšnja dva tipa AI zelo razmnožena, teorija uma obstaja le kot koncept, v smeri 
katerega potekajo raziskave [5]. Je naslednja stopnja AI sistemov, ki bo zmožna razumeti 
človekova čustva, misli, pričakovanja, prepričanja ter bo sposobna socialno komunicirati na 
isti način, kot ljudje [6].  
 
4. Samozavedanje (angl. self-awareness) 
Je končna faza razvoja AI, ki trenutno obstaja le kot zamisel [5]. To je AI, ki ima svojo 
zavest, je super inteligenten, je samozaveden ter čuteč, na kratko, je »človeško« bitje [6]. 
Kljub temu, da bi razvoj take AI lahko pospešil napredek civilizacije, bi jo potencialno lahko 
tudi pahnil v pogubo, saj bi taka vrsta umetne inteligence imela svoje potrebe in cilje, ki se 
lahko ne bi skladali z našimi [5]. 
 
2.1.3.2 Delitev glede na zmogljivost  
1. Šibka ali ozka AI (angl. Artificial Narrrow Inteligence ali ANI)  
Šibka AI je osredotočena na izvajanje ene same ozke naloge [6]. To specifično nalogo izvaja 
avtonomno, kot bi jo izvajal človek. Stroji, ki uporabljajo ta tip AI ne morejo izvajati ničesar 
drugega, imajo zelo omejen oz. ozek spekter kompetenc. V kategorijo ANI spadajo vsi 
reaktivni stroji ter AI z omejenim pomnilnikom. Pravzaprav v to kategorijo spadajo vsi, tudi 
najkompleksnejši AI sistemi, ki smo jih razvili do danes [5]. Najvidnejši primeri so Apple 
Siri, Google Alexa, samovozeči avtomobili in programi za prepoznavo glasu ter slik.  
 
2. Splošna umetna inteligenca, tudi močna umetna inteligenca (angl. Artificial 
General Intelligence ali AGI)  
AGI je sposobnost inteligentnega sredstva, da se uči, dojema, razume in deluje tako kot 
človeški um. Taki sistemi bodo sposobni samostojno pridobiti številne kompetence ter 
ustvariti povezave med različnimi področji. AGI bo posnemala ljudi s svojim širokim 
naborom sposobnosti z različnih področij [5]. Pravi primeri AGI še ne obstajajo, se pa 
številni tehnološki voditelji na področju AI trudijo, da bi jo dosegli. Vsak sistem, ki pade v 
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3. Umetna super inteligenca (angl. Artificial Superintelligence ali ASI)  
Razvoj ASI bo verjetno predstavljal vrh raziskav umetne inteligence, saj bi ASI postal daleč 
najzmogljivejša oblika inteligence na Zemlji. Poleg posnemanja človekove večplastne 
inteligence bi ASI bil mnogo boljši v vseh pogledih zaradi neprimerljivo večjega spomina, 
hitrejše analize in obdelave podatkov ter boljšega sprejemanja odločitev. Kljub temu, da se 
zdi imeti tako močno orodje zelo privlačno, bi lahko ASI ogrozile naš obstoj ali vsaj naš 
način življenja [5].   
 
 Področja AI  
Ker je umetna inteligenca široko področje, se dodatno deli na podpodročja. V tem poglavju 
jih bomo najpomembnejše našteli ter na kratko opisali.   
 
 
Strojno učenje (angl. Machine Learning)  
 
Izmed vseh področij AI strojno učenje igra najpomembnejšo vlogo, še posebej pri 
vrednotenju in obdelavi podatkov. Razne vrste in algoritmi strojnega učenja so dandanes 
najbolj uporabljene poti za dosego umetne inteligence [7]. Zaradi tega bomo strojno učenje 
podrobneje obravnavali v posebnem poglavju, tudi zaradi ključnega pomena le-tega za 
zaključno nalogo.   
 
Obdelava naravnega jezika (angl. Natural Language Processing ali NLP)   
 
Je podpodročje računalništva in umetne inteligence. NLP omogoča računalniku, da razume 
ter obdela človeški jezik. V AI igra pomembno vlogo, saj inteligentno sredstvo brez NLP-ja 
ne bi razumelo navodil človeka, tako pa lahko z njeno pomočjo z inteligentnim sistemom 
komuniciramo v našem jeziku. Tako lahko uporabnik direktno komunicira z aplikacijo s 
svojimi besedami [7].  
Vhodni in izhodni podatki so pri NLP aplikacijah v dveh oblikah: govor ali besedilo. 
 
Ekspertni sistemi (angl. Expert Systems)  
 
So aplikacije, ki uporabljajo umetno inteligenco. Gre za računalniške programe, ki se 
zanašajo na obstoječe znanje človeških strokovnjakov. Ekspertni sistem to znanje uporabi, 
da posnema sprejemanje odločitev človeka. Primer takega programa je Googlov predlog, če 
besedo v iskalniku črkujemo napačno. Značilnosti ekspertnih sistemov so visoka 




Zajema področji inženirstva in AI, ukvarja se s snovanjem in izdelavo robotov. Roboti so 
programabilni stroji, ki lahko izvajajo vrsto dejanj samodejno ali polavtomatsko. AI se lahko 
aplicira na robotih, kar jim omogoča izvedbo nalog s svojo inteligenco. Pri tem se danes 
intenzivno uporablja strojno učenje, ki robotom omogoča izvedbo kompleksnih opravil, pa 
tudi socialno interakcijo (npr Sophia robot) [6,7].  
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Strojni vid (angl. Machine Vision)   
 
Omogoča strojem, da vidijo oziroma prepoznajo predmet. Strojni vid zajame in analizira 
vizualne informacije s pomočjo kamere, analogno/digitalne pretvorbe ter obdelavo 
digitalnega signala [6,7]. Sistemi strojnega vida so programirani za izvedbo specifičnih 
nalog kot so štetje predmetov, branje serijske številke, itd. V kombinaciji s strojnim učenjem 
lahko AI sistem tudi vidi skozi zidove [7]. 
 
 
2.2 Strojno učenje  
 Osnove   
Strojno učenje je veja raziskav umetne inteligence, ki je v zadnjih 20 letih močno 
napredovala, kar se odraža v številnih komercialnih sistemih za strojno učenje v industriji, 
medicini, ekonomiji, naravoslovnih in tehničnih raziskavah, itd. Strojno učenje se uprablja 
za analizo podatkov in odkrivanje zakonitosti v podatkovnih bazah (podatkovno rudarjenje, 
angl. data mining) [1].   
 
S pomočjo podatkov, tudi učnih podatkov (angl. training data), ML algoritmi sestavijo 
matematični model, ki pomaga pri izdelavi napovedi in sprejemanju odločitev, brez da bi 
sistem bil zato eksplicitno programiran [8]. Večja količina razpoložljivih učnih podatkov 
pomeni večjo zmogljivost. Rezultat učenja, torej matematični modeli, obsegajo pravila, 
funkcije, relacije, sisteme enačb verjetnostne porazdelitve ipd. Naučeni modeli poskušajo 
razlagati podatke, iz katerih so bili zgenerirani, in se lahko uporabijo za odločanje pri 
opazovanju modeliranega procesa v bodočnosti (napovedovanje, diagnostika, nadzor, 
preverjanje, simulacije ipd.) [1].  
 
 Metode in algoritmi strojnega učenja  
Metode strojnega učenja delimo glede na način uporabe naučenega znanja [1]. V grobem 
lahko metode ML razdelimo v tri kategorije: nadzorovano učenje, nenadzorovano učenje ter 
spodbujevano učenje [8]. V tem podpoglavju bomo razložili njihov pomen ter našteli 
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2.2.2.1 Nadzorovano učenje (angl. supervised learning)  
 
Slika 2.1: Diagram nadzorovanega učenja [9] 
Je vrsta ML, kjer stroj potrebuje zunanji nadzor, da se uči. Pri tem uporablja označeno oz. 
kategorizirano množico podatkov (angl. labeled dataset), ki igra vlogo »učitelja« (angl. 
training dataset), ter oznake oz. kategorije (slika 2.1). Kategorizirani podatki pomenijo 
vhodne podatke, ki so že povezani s pravilnimi izhodnimi podatki. Ko je učenje in obdelava 
podatkov končana, se program/model preizkusi s pomočjo vzorčnih testnih podatkov (angl. 
test dataset), da preverimo, če izpiše pravilne izhodne informacije (angl. output). Naučeni 
model nato lahko sprejema odločitve ali ustvari napoved glede na nove vhodne podatke [9].  





Klasifikacijske algoritme uporabimo, ko je izhodne podatke možno uvrstiti v določeno 
kategorijo, npr. da – ne, resnično – neresnično, kvadrat – trikotnik – večkotnik, itd. 
Najpogosteje uporabljeni algoritmi klasifikacije so:  
 
- Naključni gozdovi (angl. random forests) 
- Odločitvena drevesa (angl. decision trees) 
- Logistična regresija (angl. logistic regression) 
- Podporni vektorji (angl. support vector machines ali SVM) 
- Naivni Bayes (angl. naive Bayes)  
- Klasifikator z najbližjimi sosedi (angl. k-nearest neighbors ali KNN) 
- Statistična učna teorija (angl. statistical learning theory ači SLT) 
‐  
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Regresija  
 
Regresivne algoritme uporabimo, če obstaja povezava med vhodnimi in izhodnimi podatki. 
Uporabljajo se za izdelavo napovedi kontinuiranih spremenljivk, kot so sprememba 
vremena, tržni trendi, itd. Najpogosteje uporabljeni regresivni algoritmi so: 
 
- Linearna regresija (angl. linear regression)  
- Logistična regresija (angl. logistic regression) 
- Regresijska drevesa (angl. regression trees) 
- Nelinearna regresija (angl. non-linear regression) 
- Bayesova linearna regresija(angl. bayesian linear regression) 
- Polinomska regresija (angl. polynomial regression)  
- Regresija podpornih vektorjev (angl. support vector regression ali SVR)  
2.2.2.2 Nenadzorovano učenje (angl. unsupervised learning) 
 
Slika 2.2: Diagram nenadzorovanega učenja [10] 
Nenadzorovano učenje je tehnika ML, kjer izdelava modelov oz. učenje z uporabo učnih 
podatkov niso nadzorovani. Za razliko od nadzorovanega učenja ta tehnika za učenje ne 
potrebuje kategorizirane množice podatkov, ampak modeli sami poiščejo skrite vzorce in 
spoznanja iz danih podatkov (slika 2.2). Nenadzorovanega učenja ne moremo uporabiti pri 
reševanju klasifikacijskih in regresivnih problemov, saj imamo le nekategorizirane vhodne 
podatke (angl. raw data) brez povezljivih izhodih podatkov. Cilj nenadzorovanega učenja je 
najti osnovno strukturo množice podatkov, razdeliti te podatke v množice glede na 
medsebojne podobnosti, ter prikazati to množico podatkov v zgoščeni obliki [10]. 
Najpogosteje uporabljeni algoritmi so:  
 
- K-možnosti grupiranje (angl. k-means clustering) 
- Hierarhično grupiranje (angl. hierarchal clustering)  
- Umetne nevronske mreže (angl. artificial neural networks ali ANN) 
- Analiza osnovnih komponent (angl. principle component analasys ali PCA) 
- APriori algoritem (angl. APriori algorythm)  
- Genetski algoritem 
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Algoritme nenadzorovanega učenja uporabljamo za reševanje dveh vrst problemov:  
 
 
Grupiranje (angl. clustering)  
 
Pomeni združevanje podatkov v ločene množice na način, da so podatki z največ enakimi 
lastnostmi grupirani v določeno množico. Ti podatki imajo malo ali nič skupnega s podatki, 
ki so grupirani v ostale množice. Podatki so torej razvrščeni v množice glede na prisotnost 
ali odsotnost skupnih lastnosti. 
 
Asociiranje (angl. association) 
 
Je metoda nenadzorovanega učenja, ki se uporablja za iskanje zvez med spremenljivkami v 
velikih bazah podatkov. Išče odvisnosti enega tipa podatkov od drugega, in jih opredeli na 
način, da postanejo za nas koristnejši. Popularna razlaga te metode je primer nakupovalne 
košarice: Kdor kupi izdelek X (npr. kruh), ima tendenco, da kupi tudi izdelek Y (npr. 
marmelado). Trgovec bo torej izdelka postavil blizu skupaj.[10].    
 
2.2.2.3 Spodbujevano učenje (angl. reinforcement learning)   
 
Spodbujevano učenje je tehnika ML, ki temelji na povratnih informacijah, v kateri se mora 
računalniški program naučiti obnašati v okolju s sprejemanjem odločitev, ki vplivajo na 
spremembe v okolju. Za vsako dobro in slabo odločitev program dobi povratne informacije, 
ki jih uporabi za formiranje optimalne strategije za dosego cilja. Program se uči samodejno, 
za vhodne podatke uporablja le povratne informacije iz lastnih izkušenj (senzorjev, kamer), 
potrebe po kategoriziranih podatkih ni [11]. S spodbujevanim učenjem se rešuje probleme 
dinamičnih sistemov (npr. upravljanje žerjava, upravljanje robota, itd), raznih 



























3 Metodologija raziskave 
V tem poglavju bomo najprej opisali smernice razvoja sodobnih proizvodnih sistemov z 
uporabo pametnih tehnologij, nato bomo pokazali, kako je AI integriran v sodobni 
proizvodni sistem. Na zadnje bomo opisali, kako in zakaj moramo velike količine podatkov 
obdelati pred njihovo nadaljnjo uporabo. V rezultatih bomo predstavili konkretne primere 
uporabe AI za vrednotenje in uporabo podatkov v proizvodnih sistemih in procesih. 
 
Ker je naloga opis stanja na področju, bomo uporabili predvsem metodo deskripcije, pa tudi 
metodo analize ter metodo kompilacije. 
 
3.1 Četrta industrijska revolucija – Industrija 4.0  
 
Če govorimo o uporabi AI v proizvodnih sistemih ne moremo mimo pojma četrte 
industrijske revolucije. Pomeni avtomatizacijo tradicionalnih proizvodnih in industrijskih 
praks z uporabo pametnih tehnologij, ki je trenutno v teku. Opisujemo jo tudi s pojmom 
Industrija 4.0 (Industry 4.0 ali I 4.0), katere osnovni koncept je bil predstavljen leta 2011 v 
Hannovru na pobudo nemške vlade. Glavna ideja je izkoristiti potenciale novih tehnologij 
in konceptov kot so [12]:  
 
- Dostopnost in uporaba spleta ter IoT (angl. internet of things) 
- Integracija tehničnih in poslovnih procesov v podjetja 
- Digitalno kartiranje in virtualiziranje realnega sveta 
- Pametne tovarne, ki vključujejo pametne stroje ter uporabljajo pametna sredstva 
industrijske proizvodnje  
Razlogov za pomik proti I 4.0 je več. Poleg tega, da je to naravna posledica razvoja novih 
tehnologij, I 4.0 predstavlja obetaven način zmanjšanja stroškov v primerjavi z premikom 
proizvodnje v države z cenejšo delovno silo [12]: 
 
- Stroški proizvodnje za 10 – 30% 
- Logistični stroški za 10 – 30%  
- Stroški kontrole kvalitete 10 – 20% 
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Druge prednosti I 4.0 vključujejo krajši čas prihoda na trg za nove izdelke, izboljšana 
odzivnost na stranke, omogočena masovna izdelava po meri brez drastično povečanih 
stroškov, fleksibilnejše in bolj prijazno delovno okolje, ter bolj učinkovita raba naravnih 
virov in energije [12].   
 
Devet temeljev I 4.0 
 
Devet glavnih temeljev I 4.0 bo postopoma spremenilo med seboj ločene optimizirane 
proizvodne celice v avtomatiziran, v celoti integriran in optimiziran tok proizvodnje – 
pametno tovarno. To vodi k večji učinkovitosti in spremeni tradicionalna razmerja med 
dobavitelji, proizvodnjo, in kupci, kot tudi med ljudmi in stroji [13].  
 
1. Velike količine podatkov (angl. Big Data) in analitika 
Zbiranje in vrednotenje velike količine podatkov iz različnih proizvodnih naprav in 
sistemov, kot tudi sistemov za vodenje podjetja, strank, dobaviteljev, itd. je ključnega 
pomena za sprejemanje odločitev v resničnem času.  Analizo zbranih podatkov se uporablja 
za detekcijo problemov, ki so nastali v različnih proizvodnih procesih, napoved novih 
potencialnih problemov ter najbolj optimalno rešitev, da se ti problemi ne ponavljajo [13]. 
 
2. Avtonomni roboti  
Roboti postajajo vedno bolj avtonomni, fleksibilni in učljivi. Uporabljajo se za izvedbo 
avtonomnih metod proizvodnje z večjo natančnostjo, ter se uporabljajo na mestih, kjer ljudje 
ne morejo delati. Svojo nalogo izpolnijo precizno in inteligentno, s poudarkom na varnosti, 
fleksibilnosti in večnamenskosti [13]. 
 
3. Simulacije  
Simulacije bodo z uporabo podatkov iz resničnega časa intenzivneje uporabljene za 
predstavo resničnega sveta v virtualnem modelu, ki vključuje stroje, izdelke, in ljudi. Z 
uporabo simulacij v proizvodnem procesu skrajšamo čase za dosego različnih ciljev, 
zmanjšamo možnost napak ter zvišamo kvaliteto sprejemanja odločitev [13]. 
 
4. Integracija sistemov  
Integracija in samo optimizacija sta dva glavna mehanizma v industrijski organizaciji. 
Integracijo sistemov v I 4.0 delimo na pet nivojev (5C): povezava, komunikacija, 
koordinacija, asistenca  in sodelovanje med različnimi proizvodnimi sistemi [14]. 
 
5. Industrijski internet stvari (angl. Industial Internet of Things ali IIoT)  
Internet stvari (IoT) pomeni svetovno omrežje povezanih predmetov, ki med seboj 
komunicirajo s standardnimi protokoli – komunikacija M2M [13]. IIoT pomeni povezanost 
vseh proizvodnih sredstev (stroji, kontrolni sistemi, informacijski sistemi, poslovni procesi, 
itd) v digitalno omrežje, kar omogoča ogromne količine podatkov, ki so zbrani s pomočjo 
številnih senzorjev. Ti podatki so nato uporabljeni pri analitičnih rešitvah, ki vodijo k 
optimalnemu proizvodnemu procesu [15]. 
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6. Spletna varnost in kibernetsko fizični sistemi (angl. Cyber Physical Systems ali 
CPS)  
S povečano povezanostjo s spletom in uporabo standardnih protokolov komunikacije se 
izpostavljenost kritičnih proizvodnih sistemov raznim zunanjim varnostnim grožnjam zelo 
poveča, zaradi česar je uporaba spletnih varnostnih sistemov v I 4.0 nujna [13]. CPS je 
definiran kot sistem, v katerem je fizični mehanizem kontroliran s pomočjo računalniških 
algoritmov. Glavne karakteristike CPS so decentralizacija in avtonomnost proizvodnega 
procesa. 
 
7. Oblaki (angl. Cloud)  
Oblačne IT platforme služijo kot tehnična hrbtenica za povezavo in komunikacijo različnih 
elementov v I 4.0. Organizacija procesov potrebuje povečano zmožnost deljenja podatkov 
med različnimi obrati in podjetji z majhnimi reakcijskimi časi. Te platforme torej povezujejo 
podatke različnih entitet v »oblak«, ki omogoča distribucijo podatkov preko celotnega 
sistema [13]. 
 
8. Aditivna proizvodnja (angl. Additive Manufacturing) 
Aditivne metode proizvodnje, popularno imenovane tudi 3D tisk, (FDM, SLM, SLS) bodo 
široko uporabljene za izdelavo majhnih serij kompleksnih in lahkih izdelkov na zahtevo 
kupca. Visoko zmogljivi decentralizirani sistemi za aditivno proizvodnjo bodo omogočali 
hitrejšo in cenejšo proizvodnjo, pa tudi zmanjšanje transportnih razdalj ter količino zaloge 
[13]. 
 
9. Razširjena realnost (angl. Agumented Reality) 
Sistemi, ki bazirajo na razširjeni realnosti podpirajo vrsto storitev, kot so izbira delov iz 
zaloge ali pošiljanje raznih navodil preko mobilnih naprav. Industrija uporablja te sisteme 
za dostop delavcev do podatkov iz resničnega časa (M2H), s čimer izboljšamo njihovo 
sprejemanje odločitev in delovne procese [13].  
 
3.2 Pametna tovarna – proizvodni sistem I 4.0 
 
Pametna tovarna je relativno nov koncept, s katerim se ukvarja število držav, podjetij in 
akademikov. Raziskovane in predlagane so številne možne strukture pametnih tovarn, 
standardi za njeno implementacijo pa še ne obstajajo. Glavna njihova značilnost je 
intenzivna uporaba informacijskih tehnologij (oblaki, IIoT), velike količine podatkov, 
integracija sistemov ter visoka raven avtomatiziranosti. Pri tem veliko vlogo igra AI, od tod 
tudi izhaja izraz pametna tovarna [16].  
Uporaba AI v pametnih tovarnah izboljša zmogljivost proizvodnega sistema smislu zaznave, 














 Struktura pametne tovarne in uporaba AI 
 
 
Slika 3.1: Struktura pametne tovarne [17] 
 
 
Prikazana struktura pametne tovarne predstavlja fleksibilen, razširljiv in zanesljiv 
inteligenten proizvodni sistem, ki lahko samostojno zaznava informacije iz fizičnega sveta, 
ter v skladu z njimi komunicira z okoljem. Kot je prikazano na sliki 3.3, struktura pametne 
tovarne sestoji iz štirih nivojev: pametne naprave, omrežje, oblak, in aplikacije. Nivoji so 
vertikalno integrirani. Pri njihovemu opisu bomo pri vsaki plasti posebej razložili uporabo 









   
 
1. Nivo pametnih naprav  
Sestoji iz pametnih strojev/naprav v proizvodnem ciklu, kot so robotske roke, avtomatsko 
vodena vozila (AGV), tekoči trakovi in pametni produkti [17]. Učinkovita proizvodnja I 4.0 
zahteva fleksibilne večnamenske modularne naprave in sisteme. Velik poudarek je tudi na 
pridobivanju podatkov.  Področja uporabe AI tehnologij v tem nivoju obsegajo strojni vid 
ter načrtovanje poti (robotov) (angl. path planning). 
 
2. Omrežni nivo  
Omrežni nivo je sestavljena iz omrežja industrijskih (brezžičnih) senzorjev (ISN/IWSN) in 
sorodnih tehnologij. Omogoča zajem podatkov, njihov prenos ter komunikacijo M2M ter 
M2C (angl. machine to cloud). Zaradi velikih količin zbranih in posredovanih podatkov so 
obremenitve omrežja zelo velike, zato klasična industrijska omrežja niso več primerna [17].  
V teh sistemih so na stroje vgrajeni senzorji, ki merijo določene parametre (npr. vibracije, 
temperatura, pritisk, itd.). Ti so nato brezžično poslani preko omrežja v obdelavo. Pametni 
senzorji lahko z uporabo algoritmov strojnega učenja (predvsem ANN) namesto surovih 
podatkov (raw data) te lokalno filtrirajo in procesirajo glede na potrebe aplikacije. To zaradi 
manjše količine poslanih podatkov zmanjša obremenitev omrežja [18].  
 
3. Nivo oblaka  
V pametni tovarni integracija in analiza podatkov igra glavno vlogo. Oblak predstavlja 
shrambo ter računalniško moč, ki morata biti sposobni shranjevati velike količine podatkov, 
ter jih strukturirati in procesirati v želeno obliko (če že niso). To lahko dosežemo za raznimi 
kombinacijami ML algoritmov nadzorovanega (npr. SVM) in nenadzorovanega učenja 
(algoritmi za grupiranje) in paralelnim računanjem. Podatke v grobem delimo na podatke, 
ki so pridobljeni s senzorji, ter podatke, ki so v oblaku vneseni kot splošno znanje. Ti podatki 
predstavljajo temelj optimizacije proizvodnega procesa [17]. 
 
4. Nivo aplikacij  
S stalnim razvojem velikih količin industrijskih podatkov postaja uporaba aplikacij, ki 
uporabljajo algoritme ML v proizvodnih sistemih vedno bolj razširjena [17]. Bistvo aplikacij 
je, da odkrijejo znanje iz podatkov in ga uporabijo za opravljanje določene naloge [16]. 
Uporaba ML aplikacij obsega pridobivanje znanja o proizvodnem procesu, asistirane 
odločitvene podpore, rekonstrukcije resursov, vzdrževanje strojev, detekcijo in diagnozo 














   
 Obdelava velike količine podatkov 
V oblaku so shranjene velike količine podatkov ali Big Data. Pogosto jih karakteriziramo s 
pojmom petih V-jev (angl. five Vs [19]):   
 
- Volumen: Najpomembnejša od karakteristik Big data, pomeni ogromno količino 
podatkov (pentabajti), zbranih na različne načine (senzorji, okolje, strokovnjaki, 
itd.), shranjeni v oblaku ter dostopni vsem entitetam (IoT). 
- Hitrost (Velocity): Podatki se po navadi generirajo z veliko hitrostjo, saj senzorji 
velikokrat zajemajo podatke v resničnem času. 
- Raznolikost (Variety): Podatki so lahko strukturirani, nestrukturirani, in v različnih 
formatih. 
- Vrednost (Value): Vrednost podatkov nam pove, kakšen doprinos imajo določeni 
podatki z opazovanim procesom. Glede na to jih shranimo za dlje časa, ali pa se jih 
znebimo. 
- Verodostojnost (Veracity): Delimo na statistično zanesljivost oz. konsistentnost, ter 
zanesljivost, ki se nanaša na način pridobitve podatkov. Da so podatki verodostojni, 
morajo ustrezati obema kriterijema.  
 
Da velike količine podatkov lahko obdelujemo z algoritmi nadzorovanega ML, jih moramo 
najprej filtrirati in obdelati (angl. Preprocessing), da jih lahko uporabimo kot inpute, saj 
velika večina algoritmov surovih podatkov ne more koristno uporabiti, lahko zaradi 
prevelikega volumna, zaradi šumov, napačne ali pomanjkljive strukture ali formata. Tako 
obdelanim podatkom pravimo tudi Smart Data, kar po definiciji pomeni, da so verodostojni, 
v primerni obliki, ter na voljo za takojšnjo uporabo [20]. 
 
Za dosego želene oblike vhodnih  uporabljamo različna orodja, ki filtrirajo podatke, 
odstranjujejo šume, zmanjšujejo njihovo dimenzionalnost, ter jih klasificirajo v želene 
strukture. Pri tem si pomagajo tudi z algoritmi nenadzorovanega stojnega učenja. Našteli 
bomo dve najpogosteje uporabljeni orodji ter jih kratko opisali: 
 
- Map Reduce: Je široko uporabljeno in prosto dostopno orodje za obdelavo velikih 
količin podatkov. Najpogosteje uporabljene tehnike (nadzorovanega) strojnega 
učenja določenih vrst podatkov ne morejo obdelovati, problem nastane tudi, če je 
podatkov preveč. MapReduce uporablja vzporedno programiranje z različnimi 
tehnikami, kot so množenje vektorjev, matrik, razvrščanje v podmnožice, itd., za 
označevanje in procesiranje podatkov v obliko, ki je primerna kot input za želen 
algoritem ML [21].  
- Apache Spark: Je prosto dostopno orodje, ki je nastalo kot odgovor 
pomanjkljivostim Map Reduce-a. Podatke obdeluje tudi do sto krat hitreje, saj deluje 
v pomnilniku (RAM), medtem ko mora MapReduce brati in pisati iz diska. Po drugi 
strani MapReduce lahko deluje z veliko večjimi množicami podatkov, zato se orodji 










4 Rezultati  
Kot rezultate bom predstavil konkretne primere uporabe AI za analizo in vrednotenje 
podatkov proizvodnih sistemov in procesov po področjih in jih opisal. Ker dejanska uporaba 
AI v proizvodnih procesih še ni zelo razširjena, večina naštetih primerov v dejanski 
proizvodnji ni še uporabljenih in obstajajo le kot predlagana oz. eksperimentalna metoda. 
 
4.1 Primeri uporabe  
 Monitoring sistema in napoved napak  
 
Sistem za monitoring proizvodnega sistema sestoji iz treh glavnih delov: omrežje senzorjev, 
ki merijo temperaturo, vlažnost, pospeške, ter pozicije v realnem času, platforma za 
procesiranje podatkov ter AI model za napovedi.   
 
Uporabljen je bil algoritem naključnih gozdov. Gozdovi so sestavljeni iz odločitvenih 
dreves, ki so vsaka posebej narejena za svojo vrsto podatkov. Vsako drevo na podlagi 
podatkov sprejme odločitev, končna odločitev je sprejeta glede na odločitev večine. 
Algoritem tako na podlagi podatkov ustvari napoved, ki je predstavljena v resničnem času 
skupaj z ostalimi podatki. Napoved napak nam omogoča, da sistem preventivno vzdržujemo 
in tako zmanjšamo zastoje ter posledično stroške. Opisan model monitoringa procesa so 





   
 
Slika 4.1: Arhitektura sistema za monitoring v resničnem času [23] 
 
V nadaljevanju bomo našteli nekaj primerov monitoringa in kontrole napak pri različnih 
proizvodnih procesih: 
 
- Detekcija napak rotirajočih delov: Senzor pospeškov v ležajih pošilja podatke o 
vibracijah v računalnik, kjer so ti s pomočjo algoritma (SVM, naključni gozdovi, 
ANN) klasificirani glede tipe vibracij. V primeru nepravilnega delovanja algoritem 
na podlagi vhodnih podatkov ugotovi, za kateri tip napake gre (obraba, razpoka, lom, 
itd.) [24, 25].   
 
- Detekcija napak v proizvodnji polprevodnikov: Izdelava polprevodnikov je zelo 
kompleksen proces, ki vključuje veliko (100+) vhodnih spremenljivk. Avtor 
predlaga metodo globoko strukturiranega ML za zaznavo defektov v silicijevih 
ploščicah. Algoritem sestavi model na podlagi učilne množice defektnih vzorcev ter 
na podlagi te napove napako. Glavna prednost tega algoritma pred dozdajšnjimi 
metodami detekcije napake je, da zazna tudi mešane vzorce napak z 86% 
natančnostjo. Posledično zmanjšamo odpad, delovni čas strojev ter zmanjšamo 




   
- Detekcija napak v aditivni proizvodnji: Sistem uporablja vrsto senzorjev, kot so 
termopari, merilci pospeška, infrardeče temperaturne senzorje, merilce električnega 
toka ter kamere, ki v realnem času pridobivajo podatke. Ti so s pomočjo učilne 
množice z vrsto ML algoritmov (SVM, ANN, Naivni Bayes) uporabljeni pri 
monitoringu in detekciji napak. Izhodni podatki obsegajo pregled stanja in javljanje 
napak različnih podsistemov 3D printerja [27, 28].   
‐  
- Detekcija stanja orodja s pomočjo zvočnih signalov: Predlagan sistem uporablja 
zvočne senzorje za zaznavo obrabe frezala. Algoritem (SVM) prejema podatke v 
obliki različnih zvočnih frekvenc, na podlagi katerih preračuna in prikazuje stanje 
orodja. Različne frekvence so klasificirane glede na stopnjo obrabe orodja [29]. 
 
- Merjenje dimenzij zobatega verižnega člena z uporabo strojnega vida: Sistem 
kontrolira dimenzije zobatega verižnega člena z veliko natančnostjo. V industriji je 
to še vedno v veliki meri izvedeno ročno. Fizični sistem sestoji iz CD kamere ter 
leče, osvetlitvenega sistema, merilnega delovnega mesta ter računalnika. Programska 
oprema najprej procesira sliko, torej zmanjša šum, jo po potrebi rotira, ter jo 
transformira v informacije glede na posamezen piksel. Nato z uporabo algoritma 
SVR ugotovi, kateri piksli se nahajajo na robovih predmeta ter na podlagi tega 
preračuna njegove dimenzije. Sistem deluje z natančnostjo 0.002 mm, kar ustreza 
zahtevani toleranci verižnega člena. V primerjavi z ročnim merjenjem poveča hitrost 
in natančnost [30].  
 
 
 Optimizacija procesov 
 
Procese lahko optimiziramo s spremembo parametrov na podlagi empirično pridobljenih 
podatkov in simulacij. V zadnjih letih metode z uporabo AI vedno bolj nadomeščajo klasične 
pristope na podlagi fizikalnih modelov. Pri tem se uporablja predvsem eksperimentalne 
podatke, ki so uporabljeni kot učilna množica za algoritme, ki nato določijo optimalne 
parametre [31]. Naštel bom nekaj primerov optimizacije z algoritmi AI pri različnih 
proizvodnih procesih: 
 
- Frezanje in struženje: Z uporabo eksperimentalnih podatkov kombinacija 
algoritmov strojnega učenja (ANN, SVR, SVM, Genetski algoritem, itd.) določi 
optimalne parametre, kot so vrtilna hitrost, rezalna hitrost, globina rezanja, itd. 
Parametri so določeni v smeri čim manjših stroškov ter čim manjše hrapavosti 
površine [32, 33, 34]. Nekateri naprednejši modeli s kombinacijo ML v resničnem 
času prilagajajo parametre glede na obrabo orodja [35].   
 
- Elektro erozijska obdelava (EDM): Pri elektro erozijski obdelavi je določanje 
parametrov zelo zahtevna naloga, saj gre za kompleksen izdelovalni proces. Avtorji 
so predlagali rešitev z uporabo kombinacije SVM in ANN algoritmov, ki glede na 
eksperimentalen model, ki predstavlja učilno množico podatkov, določijo optimalne 
parametre, kot so vršni tok razelektritve, čas trajanja električnega impulza, 
kapacitivnost, itd. Z izračunom optimalnih parametrov iščemo čim krajši čas 
izdelave glede na zahteve po vršine ter čim manjšo obrabo orodja [36].  
Rezultati 
21 
   
‐  
- Brizganje plastike (PIM): Predlagan sistem uporablja algoritem ANN za napoved, 
kako različni parametri brizganja (pritisk, vrtenje polža, temperature grelcev) 
vplivajo na temperaturo taline med plastifikacijo [37]. Drugi predlagan sistem 
uporablja omrežje senzorjev, preko katerega z ANN preračuna dolžino toka taline 
[38]. Rezultat obeh sistemov je boljša kvaliteta izdelkov glede na tradicionalne 
metode določanja paramerov. 
 
- Varjenje: Avtor je predlagal uporabo kombinacijo ML algoritmov imenovano 
Extreme learning machine, ki na podlagi eksperimentalnih podatkov lahko izračuna 
parametre varjenja, ki vplivajo na geometrijo temena, mehanske lastnosti, ter 
distorzijo, ki morajo sovpadati glede na želeno kvaliteto zvara [39].  
 
 




Slika 4.2: Diagram PPC sistema [40] 
 
 
Ključne naloge PPC vključujejo planiranje programa proizvodnje, zahtev proizvodnje, 
zunanje nabave, ter kontrole procesov. Input predstavlja množica podatkov, ki vključujejo 
proizvodna sredstva kot so kapaciteta strojev in delovne sile, delovne ure strojev, zaloge 
materiala, razpoložljivost dobaviteljev, potrebe po materialu, naročila, itd [40]. Podatki 
morajo najprej biti preprocesirani, da jih lahko algoritmi uporabijo. V fazi analize in 
vrednotenja teh podatkov ter sprejemanja odločitev so planerjem v veliko pomoč različni 
algoritmi ML, ki občutno zmanjšajo časovno potratnost in izboljšajo kvaliteto procesov. 
Uporabljen so predvsem algoritmi nadzorovanega strojnega učenja (KNN, Naključni 
gozdovi, itd.), pa tudi nenadzorovanega učenja (za grupiranje in razvrščanje podatkov v 
resničnem času). Rezultat obdelave podatkov so razni urniki, razporeditve sredstev, 
načrtovanje proizvodnih operacij, prerazporeditev proizvodnje, itd. Kvaliteta dobljenih 
rezultatov je preverljiva z uresničitvijo zadanih ciljev, torej zmanjšanjem časov dobave, bolj 
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učinkovito porabo sredstev, ter zmanjšanjem zalog. Algoritmi AI v PPC omogočajo hitrejše 
reagiranje na spremembe v proizvodnem procesu, kar poveča fleksibilnost in produktivnost 
sistema. Trenutni PPC sistemi človeku pomagajo pri načrtovanju in vodenju proizvodnje, 












Po pregledu stanja smo prišli do ugotovitev, da je v zadnjem času na področju AI opazen 
velik napredek, posebej v razvoju novih algoritmov. Če se fokusiramo na AI v proizvodnih 
sistemih, se na področju tudi dogajajo veliki premiki, najbolj opazna je nemška iniciativa 
proti I4.0. Zaradi razvoja tehnologij postaja generacija podatkov vedno večja in posledično 
se iščejo novi načini, kako te podatke uporabiti za izboljšanje proizvodnje. Klasični načini 
obdelave podatkov pri tako velikih količinah niso uporabni, zato se pri tem uporablja ML 
algoritme.  Njihova uporaba je navzoča predvsem na področjih optimizacije, monitoringa in 
detekcij napak, ter kontroli in načrtovanju proizvodnega procesa. 
Drugi razlogi za implementacijo AI za povečano avtomatizacijo so tudi staranje 
prebivalstva, torej pomanjkanje delovne sile, predvsem pa zmanjšanje stroškov.  
Kljub velikim premikom pa našteti primeri uporabe obstajajo več ali manj le kot študije oz. 
predlogi za implementacijo. Primer pametne tovarne obstaja bolj kot koncept, je pa res, da 
so določeni elementi do neke mere ponekod že v uporabi. Implementacija novih tehnologij 
je po navadi draga in se bo dogajala zelo postopoma, smernice I4.0 navajajo leto 2040, iz 
izkušenj pa vemo, da lahko to traja tudi dlje. Kljub temu menim, da bo velika količina 
podatkov in njihova uporaba s pomočjo AI v proizvodnji v prihodnosti igrala vedno večjo 
vlogo, saj velike količine podatkov onemogočajo uporabo klasičnih metod. Razvoj bo šel v 
smeri čim večje avtonomnosti, torej da bo sistem na podlagi podatkov sam sprejemal 
odločitve ter jih implementiral. Konkurenčnost v industriji je zelo visokega pomena in je 
neposredno povezana z implementacijo najnovejših tehnologij, zato menim, da je vedno 







6 Zaključki  
Po pregledu literature na področju, predvsem znanstvenih člankov, lahko pridemo do 
naslednjih zaključkov: 
1) Umetna inteligenca je interdisciplinarno področje preučevanja inteligentnih sredstev, ki 
napravi omogočajo, da na podlagi svojega okolja sama sprejema odločitve – posnema 
človekovo inteligenco. 
2) Področja umetne inteligence vključujejo NLP, ekspertne sisteme, robotiko, strojni vid, 
ter strojno učenje, ki je v zadnjem času deležno največ pozornosti, saj s svojimi algoritmi 
omogoča obdelavo ter vrednotenje velikih količin podatkov. 
3) Smernice razvoja, kot so uporaba avtonomnih robotov, povezljivost naprav v IIoT, 
shranjevanje velikih količin podatkov v oblake ter razširjena realnost, bodo na področju 
proizvodnih sistemov vodili v vedno več avtomatiziranih avtonomnih operacij. 
4) V proizvodnih sistemih se zajema vedno večje količine podatkov, torej raste potreba po 
njihovem obdelovanju in koristni uporabi.  
5) AI je ključen del  modernega proizvodnega sistema – pametne tovarne, saj je ena izmed 
njenih glavnih značilnosti velika količina podatkov, ki jih s tradicionalnimi metodami 
ni mogoče obdelati, torej se moramo pri tem posluževati pametnih algoritmov. Pametne 
tehnologije so navzoče tudi pri samem zajemu podatkov, kontroli omrežja, robotih, itd.  
6) Algoritmi AI se za obdelavo podatkov uporabljajo na področjih:  
- monitoringa, torej poročanje o stanju sistema, in detekciji ter napovedi napak, 
- optimizacije posameznih proizvodnih procesov,  
- planiranja in kontrole proizvodnje 
7) Večina opisanih primerov uporabe je bila testirana v laboratorijskem okolju, nekatere, 
npr. sistem za monitoring so bile že preizkušene v operativnem okolju s pozitivnimi 
rezultati. Na področju PPC so že v uporabi programi z uporabo ML, ki pomagajo 
človeku pri sprejemanju odločitev. Razvoj na področju je intenziven, a večina 






   
V nalogi smo predstavili AI ter pregled stanja uporabe AI za obdelavo podatkov v 
proizvodnih sistemih, kar lahko služi kot uvod za grobo razumevanje področja, ki je zelo 
široko in kompleksno. 
 
Predlogi za nadaljnje delo 
 
Nadaljnje delo bi lahko potekalo v smeri podrobnejšega opisa posameznih podpodročij, kjer 
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