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Quantics tensor train (QTT), a new data-sparse format for one- and
multi-dimensional vectors, is based on a bit representation of mode
indices followed by a separation of variables. A radix-2 recursion,
that lays behind the famous FFT algorithm, can be efficiently applied
to vectors in the QTT format. If input and all intermediate vectors of
the FFT algorithm have moderate QTT ranks, the resulted QTT–FFT
algorithm outperforms the FFT for large vectors and has asymptot-
ically the same complexity as the superfast quantum Fourier trans-
form. It is instructive to describe a class of such vectors explicitly.We
identify all vectors that have QTT ranks one on input, intermediate
steps and output of the FFT algorithm. We also give an example of
QTT-rank-one vector that has the Fourier image with full QTT ranks.
Weshowbynumerical experiments that for certain rank-onevectors
with full-rank Fourier images, the practical ε-ranks remain moder-
ate for large mode sizes.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
Storage for multi-dimensional arrays and complexity of algorithms working with such data grow
prohibitively with the dimension. Structured low-parametric formats are necessary to make the com-
putations feasible for large dimension. Recently, a tensor train (TT) format was proposed [1,2], which
combines the goodproperties of the canonical [3–5] and Tucker [6] formats: the number of representa-
tion parameters does not growexponentiallywith the dimension (there is no “curse of dimensionality”),
and the approximation problem is stable and can be solved by the SVD-based algorithm. Surprisingly,
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this format can be applied also to the low dimensional data using the virtual levels [7]/quantization of
indices [8]. Quantization of a vector x = [x(k)]n−1k=0 of mode size n = 2d is the following one-to-one
mapping
k ↔ (k1, . . . kd), kp = 0, 1, p = 1, . . . , d, k = k1 . . . kd def=
d∑
p=1
kp2
p−1, (1)
that allows to reshape a vector into a tensor X = [x(k1, . . . , kd)] with d binary indices. The TT format
for the latter is called QTT format and reads
x(k) = x(k1k2 . . . kd) = X(1)k1 X(2)k2 . . . X(d)kd , (2)
where each X
(p)
jp
is an rp−1 × rp matrix and border conditions r0 = rd = 1 are introduced to make the
right-hand side a scalar for each k = k1 . . . kd.
The values rp are referred to as QTT ranks and affect the storage and complexity in numerical
work with vectors in the QTT format. As shown in [1,9,2], QTT ranks are equal to the ranks of certain
matricisations, i.e.
rp = rank X{p}, X{p} = [x{p}(a, b)],
x{p}(k1 . . . kp, kp+1 . . . kd) = x(k1 . . . kd) = x(k).
(3)
Since X{p} is a 2p×2d−p matrix composed of the elements of x, the rank is bounded by rowand column
sizes, rp  min(2p, 2d−p). In the following we will call by “ranks of a vector” the QTT ranks of the
corresponding QTT decomposition.
Definition1. Vectorswith rp = 1are referred to as rank-onevectors, andvectorswith rp = 2min(p,d−p)
as full-rank vectors.
Anymatricisation of a random vector is a randommatrixwhich is nonsingular with probability one
(see [10]). Therefore a random vector generally (with probability one) has full QTT ranks. However,
many function-related vectors have low ranks (exp x, sin x, cos x, xp) or have low ε-ranks, i.e. can be
accurately approximated by a low-rank vectors (xα, e−αx2 , sin x
x
, 1
x
, etc.) [8,11,12].
For n = 2d, the normalized discrete Fourier transform (DFT) reads
y(j) = 1
2d/2
2d−1∑
k=0
x(k)ω
jk
d , ωd = exp
(
−2π i
2d
)
, i2 = −1, (4)
where Fd = 1
2
d/2
[ωjkd ]2
d−1
j,k=0 is the unitary Fourier matrix. Recently, the Fourier transform algorithm
was proposed for vectors of type (2), maintaining the QTT format during the computation [13]. The
complexity ofm-dimensional Fourier transform of an n×n×· · ·×n arraywith n = 2d isO(m2d2r3),
which grows logarithmically with n. For large m and n this algorithm is faster than the Fast Fourier
transform (FFT) algorithm of O(mnm log n) complexity. However, it is important that r, which is the
maximumQTT rank of input, output and all intermediate vectors of the algorithm, remains moderate.
It is not easy to describe a class of such vectors explicitly. However, it is instructive to do this for
rank-one vectors, which is the simplest case.
In this paper we describe the class of rank-one vectors with rank-one Fourier images. Also we give
an example of rank-one vector that has full-rank Fourier image. This shows that Fourier transform is
nontrivial operation that can increase QTT ranks of a vector to the maximum. Finally, by numerical
experiments we show that practical ε-ranks of Fourier images of certain rank-one vectors (including
the randomly distributed vectors) are moderate even for vectors of very large mode sizes.
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2. Rank-one vectors with rank-one Fourier images
Since the QTT ranks do not change with vector scaling, we can consider only normalized vectors
(zero vector, a trivial answer, is not interesting).We start from three examples of rank-one vectors that
have rank-one Fourier images.
Example 1. A column of 2d × 2d identity matrix. A unit vector
x = ek∗ , i.e. x(k) = δ(k − k∗), where δ(p) def=
⎧⎨
⎩ 1, p = 0,0, p = 0,
has QTT ranks one, i.e. has the decomposition (2) with all scalar cores,
x(k) = δ(k − k∗) = δ(k1 . . . kd − k∗1 . . . k∗d) = δ(k1 − k∗1) . . . δ(kd − k∗d).
The Fourier image, y = Fdx, is a discretized exponent function with QTT ranks one,
y(j) = 1
2d/2
exp
(
−2π i
2d
k∗j
)
= 1
2d/2
exp
(
−2π i
2d
k∗j1
)
exp
(
− 2π i
2d−1
k∗j2
)
. . . exp
(
−2π i
2
k∗jd
)
.
Example 2. A vector which is a discretized exponent function,
x = [x(k)], x(k) = 1
2d/2
exp
(
2π i
2d
fk
)
, k = 0, . . . , 2d − 1, (5)
with integer f = j∗, has all QTT ranks one as well as its Fourier image y = Fdx = ej∗ .
Example 3. For d = 1 any vector of size 2d = 2 has both QTT ranks one, r0 = r1 = 1, as well as its
Fourier image.
In the following we will show that any rank-one vector with rank-one Fourier image can be repre-
sented as a tensor product of the considered examples. Note that the QTT cores of a rank-one vector
are unique up to the scaling, i.e. the scaling coefficient can be arbitrary distributed between the QTT
cores without changing the result. In the following theoremwe describe a class of equivalent rank-one
QTT decompositions by one element, and show that a particular QTT representation of the rank-one
vector with rank-one Fourier has a specific form.
Theorem 1. A rank-one vector x of size 2d has rank-one Fourier image, iff the QTT decomposition
x(k) = x(k1k2 . . . kd) = x(1)k1 x(2)k2 . . . x(d)kd ,
after appropriate scaling of QTT cores can be written for some c = 1, . . . , d as follows:
x
(p)
kp
= δ(kp − k∗p), k∗p = 0 or 1, for p < c;
x
(c)
kc
is arbitrary;
x
(p)
kp
= 1√
2
exp
(
2π i
2d−p+1
j∗kp
)
, for p > c.
(6)
Proof. For d = 1 the statement holds, see Example 3. Suppose it holds for any vector of size 2d−1 and
consider the rank-one vector with rank-one Fourier image of size 2d,
y
(1)
j1
y
(2)
j2
. . . y
(d)
jd
= 1
2d/2
∑
k1...kd
x
(1)
k1
. . . x
(d−1)
kd−1 x
(d)
kd
ω
jk
d .
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Write these equations separately for j1 = 0 and j1 = 1,
y
(1)
0 y
(2)
j2
. . . y
(d)
jd
= x
(d)
0 + x(d)1
2d/2
∑
k1...kd−1
x
(1)
k1
. . . x
(d−1)
kd−1 ω
j′k′
d−1,
y
(1)
1 y
(2)
j2
. . . y
(d)
jd
= x
(d)
0 − x(d)1
2d/2
∑
k1...kd−1
x
(1)
k1
. . . x
(d−1)
kd−1 ω
k′
d ω
j′k′
d−1,
(7)
where k = k1 . . . kd, j′ = j2 . . . jd, k′ = k1 . . . kd−1. We come to the radix-2 recursive relation, that
was known to Gauss [14,15] and lays behind the Cooley–Tukey FFT algorithm [16]. If both y
(1)
0 = 0 and
y
(1)
1 = 0 then y = Fdx = 0 and since Fd is nonsingular we have x = 0, a trivial case. Three non-trivial
cases are possible.
First, y
(1)
0 = 0 and y(1)1 = 0, leads to x(d)0 = x(d)1 and y′ = Fd−1x′,where half-size vectors x′ and y′
have QTT ranks one,
x′(k′) = x′(k1 . . . kd−1) = x(1)k1 . . . x(d−1)kd−1 , y′(j′) = y′(j2 . . . jd) = y(2)j2 . . . y(d)jd .
Second case, y
(1)
0 = 0 and y(1)1 = 0, leads to x(d)0 = −x(d)1 and y′ = Fd−1dx′, where d =
diag{ωk′d }2
d−1−1
k′=0 . Note that dx′ has QTT ranks one as well as x′. With proper scaling, we summarize
these two cases to
y
(1)
j1
= δ(j1 − j∗1), x(d)kd =
1√
2
exp
(
2π i
2
j∗1kd
)
, y′ = Fd−1j
∗
1
d x
′,
where j∗1 = 0, 1 and the vectors y′ and j
∗
1
d x
′ have size 2d−1 and QTT ranks one. By the assumption,
cores of the vector 
j∗1
d x
′ are given by (6), which means
exp
(
− 2π i
2d−p+1
j∗1kp
)
x
(p)
kp
= δ(kp − k∗p), k∗p = 0 or 1, p = 1, . . . , c − 1;
exp
(
− 2π i
2d−c+1
j∗1kc
)
x
(c)
kc
is arbitrary;
exp
(
− 2π i
2d−p+1
j∗1kp
)
x
(p)
kp
= 1√
2
exp
(
2π i
2d−p
j′∗kp
)
, p = c + 1, . . . , d − 1.
Moving the scaling coefficients to the core x(c),we result in Eq. (6) with j∗ = 2j′∗ + j∗1 .
Finally, consider the case y
(1)
0 = 0 and y(1)1 = 0 in (7). Then
y′ = αFd−1x′ = βFd−1dx′,
with above-defined x′ and y′ and some non-zero scalars α and β, that can be always chosen unit in
modulus. Since Fd−1 is nonsingular, the last equation gives
x′(k′) = eiϕ exp
(
−2π i
2d
k′
)
x′(k′), k′ = 0, . . . , 2d−1 − 1,
that holds only if x′ has all but one zero elements. Therefore, with proper scaling this vector is a column
of identity 2d−1×2d−1 matrix, x′ = ek′∗ .Weobtain the QTT decomposition of the form (6)with c = d.
Since all possible cases result in Eq. (6), the proof is complete. 
Directly from the proof of Theorem 1 we conclude the following.
Corollary 1. If a rank-one vector of size 2d has rank-one Fourier image then all intermediate vectors of the
Cooley–Tukey FFT algorithm have QTT ranks one.
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3. Rank-one vector with full-rank image
In the Example 2we show that the rank-one discrete exponential function (5) has rank-one Fourier
image for integer f = j∗. Now we consider f /∈ Z and prove that Fourier image y = Fdx has full QTT
ranks. Using the power series formula, we compute
y(j) = 1
2d
2d−1∑
k=0
exp
(
2π i
2d
fk
)
exp
(
−2π i
2d
jk
)
= 1
2d
1 − exp (2π i(f − j))
1 − exp
(
2π i
2d
(f − j)
) .
Then, using 1 − e2iϕ = −2ieiϕ sinϕ,we come to
y(j) = 1
2d
exp (π if ) sin (π f )
exp
(
π i
2d
(f − j)
)
sin
(
π
2d
(f − j)
) = α exp
(
2π i
2d
j
)
sin
(
π
2d
(j − f )
) ,
where α = 1
2d
exp
(
π if
(
1 − 1
2d
))
sinπ f . By (3), QTT ranks of Fourier image y are equal to the ranks
of matricisations,
rp = rank Y {p}, Y {p} =
[
y{p}(a, b)
]
, a = j1 . . . jp, b = jp+1 . . . jd,
y{p}(a, b) = y(a + 2pb) = α exp
(
2π i
2d
a + 2π i
2q
b
)
sin
(
π
2d
(a − f ) + π
2q
b
) ,
where p + q = d. Also, f = 2pg + h + ϕ, where g ∈ Z, h = 0, . . . , 2p − 1 and 0 < ϕ < 1. Finally,
we represent ϕ = ϕ1 + 2pϕ2 and write
sin
(
π
2d
(a − f ) + π
2q
b
)
= sin π
2d
a′ cos π
2q
b′ + cos π
2d
a′ sin π
2q
b′,
resulting in Y {p} = α ACB with
A = diag
⎧⎨
⎩
exp 2π i
2d
a
sin π
2d
a′
⎫⎬
⎭ , C =
[
1
cot π
2d
a′ + cot π
2q
b′
]
, B = diag
⎧⎨
⎩exp
2π i
2q
b
sin π
2q
b′
⎫⎬
⎭ , (8)
where a = 0, . . . , 2p−1, b = 0, . . . , 2q−1 and a′ = a−h−ϕ1, b′ = b−g−ϕ2. This representation
is correctly defined if all denominators in (8) are non-zero,
sin
π
2d
(a − h − ϕ1) = 0;
cot
π
2d
(a − h − ϕ1) + cot π
2q
(b − g − ϕ2) = 0;
sin
π
2q
(b − g − ϕ2) = 0;
for
a = 0, . . . , 2p − 1;
b = 0, . . . , 2q − 1,
that always can be achieved by proper choice of ϕ1 and ϕ2. The diagonal matrices A and B are
non-singular since all diagonal elements are non-zero. The rectangular 2p × 2q matrix C contains
a square submatrix
[
1
sa+tb
]
with a, b = 0, . . . 2min(p,q) − 1, that is also non-singular [17], since it
is a Cauchy-Hilbert matrix with distinct sa and tb. We conclude that matricisation Y
{p} has full rank,
rp = 2min(p,d−p) and therefore vector y has full QTT ranks.
4. Numerical experiments
Since the accuracy of numerical computations is limited (at least due to the machine precision
round-off errors), tensor decompositions in scientific computing often do not represent a given
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tensor exactly. Therefore, instead of tensor decompositions we consider tensor approximations and
the corresponding ε-ranks,
rε(z) = min
z˜:‖z−z˜‖ε‖z‖ r(z˜). (9)
Since the QTT format has d possibly different ranks, it ismore convenient to introduce one value r(z˜) to
describe the number of parameters that are used to represent z˜ in QTT format. ThemaximumQTT rank
can be used, but sometimes it gives incorrect impression of the “structure complexity”. To account the
distribution of all TT ranks r1, . . . , rd−1, that affect the storage for TT format, we define the effective
TT rank.
Definition 2. 1 The effective QTT rank r of the TT format with TT ranks r1, . . . , rd−1 and mode sizes
n1, . . . , nd, is as a positive solution of the quadratic equation
mem(r1, . . . , rd−1) = mem(r, . . . , r),
where mem(r1, . . . , rd−1) denotes the amount of memory to store the TT cores,
mem(r1, . . . , rd−1) = n1r1 + r1n2r2 + · · · + rd−1nd.
For the QTT format, all mode sizes are equal 2 and effective QTT rank is the positive solution of
quadratic equation
(d − 2)r2 + 2r −
d∑
p=1
rp−1rp = 0. (10)
The effective rank is generally a non-integer value. The effective rank of rank-one vector is equal to
one. The effective rank of full-rank vector of size 2d is rfull ≈
√
2d/d and grows exponentially with d,
as well as the storage of full array.
In Fig. 1(left) we show the effective ε-rank of the Fourier image of the discretized exponential
function x =
[
exp
(
2π i
2d
fk
)]2d−1
k=0 with frequency 0  f  1 for different accuracy levels ε. We see
that rε(f ) tends to one in the small neighborhoods of zero and one, and almost does not depend on f
at certain distance from the sides of the interval. Therefore, we can say that the ε-ranks rε(f ) of the
discretized exponential functions with frequency f are sensitive to ε but not to f for the most of the
values of f . Note also that ε-ranks remain moderate even when the accuracy ε is close to the machine
precision, although the exact decomposition is full-rank. The effective ε-rank of the Fourier image
even reduces slightly for vectors of very large size n = 260. This shows that even for “bad examples”
of data with full-rank images, the approximate Fourier transform using the QTT–FFT algorithm may
sufficiently reduce the storage and complexity in comparison with usual FFT.
It is interesting to compare this resultwith the distribution of ε-ranks of Fourier images of randomly
chosen rank-one vectors, see Fig. 1(right). For the QTT vector (2) we set x
(p)
0 = 1 for p = 1, . . . , d
and take x
(p)
1 with real and imaginary parts independently and uniformly distributed in [0 : 1]. We
use 5 × 108 samples of vectors of size n = 230 and 108 samples of vectors of size n = 260. It is
natural to expect that Fourier images of random vectors would not have a good structure. However,
we can see that effective ε-ranks are again quite moderate. Also, the histograms which estimate the
probability density function of the effective ε-rank of the Fourier image of random rank-one vectors
are very narrow. As in the previous example, we can say that effective ε-ranks actually depend only
on accuracy ε and are almost the same for most of the random vectors from the selected set.
The program code for numerical experiments (including QTT–FFT and necessary TT subroutines)
was developed in Fortran90 by the author. The computations were done using 1024 cores of SKIF-
MGU “Chebyshëv” cluster, Moscow State University, Russia.
1 This definition was proposed by E.E. Tyrtyshnikov.
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Fig. 1. (left) Effective ε-rank of the Fourier image of x =
[
exp
(
2π i
2d
fk
)]2d−1
k=0 , 0  f  1; (right) probability density function of the
effective ε-rank of the Fourier image of random rank-one vectors; (top) vectors of size n = 230; (bottom) vectors of size n = 260.
5. Discussion
In this section we discuss the links between the QTT–FFT algorithm and results from quantum
computing and signal processing, which justify the importance of the addressed problem and reveal
some possible directions for the further work. We also explain, how the results of this paper are
generalized to the multi-dimensional case.
5.1. QTT–FFT and quantum Fourier transform
The QTT–FFT algorithm can be compared with the related approaches from quantum computing. A
vector of size 2d is commonly identified in quantum information theory with an entangled quantum
state of a system of d qubits, i.e. systems with two levels. This is exactly what we do by ‘bit represen-
tation’ (1). The QTT format (2) was already known in quantum chemistry as the matrix product states
(MPS) for quantum spin chains [18], but optimization techniques for MPS [19,20] are different from
the algebraic SVD-based methods proposed in [9,2] and used in QTT–FFT. Probably, this close relation
betweenQTT approach and quantumalgorithmsmotivated the use of the letter “Q” in the abbreviation
“QTT”. However, I personally think that theword “quantics” 2 is slightlymisleading in this context and
probably should be replaced by “qubit tensor train” to emphasize the existing links with quantum
information theory and algorithms.
2 Concise Oxford Dictionary: quantic noun: Mathematics a homogeneous function of two or more variables having rational or
integral coefficients.
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The Fourier transform is utilized in many quantum algorithms including eigenvalue estimation,
order-finding and integer factorization (see [21,22] and references therein). The quantum Fourier
transform (QFT) writes as a sequence of one- and two-qubit gates, i.e. operations involving only one
or two qubits of the d-qubit system. An one-qubit gate (as well as an operating with single QTT core)
modifies all 2d entries of the entangled d-qubit state (or data vector). Due to this “exponential per-
formance” of qubit gates the complexity of the superfast QFT algorithm is as small as O(d2) quantum
operations. The complexity of the FFT on the classical computer is O(2dd) and grows exponentially
in d. This can be considered as a manifestation of the principal difference between the quantum and
classical systems noted by Richard P. Feynman in 1982. He declared that quantum mechanics cannot
be efficiently simulated by classical means, i.e. a classical simulation of a general quantum evolution
suffers from the curse of dimensionality [23].
Nevertheless, a decent classical model of a quantum algorithm can effectively simulate a certain
class of quantum processes. For example, Vidal in 2003 considered the efficient classical simulation
of slightly entangled quantum systems [19]. The QTT–FFT algorithm, which can be considered as a
classical model of QFT, has the complexity of O(d2r3) operations in 1D case. In general, r can grow
exponentially in d, as rfull really does for a full-rank vector. For a certain class of vectors, however, r is
bounded in respect to d by some moderate value and the QTT–FFT has asymptotically the same com-
plexity as QFT, i.e. QTT–FFTmodels QFT efficiently. In this paperwe identified all vectorswith r = 1 and
demonstrate by numerical experiments that many other vectors are close to vectors with moderate r.
This gives us a hope that QTT–FFT can be used to solve important problems of quantum computing.
Note that the Hadamard transform, also very popular in quantum computing, has QTT rank one by
the definition,
Hd = H⊗d1 , H1 =
1√
2
⎡
⎣ 1 1
1 −1
⎤
⎦ ,
and does not change the QTT ranks of a vector. Therefore, a quantum Hadamard transform can be
efficiently modeled by classical means for all vectors of moderate QTT rank, which are considered
in [8,11,12].
Finally, it is worth noting the recent progress in the computation of discrete convolution of vectors
given in the QTT format [24,25]. This operation is very important in scientific computing and can be
conducted by three Fourier transforms. If QTT–FFT is applied to compute the Fourier transform, the
discrete convolution of two vectors of size 2d and QTT ranks r1 and r2 requires O(d2 poly(r1, r2))
operations, i.e. complexity is quadratic in d and polynomial in ranks. However, in [25] an algorithm of
complexityO(dr21r22),which is linear in d, is proposed. This may indicate that in quantum computing
the convolution is in some respect “more simple” operation than the Fourier transform. We can also
assume that there exists an algorithm that computes the convolution inO(d) quantumoperations (not
through three QFTs). However, we did not find a reference to such algorithm in the literature.
5.2. QTT–FFT and uncertainty principle
Considering the QTT format as a data compression method we can compare it with a sparse repre-
sentation popular in signal processing. The well-known uncertainty principle bounds the joint sparsity
of a signal and its Fourier transform [26,27]: both of them cannot be very sparse. However, in terms
of data-sparsity provided by QTT approach, we can circumvent this restriction. We say that vector is
data-sparse if it can be defined in some structured form by a small number of parameters. Eq. (6)
describes a class of extremely data sparse vectors (QTT-rank-one) that have extremely data-sparse
Fourier images. Numerical experiments show that there are muchmore vectors that have data-sparse
approximation together with their Fourier images.
5.3. QTT–FFT in multi-dimensional case
Finally,we should explain how the results of this paper can be generalized to themulti-dimensional
Fourier transform. The QTT format for multi-dimensional data is basically the same as (2). However,
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it is important to choose the ordering of bit indices, that allows a low-rank representation of arrays in
the computations. Most common are straight ordering,
ij · · · k ↔ i1i2 . . . id j1j2 . . . jd · · · k1k2 . . . kd,
andmixed ordering
ij · · · k ↔ i1j1 · · · k1 i2j2 · · · k2 . . . idjd · · · kd.
Here letters i, j, . . . , k denote m different modes and numbers denote d bits used in each mode. The
multi-dimensional Fourier transformcanbe implemented inQTT formatwith both orderings, but is es-
pecially simple in the straight ordering, since in this case it is a tensor product of 1D Fourier transforms.
The QTT–FFT algorithm given in [13] assumes straight ordering for the QTT representation of multi-
dimensional data. In this case the results of this paper are directly applicable to multi-dimensional
vectors.
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