Abstract-The Common Unified Device Architecture (CUDA) is a fundamentally new programming approach making use of the unified shader design of the most current Graphics Processing Units (GPUs) from NVIDIA. The programming interface allows to implement an algorithm using standard C language and a few extensions without any knowledge about graphics programming using OpenGL, DirectX, and shading languages.
I. INTRODUCTION
The FDK method is used in most of today's cone-beam CT scanners as the standard reconstruction approach. The typical medical workflow requires high-speed reconstructions in order to avoid an interruption of patient treatment during surgery. Current GPUs offer massively parallel processing capability that can handle the computational complexity of three-dimensional cone-beam reconstruction. In comparison to the nine-way coherent Cell Broadband Engine Architecture, for which we have previously demonstrated a substantial reconstruction speed [1] The trademarks within this publication are those of the respective owners. 1 1 Gflops = 1 Giga floating point operations per second performance of the CBEA (208.4 Gflops, eight processing elements (SPE), 3.2 GHz, four multiply-add operations per clock cycle per SPE). Due to the fact that NVIDIA develops a fundamentally new easy-to-use computing architecture for solving complex computational problems on the GPU (CUDA), this speed-up factor should influence the high-speed reconstruction performance significantly. CUDA offers a unified hardware and software solution for parallel computing on CUDA-enabled NVIDIA GPUs supporting the standard C programming language together with high performance computing numerical libraries 2 . This unveils the access to the processing power of graphics cards even for programmers that are not specialists in computer graphics. The implementation of the reconstruction task can now be done without knowing every trick how to (ab)use the existing Application Programming Interfaces (API), e.g. OpenGL, DirectX, or the Brook language, for general-purpose programming.
In this paper we detail the necessary steps for unveiling the reconstruction performance using this programming paradigm for commodity graphics hardware.
II. RELATED WORK
Up to now, the reconstruction performance on graphics accelerators was evaluated only using graphics-based implementation approaches using OpenGL and shading languages [2] , [3] . In comparison to the traditional graphics-based implementation methods, our CUDA-based implementation of cone-beam reconstruction has even a slightly improved reconstruction speed.
Despite of our optimized Cell-based back-projection implementation [1] , another group also demonstrated cone-beam back-projection on the Cell processor [4] . The results are comparable to the performance of our back-projection module. The most time consuming operation in the inner loop of reconstruction is the ratio computation due to the perspective projection model. Our Cell-based approach avoids image rectification as suggested [4] that leads to the elimination of the homogeneous division [5] but introduces an additional lowpass operation on the projection.
III. METHOD
The FDK method can be divided into three steps: generate weighted projection data (cosine weighting and short-scan weighting), ramp filter the projection images row-wise, and back-project the filtered projection data into the volume [6] . Because of deviations due to mechanical inaccuracies of real cone-beam CT systems such as C-arm scanners, the mapping between volume and projection image positions is described by a 3×4 projection matrix P i for each X-ray source position i along the trajectory. In a calibration step the projection matrices are determined when the C-arm device is installed [7] . In this paper we concentrate on the two most compute-intensive tasks: filtering and back-projection.
IV. IMPLEMENTATION Using the Reconstruction Toolkit (RTK) [8] , we have implemented the basic processing chain as a pipeline architecture. One pipeline stage is responsible for loading the projections form the hard disk or over the network. As soon as a projection is available, the subsequent pipeline stages perform the filtering and back-projection, respectively. The pipeline stages for filtering and back-projection share the same thread of execution in order to make use of the CUDA-enabled GPU.
First, the projection image has to be transferred to the device memory of the graphics card. We used the CUFFT library of the CUDA package to implement the convolution with the given filter kernel. This library only supports the calculation of complex fast Fourier transforms (FFT). Therefore, we simultaneously convolve two image rows of a projection with the given filter kernel, where one image row defines the real input and the other one the imaginary input. The convolution is computed by a complex 1-D FFT followed by the pointwise multiplication of the discrete Fourier transform (DFT) of the filter kernel and the computation of the inverse FFT of the respective point-wise product. The necessary computations are mapped to several successive CUDA kernel executions: Data rearrangement to complex format, zero-padding, batched FFT, multiplication with the DFT of the filter kernel, batched IFFT, and data rearrangement to the original format. Each CUDA kernel computes all rows of a complete projection image simultaneously in order to make efficient use of the multiprocessors on the graphics card.
In the next step we perform the voxel-based back-projection, which requires the calculation of a matrix-vector product for each voxel in order to determine the corresponding projection value. Then we invoke our back-projection kernel on the graphics device. Each thread of the kernel computes the backprojection of a certain column and volume slice (see Figure 1) . This allows to save six multiply-add operations by incrementing the homogeneous coordinates with the appropriate column of P i for neighboring voxels in y-direction. This approach also reduces the register usage (see Figure 2) .
In this regard, a rectification-based approach has theoretically the potential to further improve the reconstruction speed [5] . During our experiments we, however, observed that this is not true for the used graphics hardware. This optimization method, actually, degrades the reconstruction speed when compared to the approach described above.
Finally, we experimentally chose an efficient grid configuration (see Figure 3) .
After all projections have been processed the volume is transferred to the host system memory. Our projection-based Fig. 1 . Perspective geometry of the C-arm device (the v-axis and z-axis are not necessarily parallel) together with the parallelization strategy of our back-projection implementation on the GPU using CUDA (the x-z plane is divided in several blocks to specify a grid configuration, and each thread of a corresponding block processes all voxels in y-direction). approach allows to do an on-the-fly reconstruction while projection data are still being acquired.
V. RESULTS
The filtering and back-projection code has been executed both on an Intel Xeon processor running at 2.8 GHz and equipped with an NVIDIA GeForce 8800 GTX graphics card, and on a Cell Blade server board with two Cell processors running at 3.2 GHz each and 1 GB of main memory split across the two chips. Only one Cell processor has been used during our measurements. The performance has been evaluated using a data set consisting of 414 projections of 1024 × 1024 pixels each and using a volume consisting of 512×512×512 voxels. We have chosen a voxel size of 0.26 3 mm 3 in order to ensure that all voxels lie inside the field-of-view. In Table I we show the timing measurements for the filtering, back-projection, and also for the overall execution. We also give the numbers of projections that can be back-projected per second (pps) and the numbers of 512× 512 volume slices, that can be reconstructed in one second (fps = frames per second).
As far as the filtering step is concerned, the Cell processor outperforms the GPU significantly. Although we assume that in this early CUDA release the FFT performance is not yet optimal, the Cell architecture could be used more efficiently, involving a very time-consuming hand optimization. Looking at the back-projection, the GPU clearly benefits from its theoretical advantage in processing power over the Cell processor. In addition, on the GPU the bilinear interpolation is nearly for free due to additional hardwired circuits on the device for fast texture access. The measured overall execution time allows to compute the FDK reconstruction on-the-fly (>30 fps) with either one GPU or two Cell processors.
VI. CONCLUSIONS
We have presented an optimized CUDA-based implementation of the FDK method. The resulting performance leverages cone-beam CT reconstructions on-the-fly, which means that we can hide all required computations behind the scan-time of the used acquisition device. Due to the exclusive use of off-the-shelf hardware components the physician can now run retrospective reconstructions with varying reconstruction parameters, e.g. different filter kernels, using a standard PC.
In contrast to traditional implementation approaches using OpenGL and shading languages, for example, the CUDA architecture enables the "non-graphics" programmer to implement efficient GPU code for general-purpose computations in a more simplified and appropriate way. With respect to the implementation of the FDK algorithm the CUDA-based approach required much less implementation effort than an optimized CBEA-based implementation.
We conclude that the CUDA-enabled GPU is well suited for delivering high-speed reconstructions in flat-panel cone-beam CT (e.g., C-arm devices).
