This paper presents an effective texture descriptor invariant to translation, scaling, and rotation for texture-based image retrieval applications. In order to find the minimal matching distance between two descriptors, existing frequency-layout descriptors require a lot of distance calculations with every possible combination of scaling and rotation values because they are not invariant to geometrical transformation. To cope with this problem, a new compact descriptor is proposed that is theoretically invariant to such transformations. The proposed descriptor is obtained by first calculating the power spectrum of an original texture image for translation invariance and then the power spectrum image is normalized for scale invariance. Finally, modified Zernike moments are calculated for rotation invariance. The proposed algorithm is simpler and lower than conventional algorithms in terms of the computational complexity. The effectiveness of the proposed descriptor for invariant texture retrieval is shown with various texture datasets by comparing the retrieval accuracy, the descriptor size, and the matching complexity of the proposed descriptor with those of conventional descriptors. q
Introduction
These days, we have been living in flood of audio and visual information. Video and audio coding algorithms have been researched for efficient compression of visual and audio data themselves. Fast retrieval and browsing of the multimedia data are required to find what people want among the huge amount of the information. It is difficult to retrieve from the compressed data such as MPEG-1/2/4 and H.263. Representation of multimedia data with symbols and numbers is needed, which is considered as semantic compression rather than visual data compression. Texture is an important feature for human perception of visual objects along with shape, color, and motion features [1] . Various feature descriptions (or representations) of visual objects and similarity measures based on these descriptors have been investigated for texture recognition and similarity-based retrieval applications [1 -8] .
Textures can be classified into two categories: inhomogeneous and homogeneous textures. Homogeneous textures such as pictures of wall of bricks or sands have the uniform statistical characteristics over the whole area of an image whereas inhomogeneous textures such as pictures of clouds or flowers in a vase do not even have a quasi-periodic structure. Usually, a lot of conventional algorithms have focused on investigation of homogeneous textures. On the contrary, inhomogeneous textures have been investigated recently. Especially, the Hurst parameters of fractal Brownian motion (fBm) have been used for representation of inhomogeneous textures [9 -11] .
There are few effective descriptors for homogeneous textures, although they are required in various texture related applications. Co-occurrence matrix methods have been proposed for texture representation and a multidimensional co-occurrence histogram algorithm was presented to reduce the size of the co-occurrence histogram [12] . They require a lot of computations and deal only with structured textures. Gaussian Markov random field (GMRF) models were used for classification and segmentation of textures [13, 14] , however, they require a high computational load. Windowed Fourier filters were used for texture classification [15, 16] , in which the second-order moments were incorporated into the windowed Fourier filters. The performance comparison of texture classification using wavelet, Gabor, and filter banks with the common databases was shown [17] , in which no single approach performs best for all kind of texture images.
Texture feature extraction and retrieval algorithms have been proposed recently, however, there are few texture features within which all the invariant characteristics are incorporated. Wavelet techniques for texture analysis decompose an image into several octave frequency components [7,18 -23] . A wavelet coefficient texture descriptor [23] separately deals with scaling and rotation, rather than simultaneously working on scaling and rotation. Furthermore, the frequency domain of an input texture is divided into a small number of discrete channel groups, thus it is very difficult with the descriptor to retrieve textures that are transformed with an arbitrary scaling factor and rotation angle. A Radon texture descriptor [24, 25] is obtained by applying matching pursuit to rotational projections with a directory of atomic Gabor functions. The descriptor, consisting of a set of perceptual browsing parameters (structuredness, directionality, and periodicity) and parameters for similarity-based retrieval obtained by applying Gabor filters [26] , can achieve invariance to scaling or rotation in a matching stage. It requires a high computational load to extract features, and the descriptor itself is not invariant to both scaling and rotation. The invariant retrieval can be accomplished by comparing descriptors in every possible scaling and rotation values as the Radon method does. The descriptor cannot deal with transformed textures without employing an invariant retrieval procedure that requires a high computational load. A few rotation-invariant algorithms have been proposed, making use of a change in the frequency domain caused by rotation of a texture [2, 27, 28] . Another rotation-invariant texture retrievals based on wavelets have been presented [29, 30] .
In this paper, we propose a texture descriptor invariant to translation, scaling, and rotation. Feature extraction and similarity measure calculation are simple and fast since we can employ fast transform algorithms such as Fourier and Zernike transforms. An algorithm, based on the Zernike moments that are invariant to rotation, has been proposed for multispectral textures [31] . This algorithm is performed on an image space and copes with scale changes by considering all possible scaling ratios, requiring a high computational load. While the conventional algorithm is based on the image space analysis, the proposed algorithm is a frequency domain approach in the sense that the characteristics of the homogenous texture are analyzed in the frequency domain. The proposed algorithm employs Zernike moments that can extract global rotation invariant features. Additionally, modified Zernike moments that exploit the characteristics of the human visual perception are proposed for texture retrieval, where the low frequency areas are more weighted in the radial axis of the polar coordinates. The rotation invariance is achieved by defining the transform on a polar coordinate. A few rotation-invariant retrieval algorithms based on the Fourier -Mellin transform defined on the polar coordinate have been proposed for image retrieval (not specifically for texture retrieval) [32, 33] .
The proposed descriptor is obtained as follows: an input texture is discrete Fourier transformed and magnitude squared, yielding the power spectrum image invariant to translation due to the shift property of the discrete Fourier transform (DFT) [34] . For scale invariance, the power spectrum plane is normalized [35] . Then a descriptor is obtained by calculating the modified Zernike moments that are invariant to rotation of the input image. Original Zernike moments were applied to image recognition, in which image pixel values were directly used for the transform [36] . But the modified Zernike moments are derived by nonlinearly shrinking the radial axis of the normalized power spectrum space rather than the image space. Thus, the proposed texture retrieval algorithm with a descriptor using Zernike moments is theoretically invariant to translation, scaling, and rotation.
The rest of the paper is structured as follows. Some conventional texture retrieval algorithms are described in Section 2. A proposed texture descriptor and the retrieval algorithm using modified Zernike moments are presented in Section 3. Experimental results are shown in Section 4. Finally, conclusions are given in Section 5.
Conventional texture retrieval algorithms
Texture representation methods can be classified into three categories: image, frequency, and their joint space methods. The co-occurrence matrix, the moments, and the Markov random field (MRF) methods are the image space methods whereas filter bank method corresponds to the frequency space methods. On the other hand, the Gabor, wavelet, and Radon transform methods are prevalent as an optimal joint localization both in spatial and frequency domains.
Texture classification algorithms based on the cooccurrence matrix yield good results for periodic textures, however, the co-occurrence matrix should be computed with respect to the same direction as that of a given texture. Thus, a lot of computation and memory are required for practical applications. The approaches based on invariant moments [37] use a small number of features, thus they might not be adequate for a database with a huge number of different textures. The MRF-based texture representation requires a high computational load and is not invariant to geometric transformations such as scaling and rotation.
Similarity-based texture retrieval has been investigated, among which joint localized analysis has been popular. The lower frequency part considering global characteristics is more important for analyzing textures, based on the human visual perception. Furthermore, geometric transformations such as scaling and rotation can be easily described in the frequency space.
Texture retrieval based on Gabor filtering can be derived by joint optimization both in spatial and frequency spaces [6] . The algorithm is known to be robust to noise contained in textures that are not scaled or rotated. It makes use of the polar frequency layout with the Gabor wavelet filters. It can only deal with the discretely rotated and scaled textures, in which the rotation angle and scale are quantized to 12 and 4 levels, respectively. Furthermore, it requires a lot of computations to retrieve the rotated and scaled textures, because it should try every possible distance by rotating and shifting the Gabor feature vectors along angular and radial directions, respectively.
The Radon transform-based texture representation method has been proposed in polar coordinates to obtain the frequency divisions having the characteristics of the human visual perception, in which the power spectrum is obtained by the Radon transform and the matching pursuit [24, 25] . Texture features are extracted on the divided frequency regions along the angular and radial axes. This method also makes use of the divided frequency layout, thus the feature vector itself is not invariant to the geometric transformations.
Another algorithm based on the wavelet transform has been proposed, in which features can be extracted very fast from wavelet-based encoded textures [23] . Features are obtained from the global characteristics along the radial and angular directions, yielding features consisting of two components invariant to scaling and rotation.
Proposed invariant texture retrieval algorithm using modified Zernike moments
The proposed retrieval algorithm is theoretically and practically invariant to translation, scaling, and rotation of a texture. As shown in the block diagram of Fig. 1 , it consists of three stages: DFT, power spectrum normalization, and computation of modified Zernike moments. An input texture image is transformed by the DFT, and a power spectrum that is invariant to translation is obtained. The scale change in the original spatial domain is reflected in the power spectrum image. Then, to obtain the scale invariance we normalize the power spectrum image, from which the rotation-invariant moments are extracted using the modified Zernike basis functions. The resulting descriptor is invariant to any combination of translation, scaling, and rotation. Each stage is explained in the following subsections.
Power spectrum for translation-invariance
An input texture image is transformed into the frequency space and magnitude squared, yielding the power spectrum image invariant to translation. The DFT decomposes a spatial texture signal into orthogonal frequency components without loss of information. The DFT Fðk 1 ; k 2 Þ of a signal f ðn 1 ; n 2 Þ is defined by to translation:
Power normalization for scale-invariance
Let Fðk 1 ; k 2 Þ be the DFT of f ðn 1 ; n 2 Þ; then the scaled texture f ðn 1 =S x ; n 2 =S y Þ yields FðS x k 1 ; S y k 2 Þ; where S x ðS y Þ denotes the scale factor along the horizontal (vertical) direction. Fig. 2 shows that a scale change of any original image is inversely proportional to a scale change in the DFT domain. Fig. 2(a) shows the original texture image and In the proposed algorithm, a AC power, P AC is defined by
A cut-off frequency, f c ; is defined as the integer radius of the circle in the frequency domain containing a fraction t of the power P AC :
where N p represents the integer space, k 1 ¼ r cos u; and k 2 ¼ r sin u: After setting Fð0; 0Þ to 0, the rescaled power spectrum lF 0 ðk 1 ; k 2 Þl 2 is obtained with the cut-off frequency f c :
Then, as shown in Fig. 3 , the final normalized power spectrum lF N ðk 1 ; k 2 Þl 2 is defined by
which is invariant to translation and scale. Due to the implementation for the scale invariance, there could be sampling errors with the scaled signals. If aliasing artifact from the scaled signals is not dominant, Eq. (6) is practically invariant to scale.
Modified Zernike moments for rotation-invariance
The Zernike moments are rotation-invariant transformations. The Zernike moments were applied to image recognition by transforming the image pixel values [36] . On the other hands, invariant recognition algorithm was proposed based on the Fourier -Mellin transform that is a Fourier transformation on a polar coordinate [38] . Because both of the algorithms were defined on the polar coordinate, rotation invariance is achieved and they are applied only to image retrieval or recognition. But the proposed modified Zernike moments for texture representation are derived by changing the basis functions based on the human visual perception and by applying the basis functions to the power spectrum space. The texture descriptor invariant to translation, scaling, and rotation is obtained by calculating the rotation-invariant Zernike moments from the normalized power spectrum image that is translation-and scaleinvariant. Basis functions for the Zernike moments are represented by
where A nm for the ðn; mÞth basis functions are computed from the normalized power spectrum of an input signal lF N ðr; uÞl 2 ; and the superscript p denotes complex conjugation. The Zernike moments of the signal rotated by a are given by A nm eð2jmaÞ; thus the magnitudes of the Zernike moments of the rotated signal are the same as those of the original one.
Low frequency components are more important than high frequency ones according to the human visual perception. In order to account for this fact, the power spectrum is first log transformed using a nonlinear quadratic shrink. The resulting modified Zernike moments are thus written as
The proposed modified Zernike moments make use of loglFðr 2 ; uÞl rather than lFðr; uÞl; because the proposed moments are derived to normalize the power spectrum in terms of the magnitude of the spectrum and to shrink the high frequency components. They can be calculated due to resampling of the normalized power spectrum. To reduce the quantization error by resampling the frequency space, we use the variable change (r 2 is replaced by r) in the frequency domain:
The discrete versions are defined by
where DMA nm denotes the discrete modified Zernike moments.
Texture descriptor and similarity-based texture retrieval
For similarity-based texture retrieval, texture features in texture image database are extracted and stored in an index file that is linked to the original textures. The descriptor of the query texture is represented in vector form and the similarity is calculated between the descriptor vectors of database images and of the query image.
The proposed texture descriptor has 2 þ N Z features consisting of the mean and AC power of the gray level input image and N Z absolute Zernike moments. The descriptor is denoted in vector form as
where P 0 and P AC denote the mean and the AC power of the input texture, respectively, defined by
The mean feature would be useful for texture retrieval because human perception has different sensitivity for gray value range. The mean and AC power are invariant to all geometric transforms. ZM i ; 1 # i # N Z ; signifies the ith magnitude of the discrete modified Zernike moment, defined by
where Ä x Å represents the largest integer that is not greater than x and AE x Ç denotes the smallest integer that is not smaller than x:
The distance measure dðq; pÞ is defined by dðq; pÞ ¼ lP 0;q 2 P 0;p l
where the subscripts q and p denote query and input textures, respectively, and s ZM i ; s P 0 ; and s P AC are standard deviations of features ZM i ; P 0 ; and P AC over the entire database, respectively. The proposed distance measure makes use of L1 norm empirically. This distance measure can be used to retrieve textures, invariant to translation, scaling, and rotation simultaneously.
Experimental results and discussions
The effectiveness of the proposed texture retrieval algorithm is shown with several texture datasets, compared with conventional texture retrieval algorithms [23, 25, 26] , in terms of the retrieval accuracy, descriptor size, and computational complexities of extraction and matching. Note that every conventional and the proposed algorithm makes use of the mean and AC power features. The proposed algorithm itself is invariant to geometric transformation, thus it yields good retrieval results for geometrically transformed textures. Additionally, the algorithm yields reasonable retrieval results for real texture images. Note that N Z is experimentally set to 20.
Datasets
The retrieval performance of the proposed algorithm is evaluated with seven test datasets: T1, T2, T3, T4, T5, T6, and T7 [39] . Dataset T1 from the University of California, Santa Barbara (UCSB) was obtained by scanning the textures in Brodatz album [40] . Dataset T2 from Information and Communications University (ICU) was constructed by taking real textures of out-door objects with a digital camera. Datasets T3 and T4 from Hyundai Electronics Industries Co., Ltd were generated by rotating/ scaling some textures of datasets T1 and T2, respectively. UCSB, ICU, and Hyundai Electronics Industries Co., Ltd made dataset T5 using the Corel texture dataset CDs. Dataset T6 consists of aerial photo images from UCSB. Dataset T7 from Hyundai Electronics Industries Co., Ltd was obtained by rotating/scaling some textures datasets T1, T2, and T5 [39] .
Brodatz album (T1)
The proposed texture description can be used for both retrieval and classification of multimedia data However, this paper focuses on the development of texture representation for retrieval. We make use of several datasets (T1, T2, T3, T4, and T7), with which classes can be easily defined for evaluation, not utilizing the statistics of classes. The database consists of 109 Brodatz texture images ð512 £ 512Þ and seven USC ð512 £ 512Þ texture images. Each of them is divided into 16 blocks ð128 £ 128Þ: Given a query image from the database, the ground truth images are defined by the remaining 15 texture images taken from the same original image. The retrieval rate (RR) for the jth query image of ith class is defined by RR ij ¼ number of relevant images retrieved from the 15 ground truth images=15; ð17Þ where i; 1 # i # 109 þ 7 ¼ 116; represents the index of the Brodatz and USC images and j; 1 # j # 16; denotes the index of the query image for texture i: Note that self-match is excluded in the retrieval counting. The average class retrieval rate (ACRR) for texture i is defined by
where J is equal to 16 for this dataset. As a result, the total average retrieval rate (TARR) is denoted by
where I is equal to 116 for this dataset.
ICU (T2)
Dataset T2 consists of 52 texture images ð512 £ 512Þ acquired by a digital camera Each image is divided into 16 images ð128 £ 128Þ as in dataset T1. The retrieval accuracy, TARR, is obtained using the same formula as mentioned above, setting I equal to 52.
Rotated texture images (T3)
The rotated texture database is constructed from 30 
The TARR is defined by TARR ¼ P 55 i¼1 RR i =55; where 55 denotes the total number of classes.
Scaled Brodatz (T4)
Dataset T4 was produced from dataset T1 except for D44. As a result, we have 115 textures in total. To evaluate the performance of the proposed algorithm for textures with different scaling factors, ten databases are constructed using following rules:
Rule 1: T4ð0Þ ( 115 original Brodatz textures (128 £ 128) Rule 2: T4ðiÞ ( T4ði 2 1Þ þ Brodatzð100 2 i £ 5Þþ Brodatzð100 þ i £ 5Þ; 1 # i # 10
where BrodatzðxÞ represents the texture set generated by scaling the 512 £ 512 texture by x% and by cropping out the 128 £ 128 image at an arbitrary location. The RR is calculated for each texture in T4ðiÞ: For this set, query is the original texture and the scaled ones become the ground truth images. In each case, there are 115 queries.
The retrieval results are provided in Table 1 for each T4ðiÞ; averaged over 115 queries.
Corel textures for subjective test (T5)
Corel datasets consisting of two 'super ten CD packs' ('Texture I' and 'Texture II') are used for a subjective test. Each pack consists of 10 CDs with each CD containing 100 textures ð768 £ 512Þ: Six CDs are used and their titles are listed below: † textures by James Dawson (356000) † herb & spice (362000) † various texture I (593000) † nature's textures (366000) † sand and pebble (390000) † food (449000), where the number in parentheses is the Corel image index. The total number of textures is 6 £ 100 ¼ 600 and each texture is divided into four sub-textures ð384 £ 256Þ: There are a lot of similar textures having the same or different rotation and scale parameters, thus it is difficult to assign the ground truth image. The retrieval performance is evaluated based on the subjective test. In experiments, the retrieval results are given with a small number of homogenous query images.
Aerial photo textures for subjective test (T6)
This dataset was set up with aerial photos, land satellite (LANSAT) images of Santa Barbara area. The satellite image is divided into a number of 128 £ 128 images and 8000 textures are chosen for content-based retrieval. It is difficult to find ground truth images and queries, thus the retrieval performance is shown with a small number of queries.
Test database for simultaneous rotation and scaling (T7)
Dataset T3 (T4) database was generated by rotation (scaling) alone However, both rotated and scaled textures are very common in real world applications. 
Retrieval accuracy
The retrieval accuracy for the proposed and conventional algorithms is listed in Table 1 . Because the proposed algorithm is based on the invariant features, its performance is better than that of the conventional ones for translated and rotated textures in dataset T7. Additionally, because the proposed algorithm is invariant to scaling, the retrieval accuracy is higher than that of conventional algorithms for dataset T4 with smaller number of features and a significantly lower computational load than the conventional algorithms. Especially, it shows good results for even 50% scaled textures. Note that in the conventional algorithms, the matching algorithm is selected depending on the nature of the transformation involved in dataset, with the assumption that the characteristics of the dataset are known. On the contrary, the experimental results (translation, scaling, and/or rotation) of the proposed algorithm are obtained using a single matching algorithm. Thus, the Gabor and Radon-based algorithms yield slightly better results than the proposed one for datasets T1 and T2 Fig. 4 . Fourteen textures retrieved by a query texture with T5 dataset.
(with translation only) because the features of the conventional algorithms are designed for translation invariance alone. As shown in Table 1 , the proposed algorithm without the nonlinear quadratic shrinkage for emphasis of low frequency components contributes to the improvement of the retrieval accuracy for all datasets. Regardless of use of the shrinkage, the proposed algorithm is suitable for retrieval of textures with geometric transformations. Note that the accuracy without shrinkage for T7 data set is quite good compared with other algorithms.
The conventional algorithms and the proposed algorithm employ the mean and the AC power features. To evaluate their performance without two features, we calculate the TARR for T7 dataset by excluding two features. Gabor and Radon, and wavelet methods yield 67.1, 66.7, and 59.4%, respectively. The TARR of the proposed algorithm is 71.2%. 
Subjective test for datasets T5 and T6
In the cases of datasets T5 and T6, there are no given ground truth images. Because a human selects the ground truth images, the selection is very subjective, yielding the results highly dependent on the selection. Thus, in our experiments the retrieved textures are shown with the corresponding query image. Fig. 4 shows an example of the query and retrieved textures with dataset T5. The retrieved textures are very similar to the query image with respect to the human visual perception. Fig. 5 shows another query and retrieved textures by the proposed algorithm with dataset T6. Figs. 4 and 5 show that the proposed descriptor is effective for retrieval of real image textures. The proposed algorithm is invariant to geometric transformations, thus the scaled and rotated textures are shown in the retrieved result.
Descriptor size and computational complexity
The number of features of the proposed descriptor is 22. The real-valued number can be quantized into 8 bits (256 levels), resulting in a single quantization table for all datasets. The experimental results are obtained with the features quantized to 8 bits, thus the total number of bits required for the proposed descriptor is 8 £ 22 ¼ 176 bits.
In Table 2 , the entropy for each feature value F i ; 1 # i # 22; with dataset T1 is shown, noting that the number of allocated bits can be reduced down to the entropy by using the Huffman coding. The comparison of the descriptor sizes of the proposed and conventional algorithms is shown in Table 3 . The descriptor size of the proposed algorithm is smaller than that of the conventional ones by a factor of about two or three. Table 3 also shows the matching complexity of the proposed and conventional algorithms. The matching complexity of the proposed algorithm between a query and a texture in database is 22 (additions and subtractions)/image for all kinds of textures. The proposed descriptor requires a low computational load regardless of geometric transformations. In the conventional algorithms, different matching algorithms are required to retrieve textures according to geometric transformation types, with four cases shown in Table  3 . The matching complexity of the proposed algorithm is much smaller than that of the conventional algorithms by a factor of 15 -30 for texture sets that are rotated or scaled.
The proposed algorithm has a very low computational load. It takes approximately 0.1 s to extract a feature vector on the Pentium-II 450 MHz. It can be implemented with the fast algorithm such as the fast Fourier transform (FFT). The computation time can be reduced using coefficient masks of Zernike basis functions.
Conclusions
A texture descriptor simultaneously invariant to translation, scaling, and rotation is presented. The proposed descriptor is obtained by first calculating the power spectrum of the original texture image, followed by rescaling to generate a normalized power spectrum image. Finally modified Zernike moments are computed. The proposed algorithm is theoretically invariant to any combination of translation, scaling, and rotation. The effectiveness of the proposed texture retrieval algorithm is shown via experiments with various dataset types. The proposed texture retrieval algorithm is computationally simpler than the conventional ones. Further research will focus on the development of texture retrieval algorithms to handle textures in arbitrary shape regions for various applications.
