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Resumen. El trabajo presenta los resultados preliminares de un algo-
ritmo de deteccio´n y eliminacio´n de sombras, en secuencias de video.
Se propone que a partir de la base de la sustraccio´n de fondo con el
algoritmo Visual Background Extraction (ViBE), que identiﬁca zonas
de movimiento, aplicar un post-procesamiento para separar los p´ıxeles
del objeto real y los de sombra. Debido a que las zonas de sombras
tienen caracter´ısticas parecidas a la de los objetos en movimiento, la
separacio´n es una tarea dif´ıcil, por lo que los algoritmos usados para esta
clasiﬁcacio´n producen gran cantidad de falsos positivos. Para atacar este
problema, se parte de la premisa de utilizar informacio´n del objeto, como
el taman˜o y la direccio´n de movimiento, para estimar la posicio´n aproxi-
mada de la sombra. Adema´s, se realiza el ana´lisis de las similitudes entre
el cuadro actual y el modelo de fondo, con el indicador tradicional de
correlacio´n cruzada normalizada para detectar sombras. El algoritmo se
puede aplicar para detectar personas o veh´ıculos en aplicaciones para se-
guridad ciudadana, monitoreo de tra´ﬁco, ana´lisis deportivo, entre otros.
Los resultados obtenidos en la deteccio´n de objetos muestran que es
factible recortar la sombra con alta tasa de acierto y con bajo costo com-
putacional, lo cual tambie´n permite mejorar etapas de procesamiento
posteriores, como el reconocimiento y el seguimiento de los objetos.
Palabras clave: procesamiento de video, deteccio´n de objetos, seg-
mentacio´n
1 Introduccio´n
Actualmente, existe un gran intere´s tanto en la industria como en la investi-
gacio´n en contar con sistemas de video ana´lisis. En el a´rea de seguridad, se ha
mostrado que el video digital es una herramienta fundamental tanto para la
pericia forense, como para la disuasio´n del delito. En particular, en Argentina la
inseguridad es un tema cr´ıtico que requiere su atencio´n inmediata, para lo cual
ha crecido la cantidad de centros de monitoreo, con gran cantidad de operadores
observando ca´maras. Ciertamente, este mecanismo no es eﬁciente por lo que es
importante contar con te´cnicas de ana´lisis de video que ayuden a los operadores
en las diferentes tareas cotidianas. En esta l´ınea, este grupo de investigacio´n
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ha presentado varios trabajos, principalmente mostrando la arquitectura de un
sistema abierto, distribuido y escalable [1].
La complejidad de estos algoritmos radica en trabajar en ambientes dina´micos,
como son las ca´maras del exterior, donde sufren las inclemencias del clima. Para
contrarrestar estos efectos, se suelen utilizar ventanas de movimiento como se
menciona en [2], cuyo objetivo consiste en aplicar una operacio´n lo´gica, para
procesar u´nicamente los movimientos que se detecten dentro de sus dimensiones
y descartar todos aquellos que se produzcan por fuera.
Estos algoritmos de seguimiento ﬁnalmente son utilizados en plataformas de
video-ana´lisis en virtud de detectar y analizar situaciones de intere´s, por lo que
es cr´ıtico tener una alta tasa de conﬁanza en la deteccio´n. En este contexto,
la sombra afecta considerablemente la percepcio´n de los objetos detectados, tal
como se ve en la Figura 1, ya que altera el taman˜o, color u orientacio´n del mismo
afectando dra´sticamente una posterior clasiﬁcacio´n por taman˜o o color; por lo
que debe reducirse de alguna manera.
Fig. 1. Ima´genes de diferentes casos, donde la sombra cambia el taman˜o y forma del
objeto.
El presente trabajo se enfoca en poder detectar y eliminar sombras a partir
de videos en escala de grises o en el espacio color transformado a escala de gris
(ej. rgb2gray o HSV correspondiente a la componente Value). Esta consideracio´n
tambie´n es adecuada ya que muchas ca´maras de bajo costo a menudo no proveen
una imagen de calidad suﬁciente, afectada tambie´n por la compresio´n de video.
Lo novedoso del me´todo propuesto es que utiliza informacio´n del objeto y de
su orientacio´n, para determinar a priori la posicio´n de la sombra, para luego
aplicar en la regio´n externa al objeto un me´todo tradicional que tiene en cuenta
las caracter´ısticas de textura y color en las zonas de sombras.
El trabajo se organiza de la siguiente manera. En la seccio´n 2 se detalla el
estado del arte, y en la seccio´n 3 el me´todo de sustraccio´n de fondo ViBE y
las modiﬁcaciones realizadas. En las secciones 4 y 5 se realiza la propuesta de
deteccio´n de sombras y de resultados obtenidos. Finalmente en la seccio´n 6 se
presentan las conclusiones y futuros trabajos.
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2 Estado del arte
Las te´cnicas de deteccio´n de eventos usados en sistemas de Video-Survillance,
se basan principalmente en discriminar ra´pidamente el movimiento a partir de
una video-ca´mara ﬁja. Trabajos como [3], detallan los algoritmos ma´s comunes
para la deteccio´n y seguimiento de objetos. En [4] se realiza una comparacio´n
interesante entre distintos algoritmos de deteccio´n ba´sicos, en donde se concluye
que la combinacio´n de e´stos puede ser muy u´til para disminuir la tasa de falsos
positivos, mientras se mantiene el tiempo y la tasa de verdaderos positivos.
Los sustractores de fondo usualmente usados clasiﬁcan las sombras como
parte de los objetos, lo cual altera el taman˜o y forma de los mismos, afectando
en consecuencia la eﬁcacia de tales algoritmos [5]. Tambie´n, diﬁculta otros proce-
samientos que necesitan el resultado de la deteccio´n de objetos, como por ejem-
plo, la clasiﬁcacio´n, o el seguimiento de la trayectoria y ana´lisis de compor-
tamiento (ej. merodeo, vandalismo, infracciones de tra´nsito, etc.). Este problema
tambie´n afecta a te´cnicas basadas en caracter´ısticas [6].
Existen varias investigaciones acerca de la deteccio´n y separacio´n de sombras.
Algunos algoritmos que trabajan sobre ima´genes esta´ticas, son computacional-
mente complejos y no aplicables para ana´lisis de video en tiempo real [7]. A
diferencia, otros algoritmos esta´n disen˜ados especialmente para video en escala
de grises o color, y tienen menor costo computacional. Para realizar la clasiﬁ-
cacio´n, la mayor´ıa se basa en las caracter´ısticas usuales de la regio´n con sombras
(zonas ma´s oscuras que el fondo de la escena, color o textura uniforme e invari-
able, etc.). Aunque estas caracter´ısticas permiten crear candidatos para deter-
minar la zona de sombras, no son decisivas, lo cual causa que todos los me´todos
fallen en la clasiﬁcacio´n, ya que estas propiedades suelen aparecer tambie´n so-
bre partes de los objetos [8][9]. En particular, otro grupo de algoritmos incluyen
informacio´n sobre la geometr´ıa de la sombra o modelo de iluminacio´n, algunos
especializados solamente en sombra de personas [10].
3 Sustractor de fondo en video
En este trabajo se utiliza el sustractor de fondo ViBE, propuesto en [11], el
cual tiene buen comportamiento en entornos variados como suelen ser t´ıpicos en
videovigilancia. Entre las virtudes de este me´todo se destacan el bajo tiempo de
co´mputo, las altas tasas de deteccio´n y la robustez ante la existencia de ruido,
las cuales son necesarias en capturas de ca´maras de supervisio´n utilizadas hoy
en d´ıa. Igualmente, la propuesta puede llegar a aplicarse a otros algoritmos [3].
En la Figura 2, se muestra la sustraccio´n de fondo realizada con ViBE para
un frame particular de video de monitoreo urbano. En el ejemplo, se puede
ver la imagen original y a su izquierda, las componentes foreground detectadas,
personas y veh´ıculos. La proyeccio´n de la sombra del o´mnibus forma parte del
objeto, deformando notablemente la silueta del mismo, y el taman˜o se incrementa
en aproximadamente un 50%.
El algoritmo ViBE utiliza un modelo representativo del fondo basado en
p´ıxeles (guarda aleatoriamente muestras del valor de intensidad de cada p´ıxel
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Fig. 2. Imagen del video (izq.) y sustraccio´n del fondo con ViBE (der.), para un video
registrado en ca´mara de monitoreo.
de la secuencia previa de video). En la Figura 3, se representa la secuencia de
pasos del algoritmo ViBE original y los mo´dulos incorporados para mejorar la
clasiﬁcacio´n. El mo´dulo Deteccio´n, clasiﬁca las escenas como background o fore-
ground, calculando la distancia entre cada p´ıxel de una imagen actual respecto
de las muestras guardadas en el modelo de fondo.
La actualizacio´n del modelo de fondo para cada p´ıxel es aleatoria, con cierta
probabilidad de reemplazar uno de los valores guardados, por un nuevo valor
de intensidad del mismo p´ıxel en el frame actual (Figura 3 mo´dulo Actualizar
modelo). La aleatoriedad sobre este mecanismo de actualizacio´n permite reducir
gradualmente con el tiempo, la probabilidad de que las muestras guardadas per-
sistan en el modelo. Es muy importante que solamente aquellos p´ıxeles procesa-
dos y clasiﬁcados como background reemplacen muestras en el modelo de fondo
correspondiente. La insercio´n de p´ıxeles mal clasiﬁcados, que pertenecen a ob-
jetos en movimiento (foreground), o que resultan inciertos en la clasiﬁcacio´n,
pueden alterar signiﬁcativamente los resultados de la deteccio´n. Esto u´ltimo
es muy importante ya que ha permitido la introduccio´n de mejoras al me´todo
ViBE original logrando mayor tasa de deteccio´n, por ejemplo para adaptar el
algoritmo a los movimientos de escena o fondo dina´mico (detectados como falsos
positivos), o el rellenado de objetos detectados en forma incompleta (falsos neg-
ativos) [12][13]. En este trabajo, se agrega el algoritmo de operacio´n morfolo´gica
de cierre de los objetos (dilatacio´n, rellenado de agujeros), para lograr tener
componentes conectadas, se seleccionan los objetos con taman˜o considerado, y
se descartan los pequen˜os y aislados (Mo´dulo Contornos y Rellenado). Luego
de este proceso, se aplica el algoritmo de separacio´n de sombras del objeto real
(Mo´dulo Sombras).
Este mo´dulo propone corregir los p´ıxeles clasiﬁcados como foreground pero
que se corresponden a sombras. Cabe aclarar tambie´n, que no resulta adecuado
clasiﬁcar las sombras como background, ya que estas muestras no deber´ıan modi-
ﬁcar o alterar el modelo de fondo, cuando actualiza el modelo, para evitar errores
posteriores en la clasiﬁcacio´n.
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Fig. 3. Algoritmo ViBE y mo´dulos de mejoras implementados
4 Propuesta de deteccio´n de sombras
Para la deteccio´n y eliminacio´n de sombras por un lado se utiliza la correlacio´n
cruzada normalizada (NCC) entre la imagen actual (I) y una imagen representa-
tiva del fondo (B), ajustando con propiedades caracter´ısticas de la sombra como
en [14], pero adema´s se incorpora al me´todo original de NCC, conocimiento ele-
mental sobre los objetos para mejorar la tasa de deteccio´n, detallando ambos a
continuacio´n.
4.1 Identiﬁcacio´n de p´ıxeles candidatos con NCC
El indicador NCC permite identiﬁcar ima´genes similares con diferente escala de
intensidad. Para representar al fondo (B), se utilizo´ una imagen con las muestras
que ViBE selecciona aleatoriamente como representativas del modelo del fondo
(Ver Figura 3).
Para cada pixel (i, j) clasiﬁcado como foreground por ViBE, se consideran
los vecinos en una regio´n R cuadrada, con centro en ese p´ıxel. Los p´ıxeles can-
didatos a clasiﬁcar como sombra son aquellos que tienen valor de correlacio´n
alto, teniendo en cuenta esta regio´n de vecinos:
C(i, j) =
NP
i=−N
NP
j=−N
(I(i, j) ∗B(i, j)) (1)
donde I(i, j) y B(i, j) corresponde al valor de intensidad del p´ıxel en la imagen
I y B, respectivamente, y (2N+1)2 es el taman˜o de R. La correlacio´n se normaliza
segu´n:
NCC(i, j) = C(i,j)√
mI(i,j)∗
√
(mB(i,j)
(2)
donde mI(i, j) y mB(i, j) son los momentos no centrados de orden 2 en la misma
regio´n R centrada en el pixel (i, j), en la imagen I y B, respectivamente.
El valor de referencia para detectar sombras con NCC (Ec. 2) es un valor
alto deﬁnido en el rango [0.95-0.98] [14], y se usa como paso inicial para detectar
posibles candidatos.
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Luego, se rectiﬁcan p´ıxeles, usando estad´ıstica sobre la regio´n R teniendo en
cuenta el ana´lisis de la relacio´n entre los valores de intensidad de las ima´genes I
y B para cada pixel (i, j):
α(i, j) = I(i,j)B(i,j) (3)
Las zonas de sombras deben ajustarse a un rango deﬁnido de valores, donde
α en la Ec. 3 se deﬁne usualmente entre [0.4-1], dada la oscuridad de la sombra
sobre el modelo de fondo [14]. Tambie´n se considera, que la desviacio´n esta´ndar
de la relacio´n α calculada en la regio´n R de vecinos, debe tener un valor bajo
debido a que la zona de sombra es un a´rea homoge´nea. Se recomienda un desv´ıo
esta´ndar menor a 0.05 en la regio´n R de taman˜o 5x5 p´ıxeles, siendo N igual a
2. El problema del me´todo original [14] es que genera falsos negativos cuando el
valor de intensidad del objeto coincide con los valores de la sombra.
En la Figura 4 se muestra un frame del video Pedestrians [15] (izquierda) y
otro frame de un video de monitoreo urbano (derecha). En la primer ﬁla de la
Figura 4 se muestra el resultado de la sustraccio´n de fondo con ViBE. Se puede
observar en el caso de la persona caminando, que la sombra (falsos positivos)
no esta´ conectada al cuerpo y en el caso del veh´ıculo la sombra se proyecta en
la parte inferior, desformando el objeto. En la segunda ﬁla de la Figura 4, se
utilizaron para´metros recomendados para NCC (Ec. 2) mayor a 0.95, y para α
en el rango [0.4-1]. Se marca la zona de sombras resultantes (en color amarillo).
Se puede observar que no siempre la deteccio´n de sombra es correcta, como por
ejemplo, sobre las piernas de la persona, y en los vidrios del veh´ıculo, generando
falsos negativos. El me´todo no trabaja correctamente, principalmente en las
escenas donde hay reﬂejos de luz, o el fondo se parece mucho a la sombra. En
estos casos, fue necesario considerar diferentes valores de α y desv´ıo esta´ndar,
dependiendo del ruido en la sen˜al de video, y en casos donde la sombra es muy
oscura.
4.2 Incorporacio´n de conocimiento
En este trabajo se tuvo en cuenta no aplicar las reglas anteriores para NCC
en zonas potenciales del objeto verdadero. En primer lugar, la clasiﬁcacio´n de
sombras se realiza a nivel de una regio´n rectangular o blob detectado (compo-
nentes conectadas en la ma´scara foreground detectada por ViBE) y no de cada
p´ıxel aislado como en la versio´n original del me´todo [14]. Se propone entonces,
utilizar la informacio´n espacial dentro de esta regio´n en la imagen I. En el caso
de trabajar con videos de personas y/o veh´ıculos a partir de video con ca´mara
ﬁja, se decidio´ adema´s incorporar conocimiento de algunas propiedades de los
mismos (ej. orientacio´n, forma, taman˜o).
En particular, al encerrar a las personas o los veh´ıculos con una elipse, usando
el centro de masa de la ma´scara foreground, es muy probable que la proyeccio´n
de la sombra exceda los l´ımites de la elipse, como en el caso del veh´ıculo en la
Figura 4. En otros casos, la proyeccio´n de la sombra puede quedar separada en
una elipse diferente como en el caso de la persona caminando.
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Fig. 4. Sustraccio´n de fondo y deteccio´n de sombra. Imagen original (izq.) y Ma´scara
resultante (derecha). Algoritmo ViBE (arriba). Algoritmo deteccio´n de sombras con
NCC (centro) y Deteccio´n de sombras con algoritmo propuesto (abajo)
En cada blob, se calcula la distribucio´n direccional para encontrar la elipse
que mejor se ajusta a la distribucio´n de p´ıxeles foreground. Como resultado
de este me´todo, se deﬁne una elipse mediante el eje mayor, el eje menor, y la
orientacio´n del eje mayor respecto del eje horizontal [16]. Adema´s, fue necesario
adaptar estos valores para que cubran la totalidad de los diferentes objetos (tanto
personas como veh´ıculos), y no exceder demasiado los l´ımites del blob. En forma
heur´ıstica, resulto´ adecuado un factor de 1.8 para el eje mayor y de 1.6 para el
eje menor.
Como primer intento de no invadir en el recorrido las zonas del objeto ver-
dadero, se tuvo en cuenta que la altura y el ancho del cuerpo humano mantienen
cierta proporcio´n, y adema´s que la persona camina erguida. De esta manera,
la regla de decisio´n para determinar que en un blob hay una persona, es por
el taman˜o del a´rea, la relacio´n entre el dia´metro mayor y menor de la elipse
sea mayor igual a 3, y ﬁnalmente que la orientacio´n del eje mayor se mantenga
cercana a los 90. En el caso de la Figura 4 (arriba), se puede ver que la diagonal
mayor de la elipse es casi vertical para el caso de la persona, y que la diagonal
mayor de la elipse que encierra la sombra queda casi horizontal. Para identiﬁcar
automo´viles, se considero´ que la orientacio´n puede variar, sin embargo el taman˜o
del blob es mucho mayor que el que contiene personas, bicicletas o motos. En
la Figura 4 (abajo), se puede ver que los resultados del algoritmo propuesto,
mejoran respecto de algoritmo original de ViBE+ (Figura 4, arriba) y tambie´n
de ViBE +[14] (Figura 4, centro). La persona que camina no tiene sombras sobre
las piernas, y tampoco se observan sombras en los vidrios del veh´ıculo (falsos
negativos). Cuando se detecta sombra fuera de la elipse, el algoritmo continu´a
XXIII Congreso Argentino de Ciencias de la Computación La Plata - 9 al 13 de octubre de 2017
534
sobre los p´ıxeles vecinos, manteniendo la continuidad incluso si sobrepasa los
l´ımites de la elipse.
5 Resultados
El algoritmo propuesto fue testeado con los videos reales Pedestrians y Highway
de la base de datos [15] [17], los cuales fueron adquiridos con ca´maras esta´ticas
para uso en el contexto de la videovigilancia. Estos videos cuentan con ima´genes
groundtrue para calcular la tasa de aciertos y comparar resultados. De esta
forma, la librer´ıa de algoritmos de sustraccio´n de fondo cla´sicos permite com-
parar con los me´todos y contribuciones recientes en el a´rea. En nuestro caso, se
analizan los resultados obtenidos con otros me´todos estoca´sticos tradicionales
como VIBE+ y Gaussian Mixture Model (GMM)[3].
Para cada me´todo se utilizaron dos me´tricas evaluacio´n conocidas Precision,
Recall segu´n:
Precision = TP(TP+FP ) (4)
Recall = TP(TP+FN) (5)
siendo FN el nu´mero de falsos negativos, FP el nu´mero de falsos positivos,
TP es el total de positivos y TN el total de negativos. El este caso, el resultado es
mejor, cuanto ma´s cercana a 1 es la me´trica. Tambie´n se considero´ un indicador
sobre errores en la sombra como,
TShadow = nbErrorShadowsFP (6)
siendo nbErrorShadows el total de Falsos Positivos que se producen en zona
de sombras segu´n el groundtrue, y FP el nu´mero de falsos positivos.
En la Tabla 1, se muestran los valores de las ecuaciones anteriores para
aproximadamente 700 ima´genes del video Pedestrians, y en la Tabla 2 los valores
para 1300 ima´genes de Highway.
Me´todos Recall Precision Tshadow
GMM [18] 0.98 0.93 0.22
ViBE+ [11] 0.93 0.96 0.50
ViBE+NCC [14] 0.83 0.99 0.11
Propuesto ViBE+NCC+Informacio´n 0.91 0.99 0.07
Table 1. Valores de indicadores para cada me´todo con el video Pedestrians
Se puede observar para ambos videos Pedestrians y Highway, que con los
me´todo ViBE+ o GMM, el porcentaje TShadow es mucho mayor (cercano al
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Me´todos Recall Precision Tshadow
GMM [18] 0.89 0.91 0.81
ViBE+ [11] 0.84 0.92 0.95
ViBE+NCC [14] 0.58 0.94 0.47
Propuesto ViBE+NCC+Informacio´n 0.85 0.94 0.55
Table 2. Valores de indicadores para cada me´todo con el video Highway
doble) que con el me´todo propuesto. El me´todo ViBE+NCC[14] aumenta la can-
tidad de falsos negativos haciendo que la me´trica Recall disminuya considerable-
mente respecto de ViBE+ (en Pedestrians de 0.93 a 0.83 y en Highway de 0.84 a
0.58). Tambie´n en ambos videos con el me´todo propuesto, se nota un aumento de
la tasa Precision respecto de ViBE+, indicado una reduccio´n de la cantidad de
falsos positivos. Finalmente, con el me´todo propuesto ViBE+NCC+informacio´n,
la tasa Recall y Precision es comparable a la de los me´todos ViBE+ y GMM,
sin embargo, el porcentaje de mal clasiﬁcados en zona de sombras con TShadows
es notablemente menor.
6 Conclusiones
En este trabajo, se han mostrado los resultados preliminares del me´todo de de-
teccio´n y separacio´n de la sombra, basado en informacio´n contextual, los cuales
han sido promisorios. Se ha podido procesar los videos, y visualizar la clasiﬁ-
cacio´n en tiempo real, ya que algoritmo tiene bajo costo computacional.
Se ha logrado disminuir el error en la clasiﬁcacio´n respecto de la aplicacio´n
de NCC tradicional, calculando adema´s la orientacio´n y ubicacio´n probable del
objeto, la determinacio´n de persona o veh´ıculo.
En futuros trabajos se pretende incorporar la adaptacio´n automa´tica de los
umbrales del rango para α, teniendo en cuenta la variacio´n de intensidad de la
sombra al procesar el video, ya que el algoritmo tiene inconvenientes en detectar
zonas de sombra muy oscuras. El otro desaf´ıo es que los para´metros del algoritmo
se adapten automa´ticamente a diferentes momentos del d´ıa y al mismo tiempo,
comparando cuantitativamente con otros me´todos de referencia.
References
1. Dominguez L., Perez A., Rubiales, A., Damato J., and Barbuzza R.: Herramientas
para la deteccio´n y seguimiento de personas a partir de ca´maras de seguridad. In:
Proceedings del XXII Congreso Argentino de Ciencias de la Computacio´n, pp. 251–
260, (2016).
2. Kruegle H. ,CCTV Surveillance: Video practices and technology, Butterworth-
Heinemann, (2014).
3. Legua C. C.,Seguimiento automa´tico de objetos en sistemas con mu´ltiples ca´maras
(2013).
4. Shaikh S. H. and Saeed K. and Chaki N. ,Moving Object Detection Using Back-
ground Subtraction, Springer (2014).
XXIII Congreso Argentino de Ciencias de la Computación La Plata - 9 al 13 de octubre de 2017
536
5. Azab, M., Shedeed, H., Hussein, A., A new technique for background modeling
and subtraction for motion detection in real-time videos. In: IEEE International
Conference on Image Processing (ICIP), pp. 34533456 (2010).
6. Raad Ahmed Hadi, Ghazali Sulong, and Loay Edwar George; Vehicle detection and
tracking techniques: A concise review, Signal and Image Processing : An Interna-
tional Journal (SIPIJ) Vol.5, No.1, (2014).
7. Fredembach, C., Finlayson, G.,: Simple shadow removal. In: Proceedings of the 18th
International Conference on Pattern Recognition (ICPR06), pp. 832–835, (2006)
8. Qin R. and S. Liao and Z. Lei and S. Z. Li: Moving Cast Shadow Removal Based on
Local Descriptors. In: 2010 20th International Conference on Pattern Recognition,
pp. 1377–1380, (2010)
9. Chen F., Zhu and B., Jing W. and Yuan L. : Removal shadow with background
subtraction model ViBE algorithm. In: 2013 2nd International Symposium on In-
strumentation and Measurement, Sensor Network and Automation (IMSNA), pp.
264–269,(2013)
10. Bi S., Liang D.,Shen X. and Wang Q.: Human Cast Shadow Elimination Method
Based on Orientation Information Measures. In: IEEE International Conference on
Automation and Logistics, Jinan, pp. 1567-1571, (2007)
11. Barnich O. and Van Droogenbroeck M.: ViBe: A Universal Background Subtraction
Algorithm for Video Sequences. In: IEEE Transactions on Image Processing, ISSN
1057-7149, 20 (6), pp. 1709–1724. (2011)
12. Gervasoni L., Damato J., Barbuzza R., Ve´nere M.: Un me´todo eﬁciente para la
sustraccio´n de fondo en videos usando GPU. In: Meca´nica Computacional, Vol 33,
pp. 1721–1731, ISSN 1666-6070, AMCA, Buenos Aires, (2014)
13. Barbuzza R., Damato J., Rubiales A. Dominguez L, Perez A., and Venere M.: Un
me´todo para la sustraccio´n de fondo en videos inestables. In: Meca´nica Computa-
cional, Vol 34, pp 3409–3417, (2016)
14. Jacques J. C. S.,Jung C. R. and Musse S. R.: Background Subtraction and Shadow
Detection in Grayscale Video Sequences. In: XVIII Brazilian Symposium on Com-
puter Graphics and Image Processing (SIBGRAPI’05), pp. 189–196. IEEE Com-
puter Society, ISSN 1530-1834, Washington DC, USA (2005)
15. Goyette N., Jodoin P. M.,Porikli F.,Konrad J. and Ishwar P.: Changedetection.net:
A new change detection benchmark dataset. In: 2012 IEEE Computer Society Con-
ference on Computer Vision and Pattern Recognition Workshops, 20 (6), pp. 1–8,
(2012)
16. Lahoz Beltra, R., Ortega J. and Fernandez Montraveta C.: Me´todos estad´ısticos en
biolog´ıa del comportamiento: Editorial Complutense, ISBN 84-7491-512-0, (1994)
17. Sobral A. Vacavant A. A comprehensive review of background subtraction algo-
rithms evaluated with synthetic and real videos. In: Computer Vision and Image
Understanding, Vol. 122, Elsevier, pp. 4–21, (2014)
18. Sobral A. Vacavant A. Improved adaptive Gaussian mixture model for background
subtraction. In: Proc. Int. Conf. Pattern Recognition, IEEE, Piscataway, NJ, pp.
28–31 (2004)
XXIII Congreso Argentino de Ciencias de la Computación La Plata - 9 al 13 de octubre de 2017
537
