I. INTRODUCTION
The impact angle and impact time are important constraints for a flight vehicle's homing problem. Impact angle control has been widely used to satisfy the flight path angle constraints of the waypoints of reconnaissance unmanned aerial vehicles (UAVs), or to increase warhead effect of antiship missiles or antitank missiles [1] . And the impact time control is employed to carry out a salvo attack for antiship missiles against CIWS (close-in weapon system) [2] . These two constraints are frequently required to be satisfied together, e.g., for an efficient salvo attack for antiship missiles or a cooperative formation flight of UAVs.
CIWS is a naval shipboard weapon system for detecting and destroying incoming antiship missiles and enemy aircrafts at a short range [2] . It has been a great challenge for antiship missile designers to develop aggressive evading maneuvers of the antiship missile against CIWS defense. Random or specific-pattern maneuvering, which are actually adopted in the real world, can reduce the probability of a missile being hit by the projectiles of CIWS guns. Such maneuvers, however, are considerably limited because sea-skimming missiles have to avoid crashing into the sea, while homing to the target floated on the sea surface. Another way to survive the attack of CIWS is a salvo attack that takes advantage of the vulnerability of CIWS in multi-target engagements. Here a salvo attack means that several missiles hit the same target as simultaneously as possible. A typical CIWS covers some fan-shaped zone limited in range and azimuth. The ship is usually equipped with two or four CIWS systems to widen the azimuth coverage. Hence, to maximize the effectiveness of a salvo attack, all missiles need to approach the target within a narrow zone in azimuth to induce a many-to-one engagement situation for CIWS. This objective requires that each missile be able to home to the target along the given impact angle as well as at the prescribed impact time. A proper guidance law to satisfy both constraints together, however, is not found in the open literature, as far as the authors know.
Although impact-time control was not considered, there have been a lot of studies and applications on impact-angle control. Kim and Grider [3] proposed an optimal impact angle control guidance law in the vertical plane for reentry vehicle. The optimal solution of the simple rendezvous problem considered by Bryson and Ho [4] can be utilized to control the impact angle by setting the rendezvous course to the predetermined collision course. An optimal impact angle control law for varying velocity missiles and a maneuvering target is studied by Song et al. [5] , and a time-varying bias for impact-angle control is considered by Kim et al. [6] , which is a function of line-of-sight (LOS) angle, relative range, and flight path angle. Elliptical arc guidance [7] is another type of biased PNG for near stationary targets. Ryoo et al. [1] also proposed generalized formulation of energy minimization optimal guidance laws for constant speed missiles with an arbitrary system order, which achieves the prescribed impact angle.
While the studies on impact-angle control are abundant, it is hard to find any studies on impact-time control. Main concerns on flight time have been focused on minimum time homing [8] , precise time-to-go estimation [9] , sensitivity reduction of time-to-go estimates [10] , or homing techniques without time-to-go estimation [11] . The impact-time-control guidance (ITCG) law applicable to salvo attack for antiship missiles was recently suggested by Jeon et al. [2] . Although this law enables the missile to hit the target at the designated impact time, the terminal impact angle is not controlled.
In this paper, we propose a new guidance law to control the impact time and the impact angle simultaneously. In advance of deriving this law called ITACG (impact-time-and-angle-control guidance), we suggest a new type of impact-angle-control guidance laws for which jerk is used as the control command. Note that the well-known biased PNG for impact-angle control and ITCG for impact-time control employ missile's lateral acceleration as the control command. Next we extend this law to ITACG by employing an accurate time-to-go estimation based on the predicted trajectory information under the assumption of a constant missile speed. ITACG is composed of a feedback loop and an additional control command, the first to achieve a desired impact angle with zero miss distance, and the second to control the impact time. The lateral acceleration command of ITACG is produced by direct time integration of the control command. This paper begins with the formulation of a homing problem with constraints on the impact time and angle. Next, the optimal solution based on the minimum principle is presented. The main result of this paper, a new guidance law to control both the impact time and impact angle, is then proposed and the main features are investigated. Finally, simulation results illustrate the characteristics of the proposed law.
II. PROBLEM FORMULATION
Consider a two-dimensional homing scenario shown in Fig. 1 where the missile has a constant speed V and the target is stationary. The position of the missile is denoted as (X, Y) and°is the flight path angle. The subscript 0 and f denote the initial and terminal time, respectively. The X-axis direction is defined in a way that makes the terminal flight path angle small, as in the general terminal impact-angle control problems. And A is the acceleration command to change°, which is normal to the velocity vector.
The equations of motion in this homing problem are given by
where t denotes time. The boundary conditions are as follows:
Note that the flight path angle at the final time, called impact angle here, is prescribed in this problem.
A. Conventional Formulation for Impact-Angle Control
First consider the following optimal control problem:
Find A(t) which minimizes
subject to (1)- (3) . Under the assumption that°is small, we can linearize (1)- (3) as
where the prime 0 denotes the derivative with respect to x and each variable is nondimensionalized to reduce the complexity in the derivation of a new guidance law as
where L f (´Vt f ) is the length of flight, and a is simply introduced for nondimensionalization of A. The boundary conditions are now expressed as
The cost corresponding to (4) is given bȳ
The solution of this linear quadratic optimal control problem, known as biased PNG, can be obtained as
x go (7) where y go = y f ¡ y, x go = x f ¡ x. Note that this solution does not control the impact time explicitly.
B. New Formulation for Impact-Angle Control
To provide one more degree of freedom for impact-time control, we introduce the following control structure in which the acceleration rate command is used as an input:
where
is a function of time. In this case, we need an additional initial condition given by
Now consider the following optimal control problem with a constraint on the impact angle:
Find g(t) which minimizes
subject to (1)- (3) and (8) . Note that the performance index is associated with g(t) only. In the following section, the optimal impact angle control law is derived by minimizing the quadratic performance index for a free impact time. Later, g 0 is to be determined to satisfy the impact time requirement, i.e., t f = t d where t d is a designated impact time. How to satisfy the impact time constraint is discussed in Section IV.
III. OPTIMAL IMPACT-ANGLE CONTROLLER
The control command is written as ¥ =´+´0 (10) where we use also nondimensionalized variables such as ¥ = G=(V=t
, respectively. The additional initial condition is given by a(x 0 ) = a 0 in nondimensional form. In the same way as in (5), under the assumption of small°, we linearize (1)- (3) and (8) as
where »´[y°a] T and A, B is respectively given by The optimal solution, called IACG (impact-angle-control guidance) in this work for convenience, can be obtained as (see the appendix, subsection A)´=
where the gain vector K is given by
The new state vector z used in (12) is defined as
where » f´[ y f°f ] T and the transformation matrix H is given by (15) Here°g o´°f ¡°, and u PN´3 (y go ¡°x go )=x 2 go that is an approximation of PN command with navigation constant of 3 for jx go j À jy go j. For better understanding of the control command, we use z instead of »; the first element of z in (14) is for the command for homing and the second one for controlling the direction.
B. Case 2: ¥ =´+´0
Now we find the solution to achieve the desired impact angle requirement in the presence of arbitrary additional term. Suppose ¥(x) is a combination of (x) and some constant´0. For the same performance index given byJ
the optimal solution can be obtained as (see the appendix, subsection A)
Note that the solution reduces to IACG when´0 equals zero. The solution in (17) can achieve the desired impact angle requirement for any arbitrary additional term. This additional term is used to control the impact time.
IV. ITACG LAW
The main idea of this paper is to find the optimal solution of IACG with the specific additional term satisfying the condition that the length of estimated trajectory divided by the constant missile speed is equal to the designated time-to-go. Then the impact angle and the impact time requirements are met simultaneously.
The impact time constraint can be expressed in terms of the curvature of the estimated trajectory:
where¿ go is the designated time-to-go, i.e., the difference between the designated impact time and the current flight time. Both of the impact angle and impact time requirements will be satisfied if´0 is chosen to satisfy (18). Double integration of the optimal solution of (17) yields the heading angle as°(
where, from the boundary conditions, To obtain a simple expression on´0 satisfying (18), consider the time-to-go estimation for IACG, for which´0 = 0;
Taking the first two terms of the Taylor series expansion of the integrand with respect to heading angle, we obtain¿ go as (see the appendix,
and
and 
Note that Q > 0 for x go > 0. Now we introduce an impact time error " ¿ defined as
By using the result of (22) and the definition of (28), the additional control command´0 satisfying (18) can be expressed as (see the appendix, subsection C)´0
Each gain of´L and´E is given by
and N = 408240
The same guidance law expressed in terms of the original variables is given in the appendix, subsection D. Note that the solution of (29) exists if " ¿ > 0. In general salvo attack scenarios, the designated impact time, the common aim of multiple missiles, is selected to be larger than the maximum of the estimated IACG impact times of each missile. Therefore " ¿ has always a positive value in an initial condition. Then " ¿ approaches zero by ITACG and finally reaches zero. For numerical stability in actual implementation, " ¿ in (29) can be determined by
Also note that the sign of the second term on the RHS is determined to satisfy such condition that´0 = 0 when " ¿ is null. This condition results in selecting the smaller one in absolute value out of two available´0s, i.e., positive sign for´L¸0, which is suited for the original object of jerk-control energy minimization. Also this condition coincides with the fact that if the impact time error is zero, the time-to-go of IACG is equal to the desired time-to-go and thus there is no need for an additional control term.
The optimal solution of (17) with an additional control command term of (29) can satisfy the impact time and angle constraints together. For convenience, this guidance law is called ITACG in this work. Note that ITACG can be approximated as
which is the combination of IACG and the impact time error multiplied by a time-varying gain. As shown in Fig. 2 , ITACG includes the IACG loop and a time-to-go estimator. The figure shows that ITACG reduces to IACG when " ¿ gradually vanishes.
V. NUMERICAL SIMULATION A. Performance of ITACG
In a real system an autopilot lag and an acceleration saturation may cause large miss distances or violation of terminal constraints. To check robustness of our proposed guidance law, we consider that the response of lateral acceleration has a first-order lag (T a = 1=3 s) and an acceleration limiter (3 g). Simulations are performed for the following three cases: 1) lag-free with no limitation, 2) autopilot lag with no limitation, and 3) autopilot lag with limitation.
Let us consider an engagement scenario in which the missile has a constant speed of 250 m/s and the target is a stationary ship. Initial positions of the missile and the target are set to be (0 km, 0.5 km) and (10 km, 0 km). For this engagement scenario, the initial heading angle is 30 deg and the desired impact angle is 0 deg. The designated impact time is 50 s. Without loss of generality, we can always set°F to zero by choosing the reference axis appropriately. Also the initial acceleration command, the initial value of the integrator, is set to zero, a(0) = 0. Fig. 3 shows the homing trajectory of the missile driven by IACG (case 1) of (12) , which shows good performance in impact angle achievement. It is observed that the impact time is about 41.76 s. Note that estimation of the impact time using (22) gives 41.78 s, which is quite close to the result of the numerical simulation. Fig. 4 shows the acceleration command of IACG, which comes from the direct time integration of the control command.
If the impact time is designated as T d = 50 s, the missile guided by IACG will arrive at the target 8.24 s earlier. On the other hand, ITACG provides a proper trajectory shaping to meet the specified impact time. As shown in Fig. 5 , all cases of ITACG enable the missile to hit the target at 50.0 s, which is the designated impact time, with the impact angle of 0 deg. Fig. 6 shows how ITACG reduces the impact time errors. The discontinuity in the slope at about 19 s results from the sign change of the second term in the RHS of (29). These figures show that an autopilot lag does not produce any significant effect on the performance of ITACG for stationary targets. Furthermore the terminal constraints are not sensitive to the given level of 3 g limitation. Fig. 7 and Fig. 8 depict the time history of the jerk and the corresponding acceleration command, respectively. It is observed that the jump in jerk command does not abruptly change the acceleration command as can be seen in Fig. 8 . Though the jerk/acceleration command of case 3 is vastly different from other cases after t = 20 s, ITACG also fulfills homing with satisfying all terminal constraints,°( x f ) = 0:0 deg and t f = 50:0 s.
B. Application of ITACG to a Salvo Attack Scenario
Suppose that three missiles attack a single target equipped with CIWS. The initial conditions of each missile are shown in Table I . The missiles are required to hit the target simultaneously with angle separation of 30 deg in the defense coverage of CIWS. The desired impact time is designated as 50 s and the missile's speed is identically 250 m/s, but initial positions and heading angles are different each other, as shown in Fig. 9 . The dotted lines represent the homing trajectories of each missile by IACG. The three missiles reach the target at 41.76, 45.52, and 46.18 s, respectively, as the impact time is not explicitly controlled by IACG. On the other hand, the solid lines in Fig. 9 depict the ITACG-homing trajectories of each missile, for which the impact time of 50 s and the impact angle assigned to each missile are all achieved. 
VI. CONCLUDING REMARKS
This paper considers two constraints, the terminal impact angle and the impact time, simultaneously for flight vehicle's homing problems, which is the first attempt within the knowledge of the authors. We propose a new guidance law called ITACG satisfying these two constraints at the same time. The structure of ITACG is characterized as the combination of IACG, which is also proposed in this paper for impact-angle control, and compensation for impact time errors. Numerical simulations show that the proposed law is satisfactory in terms of guidance accuracy and algorithm complexity. The guidance law achieves more efficient salvo attack for antiship missiles than the previously established ITCG laws. It may also find applications in cooperative flight mission of UAVs. 
The first-order necessary conditions for optimality involve the following adjoint equations are given by 0 y = 0,¸0°= ¡¸y,¸0 a = ¡¸°(37) where the terminal conditions arȩ yf = º y ,¸°f = º°,¸a f = 0: (
Integrating (37) backward from the terminal range x f yields¸y = º y ,¸°= º y (x f ¡ x) + º°a
From the stationarity condition, the optimal control is determined by solving @H=@´= 0. Hence the optimal control satisfieś
Substituting´and´o into (11) and integrating from x to s for s 2 [x, x f ], we get explicit expressions for a(s),°( s), and y(s) as
º°(x f ¡ s) 
where z is defined by (14). Substituting (44) into (40), we obtain the optimal control aś
Hence the continuous-time feedback law is obtained as
where it is equivalent to IACG of (12) when´0 equals to zero.
B.¿ go of IACG
The time-to-go estimation for IACG can be obtained from
Letting ³ = x f ¡ s and taking the first two terms after Taylor series expansion of the integrand with respect to heading angle yieldŝ
in which from (42)°( (51) Rearranging (51) with the new state z of (14) yields the compact expression of (22).
C. Derivation of ITACG
Consider the original equation of (18)
Similarly, letting ³ = x f ¡ s,¿ go can be expressed as
in which from (42)°(
where º y and º°have the same form as (44). Note that the integrand of (53) is the second-order function with respect to´0 while it is the eighth-order with respect to ³. Consequently, the original equation can be expressed in terms of´0 as 
D. ITACG with Original State Variables
The nondimensionalized variables used in this paper are defined as follows:
In (22), the normalized time-to-go is expressed aŝ
where z, C, L, and Q are respectively defined in (14), (23) 
