This paper presents a modeling framework to describe the driving mechanisms of cyclic failure in brittle and ductile materials, including cyclic plasticity and fatigue crack growth. A variational model is devised using the energetic formulation for rate-independent systems, coupling a phase-field description of fatigue fracture to a cyclic plasticity model that includes multi-surface kinematic hardening, gradient-enhanced isotropic hardening/softening and ratcheting. The coupled model embeds two distinctive fatigue effects.
Introduction
Solids and structures subjected to cyclic loading exhibit a progressive reduction in load-carrying capacity due to material degradation. This phenomenon is particularly important in several branches of engineering, accounting for (up to) 90% of all structural failures [1] . Despite its importance, the study of cyclic failure, including cyclic plasticity and various fatigue regimes, remains an open issue in computational mechanics. In particular, models that consistently describe the dissipative behavior of cyclically deforming materials and the evolution of fatigue cracks are significantly limited. In this context, the objective of this study is to propose a model to describe cyclic failure in brittle and ductile materials using a mathematically and physically sound variational framework, and to demonstrate its capabilities in benchmark numerical simulations.
Depending on the loading conditions and material properties, different fatigue regimes can be distinguished [2] . At load amplitudes above a certain threshold, yet small enough to avoid plastic strains, high-work. The first is the coupling of the phase field to plasticity [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] , which allows to describe the nucleation and propagation of ductile cracks. The second is the extension to fatigue that has gained attention in the recent literature [12, 13, [42] [43] [44] , which has shown to consistently recover Wöhler curves and Paris' law as post-processing results. Nevertheless, extensions of phase-field-based fatigue to account for the main features of low-cycle fatigue are still missing. In particular, a suitable representation of low-cycle fatigue must include cyclic plasticity, where most theories [5, [45] [46] [47] [48] can be linked to the Armstrong-Frederick model [49, 50] .
The governing equations of a large class of material models can be derived from the theory of generalized standard materials [51] [52] [53] [54] . In this setting, the evolution problem follows from an internal energy density and a dissipation potential, ensuring an a priori fulfilment of the second law of thermodynamics. This theory can be reformulated in a variational setting, where the governing equations emerge as the Euler-Lagrange equations of an energy minimization principle that can be solved using numerical optimization techniques.
The pioneering works in this context focused on rate-type variational principles for local elasto-plasticity [55] [56] [57] [58] [59] [60] [61] , and have been extended to, e.g., gradient-enhanced models [15, [62] [63] [64] . In these works, the principle of virtual power is generally used to derive the governing equations [15, 65, 66] .
The energetic formulation [67, 68] is a particularly attractive variational framework that furnishes a unified and rigorous mathematical setting for rate-independent dissipative processes. The theory handles non-smooth evolutions (discontinuities in space and time), since no derivatives appear in the most general setting, and provides tools for the analysis of structural and material stability [69] . Some applications of the energetic formulation in the modeling of dissipative solids include plasticity [70, 71] , (quasi-)brittle [18, 22, 24, 72] and ductile [30, 38, 39, 73] fracture, shape-memory alloys [74, 75] and fatigue [12, 13] .
An important drawback of the theory of generalized standard materials and its variational formulation is the need to enforce the principle of maximum dissipation, which yields evolution laws that comply with the normality condition, thus precluding, in principle, non-associative models. Nevertheless, extensions to nonassociativity can be made by introducing state-dependent dissipation potentials. References in this line of work include [72, [76] [77] [78] [79] . These developments are essential from a practical standpoint because a variational structure is no longer restricted to associative models, accounting for more realistic representations of, for instance, plasticity in geomaterials and in metals under cyclic loading.
In the framework of the energetic formulation, we propose a model that couples the phase-field approach to fatigue, as suggested by Alessi et al. [12] and Carrara et al. [13] , to the main mechanisms of cyclic plasticity. The proposed model includes multi-surface kinematic hardening and a non-associative ratcheting variable [48] , as well as gradient-enhanced isotropic hardening/softening. The coupling of the fatigue process to cyclic plasticity renders a general framework that encompasses the characteristic behavior of both highand low-cycle fatigue in a thermodynamically consistent setting. This paper is organized as follows. To establish the modeling framework, section 2 presents the energetic formulation applied to a general class of dissipative solids with gradient-enhanced internal variables. These concepts are then used to construct the fatigue model with cyclic plasticity in section 3, with numerical experiments presented in section 4.
We employ the following notations. Vector-and tensor-valued quantities are denoted with bold symbols, while scalar-valued quantities take non-bold italic symbols. Functionals are denoted by calligraphic uppercase letters. Functions and function values are denoted using the same symbol, such that is a space-timedependent function, evaluated, for instance, as (x, t). Time-dependent functions evaluated at a point in space are denoted with a vector argument, such as (x), while space-dependent functions parametrized by time are denoted with a scalar argument, such as (t). These distinctions are made when required for clarity purposes, and are otherwise omitted and inferred from context. Finally, an overdot, i.e.,˙ , is used to denote the derivative with respect to time, while the symbol ∇ is used to denote the spatial gradient.
Variational framework

Problem outline
Consider an arbitrary solid of mass density ρ occupying a domain Ω ⊂
The solid is also subjected to volume forces per unit mass, denoted as b(
The deformation process is assumed to be quasi-static, occurring in a pseudo-time (loading) interval
The displacement field is given by u :
which is kinematically admissible, satisfying boundary conditions on Γ D . Assuming the small-strain hypothesis, the compatible strain tensor ε(x, t) ∈ R d×d sym := {e | e ∈ R d×d , e = e T } is obtained from
The Cauchy stress tensor σ(x, t) ∈ R d×d sym is statically admissible, satisfying equilibrium for all t ∈ I:
The dissipative mechanisms that lead to inelastic material behavior are characterized by a generic set of internal variables and their spatial gradients:
a :
We denote the set of primary fields by q := {u, a} and the constitutive state by c := {ε, a, ∇a}. Here, a is a vector arrangement of m components associated to both scalar-and tensor-valued internal variables.
Generalized standard materials
Let ψ := ψ(ε, a, ∇a) denote a Helmholtz-type internal energy density. To ensure physical soundness, the second law of thermodynamics is taken as an a priori restriction, given, for isothermal processes, by the Clausius-Planck inequality
The constitutive stress-strain relation
directly follows from equation (2), along with the dissipation rate inequality φ = s ·ȧ ≥ 0, with s = −δ a ψ(ε, a, ∇a).
The set s contains the thermodynamic forces, or generalized stresses, conjugate to a, where the operator δ := ∂ − ∇ · ∂ ∇ denotes the spatial Euler-Lagrange derivative with respect to .
A thermodynamically admissible dissipation potential is defined as φ := φ(ȧ, ∇ȧ; c) ≥ 0, which is assumed to be convex with respect to {ȧ, ∇ȧ} and to vanish for null rates. As first conceived by Germain et al. [53] , the dependence of the dissipation potential on the state c accounts for a wide class of material models, including non-associative flow rules [72, 79, 80] . In addition, the dissipation potential may depend on history variables, not included in q, derived from the time history of the constitutive state, as for the model proposed in section 3. For notational simplicity and without losing generality, this dependence is omitted (but assumed) in the general formulation presented in this section. For rate-independent processes, φ is a homogeneous function of first degree in {ȧ, ∇ȧ}, such that φ(bȧ, b∇ȧ; c) = bφ(ȧ, ∇ȧ; c), ∀ b ≥ 0.
As a consequence, φ is not differentiable at null rates, and, from equation (4), it follows that
where ∂ȧφ is understood as the multi-valued sub-differential of φ. The evolution of a then takes the form
which is often referred to as Biot's equation (cf. [81] ). Equations (1) and (5) represent the strong form of the evolution problem of a general dissipative material model with gradient-enhanced internal variables.
Energetic formulation
In this section, the governing equations of the evolution problem are recovered in a variational setting.
To this end, the basic energy quantities are first introduced in global form. Then, the evolution problem is defined in terms of the energetic formulation for rate-independent systems [68] , based on notions of energy balance and stability. These principles naturally lead to an incremental energy minimization problem and constitute the building blocks of the variational fatigue model presented in section 3.
Energy quantities
To characterize how the system stores and dissipates energy in exchange with the external environment, the energetic formulation begins with the definition of global energy functionals. To this end, we denote a general function space of internal variables by A and the corresponding space of admissible variations that embeds evolution constraints (e.g., irreversibility conditions) byÃ . The specific form of these function spaces depends on the material model, as will be clear in section 3. The space of kinematically admissible displacement fields and the corresponding space of admissible variations are given by
where the form of F also depends on the model and is specified in section 3. The space of primary fields then reads Q := U × A , such that q(t) ∈ Q is a process with admissible variationsq ∈Q :=Ũ ×Ã .
The stored internal energy functional E : Q → R ∪ {+∞} is given by the state function
while the work of external actions is defined as the time-integral of the external power, namely:
where t r are the reaction forces on Γ D . To formulate a stability condition, we introduce the external work distance T : I × U × U → R, that is, the work done by the external forces at a given time between two admissible states {u 0 , u 1 }:
On the other hand, the dissipative power functional R :Ã × Q → [0, +∞] is defined as
while the dissipation distance D : Q × Q → [0, +∞] between two states {q 0 , q 1 } reads
with Q ⊂ R d × R m . This quantity allows to measure the energy dissipated along arbitrary minimizing paths q(s) ∈ Q. For smooth evolutions, the total energy dissipated in [0, t] reads
For certain dissipation potentials obtained as the time-derivative of an energy function, the dissipated energy is a state function [24, 73] . However, as in the present study, this quantity is generally path-dependent.
Evolution problem
From the basic energy quantities, the evolution problem can be defined in variational form by means of the energetic formulation. This framework is based on a notion of energy balance and either a global or a local stability condition, and is directly related to the incremental energy minimization problem of section 2.4.
Global formulation. A process q : I → Q is an energetic solution if for all t ∈ I:
Equations (13) and (14) represent, respectively, the global stability condition and global energy balance, and constitute the most general form of the energetic formulation, with regularity assumptions only required for the external loading functions.
Local formulation. To recover the local governing equations (1) and (5), we depart from the notion of global stability and admit, as candidate solutions, those satisfying a local-directional stability condition. For this purpose, let h ∈ R denote a variation parameter andq ∈Q be test directions in which admissible variations on q take place. Then, a process q : I → Q is locally stable if for all t ∈ I, there existsh > 0 such that
In the context of local stability, it seems reasonable to consider variations in a small neighborhood of the current state, and, due to fatigue conditions, to restrict the test directions to monotonic radial (straight) paths [74] . In this case, the dissipation distance (11) specializes to
Assuming that the functionals are Gâteaux-differentiable up to a certain order, a differential stability condition can be defined by replacing the right-hand side of the directional stability condition (15) by a Taylor expansion, and enforcing necessary and sufficient conditions of increasing order for the inequality (15) to hold true [22, 74] . In this sense, a first-order condition is obtained by the functional derivatives
As in equation (17), for notational simplicity, implicit dependence on time (and space) will be omitted hereafter, unless required for clarity purposes. Using the first-order homogeneity of the dissipation potential, we evaluate the Gâteaux derivative of the dissipation distance as
where the change of variable r = hs has been used. Using this result in equation (17) leads to the first-order stability condition
where δE(q)(q) is the Gâteaux derivative of E in the directionq. Equation (19) is a necessary condition for directional stability (15) that becomes sufficient if the inequality is strict. Otherwise, the study of higherorder conditions is required [23, 24, 74, 75] , which is out of scope in the present study. Furthermore, if the energy quantities in the energy balance (14) are sufficiently regular in [0, t], the time derivative of (14) yields the power balance equation
Dissipation inequality. To ensure physically soundness, a dissipation inequality is included in the formulation [69] , ensuring the fulfilment of the second law of thermodynamics:
Governing equations. Using equations (7)- (10) , and in view of the stress-strain relation (3), the first-order stability condition (19) yields
which holds for allq ∈Q. Likewise, the power balance (20) gives
Equations (22) and (23) yield:
which recover the equilibrium equations (1) and, along with the dissipation inequality (21) , the evolution equations (5) for internal variables with boundary conditions.
Incremental minimization problem
An incremental minimization problem suitable for numerical implementation follows from the global form of the energetic formulation [68] . Consider n t + 1 discrete time instants 0 = t 0 < · · · < t n < t n+1 < · · · < t nt = t max . In view of equation (16), the incremental dissipated energy up to t n+1 is given by
To evaluate this quantity in the general case of path-dependent dissipation potentials, we take the zerothorder term of a Taylor expansion of the integral kernel in equation (25), noting that all other terms imply rate dependence. This approximation gives φ(a n+1 − a n , ∇a n+1 − ∇a n ; c n ), such that
Assuming all states up to t n are known, the unknown state q n+1 is found from the variational principle
where P(u n+1 ) := T (0, u n+1 ). Given a suitable incremental representation of the dissipated energy, the Euler-Lagrange equations of (27) recover the continuous evolution problem as t n+1 − t n → 0.
A phase-field model with fatigue effects coupled to cyclic plasticity
This section presents the proposed model that couples the phase-field approach to fatigue with cyclic plasticity, derived using the concepts presented in section 2. First, the modeling of cyclic plasticity is addressed, where a non-associative ratcheting variable is introduced in the variational framework. Then, the full model is elaborated by introducing the phase-field description of fatigue-induced fracture.
Modeling cyclic plasticity with ratcheting
To account for cyclic plasticity with ratcheting effects, we take the model of Houlsby et al. [48] as a point of departure, which was proposed to describe the behavior of cyclically loaded pile foundations [82] .
The original model is tightly linked to Armstrong and Frederick [49] , but allows for multi-surface kinematic hardening with a single ratcheting variable. Herein, we also consider isotropic hardening/softening and gradient-extended plasticity [63, 64, [83] [84] [85] , accounting for a general class of elastoplastic materials.
To present the model, we adopt the classical setting of plasticity, where auxiliary internal variables are introduced to account for hardening effects [86, 87] and, in this case, ratcheting. As in classical plasticity, the evolution of the internal variables is first presented in dual form, that is, in terms of yield functions in generalized stress space, where the issue of associativity is addressed. Then, a state-dependent, primal dissipation potential is obtained, which is used to construct the coupled fatigue model in section 3.2.
Constitutive model
We focus on a multi-surface representation of the plastic deformation process, with n y yield surfaces of increasing yield strength. To this end, we introduce the internal variables {ε p , κ, ε r }, with ε p := ε p 1 , . . . , ε p ny and κ := κ 1 , . . . , κ ny .
In (28), the subscript s denotes the s th yield surface, ε p s : Ω × I → R d×d dev := {e ∈ R d×d sym , tr(e) = 0} is the plastic strain tensor, κ s : Ω × I → R + is an isotropic hardening/softening variable and ε r : Ω × I → R d×d dev is a ratcheting strain tensor. As a modeling assumption, κ s evolves according to the hardening law:
Hereinafter, denotes the Euclidean norm of . In turn, ε r evolves according to the ratcheting law [48] :
wheren g := σ dev / σ dev is the direction of the deviatoric stress. The parameter β ∈ [0, 1] defines the fraction of plastic strains that contributes to ratcheting, assumed, for simplicity, to be equal for all yield surfaces.
The free energy density is defined as
where C is the fourth-order elastic tensor, and H kin s and H iso s denote the kinematic and isotropic hardening moduli, respectively, for the s th yield surface. The last term in equation (31) introduces non-local effects governed by the plastic internal length scale η p , which is equal for all yield surfaces for the sake of simplicity.
In view of equation (31), the stress tensor is obtained from equation (3) as
The generalized stresses conjugate to (28) read
These dual variables follow from equation (4) as
Dissipation
Focusing on J 2 plasticity, the yield functions are defined in generalized stress space as
where σ p s is the s th plastic yield strength. The set of admissible generalized stresses for each yield surface is the convex set
such that the elastic domain is the intersection of all K s , and thus still a convex set:
where Y := Z ∩ [1, n y ]. To obtain the primal representation of dissipation, the dissipation potential is obtained as the support function of K for given rates {ε p ,k,ε r }:
This optimization problem can be viewed as a particular statement of the principle of maximum dissipation.
Equation (37) yields the associative flow rule for the plastic strains, as well as the associative hardening law, consistent with equation (29) and the normality law [51, 57] :
where λ k ≥ 0 andn s := ς p sdev / ς p sdev is the direction of the plastic flow. However, ∂ ς r f s = 0 implies thaṫ ε r ≡ 0. Therefore, the ratcheting law (30) is not obtained from (37) and is thus considered non-associative. Equation (37) then leads to a dissipation potential that is independent of the ratcheting strain rate.
An approach to circumvent this issue and recover a variational structure in models with non-associative components is to let K depend on the current state [79] . To this end, we define
yielding, again, the evolution equations (38) and a consistent ratcheting flow rule:
In equations (38) and (41), we note that the direction of the plastic flow for each yield surface coincides with the direction of the relative deviatoric stress ς p sdev , while the direction of the ratcheting strain rate coincides with the direction of the deviatoric stress σ dev . In view of equations (29)-(30), equation (40) is evaluated as
This expression is consistent with the dissipation potential proposed by Houlsby et al. [48] in the context of hyperplasticity, a topic strongly linked to generalized standard materials [80] .
3.2.
Coupling cyclic plasticity to a phase-field approach to fatigue
Constitutive model
The formulation is now extended, coupling the cyclic plasticity model to a phase-field description of fatigue fracture. For this purpose, the usual phase-field/damage variable is defined as α :
with α = 0 and α = 1 corresponding to an undamaged and a fully degraded material state, respectively.
Regularization is attained by the gradient of the phase field ∇α : Ω × I → R d . Then, along with the plastic variables introduced in the previous section, the constitutive state reads
with primary fields
The damage variable is considered irreversible, thus excluding healing evolutions:
Note that from the hardening law (29) , it follows that κ s ⊆ κ is also irreversible by definition.
Material degradation is achieved by letting the free energy density decrease as a function of α:
where g(α) is a damage degradation function endowed with the following properties:
In this work, the widely used quadratic function is adopted:
In equation (44), ψ p is the plastic free energy density given in equation (31) . In turn, the elastic free energy is split into positive and negative parts, denoted as ψ e+ and ψ e− , respectively. This decomposition is introduced to consider anisotropic behavior in tension and compression, and can be performed in different ways. Herein, we consider the volumetric-deviatoric split [88] :
where K is the bulk modulus, µ is the shear modulus, and
is the elastic strain tensor. From the decomposed energy density (44) , the stress-strain relation (3) reads
Dissipation
The definition of the dissipation potential should entail the coupling of the plastic strains to the damage evolution, for which we follow the approaches in references [30-32, 38, 39] , and extend the formulation to multiple yield surfaces, kinematic hardening and ratcheting. Moreover, following Alessi et al. [12] and Carrara et al. [13] , fatigue effects are considered by means of a local fatigue variable, defined here as γ : Ω × I → R + , and a fatigue degradation function γ → d(γ) ∈ [0, 1]. This function has the following properties:
where γ 0 is a threshold parameter.
The different dissipative ingredients are introduced in the following dissipation potential:
where the irreversibility condition (43) and the plastic flow relations (29)-(30) are assumed a priori. The coupling term g (α)κ sα was introduced by Alessi et al. [32] for perfect plasticity to render the dissipation potential a state function. This idea is also applied here and generalized to the multi-surface hardening case. However, due to the dependence on σ and γ, only a part of φ becomes path-independent. The plastic dissipation corresponds to the damaged version of equation (42):
where dependence on the plastic strain rates is enforced through the hardening and ratcheting rules (29)- (30) .
The degradation function g(α) is used to let the plastic yield strength decrease as a function of damage. More general choices of functions that comply with (45) are possible, as discussed by Alessi et al. [32] . Herein, we only consider the quadratic function (46) , which is reflected in the coupling term g (α)κ sα . The phase-field fracture dissipation with fatigue effects reads
where η d is the damage internal length scale. The terms w (α)α + η 2 d ∇α∇α constitute the standard phasefield dissipation power, whose time integral yields the regularized fracture energy density. This quantity is subject to degradation through d(γ), which introduces a path-dependent fatigue effect. The function w(α) represents the local dissipated energy due to damage, for which two models (labeled AT-1 and AT-2 after Ambrosio and Tortorelli [89] ) are generally adopted [24] :
While the AT-2 model is used in most studies, the AT-1 model has the advantage of including an initial elastic stage before damage is triggered, where w 0 is a threshold parameter [24, 38] . Regarding the fatigue degradation function, different options have been proposed [12, 13] , from which we adopt the following:
where k is a material parameter that controls the rate of (logarithmic) decay of the degradation function.
The fatigue variable γ is defined as
While other definitions are possible for ϑ, e.g., an accumulated strain measure, using the strain energy density ensures mesh objectivity [13] . Moreover, the Heaviside function H precludes fatigue degradation in unloading stages. Note that in the present model, the plastic free energy also contributes to the evolution of γ.
Energetic formulation
With the previous definitions, the governing equations of the coupled model can be derived from the principles of the energetic formulation. For this purpose, we define the space of displacement fields in equation (6) by F := H 1 (Ω, R d ), and the following function spaces for the internal variables:
D := H 1 (Ω, [0, 1]),D := H 1 (Ω, R + ).
The accessible primary fields are then given by
The space of admissible variations must account for evolution constraints of the internal fields, i.e., the plastic flow relations (29) and (30) , and the irreversibility condition (43) . Therefore, we set
The governing equations directly follow from enforcing the first-order stability condition (19) , the power balance (20) and the dissipation inequality (21) . Exploiting the generality of the formulation presented in section 2.3, we directly replace the free energy density (44) and the dissipation potential (50) in the weak form of the first-order stability condition (22) to obtain, for allq ∈Q:
Likewise, the power balance principle (23) gives
As in section 2.3.2, equations (62) and (63) yield the equilibrium equations and boundary conditions (1), along with equilibrium at the Dirichlet boundary. In turn, defining the s th plastic yield function as
and the damage yield function as
the evolution equations emerge from equations (62), (63) and the irreversibility condition (43) as loading/unloading systems, along with boundary conditions of the gradient-enhanced variables:
An overview of the proposed model
Equation (64) can be viewed as a damage-dependent version of the purely plastic yield function (35) .
Specifically, the plastic driving force σ dev − g(α)H kin ε p s is now a function of damage through the stress tensor (48) and the back stress g(α)H kin ε p s . Moreover, the size of the yield surface, interpreted as the plastic resisting force, is now given by
which progressively decreases as α → 1.
In the damage yield function (65), we identify
as the damage resisting force with fatigue effects. We denote the damage driving force by D := D e + D p ,
where D e and D p are, respectively, elastic and plastic contributions given by 
These definitions are useful to describe the mechanical response in the numerical simulations presented in section 4. Equation (65) can be written as
We observe in equation (69) two distinctive fatigue mechanisms:
1. The accumulation of elastic free energy, which, in the absence of plastic strains, drives cracks in the high-cycle fatigue regime. This effect is attained by the multiplicative degradation of the damage resisting force through d(γ).
2. The accumulation of plastic energy (free and dissipated), which drives cracks in the low-cycle fatigue regime by additively increasing the damage driving force through D p . This mechanism entails, on its own, a low-cycle fatigue process, that is accelerated when d(γ) < 1, where the plastic strains also contribute to the degradation of the damage resisting force (equation (55)). We associate the combination of D p > 0 and d(γ) < 1 with very-low-cycle fatigue.
Incremental minimization and numerical implementation
As in section 2.4, consider the time discretization 0 = t 0 < · · · < t n < t n+1 < · · · < t nt = t max , where all quantities are known up to t n , and the goal is to find the state at the current time step t n+1 . For convenience, we introduce the following notations. A quantity evaluated at any previous time step 0 ≤ i ≤ n is denoted as i , while a quantity evaluated at t n+1 is written without a subscript, i.e., := n+1 . Moreover, the operator ∆ := − n is used to denote an increment from t n to t n+1 .
The first step is to evaluate the incremental dissipated energy from the dissipation potential (50):
The integral of the path-independent part can be directly evaluated, while the path-dependent part is approximated according to section (2.4) . As a result, equation (70) gives
In view of equation (27), a time-discrete energy functional is defined as
such that incremental minimization problem takes the form inf {u,ε p ,κ,ε r ,α}∈Q
where we impose irreversibility and the incremental counterparts of the plastic flow relations (29) and (30) .
The numerical solution of the variational problem (73) is based on an extension of the alternate minimization algorithm [90] to ductile fracture [31, 38] , which exploits the fact that while the functional (72) is non-convex, it is convex with respect to each primary field individually. In this setting, we seek the solution of a sequence of convex optimization problems, aiming to iteratively converge to a stationary state. The procedure is summarized in algorithm 1, along with the equations presented below.
Given q i for all i ∈ {0, . . . , n}, we solve, alternatively, the following coupled sub-problems.
Minimization with respect to the displacement field. Given {ε p , κ, ε r , α}, find
from the necessary condition
Given that u ∈ U , this problem constitutes the weak form of the equilibrium equations (1) .
Minimization with respect to the plastic fields. 
Algorithm 1 Alternate minimization. Input: q i ∈ Q for all i = 0, . . . , n.
Output: q n+1 ∈ Q.
1: Initialize iterations j = 0 and set {ε p(0) , κ (0) , ε r(0) , α (0) } := {ε p n , κ n , ε r n , α n }. 2: repeat 3:
Set j ← j + 1.
4:
Find
from equation (75) .
5:
Find 
6:
from equation (80).
Since the solution of this problem is not straightforward, we make use of the concepts discussed in section 3.1
to formulate a reduced problem in terms of the scalar field κ s . In view of (29), ∆κ s = 2/3 ∆ε p s , which, from standard arguments of J 2 plasticity, implies 
where the indicator function I + : R → R ∪ {+∞} is used to impose irreversibility on κ s . Replacing the space of virtual ratcheting strainsR(·,n g ) by its incremental approximationR(·,n g n ), the necessary condition for (77) reads, for all {ε p s ,κ s ,ε r } ∈B ×K ( 2 3ε p s ) ×R(β ny s=1 ε p s ,n g n ):
tr s ∆κ s and ε r = ε r n + 3 2 βn g n ny s=1 ∆κ s .
In view of the multivalued function ∂ κs I + (∆κ s ), equation (78) approximates, in weak form, the plastic loading/unloading conditions in equation (66) at t n+1 , where the exact equations are recovered by letting the term β∆σ :n g n vanish for small-enough time steps. Note that equation (78) constitutes a system of n y equations with coupled κ s for all s ∈ Y . This system can be solved iteratively, for instance, using a fixed-point iteration scheme.
Minimization with respect to the damage field. Given {u, ε p , κ, ε r }, find
As in (77), the indicator function is used to impose irreversibility, while the box constraint α(x) ∈ [0, 1] in Ω must also be enforced for α ∈ D to hold. Equation (79) yields, for allα ∈D, the necessary condition
which recovers the damage loading/unloading conditions in equation (66) .
Equations (75) , (78) and (80) 
Numerical simulations
This section presents numerical simulations that highlight the main features of the model described in section 3. First, we study the undamaged behavior of the cyclic plasticity model in a 2D problem.
This example allows to describe a variety of plastic responses with cyclic effects under force control and displacement control. We then study the results of the plastic-damage coupling with fatigue effects. In order to highlight the fatigue mechanisms and their interplay, the homogeneous uniaxial response is first studied.
Then, a 2D simulation is presented, which describes the initiation and propagation of ductile fatigue cracks.
Plastic response: perforated specimen
This example consists of a square specimen with a central hole under plane strain conditions and cyclic loading, alternatively subjected to force control and displacement control. Due to symmetry conditions, only the top-right quarter of the specimen is analyzed (figure 1), and uniform loading is applied on the top border. Damage is disallowed by setting, in the general model, a sufficiently large damage threshold w 0 . The plastic evolution is modeled using a single yield surface (n y = 1), and we consider a Young's modulus E = 205 × 10 3 MPa, a Poisson's ratio ν = 0.3, a plastic yield strength σ p 1 = 100 MPa and a plastic internal length η p = 0.6 N 1/2 . The remaining parameters vary according to table 1, where the kinematic hardening modulus is combined with a positive (negative) isotropic hardening modulus to describe cyclic hardening (softening). Moreover, ratcheting and stress relaxation effects are attained by choosing β > 0. In both KH-IH and KH-IS, the response is symmetric in tension and compression. However, for β > 0 (nonzero ratcheting strains), the response becomes asymmetric. This interesting effect of the ratcheting model with cyclic hardening and cyclic softening, respectively. Figure 5 shows the equivalent plastic strains at different load cycles for KH-IS-R, which qualitatively resemble the results obtained under force control.
t (t)ū(t)
4.2.
Coupled plastic-damage response
Homogeneous uniaxial test
The aim of this example is to provide an interpretation of the failure mechanisms that result from coupling cyclic plasticity to damage with fatigue effects. For illustrative purposes, we study the response of a single 1D element under force control and displacement control. To this end, the multidimensional model presented in section 3 is reduced to the 1D case, where all vector-and tensor-valued quantities are replaced by scalar quantities. In addition, the factor 2/3 is dropped from equation (29) and everything that follows, and the energy split from equation (47) is no longer considered. To capture a smooth stress-strain response, the 1D element is modeled with multi-surface plasticity (n y > 1). Moreover, the parameters shown in tables 2 and 3 are selected such that the various responses that emerge from the cyclic plasticity model are affected by damage evolution. As discussed previously, the coupled plastic-damage model includes a fatigue mechanism that degrades the damage resisting force through d(γ) as a function of free energy accumulation. Thus, in the absence of plastic strains, damage is accelerated for the AT-2 model and triggered after an initial elastic response for the AT-1 model, leading to a high-cycle fatigue process. Responses of this type are thoroughly studied in references [12] and [13] . On the other hand, the accumulation of plastic strains leads, on its own, to a plastic fatigue mechanism that promotes damage evolution through the plastic driving force D p . We associate this process with low-cycle fatigue, and the combination of D p and d(γ) with very-low-cycle fatigue.
The fatigue mechanisms and their interplay are analyzed in figures 8 to 11 for KH-IS-R. Figure 8 shows the mechanical response for the force control test with the parameters from tables 2 and 3, but setting γ 0 = ∞, such that damage is only driven by the accumulation of plastic strains. The ratcheting strain ε r grows in an accelerated manner, where the mean cyclic value progressively increases, while the plastic strains ε p s grow in amplitude. These responses are reflected in the cyclic evolution of the total strain ε (figure 8b). As a result of the AT-2 model, the damage resisting force R = 2w 0 α grows as damage evolves. This occurs at every loading stage, where the resisting force intersects the total driving force D (figure 8d). Figure 9 shows the counterpart simulation with γ 0 = 10 MPa. The ratcheting strain, the total strain and the plastic strains present the same evolution pattern, but grow at a notably higher rate ( figure 9a ). This is a consequence of the accelerated growth of the damage variable that occurs as d(γ) decreases (figure 9c). This response results from the combined effect of D p and d(γ), where the fatigue variable γ is driven by the sum of elastic free energy and plastic free energy.
For the case of displacement control (figures 10 and 11), we change the parameters from table 2 to w 0 = 30 MPa, H iso 1 = −0.08 MPa and H iso ny = −0.0073 MPa, to accelerate the damage evolution for illustrative purposes. We then set, alternatively, γ 0 = ∞ and γ 0 = 1 MPa. Figure 10 shows the mechanical response of the displacement control test with γ 0 = ∞, where we observe a relatively slow stress decay (figure 10b). As a result of the AT-1 model, damage is triggered after 11 cycles (figure 10c). This occurs when the total driving force D, modulated by the plastic driving force D p , intersects the constant-valued resisting force R (figure 10d). Figure 11 shows the counterpart with γ 0 = 1 MPa, where the resisting force begins to decrease after 2 cycles, causing damage to be triggered after only 5 cycles (figures 11c and 11d). Consequently, figure 11b shows a notably faster stress decay than figure 10b, as expected in very-low-cycle fatigue.
Asymmetrically notched specimen
This example aims to describe the initiation, growth and merging of ductile cracks in a low-cycle fatigue process, driven by the accumulation and localization of isochoric plastic deformations. For this purpose, we subject an asymmetrically notched specimen in plane strain conditions to displacement cycles, as schematically shown in figure 12 , where the bottom border is fixed and vertical displacements of magnitudeū(t) are imposed on the top border. We describe the plastic response with a single yield surface (n y = 1) and kinematic hardening, where failure is triggered at a low number of load cycles. For the numerical simulations, a finite-element discretization was performed using an unstructured mesh, consisting of 9760 bilinear quadrilateral elements. Figure 13 shows the force-displacement response obtained with the parameters shown in table 4. Similar to the homogeneous uniaxial response, we observe an initially stable plastic loop, whose amplitude progressively vanishes as damage evolves. In the context of the phase-field approach to ductile fracture, similar examples have been studied under monotonic loading [33, 34, 39] . In particular, Rodríguez et al. [39] present different responses that depend on the degree of ductility: a mixed Mode I/II failure associated with an elastoplastic brittle response, and a Mode II-dominated failure associated with a ductile response. In the present study, the cyclic response is strongly driven by plastic strains and therefore resembles the ductile failure mode obtained for monotonic loading by Rodríguez et al. [39] .
Conclusions
In the context of the energetic formulation, we have presented a coupled gradient-enhanced plasticity- 
