Abstract. In present paper we define a new kind operator on Littelmann's path model. Using this operator, we prove the well-known the first Weyl character formula about generalized Kac-Moody algebras.
Introduction
In his study of Monstrous moonshine [1, 2, 3] , Borcherds introduced a new class of infinite dimensional Lie algebras called generalized Kac-Moody algebras. These generalized Kac-Moodys algebra have a contravariant bilinear form which is almost positive definite. The fixed point algebra of any Kac-Moody algebra under a diagram automorphism is a generalized Kac-Moody algebra. A generalized Kac-Moody algebra can be regarded as a Kac-Moody algebra with imaginary simple roots. More explicitly, a generated Kac-Moody algebras is determined by a Borcherds-Cartan matrix A = (a ij ) (i,j)∈I×I , where either a ii = 2, or a ii ≤ 0. If a ii ≤ 0, then the index i is called imaginary, and the corresponding simple root α i is called imaginary root. In this paper, the set {i ∈ I|a ii = 2} is denoted by I + . Set I im = I \ I + . The structure and the representation theory of generalized Kac-Moody algebras are very similar to those of Kac-Moody algebras, and many basic facts about Kac-Moody algebras can be extended to generalized Kac-Moody algebras. For example, the Kac-Weyl formula about an irreducible representation over a Kac-Moody algebra is generalized to a formula about an irreducible representation over a generalized Kac-Moody algebra as follows. , where T is the set of all imaginary simple roots, F runs all over finite subsets of T such that any two elements in F are mutually prependicular. We denote by s(F ) the sum of the roots in F . We call the above formula Borcherds-Kac-Weyl formula. Let λ be an integral weight of a Kac-Moody algebra. The crystals B(λ) are known to admit numerous combinatorial realizations for Kac-Moody algebras. One of the most important, due to its simplicity and universality, is the path model of Littelmann [10, 11, 12] . In the framework of this model, B(λ) is represented as a subset of piece-wise continuous linear paths in a rational vector subspace of a Cartan subalgebra of the Kac-Moody algebra connecting the origin with an integral weight. Then the tensor product of crystals corresponds to the concatenation of paths. The Isomorphism Theorem of Littelmann stipulates that any sub-crystal, which is generated over the associative monoid M of root operators by a path which connects the origin with λ and lies entirely in the dominant chamber, provides a realization of B(λ). Moreover, using this path model, one can prove Kac-Weyl formula easily [11] . In the case of generalized Kac-Moody algebras, let us denote the set {λ|λ(h i ) ≥ 0 for any i ∈ I} by C, where h i are simple co-weights in the Cartan subalgebra of the generalized Kac-Moody algebra, and λ is a weight of the generalized Kac-Moody algebra. The set C is called dominant Weyl chamber. Suppose W is the Weyl group. Then X := ∪ w∈W w(C) is called Tit's cone. Set P w = {λ|λ(h i ) ≥ 0 for any i ∈ I im }. Let P be the set of piecewise continuous linear paths from [0, 1] to P w . Moreover we assume that every π ∈ P satisfies π(0) = 0 and π(1) is an integral weight. For any subset B ⊆ P, let us define CharB := π∈B π(1) formally. We call CharB the character of B. In present paper, we define a new kind root operator T i,x for i ∈ I
+ and x ∈ [0, 1] as follows, if either h π,i (x) is not an integer or h π,i (x) > h π,i (t) for some t > x and x = 0, then T i,x (π) = 0, otherwise, T i,x (π)(t) = π(t), f or 0 ≤ t ≤ x, h π,i (x)α i + r i (π), f or x ≤ t ≤ 1.
T x,i is called tail-flip operator. Using this new root operator, we can prove the following main result.
Theorem Let B ⊆ P be a set of paths, which is stable under the action of tail-flipping operators T i,x for all i ∈ I + . Then Moreover, if |I im | < +∞, and β = i∈I im Λ i , then
where ∆ im + = i∈I im Zα i ,ρ and Λ i is defined in Section 2. We call the formula
the first Weyl formula. Let V (λ) be the unique irreducible representation over a generalized Kac-Moody algebra determined by a dominant weight λ, where λ satisfies λ(h i ) ≥ 0 for any i ∈ I im . Set π λ = tλ for 0 ≤ t ≤ 1. Let D be a Z algebra generated by T x,i and T i , where T i , i ∈ I im is defined as follows,
As an application of the above Weyl formula, we obtain the following proposition.
Corollary Let V (λ) is the unique irreducible representation over a generalized Kac-Moody algebra determined by a dominant weight λ satisfying λ(h i ) ≥ 0 for any i ∈ I im . Then
where B(λ) is the basis of Dπ λ consisting of paths. The formula in this corollary is another form of the Bercherds-Kac-Weyl formula. Finally, let us briefly describe the outline of this paper.We review the notations and basic results related to root systems of generalized Kac-Moody algebras in Section 2. In Section 3, we recall some basic facts about the irreducible representation V (λ) of a generalized Kac-Moody algebra, and prove that any such irreducible representation V (λ) is a direct sum of some locally nilpotent G ′ -modules M α , where G ′ is a Kac-Moody subalgebra generated by the Chevalley generators e i , f i (i ∈ I + )and the Cartan subalgebra H. In Section 4, we define a kind of tail-flip operators without any restriction. We call such operators absolute tail-flip operators. We establish some fundamental properties of these operators and the relationship between these operators and the root operators defined by Littelmann in [10, 11, 12] . In Section 5, we prove the above the first Weyl formula. Finally, in Section 6, we give an application of the first Weyl formula,that is, we prove the above Corollary.
Notations and Preliminaries
In this section, we fix notations and recall fundamental results about generalized Kac-Moody algebras and the LS-path model, which will be need in the succeeding sections.
Let I = {1, · · · , n} or the set of positive integer, and A = (a ij ) I×I , a BorcherdsCartan matrix, i.e., it satisfies:
(1) a ii = 2 or a ii ≤ 0 for all i ∈ I, (2) a ij ≤ 0 for all i = j, (3) a ij ∈ Z, (4) a ij = 0 if only if a ji = 0. We say that an index i is real if a ii = 2 and imaginary if a ii ≤ 0. We denote I + = {i ∈ I|a ii = 2} and I im = I − I + . In [7] Kang considered the generalized Kac-Moody algebras associated with Borcherds-Cartan matrices with charge
The charge m i is the multiplicity of the simple root corresponding to i ∈ I. In this paper, we follow [5] , and assume that m i = 1 for all i ∈ I. However, we do not lose generality by this hypothesis. Indeed, if we take Borcherds-Cartan matrices with some of the rows and columns identical, then the generalized Kac-Moody algebras with charge introduced in [7] can be recovered from the ones in present paper by identifying the h i s and d i s( and hence the α i s) corresponding to these identical rows and columns.
Moreover, we also assume that A is symmetrizable; that is, there is a diagonal matrix D = diag{s i > 0|i ∈ I} such that DA is a symmetric matrix.
Let Pˇ= (⊕ i∈I Zh i ) ⊕ (⊕ i∈I Zd i ) be a free abelian group generated by the set {h i , d i |i ∈ I}. This free abelian group is called the co-weight lattice of A. The element h i in Πˇ= {h i |i ∈ I} is called a simple co-weight. We call Πˇthe set of all simple co-weights. The space H = Q ⊗ Z Pˇover the rational number field Q is said to be a Cartan subalgebra. The weight lattice is defined to be P := {λ ∈ H * |λ(Pˇ) ⊆ Z}, where H * is the dual space of the Cartan subalgebra H = Q ⊗ Z Pˇ. We denote by P + the set {λ ∈ P |λ(h i ) ≥ 0, f or every i ∈ I} of dominant integral weights.
Then α i , i ∈ I are called simple roots of A. Let Π = {α i |i ∈ I} ⊂ P be the set of simple roots. The free abelian group Q = ⊕ i∈I Zα i is called the root lattice. Set Q + = i∈I Z ≥0 α i and Q − = −Q + . For any α ∈ Q + , we can write α = n k=1 α i k for i 1 , i 2 , · · · , i n ∈ I. We set ht(α) = n and call it the height of α.
Let (.|.) be the bilinear form on (
Since it is symmetric on (
, one can extend this to a symmetric bilinear form on H * . Then such a form is non-degenerated.
Definition 2.1. We call the quintuple (A, Pˇ,P, Πˇ,Π) a Borcherds-Cartan Datum associated with A. The generalized Kac-Moody algebra G associated with a Borcherds-Cartan datum (A, Pˇ,P, Πˇ,Π) is the Lie algebra over the rational field Q generated by the symbols e i , f i (i ∈ I) and H subject to the following defining relations:
Since there is a non-degenerated symmetric bilinear on H * , we can define fundamental reflections r i (λ) = λ − 2(λ|αi) (αi|αi) α i for any i ∈ I + .
For any i ∈ I im , we can define the fundamental transformation on H * as follows:
It is easy to verify that r i is a orthogonal transformation on P if i ∈ I + . The subgroup W of GL(H * ) generated by all fundamental reflections {r i |i ∈ I + } is called the Weyl group of G. We will write W (A) when necessary to emphasize the dependence on A.
The action of r i on H * induces a fundamental reflection r iˇo n H via the nondegenerated bilinear (.|.). If |I| < +∞, then r iˇi s determined by following 
Proof. We prove (1) by using the induction on the length l(w) for w ∈ W . If l(w) = 1, then w = r k for some
Similarly we can prove (2), (3) and (4). (5) 
by (4).
Remark A root β is called a (positive) real root if there exists i ∈ I + and w ∈ W , such that β = w(α i ) (respectively, β = w(α i ) ∈ Q + ). Let ∆ 
The following conditions are equivalent:
Proof. Notice that our definitions of X and C are different from these in [6] . However, the proof of this proposition is similar to that of [6, Proposition 3.12] . So we only omit its proof.
Dually, we call the convex subset
In the sequel the dominant Weyl chamber always means the dominant Weyl chamber of H * . Finally, we briefly recall the LS-path. For any λ in the Tits cone X , let W λ be the stabilizer of λ, and let > be the Bruhat order on W/W λ . Let τ > σ be two elements in W/W λ and 0 < a < 1 be a rational number. By an a-chain for the pair (τ, σ) we mean a sequence of cosets in W/W λ :
where β 1 , β 2 , · · · , β s are positive real roots and l(
r is a sequence of linearly ordered cosets in W/W λ , and a : a 0 := 0 < a 1 < · · · < a r := 1 is a sequence of rational numbers. Then the pair (τ , a) is called an LS-path of shape λ if for all i = 1, 2, · · · , r − 1 there is an a i -chain for the pair (τ i , τ i+1 ).
Representation Theory
Let U (G) be the universal enveloping algebra of G. Then the algebra U (G) is an associated algebra over the rational field Q with identity 1 generated by elements H and e i , f i (i ∈ I) with the following defining relations:
We call wt(V ) := {µ ∈ P |V µ = 0} the set of weights of V .
Let O be the category of all weight module V with finite-dimensional weight space such that there exists a finite number of elements
Note that any submodule and quotient module of a module from this category O are also in O, and that a direct sum and a tensor product of a finite number of modules from O are again in O.
Let λ be a dominant weight. Define the Verma module M (λ) to be the module generated by an element v λ with the relations hv λ = λ(h)v λ for h in H and e i v λ = 0 for all i ∈ I. The weight of any nonzero quotient L(λ) of M (λ) contained in the affine space λ − Q + . The Verma module M (λ) has a unique maximal submodule R(λ). Then the irreducible module M (λ)/R(λ) is denoted by V (λ). Thus the set of weights of V (λ) is contained in λ − Q + .
The following proposition was proved in [5] and [7] .
stable under the action of Weyl group.
A weight module V is said to be integrable if the Chevalley generators e i and f i are locally nilpotent on V for all i ∈ I + . Note that for any integrable module,
(2) For any µ ∈ wt(V (λ)) and any
Proof. The proof of (1) is given in [6] . We provide a slightly different proof for reader's convenience. Let v be a nonzero vector with weight µ, we only need to prove that f i v = 0. In the case a ii = 0. Suppose 
In the case a ii = 0. First we prove that f i e
As there exists n such that µ + nα i is not a weight of V (λ), there are integers n such that e n i v = 0. Let n 0 be the minimal integer such that e n i v = 0. Evidently 
This implies µ(h
where
Applying Brocherds-Kac-Weyl formula, we obtain
Consequently,
From Proposition 3.2 and Proposition 3.3, one knows that the simple module V (λ) is an infinite-dimensional module in general. If µ is in dominant Weyl chamber, i ∈ I im , then µ − nα i in the dominant Weyl chamber for any non-negative integer n. Thus |wt(V (λ)) ∩ C| > 1 for λ ∈ P + in general. Moreover, we have the following corollary.
Corollary 3.1. Suppose |I| < +∞. Moreover, we assume that i ∈ I im if and only if i ≤ l. If dimV (λ) < +∞ for λ ∈ P + satisfying λ(h i ) > 0 for some i ∈ I + , and λ(h i ) = 0 for i ∈ I im , then
where A 1 is a Brocherds-Cartan matrix without real index, A 2 is a finite type KacMoody matrix.
Proof. Suppose there is j ∈ I + and i ∈ I im such that a ij = 0. Choose λ ∈ P + such that λ(h j ) > 0, for example, λ = α j − k∈I,k =j a kj Λ k . Let v be a nonzero vector in V (λ) with weight λ. Then f j v = 0. Hence
Thus a ij = 0 for any i ∈ I im and any j ∈ I + . The proof is completed.
LetÛ be the subalgebra of U (G) generated by H and e i , f i , i ∈ I + . If there exists v µ ∈ V (λ) such that e i v µ = 0 for i ∈ I + , then µ is called a relatively primitive weight of V (λ) 
. It is obvious that wt(V (λ)) ⊇ ∪ µ∈X W µ by Proposition 3.1. For any µ = λ − α ∈ wt(V (λ)), we prove wt(V (λ)) ⊆ ∪ µ∈X W µ by the induction on the height of α. Suppose µ ∈ ∪ ν∈X W ν for all weight µ such that ht(λ − µ) ≤ t. Now let µ ∈ wt(V (λ)) such that ht(λ − µ) = t + 1. If µ(h i ) ≥ 0 for all i ∈ I + , then µ ∈ C and hence µ ∈ X λ . Otherwise, there exists at least one i ∈ I + such that (α i |µ) < 0. Then λ − r i (µ) = α + 2(αi|λ) (αi|αi) . So ht(λ − r i (µ)) ≤ t, r i (µ) ∈ wt(V (λ)) and hence µ ∈ wt(V (λ)).
(
Hence we have the weight space decomposition:
where all elements in L are relatively primitive weights in wt(V (λ)), and V 0 ν := {v ∈ V 0 |hv = ν(h)v for any h ∈ H}. Define an equivalent relation on L as follows: µ ∼ ν if and only if µ − ν ∈ j∈I + Zα j .
Denote the set {ν|ν ∼ µ}
. Next we prove that wt(V ) = wt(V (λ)). Let µ = λ− α ∈ wt(V (λ)). We prove that µ ∈ wt(V ) by the induction on the height ht(α) of α. If ht(α) = 1,
. If i ∈ I im , then f i v λ = 0, where v λ is the nonzero weight vector with weight λ. Since e j f i v λ = 0 for any j ∈ I + , µ = λ − α i is a relatively primitive weight of V (λ). Hence µ ∈ wt(V ). Now we assume µ ∈ wt(V ) for any µ = λ − α ∈ wt(V (λ)) with ht(α) ≤ n. We need to prove that µ = λ − α ∈ wt(V ) for µ ∈ wt(V λ)) with ht(α) = n + 1. Suppose there exists i ∈ I + such that α = α ′ + α i with α ′ ∈ Q + . Then µ − α ′ ∈ wt(V ) by the assumption. Hence µ − α ′ − α i ∈ wt(V ). Suppose α = j∈I im n j α j is a sum of imginary simple roots. Then the weight of v = f n1 j1 · · · f nt jt v λ is equal to µ. For any i ∈ I + , we have e i v = 0. Thus µ is a relatively primitive weight of V (λ). So µ ∈ wt(V ). By now, we have proven that wt(V ) = wt(V (λ)). Similarly we can prove that V µ = V (λ) µ for any µ ∈ wt(V (λ)). Hence V = V (λ). (4) The proof of (4) is the same as that of [6,Lemma 9.5]. So we omit its proof.
Proposition 3.4. If V (λ) is the simple module determined by an integral weight
, where α = n 1 α 1 + · · · + n t α t and v λ is the primitive weight vector with weight λ. For any i ∈ I im , we have e i v = 0 as α is a sum of real simple roots. Since λ − α is a relatively primitive weight, it is a primitive weight of V (λ). Hence λ − α = λ.
Paths and roots

Recall that P = {λ ∈ H
* |λ(Pˇ) ⊆ Z}. Given a, b ∈ Q the rational number field, set [a, b] := {x ∈ Q|a ≤ x ≤ b}. Let P 0 be the set of all piecewise continuous linear paths π : [0, 1] → P ⊗ Z Q. Similar to the references [10, 11, 12] , paths with different parameterizations is regarded as a same path. Let ZP 0 be the free Zmodule with basis P 0 . The product of ZP 0 is a concatenation of paths, i.e.,
Notice that ZP 0 is an associative algebra if we identity path with different parameters. For each i ∈ I and any π ∈ P 0 , one can define a function
Let x ∈ [0, 1] be a rational number, we define linear operator τ i,x on P 0 as follows:
where r i acts point-wise.
Notice that τ i,x (π) is independent of parameterizations to some extent. It is only dependent on the point π(x), i.e., if t 1 ≤ t 2 and π(t 1 ) = π(t 2 ), then τ i,t1 (π) = τ i,t2 (π)( up to parameterizations). We call τ i,x an absolute tail-flip operator determined by the simple root α i at x, simply tail-flip operator. The following lemma is easily obtained from the above definition. 
} be the absolute minimum of the function h π,i (t). Let L be the integral part of m − h π,i (0) and K the integral part of h π,i (1)−m. Then one can define the following operators for i ∈ I + after Littelmann ( see [10] , [11] , [12] ). If L = 0, then let E i (π) = 0, otherwise E i (π) = τ i,t1 τ i,t0 (π), where t 0 is minimal such that h π,i (t 0 ) = m and t 1 < t 0 is maximal with h π,i (t 1 ) = m + 1. If K = 0, then let F i (π) = 0, otherwise F i (π) = τ i,t1 τ i,t0 (π), where t 0 is maximal such that h π,i (t 0 ) = m and t 1 > t 0 is minimal with h π,i (t 1 ) = m + 1.
If the piecewise linear path π satisfies π(0) = 0, i ∈ I + , and m is an integer, then E i (π) = e αi (π) and F i (π) = f αi (π), where e αi , f αi defined as in [10] .
As
The minimal value of h Ei(π),i (t) is equal to h π,i (
Lemma 4.1. Suppose i ∈ I + . Then we have the following: 
Let ρ ∈ H
* be an element satisfying (ρ|α i ) = 1 for all i ∈ I. Then (w(ρ)|α i ) = 0 for w ∈ W and i ∈ I. In fact, we have the following proposition. Proof. If i ∈ I + , then w −1 (α i ) = ± j∈I + n j α j , where n j ≥ 0 by Proposition 2.1.
(2) is obvious.
Remark 4.3. The element ρ in Lemma 4.2 is different from the one in the literatures [1, 5, 7] . In these literatures, ρ is defined via (ρ|α i ) = 1 2 a ii for any i ∈ I. Notice that the Borcherds-Kac-Weyl character formula is still established with this new ρ(see [1] ). In present paper, ρ always denotes an element in H * defined as Lemma 4.2. + and π ∈ P , the following statements are true:
Let
Proof. We only need to prove (1) and (4), as the proofs of (2) and (3) are similar to these of (1) and (4) respectively.
(1) If r = 0, there is nothing which need to prove. Suppose r = k, the integral part 
ThenS i 2 = id. By Proposition 4.2 and [11, Theorem 8.1], the map ψ defined by ψ(r i ) =S i on the simple reflections in Weyl subgroup W , generated by {r i |i ∈ I + }, can be extended to a representation W → End Z Π int such that w(π)(1) = w(π(1)) for π ∈ Π int and w ∈ W , where Π int is the set of all piecewise paths satisfying π(0) = 0 and π(1) ∈ P . If a path π satisfies π(0) = 0, then ν(π) = π(1) is called the weight of π.
Proposition 4.3. Let π be a LS path and i
Proof. Let n := π(1)(h i ) be an integer. From the above discussion, we know that
4.6 For any path π ∈ P 0 , the path −π(1 − t) for 0 ≤ t ≤ 1 is denoted by π * (t), which is called the dual path of π. Then * is an involution of the algebra ZP 0 .
Let A t be the algebra over Z generated by all tail-flip operators τ x,i . Then ZP 0 becomes A t modules. View P Q as the set of constant paths. We call these paths trivial. Then P Q becomes a submodule of ZP 0 , which is stabled under the action of the operators E
+ , then ZP 0 /P Q is a module over A e , A f . Let A be the algebra generated by A e ∪ A f . Then ZP 0 /P Q is also a module over A, which can be identified with a path starting from origin as in [10, 11] . Hence, the factor module can be viewed as a submodule of ZP 0 generated by all piecewise linear paths π satisfying π(0) = 0.
In the sequel, we always assume that all paths satisfy π(0) = 0. Notice that ZP 0 /P Q has better symmetric properties than the model of paths starting from 0, which is seen from the following proposition.
Proposition 4.4. For any π ∈ ZP 0 /P Q , and any i ∈ I + , the following statements are true.
This proposition can be easily verified from definitions directly. So we omit its proof.
To simplify the notation, we denote the factor module ZP 0 /P Q by P . The image of a path π is still denoted by π.
Proof. For the sake of simplicity, we give the proof for the case r = 2, the proof for r > 2 is similar. For any 0 ≤
The first Weyl character formula
For any piecewise path π, the submodule A t π, unlike Aπ, contains too many paths for computing the character. So we need to define new "tail-flip" operators to cut down the number of paths. Let h π,i (t) be the same as Section 4. For any i ∈ I + , define T i,x (π) as follows: if either h π,i (x) is not an integer or h π,i (x) > h π,i (t) for some t > x and x = 0, then T i,x (π) = 0, otherwise,
It is obvious that
From this formula, we easily get the following:
Let B be a Z algebra generated by {T i,x |i ∈ I + , x ∈ [0, 1]}. Then P becomes a B module.
Example. Let T ⊆ B be the group generated by {T i,0 |i ∈ I + }. Then T π = W π for any path π, where (w(π))(t) := w(π(t)) for t ∈ [0, 1]. So η∈B e η (1) is stable under the action of the Weyl group W , if B is stable under the action of B.
Let A i be a monoid generated by {E n i , F n i |i ∈ I + , n ∈ N} and λ is an integral weight. If n := λ(h i ) > 0, then
Let T i be a Z algebra generated by {T i,x |i ∈ I + , x ∈ [0, 1]}, where i ∈ I + . Let λ be an integral weight such that λ(h i ) = n > 0. Then the rank of T i π λ is equal to 2 n . It is obvious that the rank of T i π λ is equal to 2 if n = 1. Suppose n = k, the rank of T i π λ is equal to 2 k . Now let λ(h i ) = k + 1. Let π 1 (t) = kt k+1 λ and π 2 = t k+1 λ. Then any path in T i π λ is a concatenation of a path in T i π 1 and a path in T i π 2 . Hence the rank of T i π λ is equal to 2 k+1 . Moreover, we have the following:
Proof. For the sake of simplicity, we only prove this proposition for r = 2. The proof for r > 2 is similar. If T i,x (π 1 ⊗ π 2 ) = 0, then it is obvious that T i,x (π 1 ⊗ π 2 ) ∈ B(π 1 )⊗B(π 2 ). In the following, we assume that T i,x (π 1 ⊗π 2 ) = 0. In the case x = 0,
(1)+h π2,i (t) and T i,x (π 1 ⊗π 2 ) = 0, which is contradict to our assumption.
Let Π + 0 be the set of the paths such that Imη is in the interior of the dominant Weyl chamber C(for t > 0). Thus we can prove the following:
which the sum runs all paths η ∈ Bπ 2 such that
(bπ 1 ⊗ π 2 ) ∈ X by the assumption. By now we have proven that bπ 1 ⊗ π 2 ∈ X for any b ∈ B. Next, we assume that b 1 π 1 ⊗ b 2 π 2 ∈ X for any b 1 ∈ B and any b 2 satisfying 
Let π = tλ for some λ ∈ P + satisfying λ(h i ) ≥ 0, where i ∈ I im . Then the set B of paths contained in Bπ is stable under the action of all operators T i,x . Moreover η(t)(h j ) ≥ 0 for any j ∈ I im and any η ∈ B. Let P = {π ∈ P |π(0) = 0, π(1) ∈ P and π(h j ) ≥ 0 for any j ∈ I im }. For an infinite path set B, we can define CharB := η∈B e η(1) formally. If B is a set of the paths stable under the action of all operators T i,x , then charB := η∈B e η(1) is stale under the action of the Weyl group. By now, we can prove the main theorem. Moreover, if |I im | < +∞, and β = i∈I im Λ i , then
To prove this proposition, we only need to compare the coefficients of the terms corresponding to dominant weights, i. e., we have to prove for Ω := {(w, π)|w ∈ W, π ∈ B, w(ρ) + π(1) ∈ P + }: Notice that for any w ∈ W , (−1) l(w) = sgn(w). Hence we use sgn(w) to replace (−1) l(w) in the following. Next we will define an involution φ : Ω ′ → Ω ′ such that φ(w, π) = (w ′ , π ′ ) has the property: sgn(w) = −sgn(w ′ ) and w(ρ) + π(1) = w ′ (ρ) + π ′ (1). If such involution exists, then it is obvious that (w,π)∈Ω ′ sgn(w)e w(ρ)+π(1) = 0.
The construction of the involution: Suppose first (w, π) ∈ Ω ′ is such that w is not the identity. Since w(ρ) + π ∈ P + , the path w(ρ) ⊗ π has to meet at least once a proper face of the dominant Weyl's chamber C. If w is the identity, then w(ρ) ⊗ π also has to meet a proper face F of C, the pair would otherwise be an element of Ω 0 .
For a proper face F of C denote by Ω ′ (F ) the set of pairs (w, π) ∈ Ω ′ which meet F as the last face. More precisely: w(ρ) ⊗ π meets F , and if t 0 ∈ [0, 1] is maximal with property such that w(ρ) + π(t 0 ) ∈ F , then w(ρ) + π(t 0 ) is in the interior of F , and w(ρ) + π(t) is in the interior of C for all t > t 0 .
The set Ω ′ is obviously the disjoint union of the Ω ′ (F ), so it is sufficient to define an involution for such an Ω ′ (F ). Let α i be a simple root orthogonal to F . For (w, π) ∈ Ω ′ (F ) set n := w(ρ)(h i ). Then n = 0 by Lemma 4.2. We claim that i ∈ I + . Otherwise, w(ρ) ⊗ π(t)(h i ) = 0 would imply w(ρ)(h i ) = −π(t)(h i ) ≤ 0 by the assumption. But w(ρ)(h i ) = ρ(w −1 (h i )) > 0 by Proposition 2.1. This contradiction implies i ∈ I + . Without loss of generality, we can assume n > 0, then the function h π,i (t 0 ) = −n. It is easy to prove T i,0 T i,t0 (π)(1) = π(1) + nα i . It follows that w(ρ) + π(1) = r i w(ρ) + T i,0 T i,t0 (π)(1). Furthermore, w(ρ) ⊗ π(t) = r i w(ρ) ⊗ T i,0 T i,t0 (π)(t) for all t > t 0 . Hence φ(w, π) = (r i w, T i,t0 (π)) ∈ Ω ′ (F ). Let β = i∈I im Λ i . Then If I = I + , then G is a Kac-Moody algebra. Suppose B is the path basis of Bπ λ , where λ ∈ P + . Then {π(1)|π ∈ B} is the set of all weights of the simple module V (λ), i.e., we can prove the following corollary. Proof. From Proposition 4.3, we obtain {π(1)|π ∈ B} ⊆ wt(V (λ)). If π is a piecewise continuous linear path such that π(0) = 0, then there exists y ∈ [0, 1] maximal with h π,i (y) = m, the absolute minimum of h π,i . Let q > y be maximal such that h π,i (x) = m + 1. Then f αi = T 0,i T y,i T 0,i T y,i π. Similarly there exist x, p ∈ [0, 1] such that x is minimal with h π,i (x) = m and p < x minimal with h π,i (p) = m + 1. Thus e αi (π) = T 0,i T p,i T 0,i T x,i (π). Hence every set, which is stable under the action of all tail-flip operators, is also stable under the action of all root operators defined in [11] . So {π(1)|π ∈ B} ⊇ wt(V (λ)).
From Proposition 5.2, we can easily prove the following: where the sum runs over all paths η ∈ B(π 2 ) such that π 1 ⊗ η ∈ Π + 0 . Proof. Let B(π) be the path basis of B(π). Then
