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1. INTRODUCTION 
In this paper we consider neutral functional differential equations of the 
form 
f x(t) -( j 
0 
Q(e) x(t + tr)) = j” drl(fq x(t + 0 (1) 
--I -r 
where p(+) and q(.) are n x n matrix-valued functions of bounded variation 
on [-r, 0] and xt(.) is defined by 
x,(B) = x(t + e) for 0 E [-r, 01. 
We further assume that the D-operator of (1) is atomic at 0, i.e., 
Functions q(e) and p(a) are supposed to be normalized by the assumption 
that they are continuous from the left on (-r, 0) and ~(0) = ~(0) = 0. 
We may define p(.) and q(a) on all of R by 
v(s) = P(S) = 0 for s > 0 
v(s) = v(--r), 14s) = d--r) for s < -r. 
As a special case of (1) we also consider 
$ (x(r) - c, x(t - h) - . . . - C,x(t - mh)) 
(2) 
= Box(t) + B,x(t - h) + a’* + B,x(t - mh). 
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A solution of (1) is a function x, defined and continuous on I-r, A), A > 0, 
such that (1) is satisfied for all t E [0, A). A solution through 4 E C, 
C = C( [-r, 01, R”) the Banach space of continuous functions defined on 
I--r, 0] with values in R”, is a solution of (1) with x(B) = #(19) for 
0 E [-r, 01. The following is well known [ 11: 
THEOREM. For any 4 E C there is a solution of (1) on I--r, co). It is 
given by 
x(t; 4) = Y(t) D(g) +jO- du 1 -J[’ [dsY(t - s)] p(u -s) 
-r 
(3) 
+ 
1 
’ Y(t - s) q(u -s) ds 4(u), 
0 i 
where Y(.) is the uniquely determined n X n matrix-valued solution of 
Y(t) = 0, for t < 0 
=Z+jr+ [ds Y(t-s)]p(-s)- j’Y(t-s)q(-s)ds, for t>O, (4) 
0 0 
which is right-hand continuous and locally of bounded variation. (With Z we 
designate the identity matrix of any dimension). 
An important property of Eq. (1) is that the solutions of (1) for all choices 
of 4 E C at a given instant t > 0 may not span the whole space R”. 
DEFINITION. Equation (1) is called pointwise degenerate (p.d.) with 
respect to q E R”, q # 0, at time t, if 
qT x(t, ; 4) = 0 for all $ E C. (5) 
If (5) is true only for q = 0, then (1) is called pointwise complete at time t, . 
Equation (1) being autonomous, degeneracy of (1) at t1 implies 
degeneracy at any t > t,. Together with the continuity of solutions this 
means that the set of al1.t for which (1) is degenerate is of the form [d, 00). 
Then [d, co) is called the degeneracy set of (1). 
Since the problem of degeneracy was first encountered by L. WeiB [2], 
many authors have worked on it. This paper presents some generalizations to 
the neutral case of theorems (especially from [9, lo]) which were proved for 
retarded equations. Other papers treating the neutral case are [3-61. The 
following is based on the author’s doctoral dissertation written under the 
direction of Professor F. Kappel, University of Graz, Austria. 
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2. RESULTS FOR GENERAL EQUATIONS (1) 
Before proving a first result on degeneracy we gather some facts about the 
characteristic matrix of (1) which are well known from the literature (a 
general reference for this is [ 11; for detailed proofs using Laplace transform 
methods see also [7]). 
The characteristic matrix of (1) is given by 
d(A) = II - A Jo dp(B) eae - Jo dq(t3) ene for AE Cc. (6) 
-r --r 
The inverse of d(A) exists for all 1 E C with Re A sufficiently large (Re A. 
means the real part of A). More precisely, there exist real numbers Q and a 
such that 
and 
d-‘(J) = o3 e-“’ I Y(t) dt for Re I. > a. 0 (7) 
Let us designate by A the set of zeros of det d(A), by PA the generalized 
eigenspace corresponding to A E A, and by QA the complementary subspace 
of PA. 
Then the solution x(t; $A) of (1) with initial value 4, E PA is defined on all 
of R; it has the property xf(.; #n) G P, for all t E R and it can be written in 
the form 
with a matrix B, and a column vector u. Moreover, we have 
where 7 is the exponential type of det d(A) 
7 = lim sup (l/t) log ] det d(4) (. 
t+m 
tER 
By P(M) we mean the linear hull of M and by ii? the closure of a subset 
MC c. 
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We can now prove 
THEOREM 2.1. Equation (1) is pointwise degenerate with respect to q if 
and only iffor all t E R 
qT x0; #a) = 0 forallAE.4, #AEP,. 03) 
Degeneracy cannot start later than (n - 1) r - r, where r is the exponential 
type of det d(A). 
Proof If (1) is degenerate for t > t,, then of course (8) is valid for t > t, . 
But the special form of x,(.; @*) given above easily shows that (8) is valid for 
all t E R. 
To prove the converse, assume that (8) is satisfied for all t E R. Then also 
By the above results, this means 
qT (4’; 9>, 4 E Cl = 0 
at least for all t > nr - r. But this in turn means 
qT x(t; 4) = 0 for all t>(n- l)r-t and all $EC, 
i.e., we have degeneracy for t > (n - 1) r - t. This also proves the estimate 
concerning the last possible instant at which degeneracy may start. 
Obviously by the above estimate an equation (1) with exponential type 
7 > (n - 1) r cannot be degenerate. This leads to Corollary 2.1 which 
generalizes some necessary conditions for degeneracy of Eq. (2) given in the 
literature (see 13, Corollary 1; 11, Corollary 31). 
COROLLARY 2.1. Zfin Eq. (1) 
lo d@) O(e) = lo 4W 4(e) + &W% 
-r --r 
Jo 443 w9 = Jo de9 w) + G#W9 
-r -r 
(9) 
with /I(.) and y(.) continuous at --I and of bounded variation on [-r, 0] and 
if 
det (AG + B) f 0, 
then (1) is not pointwise degenerate. 
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Proof. It is obvious that under the given assumptions on r(a) and p(a) 
the exponential type of det d(A) must be r = nr. 
Remark. A linear operator D: C --) C with the property 
D(Q) = j” 446 4(e) + W-4, 
-r 
G regular and y(a) continuous at --I, of bounded variation on [-r, 01, is 
called atomic at -r. 
As a consequence of Corollary 2.1 we note that (1) cannot be degenerate 
if the operator D associated with the left-hand side of (1) is atomic at -r. 
This also follows by another reasoning. It is known (see [ 11) that any 
solution of (1) exists on (-co, 03) if the operator D of (1) is atomic at -r. 
Such an equation cannot have the degeneracy property. For assume that (1) 
is degenerate with respect to q at time t,. Then by the definition of 
degeneracy no solution of (1) starting at t, with initial function 4, 4(O) = q, 
can be continued to -co. 
The next results are concerned with the fundamental matrix of a 
degenerate equation (1) and its Laplace transform. These results are essen- 
tially the same as in the retarded case (for this see [9]), but the proofs must 
be slightly modified. Detailed proofs for these theorems are contained in 
1121. 
THEOREM 2.2. Equation (1) is degenerate with respect to q E R” at time 
t, > 0 if and only if 
qT Y(t) = 0 for all t > t, , (10) 
where Y(.) is the fundamental matrix of (1). 
Proof. Assume (10) is valid. By representation formulas (3) and (4) we 
can write 
qT x01; 4) = j”- [d&)1 d(u) -I 
with 
g(u) = qT I,” Y(tl - s) ~(u - s) ds - 1;” [ds Y(t, - s)] y(u - s)} 
for u E [-r, 0). 
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By (10) and (4) we can rewrite the last equation as 
g(u)=qT 
1 
~“Y(fl--s)~(u--s)ds-~“+ (dsY(t,-s)Jy(u-s)] 
u u (11) 
= qT(Z - Y(t, - u)) = qT for u E l-r, 0). 
This implies dg(u) = 0 and q*x(f, ; 4) = 0 for all 4 E C, which means 
degeneracy of (1). 
In the derivation of the above formulas only one point needs some 
attention. In order to prove the first equation in (11) one first observes that 
by (10) 
qT j; [ds Y(l, - s)] /l(u - s) ds = 0 for u E I-r, 01. 
Yet by general theorems on Stieltjes integrals, it is not possible to conclude 
from this that 
I 
qT j; + [ds Y(t* -s)] p(u -s) = qT jtl+ [ds Y(f, - s)] p(u - s). (12) 
” 
To circumvent this difficulty replace t, in (12) by a r > li. Then in a 
neighbourhood of s = 0 we have qT Y(r - s) = 0. Therefore (12) is valid with 
1, replaced by any t > 1,. Let r + t, + to get (12). 
Now assume conversely that (1) is degenerate. We have to derive (IO). Of 
course it is sufftcient to show qT Y(1,) = 0. Define for k E N sufftciently 
large 
4kh) = 07 for u E [-r, --l/k] 
= k(u + (I/k)) a, for u E (-l/k, 01. 
Then we have 
with 6, = I”=, [dg(u)] #&). 
An argument similar to that in the retarded case [ 91 shows that 6, -+ 0 for 
k -+ co. By the choice of #k we have 
Wk) = a - j” [w)l4k(S)- - l/k 
Since D is atomic at zero, it follows easily that 
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So we are left with 
0 = /it q* x(t, ; $& = qTY(t,) a. --t 
Since a E R” is arbitrary this is only possible if q’Y(t,) = 0. This completes 
the proof. 
A condition necessary for degeneracy is given in 
COROLLARY 2.2. If (1) is degenerate with respect to q at t,, then 
Y(t) dt q(-r) = 0. 
Proof. For t > t, + r we have 
0 = qT Y(t) = qT (I - j;+ Y(t - s) ds ,u(-s) - I,; Y(t - s) q(-s) ds) 
=4 T I- 
t s 
‘+ Y(t-s)dsp(-s)-It Y(t-s)q(-s)ds) 
t-t1 t-t, 
=4 T (I - It Y(t - s) ds rj(-r)) = qT (I - j;’ Y(t) dt q(-r)) . 
I 
For the proof of Theorem 2.3 we need the following version of the well- 
known Paley-Wiener theorem on finite Laplace transforms. 
LEMMA. Let f be an entire function of exponential type. Then there are 
nonnegative constants H and H’ and a function F such that F(t) = 0 for 
t G? [-H’, H] and 
f(A) = lrH, eeAt F(t) dt 
zf and only tf there is an a E R such that I?, ] f (a + it) 1’ dt exists. 
Proof In [ 13, Vol. 31, the statement is contained for the special case 
a = 0. The genera1 assertion is easily derived from this. 
THEOREM 2.3. Equation (1) is degenerate with respect to q E R” tf and 
only ifqTA- ‘(A) is an entire function. The degeneracy set is [d, oo), where d 
is the exponential type of qTA-‘(A), i.e., 
d = li;nzp (l/u) log ]qTA-l(-u)]. 
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The proof is just the same as in the case of a retarded equation (see [!?I). 
Only one slight modification is necessary. One can show that Id ‘(A)1 is 
square integrable on a line parallel to the imaginary axis but not necessarily 
on the imaginary axis itself (as is the case with retarded equations). It is for 
this that we need the above slightly generalized form of the Paley-Wiener 
theorem. 
We note some consequences of the above theorem. 
COROLLARY 2.3. Equation (1) is not degenerate with respect to n 
linearly independent vectors (n is the dimension of system (1)). 
Proof: By Theorem 2.3, degeneracy with respect to M linearly 
independent vectors would mean that A-‘(A) is an entire function. But det 
A@) always has a zero and therefore A- ‘(A) cannot be entire. 
COROLLARY 2.4. If there is a nonsingular matrix S such that the 
matrices S’n(6) S and S’p(8) S are all upper (or all lower) triangularfor 
0 E l-r, 0] then (1) is not degenerate. 
Zf all matrices of the form n(0,), n(0,), ,u(B,), ,u(t?,) with 19~) 6, E [-r, 01 
commute, then (1) is not degenerate. 
Proof This is the same as in the retarded case [ 11, Theorem 41. 
COROLLARY 2.5. Let p(8) = bvT(8), n(0) = bwT(B) for all 0 E l--r, 0] 
with column vectors b, v(B), w(B). Then for arbitrary B, the system 
’ 
-r 
d/t(B) x(t + 0)) = Box(t) + lo dn(6’) x(t + 6’) 
-r 
is not degenerate. 
Proof Choose a base r, ,..., r, of R” such that r, ,..., r,-, are orthogonal 
to b and rn = b. With respect to this base only the nth rows of the matrices 
~(6) and ~(8) may be different from zero. So in the characteristic matrix 
A(A) of the above equation the upper n - 1 rows are the same as the upper 
n - 1 rows of U-B,. Therefore the last column of adj d(A) consists of 
polynomials in A of degree n - 1 at most. 
Now consider the last component of qTA-‘(1) = qT adj A(1) (l/det A@)). 
By the above it is the quotient of a polynomial in 1 of order at most n - 1 
divided by an entire function which has at least n zeros. Therefore the last 
component of qTA -‘(A) is not an entire function and degeneracy cannot take 
place. 
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The above corollary gives the answer to a problem of Halanay [16]. He 
asks whether there is a scalar control law bu(t), 
u(c) = j” dwT(B) x(t + 0) 
--r 
01 
u(t) = $ (bj’ x(t -jh) + c; a(? -jh)), 
j=l 
such that all possible outputs qTx(t) of the system 
i(t) = Box(t) + bu(t) 
are zero for some t. 
It is known ([ 181) that the answer to this question is negative if we choose 
u(t) = Cj”=l bjrx(t -jh). Our corollary asserts further that the answer to the 
more general problem is negative. 
3. DEGENERATE DIFFERENCE-DIFFERENTIAL EQUATIONS 
Before proceeding to the theory of degenerate equations (2), let us first 
have a glance at the more general equation 
g (x(t) - C,x(t - h,) -...- C,x(t - h,)) 
(13) 
= Box(t) + B,x(t - h,) + . . * + B,x(t - h,), 
whereO<h,<h,<...<h,=r. 
Here, in contrast to (2), the lags may not be commensurable. It is clear 
that on 10, h,) we must have Y(f) = eBo’. From Theorem 2.2 we conclude that 
degeneracy at time t, E (0, h,) is not possible. 
The following theorem gives conditions which guarantee degeneracy of 
(13) at time h,: 
THEOREM 3.1. Suflcient for degeneracy of (13) with respect to q E R” 
at h, is that the following conditions are satisfied: 
qTeBOhl = -qTC,, (14) 
qTeBohCj = qTCj+ 1 = 0, j= 1,2 ,***, m (Cm+, =Oh (15) 
qTeBor(Bj + B, Cj) = 0, j=I,2 ,..., m, tER. (16) 
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These conditions are also necessary if the equation 
n, h, + a.. +n,,,h,=O 
with integers n, ,..., n, is satisfied only with rzi = 0 for j = l,..., m. 
Proof The characteristic matrix of (13) is given by 
A(l)=AZ-@,C, - ... -&I,,,C,-B~-/L,B,--.. -,a,,,B,, 
where p,i = e--lhj. 
Using the fact that for Re A sufficiently large, A- ‘(A) is the Laplace 
transform of Y(t) and also using Theorem 2.2, we conclude that (13) is 
degenerate at h, if and only if 
q’A-‘(A) I jr ep.l’qTy(t) dl= Joh’ eeAfqTeBO’ dt 
= qT(exp((B, -AZ) h,) - Z)(BO - AZ)-’ 
for Re 1 sufficiently large (the “if’ part of the above assertion follows from 
the uniqueness of the Laplace transform). On the other hand, we must have 
qTA - ‘(A) = q* f {(AZ-B,)-‘[(B, +LC,)p, + 1.. 
,.=O 
+ (B, +C,,h,,l}“(~Z-B,)-‘, 
where the series is absolutely convergent for Re J. sufftciently large. 
For j= l,..., m we have 
(iZ-B,)-l(Bj+LCj)=+ 2 [+)‘(Bj+ic,) 
k-0 
m  =cj+ c 
k=O 
$Y& (Bj + Bo Cj). 
So comparing the two expressions for qTA -‘(A) we see that 
is a necessary and sufficient condition for degeneracy of (13) at h, . 
Now assume that (14)-(16) are satisfied. We check (17). Equation (16) is 
equivalent to 
q= B;(B, + B, Cj) = 0, k = 0, 1, 2 ,..., j = 1 ,..., m. 
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Therefore, also using the second part of (15), i.e., qTC, = . e. = qTC, = 0, we 
see that the term pertaining to v = 1 on the right-hand side of (17) is given 
by qTC,pU,- 
By (14) this is equal to -qTeBohl ,~r. The term pertaining to v = 2 on the 
right-hand side of (17) is 
By the first part of (15) and the fact that (16) also implies 
qT eAohl Bi(B, + B, Cj) = 0, k = 0, 1, 2 ,.... j = 1 ,..., m, 
we see that this term is equal to zero. So all summands of the series in (17) 
pertaining to a v > 2 are equal to zero. This means that (14)-(16) imply (17) 
and as a consequence of this we have degeneracy for t > h,. 
The additional hypothesis concerning the noncommensurability of the 
numbers h, ,..., h, means that 
n- ’ pU;l . ..p.m-p~:I . ..pz 
kjEC) 
is satisfied only if nj = nj for j = l,..., m. In this case the coefficient of each 
monomial in the indeterminates ,uj appearing in the series of formula (17) 
must vanish. It is most easily checked that for this (14)-(16) are also 
necessary. 
Remark 1. In general (14~( 16) are not necessary for degeneracy of 
(13). If we replace h, by h and (15) by 
qTeBoh Cj = qTC. 
J+l for j = l,..., m, (15’) 
then we have-by (14), (15’), and (16~necessary and sufficient conditions 
for degeneracy at h of the more special equation (2) (for a proof of this, see 
[ 5 1; of course this result can also be derived from (17)). 
Remark 2. With respect to constructions, Theorem 3.1 can be inter- 
preted in the following way: Assume that 
$(x(t)-Gx(t-h,))=Box(t)+B,x(t-hh,) 
is degenerate with respect to q for t > h,. If the matrices Bj, Cj (j = 2,..., m) 
are chosen such that (15) and (16) are satisfied, then for arbitrary numbers 
h 2,..., h, which are such that h, < h, < ... < h,, Eq. (13) is degenerate with 
respect to q for t > h,. A construction using this idea is introduced in 
Section 4 of this paper. 
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Remark 3. The fundamental matrix Y(r) of a retarded equation (13), i.e., 
Cj = 0 for all j, is continuous. So from the regularity of Y(f) on [0, h,) it 
follows that Y(t) is also regular in a neighbourhood of hr. From the 
analyticity of Y(t) on (h, , r), T = min(2h,, h,), it follows that q r Y(t) # 0 
even on the interval [0, T). So degeneracy of a retarded equation (13) cannot 
start before min(2h,, h,). However, the fundamental matrix of the general 
neutral equation (13) is only continuous from the right and may have a jump 
at h, . This explains why degeneracy may already start at time h, . 
Let us now turn to the theory of degenerate equations (2). We first want to 
derive a criterion which is necessary for degeneracy of (2). For the retarded 
case the corresponding theorem was stated in 191. 
THEOREM 3.2. If (2) is degenerate, then the characteristic quasi- 
polynomial of (2) 
p,,(I., ,a) = det(lZ - &LC, - +. + - A,uiu”C, - B, - ,aB, - ..+ -,umB,,,) 
has a nontrivial divisor p(A) which is also a divisor of det(kI - B,). 
ProoJ Assume (2) is degenerate with respect to q. Then qTA ~‘(A) is 
entire. We can write 
with polynomials p,(1, ,a) ,..., p&I, ,a). 
At least one pj does not vanish identically. For this j write 
Pj(n9 iu)/POCA9 P> = sj(n, Pl>lsO(n~ Pu) 
with relatively prime polynomials sj, so. There are polynomials R 1(12, ,a), 
R,(&,a), and w(n) such that 
(see ([ 141). Then s~(,%,,D)/s,(&~), ,U = eP”“, must be an entire function. 
So any zero of s,(A, eenh) must also be a zero of sj@, eeAh) and therefore 
a zero of w(A), too. It follows that s,(,$ eenh) has only a finite number of 
zeros. By the Weierstral3 representation theorem (see [ 15, Chap. 5, 2.31) we 
conclude that 
so(lz, emAh) = eg”)p(L), 
where p is a polynomial and g is an entire function. Now so@, ePlh) is of 
order 1 or 0. Therefore by a theorem of Hadamard (see [ 15, Chap. 5,3.2 1) g 
is a polynomial of degree <l. So ~~(1, e-*“) = ce”p@) with constants a and 
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c. Of course this is possible only if a = -kh with some k E NV {0}, 
0 < k < nm. This means s&I, ,u) = c,&(A). 
The degrees of pj@,p) and p,(;l, ,u) with respect to A are &n - 1 and it, 
respectively. So the degree of s&,,B) with respect to 1 must be greater than 
the corresponding one of sj(A, ,u). Therefore p(A) cannot be trivial. 
The fact that p(A) also divides det(AI- II,,) is obvious. This completes the 
proof. 
For the formulation of the next theorem we introduce some more notation. 
Let q E R” be given, I the n X n identity matrix and B,, B, ,..., B,, C, ,..., C, 
the matrices pertaining to (2). Let us agree that Bj = Cj = 0 for j > m. 
Then we introduce the following quantities 
0 . . . 0 
Cl 
-. *. Pk=i ..i 
i C k-l *a* c, 0 
iBk Bk+l “* Bm+k-1 
), &=(?f;+,::ft;;-.). 
Here qk is a vector in Rnk, E, is an nk x n matrix, Jk, P,, Qk are nk X nk 
matrices, and U,, V, are nk X nm matrices. Finally, we will write 
A, = Qk(Z- P,)-‘. 
THEOREM 3.3. Equation (2) is degenerate with respect to q E R” fund 
only if there is a k E N such that for v = 0, l,..., nk - 1 
q;f(Z- P,)-‘(Z- JkehAk)-‘A;Ek = 0, (18) 
q;f(z-Pp,)-’ V,=O, (19) 
q:(Z-Pk)-‘A;;(U,+A,V,)=O. (20) 
The degeneracy set is [(ff- 1) h, oo), where 6 is the smallest integer such 
that (19) and (20) are satisfied. We always have z> 2. 
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Proof: The characteristic matrix of (2) 
A(l)=IZ-LpC, - ... -JLclmCm - B, -,uB, - ... -pmB,, 
is regular for Re A sufficiently large. Its inverse is given by 
A-‘@)= ?’ [(AZ-B,)-‘(,u(B, +nC,)+ 
JTiO 
. e. + p”(B, + kC,))]‘(kZ - B,) - ‘, 
the series converging absolutely in some right half plane. Ordering by powers 
of ,B, an easy induction argument shows 
A - ’ (,I) = 2 H&L) pj, 
j=O 
where the coefficients Hj are given by the recursion 
H,(1) = @Z-B,)-‘, 
Hj+ ,(A) = [Hj(A)(B, + AC,) + Hj- I(n)(B, + AC,) + *** (21) 
+Hj+l-m (AW, + ~C,,Jl Ho@). 
We are going to compute qT Y(t) on the interval [(k - 1) h, kh) by inversion 
of the Laplace transformation qTA -‘(A) = l: ewA’ qTY(t) dt. Each summand 
Hi(L) ,u”j is-for Re 1 sufficiently large-the Laplace transform of a function 
which vanishes on [OJh). Therefore on [0, kh) we have 
qTY(t) = 9;’ {A-‘(k)}(t) 
I 
k-l 
= 9; ’ qT 1 Hj(l)/k (t). 
j=O I 
(Here 9, means the one-sided Laplace transform, 4p; i its inverse). Using 
(21) it is easily shown that 
(AZ-@,-Q,)-’ = rl(‘) -” 
&k- ,@) :y. H,(A) H,(A) 
Now following the same argumentation as in [9] we can write 
k-l 
qT c H&l),uj = qk’ 
j=O 
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and noting the identity 
(AZ-AP,-Qk)-‘=(I-Pk)-‘(AZ-Qk(Z-Pk)-I)-’, 
we find for tE [(k- l)h,kh) 
q’Y(t) = q:(Z-Pp,)-‘(Z- Jkexp(hQ,(Z-P,))‘)))’ 
xexp(Q,(Z-PP,)-‘(t-(k- l)h)}E,. 
Here we have also used the fact that Jk commutes with both Qk and 
(I-Pk)-‘. 
Now assume (2) is degenerate with respect to q. Because of the analyticity 
of q’Y(f) on any time interval ((k - 1) h, kh), the degeneracy set must be of 
the form [(k - 1) h, co) for some k E N. That k > 2 follows from the fact 
that degeneracy cannot occur before h since Y(t) = err,’ on [0, h). 
Using the Cayley-Hamilton theorem it follows from the above represen- 
tation of qTY(t) on [(k - 1) h, kh) that (18) must be satisfied. A consequence 
of (18) is that 
i 
k-l 
Pi’ qT x Hj(n)pj (t) = 0 
I 
for tE [(k- l)h, co). 
j=O 
Therefore we must have 
0 = q’Y(t) = 5-F; ’ 
I 
(t) for tE [(k- l)h, co). 
This of course is equivalent to 
qTHj(A) = 0 for j> k. 
Using recursion formula (21) and also using the special form of 
(AZ - AP, - Qk) - I, we see that this in turn is equivalent to 
O=q;(lZ-~Pk-Qk)-l(Uk+AVk) 
=q:(z--P,)-‘(I-(<e,/n)(r-P,)-‘)-’(U,+I1V,) 
” (u, + nv,). 
Ordering by powers of 1, this is seen to be equivalent to (19) and (20). This 
proves one direction of the theorem. 
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Now suppose (lSk(20) are true. Equation (18) implies-as shown 
above-that 
qTY(t)=q’ qT 9 
i 
ffj(W 0) 
i 
for tE [(k- l)h, co). 
.j= k 
Equations (19) and (20) are equivalent to 
q= 2 Hj(/l)$ = 0. 
i=k 
So q*Y(t) = 0 for t E [(k - 1) h, co). By Theorem 2.1, we have degeneracy 
on [(k- l)h, co). 
Finally, suppose that (19) and (20) are satisfied for k’ and (18) is satisfied 
for some k > k”. Then, using the analyticity of q’Y(t) on [(ff- 1) h, co), it 
follows (cf. 191) that (18) is also valid for k: By the above this means 
degeneracy for t > (ff- 1) h. This completes the proof. 
Remark (see [ 121 for proofs). For retarded equations, (18)-(20) reduce to 
the equations given in (91. In the case i?= 2, Eqs. (18~(20) reduce to the 
conditions given in [S]. Also it can be shown that Eqs. (19) and (20) are 
equivalent to the necessary conditions given in [4]. 
4. CONSTRUCTIONS OF DEGENERATE NEUTRAL DIFFERENCE- 
DIFFERENTIAL EQUATIONS 
The problem of constructing degenerate difference differential 
equations-interesting in itself-is important because of its close relation to 
control theory (cf. [5, 61). 
First we shall give a construction of an equation (2) which is degenerate 
for t > h and which has the property rank Cj < 1, rank Bj < 1 for j = l,..., m. 
We do not want to construct pseudoneutral equations (i.e., equations with 
det(Z - ,uC, - . . . -,PC,) = I), for such equations may be reduced to 
retarded equations by a transformation with a unimodular matrix (for this cf. 
IlOl). 
A two-dimensional system (2) with only one delay which is degenerate at 
t = h is always pseudoneutral ([ 121). So the simplest construction of the 
indicated form is with n = 2, m = 2. 
THEOREM 4.1. Let II = 2 and let B, be a given matrix. Assume that 
there is a vector p E R 2 such that rank(p, eBOhp) = 2. Then the equations 
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u’(eLBohp, eeZBohp) = (0, I), 
P* UT 
(p, eBohp, e2Bohp) /I* uT 
i 1 
= e3Boh 
VT 
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(22) 
(23) 
have a solution u, v E R2, /?, , & E R, PI # 0. 
Define 
C, = --/I, e-Bob puT, C, = -e-BOh(jll epBoh + &l)puT, 
Bj = -B,Cj, j= I, 2. 
Then the corresponding system (2) is not pseudoneutral; it has the property 
rank Cj < I, rank Bj f I, and it is degenerate for t > h with respect to any 
vector q which is orthogonal top. 
Proof: Because rank(p, eBoh p) = 2, rank(e-BOhp, eczBohp) = 2 also. 
Therefore (22) has a unique solution; u E R2 and v E R2 can be chosen such 
that 
vTeeBOhp = 1, vTeczBohp f 0. 
If A2 + a,1 + a,, is the characteristic polynomial of eBoh, then define 
/3, = cz0vTe-2Bohp, p2 = a, vT e-2Bohp + 1. 
Here a, # 0, so /I, # 0, too. 
It is easily computed that 
(P, eROhp, e 2B~hp) (e-Bo”p, e-*Bo”p) = e’Boh(e-Bohp, e-lBo”p), 
which is (23) because the matrix (emBohp, e-2Bohp) is nonsingular. 
Now a straightforward calculation shows that the matrices B,, B, , B,, C,, 
C, as defined above satisfy equations (14) (15’), and (16) if q is orthogonal 
to p. So we have degeneracy for t > h (see Theorem 3.1), Remark 2). From 
the definition it is clear that rank Cj < 1, rank Bj < 1 for j = 1, 2. Finally, we 
compute 
c, c, = 0, c;=-p,c,. 
so 
C,(Z + (l/P,) Cl - o/m c2> = 0. 
409/93/2-l 1 
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But this means that the matrix I -,uC, -,u’C, is singular for p = -(l/p,). 
Therefore the constructed equation is not pseudoneutral. 
EXAMPLE 1. Assume B, = (y i), h = 1, and chose pT = (-1, -1). Then 
uT = (0, 1). A solution of (23) . is~,=p,=-1,/3,=1,v,=O.Thisgives 
C, = B, = 
This example is due to Karpuk [ 171. 
EXAMPLE 2. Define B,, h, p, and u as in Example 1. Another solution of 
(23) is U, =/I, = -I, pz = 3, v2 = -2. This gives 
Example 3. Take B, = (h ,“), h = In 2, pT = (4,4). Then uT = (-1, 4). 
The solution vi = 0, vz = a, /I, = 2, pz = -2 of (23) gives 
In IlO] a very general construction of degenerate differential-difference 
equations of the retarded type has been given. The generalization of the idea 
of this construction to neutral equations is straightforward. Indeed, consider 
the equation 
&l(r)-- c e”y(t-v/z))= 2 &y(t-viz), “=I 1’ =0 
where the matrices 
l?@)=B,+pB,+...+~l~Bm, 
@)=I-pc, - **. -pmc,, 
&+z,+pB1, + *** +lum’&, 
&+1-pe, - *a* -p”‘C,,, 
shall satisfy the equations 
B(u) = s -‘c/l) B@) S(u), 
a& = s - ‘01) C(u) S@>, 
with a unimodular matrix S@) = So + ,uS, + ... + P’S,. 
(24) 
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In exactly the same way as in the retarded case one can verify the 
following (see [ 121): 
THEOREM 4.2. Let F(t) be the fundamental matrix of (24). Equation (2) 
is degenerate with respect to q E R”, q # 0, if and only if there is a t, > 0 
such that 
qT(S, F(t) + S, F(t - h) + ... + S, f(t - lh)) = 0 for tat,. (25) 
If t, is the smallest number for which (25) is satisfied, then t, = k’h with a 
positive integer k’. If the degeneracy set of (2) is [kh, oo), then we have the 
estimates 
k’<k+l, k < k’ + I’, 
where 1’ is the integer given by 
S-‘(p) = T,, +,aT, + ... +p”T,,. 
Though things are exactly as in the retarded case, it seems difficult to use 
Theorem 4.2 for constructions in the neutral case. The problem is to satisfy 
(25). In the retarded case the equation corresponding to (25) can be reduced 
to an algebraic condition by starting with an ordinary differential equation, 
for instance (see [lo]). But in order to construct degenerate neutral 
equations which shall be-in addition-not pseudoneutral, one has to start 
with an equation (24) which is not pseudoneutral. The difficulty then arises 
from the fact that the fundamental matrix F(t) of (24) has jumps at any time 
instant jh, j = 0, l,.... An attempt to circumvent this is shown in 
EXAMPLE 4 (not successful). Let us start with 
-$ (x(t) - Cx(t - h)) = &,x(t) 
and let us further assume that B, C = 0. Integrating by steps we see that the 
fundamental matrix F(t) must satisfy the equation 
F(t) - C?(t - h) = err,’ for t > 0 (26) 
and hence also 
B, F(t) = BoeBOf . (27) 
The last relation could be used in the following way: Choose qT =pTB, and 
S@) such that B, and S(U) commute for all ,u. Then (25) reduces to 
qT(S, + S, eeBoh + . . . + S, eeB@) = 0. 
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But unfortunately this construction cannot be successful. To see this let us 
designate by d(1) and B(L) the characteristic matrices of (2) and (24) 
respectively. Then we must have the relation 
d(A) = S(p) iqn, s-‘(p). 
Now assume that (2) is degenerate. Then qTA -‘(,I) has to be entire by 
Theorem 2.3. But 
qTd - ‘(A) = qT(S(,D)(A1 - B, - &fC) s - l(p)) - ’ 
=pTScp)BO(z-pc)-~@z-BO)-wl~) 
=pTS~)B,(/lz-BB,)-‘S-‘(p)=qT(~z-B,)-’ 
and of course the latter can be entire only if q = 0. 
An attempt to use (26) is as follows: Choose S(U) such that S, = Z, 
s, = s, - c, 
sj=sj-sj-,c, j= 2, 3 ,..., I- 1, 
s, = -s;-,c, 
with arbitrary matrices gj. Then (25) reduces to the condition 
qT(Z + QW + . . . + ~,~l@J+‘)h) = 0. 
But now 
and S@) is not unimodular if we start with an equation which is not 
pseudoneutral. 
As a final example we want to use Theorem 3.1 to construct a degenerate 
differential-difference equation with noncommensurable lags. To this end 
take an equation 
$(x(t)-C,x(t-h,))=B,x(t)+B,x(t-h,) 
which is degenerate for t > h, with respect to q. Let h, > h, be an arbitrary 
number and choose C, such that 
qTC, = qTenohlC, = 0. 
Define B, = -B, C,. 
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Then by Theorem 3.1 the corresponding system (13) with two delays is 
degenerate with respect to q for t > h, . For a construction we must have 
dimension n > 3. For otherwise the equations 
qT@oh1 = -qTC,, qT&mC, = 0 
imply that qT and qTeBohl are linearly independent. Therefore in case n = 2 
the equations 
q%+hlC* = qTC, = 0 
are satisfied only if C, = 0. 
EXAMPLE 5. In [ 121 the following pseudoneutral equation which is 
c, = 
degenerate with respect to qT = (2, 1,O) for t > 1 was constructed: 
-$(x(r)-C,x(t- l))=B,x(t)+B,x(t- 1) 
For this example the construction described above gives 
c,= i-p; 3; -$J 4=(-;:: 4 -;;), 
where a, p, y are free parameters. 
5. SUMMARY 
The aim of this paper is to extend-as far as possible-known results 
from the theory of degenerate retarded functional differential equations to the 
neutral case. The situation encountered is quite typical. Many of the 
theorems valid for retarded equations can be extended to the neutral case. 
Often the technical details in the proofs increase considerably and some 
formulas become rather unwieldy. But there are also some features in the 
theory of degenerate neutral-type equations not shared by retarded ones. This 
is especially the case with neutral equations which are already degenerate for 
t > h. It is shown in this paper that this can happen only because the jump of 
Y(t)-the fundamental matrix-at t = 0 produces another jump at t = h. In 
more detail the results are as follows: 
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Theorem 2.1 shows that degeneracy of (I) depends only on the so-called 
special solutions of (1). By this theorem we can also prove that degeneracy 
cannot start later than (n - 1) r. Theorem 2.2 says that degeneracy of (1) 
with respect to q for r > t, is equivalent to q’Y(t) = 0 for t > t, , where Y is 
the fundamental matrix of (1). 
From this it can be derived (Theorem 2.3) that (1) is degenerate with 
respect to q if and only if q*d -‘(A) is an entire function (d(A) is the charac- 
teristic matrix of (1)). 
Corollary 2.5 presents the answer to a problem of Halanay [ 161. In 
Theorem 3.1 we give a criterion which is sufficient for degeneracy at the 
earliest possible time instant of differential-difference equations with 
noncommensurable lags. 
Theorem 3.2 says that the characteristic quasi-polynomial of (2) must 
have-in case of degeneracy-a nontrivial polynomial divisor dependent on 
one variable only. 
Theorem 3.3 presents a set of conditions that are necessary and suffkient 
for degeneracy of (2) on [(k - 1) h, co), k > 2. Finally, in Theorems 4.1 and 
4.3 constructions for degenerate neutral-type equations are introduced. 
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