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The detection of gravitational waves (GWs) with ground-based interferometers like the Laser
Interferometer Gravitational Wave Observatory (LIGO) revolutionized our view of the Uni-
verse. Pulsar timing arrays (PTAs) like observed by the North American Nanohertz Obser-
vatory for Gravitational Waves (NANOGrav) will provide the community with an avenue for
exploring the GW spectrum beyond what is capable with ground-based interferometers. Un-
like LIGO, pulsars do not exist in an ideal environment where clever engineering can mitigate
sources of noise. With that being said, many of the dominant sources of noise in PTAs have
been well modeled within NANOGrav. The impact of red spin noise (RSN), which may result
from rotational instabilities in the neutron star itself, is particularly problematic because its ef-
fect on a PTA’s timing residuals could resemble the effects of a gravitational wave background
(GWB).
In this work, we simulate a PTA where each pulsar suffers from varying amplitudes of RSN
and also has an underlying GWB. We recover the parameters describing the RSN to better
characterize how a GWB of varying amplitudes biases our recovery efforts. We find regions of
parameter space where the GWB and the RSN heavily bias each other. In these regions, RSN
could masquerade as a GWB, or vice versa. However, we also find regions of parameter space
that do not result in a biased recovery, even in the case of a large GWB amplitude. Finally,
we define the problematic regions of parameter space and draw conclusions about recovery






List of Figures v
List of Tables xiii
1 Introduction 1
1.1 Gravitational Wave Production . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.1 General Relativity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1.2 Gravitational Wave Sources . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 Observing Pulsars . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.3 Pulsar Timing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4 Pulsar Timing Arrays . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 NANOGrav . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2 A Noise Budget for Pulsar Timing 21
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Systematic Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Polarization Calibration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4 Radiometer Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5 Pulse Jitter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
CONTENTS iii
2.6 The ISM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.7 DISS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.8 DM Variations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.9 Red Spin Noise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3 Fitting for Spin Noise Parameters 33
3.1 Creating a Pulsar Population . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2 Recovering the Injected RSN . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Injecting a GWB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4 Statistical Analysis of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
4 Measuring the GWB Bias in RSN Parameters 41
4.1 Choosing Physically Relevant Parameters . . . . . . . . . . . . . . . . . . . . . 41
4.2 Simulating the ↵,   Parameter Space . . . . . . . . . . . . . . . . . . . . . . . . 42
4.2.1 Plot Reading Tutorial . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2.2 Simulation Results with RSN Parameters: ↵ =  0.5 and   = 0.2 . . . . 45
4.2.3 Simulation Results with RSN Parameters: ↵ =  0.8 and   = 0.3 . . . . 50
4.2.4 Simulation Results with RSN Parameters: ↵ =  1.2 and   = 0.8 . . . . 54
4.2.5 Simulation Results with RSN Parameters: ↵ =  1.5 and   = 1.1 . . . . 58
4.2.6 Simulation Results with RSN Parameters: ↵ =  1.8 and   = 1.5 . . . . 62
4.3 Summary of Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66





1.1 The effects of a passing GW with plus-polarization and cross-polarization on a
stationary ring of particles, respectively. Reproduced from [1]. . . . . . . . . . . 5
1.2 GW strain and frequency across the currently observable spectrum. LIGO
observes in the high frequency range and PTAs like NANOGrav observe in the
low frequency range. Reproduced from [2]. . . . . . . . . . . . . . . . . . . . . . 7
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Chapter 1
Introduction
The detection of gravitational waves (GWs) with ground-based interferometers like the Laser
Interferometer Gravitational Wave Observatory (LIGO) revolutionized our view of the Uni-
verse. Pulsar timing arrays (PTAs) could provide the community with an avenue for exploring
the GW spectrum beyond what is capable with ground-based interferometers. This chapter
will explore the basics of GW production, provide a discussion of the GW spectrum, and
examine how PTAs will allow us to probe it.
1.1 Gravitational Wave Production
This section will cover two aspects of gravitational wave production,
1. A short introduction into the general relativistic treatment of gravitational waves.
2. The sources that produce gravitational waves.
1.1.1 General Relativity
In 1915, Albert Einstein with his initial formulation of General Relativity (GR) revolutionized
our understanding of gravity. Instead of thinking of gravity as a force that objects exert on
each other - like Newton had formulated over 200 years prior - Einstein considered gravity
to be an object’s reaction to the curvature of space-time. In the Universe that Einstein was
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hypothesizing to exist, space-time was not a flat background on which events occurred, it
was instead a very malleable fabric that energy can influence. Much like a bowling ball on
a trampoline causes a depression, massive objects in the Universe cause space-time itself to
deform. Therefore, as the Earth moves around the Sun, it is not necessarily obeying Newton’s





where F is the gravitational force exchanged by two objects with masses m1 and m2 separated
by a distance r and G is the gravitational constant. On the contrary, the Earth is actually
moving naturally around the deformation in space-time caused by the presence of the Sun. It
is more natural to think of mass deforming space-time but according to Einstein’s mass-energy
equivalence principal, succinctly written as
E = m c
2
, (1.1.2)
it is all energy within a given region of space-time that acts to deform it, thus producing the
effects we colloquially refer to as gravity.
Mathematically, this is represented as a tensor equation relating the curvature of space-
time to the energy in a given region of space-time. This set of coupled differential tensorial
equations are referred to as the Einstein Field Equations and were first introduced in 1915 by
Albert Einstein [6]:




On the left hand side, Rµ⌫ is the Ricci curvature tensor, R is the scalar curvature, gµ⌫ is
the metric tensor, and ⇤ is the cosmological constant. On the right hand side, G is Newton’s
Gravitational Constant, c is the speed of light, and Tµ⌫ is the stress–energy-momentum tensor.
The left hand side of Eq. 1.1.3 represents the curvature of space-time and is often simplified
according to the relationship:
2 1.1. Gravitational Wave Production
1.1. Gravitational Wave Production
Gµ⌫ ⌘ Rµ⌫   12R gµ⌫ , (1.1.4)
where Gµ⌫ is referred to as the Einstein Tensor. For simplicity, we will not consider a cos-
mological constant term. Determining the true value of ⇤ and its implications on the local






The right hand side of Eq. 1.1.5 represents the energy-momentum stored in a given region
of space-time. Thus, the mass-energy within a region of space dictates how that region of
space will curve and the curvature of space-time tells the mass-energy how to behave. More
succinctly put by famed theoretical physicist John Wheeler:
"Mass tells space-time how to curve, and space-time tells mass how to move."
Eq. 1.1.5 relates two 4 ⇥ 4 tensors resulting in 16 coupled non-linear partial differential
equations which can be further reduced to 10 due to the symmetries present in the tensors.
Regardless, it is not obvious to see how GR predicts the existence of GWs by simply looking
at Eq. 1.1.5. Furthermore, solving these in closed form is also not an option. Therefore,
it is more intuitive to consider the weak-field limit of GR. The weak-field limit, also called
linearized gravity, is an approximation of flat-space in the regime of GR. In the weak-field
limit we can write Eq. 1.1.5 as:
⇤h̄µ⌫ =  16⇡Tµ⌫ . (1.1.6)
In this context, h̄µ⌫ represents the metric of the approximately flat space-time in question. To
see the manifestation of gravitational waves, it is useful to imagine a situation where Tµ⌫ ⌘ 0,
yielding Eq. 1.1.7. In essence, this is what the gravitational field would look like in an empty
and approximately flat region of space.
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⇤h̄µ⌫ = 0 (1.1.7)












This equation illustrates that in the weak-field limit, where we approximate a curved space-
time as a small deviation from flat Euclidean space, the small deviation, h̄µ⌫ , takes the form
of a wave. As we undo some of the simplifications we have made to get to this point, the wave
nature of space-time becomes less obvious but it does not disappear - space-time can and does
behave like a wave!
Similar in nature to electromagnetic radiation, GWs can be polarized. The subtle difference
is that GW polarization states are separated by 45 , not 90 . Therefore, the two states of
GWs, plus-polarized and cross-polarized, are written as h+ and h⇥, respectively. The effects
of a passing polarized GW on a ring of particles is shown in Fig. 1.1, reproduced from [1]. It
is this stretching and squeezing of space-time that gravitational wave detectors aim to detect.
1.1.2 Gravitational Wave Sources
In order to know where and how to look for GWs, it helps to better understand what systems
in the Universe even create them. Simply put, any non-axisymmetric object that rotates will
create gravitational waves. For example, you spinning around with your arms outstretched
creates small perturbations in the fabric of space - but that does not mean we could detect
them. In order to detect a GW, it must have a sufficient amplitude and we must possess a very
precise detector. In GW astrophysics, our goal is to measure the stretching and squeezing of
spacetime itself - the fractional change in distance as a gravitational wave passes is referred to
as the strain. We can approximate the strain, h, of a GW produced by two orbiting equal-mass
objects with Eq. 1.1.9 [7].
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Figure 1.1: The effects of a passing GW with plus-polarization and cross-polarization on a
stationary ring of particles, respectively. Reproduced from [1].
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where r is the distance to the source, M is the mass of the source, and R is the separation
between the binaries. From this, it is easy to see that if the mass, M , of the binaries is
sufficiently small or the separation, R, is sufficiently large, we will only produce GWs with
infinitesimally small strains. Therefore, there is a narrow band our binaries must occupy in
order to produce a detectable GW strain. This is best discussed in terms of GW frequency,
f , which is approximated as:










and allows us to discuss the frequency of gravitational waves in terms of binary mass, M ,
and the compactness of the binary orbit, MR [7]. This is incredibly useful for defining regions
of frequency space. Consider a pair of stellar mass black holes inspiraling at a separation of
R = 6M in natural units:









' 1 ⇥ 104 Hz. (1.1.11)
Assuming this source is at a distance of 400 Mpc, which corresponds to the luminosity distance
of the first LIGO detection (GW150914), the strain is given in Eq. 1.1.12 [8].











' 1 ⇥ 10 23 (1.1.12)
Therefore, in the case of LIGO which has an effective detector length of 1200 km, it is aiming
to detect space-time deformations roughly on the order of:
 L ' hL = 1200 ⇥ 10 23 km ' 0.012 fm ' 1
100
rn, (1.1.13)
where rn is the radius of an atomic nucleus. GWs cause incredibly small deviations in local
space-time and detecting these deviations requires incredibly precise astrophysics experiments.
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Figure 1.2: GW strain and frequency across the currently observable spectrum. LIGO observes
in the high frequency range and PTAs like NANOGrav observe in the low frequency range.
Reproduced from [2].
To this point, many of our examples have centered around LIGO’s detectable range be-
cause it is the most famous detector. However, the gravitational wave spectrum spans many
frequencies. Fig. 1.2 displays the GW spectrum and the types of experiments that do/will
help us explore each part of it [2].
It is evident from Eq. 1.1.11 that LIGO merely scratches the surface of the largest GW fre-
quencies. If we intend to detect GWs with smaller frequencies we must build bigger detectors.
In this regime, we move away from solar mass objects into the regime of more massive objects,
like supermassive binary black holes (SMBBHs). The remainder of our discussion will center
around how we can build a detector big enough to detect GWs from these massive objects.
In order to understand what type of detector we need, it is helpful to explore what a
SMBBH system would look like in the GW Universe. The masses of the SMBBHs would be
on the order of 108M  and the separations would be sub-parsec. With this in mind, we can
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rewrite Eq. 1.1.9 to be more dimensionally appropriate for SMBBHs:














We can also rewrite Eq. 1.1.10 in similar dimensions:











Therefore, we are exploring a regime in the GW spectrum where the frequencies are on the
order of hundreds of nanohertz or smaller. This requires our detector to be incredibly large,
far larger than anything that could be constructed on the surface of the Earth or contained
within our Solar System.
Before moving on, it is worth briefly mentioning that many systems other than binaries
can produce observable GWs such as:
• Non-spheroidal rotating neutron stars that produce high frequency GW emission poten-
tially detectable by ground-based experiments.
• Non-symmetric supernovae that produce high frequency GW emission potentially de-
tectable by ground-based experiments.
• A GW background caused by a potentially non-uniform inflationary epoch in the early
Universe could be detectable across the GW spectrum but will require more precise
experiments than those in existence today.
In the following sections, we will explore how we can build a Milky Way sized GW detector
in order to explore this regime of the GW Universe.
1.2 Observing Pulsars
In 1967, Jocelyn Bell Burnell, a second year graduate student at The University of Cambridge,
was making observations using the Mullard Radio Astronomy Observatory at a frequency of
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81.5 MHz when she detected an uncharacteristically strange signal [9]. She and her advi-
sor, Antony Hewish, followed up observations for several months and determined that their
anomalous radio source had an interesting property - it repeated every 1.3 seconds [9]. But it
did not just repeat, it repeated with near perfect periodicity with an error at the 10 7 level
of precision [9]. The explanations for this object were not obvious at first. The object was
famously dubbed LGM-1 which was an acronym for a possible culprit - Little Green Men.
Thirty-four years prior to this observation, Walter Baade and Fritz Zwicky predicted the
existence of neutron stars as the end state of supernovae [10]. They did not have the correct
mechanism to explain the transition, but they correctly assumed that if stars composed of
degenerate electrons could exist in the form of white dwarfs, there should not be any mechanism
preventing a star of degenerate neutrons from forming too.
Jocelyn Bell and Antony Hewish correctly assumed that their object, designated PSR
B1919+21, was likely not the signatures of intelligent life but was instead related to "the
stable oscillations of white dwarf or neutron stars" [9]. In the same year as Bell’s discovery,
Franco Pacini and Thomas Gold were independently working on models of magnetized neutron
stars that predicted the emission of periodic signals in [11] and [12], respectively. The jury was
in, a rapidly spinning magnetized neutron star, cleverly termed a pulsar, had been discovered!
Once one pulsar had been observed, many more were to follow. By 1982, several hundred
more pulsars had been discovered with similar periods as PSR B1919+21 [13]. The field of
pulsar astronomy changed forever during this year with the monumental discovery of a pulsar
designated PSR B1937+21 that had a period greater than a millisecond [14]. Thus, the first
millisecond pulsar (MSP) was discovered.
The spin period of a pulsar, denoted P , is an incredibly important quantity when speaking
about pulsars. It is a common classifier as is apparent in the meaning of the acronym MSP.
However, another equally important measurable quantity of pulsars is how stable the spin
rate of the pulsar is. In other words, over what time scale does P change? Unsurprisingly,
this measurable is termed the spin period derivative, Ṗ . It is worth mentioning that Ṗ is
dimensionless by construction but is generally referred to as having units of seconds per second.
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Over 2600 pulsars have been catalogued in The Australia Telescope National Facility
(ATNF) Pulsar Catalogue since Bell’s Nobel Prize worthy discovery over 50 years earlier
(original catalogue published in 2005, [3], updated frequently since). Along with this growth
has come a myriad of ways to classify pulsars. This is best displayed in the form of a P   Ṗ
diagram like in Fig. 1.3 - the pulsar astronomer’s analog to the famous Hertzsprung–Russell
diagram.
The P   Ṗ diagram has a few distinct populations of pulsars that can each be used to
probe different astrophysical phenomena. When a massive star goes supernova, its core is
compressed into a neutron star as the upper layers of the star collapse inward. Before the
collapse, the massive star is rotating and possesses appreciable angular momentum. Due to
the conservation of angular momentum throughout the collapse, the excess angular momentum
is imparted onto the neutron star causing an incredibly rapid rotation post-supernova. Thus,
a neutron star is born! These young pulsars arrive on the P   Ṗ diagram in the upper-left
and generally have spin periods on the order of 0.1 s ⇠ 3 s and magnetic fields on the order
of 1011 G ⇠ 1013 G. As pulsars age, they move down and to the right on the P   Ṗ diagram.
Assuming they undergo no external intervention or interactions with other objects, they will
slow down over the course of 109 yrs until they reach periods on the order of several seconds.
Once they reach this point, their radio emission will cease as they cross the "death line" which
is the shaded region on the P   Ṗ diagram. Pulsars on this natural progression from formation
to death are generally referred to as normal or canonical pulsars and make up the majority of
identified pulsars.
However, there is another distinct cluster of pulsars on the lower left portion of the P   Ṗ
diagram. This population of pulsars consists of pulsars with weaker magnetic fields, on the
order of 109 G, and spin periods and spin period derivatives much lower than a typical pulsar
- this population is unsurprisingly that of the MSPs. So why do some pulsars spin so fast and
so consistently? The answer lies in a few key observations of the P   Ṗ diagram. Firstly, the
age of the pulsars is important - MSPs tend to be much older than the average pulsar in the
normal pulsar population. The second piece of information we can use to better understand
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Figure 1.3: A P   Ṗ diagram containing all pulsars currently in the ATNF Pulsar Catalogue
[3]. The dashed lines represent contours of the characteristic age of the pulsars. The solid lines
represent contours of the pulsar’s magnetic field. The shaded region is the pulsar "death line"
or "death zone." The MSP population is grouped in the lower left and the canonical pulsar
population is grouped in the upper right. This plot was made with the use of the Psrqpy
Package [4].
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them is their tendency to be in binaries. A very small percentage of normal pulsars (<1%) are
found in binaries but upwards of 80% of the MSP population are found in binary systems [15].
The current theoretical explanation that takes into account these two pieces of information
hypothesizes the following:
• When the progenitor star goes supernova, it is seemingly unlikely that any companion
that star had would be able to remain in a stable orbit with the remnant pulsar. However
rare, this can and does happen.
• If the progenitor companion stays in a stable orbit with the pulsar and the companion
is sufficiently massive, they will evolve in relative isolation. During this time, the pulsar
will slow down and begin approaching the "death line." Once the companion exceeds its
Roche lobe it will begin accreting material onto the pulsar [15].
• The pulsar will be "recycled" as it steals mass and angular momentum from the massive
companion - it will be resurrected from beyond the "death line" and become the class
of MSPs we observe today [16].
This process is quite messy and results in all sorts of interesting configurations like the case
of neutron star binaries discovered by [17], the existence of white dwarf - neutron star binary
systems discussed in [18], or the prediction that neutron star - black hole binary systems may
exist and be observable [19].
There is another distinct population of pulsars that bridge the two populations. This "tail"
likely consists of pulsars that were only weakly recycled by a less massive companion [20].
For the remainder of this chapter, we will focus on the lower-left population of MSPs and
how we can use this population to probe for GWs.
1.3 Pulsar Timing
Due to the small P and Ṗ possessed by MSPs, they are incredibly precise clocks. Because of
this, they were immediately recognized as being potential laboratories for exploring all sorts of
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astrophysical phenomena. In many cases, this is done by studying the time of arrival (TOA)
of the pulsar’s periodic emission. Because of their precision, deviations in the TOAs can be
indicative of an external process that is causing the TOAs to be perturbed. This concept
was first used to probe the famous Hulse-Taylor binary system [17]. This particular system
appeared to be a binary system where a pulsar was orbiting a neutron star. The effects of
this orbit were imprinted on the TOAs and thus allowed us to measure the period of the
orbit to be 7.75 hrs [21]. However, by analyzing the TOAs over the course of many years, it
was concluded that the orbit of the binary is decaying in exactly the way GR would predict
[22, 21]. Thus, the orbit was losing energy and that energy was radiating away in the form of
GWs. This indirect detection of GWs won Hulse and Taylor the 1993 Nobel Prize in Physics
and made the greater astrophysics community realize that pulsars are laboratories for probing
fundamental physics and their TOAs are the mechanism by which we can study them.
1.4 Pulsar Timing Arrays
LIGO is one of the most precise astrophysics experiments ever devised and it has achieved
unimaginable success over the past few years. Put simply, LIGO detects GWs by sending
a laser down a long tube where it gets split by a beam splitter. Each half of the light is
sent down two perpendicular legs and is reflected off of a mirror back to the beam splitter
where it is recombined. We know precisely the speed of light and we know that if each leg
is exactly the same length, the light should arrive back at the splitter and be recombined at
exactly the same time. By design the two light beams should be out of phase such that they
cancel each other out and never actually reach the receiver. If the beams are not out of phase,
it may indicate that one of the beams traveled through more or less space, i.e., a GW has
passed through the detector. Fig. 1.4 shows a top-down view of the LIGO experiment. In
reality, LIGO has many added complications beyond my simplistic explanation. One of those
complications is that LIGO suffers from a myriad of noise sources like seismic activity, mirror
defects, and dozens more which cause the light to be slightly out of phase upon reaching the
receiver. LIGO has spent decades characterizing and mitigating these noise sources such that
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they can now definitively make the claim that they have detected GWs.
Figure 1.4: A top-down view of the Michelson interferometer used by LIGO. Credit: Courtesy
Caltech/MIT/LIGO Laboratory.
Imagine that instead of sending a laser down each leg and reflecting it back, we have a
pulsar at the end of each of the legs shining back at us. The pulsars would serve as the analog
to LIGO’s lasers. Unfortunately, we cannot store a pulsar in a laboratory. Fortunately though,
hundreds of MSPs have been identified in the nearby Universe. The possibility of using them
as GW detectors was proposed as far back as 1978 by Mikhail Sazhin [23]. In this case, one
can think of the distance between a given MSP and the Earth as the leg of our GW detector.
The MSP would emit radio waves at a nearly perfect periodicity. Thus, we could catalogue
the behavior of the TOAs over time and see if the pulsar ever appears to speed up or slow
down. Detecting a momentary change in the period of the TOAs could imply the beam of
light reaching the Earth has literally traveled through more or less space-time. Therefore, it
may have been perturbed by a passing GW. It could also imply a myriad of other effects that
we will discuss in depth in Chapter 2. Due to their distance from us, using pulsars as a GW
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detector would allow us to probe some of the lowest frequency GWs corresponding to the most
extreme SMBBHs.
Unlike the lasers used by LIGO, pulsars are not in an idealized vacuum devoid of systematic
effects we can eliminate with clever engineering. Instead, they are in a messy Universe with an
array of undesirable noise sources. This requires us to characterize each noise source in order
to eliminate it from our data - this will be the focus of Chapter 2 - for now, we will merely
discuss the theory of the experiment as if we lived in an ideal Universe with minimal noise.
Before we leave the discussion of noise behind completely, we must think about it in terms
of our analogy to LIGO. In this analogy, due to compounding noise beyond our control, we
cannot use a single pulsar’s perturbed TOAs as evidence of a passing GW. Instead, we must
measure many pulsar’s TOAs simultaneously to identify a GW that affects them all. This is
the concept of a pulsar timing array (PTA). Unlike LIGO’s ability to detect the coalescence of
low mass binary systems, PTAs will likely not be able to immediately detect single SMBBH
systems. Instead, PTAs will begin by detecting a stochastic background of GWs caused by
many indistinguishable SMBBH systems in the local Universe.
Generally, when working with pulsar timing, we will work in the frequency space where a





If we intend to detect a passing GW, we must search for small deviations in the pulsar’s


















where H ij is a geometrical tensor that depends on the angle between the Earth, the pulsar,
and the direction of propagation of the GW and hij(t, x) is the gravitational wave strain at
time, t, and position, x. tE is the current time and xie is the Earth’s position in a given
reference frame. tp and xip are the pulsar’s time at pulse emission and position, respectively.
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tp is related to tE by:
tp = tE   D/c. (1.4.18)
where D is the distance between the Earth and the pulsar. The difference between the actu-
al/measured TOAs and the expected/predicted TOAs are referred to as the timing residuals







In order to understand how a passing GW affects the timing residuals, we must consider the















2(1    ) dt, (1.4.20)
where W ij
+,⇥ is dependent on the angular frequency of the GW and   is the angle between the
GW direction of propagation and the line connecting the Earth and the pulsar [24]. When
a GW passes through the Earth, the induced timing residuals can be given as an order of
magnitude approximation that depends on the luminosity distance to the system, d, the total
mass of the system, M , and the frequency of the GW, ⌫s [24].















Modern day PTAs are searching for a correlated signal in an array of pulsars. The residual
correlation between two pulsars, ↵ (✓ij), will have a characteristic functional form originally


























where ✓ij is the angular separation between two correlated pulsars and  ij is the Dirac delta
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function. When plotted over the range of possible separations, Eq. 1.4.22 produces the famous
Hellings-Downs correlation curve shown in Fig. 1.5.
Figure 1.5: The Hellings-Downs Correlation curve.
Therefore, in order for a PTA to detect an isotropic and stochastic GWB, it must include
pulsars in many regions of the sky so that it could reproduce the expected correlations curve
shown in Fig. 1.5.
Many PTA efforts are well underway, most notably the Parkes Pulsar Timing Array
((PPTA) [27]), the European Pulsar Timing Array ((EPTA) [28]), and the North American
Nanohertz Observatory for Gravitational Waves ((NANOGrav) [29]). Together these efforts,
along with emerging PTAs, combine their data into a joint collaboration called the Interna-
tional Pulsar Timing Array ((IPTA) [30]). Throughout the remainder of this work, we will
focus on the methodology of NANOGrav and the applications developed within this work will
be applied to NANOGrav data.
1.4.1 NANOGrav
Over the past 15 years, NANOGrav has collected timing data from 79 MSPs as of the time
of this writing. NANOGrav observes its population of pulsars with the Green Bank Telescope
(GBT), the Arecibo Observatory, and/or the Very Large Array (VLA) at least once every 3
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weeks to generate TOAs. Each observation has an integration time on the order of 20 minutes
[2]. NANOGrav has an appreciable number of pulsars spread across the sky so that measuring
Hellings-Downs type correlations is becoming increasingly more possible. Fig. 1.6 illustrates
the angular separations currently covered by NANOGrav and how adding more pulsars to the
array can improve the coverage [2].


























Figure 1.6: The Hellings-Downs correlation curve and where the population of NANOGrav
pulsars are found in terms of angular seperation. Reproduced from [2].
In particular, NANOGrav currently struggles at the higher end of the angular separation
parameter space because the pulsars we observe tend to not have large angular separations.
This bias is compounded by NANOGrav’s current inability to reliably observe pulsars through-
out the Southern Hemisphere. As we add more pulsars to the array, we will naturally fill in
the regions of the angular separation parameter space that we currently cannot. The current
goal is for NANOGrav to be timing 200 pulsars by the mid-2020s [2].
When we are able to make a detection of a stochastic GWB, the characteristic strain
spectrum of the GWs will take the form:
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where A is the GW amplitude at a reference frequency of yr 1. The 11 year NANOGrav
dataset was unable to detect a GWB but could put an upper limit on the stochastic GWB
amplitude of AGWB < 1.45 ⇥ 10 15 [31].
This section was meant to serve as a walkthrough for the methodology behind NANOGrav.
However, very early on in the section we made the assumption that we were operating in a
Universe devoid of noise such that we can perfectly measure a pulsar’s TOAs. This is obviously
not representative of the Universe we live in. In Chapter 2 we will explore the various forms
of noise that cause us to have timing residuals. We will also discuss how to model dominant
sources of noise to account for them in our timing model. Finally, we will explore how a
particular type of noise, red spin (timing) noise, can potentially masquerade as a GWB.
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Chapter 2
A Noise Budget for Pulsar Timing
We cannot observe pulsars in an ideal environment so many sources of error compound in our
TOA measurements. In order to claim a detection of a stochastic GWB, we must create a
timing model that accounts for all dominant forms of noise. This chapter will describe some
of the various forms of noise prevalent in PTAs, how we can account for those noise sources
within NANOGrav, and examine how a particular type of problematic noise, red spin noise
(RSN), can masquerade as a GWB.
2.1 Introduction
A GWB will induce an error in the timing residuals of each pulsar in our array on the order
of ⇠ 100 ns. However, before any noise modeling is done, a typical pulsar will have timing
residuals on the µs scale. The goal of noise budgeting is to describe the various forms of noise
in each pulsar so that we can account for it when building a timing model and calculating
our timing residuals. Some sources of noise are not correlated in time; each measurement is
independent of the last, these forms of noise are termed white noise. Noise that is correlated
with time is termed red noise.
The dominant sources of noise are described briefly below and covered in-depth throughout
this chapter.
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• White Noise
– Radiometer Noise - a form of noise associated with the observing facility itself.
– Pulse Jitter - variations in the shape of individually measured pulses.
– Diffractive Interstellar Scatter/Scintillations (DISS) - a pulse jitter-like effect caused
by the interstellar medium (ISM).
• Red Noise
– Dispersion Measure (DM) Variations - turbulence in the ISM and the motion of the
Pulsar and Earth causes the density of electrons between the Earth and the pulsar
to change over time.
– Red Spin Noise - the exact cause is unknown, but it may be caused by neutron star
(NS) crustal torque variations or dynamical motion of the superfluid on the surface
of the NS.
– GWB - the GWB background itself will appear as a source of noise.
• Polarization Calibration - caused by incorrectly calibrating a polarized signal.
• Systematic Noise - caused by improper knowledge of how the pulsar and Earth are
moving about the solar system barycenter.
2.2 Systematic Noise
Before accounting for white and red noise, we must eliminate all systematic errors. In general,
these errors arise from having an imperfect understanding of the motion of the Earth and
the pulsar relative to the Solar System barycenter. Systematic noise is mitigated through
an increased understanding of the pulsar’s astrometric properties. In other words, we must
know precisely the parallax, position, and proper motion of the pulsar relative to the Solar
System barycenter. Determining many of the astrometric properties is generally only possible
with years of observations to perform a proper fit to a model of the pulsars orbital motion
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about the galaxy and any companions it may have. It is now possible to understand certain
pulsar astrometric properties with the use of very-long-baseline interferometry which allows
localization and precision beyond what is capable with single dish radio telescopes [32]. A
thorough treatment of systematic noise and how it is mitigated in PTAs can be found in
Chapter 8 of the Handbook of Pulsar Astronomy [33] and further advanced in [34, 31, 35].
2.3 Polarization Calibration
If polarized radio emission from a pulsar reaches our telescope, the signal’s true polarization
can be altered due to incorrect absolute gain calibration [36]. Incorrectly calibrating can change
the pulse shape and produce a mismatch when compared with the pulse template. Thus, this
can introduce template-fitting errors. The root-mean-squared (rms) timing residual induced
by incorrect polarization calibration is given as a proportion in Eq. 2.3.1.
 pol / ✏⇡VW, (2.3.1)
where ✏ is the fractional gain error, ⇡V is the degree of circular polarization, and W is the pulse
width [36]. From this proportion, it is clear that incorrectly characterizing the gain, such that
the fractional gain error is large, could lead to meaningful impacts on the timing residuals in
the detector. How to appropriately mitigate this noise is an open question in pulsar timing.
2.4 Radiometer Noise
Regardless of the instrument you choose to measure the radio emission of a pulsar with, it will
be inherently noisy. Much of this noise is due to the temperature of the receiver causing thermal
electron fluctuations that have an additive effect to the measured intensity of the observation
[32]. This is compounded by the tendency for the receiver to pick up the background radiation
in the line of sight of our observations. The latter is particularly problematic because our pulsar
observations will be focused on the plane of the galaxy which is dominated by synchrotron-
radiating electrons [37]. Radiometer noise is uncorrelated with observing time and frequency
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and is directly proportional to the inverse of the signal-to-noise ratio (S/N) of the observations
[38, 32].
 S/N / 1/(N1/2S), (2.4.2)
where  S/N is the rms of the timing residuals due to radiometer noise, N is the number of
synchronous observations used to build a pulse profile, and S is the S/N of the observation. Eq.
2.4.2 is important to consider when trying to reduce radiometer noise because it indicates that
we must increase the S/N or perform more observations. The former is done by improving the
thermal noise in the receiver or increasing the collection area of the telescope. The latter could
be addressed by having longer integrated observation periods. For many MSP observations,
 S/N is a dominant source of white noise but is becoming less important as new telescopes
with higher S/N come online [38, 39].
2.5 Pulse Jitter
Observing a millisecond pulsar for twenty minutes would give you ⇠ 106 pulse profiles. Each
of those profiles will likely differ from the others in amplitude and/or phase as has been shown
observationally with dozens of MSPs [40]. The individual profile amplitudes can vary by up
to 100% from the average pulse amplitude [41]. Fig. 2.1 shows the manifestation of pulse
jitter over 100 single pulses of PSR J1740+1000 (Reproduced from Fig. 4 in [5]). Averaging
the pulse shape over many observations still causes a slight error when compared to the pulse
template.
Recent work shows that unlike radiometer noise, pulse jitter is correlated with observing
frequency and nearly 90% of NANOGrav pulsars shows significant TOA errors stemming from
it [39]. Pulse jitter has no apparent correlation with observing time and is independent of
the S/N [38, 39]. However, pulse jitter does have a dependence on the length of observations.
This is apparent if we consider the case of very few or very many observations. If we only
made one observation of the pulse profile, it would likely have an overwhelming error when
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Figure 2.1: The manifestation of pulse jitter over 100 single pulses of PSR J1740+1000. These
100 pulses were observed over the course of 15s of observing time, increasing from bottom to
top. Reproduced from Fig. 4 in [5].
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compared to the template pulse profile because of the tendency for the amplitude and phase of
the pulse to vary wildly on a pulse-to-pulse basis. However, if we were able to have an infinite
number of observations, we should match the template pulse profile near-perfectly once we
average the infinite observed pulses. Therefore, it should not be too surprising that the rms






where P is the pulsar spin period and Np is the number of observed pulses within the frequency
band [39].
In modern telescopes,  S/N is slowly being minimized by introducing larger collecting areas
and more clever engineering of receivers. Therefore, it may be the case that  J(⌫s) becomes
a dominant form of white noise in the future. Currently, in many NANOGrav pulsars, pulse
jitter can be detected and identified as a meaningful source of noise [39]. Based on a review of
the literature, this is a subtle shift from earlier work indicating that  S/N was the dominant
form of white noise - this is likely a testament to the engineering and design of radio receivers
[38, 39].
2.6 The ISM
As was discussed in Chapter 1, the Universe is not a perfect vacuum through which the pulses
from a pulsar can travel unimpeded. While radio pulses travel to the Earth, they must navigate
the messiness of the ISM. The ISM is generally treated as a homogeneously ionized medium.
Throughout their journey, radio waves are dispersed based on the number of electrons they
encounter, i.e., if a radio wave travels through exceedingly thicker clouds of gas with higher
electron densities, they will be proportionately dispersed. The integrated column density of
electrons along the line of sight is termed the dispersion measure (DM) and is calculated
according to Eq. 2.6.4.






where ne is the number of electrons along the line of propagation and l is the path between
the pulsar and the Earth. In the case of a homogeneously ionized medium, DM is in essence
an analog of distance, higher DMs indicate the beam has traversed more plasma, thus the
pulsar must be further away. Even in an inhomogeneous medium like the solar system, this is
generally true.
As radio waves make their way through the ISM, the lower frequencies navigate through
the plasma more slowly than higher frequencies due to increased scattering. This causes a








where ⌫s is the observed frequency and e, me, and c are all fundamental constants. Gen-
















This effect will be important for a number of noise sources discussed later in this chapter.
2.7 DISS
Inhomogeneities in the ISM cause the radio waves traveling to us from pulsars to scintillate
in the same way the atmosphere causes stars to twinkle [43]. The analogy to a twinkling
star is perfect because it is easy to notice an oscillation in intensity when staring at a bright
star in the night sky - the turbulent ISM causes this exact process to occur to radio waves in
the time-frequency plane. This effect can appear qualitatively similar to pulse jitter and is a
dominant form of noise in the low frequency range of the radio spectrum [43]. Once again,
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this noise source is best understood if we consider the extreme limits. For example, imagine
that space was a perfect vacuum. In this instance,  DISS would be identically zero because
there would be no ISM to cause scintillation errors. Now consider that the Universe is not a
vacuum but the pulsar we are observing is very close and thus has a very low DM. Again, we
would not expect this source of noise to dominate. However, pulsars with very high DMs -






where ⌧d is the pulse-broadening timescale and nscint is the number of scintles. This is not a
major contribution of white noise in the NANOGrav detector because of the selective use of
pulsars with high DMs. Furthermore, recent advancements in wideband timing have signifi-
cantly cut down on noise caused by DISS [42].










Many NANOGrav pulsars show characteristics of white noise, particularly from radiometer
noise and pulse jitter. White noise has a constant power spectrum, SR / f0, and in the
dimensionless strain spectrum it scales as hc(f) / f3/2 [32]. In the future, white noise could
be mitigated with longer integrated observing times for reasons discussed in the individual
sections above [36].
2.8 DM Variations
In an earlier section we discussed white noise stemming from DISS. It turns out that the
turbulent ISM does not only produce white noise timing variations, it produces red noise
as well because the ISM changes along a given line of sight and these subtle changes in the
DM of a given pulsar cause residuals to be correlated in time [44]. In order to measure and
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correct for the DM variations, at least two simultaneous observations are conducted at different
frequencies which allows us to correct for the up-to-date DM of the pulsar as we observe it
and to build this correction into the timing model [44].
DM variations are not a dominant source of noise in the NANOGrav detector because
pulsars are often selected to have low DMs [44]. Nevertheless, the effect that DM has on timing
residuals and NANOGrav noise budgeting is far-ranging and is not covered in this work. A
more thorough treatment of noise related to the ISM can be found in [36, 32, 44, 38]. The
contributions from DM variations have a power spectrum that scales as SR / f 8/3 ' f 2.66
and in the dimensionless strain space it scales as hc(f) / f1/6 [32]. The power spectrum
of DM variations is problematic because it can be conflated with the GWB power spectrum
that scales as SR / f 13/3 ' f 4.33. Therefore, eliminating noise from DM variations is of
paramount importance.
2.9 Red Spin Noise
It should not be shocking that as pulsars spin 100s of times per second, the matter they are
composed of becomes highly dynamical which induces another timing residual - red spin noise
(RSN) [45]. Evidence of RSN, often referred to in the literature as timing noise, is found in
many pulsars in each region of the pulsar population - canonical pulsars (CPs), MSPs, and
magnetars.
The physical mechanism by which the pulsars induce this timing residual is not yet fully
understood. Many proposed mechanisms can be found in the literature. Alpar et al. (1986)
predicted that there was a time-variable decoupling of the crust and the superfluid interior
of pulsars that resulted in RSN [46]. Cheng (1987) proposed a mechanism where the pulsar
undergoes sudden changes in torque (microglitches) that could cause red noise in the power
spectra similar to RSN [47]. More recent work by Lyne et al. (2010) finds evidence that
pulsars may actually switch between two dominant spin frequencies inducing the RSN we
observe today [48]. Regardless of the physical origin, the proposed model for the timing
residuals from RSN is:
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 spin = C2 ⌫
↵
s,Hz|⌫̇s, 15| T  yr µs, (2.9.9)
where T is the total span of the observations in years and C2, ↵,  , and   are fitting parameters
for the excess red noise in a population of pulsars [45]. ⌫s and ⌫̇s are the spin frequency and
spin frequency derivative which have units of s 1 and 10 15 s 2, respectively. In Chapter 3,
we will devote considerable discussion to how this fitting is performed.
Best fit parameters for RSN were calculated by [49] on 366 pulsars observed with the 76-m
Lovell radio telescope at the Jodrell Bank Observatory to find the following best fit:
 spin = 3 ⇥ 10 12 µs ⌫ 0.4s,Hz |⌫̇s, 15|
0.8
, (2.9.10)
where T   and C2 from Eq. 2.9.9 have been combined into the amplitude term [49, 45].
An independent analysis by Shannon and Cordes (2010) of a different population of pulsars
found a scaling relationship in stark disagreement to the Jodrell Bank pulsar population [45]:





However, the Shannon-Cordes analysis [45] also considered something that earlier analyses did
not - the RSN of specific pulsar populations. When considering just the 563 canonical pulsars,
which made up ⇡ 95% of their population, they had fitting parameters that were in better
agreement with the Jodrell Bank analysis [49]:





Narrowing down the RSN parameters for the CP population is made easier by the wealth of
available data. Figuring out the RSN parameters for the MSP population requires many more
pulsars than the Shannon and Cordes analysis had to offer. In their analysis of 12 MSPs, they
were able to come up with the following RSN scaling [45]:
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A more recent analysis of the MSP population by Lam et al. [50] refined the scaling
relationship:





The real problematic aspect of RSN comes from its power spectrum which takes the form
of SR / f  r , where   r is related to   by
 r = 2  + 1, (2.9.15)
according to [50]. When considering the whole pulsar population, [50] calculates a spectral
index of  r = 4.46±0.16. Thus, the power spectrum of RSN would scale as SR / f (4.46±0.16).
A stochastic GWB of SMBBHs would have a power spectrum of the form SR / f 13/3 '
f
 4.33 [32]. Thus, a GWB and a population of pulsars exhibiting RSN may look indistinguish-
able in terms of their power spectrum. This is evident for MSP J1713+0747 shown in Fig.
2.2 which exhibits a steep power spectrum that could be described by either GWs, RSN, or a
combination of the two. If we do not have a way to decouple them from each other, we may
end up misinterpreting them for each other. In Chapters 3 and 4 we will explore how a GWB
and a population of pulsars showing signs of RSN may bias each other.
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Figure 2.2: The power spectrum for MSP J1713+0747 which shows evidence of a steep red
power spectrum. Reproduced from Jim Cordes’s NANOGrav Noise Budget Working Group
Notes.
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Fitting for Spin Noise Parameters
In Section 2.9 we discussed the timing residuals that result from RSN in a population of
pulsars, given in Eq. 2.9.9. In this chapter, we will explain how we simulate a population of
pulsars with added spin noise properties and how we recover the injected parameters, C2, ↵,
 , and  .
3.1 Creating a Pulsar Population
We begin by initializing a population of 10 pulsars all with realistic ⌫s and ⌫̇s values selected
from the NANOGrav 12.5 year dataset1. We used Libstempo [51], a python wrapper for
Tempo2 [52], to simulate the TOAs of each of our pulsars. Libstempo allows us to initialize
a pulsar in ideal conditions and inject sources of noise into the pulse TOAs to mimic the real
Universe. The simulated pulsars were observed once every 30 days to measure the TOAs. We
performed 60 observing cycles for a total simulated observing time of 1800 days. Before adding
any noise, except very minimal errors in the TOAs, the rms timing residuals of a pulsar, in
this case a pulsar with the properties of the NANOGrav pulsar PSR B1855+09, are shown in
Fig. 3.1.
1
The pipeline we built for this work is flexible and can randomly choose an arbitrary number of pulsars
from the NANOGrav dataset. For this work we used ⌫s and ⌫̇s values from the following pulsars: B1855+09,
B1937+21, B1953+29, J0023+0923, J0030+0451, J0340+4130, J0613-0200, J0636+5128, J0645+5158, and
J0740+6620.
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Figure 3.1: The rms timing residuals of PSR B1855+09 simulated over the course of 1800 days
with each observing period taking place every 30 days. The error is very minimal because we
have not injected any spin noise yet. The residuals on the y-axis are given in µs, however,
Libstempo conventionally writes this as us.
Before injecting RSN into the pulsar population, we will manipulate Eq. 2.9.9 into a more
suitable form. The first change we will make is that we will consolidate the observation time
dependence, T  yr, into the amplitude term and redefine Camp = C2T  yr leading to:
 spin = Camp µs ⌫
↵
s,Hz|⌫̇s, 15|  . (3.1.1)
The reason for eliminating the dependence on T is partially for the purpose of creating a
simpler fitting procedure and partially due to the fact that it serves as a proxy for the strain
spectrum amplitude of the RSN timing residuals - the latter point will be covered thoroughly
in Chapter 4. We also want to convert Eq. 3.1.1 into an equation that outputs the amplitude









where f is a reference frequency of yr 1. Therefore, in dimensionless strain "units", Eq. 3.1.1
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becomes,
hc(f) = 3.45 ⇥ 10 15 Camp ⌫↵s,Hz|⌫̇s, 15|  . (3.1.3)
The dimensionless strain amplitude can be used to directly calculate  spin by using the










12(    1) µs (3.1.4)
where hc(f) is calculated from Eq. 3.1.3, T is the total length of our observations in years,
and   is the spectral index of the RSN. The true spectral index of RSN is not known exactly
though it is likely in the range of 2 <   < 5 [36]. Therefore, in our analysis we use a spectral
index of 2 (shallow) and 5 (steep) for each fit and compare them.
As an example, we can now use Eq. 3.1.3 to inject RSN into the pulsar population with
the parameters, Camp = 100, ↵ =  1, and   = 1. Fig. 3.2 shows the effect this has on
PSR B1855+09. These parameters result in RSN with a dimensionless strain amplitude of
hc(f) ' 1.15 ⇥ 10 15.
3.2 Recovering the Injected RSN
Once the RSN is injected into the pulsar population, we can fit the timing residuals to Eq.
3.1.1 in an attempt to recover the injected parameters. Our timing residuals model is adopted
from [53] and will be of the form:









12(    1) µs. (3.2.5)
Following the assumptions made by Lam et al. (2018), that the variance for RSN is log-
normally distributed and assuming that there is no additional dominant form of noise in our
detector, we can write the probability density function (PDF) as Eq. 3.2.6 [36].
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Figure 3.2: The effect that injecting RSN with dimensionless strain amplitude of hc(f) '
1.15 ⇥ 10 15 has on the timing residuals of the NANOGrav pulsar PSR B1855+09. The
residuals on the y-axis are given in µs, however, Libstempo conventionally writes this as us.










In order to recover the parameters of  spin, we will use Emcee [54], a Markov Chain
Monte Carlo (MCMC) analysis code, to sample the posterior distribution and converge on
parameter values in our timing model,  ̂spin, that resemble the true noise injected into the
pulsars. Emcee initializes "walkers" whose job it is to walk through the parameter space of
the input parameters and test where in parameter space the posterior distribution converges
on a distribution that resembles the true distribution. The walkers are self-correcting in the
sense that they are actively biased to move towards regions of parameter space where the
posterior is resembling the true underlying distribution.
We can perform an MCMC analysis to find the best fit parameters for the timing residuals
due to RSN shown in Fig. 3.2. The walkers in the ↵ and   parameter space can be seen in
Fig. 3.3 as they converge on the true values of ↵ and  . They will not converge exactly but
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they will generally oscillate around the best fit parameters.
Figure 3.3: The walkers in an MCMC analysis converging on the true values of ↵ and  . The
true parameters of this example are described in Section 3.1.
Another useful visualization of these results is in the form of a corner plot which shows the
probability distributions of the parameters. The corner plot of ↵ and   is shown in Fig. 3.4.
Figure 3.4: The probability distributions of ↵ and   displayed in a corner plot.
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3.3 Injecting a GWB
Libstempo allows us to inject a GWB into the pulsar timing residuals in addition to the
RSN. Adding a GWB of strain amplitude, hc(f) ' 1014, into the signal further impacts the
timing residuals in Fig. 3.2 as is shown in Fig. 3.5.
Figure 3.5: The effect that injecting RSN with dimensionless strain amplitude of hc(f) '
1.15 ⇥ 10 15 and a GWB with dimensionless strain amplitude of hc(f) ' 10 14 has on the
timing residuals of the NANOGrav pulsar PSR B1855+09. The residuals on the y-axis are
given in µs, however, Libstempo conventionally writes this as us.
If we attempted to recover the parameters of the RSN after injecting a GWB, we would find
that we do not recover them accurately as shown in the walkers in Fig. 3.6. Interestingly, the
walkers do converge on values, just not the true RSN parameters injected into the simulation.
With the addition of the GWB, the predicted ↵ skews higher than the true value and   skews
lower. This is evidence that a GWB and RSN can bias each other because of the fact that
they look very similar in the dimensionless strain spectrum as described in Section 2.9.
Throughout this section, we explored the concept of injecting RSN and a GWB into a
pulsar and recovering the parameters of the RSN by using an MCMC approach to construct
the posterior. In the next section, we will explain how we summarize our results in a statistical
framework.
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Figure 3.6: The walkers in an MCMC analysis converging on best fit values of ↵ and   in
a simulation where RSN and a GWB have both been added to the pulsar population. The
parameters of this example are described in Section 3.1.
3.4 Statistical Analysis of Results
The simulation results shown in Fig. 3.3 and Fig. 3.6 are from just a single realization. It
is possible that the MCMC has converged to a distribution that does not model the true
distribution well. In the framework of our simulation, we know this was not the case in Fig.
3.3 because we know what the injected values were. However, in the real Universe, we do the
fitting without knowing what the true parameter values are. On the contrary, Fig. 3.6 showed
a bad fit but there is no guarantee that the MCMC will converge on these incorrect parameters
in every simulation. Therefore, it is imperative that we do not draw many conclusions from a
single realization. Instead, each simulation we perform will be conducted with 100 realizations.
Each realization is initialized with 20 walkers to explore the parameter space. Therefore, we
will effectively have 2000 realizations (MCMC predictions of the parameter values) for every
simulation we perform.
In Fig. 3.3 and Fig. 3.6, the walkers are initialized in the parameter space with random
guesses for ↵ and  . The initial values are chosen from the prior distribution which constrains
the parameters according to  10 < ↵ < 0 and 0 <   < 10. Notice how the walkers all quickly
converge near the best fit parameters - this period of initial convergence is generally referred
to as the burn-in phase. In order to determine what the actual output value of the MCMC
Chapter 3. Fitting for Spin Noise Parameters 39
Chapter 3. Fitting for Spin Noise Parameters
is, we consider only the final 3000 walker steps to ensure we are not considering the burn-in
phase or any region where convergence has not been achieved. The final 3000 steps are then
used to compute a median value, this is in essence the value the walkers are oscillating around.
In Fig. 3.3 it is apparent that the median of the walker steps after the burn-in phase would
produce a value near the blue line indicating the true parameter values.
Once we have extracted values from the MCMC analysis we can compare them to the true






Furthermore, we will use our results to compute an empirical cumulative distribution function
(ECDF) for each of simulations. From this, we can draw summary statistics that will indicate
the percentage of realizations that results in unbiased and/or biased predictions.
In summary, our methodology is to simulate 10 pulsars as if they were a PTA, use Lib-
stempo to inject varying amplitudes of RSN and GWBs into the pulsars, use Emcee’s built
in MCMC analysis to recover the injected parameters, and measure the bias in recovering
the true parameters due to the degree to which RSN and GWBs resemble each others power
spectrum. In Chapter 4, we will describe each of the simulations we have completed, visualize
the results, and draw conclusions on the implications this has on NANOGrav and other PTAs.
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Measuring the GWB Bias in RSN
Parameters
Measuring whether RSN and a GWB bias each other is of upmost importance for modern-day
PTAs. If they do bias each other, we must work to understand how to mitigate the bias or
at the very least, understand what regions of parameter space are particularly troublesome.
In this chapter, we will describe the results of several simulations, draw conclusions about
whether RSN and GWBs bias each other, where in parameter space the bias is most severe,
and use our results to explore whether NANOGrav could suffer from the bias we observe in
our simulations.
4.1 Choosing Physically Relevant Parameters
In Eq. 3.1.1, we removed the dependence of our spin noise model on time, Tyr, because we
will be using Camp as a proxy for manipulating the amount of RSN we inject into our pulsar
population where all pulsars are observed for the same length of time. For example, suppose
that before choosing a value for Camp, our dimensionless strain takes the form of:
hc(f) = (1 ⇥ 10 17) Camp, (4.1.1)
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We can now use Camp to cleverly increase the injected RSN. If we want to measure the effects
of RSN with strain, hc(f) = 1⇥10 15, we can do that simply by demanding that Camp = 100.
Therefore, the use of Camp gives us a knob we can turn to explore the parameter space of RSN.
However, we must ensure that the injected values will represent the real Universe. Recall from
Eq. 3.1.1 that we have redefined Camp = C2T  yr. We can adopt approximate values of C2 ' 10
and   ' 1.73 as calculated by Lam et al. [36]. In order for NANOGrav to include a pulsar
in the detection pipeline, it must have been timed for a minimum of 3 years. Currently, the
maximum time any pulsar in NANOGrav has been timed is 13 years. Therefore, taking into
account the lower and upper limits of T and the error in the predictions of C2 and   [36], we
can put physically relevant bounds on the amplitude term of 1 µs < Camp < 1000 µs. In total,
we will inject five different values of Camp that are equally log-spaced from 1 µs to 1000 µs.
We will also inject four different GWB strains ranging from very high amplitude to very
low amplitude: 1⇥10 14, 1⇥10 15, 1⇥10 16, and 1⇥10 18. Our simulations will iteratively
cover the parameter space by simulating our PTA with all possible combinations of RSN and
GWB.
Furthermore, we must ensure that our injected parameters, ↵ and  , are representative
of the values found in published models of the pulsar population. Lam et al. (2018) gives
values for the MSP population of  1.3 < ↵ <  0.5 and 0.7 <   < 0.9 [36]. In this article we
will simulate parameters covering those expected ranges. We will also consider values slightly
outside the bounds put forth by Lam et al. (2018) [36]. Also, each simulation will be done
twice because we will attempting to model the timing residuals with two different spectral
indices,   = 2 and   = 5, as described in section 3.1. Note that the spectral index,  , is not
the same as   in Eq. 3.1.1 but conventionally they are both written as  .
4.2 Simulating the ↵,   Parameter Space
The simulations we perform in this section will have the corresponding ↵ and   values given
in Table 1.
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Table 4.1: The ↵ and   values we will use to inject RSN into our simulations. They were
chosen due to their physical relevance to RSN in real MSP populations.
4.2.1 Plot Reading Tutorial
The results presented in this chapter will be contained in plots that are quite dense. Therefore,
each type of plot will be clearly explained in this section before moving onto our results.
The first type of plot we will be presenting are histograms that show the biased recovery
of ↵ and   in each simulation we completed across the GWB and RSN parameter space. An
example of this is shown in Fig. 4.1. In this plot, the x-axis represents the recovery bias of
↵ calculated as the relative error (Eq. 3.4.7) between the recovered ↵ and the injected ↵. A
relative error of 1.0 represents 100% bias whereas a relative error of < 0.3 represents < 30%
bias which we consider to be the largest allowable bias. The y-axis represents the injected
spin noise amplitude term, Camp. The injected GWB in each simulation will be displayed in
the plot title as well as the true ↵ and  . The number of realizations (MCMC recoveries) is
also displayed in the plot title as well as the spectral index,  , we used to recover the RSN
(see Ch. 3.1 for more on spectral indices).
Fig. 4.1 contains a 2D histogram on the top that is binned along the y-axis based on
the RSN amplitude and a 1D histogram on the bottom that shows results for all simulations
collectively. The 1D histograms each have vertical lines corresponding to 10%, 20%, and 30%
bias from left to right, respectively. In this example, it can be seen from the 2D histogram
that when Camp is small, our recoveries tend to have relative errors of ' 0.5 corresponding to
a 50% bias in the recovery. When Camp > 100 µs, nearly all recoveries have less than 20%
bias. Therefore, we can conclude from Fig. 4.1 that when the GWB strain amplitude is large,
hc(f) = 1 ⇥ 10 14, our recovery is biased except for the region where the RSN amplitude is
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also large, Camp > 100 µs. When we present results in the following sections, we will present
a grid of figures that resemble Fig. 4.1 in order to cover the GWB parameter space.
Figure 4.1: A 2D histogram showing the distribution of our simulations in the Camp and
recovery bias parameter space and a 1D histogram showing the bias in our collective results
regardless of Camp. The vertical lines in the 1D histogram represent 10%, 20%, and 30% bias,
respectively.
In order to summarize the results in Fig. 4.1, we will use our results to construct an
empirical cumulative distribution function (ECDF) to see how our results are distributed
according to their bias. An example of this is shown in Fig. 4.2 which contains the ECDF
for Fig. 4.1 (blue line) as well as the results for the other GWB amplitudes we tested. Once
again, the true values of ↵,  , and   are contained in the plot titles. The three vertical
black lines represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines
represent the 50th, 75th, and 95th percentiles, respectively. The way to read an ECDF is by
analyzing where our distribution function intersects the various lines representing bias levels.
For example, in the case of a GWB amplitude, hc(f) = 1⇥10 14, the ECDF intersects the 30%
bias line at a corresponding y-value of 0.6. This means 60% of simulations result in less than
30% bias and 40% exhibit more than 30% bias. Similarly, in the case of a GWB amplitude,
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hc(f) = (1 ⇥ 10 18), 80% of simulations result in less than 20% bias.
Figure 4.2: The ECDF quantifying the bias of each simulation’s recovered ↵. The three
vertical black lines represent 10%, 20%, and 30% bias, respectively. The horizontal maroon
lines represent the 50th, 75th, and 95th percentiles, respectively.
4.2.2 Simulation Results with RSN Parameters: ↵ =  0.5 and   = 0.2
These choices for ↵ and   are slightly outside of the range given by Lam et al. (2018) [36].
However, there is no guarantee that the range presented by Lam et al. (2018) would not change
given a larger population of MSPs. Therefore, it is important to extend our simulations beyond
the published range of parameter values.
We are able to summarize our results in Fig. 4.3. This contains a grid of plots similar
to Fig. 4.1. This grid spans the GWB amplitude parameter space where the smallest GWB
amplitudes are at the top and they increase moving down the grid. Furthermore, the first two
columns represent the bias in recovering alpha with two different spectral indices. The last
two columns show the bias in the recovery of  . The subplot titles contain the injected GWB
amplitude, the number of performed realizations, and the true values of ↵,  , and  .
The most notable result from these plots is all of our recoveries of   are heavily biased
regardless of RSN ampltitude, GWB amplitude, and choice of  . This is not necessarily true
for ↵. In the case of ↵, when in the regime of low RSN amplitude, we universally do worse
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than when we operate in the high RSN regime. This is particularly true when the GWB
amplitude is large. Furthermore, we are more biased when modeling the RSN with a shallow
spectral index (  = 2) compared to a steep spectral index (  = 5). This is most evident when
comparing the ↵ recovery for the shallow and steep spectral indices in the regime of large
GWB amplitude (subplots in the bottom left).
In Figures 4.4 and 4.5, we have created ECDFs that quantify the results of Fig. 4.3. It is
evident from Fig. 4.4 that as the GWB amplitude gets larger, our simulations become more
biased. 80% of simulations recover ↵ with less than 30% error except for the case were the
GWB amplitude is largest. For ↵, the spectral index plays an important role in the large
GWB amplitude regime. In the case of a shallow spectral index and large GWB amplitude,
only 40% of simulations result in a recovery with less than 30% bias. This is increased to 60%
of simulations by modeling the RSN with a steep spectral index. Fig. 4.5 illustrates what was
obvious from the histograms in Fig. 4.3 - we universally do bad at recovering  .
It is apparent from Fig. 4.3 that we have better recovery efforts in the regime where
Camp > 100 µs. Therefore, in Figures 4.6 and 4.7, we have computed an ECDF for just this
region of parameter space. When operating in this regime, ' 100% of ↵ recoveries across all
regions of GWB amplitude parameter space result in less than 30% bias. Fig. 4.7 shows that
this trend does not hold for  .
In conclusion, when ↵ =  0.5 and   = 0.2, the GWB biases our ability to recover the
parameters of RSN heavily. For ↵, this can be mitigated in the regime of high RSN amplitude.
For  , the bias is too severe in every region of RSN amplitude and GWB amplitude parameter
space. These values of ↵ and   do not fall within the currently predicted range of possible
RSN parameters [36].
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Figure 4.3: A grid showing the bias in our recovery of ↵ =  0.5 and   = 0.2 across the
GWB amplitude and RSN amplitude parameter space. This grid spans the GWB amplitude
parameter space where the smallest GWB amplitudes are at the top and they increase moving
down the grid. The first two columns represent the bias in recovering alpha with two different
spectral indices,  , where   is the spectral index we used to model the timing residuals, NOT
the parameter   found in Eq. 2.9.9. The last two columns show the bias in the recovery of  .
The subplot titles contain the injected GWB amplitude, the number of performed realizations,
and the true values of ↵,  , and  .
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Figure 4.4: The ECDF quantifying the relative error of each simulation’s recovered ↵ when
↵ =  0.5. The three vertical black lines represent 10%, 20%, and 30% bias, respectively. The
horizontal maroon lines represent the 50th, 75th, and 95th percentiles, respectively.
Figure 4.5: The ECDF quantifying the relative error of each simulation’s recovered   when
  = 0.2. The three vertical black lines represent 10%, 20%, and 30% bias, respectively. The
horizontal maroon lines represent the 50th, 75th, and 95th percentiles, respectively.
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Figure 4.6: The ECDF quantifying the relative error of each simulation’s recovered ↵ when
↵ =  0.5 and we are in the regime where Camp > 100 µs. The three vertical black lines
represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent the
50th, 75th, and 95th percentiles, respectively.
Figure 4.7: The ECDF quantifying the relative error of each simulation’s recovered   when
  = 0.2 and we are in the regime where Camp > 100 µs. The three vertical black lines represent
10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent the 50th, 75th,
and 95th percentiles, respectively.
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4.2.3 Simulation Results with RSN Parameters: ↵ =  0.8 and   = 0.3
These parameter values are on the cusp of realistic parameters for MSPs. It is evident from
Fig. 4.8 that the bias in the recovery of   has not changed much from the case of   = 0.2
though we are beginning to see hints that we are more biased in the regime where the RSN
amplitude is low, similar to ↵. The same trend we saw for the case of ↵ =  0.5 exists here -
we are less biased in the regime where Camp > 100 µs, regardless of GWB amplitude.
The ECDFs shown in Figures 4.9 - 4.12 reinforce the above comments but also illuminate
some important other features. Firstly, the shallow spectral index continues to perform worse
than its steep counterpart. Fig. 4.9 shows that in the case of a steep spectral index, all GWB
amplitudes except hc(f) = 1 ⇥ 10 14 have less than 30% error and nearly 50% of simulations
have less than 10% error. In the regime of large RSN amplitude as shown in Fig. 4.11, this
holds true for all GWB amplitudes, even 1 ⇥ 10 14 in the steep spectral index case. For the
shallow spectral index, we still struggle to recover ↵ without bias when the GWB amplitude
is large.
Figures 4.10 and 4.12 show that we are still heavily biased in our   recoveries across all
regions of parameter space. The choice of spectral index does not seem to affect this result.
These results are beginning to indicate that a steep spectral index is more suitable to
mitigate bias in our recoveries. Furthermore, we are seeing a trend that if we are in the
parameter space of high GWB and low RSN amplitude, the recovery is biased. As we move
towards higher RSN amplitude, our recovery suffers from less bias.
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Figure 4.8: A grid showing the bias in our recovery of ↵ =  0.8 and   = 0.3 across the
GWB amplitude and RSN amplitude parameter space. This grid spans the GWB amplitude
parameter space where the smallest GWB amplitudes are at the top and they increase moving
down the grid. The first two columns represent the bias in recovering alpha with two different
spectral indices,  , where   is the spectral index we used to model the timing residuals, NOT
the parameter   found in Eq. 2.9.9. The last two columns show the bias in the recovery of  .
The subplot titles contain the injected GWB amplitude, the number of performed realizations,
and the true values of ↵,  , and  .
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Figure 4.9: The ECDF quantifying the relative error of each simulation’s recovered ↵ when
↵ =  0.8. The three vertical black lines represent 10%, 20%, and 30% bias, respectively. The
horizontal maroon lines represent the 50th, 75th, and 95th percentiles, respectively.
Figure 4.10: The ECDF quantifying the relative error of each simulation’s recovered   when
  = 0.3. The three vertical black lines represent 10%, 20%, and 30% bias, respectively. The
horizontal maroon lines represent the 50th, 75th, and 95th percentiles, respectively.
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Figure 4.11: The ECDF quantifying the relative error of each simulation’s recovered ↵ when
↵ =  0.8 and we are in the regime where Camp > 100 µs. The three vertical black lines
represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent the
50th, 75th, and 95th percentiles, respectively.
Figure 4.12: The ECDF quantifying the relative error of each simulation’s recovered   when
  = 0.3 and we are in the regime where Camp > 100 µs. The three vertical black lines represent
10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent the 50th, 75th,
and 95th percentiles, respectively.
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4.2.4 Simulation Results with RSN Parameters: ↵ =  1.2 and   = 0.8
These choices for ↵ and   are directly in line with the best fit values in the real MSP popu-
lation [36]. Therefore, these results should be most indicative of the real pulsar population if
newly discovered pulsars do not drastically change the predicted parameters of RSN in MSP
populations.
Fig. 4.13 validates some of the trends in previous sections. Namely, a shallow spectral
index introduces a lot of bias compared to the steep spectral index. Secondly, if the amplitude
of the RSN is low, we are biased beyond recoverability. As the RSN amplitude grows, the bias
in our recovery shrinks regardless of GWB amplitude.
Similar to the two previous cases, our best chance of getting an unbiased measurement is
in the regime of high RSN amplitude. However, this does not mean we are do not still suffer
from bias. Figures 4.14 and 4.15 show the drastic effects that a large GWB has on our recovery
efforts. A GWB amplitude of hc(f) = 1 ⇥ 10 14 appears to rarely result in a prediction with
less than 30% bias.   continues to be heavily biased by all but the lowest GWB amplitudes.
↵ appears to be more robust but still suffers at the largest GWB amplitudes.
By now it is evident that we perform worse when working with the shallow spectral indices,
so we will only analyze the ECDFs of the steep spectral indices from here. If we limit our
ECDFs to only the region of parameter space where Camp > 100 µs, it is evident from Figures
4.16 and 4.17 that nearly 100% of simulations result in less than 30% bias except for the GWB
amplitude hc(f) = 1 ⇥ 10 14.
This case is most relevant to NANOGrav today because the parameter values resemble the
true parameters of MSPs. This seems to indicate that in the regime of high RSN amplitude,
we will not suffer from appreciable bias in our measurements. Recall that observing time is in
essence a proxy for RSN amplitude, therefore, the longer we observe our MSP population, the
less bias we will see in our GWB and/or RSN measurements. Also, the most recent constraints
on the true GWB in the Universe are on the order of hc(f) = 1.45 ⇥ 10 15 [31]. Therefore,
the GWB amplitudes that bias us most may be unphysical.
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Figure 4.13: A grid showing the bias in our recovery of ↵ =  1.2 and   = 0.8 across the
GWB amplitude and RSN amplitude parameter space. This grid spans the GWB amplitude
parameter space where the smallest GWB amplitudes are at the top and they increase moving
down the grid. The first two columns represent the bias in recovering alpha with two different
spectral indices,  , where   is the spectral index we used to model the timing residuals, NOT
the parameter   found in Eq. 2.9.9. The last two columns show the bias in the recovery of  .
The subplot titles contain the injected GWB amplitude, the number of performed realizations,
and the true values of ↵,  , and  .
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Figure 4.14: The ECDF quantifying the relative error of each simulation’s recovered ↵ when
↵ =  1.2. The three vertical black lines represent 10%, 20%, and 30% bias, respectively. The
horizontal maroon lines represent the 50th, 75th, and 95th percentiles, respectively.
Figure 4.15: The ECDF quantifying the relative error of each simulation’s recovered   when
  = 0.8. The three vertical black lines represent 10%, 20%, and 30% bias, respectively. The
horizontal maroon lines represent the 50th, 75th, and 95th percentiles, respectively.
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Figure 4.16: The ECDF quantifying the relative error of each simulation’s recovered ↵ when
↵ =  1.2 and we are in the regime where Camp > 100 µs and   = 5. The three vertical black
lines represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent
the 50th, 75th, and 95th percentiles, respectively.
Figure 4.17: The ECDF quantifying the relative error of each simulation’s recovered   when
  = 0.8 and we are in the regime where Camp > 100 µs and   = 5. The three vertical black
lines represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent
the 50th, 75th, and 95th percentiles, respectively.
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4.2.5 Simulation Results with RSN Parameters: ↵ =  1.5 and   = 1.1
In this case, we are slightly overshooting the magnitude of the best fit parameters for the MSP
population. Fig. 4.18 shows very similar behavior to Fig. 4.13 except that even the regions of
parameter space with large RSN amplitudes are suffering from a lot of bias in the high GWB
amplitude regime.
The ECDFs for all RSN amplitudes are shown in Figures 4.19 and 4.20 and they show
exactly what would be expected from Fig. 4.18 - large GWBs induce an unmanageable bias
in our predictions. In the case of ↵, only the smallest GWB amplitude results in universally
unbiased predictions.
The ECDFs in the regime where Camp > 100 µs tell a different story. They indicate that
none of the GWB amplitudes, except the unphysical option of hc(f) = 1 ⇥ 10 14, result in
biased recoveries of ↵ because 100% of simulations have less than 30% bias. This is true in the
case of   as well for GWB amplitudes hc(f) < 1⇥10 15 which is expected due to ↵ appearing
to be robust in terms of recoverability.
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Figure 4.18: A grid showing the bias in our recovery of ↵ =  1.5 and   = 1.1 across the
GWB amplitude and RSN amplitude parameter space. This grid spans the GWB amplitude
parameter space where the smallest GWB amplitudes are at the top and they increase moving
down the grid. The first two columns represent the bias in recovering alpha with two different
spectral indices,  , where   is the spectral index we used to model the timing residuals, NOT
the parameter   found in Eq. 2.9.9. The last two columns show the bias in the recovery of  .
The subplot titles contain the injected GWB amplitude, the number of performed realizations,
and the true values of ↵,  , and  .
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Figure 4.19: The ECDF quantifying the relative error of each simulation’s recovered ↵ when
↵ =  1.5 and   = 5. The three vertical black lines represent 10%, 20%, and 30% bias,
respectively. The horizontal maroon lines represent the 50th, 75th, and 95th percentiles,
respectively.
Figure 4.20: The ECDF quantifying the relative error of each simulation’s recovered   when
  = 1.1 and   = 5. The three vertical black lines represent 10%, 20%, and 30% bias,
respectively. The horizontal maroon lines represent the 50th, 75th, and 95th percentiles,
respectively.
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Figure 4.21: The ECDF quantifying the relative error of each simulation’s recovered ↵ when
↵ =  1.5 and we are in the regime where Camp > 100 µs and   = 5. The three vertical black
lines represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent
the 50th, 75th, and 95th percentiles, respectively.
Figure 4.22: The ECDF quantifying the relative error of each simulation’s recovered   when
  = 1.1 and we are in the regime where Camp > 100 µs and   = 5. The three vertical black
lines represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent
the 50th, 75th, and 95th percentiles, respectively.
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4.2.6 Simulation Results with RSN Parameters: ↵ =  1.8 and   = 1.5
This is another extreme case similar to section 4.2.2 except with parameters on the opposing
side of the observational range of ↵ and  . Therefore, these parameter choices are likely
unphysical but are still worth exploring.
The trends seen in the previous sections are evident here as well - we are less biased at
high RSN amplitude regardless of GWB amplitude. It is obvious from Fig. 4.23 that these
parameter values lead to poor predictions in many regions of the RSN and GWB parameter
space. The ECDFs in Fig. 4.24 and 4.25 validate that conclusion and show nearly identical
results to the case where ↵ =  1.5 and   = 1.1. However, a major difference between these
cases is that in the limit of high RSN amplitude, hc(f) = 1 ⇥ 10 15 stops giving unbiased
recoveries of ↵ and hc(f) = 1 ⇥ 10 16 stop giving unbiased recoveries of  . In essence, only
the largest RSN amplitudes and smallest GWB amplitudes are free of bias which is likely not
characteristic of the Universe we live in. MSPs may not have large RSN amplitudes and the
GWB amplitude may not be so small.
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Figure 4.23: A grid showing the bias in our recovery of ↵ =  1.8 and   = 1.5 across the
GWB amplitude and RSN amplitude parameter space. This grid spans the GWB amplitude
parameter space where the smallest GWB amplitudes are at the top and they increase moving
down the grid. The first two columns represent the bias in recovering alpha with two different
spectral indices,  , where   is the spectral index we used to model the timing residuals, NOT
the parameter   found in Eq. 2.9.9. The last two columns show the bias in the recovery of  .
The subplot titles contain the injected GWB amplitude, the number of performed realizations,
and the true values of ↵,  , and  .
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Figure 4.24: The ECDF quantifying the relative error of each simulation’s recovered ↵ when
↵ =  1.8 and   = 5. The three vertical black lines represent 10%, 20%, and 30% bias,
respectively. The horizontal maroon lines represent the 50th, 75th, and 95th percentiles,
respectively.
Figure 4.25: The ECDF quantifying the relative error of each simulation’s recovered   when
  = 1.5 and   = 5. The three vertical black lines represent 10%, 20%, and 30% bias,
respectively. The horizontal maroon lines represent the 50th, 75th, and 95th percentiles,
respectively.
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Figure 4.26: The ECDF quantifying the relative error of each simulation’s recovered ↵ when
↵ =  1.8 and we are in the regime where Camp > 100 µs and   = 5. The three vertical black
lines represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent
the 50th, 75th, and 95th percentiles, respectively.
Figure 4.27: The ECDF quantifying the relative error of each simulation’s recovered   when
  = 1.5 and we are in the regime where Camp > 100 µs and   = 5. The three vertical black
lines represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent
the 50th, 75th, and 95th percentiles, respectively.
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4.3 Summary of Results
The previous five sections contained a wealth of information about each individual simulation.
They also allowed us to draw conclusions that apply to all simulations. Firstly, modelling
RSN with a shallow spectral index does not perform nearly as well as its steep counterpart.
Furthermore, the GWB and RSN severely bias each other in the regime where the GWB
amplitude is large. However, this does not hold true if the RSN amplitude is also large.
Unfortunately, it is not clear what Camp is in modern day MSPs as we discussed in section 4.1.
Nevertheless, we can plot the ECDFs for each pair of RSN parameters in each GWB regime to
see where the largest bias exists. Fig. 4.28 features a series of plots that separate the ECDFs
for each simulation according to the underlying GWB. This allows us to understand which
region of the ↵,   parameter-space are biased the most by an underlying GWB. Fig. 4.28 also
allows us to probe which parameter choices are robust in the sense that they are not heavily
biased by any of the GWBs. For both ↵ and  , there does not seem to be a single parameter
choice that can predict unbiased values with less than 20% error more than 50% of the time.
We know that one way to prevent bias in high amplitude GWB parameter space is to
increase the RSN. Fig. 4.29 is a recreation of Fig. 4.28 but only considering the regime where
Camp > 100 µs. Fig. 4.29 indicates that there does seem to be a favorable parameter choice
for ↵ and   to mitigate bias compared to other parameter values. Those favorable parameters
appear to ↵ =  0.8 and   = 0.3 because they both result in > 80% of simulations having
less than 30% bias regardless of GWB amplitude. When not considering the likely unphysical
GWB amplitude of hc(f) = 1 ⇥ 10 14, the most robust values become ↵ =  0.8 and   = 0.8
which both result in only ' 2% of simulations that have greater than 30% bias. This is an
incredible result because these happen to be the best fit values for parameters in the MSP
population [36]. Therefore, the Universe may have granted us with the exact parameters that
allow us to best avoid biased measurements. Though, these values could be further biased
by their counterpart value. Therefore, we will not know how these values compare to other
parameters until we perform simulations with ↵ =  0.8 and   = 0.8.
Unfortunately, we cannot be sure that the NANOGrav MSP population will have high
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amplitude RSN. Therefore, Fig. 4.30 is a recreation of Fig 4.28 for the region where Camp <
100 µs. Fig. 4.30 interestingly indicates that even in the regime of low amplitude RSN,
↵ =  0.8 seems to perform well except when the GWB amplitude is the largest. However,
this does not hold for   = 0.8.   = 0.3 is promising in this regime but is likely a nonphysical
implication because it falls outside of the best fit   for the real MSP population.
Taking all of this into account, it is evident that in order to avoid bias in RSN and GWB
measurements, we must operate in the high amplitude RSN regime which could be done by
observing pulsars for longer. Furthermore, we do not know the true GWB amplitude in the
Universe but if it is sufficiently small, we may not suffer from severe bias anyway.
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Figure 4.28: The ECDFs quantifying the relative error for each choice of ↵ and   separated by
GWB regime. The three vertical black lines represent 10%, 20%, and 30% bias, respectively.
The horizontal maroon lines represent the 50th, 75th, and 95th percentiles, respectively.
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Figure 4.29: The ECDFs quantifying the relative error for each choice of ↵ and   while only
considering simulationswith injected RSN parameter, Camp > 100 µs. The three vertical black
lines represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent
the 50th, 75th, and 95th percentiles, respectively.
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Figure 4.30: The ECDFs quantifying the relative error for each choice of ↵ and   while only
considering simulations with injected RSN parameter, Camp < 100 µs. The three vertical black
lines represent 10%, 20%, and 30% bias, respectively. The horizontal maroon lines represent
the 50th, 75th, and 95th percentiles, respectively.
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Chapter 5
Future Work
Chapter 4 left many open questions regarding how our results translate to NANOGrav. Many
of these questions center around pinning down the true value of Camp. This is something we
must do for each pulsar being timed by NANOGrav in order to apply our findings to the
NANOGrav detector.
Furthermore, it is not clear why ↵ =  0.8 and   = 0.8 perform so well compared to other
parameter choices. In the same vein, it is not clear why other parameter choices performed
so poorly. In order to address this question, many simulations that span the ↵,   parameter
space may be necessary to pin down which values result in large biases and which do not. If
we were to move in this direction, we would try to fully sample the likely values of ↵ and   in
the MSP population as given by [36].
Another interesting question is how the choices of ↵ and   bias each other. We have be-
gun preliminary work in addressing this question by performing simulations where one of the
parameters is held constant and the other is varied. This allows us to avoid the complex inter-
play between ↵ and  . Is there a preferred combination? Is it serendipitously the combination
present in the MSP population?
We have also made a series of simplifying assumptions that we can slowly undo to explore
this phenomena further. For example, there is no explicit reason we must make the simplifica-
tion of Camp = C2T  yr. We could fit Eq. 2.9.9 to our data without simplifications to understand
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the influence that   has on our simulations.
Another avenue of exploration is that of the spectral index. We were able to show that a
shallow spectral index introduces bias compared to a steep spectral index. However, we have
not tried any intermediate values nor have we attempted to use values of the RSN spectral
index found in the literature [36].
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