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ABSTRACT
The IceCube Collaboration has previously discovered a high-energy astrophysical neutrino ﬂux using neutrino
events with interaction vertices contained within the instrumented volume of the IceCube detector. We present a
complementary measurement using charged current muon neutrino events where the interaction vertex can
be outside this volume. As a consequence of the large muon range the effective area is signiﬁcantly larger
but the ﬁeld of view is restricted to the Northern Hemisphere. IceCube data from 2009 through 2015 have
been analyzed using a likelihood approach based on the reconstructed muon energy and zenith angle. At
the highest neutrino energies between 194 TeV and 7.8 PeV a signiﬁcant astrophysical contribution is
observed, excluding a purely atmospheric origin of these events at s5.6 signiﬁcance. The data are well
described by an isotropic, unbroken power-law ﬂux with a normalization at 100 TeV neutrino energy of
´-+ - - - - -0.90 10 GeV cm s sr0.270.30 18 1 2 1 1( ) and a hard spectral index of g = 2.13 0.13. The observed spectrum
is harder in comparison to previous IceCube analyses with lower energy thresholds which may indicate a break
in the astrophysical neutrino spectrum of unknown origin. The highest-energy event observed has a
reconstructed muon energy of 4.5 1.2 PeV( ) which implies a probability of less than 0.005% for this event to
be of atmospheric origin. Analyzing the arrival directions of all events with reconstructed muon energies above
200 TeV no correlation with known γ-ray sources was found. Using the high statistics of atmospheric neutrinos
we report the current best constraints on a prompt atmospheric muon neutrino ﬂux originating from charmed
meson decays which is below 1.06 in units of the ﬂux normalization of the model in Enberg et al.
Key words: astroparticle physics – methods: data analysis – neutrinos
1. INTRODUCTION
The detection of high-energy cosmic neutrinos as cosmic
messengers has been an important goal of astroparticle physics.
Being stable, electrically neutral particles, high-energy neu-
trinos are able to propagate almost undisturbed through the
universe from their production sites to Earth keeping their
directional and energy information. Hence, they constitute
excellent cosmic messenger particles, particularly at the highest
energies. They arise from weak decays of hadrons, mostly
pions and kaons, which are expected to be produced by
hadronic interactions of cosmic rays in the surrounding matter
of the cosmic-ray accelerator. Their observation will help to
elucidate the unknown sources of high-energy cosmic rays
(Gaisser et al. 1995; Learned & Mannheim 2000;
Becker 2008).
Already in the 1960s the observation of high-energy
neutrinos had been discussed by Greisen (1960), Markov
2
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(1960), and Reines (1960), shortly after the discovery of the
neutrino by Reines & Cowan (1956). The proposed method
was the detection of up-going muons as a signature of a
charged-current (CC) muon neutrino interaction below the
detector. Soon it was realized that the expected astrophysical
ﬂuxes are small and cubic-kilometer-sized detectors would be
needed to accomplish the goal, see e.g., Roberts (1992). The
construction of large Cherenkov detectors by instrumenting
optically transparent natural media, i.e., deep oceans, lakes, and
glaciers with photo-sensors (Belolaptikov et al. 1997; Andres
et al. 2000; Ageron et al. 2011) proved to be a key concept. The
largest instrument to date is the IceCube Neutrino Observatory
at the geographic South Pole (Achterberg et al. 2006).
Main backgrounds to the search for astrophysical neutrinos
are high-energy atmospheric neutrinos and muons produced by
cosmic-ray interactions in the Earth’s atmosphere.
In 2013, a diffuse all-ﬂavor ﬂux of high-energy astrophysical
neutrinos was discovered (Aartsen et al. 2013a, 2014b). The
analysis selected events due to high-energy neutrinos which
interact within the detector by using its outer layers as a veto.
This strategy enables a full-sky sensitivity for all neutrino
ﬂavors. The veto not only rejects atmospheric muons entering
the detector from the outside extremely efﬁciently, but also
atmospheric neutrinos from above the detector which are
produced together with muons.
In this analysis we focus on up-going muons which arise
from charged-current interactions of muon neutrinos both
inside and outside the detector. By allowing neutrinos to
interact outside the instrumented volume a larger effective area
is achieved. However, at the same time it is necessary to restrict
the analysis to the Northern Hemisphere where the Earth ﬁlters
atmospheric muons efﬁciently. Furthermore, the analysis is
mainly sensitive to a muon neutrino ﬂux because of the large
muon range. Nevertheless this strategy will impose further
constraints on possible models (Cholis & Hooper 2013; He
et al. 2013; Kalashev et al. 2013; Laha et al. 2013; Razzaque
2013; Roulet et al. 2013; Stecker 2013; Anchordoqui et al.
2014; Gonzalez-Garcia et al. 2014; Murase et al. 2014;
Tamborra et al. 2014; Bechtol et al. 2015; Senno et al. 2016)
that have been proposed to explain the observed astrophysical
neutrino ﬂux.
This analysis is based on a high-purity and high-statistics
selection of about 350,000 well-reconstructed up-going muon
events from six years of IceCube operation, improving the
statistics compared to previous analyses (Aartsen
et al. 2014c, 2015c) by almost an order of magnitude.
Even when individual astrophysical neutrino sources cannot
be identiﬁed because they are too weak, their cumulative ﬂux
can be measured as a diffuse ﬂux. The signature of an
astrophysical neutrino signal with respect to the background of
atmospheric neutrinos is illustrated in Figure 1. Astrophysical
neutrinos from cosmic accelerators are generically expected to
have a hard energy spectrum as originally predicted by Fermi:
fn -dN dE E0 2· . However, the spectral index depends in
detail on the source properties and the acceleration mechanism
(Bell 2013; Kashti & Waxman 2005; Klein et al. 2013). Recent
IceCube analyses (Kopper et al. 2015; Aartsen et al. 2015a,
2015b; Lesiak-Bzdak et al. 2015) yielded a softer spectrum
with a spectral index between 2.5 and 2.7.
The energy spectrum of the atmospheric neutrino back-
ground is about one power steeper than the primary cosmic-ray
spectrum ( µ -dN dE ECR 2.7 .. 3.1), with the exception of prompt
neutrinos from heavy meson decays, which follow the primary
spectrum more closely. The astrophysical signal appears as an
excess above energies of about 100 TeV. As shown, the zenith
distribution differs for signal and backgrounds which them-
selves depend on the energy. At the highest energies the Earth
becomes increasingly opaque to neutrinos and the signal is
dominated by events near the horizon.
The identiﬁcation of an astrophysical signal is based on a
two-dimensional likelihood ﬁt in zenith and energy. It follows
the methods of the previous analyses (Aartsen
et al. 2014c, 2015c) which are improved with respect to the
treatment of systematic uncertainties.
The data selection is described in Section 2. The method is
described in Section 3. The results of the analysis with respect
to the astrophysical signal are presented in Section 4, where we
discuss the ﬁt results, tests of alternative hypotheses and
investigations on the most energetic event (Schoenen & Raedel
2015). In Section 5 we present investigations on the directions
of recorded events and the attempt to correlate these directions
with astrophysical objects. In Section 6 we discuss implications
of this analysis for the expected ﬂux of high-energy prompt
atmospheric neutrinos from the decay of charmed mesons and
obtain the currently most constraining exclusion limit.
2. DATA SAMPLE
2.1. IceCube Detector
The IceCube Neutrino Observatory is a cubic-kilometer-
sized Cherenkov detector embedded in the ice at the
geographic South Pole (Achterberg et al. 2006). It has been
designed to detect neutrinos above TeV energies by measuring
the Cherenkov light produced by charged particles produced in
neutrino interactions. A total of 5160 optical photomultiplier
tubes (PMTs) instrument 86 cable strings with a vertical
spacing of 17 m at depths between 1450 and 2450m beneath
the surface of the glacial ice sheet (Abbasi et al. 2010). Each
PMT is housed in a digital optical module (DOM), consisting
of a pressure-resistant sphere, digitization/calibration electro-
nics, and calibration LEDs (Abbasi et al. 2009).
The strings are deployed in a hexagonal pattern with an
inter-string spacing of about 125 m except for the central eight
strings which have a smaller spacing of about 60 m and also a
smaller vertical DOM spacing.
The detector was completed in 2010 December; prior to that,
data were recorded with partially installed detector conﬁgura-
tions. In the remainder of the paper we differentiate the partial
detector conﬁgurations by the number of strings, e.g., IC59 for
the 59-string conﬁguration. The complete detector with 86
strings is referred to by the year the data taking started, e.g.,
IC2011. The analysis presented here uses data taken from 2009
May until 2015 May which includes the partial detector
conﬁgurations IC59, IC79 and the seasons IC2011–2014 of the
completed detector.
2.2. Event Selection
The events that trigger IceCube are predominantly down-
going atmospheric muons produced in cosmic-ray air showers.
The standard trigger condition for high-energy neutrino
analyses in IceCube requires a minimum of eight DOMs
recording light within a time window of m5 s, which results in a
rate above 2 kHz. The triggering DOMs must be in a local
3
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coincidence with either their neighboring or next-to-nearest
neighboring DOMs.
For each trigger the digitized PMT waveforms of the
detected Cherenkov-light signals are sent to the surface where
the number of photons as well as their arrival times are
extracted. This information is used to reconstruct the energy
and geometry of the event (Ahrens et al. 2004; Abbasi et al.
2013; Aartsen et al. 2014a).
The data processing schemes were improved during the
construction of IceCube and the event selection has been
optimized for each detector conﬁguration. Data are processed
and reconstructed at the South Pole in real time. A ﬁlter
criterion, optimized for high-energy track-like signatures,
requires a minimum amount of detected total charge and a
good quality of the track reconstruction. This reduces the data
stream to about 34 Hz that is sent off-site via satellite for
further data processing. These events are still dominated by
down-going atmospheric muon events. In order to select high-
energy up-going muons with high purity and high efﬁciency,
more sophisticated reconstruction algorithms are applied and
high-quality events are selected.
The neutrino event selections are based on Monte Carlo
(MC) generated neutrinos and atmospheric muons. Note that
there are differences in the MC used for the different seasons
due to improving simulation code and models which is
accounted for in the likelihood ﬁt (see Section 3.2). The
simulation of neutrinos is performed by injecting a neutrino at
the Earth’s surface and propagating it through the Earth. The
neutrino interaction in ice or rock is simulated (Gazizov &
Kowalski 2005) with the deep inelastic scattering cross section
calculated using the CTEQ5 parton distribution functions (Lai
et al. 2000) or the updated HERA1.5 PDFs (Cooper-Sarkar
et al. 2011). At the energies of interest the cross sections differ
by less than 5%. Each simulated neutrino is forced to interact in
the vicinity of the instrumented volume. The volume is scaled
as a function of the neutrino energy to include the maximum
range of the muon produced in the interaction. The muon is
propagated through the detector taking into account energy
losses and decay (Chirkin & Rhode 2004; Koehne et al. 2013).
The Cherenkov light from charged particles is tracked through
the ice to the DOMs (Lundberg et al. 2007; Chirkin 2013c, and
from work by C. Kopper in 201155) taking into account the
Antarctic ice properties (Ackermann et al. 2006; Aartsen
et al. 2013b; Chirkin 2013a). Finally, the detector response and
data acquisition are simulated. The same simulation chain is
used for atmospheric muons which are simulated with
CORSIKA (Heck et al. 1998). Both neutrino simulation and
atmospheric muon simulation can be weighted to different
ﬂuxes.
The event selection for IC59 is identical to Aartsen et al.
(2014c) and covers the up-going zenith range 90°–180°. For
the later seasons the zenith range has been enlarged to
additionally cover angles between 85° and 90° as in Aartsen
et al. (2015c) where the overburden by the Antarctic ice sheet is
still more than 12 km of water equivalent. Additionally, the
separation of mis-reconstructed atmospheric muons and well
reconstructed neutrino-induced muons has been improved by
using boosted decision trees (BDTs). For IC2011 and later, the
AdaBoost algorithm (Freund & Schapire 1997) implemented in
Pedregosa et al. (2011) has been used. Due to ﬁlter and
processing changes after the ﬁrst complete detector season a
separate BDT has been trained for IC2011 and the data are
treated separately as for the seasons IC59 and IC79.
For the optimization of the BDT we use simulations of up-
going muon neutrinos following an -E 2 spectrum which
produce a muon via a charged-current interaction. In addition,
to deﬁne the signal for the BDT, only simulated events with
directions reconstructed to better than 5° are used. The
background is deﬁned by atmospheric muons from cosmic-
ray air showers that have been mis-reconstructed as up-going.
The simulation is weighted to the cosmic-ray model in Gaisser
(2012). The features used in the training of the BDT are
characteristics of the event topology and parameters evaluating
the quality of the reconstructions. These parameters have been
selected requiring good agreement between experimental and
Figure 1. Distribution of the expected neutrino energy (left) and zenith angle (right) for the data selection of this analysis. Shown are the distributions of conventional
atmospheric neutrinos (Honda et al. 2007), prompt atmospheric neutrinos (Enberg et al. 2008) where both are corrected for the cosmic-ray spectrum in Gaisser (2012),
and a benchmark astrophysical signal n- - - - - -E10 GeV cm sr s 100 TeV18 1 2 1 1 2( ) .
55 https://github.com/claudiok/clsim
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simulated data. The threshold of the BDT classiﬁer is chosen
by considering the neutrino selection efﬁciency and the purity.
In order to model the atmospheric background using simulation
a high purity is required, rejecting nearly all atmospheric
muons. The chosen threshold results in a purity which is better
than 99.7%. The remaining background clusters at low energies
and is strongly dominated by atmospheric neutrinos. Thus, it
cannot affect the analysis and therefore does not have to be
taken into account as a separate template in the likelihood ﬁt.
The performance estimates are based on 10-fold cross
validation (Narsky & Porter 2013) and a separate validation
set. Additionally, a ﬁt of the data has been performed excluding
events from above the horizon between 85° and 90°. Since the
ﬁt results remain nearly unaffected we conclude that the ﬁt is
not biased by any unaccounted high-energy muons.
Figure 2 shows the total exposure for the different detector
conﬁgurations and for the full data set for different ranges in
cosine zenith. The total number of events as well as the total
live time categorized by season are summarized in Table 1. For
the best-ﬁt astrophysical ﬂux (see Section 4.2) the expected
number of astrophysical muon neutrinos included in these data
is approximately 500.
3. ANALYSIS METHOD
3.1. Likelihood Method
The experimental and simulated data are binned in two
observables sensitive to distinguish between signal and back-
ground: reconstructed muon energy and cosine of the zenith
angle. These bins are analyzed by a maximum likelihood
approach. The expectation in each bin is a function of the
signal and nuisance parameters. The likelihood used in this
analysis is given by Chirkin (2013b) and is the same as used in
Aartsen et al. (2014c). The likelihood per bin is
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝⎜
⎞
⎠⎟
m m=
s n d
, 1i
i
i
s
i
i
d
s
i i
· ( )
where ns deﬁnes the ratio of the live times for simulation and
experimental data, di is the number of events in the data, si the
number of simulated events, and mi the expectation in bin i.
With this likelihood the expectation mi is optimized based on
the knowledge of the statistics of the simulated and
experimental data set. Unlike a Poisson likelihood, we account
for the ﬁnite statistics of simulated data which becomes
relevant for small bin contents in a multi-dimensional
parameter space. In the limit of inﬁnite statistics of simulated
data this likelihood converges to a saturated Poisson likelihood.
A version of Equation (1), modiﬁed for weighted events
according to Chirkin (2013b), is used in the analysis.
The per-bin expectation is given by
q x x
x
x
m m
m g l
m g
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+ F D
+ F
;
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, ; ,
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prompt CR CR det
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( ) ( )
( )
( )
which depends on the signal q and nuisance parameters x (see
Table 2). Here, xdet corresponds to the parameters taking into
account the neutrino detection uncertainties (see Section 3.2.1).
In this analysis, the signal parameters consist of the
astrophysical ﬂux parameters and the prompt ﬂux parameter.
The astrophysical ﬂux model used here is a single power-law
ﬂux described by two parameters: the normalization Fastro at
100 TeV neutrino energy and the spectral index gastro:
⎜ ⎟⎛⎝
⎞
⎠F = Fn n
g
+
-E
100 TeV
. 2astro
astro
· ( )
Figure 2. Exposure. Top: individual contributions to the total exposure from
the different detector conﬁgurations. Bottom: total exposure for different zenith
regions for the combined data set. Note that the exposure is based on the sum of
the effective areas of nm and nm¯ . Therefore, the total number of events is
obtained by integrating the product of exposure and averaged neutrino ﬂux
/F n n+m m 2{ ¯ } over the neutrino energy and solid angle.
Table 1
Summary of the Data Selection
Season q q-min max (deg) tlive (days) Nevent
IC59 90–180 348.1 21, 411
IC79 85–180 310.0 36, 880
IC2011 85–180 342.1 71, 191
IC2012–2014 85–180 1059.8 222, 812
Note. The table gives the number of events and the effective live time for each
data set used.
5
The Astrophysical Journal, 833:3 (18pp), 2016 December 10 Aartsen et al.
The prompt neutrino ﬂux is described by the prediction taken
from Enberg et al. (2008) (ERS) where the absolute normal-
ization Fprompt is taken as free parameter. In addition, nuisance
parameters are introduced to take into account systematic
uncertainties, e.g., the conventional atmospheric neutrino ﬂux
is described by the prediction taken from Honda et al. (2007)
and the ﬂux normalization Fconv is taken as a nuisance
parameter. Note that the conventional and prompt neutrino
ﬂux predictions have been corrected for the knee in the cosmic-
ray spectrum based on the cosmic-ray models in Hoerandel
(2003) and Gaisser (2012) (see Section 3.2). The implementa-
tion of nuisance parameters is described in Section 3.2 in more
detail.
The global likelihood, which is maximized, is the product of
all per-bin-likelihoods  = i i. The signiﬁcances and
parameter uncertainties in this analysis are derived using the
proﬁle likelihood technique and Wilks’ theorem (Wilks 1938).
The applicability of Wilks’ theorem has been tested and
veriﬁed by ensemble studies.
3.2. Systematic Uncertainties
In order to account for systematic uncertainties, resulting
from the imperfect background and signal modeling, contin-
uous nuisance parameters valid for the entire energy and zenith
range are introduced. The systematic uncertainties can be
divided into two categories: neutrino detection uncertainties
and atmospheric ﬂux uncertainties. The former include the
optical efﬁciency of the detector, the neutrino–nucleon cross
section, the muon energy loss cross section and the optical
properties of the Antarctic ice. The latter include the ﬂux
normalizations, the spectral shape and composition of the
cosmic-ray spectrum in the “knee” region, the spectral index of
the primary cosmic-ray spectrum, and the relative production
yield of pions and kaons in the atmosphere. The implementa-
tion of these uncertainties as nuisance parameters in the
likelihood function is done similar to Aartsen et al. (2014c).
Main improvements with respect to previous analyses are the
parameterizations of the systematic detector effects as unbinned
functions of both ﬁt observables (S. Schoenen 2016, in
preparation) using adaptive kernel density estimation and the
interpolations between speciﬁc models to account for the model
uncertainties. The systematic detector effects are studied by
simulated data sets where the default parameters are changed
within their uncertainties. In cases where no interpolation
between speciﬁc models is used, the nuisance parameters are
implemented by using independent correction factors xfk k( ).
These factors scale the default per-bin expectation mi0 for each
ﬂux contribution with respect to the individual nuisance
parameter xk:
m m x f .i i
k
k k
0 0 · ( )
3.2.1. Neutrino Detection Uncertainties
Optical efﬁciency of the detector. The optical efﬁciency opt
takes into account all uncertainties related to the light
production and detection in the detector, e.g., the number of
produced Cherenkov photons, the overall optical transparency
of the ice, the photon detection efﬁciency of the DOMs, and the
shadowing of photons by detector components. Since the
optical efﬁciency is directly connected to the brightness of an
event as observed with the detector, its uncertainty results in an
uncertainty on the reconstructed energy scale. The effect has
been parameterized as a function of the muon energy proxy and
the cosine zenith angle and is implemented as a nuisance
parameter. The uncertainty on the optical efﬁciency is
estimated to be less than 15%. Since the ice properties of the
refrozen water within the drill holes differ from the bulk ice
properties they are taken into account as a modiﬁcation of the
angular acceptance (Aartsen et al. 2013b).
Optical properties of the Antarctic ice. The probability of a
Cherenkov photon to be detected by a DOM depends not only
on the optical efﬁciency of the detector but also on the optical
transparency of the Antarctic ice. The main processes are
Table 2
Nuisance Parameters
IC59 IC79 IC2011 IC2012-2014 scaling Best Fit (68% C.L.)
Flux properties:
Conventional ﬂux Fconv 1.028 1.047 1.184 1.194 relative 0.998 ± 0.003
Kaon-pion ratio pK 1.310 1.514 1.002 1.032 relative 0.977 ± 0.027
Cosmic-ray spectral index gD CR −0.049 −0.049 −0.061 0.012 absolute -+0.008 0.0230.004
Cosmic-ray model lCR 1.0 (H3p) 1.0 (H3p) 1.0 (H3p) 1.0 (H3p) absolute 0.0 – 0.5
Optical efﬁciency opt 1.011 0.974 1.042 1.056 relative 1.002 ± 0.002
Optical ice properties:
Scattering length lscat L L 1.027 1.014 relative 0.999 ± 0.005
Absorption length labs L L 1.000 1.047 relative 1.001 ± 0.004
Absorption/scattering length labs scat L 0.991 L L relative 1.000 ± 0.004
Ice model lice1 [SpiceMie,WHAM] 0. (SpiceMie) SpiceMie (ﬁxed) L L absolute +0.000 0.014
Ice model lice2 [SpiceMie,SpiceLea] L L 0.551 SpiceLea (ﬁxed) absolute 0.006±0.057
Note. Columns two to ﬁve show the best-ﬁt values for each data sample individually where the ﬁt was performed on data within a predeﬁned background region. The
background regions were deﬁned as follows: for IC59 the muon energy loss proxy must be less than -1 GeV m 1 and for IC79, IC2011 and IC2012-2014 the muon
energy proxy must be less than 10 TeV. These best-ﬁt values are used as default values to deﬁne a common baseline. In the combined likelihood ﬁt the default values
are then scaled by global nuisance parameters where the best-ﬁt values including the 68% C.L. error determined by the proﬁle likelihood technique are shown in the
last column. Column six shows if the scaling is an absolute or relative change with respect to the default values. Note that the nuisance parameters quoted here are
allowed to change for each data set to absorb differences in the simulations which are caused by improvements in the simulation code and models. Thus, they do not
have to reﬂect their real physical quantities.
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scattering and absorption of photons on their path to the DOM.
For the Antarctic ice this is modeled by depth-dependent
scattering and absorption lengths. The modeling is done using
measured data from calibration light sources that are integrated
into the DOMs. Different models of the ice have been
developed during the operation of IceCube. For this analysis
the following ice models are used: WHAM for IC59 (based on a
measurement of the optical properties of the glacial ice at the
South Pole presented in Ackermann et al. 2006), SpiceMie for
IC59, IC79 and IC2011 (Aartsen et al. 2013b), and SpiceLea
for IC2011-2014 (Chirkin 2013a). For all available simulation
data sets, the effects of the optical ice properties as a function of
reconstructed energy proxy and cosine zenith are parameterized
and implemented as a nuisance parameter. This is done for
different ice models and each detector conﬁguration. The
parameterization is done by introducing a parameter lice that
describes a linear combination (l l+ -M 1 Mice 1 ice 2· ( ) · )
between two ice models where M1 and M2 are the expectations
per bin corresponding to the two ice models. In addition, for a
given ice model the effects of different scattering lengths lscat
and absorption lengths labs on the muon energy proxy and the
cosine zenith angle have been parameterized. Owing to missing
simulations this could not be done for IC59. For IC79 the
scattering and absorption lengths have been varied simulta-
neously resulting in only one effective nuisance parameter
labs scat. From IC2011 on the scattering and absorption lengths
have been varied separately. For more information see Table 2.
The individual uncertainty for both quantities is estimated to be
less than 10%. The scattering length mainly inﬂuences the
angular resolution of the neutrino arrival direction and therefore
the reconstructed zenith angle. Since the cosine zenith bin
width of the analysis is relatively coarse, the effect of this
uncertainty on the observable distribution is small. The
absorption length mainly inﬂuences the ﬂux normalization
and the shape of the energy distribution. This effect is much
larger, compared to the scattering length effect.
3.2.2. Atmospheric Flux Uncertainties
Flux normalization. The uncertainty on the normalization of
the conventional atmospheric neutrino ﬂux is implemented as a
nuisance parameter Fconv that scales the ﬂux normalization of
the model by Honda et al. (2007). This model has been
extrapolated to higher energy based on the method in taking
into account a more realistic spectrum of cosmic rays and their
composition (Illana et al. 2011; Schukraft 2013). Note that the
uncertainty of this parameter is relatively large, on the order of
30%. Thus, it absorbs any kind of uncertainty which inﬂuences
the global ﬂux normalization in the ﬁt.
Cosmic-ray model and spectral index. The composition of
the cosmic rays is uncertain, in particular above the knee at an
energy of about 3 PeV. Models are based on the superposition
of Galactic cosmic-rays with rigidity-dependent cut-offs and an
emerging extragalactic component. Since conventional and
prompt atmospheric neutrinos are produced by cosmic-ray
interactions within the atmosphere, the uncertainty on the
cosmic-ray spectrum also affects the expectation of these
neutrinos. The effect of different cosmic-ray models is
parameterized by lCR as a function of the muon energy proxy
and the cosine zenith angle similar to the discrete ice models.
Here, a linear combination between Hoerandel (2003) and
Gaisser (2012), which are the extreme cases, is used. In
addition to the effects between different cosmic-ray models an
overall change in the cosmic-ray spectral index affects the
expectation of atmospheric neutrinos. Therefore, a shift of the
cosmic-ray spectral index gD CR is implemented as a nuisance
parameter representing the uncertainty on the cosmic-ray
spectral index. The uncertainty is estimated to be of the order
of 4% based on differences between the aforementioned
cosmic-ray models. A positive gD CR corresponds to a softer
energy spectrum.
Kaon-to-pion ratio. Conventional atmospheric neutrinos are
produced by decays of pions and kaons which are themselves
produced in air showers. The relative contribution of kaons and
pions pK to the production of conventional atmospheric
neutrinos affects their zenith angle distribution. In this analysis
it is deﬁned by the ratio of the integrated neutrino ﬂuxes from
kaon and pion decays. Using the neutrino ﬂux parameterization
from Gaisser (1990) ﬁtted to the conventional atmospheric
neutrino prediction from Honda et al. (2007) between 1 and
10 TeV, the kaon-to-pion ratio is implemented as a nuisance
parameter where the uncertainty is estimated to be of the order
of 10%.
Atmospheric temperature effects. The expected number of
conventional atmospheric neutrinos is directly connected to the
number of pion and kaon decays in the atmosphere. A denser
atmosphere will increase the interaction probability for pions
and kaons relative to the decay probability, which reduces the
overall neutrino ﬂux. Thus, annual temperature ﬂuctuations
inﬂuence the expectation of conventional atmospheric neutri-
nos. Since the prediction of conventional atmospheric neutrinos
from Honda et al. (2007) is based on the standard US
atmosphere, the expectation is corrected for annual temperature
ﬂuctuations. This is done using the formalism reported in
Desiati et al. (2014) and data measured by the instrument AIRS
installed on the AQUA satellite (AIRS Science Team/Joao
Texeira 2013). The effect of this correction is estimated to be of
the order of 2% with an uncertainty of about 0.1%.
With the goal of achieving a unbiased result for the signal
parameters, we note that many nuisance parameters were
deliberately chosen correlated (see Figure 3). For example, the
optical detector efﬁciency is correlated to the Cherenkov light
yield uncertainty and to the effects of the uncertainties in the
muon energy loss cross sections. In cases where the effects of
one uncertainty are fully absorbed by other nuisance para-
meters only one parameter has been implemented for better
numerical stability of the ﬁt. A list of the implemented
parameters is given in Table 2. In order to obtain an unbiased
result the nuisance parameters are implemented without priors
which is tested to have no effect on the sensitivity for an
astrophysical or prompt ﬂux.
The ﬁt procedure was tested by generating pseudo experi-
ments where the input parameters were varied. The ﬁt of the
signal parameters was found to be robust and unbiased against
the choice of nuisance parameters.
Since IceCube’s MC simulations have evolved and
improved from year to year, the default expectations for each
nuisance parameter have changed for simulated data sets year
by year. In order to avoid a tension in the ﬁtted nuisance
parameters induced purely by the differences of the simula-
tions, two methods were tested: the implementation of
individual nuisance parameters for each year, and the alignment
of all nuisance parameters to a common baseline. We found
that the two methods give similar sensitivities both for the
astrophysical and the prompt ﬂux parameters, and the
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alignment method is chosen since the time consumption for the
ﬁt is much lower. The alignment is done by ﬁtting the nuisance
parameters in a predeﬁned background region for each year
individually. The resulting best-ﬁt values for the nuisance
parameters, summarized in Table 2, deﬁne the default values
for each year. In the combined likelihood ﬁt of all six years
these default values are then scaled by global nuisance
parameters. The scaling can be either an absolute or relative
change with respect to the aligned default values.
The ﬂavor composition at Earth is not identical to the ﬂavor
composition at an astrophysical source due to neutrino
oscillations. For a source dominated by gp pp-interactions,
the initial ﬂavor ratio of 1:2:0 (ne:nm:nt) is transformed to be
approximately equally partitioned among the ﬂavors (Learned
& Pakvasa 1995; Athar et al. 2006). Therefore, it is necessary
to take into account the muonic decay of taus originating from
charged current nt interactions by combining it with the
astrophysical muon neutrino ﬂux. A ﬁt of the data with and
without this contribution shows that accounting for it leads to a
decrease in the astrophysical normalization of about 5% and
has no effect on the spectral index. In the rest of the paper we
account for the contribution of nt assuming equal partitioning.
The astrophysical normalization for other expected ﬂavor
compositions of astrophysical neutrino sources can be obtained
by rescaling.
3.3. Parametric Unfolding
The best-ﬁt result for the neutrino energy spectrum measured
by this analysis can be used to determine for each event a
neutrino energy probability density function nP E E ireco( ∣ ) with
respect to its muon energy proxy E ireco. These functions depend
on the assumption for the neutrino energy spectrum and are
therefore model-dependent. In particular, for the astrophysical
neutrino ﬂux an unbroken, single power law is assumed. For
the full six-year data sample the neutrino energy distribution is
given by the sum over the probability density function of all
events å nP E Ei ireco( ∣ ) where each function is normalized to an
event count of one. Since this approach is model-dependent it is
called parametric unfolding in the following. Note that this
method cannot replace a model-independent unfolding as done
in Boerner et al. (2015) for different IceCube data samples.
4. RESULTS OF THE SPECTRAL LIKELIHOOD FIT
4.1. Fit Result
The result of the ﬁt is presented as a set of one-dimensional
projections of energy and zenith in Figure 4 separately for each
contributing data sample. The experimental data are shown as
black crosses, and the best-ﬁt expectations for astrophysical
and conventional atmospheric neutrinos are shown as red and
blue bands, respectively. An excess of high-energy events
consistent with an astrophysical signal above the atmospheric
background is visible for each data sample. The overall
agreement between the data and the MC of the full data set is
good for all energies and zenith angles. We have tested quality
of the ﬁt based on the two-dimensional distributions using the
ratio between the likelihood (Equation (1)) and the saturated
likelihood as test-statistic (Olive et al. 2014). The test-statistic
distribution was generated via pseudo experiments based on the
best ﬁt. The resulting p-value is 95.4%, indicating a very good
agreement between data and MC. All nuisance parameters are
ﬁtted to values consistent with their uncertainty (Table 2).
Note that the data sample taken with the 79-string
conﬁguration contains roughly twice as many high-energy
events above a reconstructed muon energy of 100 TeV than
other years (see Figure 4). Nevertheless, the result of the ﬁt
for all years is consistent with the ﬁts for individual years.
Visual inspection and other cross checks of these events
revealed no indication of any time-dependent detector effects.
A dedicated analysis searching for time-dependent neutrino
sources (Aartsen et al. 2015e) has found no indication of a
signal. Therefore, the observations are consistent with a
statistical ﬂuctuation.
4.2. Astrophysical Flux
The best ﬁt for the unbroken power-law model of the
astrophysical ﬂux results in
F =n n n+ -+ - E0.90 100 TeV 30.270.30 2.13 0.13( ) · ( ) ( )( )
in units of - - - - -10 GeV cm sr s18 1 2 1 1. The statistical signiﬁ-
cance of this ﬂux with respect to the atmospheric-only
hypothesis is 5.6 standard deviations. The ﬁt results are shown
in Figure 5 and summarized in Table 3. The quoted errors are
based on the proﬁle likelihood using Wilks’ theorem (Wilks
1938) and include both statistical and systematic uncertainties.
No contribution from prompt atmospheric neutrinos is
preferred by the best-ﬁt spectrum, and an upper limit, based
on the proﬁle likelihood, is shown in Figure 5. For more
information about the upper limit for prompt atmospheric
neutrinos see Section 6.
The two-dimensional contours of the proﬁle likelihood as a
function of the signal parameters are shown in Figure 6. While
the ﬁtted astrophysical ﬂux normalization is strongly correlated
with the astrophysical spectral index, these astrophysical signal
parameters are found to be largely independent of the prompt
ﬂux normalization.
The model assumes an unbroken power law for the
astrophysical signal. We estimate that neutrinos in the
Figure 3. Correlation matrix of signal and nuisance parameters. lice1 describes
the linear combination between SpiceMie (Aartsen et al. 2013b) and WHAM
(Ackermann et al. 2006) for IC59, lice2 describes the linear combination
between SpiceMie (Aartsen et al. 2013b) and SpiceLea (Chirkin 2013a) for
IC2011.labs scat describes the relative change of the ice properties for IC79 and
labs, lscat describes the relative change of the ice properties for IC2011-14.
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experimental data sample with energies mainly between
194 TeV and 7.8 PeV contribute to this observation. This
energy range is shown in Figure 5. It deﬁnes the central range
of neutrino energies that contribute 90% to the total observed
likelihood ratio between the best ﬁt and the conventional
atmospheric-only hypothesis. Note that this deﬁnition is
different from Aartsen et al. (2015b, 2015c).
4.3. Multi-PeV Track-like Event
The selected data include one exceptionally high-energy
muon event that is shown in Figure 7 (Schoenen & Raedel
2015). The deposited energy has been measured to 2.6 0.3( )
PeV of equivalent electromagnetic energy Aartsen et al.
(2014a). Assuming the best-ﬁt atmospheric energy spectrum
from this analysis (see Figure 5) the p-value of this event being
of atmospheric origin has been estimated to be less than
0.005%, strongly suggesting an astrophysical origin.
The segmented energy loss reconstruction described in
Aartsen et al. (2014a) can be used to reconstruct the direction
of through-going muons. This includes the timing of not only
the ﬁrst photon but all photons as well as the total number of
photons. The reconstructed direction of the event is given in
Table 4 and discussed in Section 5.1.
In order to estimate the angular uncertainty and the most
likely muon and neutrino energy we have simulated events
with energies according to our best-ﬁt energy spectrum with
directions varying by 1° around the best-ﬁt direction.
Additionally, the position where the muon enters the
instrumented volume has been varied within 10 m. Systematic
uncertainties due to the lack of knowledge of the optical ice
properties are taken into account by varying the ice model
parameters within their uncertainties during the simulation.
Based on these simulations we evaluate the muon energy at
the point of entrance into the instrumented volume, that results
in the observed deposited energy. The obtained median muon
energy is 4.5 1.2 PeV( ) where the error range corresponds to
68% C.L.
Figure 4. Distributions of the experimental data for the muon energy proxy (top) and reconstructed zenith (bottom) for each contributing data sample (left: 59-string,
center-left: 79-string, center-right: 86-string (2011–2012), right: 86-string (2012–2015)). Note that IC2011 is different from the later years due to changes in the data
processing. The best-ﬁt model for astrophysical and atmospheric neutrinos is superimposed. Only statistical errors are shown.
Figure 5. Best-ﬁt neutrino spectra for the unbroken power-law model. The
width of the line corresponding to conventional atmospheric neutrinos (blue)
represents the one-sigma error on the measured spectrum. The width of the line
corresponding to astrophysical neutrinos (red) shows the effect of varying both
of the astrophysical parameters within one-sigma of the best ﬁt values, without
accounting for correlation. The green line represents the upper limit on the
prompt model (Enberg et al. 2008). The horizontal width of the red band
denotes the energy range of neutrino energies which contribute 90% to the total
likelihood ratio between the best-ﬁt and the conventional atmospheric-only
hypothesis. The black crosses show the unfolded spectrum published in Kopper
et al. (2015).
Table 3
Best-ﬁt Parameter Values for the Unbroken Power-law Model
Parameter Best-Fit 68% C.L.
Fastro 0.90 0.62–1.20
gastro 2.13 2.00–2.26
Fprompt 0.00 0.00–0.19
Note. Fastro is the normalization of the astrophysical neutrino ﬂux at 100 TeV
and is given in units of - - - - -10 GeV s sr cm18 1 1 1 2. Fprompt is given in units of
the model in Enberg et al. (2008). The normalizations correspond to the sum of
neutrinos and antineutrinos.
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For the estimation of the median expected neutrino energy
we have taken into account that high-energy muons arise not
only from nm charged-current interactions but also from muonic
decay of charged-current nt interactions and muonic -W decays
in n + - -e We¯ interactions. Here, we assume the best-ﬁt
astrophysical spectrum and an equal ﬂux of all ﬂavors but
include the effects of the Earth’s absorption for the speciﬁc
decl. of the event. Under these assumptions, we ﬁnd 87.7%
probability of a primary nm,10.9% for a primary nt and1.4% for
a primary ne¯. The respective probability distributions of primary
neutrino energy are shown in Figure 8. The expected neutrino
energy depends on the primary ﬂavor. The median expected
muon neutrino energy is 8.7 PeV for the above assumptions.
The angular reconstruction uncertainty including systematic
uncertainties of the Antarctic ice (see Section 3.2) can be
estimated from the aforementioned dedicated simulation.
Figure 9 shows the angular reconstruction uncertainty for an
ensemble of events with similar deposited energy, direction and
entry point into the ﬁducial volume. The angular reconstruction
uncertainty is given by the angular distance between the true
and the reconstructed muon direction. The median angular
uncertainty is 0.23° and the 99% containment is 0.9°. Details of
the studies of the multi-PeV track-like event are shown in L.
Rädel (2016, in preparation).
4.4. Test for a Spectral Cut-off
The default hypothesis of an unbroken power law is tested
against the hypothesis of a spectral cut-off. For this, an
exponential energy cut-off n -E cut off is added to the astro-
physical neutrino ﬂux:
⎜ ⎟
⎛
⎝⎜
⎞
⎠⎟
⎛
⎝
⎞
⎠F = F -n n
n
n
n g+ -
-E
E
E
exp
100 TeV
. 4astro cut off
astro
· · ( )
In the ﬁt the spectral index gastro is highly degenerate with an
exponential energy cut-off n -E cut off , therefore two scenarios
with ﬁxed spectral indices have been tested. For the spectral
indices the benchmark model with g = 2astro and the best-ﬁt
value g = 2.13astro are chosen. Figure 10 shows the two-
dimensional contours of the proﬁle likelihood as a function of
the signal parameters Fastro, n -E cut off and Fprompt. For the
benchmark model a cut-off is slightly preferred at the level of
one standard deviation. This is an expected behavior as the
actual best-ﬁt spectral index is softer. Thus, ﬁxing the spectral
index to a harder spectrum will result in a slight deﬁcit at the
highest neutrino energies. When ﬁxing the spectral index to the
best-ﬁt value for an unbroken power law, this slight preference
for an exponential cut-off disappears. These results are nearly
independent of the prompt ﬂux normalization.
4.5. Unfolded Astrophysical Spectrum
The best-ﬁt results for the neutrino energy spectrum as
quoted in Table 3 and the knowledge of the connection
between the reconstructed muon and true neutrino energy can
be used to unfold a neutrino energy distribution for the six-year
sample (see Section 3.3). The results of this parametric
unfolding are shown in Figure 11 as a cumulative energy
distribution of the number of neutrinos with energies greater
than Eν. The statistical error band is given by the square root of
this number. The error band that corresponds to the uncertainty
Figure 6. Two-dimensional proﬁle likelihood scans of the astrophysical
parameter Fastro, gastro and the prompt normalization Fprompt in units of the
model in Enberg et al. (2008). The contours at 68%, 95%, and 99% CL
assuming Wilks’ theorem are shown.
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on the astrophysical ﬂux is determined by varying the
astrophysical spectrum within the measured uncertainties on
the astrophysical ﬂux parameters. Based on the per-event
probability density function nP E E ireco( ∣ ) the median neutrino
energy for each event can also be calculated. Figure 12 shows
the distribution of the median neutrino energies for the six-year
sample.
In both distributions a clear excess above approximately
100 TeV in neutrino energy is visible, and is not compatible
with the atmospheric background expectation. Although only a
single event with energy greater than a PeV has been observed,
we can infer from our ﬁt and from the relation between muon
energy and energy of the parent neutrino that there are most
likely several neutrinos with energies above a PeV in the six-
year sample.
4.6. Discussion
This analysis found an astrophysical spectral index of
g = 2.13 0.13, which is harder than previously reported
measurements, see e.g., Kopper et al. (2015), Neiderhausen
et al. (2015) and Aartsen et al. (2015f). We refer to these
analyses in the rest of the section as starting event analysis,
cascade analysis and combined analysis, respectively. Figure 13
compares the measured astrophysical neutrino ﬂux normal-
ization and spectral index with these results and the previous
measurement using through-going muons Aartsen et al.
(2015c).
While the sample used in the cascade analysis is completely
statistically independent, the starting event analysis and global
ﬁt have an overlap in events. The combined ﬁt includes three
years of muon data from 2009 to 2012 based on Aartsen et al.
(2014c, 2015c). The starting event analysis includes a small
fraction (6%) of up-going muons that start within the detector,
that are also included here. However, these three analyses are
strongly dominated by independent cascade-like events of
which a large fraction originates from the Southern Hemi-
sphere. For the starting event analysis 73% of the events above
100 TeV are down-going and 93% of these are cascade-like.
For the investigation of the tension in the observed energy
spectrum of astrophysical neutrinos, the assumption of
statistical independence is reasonably well justiﬁed but will
result in a lower limit on the tension.
The combined analysis ﬁnds the smallest conﬁdence region
of the three aforementioned results. The p-value for obtaining
the combined ﬁt result and the result reported here from an
unbroken powerlaw ﬂux is s3.3 , and is therefore in signiﬁcant
tension. For the discussion, it is important to highlight the
systematic differences between these measurements. The
threshold for the up-going muon signal is a few hundred TeV
while astrophysical starting events are detected above a few
times 10 TeV. It should be noted that for the overlapping
energy region>200 TeV the measured ﬂuxes for the cascade-
dominated channels are in good agreement with the results
reported here, as shown in Figure 5. As a conclusion, we
Figure 7. Event view of the PeV track-like event recorded by IceCube on 2014 June 11. Left: top and two side views. Right: perspective view. Shown are the IceCube
DOMs as black dots. The colors indicate the photon arrival time from red (early) to green (late) and the size of the sphere the amount of measured charge. Note that the
scaling is nonlinear and a doubling in sphere size corresponds to one hundred times the measured charge. The blue line shows the reconstructed particle track. The
reconstructed equatorial coordinates of this event are = decl. 11 .42 and = R.A. 110 .63. This event deposited an energy of 2.6 0.3 PeV within the detection volume.
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conﬁrm for the Northern Hemisphere a ﬂux of muon neutrinos
that is generally consistent with the observed all ﬂavor ﬂux in
the Southern Hemisphere, but which is in tension with the
assumption of a single power law describing this and previous
observations with a lower energy threshold at the same time.
It is expected that for a Galactic origin the neutrino ﬂux
should be correlated with the Galactic plane. It is generally
assumed that the contribution from the Galactic plane and
Galactic sources is stronger in the Southern Hemisphere, which
e.g., includes the Galactic center. The measured astrophysical
ﬂux is not strongly affected by a split in right ascension (see
Section 5.2), where one region includes the part of the Galactic
plane which is visible in the northern sky and the other does
not. This can be interpreted as an indication that the ﬂux
observed here is mostly of extragalactic origin.
The observed tension may arise either from a spectral break
at lower energies for the same sources or from an additional
ﬂux component, e.g., expected from Galactic sources or the
Table 4
Summary of Highest Energy Events above 200 TeV in All Years
ID MJD Signalness Energy Proxy (TeV) Decl. (deg) 50% C.L. 90% C.L. R.A. (deg) 50% C.L. 90% C.L.
1 55056.70a 0.78 480 1.23 -+0.080.08 -+0.220.18 29.51 -+0.170.15 -+0.380.40
2 55141.13a 0.52 250 11.74 -+0.180.10 -+0.380.32 298.21 -+0.220.17 -+0.570.53
3 55355.49b 0.65 340 23.58 -+1.180.91 -+4.132.31 344.93 -+1.041.14 -+2.903.39
4 55370.74b 0.54 260 47.80 -+0.220.25 -+0.480.56 141.25 -+0.160.23 -+0.450.46
5 55387.54b 0.49 230 21.00 -+0.590.57 -+1.562.25 306.96 -+1.120.94 -+2.282.70
6 55421.51b 0.89 770 15.21 -+3.103.02 -+7.419.35 252.00 -+6.484.63 -+16.659.56
7 55464.90b 0.77 460 13.40 -+0.150.24 -+0.450.52 266.29 -+0.230.22 -+0.620.58
8 55478.38b 0.86 660 11.09 -+0.190.18 -+0.490.41 331.08 -+0.350.18 -+0.800.49
9 55497.30b 0.92 950 0.50 -+0.100.10 -+0.210.25 88.95 -+0.250.18 -+0.530.48
10 55513.60b 0.80 520 3.15 -+0.250.33 -+0.630.70 285.95 -+0.420.58 -+1.501.29
11 55589.56b 0.52 240 1.03 -+0.080.07 -+0.210.19 307.71 -+0.080.08 -+0.440.52
12 55702.77b 0.60 300 20.30 -+0.620.44 -+1.431.00 235.13 -+0.550.89 -+1.762.70
13 55722.43b 0.47 210 35.55 -+0.290.28 -+0.690.69 272.22 -+0.380.50 -+1.191.23
14 55764.22b 0.46 210 5.29 -+1.961.87 -+4.724.85 315.66 -+1.392.37 -+5.355.91
15 55896.86b 0.59 300 1.87 -+0.370.57 -+1.181.25 222.87 -+1.140.90 -+7.731.95
16 55911.28b 0.86 660 19.10 -+0.770.54 -+2.212.21 36.65 -+0.560.61 -+1.711.85
17 56062.96 0.45 200 31.96 -+0.370.30 -+0.850.81 198.74 -+0.180.49 -+1.091.44
18 56146.21 0.55 260 1.57 -+0.180.22 -+0.420.46 330.10 -+0.360.24 -+0.820.65
19 56211.77 0.46 210 −2.39 -+0.190.18 -+0.510.42 205.11 -+0.240.17 -+0.660.54
20 56226.60 0.88 750 28.04 -+0.230.31 -+0.660.67 169.61 -+0.480.45 -+1.111.16
21 56470.11c 0.87 670 14.46 -+0.390.40 -+0.940.86 93.38 -+0.340.33 -+0.900.83
22 56521.83 0.71 400 −4.44 -+0.390.42 -+0.941.21 224.89 -+0.320.33 -+1.190.87
23 56579.91 0.49 390 10.20 -+0.150.15 -+0.490.34 32.94 -+0.270.20 -+0.620.63
24 56666.50 0.90 850 32.82 -+0.140.16 -+0.410.39 293.29 -+0.400.18 -+1.080.55
25 56799.96 0.73 400 18.05 -+0.630.75 -+1.801.94 349.39 -+1.751.13 -+4.122.89
26 56817.64 0.66 340 1.29 -+0.290.33 -+0.740.83 106.26 -+0.740.86 -+1.902.27
27 56819.20 0.995 4450 11.42 -+0.080.07 -+0.170.17 110.63 -+0.280.16 -+0.550.46
28 57049.48 0.46 210 4.56 -+0.120.19 -+0.500.68 100.48 -+0.340.23 -+1.870.95
29 57157.94 0.52 240 12.18 -+0.180.19 -+0.350.37 91.60 -+0.370.10 -+0.740.16
Notes. The horizontal lines separate the different data sets IC59, IC79, IC2011 and IC2012-2014. The signalness is deﬁned as the ratio of the astrophysical
expectation over the sum of the atmospheric and astrophysical expectations for a given energy proxy and the best-ﬁt spectrum. The signalness decreases up to about
10% when taking into account a prompt ﬂux at the conservative upper limit of ´1.06 ERS (see Section 6). The angular errors are statistical errors only and do not
include systematics.
a These events were included in Aartsen et al. (2014c).
b These events were included in Aartsen et al. (2015c).
c This event is identical to Event 38 in Kopper et al. (2015).
Figure 8. Probability distribution of primary neutrino energies that could
result in the observed multi-PeV track-like event. The total probabilities for
the different ﬂavors are 87.7%, 10.9% and 1.4% for nm, nt, and ne¯,
respectively.
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Galactic plane, that is sub-dominant at the high energies to
which this analysis is sensitive.
Figure 14 compares the measured diffuse astrophysical
muon neutrino ﬂux to theoretical ﬂux predictions corresp-
onding to different source types. The measured ﬂux is within its
uncertainties slightly below the Waxman–Bahcall upper bound
(Waxman 2013). Senno et al. (2016) predict a diffuse neutrino
ﬂux originating from gamma-ray bursts, which is currently not
ruled out (Aartsen et al. 2015d, 2016). A ﬂux of cosmogenic
neutrinos as predicted by Kotera et al. (2010) would only
contribute subdominantly to the measured astrophysical
neutrino ﬂux. Neutrino ﬂuxes from blazars and star-forming
galaxies are predicted by e.g., Murase et al. (2014) and Bechtol
et al. (2015), respectively. Glüsenkamp (2016) already
constrains this blazar model. These ﬂuxes are of the same
order of magnitude as the measured ﬂux within the given
uncertainty band. However, due to the small statistics at high
energies we cannot differentiate if the measured astrophysical
neutrino ﬂux corresponds to a neutrino ﬂux originating from a
speciﬁc source type or if it is a combination of different source
types.
5. ANALYSIS OF ARRIVAL DIRECTIONS
AND SEARCH FOR ANISOTROPIES
5.1. Arrival Directions of Highest-energy Events
The multi-PeV event discussed in Section 4.3 has a high
probability of being astrophysical. Therefore, it is particularly
interesting to correlate such an event with potential sources.
Figure 15 shows the direction of the event with its angular
uncertainty and nearby high-energy gamma-ray sources from
Nolan et al. (2012), Acero et al. (2015), Wakely & Horan
(2007) in a window centered around the arrival direction. The
closest source is multiple degrees away which is much larger
than the angular error estimate.
For events that have a muon energy proxy above 200 TeV
we expect roughly twice as many events with an astrophysical
origin than with an atmospheric origin, assuming the best-ﬁt
Figure 9. Angular reconstruction uncertainty of the multi-PeV track-like event.
The estimate is based on an ensemble of simulated events with similar
deposited energy, direction and entry point into the ﬁducial volume. The
simulation takes into account the ice uncertainties (see Section 3.2). Including
statistical and systematic uncertainties, 50% (99%) of the events are
reconstructed better than 0 .23 ( 0 .90).
Figure 10. Two-dimensional proﬁle likelihood scans of the astrophysical
parameters Fastro, n -E cut off and the prompt normalization Fprompt in units
of the model in Enberg et al. (2008). The contour lines at 68%, 90%
and 95% CL assume Wilks’ theorem. For the top and middle ﬁgure
the spectral index is ﬁxed to g = 2astro , while in the bottom ﬁgure it is ﬁxed
to the best-ﬁt value g = 2.13astro . The white dots indicate the best-ﬁt
values.
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spectrum. Figure 16 shows the arrival direction of these events.
Most events are located relatively close to the horizon where
the Earth is not yet opaque to high energy neutrinos. Table 4
summarizes the per-event information. No obvious correlation
with gamma-ray sources in the catalogs of Nolan et al. (2012),
Acero et al. (2015), or Wakely & Horan (2007) were found.
However, event 10 is close to the extended TeV source HESS
J1857+026 (Wakely & Horan 2007).
A dedicated analysis searching for clusters in the neutrino
arrival directions has been performed and found no evidence
for a neutrino point source (M. G. Aartsen et al. 2016, in
preparation).
5.2. Test for Anisotropies Related to the Galactic Plane
As discussed in Section 4.6 the measurement in this paper
conﬁrms the observation of an all-sky diffuse high-energy
astrophysical neutrino ﬂux. However, a tension exists between
the measured spectral index of this analysis with the starting
event data which originate mostly from the Southern Hemi-
sphere. Furthermore, Neronov & Semikoz (2016) claim
inconsistency of the previously published starting event data
Figure 11. Cumulative distribution of the parametric unfolded neutrino energy
spectrum for the six-year data sample assuming the best-ﬁt spectrum as given
by this analysis. Blue/red corresponds to the conventional atmospheric/
astrophysical expectation weighted to the best-ﬁt spectrum. Orange represents
the sum of both expectations. The parametric unfolded data are shown as a
hatched band where the gray band shows the statistical uncertainty and the
white band additionally the effect of the uncertainties on the ﬁtted astrophysical
ﬂux parameters.
Figure 12. Distribution of the median expected neutrino energy assuming the
best-ﬁt spectrum as given by this analysis. The black crosses corresponds to
experimental data and blue/red to the conventional atmospheric/astrophysical
expectation weighted to the best-ﬁt spectrum.
Figure 13. Results of different IceCube analyses measuring the astrophysical
ﬂux parameters Fastro and gastro. The contour lines show the 90% CL. The result
of this analysis (IC tracks, 6yr) is shown by the red solid contour line. The
contour obtained by the previous measurement using through-going muons
(Aartsen et al. 2015c) (IC tracks, 2yr) is the red dashed line. In addition, the
results for the most recent analysis of starting events (Kopper et al. 2015) (IC
HESE, 4yr), the complementary cascade channel (Niederhausen et al. 2015)
(IC cascades) and an analysis combining different IceCube results (IC
combined, Aartsen et al. 2015f) are shown. The result of this analysis (red,
solid) and IC combined are incompatible at s3.3 (two-sided signiﬁcance).
Figure 14. Comparison of the measured diffuse astrophysical muon neutrino
ﬂux (see Figure 5) with theoretical neutrino ﬂux predictions corresponding to
different source types (Kotera et al. 2010; Murase et al. 2014; Bechtol et al.
2015; Senno et al. 2016). Since Murase et al. 2014 predicts a lower and upper
ﬂux bound for neutrinos originating from blazars the central line between both
bounds is shown. The purple line shows the Waxman–Bahcall upper bound
(Waxman 2013).
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with an isotropic signal with a preference of a Galactic latitude
dependency. As the comparison to the Southern Hemisphere is
subject to different energy thresholds and detector systematics,
we perform a simple, self-consistent test for a dominant signal
from the Galactic plane.
We split the sample into two right ascension regions,
one containing the main parts of the Galactic plane:
Èa Î    0 .0, 108 .9 275 .0, 360 .0[ ) [ ) and one excluding it:
a Î  108 .9, 275 .0[ ). These intervals are chosen such that the
two split samples are of similar statistics, resulting in 162363
and 189931 events respectively. Both samples are ﬁtted
independently and the aforementioned systematics can be
considered identical as they are equalized by the daily Earth
rotation.
The ﬁt result, shown in Figure 17, is a small but not
statistically signiﬁcant larger ﬂux and softer spectrum from the
region including the Galactic plane. The p-value for both
results being compatible is at about 43%. In conclusion, the
observed ﬂux is not dominated by the Galactic plane. However
a small, sub-dominant contribution cannot be excluded.
6. SEARCH FOR A SIGNATURE OF PROMPT
ATMOSPHERIC NEUTRINOS
The expected prompt neutrino ﬂux provides a background
for the measurement of the astrophysical ﬂux. However, a ﬂux
of prompt neutrinos is interesting by itself and can be
constrained by the present analysis.
The prompt ﬂux predicted by Enberg et al. (2008) is sub-
dominant to the conventional ﬂux at low energies and the
astrophysical ﬂux at high energies. Nevertheless, the correla-
tion of the energy spectrum and arrival directions of neutrinos
at the detector lead to a clear signature. Figure 18 shows the
pulls for simulated data corresponding to six years of live time
and based on the IC2012-2014 event selection. Here, signal is
deﬁned as the prompt expectation and background is the sum of
the conventional and astrophysical ﬂux. The main effect of a
prompt neutrino ﬂux on the two observables will be visible for
muon energy proxy values between 1 and 100 TeV in the fairly
up-going directions. However, a large part of this signature is
absorbed within the uncertainties represented by the imple-
mented nuisance parameters (see Section 3.2).
The overall best-ﬁt prompt normalization is zero. Figure 19
shows the best-ﬁt prompt normalization as a function of the
astrophysical normalization and spectral index. Additionally,
the two-dimensional conﬁdence contours for the astrophysical
parameters are shown. In the region where our experimental
data are compatible with our single power-law model, the best-
ﬁt prompt normalization does not deviate from zero. Only for
strong deviations from the best-ﬁt astrophysical spectrum is a
non-zero prompt normalization ﬁtted, but this is strongly
disfavored with respect to the best ﬁt. Such behavior is
expected. If the astrophysical ﬂux decreases, the measured
high-energy events need to be explained by another comp-
onent. Assuming an unbroken power-law model for the
astrophysical ﬂux, the sensitivity for the prompt neutrino ﬂux,
taking into account the systematic uncertainties, is estimated to
be ´1.5 ERS. Note that the sensitivity (median expected upper
limit in the absence of a prompt neutrino ﬂux) on a prompt
neutrino ﬂux depends on the chosen input values for the
astrophysical ﬂux.
In the absence of an indication of a non-zero prompt
contribution an upper limit is calculated. Based on the proﬁle
likelihood for the prompt normalization, the upper limit at 90%
conﬁdence level is ´0.50 ERS. The more stringent limit
compared to the sensitivity is caused by an under-ﬂuctuation of
the conventional atmospheric and astrophysical background by
about one standard deviation.
For this reason we scan the resulting limit on the prompt ﬂux
as a function of the astrophysical signal parameters.
Figure 20 shows the joint three-dimensional 90% conﬁdence
region for the prompt ﬂux and the astrophysical parameters. It
was obtained using Wilks’ theorem, and is bound by the
surface for which - D L2 log is 6.25 higher than the best-ﬁt
value. The maximum prompt ﬂux in the three-dimensional
conﬁdence region is ´1.06 ERS. We take this as a
conservative upper limit on the prompt ﬂux. Further tests have
shown that reasonable changes to the astrophysical hypothesis,
such as the introduction of a high-energy cut-off, have only
small effects on this limit.
Several more recent calculations of the prompt ﬂux have
been published: GMS (H3p) (Garzelli et al. 2015), BERSS
(H3p) (Bhattacharya et al. 2015) and GRRST (H3p) (Gauld
et al. 2016). Figure 21 shows multiple predictions for the
prompt ﬂux as well as the upper limit calculated here using the
prediction from Enberg et al. (2008) and taking into account a
more realistic cosmic-ray model (Gaisser 2012). Since nuisance
parameters describing the uncertainties of the cosmic-ray
model, e.g., the cosmic-ray spectral index, are implemented,
the upper limit curve slightly deviates from the ERS prediction
including the knee. The energy range has been calculated such
that the limit increases by 10% if only neutrinos with energies
in that range are taken into account. For the sensitive region
which is between 9 and 69 TeV the effect of the prompt
predictions is only a change in normalization and it is therefore
appropriate to convert the limit obtained with the ERS
prediction to the other predictions. Also, the cosmic-ray
composition only changes the normalization in this energy
range. The values are summarized in Table 5.
Figure 15. Window centered around the arrival direction of the multi-PeV
track-like event. The solid (dashed) black line shows the 50% (99%) error
circle for the angular reconstruction. The orange line indicates the Galactic
plane. Additionally, the gamma-ray sources of the catalogs Wakely & Horan
(2007), Acero et al. (2015), Nolan et al. (2012) within the window are shown.
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7. SUMMARY AND CONCLUSIONS
In this paper we have presented the result of analyzing six
years of up-going muon data measured with the IceCube
neutrino telescope. We measure an astrophysical ﬂux of
F =n n+ -+ - - - - -0.90 10 GeV cm sr s0.270.30 18 1 2 1 1( ) ·
n - E 100 TeV 2.13 0.13( ) ( ) with a statistical signiﬁcance of 5.6
standard deviations with respect to only being of atmospheric
origin. With this result we have further established the
observation of an astrophysical neutrino signal (Aartsen
et al. 2013a, 2014b, 2015c) in a second, largely independent
detection channel. The detection channel used here is of great
interest because of the good directional reconstruction of
detected muons and a large signal efﬁciency with an estimated
number of about 500 astrophysical neutrinos included in this
data sample.
The data include an exceptionally high-energy muon with
(2.6± 0.3)\PeV deposited energy, which is the highest-energy
lepton that has been reported to date.
A parametric unfolding of neutrino energies shows that the
spectrum extends to about 10 PeV in neutrino energy with no
signiﬁcant spectral break or cut-off.
The measured hard spectral index of g = 2.13 0.13 is in
tension with complementary measurements of IceCube, which
Figure 16. Arrival directions of events with a muon energy proxy above 200 TeV. Given the best-ﬁt spectrum the ratio of astrophysical to atmospheric events is about
two to one. The horizontal dashed gray line shows the applied zenith angle cut of 85°. The curved gray line indicates the Galactic plane and the dashed black line the
supergalactic plane (Lahav et al. 2000). The multi-PeV track event is shown as a red dot and the energy proxy value listed in Table 4.
Figure 17. Two-dimensional proﬁle likelihood scans of the astrophysical
parameters Fastro and gastro for the two disjoint right ascension regions, one
containing the Northern Hemisphere part of the Galactic plane (red) and the
other not (black). The contour lines at 68% and 90% CL assume Wilks’
theorem.
Figure 18. Signal over square root of background for the reconstructed muon
energy vs. zenith angle corresponding to six years of IceCube data after
applying the event selection for the 86-string conﬁguration (IC2012-2014).
Here, background is deﬁned as the sum of the conventional atmospheric
(Honda et al. 2007) and astrophysical ( ´- -E10 8 2) n n+m m¯ ﬂux. The prompt
atmospheric (Enberg et al. 2008) n n+m m¯ ﬂux is deﬁned as the signal. The
numbers in each bin correspond to the expected number of background events
in six years.
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have a lower energy threshold by about one order of magnitude
and are predominantly sensitive to the Southern Hemisphere.
However, the consistency of the observed ﬂuxes at high
energies may be interpreted as indication of a spectral break or
additional astrophysical component at lower energy to which
this analysis is not sensitive.
For the highest-energy events no correlation with known
high-energy gamma-ray sources or other astrophysical objects
could be identiﬁed.
By splitting the data in right ascension, we ﬁnd no signiﬁcant
correlation with the orientation of the Galactic plane and
conclude that the dominant fraction of the ﬂux is largely all-sky
and isotropic.
The present analysis is also sensitive to a ﬂux of prompt
neutrinos which are expected from the decay of heavy mesons
in the atmosphere. We ﬁnd no indications for such a signal.
However, because the prompt ﬂux is subdominant to the
astrophysical and conventional atmospheric neutrino ﬂux, the
exclusion depends on the assumed astrophysical model
parameters. Variations of the astrophysical ﬂux uncertainties
lead to a conservative exclusion limit of approximately at the
level of the mean expected ﬂux normalization from Enberg
et al. (2008). For the ﬁrst time, it is possible to constrain such a
ﬂux in this range of theoretical predictions. However, recent
perturbative QCD calculations from Garzelli et al. (2015),
Bhattacharya et al. (2015) and (Gauld et al. 2016) predict lower
prompt neutrino ﬂuxes which are not yet constrained by the
upper limit.
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Gaisser (2012).
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(Bhattacharya et al. 2015) and GRRST (H3p) (Gauld et al. 2016) are
determined by rescaling the ERS (H3p) limit with the corresponding ﬂux ratio
at 30 TeV which is well within the sensitive energy range. All ﬂux predictions
are based on the cosmic ray model from Gaisser (2012).
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