Abstract-We propose a rate scheduling algorithm to maximize the network throughput of a variable data rate CDMA system and prove its optimality. The system uses OVSF (orthogonal variable spreading factor) codes and the algorithm finds the optimum rate assignments on the binary code tree under constraints on the total transmit power and minimum QoS (rate) requirement of each user. The algorithm is optimal in the sense that it maximizes the total network throughput within the constraints and achieves this with minimum possible power. The algorithm works in a greedy fashion and has a polynomial time complexity of O(N ), where N is the number of users.
I. INTRODUCTION
Unlike voice-based second generation cellular networks, third and fourth generation mobile networks will provide multimedia services with variable data rates and different service classes in addition to classical voice service. In the third generation W-CDMA standard, variable data rate service is provided by assigning each user a single spreading code with variable length [2] . In such a scheme, the spreading codes are obtained from a binary tree structure ( Figure 1 ) and are called Orthogonal Variable Spreading Factor (OVSF) codes [3] . On the other hand, in Multi-Code (MC) CDMA systems, each user can be provided with multiple spreading codes of fixed length, depending on the users' rate requests.
Recent studies on variable data rate CDMA systems focus on efficiency of dynamic spreading code assignment schemes, especially for the systems employing OVSF codes [4] - [7] . The basic question these studies attempt to answer is how to accomodate an incoming user's rate request on the OVSF code tree. For a MC-CDMA system it is easy to handle an incoming user's request, if the requested rate is within available network resources, as many spreading codes as needed to meet the requested amount are assigned to the incoming user. Since all fixed length spreading codes are mutually orthogonal in Multi-Code systems, assigning an unused spreading code to a new user does not affect the existing users. On the other hand, in variable spreading CDMA systems the inherent binary tree structure of OVSF codes complicates the code management issue. For example, in Figure 1 , assume there are 2 existing users in the system and their spreading codes are located at C 2,1 and C 2,3 on the binary code tree. Thus the total used system bandwidth is R/2 and half of the total bandwidth is still unused. In this case, if a new user requests R/2, the system bandwidth is available for this request however the system cannot locate a spreading code for the new user since C 1,1 (C 1,2 ) is not orthogonal to the existing code C 2,3 (C 2,1 ). This is known as code blocking [4] .
In [4] , [6] , [7] , dynamic code assignment schemes are proposed to minimize the code blocking probability and to minimize the number of existing spreading codes relocated in case of an incoming user. In [5] , the authors propose a protocol which uses a credit-based reservaton scheme to prioritize users and attempts to provide fairness to each user while providing per-connection bandwidth guarantees to bursty data applications. However none of the above studies examine throughput limiting system resources other than the total available bandwidth, such as the total transmit power.
In this study, we examine variable data rate CDMA system from a radio resource management point of view. For both MC and OVSF CDMA systems, our objective is to identify the maximum achievable network throughput given available network resources (both power and bandwidth), and to find a computationally simple (polynomial time if possible) rate assignment algorithm resulting in the set of rates achieving the maximum throughput. In addition for variable spreading systems, we show that the set of optimum rates achieved by our algorithm are always realizable on the binary code tree as a result of the Kraft Inequality (mentioned later in the paper). However, the way the spreading code replacements or shifts occur during each step of our algorithm is a subject of [4] , [6] and [7] and is not addressed in this paper. Figure 1 shows how OVSF codes are obtained from a binary tree structure. Note in the figure that C i,j represents jth node on layer i on the binary tree and it corresponds to a unique signature sequence of length 2 i and rate R 0 /2 i where R 0 is the root rate corresponding to the node C 0,1 , also note that all the nodes on the same layer have the same spreading factor. Moreover, orthogonality of the assigned signature sequences is guaranteed by the fact that none of the parent-child node pairs is assigned to different users at the same time. As an example, the nodes C 1,2 and C 2,4 in figure 1 cannot be in use at the same time since C 1,2 is a prefix of C 2, 4 . Therefore, the resulting set of assigned signature sequences must have the prefix-free property. Accordingly the prefix-free condition imposes a constraint on the set of spreading codes that can be assigned to active users in variable spreading CDMA systems. It is a well-known fact that the Kraft inequality determines whether a set of codes with specified lengths can be placed on the binary tree as a prefix-free set. Denoting the length of the branch from the root node (C 0,1 in figure 1 ) to the uth user's node by l u and number of users by N , the Kraft Inequality
must be satisfied to obtain a prefix-free set.
In the context of CDMA spreading codes, the Kraft inequality can be interpreted as a bandwidth constraint. Since R 0 denotes the root rate and represents the maximum achievable total rate or the bandwidth of the system, it follows that the rate of user u is
Multiplying both sides of (1) by R 0 , the Kraft inequality becomes
which states that R 0 is an upperbound on the total data rate of all users in variable spreading CDMA case. It is trivial to generalize the constraint in (3) to the Multi-Code CDMA case and R 0 represents the system bandwidth in this case.
In this paper, we consider downlink data transmission which is the main traffic load in multimedia oriented next generation networks. We first work on OVSF CDMA systems. We assume that the link gain between each user and the base station is known. Given the minimum rate requirements of each user and the constraint on the total BS power, our problem is to assign each user u a data rate R u corresponding to a node on the OVSF code tree such that the Kraft inequality (1), individual data rate (R u,min ) and total BS power (P ) requirements are satisfied and the total data rate of all users (network throughput) is maximized. The problem in the MC-CDMA case is similar, given the minimum rate requirements of each user and the constraint on the total BS power, we determine the number of spreading codes that will be assigned to each user such that individual data rate (R u,min ) and total BS power (P ) requirements are satisfied and the network throughput is maximized.
The following section gives the formal definition of the problems, in section III we propose the algorithm, and in the last section prove its optimality.
II. PROBLEM STATEMENTS

A. OVSF Rate Assignment Problem
The problem formulation for variable spreading CDMA systems is as follows. Let N denote the number of users in the system, P denote the total BS power, E b denote the received energy per bit, which is assumed to be same for all users, h u denote the link gain between user u and the BS, R 0 denote the root rate, R u denote the assigned rate for user u, R u,min denote the minimum QoS requirement for user u and l u denote the length of the branch from the root node (C 0,1 in figure 1 ) to the uth user's node. Remember that there is a one-to-one relationship between l u and R u given by (2) . In this case R 0 corresponds to l 0 = 0, and minimum rate constraint R u,min corresponds to maximum branch length constraint l u,max ≤ L. The problem statement is
In the above problem formulation E b R 0 2 −lu /h u is the transmit power required by user u and (5) represents the total transmit power constraint. Note that the received energy per bit E b is assumed to be the same for all users, thus implying that the same coding/modulation scheme is assumed for all users. On the other hand (6) represents the bandwidth constraint. Notice that the objective (4) is to maximize the total throughput, however we will show that the proposed algorithm not only achieves the maximum network throughput but also achieves it with minimum possible power.
B. Multi-Code Rate Assignment Problem
The problem formulation for Multi-Code CDMA is similar to OVSF problem formulation. Let R s denote the rate corre- sponding to a single spreading code, R 0 denote the spreading bandwidth of the system, n u and R u denote the number of spreading codes and the rate assigned to user u respectively, thus R u = R s n u . The total number of spreading codes is denoted by S where S = R 0 /R s . Each user requires at least n spreading codes as the minimum QoS requirement. The problem formulation is as follows
In the above problem statements, the channel is represented by a simple path-loss model where the transmit power fades by a single link gain paramater h u . Morever, since we use orthogonal spreading codes on the downlink, the multi-access interference in a single cell synchronous CDMA system is assumed to be negligible. In our upcoming study [1] , we examine the case with frequency selective multipath channel and multiaccess interference.
III. THE ALGORITHMS
Before introducing the algorithms, we first show that among the set of feasible (achievable within the constraints) rate assignments that obtain maximum network throughput, the one that consumes the least amount of power orders the user rates by the link gains.
Lemma 1: Given N users with link gains
The proof is straightforward, if R i < R j and h i > h j , then we can always swap the rates of user i and j without changing the total sum of rates and this exchange always saves power. Let P and P s denote the total transmitted power consumed before and after swapping the rates R i and R j respectively. It follows that
(14) follows from the fact that h i > h j and R j − R i > 0. ✷
A. OVSF Rate Assignment Algorithm: The Greedy Algorithm
In this section we introduce the greedy algorithm as a solution to OVSF rate assignment problem (4)-(7). The algorithm initially provides the minimum QoS requirement to each user. The rest of the algorithm is greedy in nature, and the objective is to increase (to double in the binary tree case) rate of the user who spends minimum power per bit. Since the power per bit ratio for user u (P u /R u = E b /h u ) is inversely proportional to the link gains h u , the rate of the user with the highest link gain is increased first. At each greedy step, the algorithm attempts to maximize the rate of a user (users are ordered by the link gains) within the total transmit power (5) and the bandwidth (6) constraints . In the next section we will show that these greedy decisions lead to a global optimum solution.
We summarize the algorithm in Figure 2 . The definition of each variable used in the figure has been given in Section II.A. In Figure 3 , we show how the algorithm works on the binary code tree for a sample case of 5 users.
An important fact is that the resulting rate assignment R 0 2 −lu at the end of each iteration can be obtained by repeatedly doubling the user's initial rate as long as the constraints (5) and (6) permit.
Notice that uth user's spreading code resides on layer l u of the binary code tree in Figure 1 . Although l u uniquely determines the optimum rate assignment for uth user (2), it does not tell us which node on layer l u of the code tree should be assigned to user u. On the other hand, satisfying the Kraft Inequality (1) guarantees the fact there is at least a set of N spreading codes on the binary code tree such that uth user's spreading code is placed on layer l u , the rates of all other users are not affected by this placement (although spreading codes might shift on the same layer) and all spreading codes in the set are mutually orthogonal as a result of the prefix free property.
For example, in Figure 3 , it is necessary to shift R 5 to the leftmost node in order to step up R 2 to its optimal rate assignment found by the algorithm, which is shown in the bottom left figure. The shifts or replacements of spreading codes on the same layer on the binary code tree is an implementational issue and such shifts do not affect the assigned rate of a user. In this paper we are only interested in the maximum achievable network throughput and the set of rates achieving the maximum throughput. However, as a result of the Kraft Inequality, the set of optimum rates generated by the greedy algorithm is always realizable on the binary code tree.
B. Multi-Code Rate Assignment Algorithm : The Greedy Algorithm
Similar to variable spreading CDMA case, the greedy approach solves the optimal rate and spreading code assignment problem (8)-(11) in Multi-Code CDMA systems. However, in this case the greedy rate assignment only favors the best link gain user. After the algorithm assigns the minimum required rates and allocates correspoding spreading codes to each user, only the rate of the user with the best link gain is maximized using the remaining power budget.
We summarize the algorithm above in Figure 4 . The definition of each variable used in the figure has been given in Section II.B.
IV. CORRECTNESS AND PROOF OF THE ALGORITHMS
In this section we will prove the optimality of the proposed greedy algorithms. We will show that the proposed algorithms not only yield maximum network throughput but also achieves it with minimum possible power. [n 1 , n , . . . , n ] . We now rearrange the user rates in n * to obtain another set of ratesñ * obtaining the same network throughput as n * such that for u = 2, . . . , Ñ n * u = n andñ *
A. Optimality of the Greedy Algorithm in Multi-Code CDMA Systems
From n * toñ * , all assignments other than the first one are reduced to the minimum required levels and the total rate reduction is assigned to the first user.
It is easy to show thatñ * requires less power compared to n * while they both offer the same optimal throughput. Let P * andP * denote the power required by n * andñ * respectively, thenP
The last inequality follows from the fact that h 1 is the largest one among all link gains and replacing h u by h 1 upperbounds
* and the greedyn, they agree on all rate assignments except the first user. On the other hand, for user 1, the greedy algorithm makes a locally maximum choice and maximizes its rate within the constraints while all other users receive the minimum requirements, thusñ * 1 >n 1 is impossible. Sinceñ * obtains maximum total throughput by assumption,ñ * 1 <n 1 is also impossible, thus in factñ * 1 =n 1 andñ * =n. As a result the greedy rate assignmentn obtains maximum network throughput offered by n * , with smaller total power consumption (16). ✷
B. Optimality of the Greedy Algorithm in OVSF CDMA Systems
We first prove the optimality of the greedy algorithm in the 2 user case. We next generalize the proof to any number of users. Proposition 2: The greedy algorithm solves the OVSF rate assignment problem (4)- (7) for N = 2. Moreover, if there are multiple solutions R = [R 1 , R 2 ] yielding the same optimal total throughput, the greedy algorithm results in the minimum power solution.
Proof : A general form of the problem in the 2 user case is as follows
for any 0 < P ≤ P and 0 < ρ ≤ 1. 
We compare l * andl (i) l * 1 <l 1 : For user 1, the greedy algorithm makes a locally minimum choice and finds the layer numberl 1 on the code tree which is closest to the root node while power, bandwidth constraints are satisfied and second user's spreading code resides on layer L. Thus l * 1 <l 1 is impossible, otherwisê l 1 would not be the locally minimum choice.
(ii) l * 1 >l 1 : In this case the smallest possible value of l * 1
Since l * is optimal, it must offer the maximum total throughput. This requires
From (23),
Applied to (24), (25) implies l * 1 >l 1 is also impossible since 0 <l 2 ≤ L . As a result we conclude that l * 1 =l 1 . Similar to user 1, the greedy algorithm makes a locally minimum choice for user 2 while first user's spreading code resides onl 1 th layer. In order forl 2 to be local minimum, l 2 ≤ l * 2 must be true. On the other hand ifl 2 < l * 2 , then the optimal l * offers smaller throughput compared to the greedŷ l, which is a contradiction. Therefore l * 2 =l 2 must be true. Since we also proved that l * 1 =l 1 , we conclude l * =l. Note also that due to Lemma 1, the greedy algorithm in the 2 user case achieves maximum throughput with minimum transmit power since it favors the better link gain user.✷
We next generalize the proof to any number of users.
Proposition 3: The greedy algorithm solves any instance of the OVSF rate assignment problem (4)-(7). Moreover, if there are multiple solutions
R = [R 1 , R 2 ,
. . . , R N ] yielding the same optimal total throughput, the greedy algorithm results in the minimum power solution.
Proof: We first explain a few preliminaries that will be used throughout the proof.
We assume that statistically it is impossible for two users to have exactly the same link gain to the full accuracy.
The proof is based on induction. We first assume in case of N users that the greedy algorithm yields optimum total throughput with minimum possible power, and any other optimal algorithm which is not greedy (if any) consumes more power compared to the greedy assignment. Next, we prove the same statement for N + 1 users.
If there exists an optimal algorithm which is not greedy, N + 1 optimal assignments by that algorithm is denoted by
Note that users are ordered by their link gains so that user 1 has the highest link gain. Our greedy algorithm yields the vectorl
Note also thatl gets initialized to all Ls at the beginning, and (26) is executed for each user starting from the one with the best link gain.
Due to the N user greedy optimality (with minimum power) assumption, in case l * N +1 is assumed to be known, one can construct an optimal assignment vector l * * that assigns l * N +1
to the (N +1)th user and its first N assignments are the greedy solution of the following problem
Notice that in case the problem (27)-(30) has a unique solution, l * and l * * are the same. Let P * , P * * andP denote the total power generated by l * , l * * andl respectively. Also let R * , R * * andR denote the total rate generated by l * , l * * andl respectively. Since both l * and l * * are optimal, they offer the same maximum total throughput, R * * = R * . On the other hand, the first N assignments of l * * are the results of an N user greedy algorithm, therefore P * * ≤ P * follows. Since in case of N users, any optimal algorithm which is not greedy (if any) consumes more power compared to the greedy assignment by assumption, P * * < P * follows with strict inequality if l * * = l * . The rest of the proof shows that either the greedyl is optimal and thereforel and l * offer the same total througput, or there is no feasible l * . To show this we compare the relative powers consumed byl and l * . Lemma 2: If there exists an optimal algorithm for N + 1 user OVSF rate assignment problem resulting in l * and that is not greedy (l * =l), then there exists the following relationship between relative powers P * andP
with strict inequality. Proof : To prove the statement in Lemma 2, we prove a stronger statement which is, in case of l * =l and l * * =l
Note in general that l * * =l and l * =l may happen at time same time, which is the case when all three vectors agree on the worst link gain user's assignment (l N +1 = l * * N +1 = l * N +1 ) and (27)-(30) does not have a unique optimal solution so that l * * = l * . On the other hand if l * * =l, then P * * =P and R * * =R. If l * * = l * , then P * * < P * with strict inequality by assumption and R * * = R * since both l * * and l * are optimal. As a result, in case of l * * =l and l * =l, the Lemma 2 is trivial. R * −R = 0 since R * = R * * =R and P * > P * * = P.
We now investigate the case l * * =l and l * =l. We compare l * * andl. From user 1 to user N +1, for the first user for which l * * andl differ, the assignment inl must be smaller than the assignment in l * * . This is due to the fact thatl is obtained as a result of N + 1 successive greedy decisions, each of which is a local minimum (26).
We name the index of the user as d 1 (the 1st different,
Moreover among the first N users, there are M ≤ N users for which the assignment inl is smaller than the assignment in l * * . We denote the index of all these users by the set The difference in power generated by l * * andl for the sub-
is denoted by P du|du+1−1 , similary the difference in sum of rates for the same users is denoted
Note also that P 1|d1−1 = R 1|d1−1 = 0 due to (32) and Now consider the case where R du|du+1−1 is positive, then P du|du+1−1 is also positive due to (35). In this case the following fictitious vector l f has to be feasible
where each assignment in l f is less than or equal to L. To observe the feasibility of l f in case of positive R du|du+1−1 , let P f and R f denote the total power and the total rate generated by l f respectively. Remember that P * * and R * * denote the total power and the total rate generated by the final state of l * *
respectively. The feasibility of l f requires P f ≤ P and R f ≤ ρR 0 . It follows that
Since l f is feasible in case of positive R du|du+1−1 , the following vectorl f has to be feasible as well
where, comparing to l f , we increased the assignments of users d u + 1, . . . , N to the maximum value L and the rest remained the same. The feasibility ofl f follows from the fact thatP
In the case of positive R du|du+1−1 , (40) shows a contradiction where d u th user obtainsl du which is smaller than l * * du due to (33) and all other users are assigned the values in (36). We conclude that R du|du+1−1 is nonpositive.
We now compare the total power and the total rate generated by the final state of l * * andl. We use (34), (35) and nonpositivity of R du|du+1−1 . Note that the nonpositivity argument can be extended to R dM |N as well. 
In the above equality,
, which is the difference between the total of the first N rate assignments offered by l * andl, is nonpositive. To see this, remember that the first N assignments offered by l * and l * * are the same. Therefore
can also be interpreted as the difference between the total of the first N rate assignments offered by l * * andl. On the other hand, in Lemma 2, we compared l * * andl by dividing the first N assignments of the vectors l * * andl into subvectors. Then we proved that for any subvector other than the first one (for the first subvector, l * * andl agree), the difference in sum of rates offered by l * * andl for that subvector is nonpositive. Therefore, in total, the difference between the sum of the first N rate assignments offered by l * * andl is nonpositive, thus
The terms in (43) can be rearranged to obtain the following set of equations.
is the largest of all assignments by l * andl, thus the following relationship holds
for integer j u ≥ 0. Using this, we can express the difference in R * andR as a function ofl N +1
for an integer α ≥ 0. Notice that both −(l * u −l N +1 ) and −(l u −l N +1 ) are nonnegative integers due to (45) and the expression in the main paranthesis in the second line of (46) is the difference of nonnegative integer powers of 2. Also α has to be nonnegative since R * −R ≥ 0.
We now use these facts to prove Lemma 3.R orP must satisfy at least one of the following two relationships
where P is the total power constraint, ρR 0 is the total bandwidth constraint. (47) corresponds to the case in which the greedy algorithm can not lift (N + 1)th user's code from l N +1 th layer to one layer above (l N +1 − 1) on the code tree because of the power constraint. (48) corresponds to the case in which the greedy algorithm can not do it because of the bandwidth constraint. In case of (47), using Lemma 2 we write P * −P = (R * − R)E b /h N +1 + for some > 0 with strict inequality. Using this and combining (47) and (46), we obtain the following relationships
for an integer α ≥ 0 and a real > 0. In order for l * to be feasible, its total power P * must be within total power constraint, P * ≤ P . This can only happen if α = 0 in (49). Thus R * −R = 0 (46). In case of (48), combining (46) and (48) we obtain the following inequality
for an integer α ≥ 0. In order for l * to be feasible, its total rate R * must be within total bandwidth constraint, R * ≤ ρR 0 . This only happens if α = 0 in (50). Thus R * −R = 0 (46). As a result we proved that if there is an optimal algoritm yielding l * which is not greedy (l * =l), then its feasibility requires greedy optimality R * −R = 0. If there is no optimal l * =l, then there is no better algorithm than the greedy, which is the case where there is only one optimal solution to problem and that is the greedy one. Thus we proved Lemma 3. ✷ Lemma 4: The greedy algorithm not only yields maximum throughput for N + 1 user OVSF rate assignment problem, but also achieves it with minimum possible power, in case of multiple solutions. Proof : Lemma 3 requires R * −R = 0. Using this equality in Lemma 2 yields P * −P > 0. ✷ We conclude the proof of Proposition 3. Under N user optimality assumption of the greedy algorithm and by Lemma 2, Lemma 3, Lemma 4, we proved that if there exists a solution to N + 1 user OVSF rate assignment problem, then the greedy algorithm solves it. Moreover the greedy algorithm yields maximum network throughput with minimum possible power in case of multiple optimal solutions. The greedy optimality proof of Proposition 2 in the 2 user case is therefore generalized to any number of users by induction. ✷
V. CONCLUSION
Next generation mobile networks will provide multimedia services with variable data rates and different service classes in addition to classical voice service. Accordingly efficient usage of limited radio resources such as power and bandwidth, and QoS satisfaction of various service classes are essential in the future systems. In addition, the nature of data services requires a large traffic load on the downlink of the system.
In this paper, we showed how to maximize the network throughput on the downlink of a variable data rate CDMA system under constraints on total transmit power and minimum QoS (rate) requirement of each user. For both Multi-Code and variable spreading (OVSF) CDMA systems we have proved that the greedy rate scheduling yields maximum network throughput. Moreover, in case there are multiple set of rates achieving maximum network throughput, the set of rates generated by the greedy algorithm minimizes total transmit power. The simplicity and polynomial time complexity of the greedy algorithms seem to be very attractive from an implementational point of view.
