A new formula for reconstruction phases in Hamiltonian systems with symmetry expresses the phase in terms of the Poisson-reduced solution curve and certain derivatives transverse to the symplectic leaf containing the curve. Specifically, the 'dynamic' part of the phase depends on transverse derivatives in the Poisson-reduced Hamiltonian, while the 'geometric' part is determined by transverse derivatives in the leaf symplectic structures.
manifold (P, ω) on which a Lie group G acts by symplectic diffeomorphisms; see, e.g., Marsden and Ratiu (1994) for background and further references. One is interested in integral curves (solutions) of the Hamiltonian vector field X H corresponding to some prescribed G-invariant function H : P → R (the Hamiltonian). We assume the existence of a momentum map J : P → g * . Here g denotes the Lie algebra G. We recall that according to Noether's theorem, J is constant on solutions.
In the neighborhood of nondegenerate leaves, where D has constant rank, ω D is smooth if D is smooth in the usual sense of constant rank distributions. By Noether's theorem, the reduced solution y t ∈ P/G is constrained to the symplectic leaf P µ 0 defined in 1.1. The connection D picks out directions along which derivatives transverse to P µ 0 can be defined. Formally, as we detail in Sect. 3, there is for each R-valued p-form λ on P/G, a naturally defined g µ 0 -valued p-form on P µ 0 that we denote by D µ 0 λ.
The formula for reconstruction phases. Now suppose that the T -periodic reduced solution t → y t is a boundary ∂Σ (Σ ⊂ P µ 0 compact and oriented). Moreover, assume that G µ 0 is Abelian, that the leaf P µ 0 is nondegenerate (see Remark 5.1), and that D is smooth in a neighborhood of Σ in P/G. Then we claim g rec = g dyn g geom , where:
This formula holds for any connection D on the symplectic stratification of P/G. The individual phases g dyn and g geom depend on the choice of D and in applications a poor choice may lead to unwieldy computations. In practice a choice is usually suggested by some model of P/G (or by local coordinates thereon).
Other results and the proof of ( * ). Our point of departure is Proposition 2.2, which recalls how a principal connection α µ 0 on the bundle J −1 (µ 0 ) → J −1 (µ 0 )/G µ 0 induces a splitting g rec = g dyn g geom . That α µ 0 can be replaced by a connection D on the symplectic stratification of P/G is suggested by our Theorem A (Sect. 2) which establishes a natural one-to-one correspondence between such connections and reconstruction connections. The latter (defined in 2.3) are certain distributions on P that determine principal connections α µ on the bundles J −1 (µ) → J −1 (µ)/G µ for simultaneously all µ ∈ J(P ).
With D and the corresponding α µ fixed, there is a corresponding decomposition of X H = X h•π into 'horizontal ' and 'vertical' parts. Theorem B (Sect. 4) expresses the vertical part in terms of of D µ h. The formula for g dyn in ( * ) follows from this result and Proposition 2.2.
Theorem C (Sect. 5) shows that the curvature of α µ is the transverse derivative D µ ω D of the canonical two-form ω D determined by D. The formula for g geom in ( * ) follows from this result and Proposition 2.2. Theorem C may be viewed as an 'absolute' version of Duistermaat and Heckman's (1982) theorem on the variation of the cohomology class of reduced symplectic forms, and indeed their result can be elicited as a corollary (Blaom, 2000b) .
Singularities. Assuming a knowledge of singular reduction theory (see, e.g., Ortega and Ratiu (1999) or Sjamaar and Lerman (1991) for background), we may describe a generalization of ( * ) to the case in which x 0 ∈ P has nontrivial isotropy G x 0 ≡ K.
Without freeness, P/G fails to be a smooth manifold but one can continue to speak of a reduced solution y t ≡ π(x t ) ∈ P/G, and ask that it be T -periodic. The phase g rec ∈ G µ 0 is defined as before but is non-unique. However, by momentum map equivariance, G µ 0 lies in K, and all possible choices of g rec have a common imagẽ g rec ∈G ≡ N(K)/K under the composite of natural maps
The phaseg rec is computed using ( * ) with the data (P, ω, G, J, H) replaced with the data (P ,ω,G,J,H) in the following 'regularized' version of the original problem: TakeP ≡ {x ∈ P | G x = K},ω ≡ ω|P andH ≡ H|P . ThenP ⊂ P is an X Hinvariant symplectic submanifold on whichG acts freely and properly and this action admits a momentum mapJ :P →g * (see opi cit. for the definition). As before, we must assume thatG is connected and thatJ is Ad * -equivariant. The latter is guaranteed if N(K) is compact orG is semisimple.
In this paper we do not address the case of singular leaves (P µ 0 degenerate 1 ).
Applications. In Sect. 6 we apply ( * ) to resonant three-wave interactions (a system with an S 1 × S 1 -symmetry). We then treat two 'limiting cases' of simple mechanical G-systems (the general case will be described in a separate publication): Sect. 7 considers P = T * G, where G is possibly non-Abelian, and includes a generalization of Montgomery's (1991) formula for rigid body phases; Sect. 8 treats the class of simple mechanical G-systems having an Abelian symmetry group G.
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Connections and phase splitting
Marsden-Weinstein reduced spaces as symplectic leaves. The following is a variation on the symplectic reduction theorem of Marsden and Weinstein (1974) and Meyer (1973) , formulated such that the reduced spaces are realized as symplectic leaves, or at least 'pseudoleaves,' of P/G. (For a proof see, e.g., Blaom (2000a, Appendix E) .) Viewing the Marsden-Weinstein reduced spaces as submanifolds of a single object (namely P/G) allows one to compare different reduced spaces more easily. In particular this will allow us to define 'transverse derivatives' in Sect. 3.
2.1 Theorem. Assume 1.1 holds but allow J to have disconnected fibers. Then: 
For simplicity, we assume henceforth that J has connected fibers, so that P µ is a bona fide symplectic leaf. We shall always work with P µ rather than
Splitting the phase. The following result 2 is due to Marsden et al. (1990) . See also Marsden (1992) .
Proposition.
Fix µ 0 ∈ J(P ) and let α µ 0 be a connection one-form on the principal
Then the reconstruction phase g rec ∈ G µ 0 associated with a T -periodic reduced solution y t ∈ P µ 0 can be written g rec = g dyn g geom , where g geom is the α µ 0 -holonomy of y t and g dyn is the solution g T to the initial value problemġ
where 
where curv α µ 0 denotes the curvature of α µ 0 , viewed as a g µ 0 -valued two-form on P µ 0 .
We emphasize that the above formula for g dyn depends on the unreduced Hamiltonian vector field. Moreover, to apply the formula one must first construct a horizontal lift d t of y t . In many examples one is forced to work in a local trivialization of
Reconstruction connections.
Definition. Call a (possibly nonsmooth) distribution
Proof. Indeed, by 2.3(b), A lies in ker TJ and for any µ the restriction A ∩ T(J −1 (µ)) is a distribution of horizontal spaces for the bundle π µ : J −1 (µ) → P µ . This restriction is G µ -invariant, by 2.3(a), and so is the kernel of a unique connection one-form α µ on π µ :
The one-form α µ in 2.4 is smooth if A is µ-smooth. See 2.8 below.
Connections on the symplectic stratification of P/G. Now let A be a G- 
Proof. The proof is a routine exercise in applying the definition of a Poisson map, as characterized by the Poisson tensor. See, e.g., Blaom (2000a, Lemma E.11 ).
Corollary. Let x ∈ P be arbitrary and define µ ≡ J(x). Then
where E is the characteristic distribution on P/G.
Proof. Applying Lemma 2.6 to the Poisson submersion π : P → P/G and taking ω-orthogonal complements:
Since ker Tπ and ker TJ are ω-orthogonal (this follows from the definition of a momentum map), we deduce that
The claim of the corollary now follows from the identity
which in turn follows from momentum map equivariance.
Smoothness conditions. A connection on the symplectic stratification of P/G has, at each y ∈ P/G, a dimension equal to the codimension of the leaf through y. In particular, at points on degenerate leaves this dimension fails to be lower semicontinuous, and so cannot be smooth there, even in the generalized sense of Sussmann (1973) . For our purposes however, a weaker notion will suffice: 2.8 Definition. Let D be a connection on the symplectic stratification of P/G and let A be a reconstruction connection. Then we say that D is µ-smooth if the set
Remarks. (a)
It is not too difficult to see that a connection D on the symplectic stratification of P/G is µ-smooth if and only if the corresponding reconstruction connection A is µ-smooth, in which case the corresponding connection one-forms α µ are also smooth.
is smooth in a neighborhood of P µ 0 (resp. J −1 (µ 0 )) in the usual sense of constant rank distributions.
Differentiating across symplectic leaves
Fix a connection D on the symplectic stratification of P/G (see 1.2). We claim that for each y on the leaf P µ (µ ∈ J(P )), there exists a natural identification of the infinitesimal transverse D(y) with g * µ . To motivate the relevant construction, we first consider a special case: 3.1. Suppose G is Abelian. Then the Ad * -equivariance of the momentum map J : P → g * amounts to G-invariance, implying the existence of a map j :
By the definition of P µ (see Theorem 2.1), we have j −1 (µ) = P µ , i.e., the fibers of j are precisely the symplectic leaves of P/G. Since G acts freely, J, and hence j, is a submersion. In this case, the connection D on the symplectic stratification of P/G is simply a connection on the map j : P/G → g * (i.e., T(P/G) = D ⊕ ker Tj). So for each y ∈ P µ , the tangent map Tj :
We denote the inverse of this isomorphism by
Here is the way the above construction generalizes to the non-Abelian case (where j cannot be defined):
Proposition and Definition. Fix µ ∈ J(P
). Let p µ : g * → g * µ denote the natural projection, and define T J −1 (µ) P ≡ ∪ x∈J −1 (µ) T x P . Fix y ∈ P µ and let v ∈ D(y) be arbitrary. Then for all w ∈ T J −1 (µ) P such that Tπ · w = v, the value of p µ dJ, w ∈ g * µ is the same. Moreover, the induced map v → p µ dJ, w : D(y) → g * µ
is an isomorphism. We denote the inverse of this isomorphism (which depends on D, µ and y) by L(D, µ, y)
Before turning to the proof of this generalization, we define the transverse derivative operator eluded to in Sect. 1: 3.3 Definition. Let λ be a differential p-form on P/G, defined in a neighborhood of P µ . Then we declare the transverse derivative D µ λ of λ to be the g µ -valued p-form
Define U ≡ J(P ). Our proof of 3.2 is guided by the observation that
, is a pair of surjective Poisson submersions with the property that ker TJ and ker Tπ are ω-orthogonal. Here we are viewing U ⊂ g * as a Poisson manifold by equpping it with the 'plus' Lie-Poisson structure (the symplectic leaves of U being the co-adjoint orbits contained therein).
Let C be the characteristic distribution on U (i.e., C(µ) = T µ (G · µ)) and E that on P/G. Then a corollary of Lemma 2.6 and the forementioned ω-orthogonality is that
where a star denotes pullback. This is the 'infinitesimal' part of Weinstein's (1983) symplectic leaf correspondence theorem for dual pairs (see Blaom (2000a, Appendix E) ), which we will now apply in the proof of 3.2:
Then the base points of w and w in P lie on a common G µ -orbit. So w − g · w ∈ ker Tπ for some g ∈ G µ . In particular, momentum map equivariance implies that TJ · w − TJ · w ∈ TJ(ker Tπ). But TJ(ker Tπ) = TJ(ker Tπ + ker TJ) = C (by 3.4), so that 
this is a corollary 2.1(e)), the map is an isomorphism.
Decomposing Hamiltonian vector fields with symmetry
Lifting vector fields tangent to the symplectic leaves. Let E denote the characterisic distribution on P/G. Then:
Lemma. For any reconstruction connection A (see 2.3) one has the direct sum decomposition
In particular, if X is a vector field on P/G lying in E, then there is a unique vector field lift A X on P , lying in A, that is π-related to X. We call lift A X the A-horizontal lift of X.
Remarks.
Since lift A X lies in A, it also lies in ker TJ (by 2.3(b)). In fact, its restriction to J −1 (µ) is nothing but the α µ -horizontal lift of X|P µ in the bundle π µ : J −1 (µ) → P µ , where α µ is the principal connection determined by A (see 2.4). The one-form α µ , and hence the restriction of lift A X to J −1 (µ), is smooth if A is µ-smooth. See 2.8 and 2.9(a).
Proof of 4.1. The stated decompositon follows from the following three identities:
The first is simply 2.3(b), rewritten using 2.7. The second identity is a repetition of 3.4, while the last identity is its ω-orthogonal.
The decomposition theorem.
4.3. Assume 1.1 holds and fix a connection D on the symplectic stratification of P/G (see 1.2). Let A denote the corresponding reconstruction connection (see 2.3 and Theorem A), and let (α µ ) µ∈J(P ) denote the corresponding principal connections (see 2.4). Given ξ ∈ g, denote the corresponding infinitesimal generator on P by ξ P . 
and D µ denotes transverse derivative (see 3.3). In particular, in view of 4.2, one has
If D is µ-smooth for some µ ∈ J(P ) (see 2.8 and 2.9), then the vector fields on the right-hand side of ( ** ) have smooth restrictions to J −1 (µ).
Our proof of Theorem B will make use of the following variation on the Collective Hamiltonian Theorem:
Proposition (A variation on the Collective Hamiltonian Theorem). Consider the general setting described above 1.1, let (ker TJ)
• denote the annihilator of ker TJ, and letJ : (ker TJ)
• → g denote the natural map defined through
for any β ∈ (ker T x J)
• .
Remark. Said differently,J : (ker TJ)
• → g is the map that sends
, for any locally defined function f on g * .
Sketch of proof.
The ω-orthogonality of ker T x J and ker
The definition of a momentum map implies that ξ P (x) = B(d x J, ξ ), where J, ξ (x) ≡ J(x), ξ . Using this information the reader will easily prove 4.4. For the standard formulation and proof of the Collective Hamiltonian Theorem see, e.g., Marsden and Ratiu (1994, Theorem 12.5.2) Proof of Theorem B. Since X F and X f are π-related, it suffices to demonstrate, for each x ∈ P , that
Since D is a connection on the symplectic stratification of P/G, we have T *
for some β ∈ E(y)
• and γ ∈ D(y)
• . This gives us
where w ≡ B(γ • T x π) and B : T * P → TP denotes the Poisson tensor on P . Since γ ∈ D(y)
• and A ≡ (π * D) ω , we compute
• . In particular, it follows from 3.4 that
where C is the characteristic distribution on
• , so that Proposition 4.4 applies with β in 4.4 replaced by β • T x π:
Therefore, according to 4.6, it remains only to demonstrate thatJ(β • T x π) = ξ, i.e., thatJ
, and the image of T µ (G·µ) under the natural iso-
The definition ofJ then implies thatJ maps ((J * C)(x))
In particular, 4.8 implies thatJ(β • T x π) ∈ g µ . To establish 4.9 it therefore suffices to demonstrate that for arbitrary ν ∈ g * µ one has
To this end, let w ∈ T x P ⊂ T J −1 (µ) P be such that Tπ · w = v with v as above. Then, according to 3.2,
Substituting 4.11 into 4.10 gives
where the second equality follows from the definition ofJ : (ker TJ)
• → g, and the fourth from 4.5 and the fact that v ∈ D(y). We have thus established 4.10, which finishes the proof of Theorem B.
Curvature
Consider the scenario described in 4.3 and let curv α µ denote the curvature of α µ , viewed as a g µ -valued two-form on P µ . Denote the Poisson brackets on P and P/G by { · , · } P and { · , · } P/G . 
Theorem C (On curvature in Marsden-Weinstein reduction bundles). If D is µ-smooth (see 2.8) and G
µ is Abelian, then (a) (curv α µ )(X f 1 , X f 2 ) = X f 1 d(D µ f 2 ) − X f 2 d(D µ f 1 ) + D µ {f 1 , f 2 } P/G ,(b) curv α µ = −D µ ω D ,
where ω D is the canonical two-form on P/G determined by D (see 1.2). In the above formulas D µ denotes the transverse derivative determined by D (see 3.3).

Remark.
If µ lies in the set g * reg of regular points of the co-adjoint action then, by a theorem of Duflo and Vergne (1969) , g µ is Abelian. Therefore, for G µ to be Abelian it is enough that G µ be connected. Also, 2.1(e) implies that P µ is nondegenerate if and only if µ ∈ g * reg . The set g * reg ⊂ g * is open and dense (see op. cit.); since J is a submersion (G acts freely), the set of regular points in J(P ) is also open and dense. Of course, g * reg = g * if G is Abelian.
Proof of Theorem C. The µ-smoothness of D implies α µ is smooth (see 2.9(a)). Since π µ : J −1 (µ) → P µ is a principal G µ -bundle, with G µ Abelian, we have the following identity (see, e.g., Kobayashi and Nomizu (1963, Chapter II) ):
where X j (j = 1, 2) is an arbitrary vector field on P µ and Y j any vector field on J −1 (µ) that is π µ -related to X j . Because X f j •π (as a vector field on J −1 (µ)) is π µ -related to X f j (as a vector field on P µ ), we deduce from the above identity
Now, applying Theorem B (Sect. 4), with f ≡ f 2 , gives
Since the map F → X F (F a function on P ) is an antihomomorphism of Lie algebras (see, e.g., Marsden and Ratiu (1994, Proposition 10.2 .2)), we have
Applying Theorem B, with f ≡ {f 1 , f 2 } P/G , gives
Substituting 5.3-5.5 into 5.2 establishes Part (a) of the theorem.
As it will suffice to work locally, we now assume, replacing P µ by an open submanifold if necessary, that P µ is a (regular) submanifold of P/G. Assuming that P µ is nondegenerate and that D is smooth in a neighborhood of P µ , ω D is smooth in a neighborhood of P µ . The connection D defines a normal bundle for P µ in P/G. Fix ν ∈ g * µ . By constructing a tubular neighborhood based on the normal bundle, one may obtain a vector field V on P/G, defined in some neighborhood of P µ , satisfying
Then for any differential form λ on P/G, ν, D µ λ is the restriction of V dλ to P µ . In particular, we may write the conclusion of Part (a) of the theorem as
Now if L denotes Lie derivative, then
Substituting 5.7-5.9 into the formula for F in 5.6 gives
But, by the derivation property of Lie derivatives with respect to contractions (see, e.g., Abraham, Marsden and Ratiu (1988, §5. 3)), we have
so that 5.10 becomes
The restriction of V ω D to P µ vanishes (since V (y) ∈ D(y) for all y ∈ P µ ), so that the formula above gives us
Since ν ∈ g * µ above is arbitrary, we conclude from 5.6 that
Since an arbitrary vector tangent to P µ at a point y is of the form X f (y), this proves Part (b).
Reconstruction phases for resonant three-wave interactions
A study of resonant three-wave interactions, from the viewpoint of the geometry of the underlying symmetries, is given by Alber, Luther, Marsden and Robbins (1998) (to whom the reader is directed for background). These authors describe reconstruction phases for the three-wave interaction problem using certain classically-known invariants as local coordinates for the Poisson-reduced space P/G, and by taking α µ 0 (see 2.2) to be the so-called kinematic connection. This connection is independent of the Hamiltonian, and has nontrivial curvature (leading to nontrivial geometric phases).
Here we derive phases for three-wave interactions using the general formula ( * ) of Sect. 1. We introduce a different model of P/G and choose as connection on the symplectic stratification of P/G one suggested by the model. Like the kinematic connection above, this connection is independent of the Hamiltonian, but leads to trivial geometric phases. Moreover, our formula for g rec (6.4 below) is expressed in terms of time integrals whose integrands are explicit functions of the reduced solution curve. For simplicity we fix particular parameter values in the problem. These correspond to a so-called 'decay' interaction.
Problem prescription. The phase space for the resonant three-wave interaction is P ≡ R 6 = C 3 , equipped with a weighted form of the usual symplectic structure:
Here s 1 , s 2 , s 3 ∈ {−1, +1} and γ 1 , γ 2 , γ 3 ∈ R are parameters subject to the constraint γ 1 + γ 2 + γ 3 = 0. We write q j + ip j = z j , where z 1 , z 2 , z 3 denote the standard complex coordinates on C 3 . The corresponding Poisson bracket is
We restrict attention throughout to the particular parameter values (s 1 , s 2 , s 3 ) = (1, 1, 1) and (γ 1 , γ 2 , γ 3 ) = (1, 1, −2) .
The Hamiltonian (which does not depend on parameters) is
This action is Hamiltonian, with momentum map J :
We will simplify our analysis by removing certain points from the phase space, replacing P above by P ≡ C × × C × C × , where C × ≡ C\{0}. Note that in particular, G acts freely on this new P .
The image U ≡ J(P ) of the momentum map is given by
Reconstruction phases. As we shall demonstrate, each symplectic leaf P µ (µ ≡ (µ 1 , µ 2 ) ∈ U) can be identified with the open complex domaiñ P µ ≡ {z ∈ C | |z| < 2µ 1 and |z| 2 > 2µ 2 } , 6.2 equipped with the standard symplectic structure dq ∧ dp (z = q + ip). This domain is an open disc for µ 2 < 0, and an annulus for µ 2 0. The reduced Hamiltonian, as a function onP µ , is
6.3 Fig. 1 shows typical solution curves for (µ 1 , µ 2 ) = (2, −1). This corresponds to a case considered in Alber et al. (1998, Fig. 1 ), where the symplectic leaf is a topological sphere instead of a disc, because more points have been included in the phase space P . 2 ) ∈ U and consider a periodic solution t → z t = q t + ip t ∈P µ 0 for the Hamiltonian H µ 0 , denoting the period by T . Then, as we will show, the associated reconstruction phase
where
6.4
The remainder of this section is devoted to the derivation of these formulas.
Poisson reduction. As a G-bundle (G = S 1 × S 1 ) the phase space P is globally trivial. Indeed, write ∆ ≡ C×(0, ∞) 2 and define maps φ : G×∆ → P and π : P → ∆ by φ (u, v, z, a, b) ≡ (au, uvz, bv) φ(h, y), and π(φ(g, y) ) = y (g, h ∈ G, y ∈ ∆). In particular, P/G ∼ = ∆ and π : P → ∆ realizes the natural projection P → P/G. (Incidentally, these arguments remain valid for general parameter values.) Note that we typically denote an element of ∆ by y = (z, a, b) = (q + ip, a, b), and will commit the usual sin of using the same symbols to denote the corresponding coordinate functions. We have
The Poisson bracket { · , · } P/G on ∆ is easily computed, as we have
whose right-hand side can be evaluated using 6. 
The symplectic leaves. The assumptions in 1.1 are satisfied (the fiber connectedness of J follows from that of j). According to 3.1, the symplectic leaves in ∆ are the fibers of j.
This suggests that each leaf P µ = j −1 (µ 1 , µ 2 ) ⊂ ∆ is representable as a graph over the z variable. Indeed, withP µ given by 6.2, and with φ µ :P µ → (0, ∞) 2 defined by
one has
In particular, the map Φ µ sending z ∈P µ to (z, φ µ (z)) is a diffeomorphism ofP µ onto P µ . Appealing to 6.5, one readily determines that the Poisson structure onP µ ⊂ C making Φ µ :
So the symplectic structure on P µ , viewed as a two-form onP µ , is indeed dq ∧ dp.
A connection on the symplectic stratification of P/G. Because the symplectic leaves in P/G ∼ = ∆ are simply graphs over the z variable, the distribution
is a connection on the symplectic stratification of ∆. We define vector fields U and V on ∆ by
Then U, V span the two-dimensional characteristic distribution on P/G ∼ = ∆ and the vector fields U, V, ∂/∂a, ∂/∂b span the full tangent bundle. The canonical two-form
Here we have made use of the fact that the symplectic structure on P µ , viewed as a two-form onP µ , is dq ∧ dp (see above).
The geometric phase. The natural isomorphism L(D, µ, y)
:
We are now ready to apply Formula ( * ) of Sect. 1 to establish 6.4. Since G is Abelian and all the periodic reduced solutions are boundaries (the case µ 2 < 0 is trivial, the case µ 2 0 requires a little analysis), this formula indeed applies. A routine calculation using 6.7, 6.8 and 3.3 then shows that D µ 0 ω D = 0 (i.e., D determines a flat principal connection α µ 0 ; see Theorem C, Sect. 5). So g geom is trivial and g rec = g dyn .
The dynamic phase. Evidently
The restriction of the Poisson-reduced Hamiltonian h to the leaf P µ (µ ∈ U), viewed as a function on the model spaceP µ , is H µ ≡ h•Φ µ . This is the Hamiltonian stated in 6.3, as is immediately verified. If t → z t = q t + ip t ∈P µ 0 is a T -periodic integral curve for the Hamiltonian H µ 0 , then the corresponding solution curve on P µ 0 is t → Φ µ 0 (z t ).
Reconstruction phases. Suppose t → x t = (g t , y t ) is a solution for Hamiltonian 7.1. The corresponding reduced solution is then t → y t . Noether's theorem implies that g t · y t = µ 0 , where µ 0 ≡ J(x 0 ) = g 0 · y 0 . We assume that µ 0 ∈ g * reg and that G µ 0 is connected. Then G µ 0 is Abelian and P µ 0 ⊂ g * is a nondegenerate symplectic leaf (see 5.1).
The reduced curve t → y t lies in P µ 0 = G · µ 0 . Assume the curve is periodic with period T . Moreover, assume that as a cycle this curve is a boundary ∂Σ (Σ ⊂ G · µ 0 compact and oriented). This is true if G has simply connected co-adjoint orbits, which happens, for example, when G is compact and connected (Guillemin and Sternberg, 1984, Theorem 32.15) . Let t → g t ∈ G denote any curve such that g t · y t = µ 0 . (As we have indicated above, one such choice is g t ≡ g t ). We claim that the reconstruction phase associated with t → y t is given by
is the conjugated inertia tensor Ad * g −1 •I•Ad g −1 and where curv α µ 0 is given by the implicit formula
Here, and in 7.2, σ µ : g → g µ (µ ∈ g * ) denotes the orthogonal projection. An easily derived corollary of 7.2 is
where ω − µ 0 denotes the minus co-adjoint orbit symplectic structure on G · µ 0 . This formula generalizes that of Montgomery (1991) for rigid body phases.
A connection on the symplectic stratification of P/G. The Ad-invariant inner product on g induces an Ad * -invariant inner product on g * . A connection D on the symplectic stratification of P/G ∼ = g * is obtained by orthogonalizing the spaces tangent to co-adjoint orbits. The image of D(y) ⊂ T y g * (y ∈ g * ) under the natural isomorphism T y g * ∼ = g * is then (g ⊥ y )
• (the annihilator of the orthogonal of g y in g). We note that D has the convenient property of being invariant with respect to the co-adjoint action. The natural projection p µ : g * → g * µ (µ ∈ g * ) restricts to an isomorphism (g ⊥ µ )
• ∼ − → g * µ whose inverse we shall denote by i µ . Let y ∈ P µ 0 be given. Then y = g · µ 0 for some g ∈ G. The symplectic leaves. We have J = j • π if j : T * (Q/G) × g * → g * is defined by j(y, µ) ≡ µ. According to 3.1, the fibers j are precisely the symplectic leaves of P/G ∼ = T * (Q/G) × g * . In the notation of 2.1:
The symplectic structure of Marsden-Weinstein reduced spaces for cotangent bundles is given in Marsden et al. (1990, Theorem 2.3) . This result can be attributed to Satzer (1977) and Abraham and Marsden (1978) . Rephrasing their result in terms of the symplectic leaves P µ (µ ∈ g * ):
8.6 Theorem (Satzer- Abraham-Marsden) . Let ω µ denote the symplectic structure on the leaf P µ = T * (Q/G) × {µ} (µ ∈ g * ), viewed as a two-form on T * (Q/G). Then
where Ω denotes the curvature of the mechanical connection α (viewed as a g-valued two-form on Q/G), Ω µ ≡ µ, Ω , and ω Q/G is the canonical symplectic structure on T * (Q/G).
The curvature interpretation of the term (τ * Q/G ) * Ω µ is due to Kummer (1981) .
The formula for reconstruction phases. Fix µ 0 ∈ g * and identify P µ 0 with T * (Q/G) (see 8.5 above). Let t → y t ∈ P µ 0 ∼ = T * (Q/G) denote a periodic reduced solution curve for Hamiltonian H having period T . The reduced solution has base curve t → r t ≡ τ * Q/G (y t ), where τ * Q/G : T * (Q/G) → Q/G denotes the canonical projection. Assume that as a cycle, the curve t → y t is a boundary ∂Σ (Σ ⊂ T * (Q/G) compact and oriented). Then, as the reader is left to check, Formula ( * ) of Sect. 1 delivers, with the help of 8.4 and 8.6, the phase formula
In this computation one takes as connection D on the symplectic stratification of P/G ∼ = T * (Q/G) × g * that given by
Remark. Suppose that Σ is the image under a local section of the bundle τ * Q/G : T * (Q/G) → Q/G of some (compact and oriented) surface S ⊂ Q/G. Then the base curve t → r t will be the boundary of S and
The formula 8.7 is implicit in Marsden et al. (1990) and explicit, for one-dimensional G µ 0 , in Koon and Marsden (1997) .
