We discuss a model for studying the statistical properties of the impedance (Z) and scattering (S) matrices of open electromagnetic cavities with several transmission lines or waveguides connected to the cavity. In this paper, we mainly discuss the single port case. The generalization to multiple ports is treated in a companion paper. The model is based on assumed properties of chaotic eigenfunctions for the closed system. Analysis of the model successfully reproduces features of the random matrix model believed to be universal, while at the same time incorporating features which are specific to individual systems. Statistical properties of the cavity impedance Z are obtained in terms of the radiation impedance (i.e., the impedance seen at a port with the cavity walls moved to infinity). Effects of wall absorption are discussed. Theoretical predictions are tested by direct comparison with numerical solutions for a specific system. (Here the word universal is used to denote high frequency statistical properties that are shared by the members of the general class of systems whose corresponding ray trajectories are chaotic. These universal properties are, by definition, independent of system-specific details.)
I. INTRODUCTION
The problem of the coupling of electromagnetic radiation in and out of structures is a general one which finds applications in a variety of scientific and engineering contexts. Examples include the susceptibility of circuits to electromagnetic interference, the confinement of radiation to enclosures, as well as the coupling of radiation to structures used to accelerate charged particles.
Because of the wave nature of radiation, the coupling properties of a structure depend in detail and especially in recent years, the statistical approach to wave equations has been a very active area in theoretical physics, where the field has been called 'quantum chaos'. We emphasize, however, that the quantum aspect to this work is not inherent, and that a better terminology, emphasizing the generality of the issues addressed, might be 'wave chaos'. For a review see Chapter 11 of Ref. [10] or the books [11, 12 ].
Wigner's approach was to introduce what is now called Random Matrix Theory (RMT) [17] .
In RMT the linear wave equation is replaced or modelled by a linear matrix equation where the elements of the matrix are random variables. This follows from Wigner's hypothesis that the eigenvalues for a complicated (in our case chaotic) system have the same statistics as those of matrices drawn from a suitable ensemble. Based on symmetry arguments, Wigner proposed that the matrix statistics are those that would result if the matrix were drawn from different types of ensembles, where the relevant ensemble type depends only on gross symmetries of the modelled system. The two ensembles that are relevant to electromagnetic problems are the Gaussian Orthogonal Ensemble (GOE) and the Gaussian Unitary Ensemble (GUE). In both cases, all the matrix elements are zero mean Gaussian random variables. In the GOE all the diagonal elements distributions have the same width, while all the off diagonal element distributions have widths that are half that of the diagonal elements. The matrices are constrained to be symmetric, but otherwise the elements are statistically independent. The GOE case is intended to model wave systems that have time reversal symmetry (TRS). That is, the time domain equations are invariant under the transformation t → −t. This is the case for electromagnetic waves if the permitivities and permeabilities tensors are real and symmetric. In the GUE the matrices are constrained to be Hermitian. In this case the off-diagonal elements are complex and the distributions of their real and imaginary parts are independent and Gaussian and the width of these Gaussians is again the one half the width of the real diagonal elements. The GUE case is intended to model systems for which time reversal symmetry is broken (TRSB). This case will apply in electromagnetics if a nonreciprocal element such as a magnetized ferrite or a cold magnetized plasma, is added to the system. In this paper we mainly consider an irregularly shaped cavity with a single transmission line and/or waveguide connected to it, and we attempt to obtain the statistical properties of the impedance Z and the scattering matrix S (which are both scalars in the cases we consider) characterizing the response of the cavity to excitations from the connected transmission line, where the wavelength is small compared to the size of the cavity. We will treat specifically the case of cavities that are thin in the vertical (z-direction) direction. In this case the resonant fields of the closed cavity are transverse electromagnetic (TEM, E = E z (x, y)ẑ), and the problem admits a purely scalar formulation. While the two dimensional problem has practical interest in appropriate situations (e.g., the high frequency behavior of the power plane of a printed circuit), we emphasize that our results for the statistical properties of Z and S matrices are predicted to apply equally well to three dimensional electromagnetics and polarized waves. We note that previous work on statistical electromagnetics [1] [2] [3] [4] [5] [6] [7] is for fully three dimensional situations. Our main motivation for restricting our considerations here to two dimensions is that it makes possible direct numerical tests of our predictions (such numerical predictions might be problematic in three dimensions due to limitations on computer capabilities). Another benefit is that analytical work and notation are simplified.
For an electrical circuit or electromagnetic cavity with ports, the impedance matrix provides a characterization of the structure in terms of the linear relation between the voltages and currents at all ports,V = ZÎ,
whereV andÎ are column vectors of the complex phasor amplitudes of the sinusoidal port voltages and currents. The scattering matrix S is related to the impedance matrix Z by
where Z 0 is the characteristic impedance of the transmission line. As discussed in the next section, the impedance matrix Z can be expressed in terms of the eigenfunctions and eigenvalues of the closed cavity. We will argue that the elements of the Z matrix can be represented as combinations of random variables with statistics based on the random plane wave hypothesis for the representation of chaotic wave functions and results from random matrix theory [9, 10] for the distribution of the eigenvalues. Recently work, closely related to ours and also addressing the statistical properties of one port microwave cavities has been published by Warne et al. [13] (This paper is discussed in Section V).
This approach to determination of the statistical properties of the Z and S matrices allows one to include the generic properties of these matrices, as would be predicted by representing the system as a random matrix drawn from an approapriate ensemble. It also, however, allows one to treat aspects of the S and Z matrices which are specific to the problems under consideration (i.e., socalled non-universal properties) and which are not treated by random matrix theory. For example, the diagonal components of the Z matrix have a mean frequency dependent part which strongly affects the properties of the S matrix and depends on the specific geometry of the ports These nonuniversal properties have also been can be treated within the context of the so-called Poisson Kernel based on a "maximum information entropy" principle [14] , and Brouwer later provided a microscopic justification and showed that the Poisson Kernel can be derived from Wigner's RMT description of the Hamilton [15] . Here the statistics of the S matrix depend only on its average in a narrow frequency range and the average is determined by measurement. Our approach allows one to predict the average based on another informative quantity, radiation impedance, which itself characterizes the coupling of the port to the enclosure.
Our paper is organized as follows. In Sec. II, we presents the statistical model. Section III illustrates our model by application to the statistics of the impedance seen at a single transmission line input to a cavity that is irregularly-shaped, highly over-moded, lossless, and non-gyrotropic (i.e., no magnetized ferrite). Section IV relates the impedance matrix characteristics to those of the scattering matrix. Section V generalizes our model to incorporate the effects of distributed loss (such as wall absorption). Throughout, our analytical results will be compared with direct numerical solutions of the wave problem. Section VI concludes with a discussion and summary of results.
II. THE RANDOM COUPLING MODEL
We consider a closed cavity with ports connected to it. For specificity, in our numerical work, we consider the particular, but representive, example of the vertically thin cavity shown in Fig. 1(a) coupled to the outside via a coaxial transmission cable. Fig. 1(b) shows an example of how this cavity might be connected to a transmission line via a hole in the bottom plate. The cavity shape in Fig. 1 is of interest here because the concave curvature of the walls insures that typical ray trajectories in the cavity are chaotic. (Fig. 1(a) is a quarter of the billiard shown in Fig. 2(c) .)
In such a case we assume that the previously mentioned hypotheses regarding eigenfunctions and eigenvalue distributions provide a useful basis for deducing the statistical properties of the Z and S matrices, and, in what follows, we investigate and test the consequences of this assumption.
The vertical height h of the cavity is small, so that, for frequencies of interest, only the transverse electric-magnetic (TEM) wave propagates inside the cavity. Thus, the solution for the electric field is of the form:
This electric field gives rise to a charge density on the top plate ρ s = −ǫ 0 E z , and also generates a voltage V T (x, y) = −hE z (x, y) between the plates. The magnetic field is perpendicular toẑ,
and is associated with a surface current density J s = H ×ẑ flowing on the top plate.
The cavity excitation problem for a geometry like that in Fig. 1(b) is system specific. We will be interested in separating out statistical properties that are independent of the coupling geometry and have a universal (i.e., system-independent) character. For this purpose, we claim that it suffices to consider a simple solvable excitation problem, and then generalize to more complicated cases, such as the coupling geometry in Fig. 1(b) . Thus we consider the closed cavity (i.e., with no losses or added metal), with localized current sources resulting in a current density J s (x, y, t) = i I i (t)u i (x, y)ẑ between the plates. The profile functions u i (x, y) are assumed to be localized; i.e., u i (x, y) is essentially zero for (x − x i ) 2 + (y − y i ) 2 > l 2 i , where l i is much smaller than the lateral cavity dimension. u i (x, y) characterizes the distribution of vertical current at the location of the i-th model input (analogous to the i-th transmission line connected to the cavity, although, for this model there are no holes in the upper or lower plates). The profile is normalized such that
For the sake of simplicity, we only consider the single port case in this paper (i.e., there is only one localized source and we may thus drop the subscript i on u i (x, y)). The injection of current serves as a source in the continuity equation for surface charge, ∂ρ s /∂t + ∇ · J s = Iu(x, y), where ∇ = (∂/∂x, ∂/∂y). Expressed in terms of fields, the continuity equation becomes:
Differentiating Eq. (6) with respect to t and using Faraday's law, we obtain,
Expressing the electric field in terms of the voltage V T = −E z h, we arrive at the driven wave equation,
where c is speed of light, c 2 = 1/(µ 0 ǫ 0 ).
Assuming sinusoidal time dependence e jωt for all field quantities, we obtain the following equation relatingV T andÎ, the phasor amplitudes of the voltage between the plates and the port current,
where η 0 = µ 0 /ǫ 0 is the characteristic impedance of free space and k = ω/c. Thus Eq. (9) represents a wave equation for the voltage between the plates excited by the input current.
To complete our description and arrive at an expression of the form of Eq.
(1), we need to determine the port voltage V . We take its definition to be a weighted average of the spatially dependent voltage V T (x, y, t),
It then follows from Eq. (6) that the product IV gives the rate of change of field energy in the cavity, and thus Eq. (10) provides a reasonable definition of port voltage. Solution of Eq. (9) and application of (10) to the complex phasor amplitudeV T provide a linear relation betweenV and I, which defines the impedance Z.
To solve Eq. (9), we expandV T in the basis of the eigenfunctions of the closed cavity, i.e., V T = n c n φ n , where (∇ 2 + k 2 n )φ n = 0, φ i φ j dxdy = δ ij and φ n (x, y) = 0 at the cavity boundary. Thus, multiplying Eq. (11) by φ n and integrating over (x, y) yields
where k n = ω n /c, ω n is the eigenfrequency associated with φ n , and uφ n = φ n udxdy. Solving for the coefficients c n and computing the voltageV yieldŝ
This equation describes the linear relation between the port voltage and the current flowing into the port. Since we have assumed no energy dissipation so far (e.g., due to wall absorption or radiation), the impedance of the cavity is purely imaginary, as is indicated by Eq. (12).
The expression for Z in Eq. (12) is equivalent to a formulation introduced by Wigner and
Eisenbud [19] in nuclear-reaction theory in 1947, which was generalized and reviewed by Lane and Thomas [20] , and Mahaux and Weidenmuller [21] . Recently, Fyodorov and Sommers [24] derived a supersymmetry approach to scattering based on this formulation (which they called the "K-matrix" formalism), and it has also been adapted to quantum dots by Jalabert, Stone and
Alhassid [22] .
Explicit evaluation of Eq. (12) in principle requires determination of the eigenvalues and corresponding eigenfunctions of the closed cavity. We do not propose to do this. Rather, we adopt a statistical approach to replace uφ n and k 2 n with random variables with appropriate distribution, such that we can construct models for the statistical behavior of the impedance. For high frequen-
where L is a typical dimension of the cavity, the sum in Eq. (12) will be dominated by high order (short wavelength) modes with k n L ≫ 1, and the properties of the short wavelength eigenfunctions can be understood in terms of ray trajectories. For geometries like that in Fig. 1(a) , ray trajectories are chaotic.
The assumed form of the eigenfunction from the random plane wave hypothesis is
where e i are randomly oriented unit vectors (in the x-y plane), θ i is random in [0, 2π], and α i are random. Using (13) we can calculate the overlap integral uφ n appearing in the numerator of (12) . Being the sum of contributions from a large number of random plane waves, the central limit theorem implies that the overlap integral will be a Gaussian random variable with zero mean. The variance of the overlap integral can be obtained using Eq. (13),
where E{.} denotes the expected value,ū( k n ) is the Fourier transform of the profile function u(x, y),
and k n = (k n cos θ, k n sin θ). The integral in (14) over θ represents averaging over the directions e j of the plane waves. The variance of uφ n depends on the eigenvalue k 2 n . If we consider a localized source u(x, y) such that the size of the source is less than the typical wavelength 2π/k n , then the variance will be A −1 (recall the normalization of u given by Eq. (5)).
Modeling of Eq. (12) also requires specifying the distribution of eigenvalues k n appearing in the denominator. According to the Weyl formula [10] , for a two dimensional cavity of area A, the average separation between adjacent eigenvalues, k 2 n − k 2 n−1 , is 4πA −1 . Thus, one requirement on the sequence of eigenvalues is that they have a mean spacing 4πA −1 . The distribution of spacings of adjacent eigenvalues is predicted to have the characteristic Wigner form for cavities with chaotic trajectories. In particular, defining the normalized spacing, s n = A(k 2 n − k 2 n−1 )/4π, it is found that there are two basic cases which (for reasons explained subsequently) are called "time reversal symmetric" (TRS) and "time-reversal symmetry broken" (TRSB). The probability density function for s n is predicted to be closely approximated by
for chaotic systems with time-reversal symmetry(TRS) and
for time-reversal symmetry broken(TRSB) system. Thus, a second requirement on the sequence of eigenvalues is that they have the correct spacing distribution. The TRS case applies to systems where the permittivity and permeability tensors are real and diagonal. If one thinks in terms of geometrical optical rays, wave packets propagating in either direction along a trajectory are valid, thus the name "time reversal symmetric". The TRSB case applies to systems where the permittivity or permeability tensors are complex but hermitian, as they are for a magnetized ferrite. In the geometrical optics picture, wave packets travelling in opposite directions do not follow the same path; thus the name "time reversal symmetry broken".
One approach of ours will be to generate values for the impedance assuming that sequences of eigenvalues can be generated from a set of separations s n which are independent and distributed according to Eq. (16) . The usefulness of the assumption of the independence of separations will have to be tested, as it is known that there are long range correlations in the spectrum, even if nearby eigenvalues appear to have independent spacings. A more complete approach is to use a sequence of eigenvalues taken from the spectra of random matrices. We will find that in some cases it is sufficient to consider the simpler spectra, generated from independent spacing distributions, but in other cases, for example, when losses are considered, or when correlations of impedance values at different frequencies are considered, the correlations in eigenvalues exhibited by random matrix theory are important. This will be discussed more thoroughly later in the paper.
A key assumption in our model is the statistical independence of the overlap integrals, uφ n , and the eigenvalues k n . This we argue on the basis that each eigenfunction satisfies the plane wave hypothesis and successive eigenfunctions appear to be independent. A second justification comes from random matrix theory where it is known that the probability distribution for the eigenvalues of a random matrix is independent of that of the elements of the eigenfunctions [ [17] , Chap. 3].
Combining our expressions for uφ n and using the result that for a two dimensional cavity the mean spacing between adjacent eigenvalues is ∆ = 4πA −1 , the expression for the cavity impedance given in Eq. (12) can be rewritten,
where w n is taken to be a Gaussian random variable with zero mean and unit variance, the k n are distributed independent of the w n , and R R is given by
Our rationale for expressing the impedance in the form of Eq. (18) and introducing R R (k n ) is motivated by the following observation. Suppose we allow the lateral boundaries of the cavity to be moved infinitely far from the port. That is, we consider the port as a 2D free-space radiator. In this case, we solve Eq. (9) with a boundary condition corresponding to outgoing waves, which can be readily done by the introduction of Fourier transforms. This allows us to compute the phasor port voltageV by Eq. (10). Introducing a complex radiation impedance Z R (k) =V /Î (for the problem with the lateral boundaries removed), we have
where R R (k n ) is given by Eq. (19) and k n is now a continuous variable. The impedance Z R (k) is complex with a real part obtained by deforming the k n integration contour to pass above the pole at k n = k. This follows as a consequence of applying the outgoing wave boundary condition, or equivalently, letting k have a small negative imaginary part. Thus, we can identify the quantity
as the radiation resistance of the port resulting from one half the residue of the integral in (20) at the pole, k 2 n = k n ,
and
is the radiation reactance given by the principal part (denoted by P ) of the integral (20) ,
Based on the above, the connection between the cavity impedance, represented by the sum in Eq. (18), and the radiation impedance, represented in Eq. (21) and Eq. (22), is as follows. The cavity impedance, Eq. (18), consists of a discrete sum over eigenvalues k n with weighting coefficients w n which are Gaussian random variables. There is an additional weighting factor R R (k n ) in the sum, which is the radiation resistance. The radiation reactance, Eq. (22), has a form analogous to the cavity impedance. It is the principle part of a continous integral over k n with random coupling weights set to unity. While, Eqs. (18), (21), (22), have been obtained for the simple model imput (20)) can be replaced by the radiation impedance for the problem with the same port geometry. It is important to note that, while R R (k) is nonuniversal (i.e., depends on the specific coupling geometry, such as that in Fig. 2 (b)), it is sometimes possible to independently calculate it, and it is also a quantity that can be directly measured (e.g., an experimental radiation condition can be simulated by placing absorber adjacent to the lateral walls). In the next section, we will use the radiation impedance to normalize the cavity impedance yielding a universal distribution for the impedance of a chaotic cavity.
III. IMPEDANCE STATISTICS FOR A LOSSLESS, TIME REVERSAL SYMMETRIC CAVITY
In the lossless case, the impedance of the cavity Z in Eq. (18) is a purely imaginary number and S, the reflection coefficient, is a complex number with unit modulus. Terms in the summation of Eq. (18) for which k 2 is close to k 2 n will give rise to large fluctuations in Z as either k 2 is varied or as one considers different realizations of the random numbers. The terms for which k 2 is far from k 2 n will contribute to a mean value of Z. Accordingly, we write
whereZ, the mean value of Z, is written as
and we have used the fact that the w 2 n are independent with E{w 2 n } = 1. If we approximate the summation in Eq. (24) by an integral, noting that ∆ is the mean spacing between eigenvalues, comparison with (22) 
where X R = Im[Z R ] is the radiation reactance defined by Eq. (22) . Thus, the mean part of the fluctuating impedance of a closed cavity is equal to the radiation reactance that would be obtained under the same coupling conditions for an antenna radiating freely; i.e., in the absence of multiple reflections of waves from the lateral boundaries of the cavity.
We now argue that, if k 2 is large enough that many terms in the sum defining Z satisfy k 2 n < k 2 , then the fluctuating part of the impedanceZ has a Lorentzian distribution with a characteristic width R R (k). That is, the probability density function for the imaginary part of the fluctuating components of the cavity impedanceZ = jX is
Lorentzian distribution appears in the theory of nuclear scattering [16] and arises as consequences of random matrix theory [18, 24] . That the characteristic width scales as R R (k) follows from the fact that the flucatuating part of the impedance is dominated by terms for which k 2 n ≃ k 2 . The size of the contribution of a term in the sum in Eq. (18) decreases as |k 2 − k 2 n | in the denominator increases. The many terms with large values of |k 2 − k 2 n | contribute mainly to the mean part of the reactance with the fluctuations in these terms cancelling one another due to the large number of such terms. The contributions to the mean part from the relatively fewer terms with small values of |k 2 − k 2 n | tend to cancel due to the sign change of the denominator while their contribution to the fluctuating part of the reactance is significant since there are a smaller number of these terms.
Consequently, when considering impedance fluctuations, it suffices to treat R R (k n ) as a constant in the summation in Eq. (18) and factor it out. This results in a sum that is independent of coupling geometry and is therefore expected to have a universal distribution.
A. Numerical Results for a Model Normalized Impedance
To test the arguments above, we consider a model normalized cavity reactance ξ = X/R R and also introduce a normalized wavenumberk 2 = k 2 /∆ = k 2 A/4π. In terms of this normalized wavenumber, the average of the eigenvalue spacing [average of (k 2 n+1 −k 2 n )] is unity. Our model normalized reactance is
where the w n are independent Gaussian random variables,k 2 n are chosen according to various distributions, and we have set R R (k n ) to a constant value for n ≤ N and R R (k n ) = 0 for n > N .
The fluctuating part of jξ given by Eq. (27) mimics the fluctuating part of the impedance Z in the case in which R R (k n ) has a sharp cut-off for eigenmodes with n > N . In terms of ξ, Eq. (26) becomes
whereξ is the mean of ξ.
First we consider the hypothetical case where the collection ofk 2 n values used in Eq. (27) result from N independent and uniformly distributed random choices in the interval 0 k 2 n N . In contrast to Eqs. (16) , this corresponds to a Poisson distribution of spacings P (s) = exp(−s) for large N . In Appendix A, we show that this case is analytically solvable and that the mean valuē
and, furthermore, that ξ has a Lorentzian distribution given by Eq. (28).
Our next step is to numerically determine the probability distribution function for ξ given by (27) in the case where the spacing distribution corresponds to the TRS case described by Eq. (3).
We generated 10 6 realizations of the sum in Eq. (27) . For each realization we randomly generated N = 2000 eigenvalues using the spacing probability distribution (3), as well as N = 2000 random values of w n chosen using a Gaussian distribution for w n with E{w n } = 0 and E{w 2 n } = 1. We first test the prediction of Eq. (29) by plotting the median value of ξ versusk 2 in Fig. 2(a) . (We use the median rather than the mean, since, for a random variable with a Lorentzian distribution, this quantity is more robust when a finite sample size is considered.) Also plotted in Fig. 2(a) is the formula (29) . We see that the agreement is very good. Next we test the prediction for the fluctuations in ξ by plotting a histogram of ξ values for the casek 2 = N/2 in Fig. 2(b) . From (29) fork 2 = N/2 the mean is expected to be zero, and, as can be seen in the figure, the histogram (open circles) corresponds to a Lorentzian with zero mean and unit width (solid line) as expected.
Histograms plotted for other values ofk 2 agree with the prediction but are not shown. Thus, we find that the statistics of ξ are the same for P (s) = exp(−s) (Poisson) and for P (s) given by Eq. (16). Hence we conclude that the statistics of ξ are independent of the distribution of spacings. This is further supported by Fig. 2(c) where the histogram of ξ fork 2 = N/2 is plotted for the case in which the spacing distribution is that corresponding to time reversal symmetry broken (TRSB) systems. (the TSRB case will be discussed more carefully in a subsequent paper). Again the histogram is in excellent agreement with (28) . This implies that, for the lossless case, with a single input transmission line to the cavity, the impedance statistics are not so sensitive to the spacing distributions, as long as they have the same mean value.
The issue of long range correlations in the distribution of eigenvalues seems doesn't affect statistics of the impedance in the lossless case. In principle, one can also incorporate additional eigenvalue correlation from random matrix theory in the statistics generating the k 2 n in Eq. (27) .(and when losses are considered, this is necessary.) We note that the mean and width of the distribution in the random matrix approach are specific to the random matrix problem. In contrast, in our formulation, these quantities are determined by the geometry specific port coupling to the cavity through the radiation impedance Z R (k 2 n ).
B. HFSS simulation result for the normalized impedance
To test our prediction for the distribution function of the normalized impedance, we have computed the impedance for the cavity in Fig. 1(a) for the coupling shown in Fig. 1(b) using the commercially available program HFSS (High Frequency Structure Simulator). To create different realizations of the configuration, we placed a small metallic cylinder of radius 0.6 cm and height h at 100 different points inside the cavity. In addition, for each location of the cylinder, we swept the frequency through a 2.0 GHz range (about 100 modes) from 6.75GHz to 8.75GHz in 4000 steps of width 5 × 10 −4 GHz. We generated 100,000 impedance values. In addition, to obtain the radiation impedance, we also used HFSS to simulate the case with radiation boundary conditions assigned to the sidewalls of the cavity. We find that the average value of the cavity reactance (which we predict to be the radiation reactance) has large systematic fluctuations. This is illustrated in Fig. 3 where we plot the median cavity reactance versus frequency. Here the median is taken with respect to the 100 locations of the perturbing disc. Also shown in Fig. 3 is the radiation reactance X R (ω) = Im[Z R (ω)]. As can be seen the radiation reactance varies only slightly over the plotted frequency range, whereas the median cavity reactance has large frequency dependent fluctuations about this value. On the other hand, we note that over the range 6.75-8.75 GHz, the average radiation reactance is 40.4 Ω and the average of the median cavity reactances is 42.3Ω. Thus over this frequency band, there is good agreement. The scale of the fluctuations in cavity reactance is on the order of 0.2GHz, which is much larger than the average spacing between cavity resources which is only 0.016GHz. Thus, these fluctuations are not associated with individual resonances. Rather, the frequency scale of 0.2GHz suggests that they are multipath interference effects (L ∼ 100cm), which survive in the presence of the moveable conducting disc. One possibility is that the fluctuations are the result of scars [23] and this will be investigated in the future. The implication of Fig. 3 is that to obtain good agreement with the theory predicting a Lorentzian distribution, it may be necessary to average over a sufficiently large frequency interval.
To test the Lorentzian prediction we normalize the cavity impedance using the radiation impedance as in Eq. (25) In this section, we bolster our arguments connecting the radiation impedance and the normalization of the cavity impedance by showing that the relation is preserved when the details of the coupling port are modified. Let us consider a one-port coupling case in which the actual coupling is equivalent to the cascade of a lossless two port and a "pre-impedance" Z seen at terminal 2, as illustrated in Fig. 5 .
The impedance Z at terminal 2 then transforms to a new impedance Z ′ at terminal 1 of the two port according to
where jX ij is now the purely imaginary 2 by 2 impedance matrix of the lossless two-port. We now ask how Z transforms to Z ′ when (a) Z is the complex impedance Z R corresponding to the radiation impedance into the cavity (i.e. the cavity boundaries are extended to infinity) and (b) Z = jX is an imaginary impedance corresponding to a lossless cavity, where X has a meanX and Lorentzian distributed fluctuationX.
First considering case (a) the complex cavity impedance Z R = R R + jX R transforms to a
In case (b) we consider the transformation of the random variable X to a new random variable X ′ according to X ′ =X 11 +X 12X21 /(X 22 + X). One can show that if X is Lorentzian distributed with mean X R and width R R then X ′ will be Lorentzian distributed with mean X ′ R and the width R ′ R . Thus, the relation between the radiation impedance and the fluctuating cavity impedance is preserved by the lossless two port. Accordingly, we reassert that this relation holds in general for coupling structures whose properties are not affected by the distant walls of the cavity.
We now summarize the main ideas of this section. The normalized impedance of a lossless chaotic cavity with time-reversal symmetry has a universal distribution which is a Lorentzian.
The width of the Lorentzian and the mean value of the impedance can be obtained by measuring the corresponding radiation impedance under the same coupling conditions. The physical interpretation of this correspondence is as follows. In the radiation impedance, the imaginary part is determined by the near field, which is independent of cavity boundaries. On the other hand, the real part of the radiation impedance is related to the far field. In a closed, lossless cavity, the real part of the impedance vanishes. However, waves that are radiated into the cavity are reflected from the boundaries eventually returning to the port and giving rise to fluctuation in the cavity reactance.
IV. STATISTICS OF REFLECTION COEFFICIENT IN THE LOSSLESS CASE
In the previous section, we obtained a universal Lorenzian distribution for the chaotic cavity impedance Z, after normalization by the radiation impedance,
whereξ is a zero mean, unit width Lorenzian random variable. We now consider the consequences for the reflection coefficient. Suppose we can realize the perfect coupling condition, i.e. R R = Z 0 , X R = 0, in which the wave does not "feel" the transition from the cable to the cavity. In this case the cavity reflection coefficient becomes
A standard Lorentzian distribution forξ corresponds to a uniform distribution for tan −1ξ from
[−π/2, π/2], and thus to a reflection coefficient uniformly distributed on the unit circle.
In the general case (i.e., non-perfect coupling), we introduce γ R = R R /Z 0 , γ X = X R /Z 0 , and express S as
We replace the Lorentzian random variableξ by introducing another random variable ψ viaξ = tan(ψ/2). Using this substitution, the Lorentzian distribution ofξ translates to a distribution of ψ that is uniform in [0, 2π]. We then have from Eq. (35)
where the "free space reflection coefficient"
is the complex reflection coefficient in the case in which the cavity impedance is set equal to the radiation impedance (ξ = −j), and ψ ′ = ψ + π + φ R + 2 tan −1 [γ X /(γ R + 1)] is a shifted version of ψ.
Equations for the magnitude and phase of the free space reflection coefficient ρ R can be obtained from Eq. (37). Specifically,
To compute the probability distribution function for φ, P φ (φ), we note that, since ψ is uniformly distributed on any interval of 2π, we can just as well take ψ ′ , which differs from ψ by a constant shift, to be uniformly distributed. Consequently, we have
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Thus P φ (φ) is peaked at the angle φ R corresponding to the phase angle of the free space reflection coefficient, with a degree of peaking that depends on |ρ R |, the magnitude of the free space reflection coefficient. 'Perfect matching' corresponds to γ R = 1, γ X = 0, and |ρ R | = 0, in which case P φ (φ) is uniform.
We next consider the case of poor matching for which |ρ R | ∼ = 1 and P φ (φ) is strongly peaked at φ R . This behavior can be understood in the context of the frequency dependence of the phase for a given realization. It follows from (35) and (27) that the phase φ decreases by 2π as k 2 increases by the spacing between eigenvalues. If |ρ R | ∼ = 1, then for most of the frequencies in this interval, the phase is near φ R . However, for the small range of frequencies near a resonance, the phase will jump by 2π as the resonance is passed. This indicates that the mode of the cavity is poorly coupled to the transmission line. In the case of good matching, |ρ R | = 0, all phases are equally likely indicating that, as a function of frequency, the rate of increase of phase is roughly constant.
This implies that the resonances are broad, and the cavity is well coupled to the transmission line.
In order to describe the different coupling strengths, we consider the parameter g originally introduced by Fyodorov and Sommers [24] :
Evaluating S using Eq. (40),
Thus, g has a minimum value of 1 in the perfectly matched case and is large if the matching is poor, |ρ R | ∼ 1. An analogous quantity is the voltage standing wave ratio on the transmission line when the cavity impedance is set equal to the radiation impedance,
To test Eq. (40), we compared its predictions for the phase distribution with direct numerical calculations obtained using HFSS (High Frequency Structure Simulator) for the case of the cavity and coupling detail as specified in numerical results is surprisingly good, especially considering the rather small (0.1GHz) frequency range used.
V. EFFECT OF DISTRIBUTED LOSSES
We now consider the effect of distributed losses in the cavity. By distributed losses, we mean losses that affect all modes in a frequency band equally (or at least approximately so). For example, wall losses and losses from a lossy dielectric that fills the cavity are considered distributed. [For the case of losses due to conducting walls, the losses are approximately proportional to the surface resistivity, ∼ √ f , and vary little in a frequency range ∆f ≪ f . In addition, there will also be variation of wall losses from mode to mode due to different eigenmode structural details. These modal fluctuations, however, are small when the modes are chaotic and the wavelength is short.] We use the random coupling model to construct a complex cavity impedance accounting for distributed losses in a manner analogous to the lossless case, Eq. (18),
where σ represents the effect of losses. In particular, for loss due to wall absorption in a twodimensional cavity, the value of σ is equal to the ratio of the skin depth of the conductor to the height of the cavity; if the cavity contains a lossy dielectric, σ is the loss tangent of the dielectric.
The cavity quality factor is related to σ by σ = Q −1 . This follows by noting that the real part of Z will have a Lorenzian depedence on frequency (ω = kc) peaking at ω = k n c with a full width at half maximum of ωσ.
The impedance Z will have a real part and an imaginary part. We expect that, if k 2 σ ≪ ∆, corresponding to small losses, then the real part will be zero and the imaginary part will have an approximately Lorentzian distribution. As losses are increased such that k 2 σ ∼ ∆ (the imaginary part of the denominators in (44) is of the order of eigenvalue spacing), the distributions of the real and imaginary part will change, reflecting that extremely large values of |Z| are no longer likely.
In the high loss limit, k 2 σ ≫ ∆, many terms in the sum contribute to the value of Z. In this case,
we expect Z will approach the radiation impedance with small (Gaussian) fluctuations.
In Appendix B we evaluate the mean and variance of the real and imaginary part of the complex impedance (44) Z = R + jX. There it is shown that the mean is the radiation impedance Z R = R R +jX R , and the variances of the real and imaginary parts are equal V ar[R] = V ar [X] . In general, the distribution of R and X depends on the correlations between eigenvalues of k 2 n . However, in the low damping limit, the correlations are unimportant and we obtain
for both the TRS and the TRSB cases. In the high damping limit k 2 σ ≫ ∆, correlations are important and we obtain
This is to be constrasted with the result one would obtain if correlations in the eigenvalue spacing were neglected; i.e., if the k n were assumed to be generated by adding independent spacings generated from the distributions (16) and (17) . In that case, using the method in Appendix B one
These results are larger than those in Eq. (46) by 13.7% in the TRS case and 17.8% in the TRSB case, thus illustrating the necessity of generating the k 2 n using random matrix theory if accurate results are desired in the lossy case k 2 σ > ∆.
In a recent paper [13] the impedance statistics of a lossy TRS one-port microwave cavity were also considered. Their result is the same as (44). One difference is that they generate the realiza- tions of k 2 n solely by use of Eq. (16) with the assumption that the eigenvalue spacings are random independent variables.
We now investigate a model, normalized impedance, applicable in the one-port case with loss, which is the generalization of Eq. (27) ,
The normalized impedance ζ will have a real part ρ > 0 and an imaginary part ξ, ζ = ρ + jξ. We expect that ifk 2 σ ≪ 1, corresponding to small loss, then ρ ∼ = 0, and ξ will have an approximately
Lorentzian distribution.
In order to use (48) to investigate the statistics of ζ(σ) we first generate N values of w n as independent Gaussian random variables of unit width (for this purpose we use a suitable random number generator). We next generate N values of the normalized eigenvaluesk 2 n . To do this we have utilized two methods: (i) an approximate method based on Eq. (16) (for the TRS case) or Eq. (17) (for the TRSB case), and (ii) a method based on random matrix theory.
For method (i) we independently generate N values of s n using the distribution (16) or (17).
We then obtaink 2 n ask
The main assumption of this method is that the spacings s n can be usefully approximated as uncorrelated. On the other hand, it is known from random matrix theory that the spacings are correlated over long distance (in n), and the thus the assumption of method (i) is questionable (compare (46) and (47)). This motivates our implementation of method (ii) (See also [25] ).
To implement method (ii) we generate an M × M random matrix with M large (M =1000)
drawn from the appropriate ensemble (GOE or GUE) again using a random number generator.
The width of the diagonal elements is taken to be unity. We then numerically determine the eigenvalues. The average spacing between eigenvalues of random matrices is not uniform. Rather, in the limit of large M , the eigenvalues λ are distributed in the range − √ 2M < λ < √ 2M , and the average spacing for eigenvalues near an eigenvalue λ is given by
in both the TRS and TRSB cases. In order to generate a sequence of eigenvalues with approximately uniform spacing we select out the middle 200 levels. We then normalize the eigenvalues by multiplying 1/∆(0) to create a sequence ofk 2 n values with average spacing of unity. Histogram approximations to the GOE probability distributions of Re[ζ] and Im[ζ] obtained by use of (48) and method (ii) are shown in Figs. 7(a) and 7(b). These were obtained using 30,000 random GOE matrix realizations of 1000 by 1000 matrices and selecting the middle 200 eigenvalues of each realization. The resulting graphs are shown for a range of damping values,k 2 σ=0.01, 0.1, 0.5, 1, 5 and 10. As seen in Fig. 7(a) , whenk 2 σ is increased, the distribution of ξ values becomes "squeezed". Namely, the Lorentzian tail disappears and the fluctuations in ξ decrease. Eventually, when σ enters the regime, 1 ≪k 2 σ ≪ N , the probability distribution function of ξ(σ) approaches a narrow Gaussian distribution centered at ξ = 0 (recall thatξ = 0). As shown in Fig. 7(b) , as σ increases from zero, the distribution of the real part of ζ(σ) which, for σ = 0, is a delta function at zero, expands and shifts toward 1, becoming peaked around 1. In the very high damping case, both the real part and imagnary parts of ζ, ρ and ξ, will be Gaussian distributed with the mean value equal to 1 and 0 respectively, and the same variance inversely proportional to the loss (as shown in the Appendix B). As a consequence, the reflection coefficient |S| 2 in the high damping limit, is exponentially distributed. This result is consistent with the theoretical discussion given by [25] .
In general, the complex impedance distribution is not described using simple distributions such as Gaussian or Lorenzian. The distribution of the real part of the impedance has been studied in connection with the theory of mesoscopic systems and known as the "local density of states"(LDOS). Through the supersymmetry approach, Efetov obtained the probability density function for the LDOS in systems without time reversal symmetry [26] . For chaotic systems with time reversal symmetry, the corresponding exact formula was derived in a form of multiple integral [27] . It is expected that numerical evaluations of this multiple integral will agree with our result, Fig. 7(a) , for the probability distribution of ρ(σ).
We noted that the variance of the real and imaginary parts of the complex impedance are equal.
There is a more fundamental connection between these that is revealed by considering the reflection coefficient in the perfectly matched case,
where α and φ are random variables giving the magnitude and phase of the reflection coefficient.
It can be argued [25] that φ and α are independent and that φ is uniformly distributed in [0, 2π].
The magnitude α is distributed on the interval [0, 1] with a density that depends on losses. A plot of the probability distribution for α taken from the data in Figs (7a) and (7b) is shown in Fig 8, for the damping values 0.1, 0.5, 1 and 5.
The independence of α and φ also guarantees the invariance of the distribution of cavity impedances when a lossless two port is added as in Sec III(C). In particular, the normalized cavity impedance ζ before the addition of the two port is given by
With the addition of the lossless two port as shown in the Fig. 5 , impedances are transformed to
where φ c = (2β + π) depends only on the properties of the two port and the cavity coupling port and the angle β satisfies
Since φ is uniformly distributed, so is the difference φ − φ c . Consequently, the normalized random variables ζ and ζ ′ have identical statistical properties.
A by-product of (52) is that we can easily prove that its real part ρ = (1−α 2 )/(1+α 2 −2α cos φ) and its imaginary part ξ = (2α sin φ)/(1+α 2 −2α cos φ) have the same variance and zero correlation.
Since α and φ are independent, we can carry out the integration over the uniformly distributed φ and obtain
where .. α denotes average over α. This property has been tested in microwave cavity experiments with excellent agreements [28] . For the high damping case, ρ−1 and ξ will become two independent
Gaussian variables with zero mean and small but same variances. This yields an exponential distribution for the α 2 , which is consistent with the result obtained by Kogan [25] based on the "maximum information entropy" principle. For the weakly absorpting case, Beenakker and Brouwer [29] studied the distribution of α 2 in the TRSB case through the time-delay matrix and obtained a generalized Laguerre ensemble. Howerver, for a TRS system with arbitary loss, there is no simple formula for the distribution of reflection coefficients.
Using HFSS, we simulate the lossy case by specifying the material on the top and bottom plates to be an imperfect conductor with a bulk resitivity of 70 mΩ · cm. In this case we can calculate a value of σ = δ/h = 0.002, where δ is the skin depth and h the cavity height. The corresponding parameterk 2 σ is 0.5 at 7.75GHz. Histogram results for the normalized reactance (ξ) and resistance (ρ) fluctuations of ζ hf ss = R −1 R (Z cav − jX R ) = ρ + jξ are plotted in Figs. 7(c) and 7(d) together with the histograms generated from Eq. (48), and using spectra from the random matrices. As can be seen, the histograms from the HFSS simulations match those of the model.
VI. SUMMARY
We have applied the concepts of wave chaos to the problem of characterizing the statistics of the impedance and scattering coefficient for irregular electromagnetic cavities with one port in the small wavelength regime. The coupling of energy in and out of the port in such cavities depends on both the geometry of the port and the geometry of the cavity. We found that these effects can approximately be separated. The geometry of the port is characterized by its radiation impedance which has both a real and imaginary part. This impedance describes the port in the case in which the distant walls of the cavity are treated as perfect absorbers (or else are removed to infinity).
The effects of geometry of the cavity can be treated in a statistical way using the random coupling model introduced in this paper. In this appendix we discuss the probability density distribution for ξ in Eq. (27) 
where n values at unity. With this assumption on the statistics of k 2 n and w n the variables η n are independent and identically distributed. Therefore, P ξ (ξ), the probability density function of ξ, is
We will investigate the characteristic function of the random variable ξ, i.e. the Fourier transfor-
Note thatP η (−t) =P * η (t) from the reality condition, so it is sufficient to evaluate the integral above for the case of positive t.
The integrand in (B4) has singularities of k 2 n = k 2 and k 2 n = k 2 +2jt/π. The integration contour (defined to be along the real k 2 n axis) passes through the singularity at k 2 n = k 2 . However, this singularity is weak, (k 2 − k 2 n ) 1/2 , and we can regard the contour as passing below the singularity. Thus, for t > 0 we may deform the integration contour into a large semicircle in the lower half k 2 plane starting at k 2 n = 0 and ending at k 2 n = N . For each point on this contour 2t/[π(k 2 n − k 2 )] is small and we can Taylor expand the integrand for
The sign of the term −t/N is determined by deforming the contour into the lower half plane below the pole k 2 n = k 2 . In the limit of N → ∞ we may drop the term O(t 2 /N 2 ). Also, recalling the reality conditionP η (−t) =P * η (t), (B5) yields
Therefore,P ξ (t) is:P
Taking the inverse Fourier transform in t we find that ξ is a Lorentzian distributed random variable with unit characteristic width and a mean value log |(N − k 2 )/k 2 |/π. From Eq. (44), we obtain the expression for the complex impedance in the single port case,
where ∆ is the mean spacing k 2 n − k 2 n−1 , X(σ) and R(σ) are cavity reactance and resistance in the lossy case and k 2 d = k 2 σ. In this appendix, we are going to evaluate the mean and variance of X(σ) and R(σ) as well as their covariance.
We first investigate the mean of R(σ). We express the mean in terms of probability distribution function for the eigenvalues k 2 n .
where P J is the joint distribution of eigenlevels (k 2 1 , . . . , k 2 N ) assuming they are unordered. Since the levels are not ordered, in each term of the sum, we can integrate over all k 2 n = k 2 n ′ , and obtain N identical terms. Thus,
where P 1 (k 2 n ′ ) is distrubtion for a single level. Here we have introduced an integer N representing the total number of levels. We will take the limit of N → ∞. The single level probability distribution then satisfies by definition,
We next assume that the radiation resistance R R (k 2 n ′ ) is relatively constant over the interval of k 2 n ′ values satisfying |k 2 − k 2 n ′ | < k 2 d and we will move it outside the integral replacing it by R R (k 2 ). Assuming that k 2 d is not too large (k 2 d ≪ k 2 ) we can take the end points at the integral to plus and minus infinity and evaluate Eq. (B3) as
where
Thus the expected value of the real part of cavity impedance is the radiation resistance independent of the amount of damping. This is somewhat surprising since we have previously asserted that in the lossless case, the cavity resistance is zero. The constancy of the expected resistance results from the resonant nature of the cavity impedance. When losses are small, k 2 σ = k 2 d ≪ 1, for almost all frequencies the resistance is small. However, for the small set of the frequencies near a resonance the resistance is large. This is evident in the histograms of Fig. (7b) . The result is that small chance of a large resistance and large chance of small resistance combine to give an expected value resistance which is constant.
In order to obtain the variance of R(σ), we calculate the second moment of R(σ),
Following the arguments advanced to calculate E[R(σ)], we note that there will be N terms in the double sum for which k 2 n ′ = k 2 m ′ giving
and N (N − 1) terms for which k 2 m ′ = k 2 n ′ giving
For the first integral we use (B4) for the single level distribution function, and making the same approximation as before, we obtain
For the second integral we need to introduce the two level distribution function. For the spectra that we consider, the two level distribution has the form
Here the function g describes the correllations between two energy levels. For uncorrellated levels giving a Poisson distribution of spacings we have g = 0. In the presence of level repulsion we expect g(0) = 1 with (1 − g) ∝ |k 2 n ′ − k 2 m ′ | β for small spacing, and β = 1 for TRS and β = 2 for TRSB systems. As |k 2 n ′ − k 2 m ′ | → ∞, g → 0 indicating loss of correllation for two widely separated levels.
The function g will be different for spectra produced by random matrices and spectra genergated from sequences of independent spacings. Expressions of g for the spectra of random matrices can be found in the book by Mehta ([17] , Ch. 5 & 6). We will derive the expression for g for spectra generated by sequences of independent spacings later in this appendix.
Based on expression (B10) and the usual assumptions on the slow variations of R R and ∆ with eigenvalue k 2 n ′ we obtain
where the first term comes from the 1 in B10 and the second term comes from the correllation function g
The variance of R is thus given by
Note, since w is a Gaussian random variable with zero mean and unit variance, w 2 = 1 and
Equation (B13) shows that the variances of R depends on k 2 d /∆, the ratio of the damping width to the mean spacing of eigenvalues. In the low damping case, k 2 d /∆ ≪ 1, the integrand in (B13) is dominated by the values of |k 2 | < ∆ and we replace g by its value g(0). Doing the integral we find
Since the damping is small, the first term dominates and the variance is independent of the eigenvalue correllation function. This is consistent with our previous findings that the eigenvalue statistics did not affect the distribution of reactance values.
In the high damping limit, k 2 d > ∆, the integral in (B13) is dominated byk 2 values of order ∆ and we have,
The variance decreases as damping increases with a coefficient that depends on the correllation function. Physically the correllations are important because in the high damping case a relatively large number of terms in the sum (B1) contribute to the impedance and the sum is sensitive to correllations in these terms.
The integral of the correllation function can be evaluated for different spectra. For spectra generated from random matrices, we have ( [17] , Ch.6)
for TRS matrices and
for TRSB matrices, where f (s) = sin(πs)/(πs). In both cases, we find
However, to consider the TRSB case we need to repeat the calculation including complex values of the Gaussian variable w. The result is
For spectra generated by sequences of independent spacing distributions we will show
where s 2 is the expected value for the normalized nearest neighbor spacing squared. Using (16) and (17) , this gives for TRSB.
Note also that (B20) gives the required value of zero for Poisson spacing distributions, where
We can evaluate the expected value of the reactance and its variance, as well as the covariance of reactance and resistance, using the same approach. We find the expected value of reactance is given by the radiation reactance,
The variance of the reactance is equal to that of the resistance (B13) the covariance between them is zero.
We now derive the g-integral (B20) for spectra generated from independent spacings. We introduce a conditional distribution P m (s) that is the probability density that the m th eigenvalue is in the range [s, s + ds] given that eigenvalue m = 0, is at zero. For convenience, here s is the normalized spacing with unit mean. When m = 1, P 1 (s) is the spacing distribution p(s). Thus, 1 − g(s) stands for the probability that there exists an eigenlevel at [s, s+ds] given one level located at 0. This equality can be expressed as the summation of P m (s),
P m (s) can be evaluated assuming the spacings are independent,
We Laplace transforme both sides of Eq. (B24), and obtain
To evaluate ∞ 0 dsg(s), we take the limit of τ → 0. The transformP 1 (τ ) can be expressed in terms of the moments of P 1 (s),P [ 1 τ −P 1 (τ ) 1 −P 1 (τ ) ]
which is Eq. (B20).
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