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RESUMEN
Considerando que el sistema científico es un sistema complejo que debe adaptarse a los cambios 
del conocimiento, doy mi parecer sobre la necesidad de establecer políticas que favorezcan 
esta evolución. Haciendo analogías con otros sistemas complejos, considero que es importante 
mantener la diversidad y redundancia del sistema. Creo que una forma de conseguir esta meta 
es mantener y promover grupos y proyectos que usualmente no son considerados de excelencia 
en el momento de su evaluación.
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ABSTRACT
Science policies, optimality and complex systems. Whereas scientific system is a complex 
system that must adapt to changes in knowledge, I give my opinion on the need for policies to 
encourage this development. Doing analogies with other complex systems, I consider important 
to maintain the diversity and redundancy of the system. I believe that a way of achieving this 
goal is to maintain and promote groups and projects that are not usually considered excellent 
at the time of evaluation. 
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Actualmente hay mucha discusión sobre la manera 
de medir la excelencia en la ciencia (cualesquiera sea 
su definición1), pero nadie discute que debería ser 
el parámetro aceptado en general como el criterio 
de optimalidad para la evaluación científica. Pero 
la aplicación de este concepto a sistemas complejos 
puede llegar a ser distinta que su aplicación a siste-
mas simples o casos individuales. 
No vamos a tratar aquí el caso de los que no 
llegan al mínimo exigido para ser viables; solo tra-
taremos aquellos que sí cumplen con esos requisitos 
mínimos, pero distinguiendo entre “óptimos” (los de 
mayor excelencia) y “subóptimos” (proyectos viables 
pero de menor alcance, de menor excelencia, o de 
menor impacto, como temas en desarrollo, grupos 
en formación, etc.). 
La aplicación del criterio de maximizar la ex-
celencia en casos puntuales en general no está discu-
tida. En un concurso docente o de investigación, en 
la selección de un becario, en la adjudicación de un 
premio, el criterio de excelencia es el que debe pri-
mar. Queremos que en esos casos gane el mejor. De 
esa manera, en el caso individual, se optimizan los 
recursos. Pero cuando se trata de sistemas complejos 
(como por ejemplo el sistema científico y tecnoló-
gico a nivel nacional o provincial, o las políticas de 
investigación de las universidades) otros factores in-
tervienen. En sistemas en donde interactúan nume-
rosos componentes y variados factores, la mayoría 
desconocidos o por lo menos no acotados, la teoría 
del caos (con su implícita aplicación del principio 
de incertidumbre) debe tenerse en cuenta. Hay que 
evaluar con criterios estadísticos, probabilísticos, y 
no solo puntuales. 
Voy a hacer una analogía con otros sistemas 
complejos para sostener la hipótesis que el criterio de 
solamente optimizar la excelencia no es el adecuado 
a largo plazo. 
Cuando un individuo va a hacer una inversión 
modesta de dinero se fija en el negocio más rentable 
1 No hay consenso sobre el significado de excelencia 
en investigación y si esto difiere de la calidad (Mendez, 
2012). Algunos estiman que el impacto es una medi-
da de la calidad (Yule, 2010; Boaz, 2003) mientras que 
otros alegan que la calidad y el impacto son dos elemen-
tos diferentes que caracterizan la excelencia en investi-
gación (Grant et al., 2010; Sekercioglu, 2013; Casadevall 
y Fang, 2014).
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en el momento. Pero cuando se realizará una inver-
sión importante y a largo plazo las opciones cambian. 
Las políticas de libre mercado, que a corto plazo pue-
den llevar al mejoramiento temporario de servicios 
y la optimización de recursos, a largo plazo lleva al 
monopolio y a la extinción de servicios alternativos 
(v. g. nuestra dependencia de los hidrocarburos). En 
el sistema bursátil, la diversidad de inversiones es 
lo único que asegura que a largo plazo se obtendrá 
rentabilidad (por ejemplo los fondos de inversión). 
Se debe invertir parte del capital (y posiblemente 
una parte substancial) en títulos o inversiones menos 
rentables para estar prevenidos de la posible caída 
de los más rentables, pero más riesgosas. En otras 
palabras no hay que poner todos los huevos en la 
misma canasta, hay que diversificar las inversiones. 
También hay que invertir en distintos mercados 
(tener inversiones redundantes, para evitar caídas 
locales). Las grandes compañías o grupos empre-
sarios aplican esta diversificación y redundancia de 
inversiones (las grandes compañías, bancos, fondos 
comunes de inversión, etc.). 
La principal analogía que quiero llevar a con-
sideración es con los sistemas biológicos. En todo 
sistema biológico (ya sea a nivel fisiológico, anató-
mico como en las comunidades y ecosistemas) la 
continuidad a largo plazo se ve garantizada por las 
mismas características: redundancia y diversidad 
(Futuyma, 1998). Todos los sistemas evolutivos (que 
se adaptan en el tiempo a condiciones cambiantes) 
tienen un grado de redundancia que asegura que la 
falla de un componente no hace caer todo el sistema 
(concepto también utilizado en seguridad). La otra 
característica, la diversidad (=variabilidad), es la que 
permite flexibilidad ante el cambio de condiciones. 
En los sistemas complejos competitivos, si no 
están restringidos, los agentes intervinientes tratan 
de maximizar su supervivencia, y por lo tanto la 
distribución de frecuencias de sus atributos tiende 
naturalmente hacia distribuciones lognormales (ver 
Halloy y Whigham, 2004 y citas ahí). Para salir de 
este patrón lognormal natural (termodinámico) se 
requiere energía adicional, aplicada en las colas de 
las distribuciones (Halloy y Whigham, 2004). En 
la analogía con el sistema científico, en los cua-
les los grupos de investigación son componentes 
principales, la distribución de los recursos tiende a 
concentrarse (de manera lognormal) alrededor de 
los grupos atractores. Esta es la evolución natural 
del sistema complejo si no hay fuerzas internas (e.g. 
políticas científicas explícitas) que hagan cambiar 
estas tendencias. Por lo tanto, ante la ausencia de 
políticas científicas que cambien las tendencias 
naturales, los grupos más “exitosos” tienden a aca-
parar los recursos existentes. Si se pretende tener un 
sistema científico diverso, entonces es función del 
Estado aplicar políticas que cambien esta evolución 
natural. La política que se propone aquí es no solo 
tolerar, sino incentivar, a grupos subóptimos dentro 
del sistema, que son los que se ubican en las colas de 
las distribuciones lognormales naturales. 
Los sistemas biológicos exitosos a largo plazo 
no evolucionan para lo óptimo sino para la suficien-
cia (Gans, 1993). Si una característica es suficiente 
para pasar la prueba de la selección natural, esta 
se fija. Por lo tanto, en evolución, el criterio de 
optimalidad (supervivencia) en este caso no es la 
excelencia sino la suficiencia. Este parámetro per-
mite la supervivencia de los suficientes (inclusive 
subóptimos) y asegura la redundancia y la diversi-
dad. Estas características permiten que aparezcan 
las “preadaptaciones” o exaptaciones que, dentro 
de ciertos límites, permite la evolución cuando hay 
cambios en las presiones del medio ambiente que 
seleccionan a los supervivientes. 
En el sistema científico podemos encontrar 
análogos a estos conceptos. (Selección natural = 
Sistema científico, especies=proyectos, grupos, 
investigadores). 
En el caso de la cladística tenemos otro ejem-
plo (más matemático que biológico) en la búsqueda 
heurística de árboles filogenéticos óptimos. Este tipo 
de búsqueda es similar a la investigación científica 
en el hecho de que parte de comienzos inciertos, y 
que en cierta medida son aleatorios, y se trata de 
optimizar de acuerdo a algún criterio para llegar a 
la solución más parsimoniosa. Si se aplica un algo-
ritmo voraz2 (Greedy algorithms, en el sentido de 
Brassard y Bratley, 1997), se puede llegar a “islas” u 
óptimos locales de los cuales no se puede salir; es 
decir callejones sin salida que no nos hacen llegar 
al mejor óptimo global. De la misma manera, si en 
ciencia solo se apoya a los grupos excelentes pode-
mos caer (y me atrevería a decir que seguramente 
caeremos) en “islas” sin salida. No se pueden crear 
nuevos grupos exitosos sino solo continuar los pre-
existentes. La cladística tiene un método para salir 
de este círculo vicioso. Realiza múltiples búsquedas a 
2 Algoritmo que en un problema secuencial elige única-
mente la opción óptima en cada paso local con la espe-
ranza de llegar a una solución general óptima.
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partir de distintos puntos de partida (árboles) tanto 
óptimos como subóptimos (Giribet, 2007; Goloboff 
et al., 2008). Es necesario guardar en el sistema de 
búsqueda a los subóptimos para salir de las posibles 
islas y alcanzar al óptimo global. 
Por lo tanto el sistema científico no solo debe 
soportar la existencia de subóptimos, sino que debe 
promoverlos y ampliarlos. Esta será la única manera 
de que el sistema sea diverso y pueda adaptarse a 
posibles cambios en los criterios de selección. Por 
ejemplo, en la actualidad está en gran auge la in-
vestigación en biotecnología, pero en un futuro no 
muy lejano, es posible que la cresta de la ola pase 
por la conservación y el aprovechamiento de los 
bancos de genes naturales (u otros campos que no 
imaginamos). No olvidemos que este tipo de cambio 
en ciencia no requiere de mucho tiempo (puede 
llevarse a cabo en menos de una década). Si nuestro 
sistema científico es diverso, habrá conservado los 
grupos que investigaban a un nivel subóptimo en 
estas ramas, y por lo tanto será capaz de mejorarlos. 
Es decir, el sistema necesita ser capaz de responder 
flexiblemente a un mundo con requerimientos en 
constante cambio. El estancamiento en sólo pocas 
líneas de investigación (aunque estas seas “excelen-
tes”) lleva al anquilosamiento y la extinción a largo 
plazo. Por lo tanto la política de priorizar únicamente 
la “excelencia” es perversa al largo plazo. 
La idea de “optimizar los recursos” solamente, 
en los sistemas complejos a largo plazo no funciona. 
Se ha indicado que las estrategias que priorizan di-
versidad más que “excelencia” son más productivas: 
grandes subsidios a grupos exitosos no se reflejan 
tanto en los parámetros productivos, como dar me-
nores recursos a mayor número de grupos (Fortin 
y Currie, 2013).
Es función de la actividad privada hacerse 
cargo de las inversiones a corto plazo, y creo que es 
función del Estado (o de algo similarmente grande y 
de continuidad en el tiempo: Universidades, Funda-
ciones, empresas de gran envergadura, etc.) hacerse 
cargo de inversiones a largo plazo. La investigación 
científica es una inversión a largo plazo. La comple-
jidad del sistema y el prolongado período de tiempo 
que necesita para hacerse rentable (no solo económi-
ca sino socialmente) hacen que deban promoverse 
las características de los sistemas arriba enunciados: 
redundancia y variabilidad. Es función del Estado 
mantener no solo los grupos, proyectos, investiga-
dores “excelentes”, sino también a los subóptimos. 
Recordemos que los sistemas complejos, evolu-
cionando en el tiempo, no seleccionan la excelencia 
sino la suficiencia. 
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