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ABSTRACT
Entity resolution (ER) refers to the problem of identify-
ing records in one or more relations that refer to the same
real-world entity. ER has been extensively studied by the
database community with supervised machine learning ap-
proaches achieving the state-of-the-art results. However, su-
pervised ML requires many labeled examples, both matches
and unmatches, which are expensive to obtain. In this pa-
per, we investigate an important problem: how can we de-
sign an unsupervised algorithm for ER that can achieve per-
formance comparable to supervised approaches?
We propose an automated ER solution, AutoER, that re-
quires zero labeled examples. Our central insight is that
the similarity vectors for matches should look different from
that of unmatches. A number of innovations are needed to
translate the intuition into an actual algorithm for ER. We
advocate for the use of generative models to capture the
two similarity vector distributions (the match distribution
and the unmatch distribution). We propose an expectation-
maximization based algorithm to learn the model param-
eters. Our algorithm addresses many practical challenges
including feature correlations, model overfitting, class im-
balance, and transitivity between matches. On six datasets
from four different domains, we show that the performance
of AutoER is comparable and sometimes even better than
supervised ML approaches.
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1. INTRODUCTION
Entity resolution (ER) – also known as duplicate detec-
tion, record linkage, or record matching – refers to the prob-
lem of identifying tuples in one or more relations that re-
fer to the same real world entity. This problem is widely
prevalent in domains as diverse as banking, insurance, e-
commerce, and many more. An e-commerce website would
want to identify duplicate products (such as from different
suppliers) so that they could all be listed in the same prod-
uct page. Two insurance companies that are merging would
want to identify and reconcile common customers. ER has
been extensively studied in many research communities, in-
cluding databases, statistics, NLP, and data mining (e.g.,
see multiple surveys [30, 21, 17, 35, 24, 26]).
Voracious Appetite of ML Approaches. Supervised
machine Learning (ML) approaches provide the state-of-the-
art results for ER [20, 34, 29, 18]. Powerful techniques such
as deep learning are notoriously hungry for large amounts
of training data. For example, both DeepER [20] and Deep-
Matcher [34] require thousands of labeled examples. Even
non-deep learning based methods require hundreds of la-
beled examples [29]. It has been reported [18] that achiev-
ing F-measures of ∼99% with random forests can require
up to 1.5M labels even for relatively clean datasets. Gener-
ating large amounts of labeled examples is extremely time
consuming even for domain experts.
AutoER Problem. In this paper, we systematically inves-
tigate an important problem: is it possible to build an ef-
fective ER algorithm that does not require any labeled data?
An affirmative answer could dramatically simplify the life of
domain experts by freeing them from the drudgery of gener-
ating labels. Specifically, we want the approach to have the
following desirable properties:
1. It should not require any labeled data.
2. It should handle the notorious class imbalance problem
where unmatches significantly outnumber matches.
3. It should leverage ER specific properties such as transi-
tivity to further improve performance.
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Addressing any one of the aforementioned requirements is
challenging on its own. In this paper, we introduce AutoER
that satisfies all these properties. As we shall show in the ex-
periments, the performance of AutoER is competitive with
supervised methods using hundreds of labeled examples.
Our Approach: Generative Modeling. A pair of tuples
is said to be a match if they represent the same real-world
entity and an unmatch otherwise. We start with a blindingly
simple yet powerful observation: the similarity vectors (aka
feature vectors) for matches should look different from the
similarity vectors for unmatches. This observation inspires
us to use generative modelling for the ER problem: if a pair
of tuples is a match, then the feature vector is assumed to
be generated according to one distribution (termed the M-
Distribution); otherwise, the feature vector is assumed to
be generated according to a different distribution (termed
the U-Distribution). If we can learn the parameters of these
two distributions accurately, then determining whether a
tuple pair is a match is equivalent to asking if it is more
likely to be generated from the M-distribution than from
the U-distribution. There are a number of challenges to be
addressed in using generative modeling for AutoER:
• Identifying the Right M-Distribution and U-
Distribution. Different choices of these two distributions
lead to different generative models, and there is a trade-
off between model expressiveness and the ability to learn
model parameters effectively. For example, assuming all
features are independent simplifies the generative model
but may fail to capture real-world data feature vector dis-
tributions. On the other hand, modeling all pairwise fea-
ture dependencies comes at the cost of increased model
complexity.
• Parameter Estimation using Unlabeled Data Only
and Handling Class Imbalance. If we know the ground
truth labels for all tuple pairs, we can easily use the
matches and unmatches to learn the parameters of the M-
Distribution and the U-Distribution, respectively. Simi-
larly, if we know the parameters of these two distributions,
we can determine the label of each tuple pair easily. The
challenge is how to learn the model parameters and the
tuple pair label simultaneously. The class imbalance prob-
lem in ER – the number of matches being significantly
smaller than the number of matches – makes learning ac-
curate M-Distribution parameters even more challenging.
• Exploiting ER-specific Transitivity Property. ER ex-
hibits the transitivity property: if both (t1, t2) and (t1, t3)
are matches, then (t2, t3) by definition is also a match.
While leveraging this ER-specific property improves per-
formance, it is non-trivial to incorporate it into our gen-
erative modeling without sacrificing efficiency.
We make the following contributions in addressing the
above challenges by using a generative model for solving the
AutoER problem.
• We formalize the idea of using a generative model for solv-
ing the ER problem in Section 2. In Section 3, we dis-
cuss the design of the M-Distribution and U-Distribution,
which are adapted from the popular Gaussian Mixture
Model and include a novel feature regularization term
to prevent overfitting. Our proposed distributions al-
lows for efficient parameter learning using an Expectation-
Maximization (EM) algorithm.
• The class imbalance problem makes learning of model pa-
rameters of the minority class M-distribution challeng-
ing. We tackle this by “borrowing” information from
the majority class U-distribution through an innovative
decomposition of the covariance matrices of M- and U-
distributions in Section 4.
• We also propose an effective approach to incorporate the
transitivity constraint into AutoER in Section 5. Our core
idea is to leverage the transitivity as a soft constraint to
calibrate the posterior probabilities in each iteration of
the EM algorithm.
• Our extensive experiments on six datasets from four dif-
ferent domains shows the performance of AutoER is com-
parable to that of supervised ML methods even though it
uses zero labeled data.
The overall AutoER algorithm is presented in Section 6,
which also discusses the algorithm initialization and termi-
nation conditions. We describe our extensive experiments
over various datasets in Section 7. Section 8 describes the
related work followed by concluding remarks in Section 9.
2. PRELIMINARIES
We formally define entity resolution in Section 2.1 and
describe the generative model for ER in Section 2.2.
2.1 Entity Resolution Problem Definition
Intuitively, an entity is a distinct real-world object such as
a customer, an organization, a publication etc. We are given
two relations T and T ′ with attributes {A1, A2, . . . , Am}.
The entity resolution (ER) problem [21] seeks to identify
all pairs of tuples (t, t′), where t ∈ T, t′ ∈ T ′, that refer
to same real-world entity. A pair of tuples is said to be a
match (denoted as M) (resp. unmatch (denoted as U) ) when
they refer to the same (resp. different) real-world entity.
When T = T ′, this is also known as data deduplication; and
when T 6= T ′, this is also known as record linkage. Figure 1
provides an illustration where we wish to identify which pair
of records from Google Scholar and DBLP refers to the same
publication.
A typical solution consists of two phases: blocking and
matching. Comparing all possible tuple pairs could be pro-
hibitively expensive. For efficiency reasons, ER solutions
usually first run blocking methods, which generate a can-
didate set Cs ⊆ T × T ′ that excludes tuple pairs that are
unlikely to match. A matcher then evaluates each tuple pair
in the candidate set as a match or a non-match. Typically,
the matcher is a binary ML classifier that is trained on some
labeled examples (a subset of Cs), and then is used to make
predictions on all pairs in Cs. Design blocking strategies
to retain as few pairs as possible but also not to lose many
matching pairs is an orthogonal research problem. In this
work, we assume blocking is already done, and compare our
matcher (AutoER) with all baselines on top of the retained
set Cs after blocking.
Feature Engineering for ER. To build a matcher, we
need to generate similarity vectors (aka feature vectors) for
every pair of tuples in Cs. Typically, a domain expert de-
signs different features for different datasets. Since we aim
to automate ER, we leverage the automated feature gen-
erating system implemented in the popular Magellan [28]
ER package. Under the hood, Magellan infers a type for
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Figure 1: Example of entity resolution: linking entries between (a) Google scholar and (b) DBLP. (c) shows
features generated by Magellan [28].
each aligned attribute, and applies a set of pre-defined sim-
ilarity functions for each type to generate features. As an
example, Figure 1(c) shows features generated by Magel-
lan. Multiple similarity functions are applied on each at-
tribute to create features, e.g. title title cos qgm 3 qgm 3
and title title jac qgm 3 qgm 3 are two features obtained
by applying two similarity functions on the titles of the tu-
ple pairs. Since Magellan can apply multiple similarity func-
tions to each aligned attribute, we end up with d features
with d ≥ m where m is the number of aligned attributes.
Furthermore, the number of features per attribute need not
to be fixed – some attributes might generate more features
than others. We use x = (x1, x2, . . . , xd) to denote the fea-
ture vector and y to denote the corresponding match status.
Note that while the values x are observed, y is an unobserved
random variable that must be estimated.
Formal Problem Definition. Given two relations T and
T ′, a candidate set of pairs after blocking Cs, and a feature
vector x for each pair in Cs, our goal is to assign a binary
label y ∈ {M,U} for every pair in Cs without any labeled
data.
Probabilistic Modeling of ER. Solving the ER problem
is essentially equivalent to finding the conditional proba-
bility p(y|x) over two outcomes: M and U, where p(y =
M |x) + p(y = U |x) = 1. Typical supervised ML methods
are considered discriminative modeling methods that learn
the conditional distribution p(y|x) directly using training
data.
2.2 Generative Models for ER
We propose to use generative models for performing un-
supervised AutoER. Generative models have shown to be
very successful in dealing with training data deficiency prob-
lems [38, 12]. We begin by describing an intuitive process
by which the similarity vectors are generated. Using a gen-
erative model, one can hypothetically “generate” feature
vector-label pairs (x, y) from M- and U- probability distri-
butions by repeating the following two steps:
1. Choose a distribution M or U by sampling y based on the
Bernoulli distribution parameterized by piM . Intuitively,
the process tosses a coin that comes heads with probabil-
ity piM . If it comes heads, it chooses the M-distribution
else the U-distribution.
2. Sample the feature vector x from the selected distribu-
tion. For example, if the M-distribution was selected then
the feature vector is sampled according to the conditional
probability distribution p(x|y = M).
Formally, piM and piU are known as the prior probabilities
that specify the proportion of M’s and U’s in all tuple pairs,
and thus we have piM + piU = 1. The M- and U- probability
distributions p(x|y = M) and p(x|y = U) are two class
conditional distributions of feature vectors.
Generative models compute p(y = M |x) by invoking
Bayes’ rule:
p(y = M |x) = p(x|y = M)
p(x)
=
piM × p(x|y = M)
piM × p(x|y = M) + piU × p(x|y = U) (1)
If p(y = M |x) > p(y = U |x), we describe x as a match and
vice versa.
Training. Intuitively, we wish to learn the parameters of
the model such that the likelihood that the model gener-
ates the observed similarity vectors is maximized. Let θM
(resp. θU ) denote the parameters that are governing the
M-Distribution (resp. U-distribution). Then the total set
of parameters include Θ = {θM , θU , piM}. Notice that piU is
not included as it can be directly inferred from piM . A com-
mon way to estimate Θ is by maximizing the log likelihood
function (the log is taken for computational convenience):
L(X, Y |Θ) = log
N∏
i=1
p(xi, yi|Θ) =
N∑
i=1
log
(
p(yi|Θ)p(xi|Θ, yi)
)
=
N∑
i=1
1yi=M log
(
piMp(xi|θM )
)
+
N∑
i=1
1yi=U log
(
(1− piM )p(xi|θU )
)
(2)
where 1. is the identity function that evaluates to 1 if the
condition is true and 0 otherwise; X is the N × d feature
matrix with the ith row xi being the feature vector of the
ith tuple pair; Y is the N × 1 status vector with the ith
element yi denoting the match status of the ith tuple pair.
Since yi is unknown, Equation (2) cannot be optimized
directly. The EM algorithm is the canonical algorithm to
use in the case of unobserved variables [16]. Each iteration
of the EM algorithm consists of two steps: an Expectation
(E)-step and a Maximization (M)-step. Intuitively, the E-
step determines what is the (soft) class assignment yi for
every tuple pair based on the parameter estimates from last
iteration Θt−1. In other words, E-step computes the poste-
rior probability γi = p(yi = M |xi,Θt−1). The M-step takes
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the new class assignments and re-estimates all parameters
Θt by maximizing Equation (2). More precisely, the M-step
maximizes the expected value of Equation (2), since the E-
step produces soft assignments. Formally, the two steps are
as follows:
1. E Step. Given the parameter estimates from the pre-
vious iteration Θt−1, compute the posterior probabilities
as follows:
γi = p(yi = M |xi,Θt−1) = piM × p(xi|θM )
piM × p(xi|θM ) + piU × p(xi|θU )
(3)
2. M Step. Given the new class assignments as defined by
γi, re-estimate Θt by maximizing the following expected
log likelihood function:
E{L(X, Y |Θ)} =
N∑
i=1
γi log
(
piMp(xi|θM )
)
+
N∑
i=1
(1− γi) log
(
(1− piM )p(xi|θU )
)
(4)
ER as Inference. Once the EM algorithm converges with
final parameters Θ, we could then assign a label to every
tuple pair as follows based on the posterior probability γi =
p(yi = M |xi,Θ) and p(yi = U |xi,Θ) = 1− γi. We assign xi
to the distribution with the higher probability.
label(xi) =
{
M, if γi > 1− γi
U, otherwise
(5)
3. THE AUTOER GENERATIVE MODEL
As discussed before, different choices of the M-distribution
and the U-distribution will lead to different generative mod-
els. There are two main considerations in choosing which
generative model to use:
• Efficiency. Whatever distributions we use, it should
be easy to estimate the parameters for optimizing Equa-
tion (4) in the M-step at every iteration.
• Expressiveness. The chosen distributions should be
able to capture ER specific data characteristics.
Choosing a powerful distribution might allow us to solve
challenging ER instances but might suffer from learning in-
efficiency and vice versa. For example, non-parametric dis-
tributions are the most expressive as they can capture any
data distributions; however, estimating the probability den-
sity of them (e.g., by using kernel density estimator) is very
expensive. The Gaussian Mixture Model (GMM) is a pop-
ular choice for many applications exactly because it strikes
a nice balance between efficiency and expressiveness – real-
world data often follows Gaussian distributions, and there
exist closed-form solutions for estimating the parameters of
a Gaussian distribution given a set of data points.
However, as we shall show in experiments, directly using
GMM is not effective, primarily because the feature matrix
generated by ER problems has certain characteristics and
peculiarities. In this section, we propose two novel modifica-
tions to the naive GMM, feature grouping in Section 3.2 and
feature regularization in Section 3.3. Our proposed modifi-
cations not only model the specific characteristics of ER
features well, but also permit closed-form update rules for
maximizing Equation (4) in the M-step under the AutoER
generative model.
3.1 GMM for Entity Resolution
For the sake of completeness, we go through the mechan-
ics of how to tackle ER as a GMM. As we shall show in
experiments, this approach produces inferior results.
Under GMM, the parameters for M-distribution and U-
distribution are θC = {µC ,ΣC}, where C ∈ {M,U},
µC is the mean vector, and ΣC is the covariance ma-
trix. Under GMM, p(xi|θC) is replaced with the Gaussian
probability density function 1
(2pi)d/2
1
det(ΣC)
1/2 exp{− 12 (xi −
µC)
TΣ−1C (xi − µC)}. Thus, Equation (4) becomes (see Ap-
pendix A.1 for detailed derivation):
E{L(X, Y |Θ)} =1
2
∑
C∈{M,U}
(
NC log det(ΣC)
−1 (6)
−
N∑
i=1
(γC,i(xi − µC))TΣ−1C (xi − µC)
+ 2NC log(piC)
)
+ const
where γM,i is γi and γU,i is 1 − γi; NC is sum of posterior
probabilities:
NC =
N∑
i=1
γC,i where C ∈ {M,U} (7)
It is known that the maximum of Equation (6) is achieved
under the following parameter assignments [10]:
µC =x¯C =
1
NC
N∑
i=1
γC,ixi
ΣC =SC =
1
NC
N∑
i=1
γC,i(xi − x¯C)(xi − x¯C)T
piC =NC/N
(8)
In other words, Equation (6) is maximized when µC and ΣC
equal to the weighted sample mean x¯C and weighted sample
covariance SC respectively.
3.2 Feature Grouping
Our first contribution is to improve the naive GMM by
leveraging how feature engineering is done for ER.
Deficiencies of Prior Approaches. A naive invocation of
GMM is problematic. The parameters for the two distribu-
tions are µC ,ΣC which contains 2×(d+
(
d
2
)
) free parameters.
This is often an overkill as most pair of features have low
covariance. If the data is insufficient, accurately estimating
all those parameters is even more challenging. The most
common way to alleviate this is to assume feature indepen-
dence, i.e. assume ΣC to be diagonal, which drastically re-
duces the number of parameters to be estimated. However,
this assumption is inappropriate for ER under the feature
engineering process described in Section 2.1. If an attribute
generated multiple features, then those features are clearly
not independent.
Best of Both Worlds by Feature Grouping. For the
specific task of ER, it is possible to get the best of both
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worlds. The complete dependence model is appealing as it
is very expressive, but has too many parameters to estimate.
The independence model is appealing as it has smaller num-
ber of parameters to estimate, but loses the obvious feature
dependencies. What we need is an alternate approach that
has drastically less parameters but is still expressive enough
for ER.
Figure 2: Heat map of correlation between features
Consider Figure 2 that shows the heat map of the cor-
relation matrix of all features for matches from the Fodors
Zagats dataset (the heat map for unmatches is similar). We
can clearly see the correlation matrix has a banding effect
with some blocks having higher values while other values are
closer to 0. Not surprisingly, these blocks correspond to the
set of features generated by the same attribute. This sug-
gests a natural modification to naive GMM. We consider an
approach based on feature grouping with the following sim-
plifications: (1) features generated from the same attribute
are dependent ; and (2) features generated by different at-
tributes are independent. We can see that this approach
achieves a good balance of expressiveness and performance.
Instead of estimating
(
d
2
)
parameters for ΣC , we just need
to estimate
m∑
i=1
(
|Fi|
2
)
(9)
where Fi is the set of features generated from attribute Ai.
We can see that this results in a dramatically reduced num-
ber of parameters. Conceptually, the covariance matrix ΣC
is a block diagonal matrix where each block corresponds to
the covariance matrix of the features obtained from the same
attribute.
ΣC =

Σ1C 0 . . . 0
0 Σ2C . . . 0
. . . . . . . . . . . . . . . . . . .
0 0 . . . ΣmC
 (10)
where C ∈ {M,U} and ΣgC is the covariance matrix for
features of the g-th attribute.
Parameter Estimation Under Feature Grouping. Us-
ing feature grouping, we essentially have m independent
GMMs sharing a common prior piC . Hence, it is not hard to
derive the closed-form solution for maximizing Equation (4)
as follows:
µgC =
1
NC
N∑
i=1
γC,ix
g
i
ΣgC =
1
NC
N∑
i=1
γC,i(x
g
i − x¯gC)(xgi − x¯gC)T
piC =NC/N
C ∈{M,U}, g = 1 . . .m
(11)
3.3 Feature Regularization
AutoER relies on accurate modelling of features for the M-
distribution and U-distribution. While the grouped Gaus-
sian distributions generally provide a good fit to real-world
data and have closed-form update rules in the EM algo-
rithm, they do suffer from degenerate overfitting cases, just
like how one can overfit supervised ML models.
To illustrate the overfitting problem in generative mod-
elling, consider a dataset with multiple features and one of
them is f1, where the values of f1 for all unmatch pairs are
between 0 and 0.5 and the value of f1 for all match pairs
is 1.0. This simple dataset can be perfectly fit using two
Gaussians, as shown in Figure 3(a1). In particular, the M-
distribution is a Gaussian distribution with a mean of 1.0
and a variance of 0, which means that p(xi|θM ) −→ ∞, for
all xi in class M , as all the probability mass for the M-
distribution concentrate on one point. If p(xi|θM ) −→ ∞,
then Equation (4) is already maximized. In other words,
the generative model is overfitting f1 such that all other
features play no role in maximizing Equation (4). More for-
mally, under the Gaussian distribution when Equation (4)
can be written as Equation (6), at the optimal solution
given by Equation (8), the expected log likelihood value
E{L(X, Y |Θ)} −→ ∞ when det(ΣC) approaches 0. This is
also known as the singularity problem [10]. This problem
occurs when all data points in one component collapse to
a single value in one or more dimensions so that the corre-
sponding rows in SC approach zero and det(ΣC) approaches
zero. As demonstrated in Figure 3, these degenerate cases
happen when the probability density of one class in any di-
mension is highly concentrated.
Avoiding Overfitting by Tikhonov Regularization.
One straightforward solution to address the overfitting prob-
lem is to add a small constant κ to the the diagonal entries
of SC , i.e., the variance of every feature. This is known
formally as the Tikhonov regularization [19, 27], in which
each feature is regularized uniformly. In fact, this is also
the solution adopted by the GMM implementation in the
popular sklearn package [5]. However, choosing a proper κ
is non-trivial. If κ is very small the degenerate features still
dominate and cause overfitting, so κ has to be large enough.
But, if κ is too large it will dominate the covariance matrix
and cause underfitting. Furthermore, each feature might re-
quire a different value for regularization instead of the con-
stant κ. In our two-component mixture model, an improper
regularization parameter can easily cause misclassification.
Example 1. Consider two features that need regulariza-
tion: f1 in Figure 3(a1) and f2 in Figure 3(a2). A κ is cho-
sen to regularize f1 very well as shown in Figure 3(b1), since
the two distributions are still well separated but each distri-
bution now does not have concentrated probability mass.
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Figure 3: The singularity problem: the naive fit for M has infinite probability density for both feature
f1(a1) and feature f2(a2). Tikhonov regularization for feature f1 (b1) and feature f2 (b2). AutoER adaptive
regularization for feature f1 (c1) and feature f2 (c2).
Applying the same κ to f2 results in Figure 3(b2), which
is clearly an inferior fit, since there is too much overlap
between the M-distribution and the U-distribution. This
will cause some data points originally belonging to the U-
distribution to be misclassified to the M-distribution, under-
mining the accuracy of the generative model.
Our Solution: Adaptive Regularization. To address
the overfitting problem and to also avoid the challenges as-
sociated with the uniform Tikhonov regularization, we pro-
pose an adaptive regularization strategy that regularizes dif-
ferent features differently. Formally, we modify the expected
likelihood function as follows:
E′{L(X, Y |Θ)} = E{L(X, Y |Θ)}−1
2
tr(K(NMΣ
−1
M +NUΣ
−1
U ))
(12)
where K = κdiag((µM − µU )2) is a diagonal matrix acting
as regularization parameter; tr() denotes the trace operation
on a matrix – the sum of all diagonal elements of the matrix;
NM and NU ensure the regularization term is “normalized”
to the amount of data N , without them, the first term will
dominate when N is large. Intuitively, this regularization
term punishes the variances of M and U being small, and the
amount of regularization depends on the “distance” between
the two distributions on different features.
To maximize Equation (12), the optimal values of µC and
piC are still given by Equation (8) but the optimal ΣC is
given by:
ΣC = SC +K where C ∈ {M,U} (13)
Detailed derivation can be found in Appendix A.2. Equa-
tion (13) adds an adaptive factor on the diagonal of the
covariance matrix enlarging the variance of every feature
dimension adaptively.
Example 2. Continuing with the previous example on
regularizing f1 and f2. Using our adaptive regularization
strategy, f1 is fitted in Figure 3(c1) and f2 is fitted in Fig-
ure 3(c2). As we can see, both features are now well sepa-
rated and well spread out to avoid the overfitting problem.
4. HANDLING CLASS IMBALANCE
One of the key characteristics that make the ER prob-
lem challenging for any ML based approach is the extreme
class imbalance. The number of unmatches outnumber the
number of matches by many orders of magnitude. Not sur-
prisingly, this has a huge influence on how the parameters
for the generative models are estimated and thereby im-
pacts the performance of AutoER. We propose an elegant
approach based on covariance matrix decomposition that
dramatically improves the effectiveness of parameter learn-
ing.
Learning Parameters from Unbalanced Data. Re-
call from the previous sections that the parameters of Au-
toER are prior probabilities (piM ), mean vectors (µM , µU )
and covariance matrices (ΣM ,ΣU ). The prior probability is
a scalar and the mean vector has a dimensionality of d (the
number of features). These parameters could be effectively
learned. The challenge occurs when learning the covariance
matrix ΣM . ΣM is estimated through the sample covariance
matrix SM (Equation (8), Equation (13)) whose dimension-
ality is d×d. For the convenience of exposition, let us assume
there is no feature grouping – the argument is the same in
the case of feature grouping. Since the matrix is symmetric,
there are
(
d
2
)
parameters that must be estimated from the
tuple pairs that are marked duplicates. For example, if a
dataset has 50 features, then there are 1225 parameters to
evaluate. However, in many datasets that ratio of duplicate
tuple pairs to number of parameters is very small. If done
naively, this will result in a large systematic distortion to
the eigenstructure of SM [15] making SM to be a poor esti-
mate for the true covariance matrix [43]. A similar problem
occurs, though at a lesser severity, for SU .
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Our solution. Intuitively, there are two techniques to
tackle this problem. We could reduce the number of pa-
rameters to learn and/or increase the data that is used for
learning the parameters. AutoER leverages both ideas for
improved learning. The key challenge is to identify ER spe-
cific properties. We achieve this by identifying an appro-
priate decomposition for SM and SU that allows us to both
reduce the number of parameters and to increase the amount
of data used for estimation.
Specifically, we decompose SC , C ∈ {M,U} based on the
well-known relationship between co-variance and Pearson
correlation of two random variables A and B:
correlation(A,B) =
covariance(A,B)
σAσB
where σA and σB are the standard deviation of A and B, re-
spectively. In other words, correlation can be seen as a nor-
malized measure of covariance – while covariance(A,B) ∈
[−∞,∞], we always have correlation(A,B) ∈ [−1, 1]. Based
on the above observation, we can thus decompose the sample
covariance matrix SC , C ∈ {M,U} as follows:
SC = ΛCRCΛC (14)
where ΛC is a diagonal matrix with ΛC [j, j] =
√
ΣC [j, j],
i.e., the sample standard deviation of feature j in class C,
and RC is the sample Pearson correlation matrix of pairs of
features in class C.
Superficially, it seems that we have actually increased the
number of parameters to be learned. In order to obtain
SC , C ∈ {M,U}, we only needed to estimate
(
d
2
)
param-
eters. Under the decomposition, we need d +
(
d
2
)
param-
eters. This is due to the fact that we need d parameters
for the diagonal matrix ΛC and
(
d
2
)
parameters for Pearson
correlation matrix RC which is also symmetric. Our core
observation is that, in the ER context, the Pearson corre-
lation matrices RM and RU are very similar. This is not
surprising as feature correlations are only mildly affected by
the class labels. This is especially true in our case due to
the way we create feature groups. Features in a same group
are obtained by applying different similarity functions on
the same attribute, so the Pearson correlation between the
corresponding features reflects the correlation of their cor-
responding similarity functions on this attribute, which is
often consistent over matches and unmatches. This ER spe-
cific property allows to rewrite Equation (14) as
SM = ΛMRΛM and SU = ΛURΛU (15)
Estimating SM and SU using Equation (15) addresses the
class imbalance problem for the exact two reasons we men-
tioned before. First, the number of parameters need to learn
decreases from 2× (d
2
)
to 2× d+ (d
2
)
, almost 50% less num-
ber of parameters for a large d. Second, since the Pearson
correlation matrix R is the same for both classes, we can
estimate it using the entire dataset, which is substantially
larger than just the matches.
5. INCORPORATING TRANSITIVITY
Transitivity is another important characteristic of ER.
Any effective solution for ER could improve its matching
accuracy by using the transitivity behavior. In this section,
we discuss why ML based approaches often have trouble
handling this constraint and how AutoER tackles it.
Transitivity in ER. Intuitively, the transitivity property
stipulates that if tuple pairs (t1, t2) and (t1, t3) are matches,
then (t2, t3) must be a match. In a number of real-world
datasets, this is an effective strategy and hence most prior
ER approaches have tried to incorporate it. The solutions
often could be broadly categorized into two techniques. The
simplest approach is to perform the matching process in
pairwise manner and perform a post-processing by comput-
ing the transitive closure on the matches (e.g., perform clus-
tering). While intuitive, this approach may not always be
effective. In many cases, the graphs obtained from pairwise
ER could have a large diameter – as much as 20 [37] resulting
in possibly unmatches being marked as matches.
An alternate approach is to incorporate the transitive clo-
sure inside the statistical model used for ER, and let the
model takes the property into account while training. The
stumbling block is that often the assumption in most ML
models is that similarity vectors are generated in an i.i.d
fashion. So one has to move from a pairwise ER model to
a collective ER setting where the match decision is made
through a joint optimization [8]. Relaxing the i.i.d. con-
straint often complicates the statistical model and makes it
prohibitively expensive. For example, [33] proposed a condi-
tional random field based approach that incorporated tran-
sitivity, whose training is very expensive.
Transitivity in AutoER. We face similar challenges when
incorporating transitivity in AutoER. Retrofitting this re-
quirement into the generative model’s objective function re-
sults in the same scalability issues as prior collective ER ap-
proaches. For example, we can pose the transitivity as a con-
straint on posterior probabilities, and perform constrained
maximum likelihood estimation, which is known to be hard
to scale [23]. Instead, AutoER leverages the transitivity as
a soft constraint that calibrates the posterior probabilities
at the end of E-step of every EM iteration. Our proposed
approach has two main advantages: (1) The transitivity is
only treated as a “soft constraint” — this is important be-
cause the posterior probabilities are only estimates and can
be incorrect, especially given that they change at every EM
iteration. (2) Our approach does not modify the model and
thus incur no additional computation cost other than check-
ing the transitivity constraint. In the following, we describe
how AutoER poses and uses the transitivity constraint.
Let γ12, γ13, and γ23 denote the posterior probability of
tuple pair (t1, t2), (t1, t3), and (t2, t3) being a match, respec-
tively. Transitivity states that if both (t1, t2) and (t1, t3)
are matches, then (t2, t3) must be match. However, there
exists cases where (t2, t3) is a match, but not both (t1, t2)
and (t1, t3) are matches. This observation is thus captured
using the following inequality:
γ12 × γ13 ≤ γ23 (16)
At the end of E-step in every EM iteration, we check for
violations of this constraint and correct for those violations.
Specifically, for three tuple pairs, if Equation (16) is violated,
i.e., γ12 × γ13 > γ23, the least “confident” one among the
three probabilities is adjusted. We can determine the least
“confident” tuple pairs as the one whose posterior proba-
bility for matching is closest to 0.5. For example, when
|γ12 − 0.5| < |γ13 − 0.5| and |γ12 − 0.5| < |γ23 − 0.5|, γ12 is
adjusted by:
γ12 =
γ23
γ13
(17)
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It is possible that there is no row in the feature matrix X
corresponds to tuple (t2, t3) due to blocking, in this case we
assume γ23 = 0 as tuples excluded by blocking are unlikely
to match. Of course, if this check is implemented naively,
this will require O(|C|2) where |C| is the number of tuple
pairs. To improve computational efficiency, we only per-
form this check on tuples that are more likely to be matches
(γ12 > 0.5 and γ13 > 0.5). Since the number of match tu-
ples is often much smaller, and the match tuples that are
adjacent or share a node, e.g. (t1, t2) and (t1, t3), is even
smaller, the checking can be done efficiently.
Implementation: DeDuplication v.s. Record Link-
age. While the above correction procedure looks straight-
forward, implementing it requires some considerations, de-
pending on whether the two datasets T and T ′ we do ER
on are the same. When T = T ′ (also known as data dedu-
plication), computing γ12, γ13, and γ23 are exactly same
as presented before using one generative model. However,
when T = T ′ (also known as record linkage), computing γ12,
γ13, and γ23 requires the use of multiple generative models:
one for tuple pairs in T , one for tuple pairs in T ′, and one
for cross-dataset tuple pairs. In other words, we need to run
three EM tasks – one to estimate the matches across datasets
and one each to identify matches within each dataset. Let F
be the model for matching two datasets while Fl and Fr be
the models for matching with the “left” and “right” datasets
respectively. In the E step of F , Equation (17) can modify
the posterior probability from Fl and Fr, so the three mod-
els should be trained together with each iteration performs
the following E-steps and M-steps for three models: F.E(),
F.M(),Fl.M(), Fl.E(),Fr.M(), Fr.E(). Notice that the M-
steps for Fl and Fr need to be called before their E-steps to
incorporate the changes made by F ’s E step.
6. PUTTING IT ALL TOGETHER
In this section, we describe the miscellaneous details that
are needed to make AutoER algorithm work. The pseu-
docode for AutoER is shown is Algorithm 1.
We consider blocking orthogonal to our problem. While
AutoER could work with all pairs of tuples, it is often more
efficient to do blocking. Furthermore, we assume that do-
main experts have done feature engineering and provided
the feature matrix X of dimension N × d. If not, one could
use any of the practical ER systems such Magellan [28] that
could generate features automatically.
It is possible that different features are in different scales.
For example, Jaccard similarity is between 0-1 while string
edit distance could be arbitrarily large. So, we ensure that
each feature is in the scale through min-max normalization
such that the minimim value for that feature is set to 0 and
the max to 1 and all other values adjusted proportionally.
EM algorithm requires an initialization. We initialize the
class assignment of each example (γi) straightforwardly ac-
cording to the relative magnitude of its feature vector: min-
max normalize the magnitude of feature vectors of all ex-
amples ||xi||, then assign γi = 1 if ||xi|| >  and γi = 0 if
||xi|| < . We choose 0.5 as the default value for , and show
experimentally that AutoER is robust to the choice of .
The EM iteration is terminated when the difference be-
tween normalized log likelihoods [10] L and L′ (obtained by
Equation (4)) between consecutive iterations is less than a
threshold, i.e.: |L−L
′|
N
< 10−5. We also set a limit the num-
ber of EM iterations to 200, a common practice also used
in popular ML packages such as sklearn [5]. When EM is
terminated due to the limit of the maximum number of it-
erations (instead of likelihood convergence), we average the
likelihood results from the latest 20 iterations. The space
complexity is O(N), determined by the feature matrix X.
The time complexity of each EM iteration is O(N), deter-
mined by Equation (3) and Equation (8).
Algorithm 1 AutoER
Input: Feature matrix X
Output: A binary label for every pair yi ∈ {M,U}
1: Initialize each γi
2: while Not Converged do
3: M Step
4: Update µM and µU by Equation (8)
5: Obtain SM and SU by Equation (15)
6: update ΣM and ΣU by Equation (13)
7: E Step
8: Update each γi by Equation (3)
9: Adjust γi that violates Equation (16) by Equa-
tion (17)
10: end while
11: Assign a binary label to each yi by Equation (5)
7. EXPERIMENTS
We conduct an extensive set of experiments to evaluate
the efficacy of AutoER. Specifically, our experiments focus
on three dimensions:
• Feasibility and Performance of AutoER (Section 7.2) Is
it really possible for an unsupervised method to achieve
performance comparable to supervised ML algorithms?
How does AutoER compare with existing unsupervised
methods, such as various clustering methods?
• Ablation Analysis (Section 7.3). How do various innova-
tions (feature grouping, feature regularization, handling
class imbalance, and incorporating transitivity) in Au-
toER contribute to its final accuracy?
• Sensitivity Analysis (Section 7.4). Is AutoER sensitive to
the size of the dataset, the regularization hyperparameter,
and its initialization?
7.1 Experimental Setup
Hardware and Platform. All our experiments were per-
formed on a machine with a 2.20GHz Intel Xeon(R) Gold
5120 CPU and with 96GB 2666MHz RAM.
Datasets. We conducted extensive experiments on six
datasets from four diverse domains such as publication, e-
commerce, movies and restaurants. Table 1 provides statis-
tics of these datasets. All are popular benchmark datasets
and have been extensively evaluated by prior ER work using
both ML and non-ML based approaches.
Algorithms Evaluated. We compare AutoER against
representative algorithms from supervised and unsupervised
approaches. We used Magellan [28] to generate the features
automatically, which are used by AutoER and all baseline
methods. The three supervised algorithms are:
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Domain Dataset Notation #Tuples #Matches #Attr
Restaurants Fodors-Zagat [2] Rest-FZ [2] 533 - 331 112 7
Publications DBLP-ACM [1] Pub-DA 2,616 - 2,294 2,224 4
Publications DBLP-Scholar [1] Pub-DS 2,616 - 64,263 5,347 4
Movies Rotten Tomatoes-IMDB [3] Mv-RI 558 - 556 190 8
Products Abt-Buy [1] Prod-AB 1,082 - 1,093 1,098 3
Products Amazon-Google products [1] Prod-AG 1,363 - 3,226 1,300 4
Table 1: Datasets characteristics
• Logistic Regression (LR): This is a typical linear classifier.
We use 5-fold cross validation to tune the `2 regularization
parameter.
• Random Forest (RF): This is a typical tree-based classi-
fier. The number of trees is set as 100 and the minimum
number of samples required to be at a leaf node is tuned
by a 5-fold cross validation to avoid overfitting.
• Multi-layer Perceptron (MLP): This is a typical deep
learning classifier. We use two hidden layers of size 50
and 10 and tune `2 regularization parameter by 5-fold
cross validation.
We use the sklearn [36] implementation for the three super-
vised methods. We randomly split each dataset to training
and test set by 50%-50% and report the average results of
ten runs. Note that using 50% of the data as training data is
a very generous setting as in practice the number of labeled
examples available is much smaller. The match entries in the
training set are over-sampled as is typically done in training
supervised ML methods in the presence of class imbalance.
As we shall describe in Section 8, unsupervised approaches
formalize the ER problem as model based clustering or an
extension of Fellegi-Sunter model. We chose four represen-
tative algorithms that cover the spectrum of unsupervised
approaches:
• K-Means (SK): This baseline applies the K-Means algo-
rithm from Scikit-Learn with K = 2. If the similarity
vectors for M- and U-distributions are very different, then
this method would provide good results.
• K-Means (RL): This is an improved baseline from [14]
that is calibrated for two-cluster ER task. Traditional K-
Means often fails when the sizes of two clusters are very
uneven [4] which is often the case in ER. This algorithm
tackle the class imbalance through class weighting so that
matches get a higher weight than unmatches.
• GMM: This applies Gaussian Mixture Model from scikit-
learn with 2 components.
• ECM: The Fellegi-Sunter (FS) model [22] is a seminal ap-
proach for unsupervised ER. There has been a number of
improvements to FS model that generalizes and improves
it performance. We use the implementation from [14,
13] that provides state of the art results. This approach
implements a expectation conditional maximization algo-
rithm that relaxes the simplistic independence assumption
from FS.
The unsupervised methods, including AutoER, are fitted on
the whole dataset without labels and evaluated on the whole
dataset.
Apart from the evaluated algorithms, we also report
the best-in-literature performance for all datasets whenever
available. Note that the best-in-literature work typically
does dataset specific feature engineering [29] or use many
training data [29, 34]. Nevertheless, we report the scores as
upper bounds for reference.
Performance Measures. We used F-score as the perfor-
mance measure as ER is a task with unbalanced labels. We
report averaged value F-score from ten runs when train-test
split is needed for supervised methods.
AutoER Setup. By default, we set the feature regulariza-
tion parameter κ for AutoER to 0.15; we set the initializa-
tion threshold  to be 0.5; and we use all unlabeled pairs for
fitting the generative model. We will report the sensitivity
of AutoER to all these parameters in Section 7.4.
7.2 AutoER Performance
Overall F-score comparison. Table 2 reports the F-score
for AutoER, three tuned supervised ML methods, four un-
supervised methods, and the published best in literature.
• AutoER vs unsupervised methods: AutoER outperforms
all the unsupervised benchmarks. We can see that un-
modified K-Means works well for simple datasets but
fails for challenging datasets. However, the modified K-
Means does not always work well with all domains. If
the assumptions of K-Means (such as similar variance) are
severely violated then it provides inferior results. AutoER
dramatically outperforms GMM based methods due to the
use of number of adaptations including feature grouping,
feature regularization, transitivity etc. Finally, the ECM
algorithm is simply not competitive with AutoER.
• AutoER vs supervised methods: The performance of Au-
toER is competitive to that of supervised methods even
though they have substantially larger amounts of train-
ing data and AutoER requires zero training data. In fact,
on 2/6 datasets AutoER even outperforms the supervised
methods. This validates the various design choices made
by AutoER.
• AutoER vs best-in-literature work: The performance of
AutoER is comparable to the best-in-literature work on
3 datasets. However, there are certain datasets such as
Prod-AB and Prod-AG datasets where there is a larger
gap in performance. We note that both these datasets are
known to be challenging for traditional similarity based
approaches. The datasets contain large strings such as
product description where simple string similarity ap-
proaches fail. In fact, the state-of-the-art results are pro-
vided by crowdsourcing and deep learning based methods
that use semantic similarity. Nevertheless, as shown from
Table 2, our approaches are comparable to the traditional
supervised ML approaches.
Labeling effort saved. We further investigate how much
labeled training data does the supervised methods need to
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Unsupervised Supervised
AutoER ECM k-Means (RL) k-Means(SK) GMM RF LR MLP published best in literature
Rest-FZ 1 0.07 0.30 0.30 0.30 0.97 0.98 0.99 1 [34]
Pub-DA 0.95 0.09 0.95 0.27 0.53 0.98 0.96 0.97 0.984 [34]
Pub-DS 0.85 0.07 0.85 0.43 0.28 0.93 0.88 0.92 0.947 [34]
Mv-RI 0.85 0.56 0.81 0.81 0.81 0.83 0.81 0.79 N/A
Prod-AB 0.40 0.01 0.01 0.02 0.02 0.46 0.18 0.32 0.713 [29]
Prod-AG 0.40 0.01 0.02 0.02 0.02 0.51 0.18 0.35 0.693 [34]
Table 2: F-score for all methods
Dataset AutoER F-score LR Pct LR Tuples RF Pct RF Tuples MLP Pct MLP Tuples
Rest-FZ 1 100% 2915 100% 2915 100% 2915
Pub-DA 0.95 0.9% 418 0.5% 232 0.9% 417
Pub-DS 0.85 0.9% 418 0.5% 232 0.2% 270
Mv-RI 0.85 100% 214 100% 214 100% 214
Prod-AB 0.4 100% 162981 2.6% 4248 75% 123054
Prod-AG 0.4 100% 358281 2.12% 7589 0.8% 2864
Table 3: Amount of labeled training data needed for supervised methods to achieve same performance as
AutoER. X Pct and X Tuples denote the percentage and the absolute number of labeled tuple pairs needed
for supervised method X ∈ {LR,RF,MLP} to match AutoER’s F-score.
match the performance of AutoER. Intuitively, this is a
proxy for the labeling effort that is saved when AutoER is
used instead of the supervised baselines. Table 3 shows the
results. We can make a few observations. First, to achieve
the same performance as AutoER, supervised ML methods
could need as much as hundreds to thousands of training
examples in the worst case. Obtaining that many labels is
often prohibitively expensive and often error prone. Sec-
ond, some baselines on some datasets need as much as 100%
data as training data in order to match AutoER’s F-score. If
there are only limited number of labels, it is often preferable
to use AutoER instead of prior supervised methods.
7.3 Ablation Analysis
We next perform a series of experiments to understand the
contributions of different components of AutoER, including
(1) different ways of handling feature dependency (full de-
pendency assumption, complete independency assumption,
and our proposed grouped dependency assumption); (2) dif-
ferent ways of performing feature regularization (the existing
Tikhonov regularization and our proposed adaptive regular-
ization, applied on the three different dependency assump-
tions); (3) using Pearson correlation to address the chal-
lenges associated with class imbalance; and (4) incorporat-
ing transitivity into AutoER. With a different combination
of techniques, the proper of feature regularization parameter
κ might be different. We set κ = 0.6 for all the other Au-
toER variants that are not equipped with all optimizations
as κ = 0.6 generally works well for them on most datasets.
The results for different combinations of techniques in Au-
toER setting are shown in Table 4. There are a few obser-
vations we can make:
• The final AutoER with combined optimizations (last col-
umn in Table 4) together consistently achieve the best
performances across all datasets.
• We compare three different feature dependency assump-
tions using no feature regularization at all. Surprisingly,
the most naive feature independent assumption actually
works the best. This is because feature independence suf-
fers the least to the singularity problem. Intuitively, the
column (or row) vectors in ΣI (the covariance matrix un-
der independence assumption) are linearly independent as
ΣI is a diagonal matrix, while the column vectors in ΣG
(the covariance matrix under feature grouping) as well as
ΣF (the covariance matrix with full feature dependence)
are possible to be linearly dependent (see Figure 2). As
stated in Section 3.3, the singularity problem tends to
occur when the determinant of the covariance matrix ap-
proaches zero. The determinant of a matrix is zero when
its column vectors are linearly dependent. Therefore, the
singularity problem is more likely to happen in ΣG and
ΣF .
• With feature regularization, the singularity problem is re-
solved. We observe that feature grouping now almost al-
ways works better than the other two, regardless of the
regularization strategies. Furthermore, we can see that
our proposed adaptive regularization is better than the
standard Tikhonov regularization, particularly on Pub-
DA, Prod-AB, and Prod-AG.
• Finally, addressing class imbalance and incorporating
transitivity further increases AutoER’s performance.
These two optimizations are especially important on
harder datasets, such as Prod-AB and Prod-AG, where
we see up to 100% F-measure increase.
7.4 Sensitivity Analysis
In this set of experiments, we show how AutoER is ro-
bust with respect to the regularization hyperparameter, the
initialization, and the size of unlabeled data used to fit the
generative model.
Sensitivity to regularization hyperparameter. In the
next experiment, we vary the regularization parameter κ
to understand how it affects the results. Recall that when
κ = 0, there is no feature regularization. In this case, our
generative model suffers from two major issues – singularity
and over-fitting on the degenerate features – that reduces
its performance. However, when κ is too large (e.g. κ = 1),
the regularization term in Equation (13) begins to domi-
nate the covariance matrix. This results in the generative
model to underfit the data for certain datasets. As shown
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Feature Dependence Feature Regularization AutoER Variants
Full Independent Grouped F-Tik I-Tik G-Tik F-Adp I-Adp G-Adp G+A+P G+A+P+T
Rest-FZ 0.94 1 0.94 0.98 0.96 0.98 0.56 0.91 0.97 0.98 1
Pub-DA 0.27 0.81 0.27 0.57 0.63 0.59 0.63 0.71 0.95 0.96 0.95
Pub-DS 0.27 0.28 0 0.73 0.72 0.74 0.73 0.70 0.73 0.78 0.85
Mv-RI 0.69 0.68 0.69 0.81 0.80 0.81 0.81 0.83 0.82 0.82 0.85
Prod-AB 0.05 0.01 0 0 0.03 0 0.20 0.16 0.20 0.27 0.40
Prod-AG 0.03 0.03 0.03 0 0 0 0.28 0.22 0.28 0.35 0.40
Table 4: Ablation analysis for AutoER. G+A+P+T is the final AutoER with feature Grouping, Adaptive
feature regularization, using Pearson correlation for handling class imbalance and incorporating Transitivity.
Figure 4: Sensitivity Analysis. F1 score under different (a)regularization parameter κ, (b)initialization
threshold  and (c)unlabeled training data size.
in Figure 4(a), the performance of AutoER is robust for
intermediate values of κ.
Sensitivity to initialization. We vary the initialization
threshold  to show that AutoER is robust to initialization.
As shown in Figure 4(b), AutoER is robust to , and the
result doesn’t change at all for most datasets. When  = 0
or 1, no data is assigned to M or U component so that EM
will fail to run. It is well known that EM is only guaranteed
to return a local minimum so a poor initialization tends to
give poor results [7]. For Mv-RI, when  approaches 0 or 1,
F-score decreases. This is because Mv-RI is a small dataset
and when  is close to 0 or 1 too few data are assigned to M
or U component, offering an extremely poor initialization.
As we can see,  = 0.5 offers a safe initialization for all
datasets.
Sensitivity & Scalability to unlabeled training data
size. We demonstrate that AutoER can produce excellent
results even when trained on a subset of dataset. Specifi-
cally, we vary the amount of data (without labels) used to
fit AutoER and evaluate how it impacts AutoER’s perfor-
mance on the reminder of data. As shown in Figure 4(c),
F1 score increases as the amount of unlabeled training data
increases. Figure 4(c) also shows that AutoER already gives
good F1 score with only about 10% training data, which can
save about 90% training time.
By varying the training data size, we can also demonstrate
the scalability of AutoER. Figure 5 shows the running time
per EM iteration is roughly linear to the amount of training
data. This means AutoER is scalable.
8. RELATED WORK
Prior work on ER can be categorized as based on (a)
rules, (b) expert or crowd and (c) machine learning based.
Rule-based approaches are often simple and easily inter-
pretable [35], but often cannot achieve state-of-the-art re-
sults. Human-involved ER has become popular [44, 25],
Figure 5: Running time per EM iteration for differ-
ent amount (%) of training data.
but often still requires substantial involvement of the ex-
pert and/or crowd either to perform data labeling or to do
feature engineering. In this work we focus on and compare
with ML based approaches as they provide state-of-the-art
solutions. A good overview of ER can be found in surveys
such as [30, 21, 17, 35, 24, 26, 32] and tutorials [24].
Supervised ML approaches for ER rely on obtaining signif-
icant number of tuple pairs as matches and unmatches which
is cumbersome and error prone. With sufficient labeled ex-
amples, many binary classifiers have been experimented, in-
cluding Naive Bayes [45], decision tree [11], SVM [9], ac-
tive learning [40] and transfer learning [42]. [28] provides
a comprehensive survey of the current ER systems based
on supervised approaches. We picked three representative
and best-performing supervised ML models and compared
against them.
Unsupervised approaches often model ER as a probabilis-
tic clustering problem, as is our proposal. The Fellegi-Sunter
(FS) model is generally regarded as the seminal work in un-
supervised ER, and was originally proposed for deduplicat-
ing the Census data [22]. Since then, many extensions have
been proposed, including using EM for learning the weights
of features [46], improved decision rules [47], generalization
to multiple datasets [39], other generative processes [31], re-
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laxing the conditional independence assumptions in FS [41,
13] and leveraging auxiliary data [6]. We not only com-
pared with some classical clustering methods (K-Means and
GMM), but also a popular open-source implementation of
the FS model [14, 13].
9. CONCLUSION
We have proposed AutoER, an automated solution for
solving the ER problem without any labeled examples. This
is achieved through a generative model that discerns the
difference between similarity vectors of matches and un-
matches. Our proposed generative model extends the pop-
ular Gaussian Mixture Model by including many improve-
ments that are specific to address ER challenges. First, our
feature grouping idea captures the dependencies between
features generated from the same attribute, while assumes
features across attributes to be independent. Second, our
feature regularization idea addresses the singularity problem
found in ER datasets. Third, we handle the class imbalance
problem in ER by decomposing the covariance matrix, and
thus reducing the number of parameters that need to be
estimated. Fourth, we also propose a way to treat the tran-
sitivity constraint in ER as a soft constraint. With all of
these optimizations together, we are able to achieve state-
of-the-art results, but with zero training data.
A. APPENDIX
A.1 Proof I
Equation (4) to Equation (6):
Under GMM, p(xi|θC) is the Gaussian probability density
function:
p(xi|θC) = 1
(2pi)d/2
1
det(ΣC)1/2
exp{−1
2
(xi−µC)TΣ−1C (xi−µC)}
(18)
substitute the above equation into Equation (4) gives Equa-
tion (6):
E{L(X, Y |Θ)}
=
∑
C∈{M,U}
N∑
i=1
γC,i log
(
piCp(xi|θC)
)
=
∑
C∈{M,U}
( N∑
i=1
γC,i log
(
p(xi|θC)
)
+
N∑
i=1
γC,i log(piC)
)
=
∑
C∈{M,U}
( N∑
i=1
γC,i log(
1
(2pi)d/2
) +
N∑
i=1
γC,i log(
1
det(ΣC)1/2
)
+
N∑
i=1
γC,i(−1
2
(xi − µC)TΣ−1C (xi − µC)) +
N∑
i=1
γC,i log(piC)
)
=
1
2
∑
C∈{M,U}
(
NC log det(ΣC)
−1 −
N∑
i=1
γC,i((xi − µC)TΣ−1C (xi − µC))
+ 2NC log(piC)
)
+ const
(19)
where γM,i is γi and γU,i is 1 − γi; NC is sum of posterior
probabilities:
NC =
N∑
i=1
γC,i where C ∈ {M,U} (20)
Actually, Equation (6) can be written more compactly as:
E{L(X, Y |Θ)} =NC
2
∑
C∈{M,U}
(
log det(ΣC)
−1
− tr(SˆCΣ−1C ) + 2 log(piC)
)
+ const
(21)
where SˆC is:
SˆC =
1
NC
N∑
i=1
γC,i(xi − µC)(xi − µC)T (22)
A.2 Proof II
Proof for Equation (13):
substitute Equation (21) into Equation (12):
E′{L(X, Y |Θ)}
=E{L(X, Y |Θ)} − 1
2
tr(K(NMΣ
−1
M +NUΣ
−1
U ))
=
NC
2
∑
C∈{M,U}
(
log det(ΣC)
−1
− tr(SˆCΣ−1C ) + 2 log(piC)− tr(KΣ−1C )
)
+ const
(23)
The derivative of −tr(KΣ−1C ) with respect to µC and piC are
all zero, so the optimal µC and piC for Equation (23) are the
same as that of Equation (21):
µC =x¯C =
1
NC
N∑
i=1
γC,ixi
piC =NC/N
(24)
To derive the optimal ΣC , we write Equation (23) as:
E′{L(X, Y |Θ)}
=
NC
2
∑
C∈{M,U}
(
log det(ΣC)
−1
− tr((SˆC +K)Σ−1C ) + 2 log(piC)
)
+ const
(25)
which is equivalent to simply replacing SˆC with SˆC +K in
Equation (21). It is known the optimal ΣC for Equation (21)
equals to SˆC [10], so the optimal ΣC for Equation (25) is
given by:
ΣC = SˆC +K (26)
substitute the µC inside SˆC by Equation (24):
ΣC = SC +K (27)
where SC is the weighted sample covariance matrix:
SC =
1
NC
N∑
i=1
γC,i(xi − x¯C)(xi − x¯C)T (28)
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