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Abstract
Let G be a (/nite) connected graph. Intervals and steps in G are objects that depend on the distance function d of G.
If u; v∈V (G), then by the u–v interval in G we mean the set
{x∈V (G) ;d(u; x) + d(x; v) = d(u; v)}:
By the interval function of G we mean the mapping I of V (G) × V (G) into the power set of V (G) such that I(u; v)
is the u–v interval of G. By a step in G we mean an ordered triple (u; v; w) where u; v; w∈V (G), d(u; v) = 1 and
d(v; w) = d(u; w)− 1. A characterization of the interval function of G and a characterization of the set of all steps in G
were published by this author in 1994 and 1997, respectively.
This paper is a review of author’s results on intervals and steps in a connected graph. Some small results or short
proofs are new.
c© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
By a graph we mean here a /nite undirected graph; no loops or multiple edges are allowed; see [3] for basic terminology.
Let G be a connected graph, and let d denote its distance function. By a geodesic in G we mean a path
(v0; : : : ; vn); (1)
where v0; : : : ; vn ∈V (G), n¿ 0 and d(v0; vn) = n. If u; v∈V (G), then by the u–v interval in G we mean the set
{x∈V (G) ;d(u; x) + d(x; v) = d(u; v)}:
Following [4], by the interval function of G we mean the mapping I of V (G)× V (G) into the power set of V (G) such
that I(u; v) is the u–v interval of G (cf. also the notion of a /nite graphic interval space in the sense of [2] and [1]).
As in [7], by a step in G we mean an ordered triple (u; v; w), where u; v; w∈V (G), d(u; v) = 1 and d(v; w) = d(u; w)− 1.
Let v0; : : : ; vn ∈V (G) and n¿ 1; then (1) is a geodesic in G if and only if (vi; vi+1; vn) is a step in G for each i; 06 i6n−1.
Let G be a connected graph. A necessary and su@cient condition for a mapping of V (G)×V (G) into the power set of
V (G) to be the interval function of G was proved in [6]; see also [8,12] (note that the assumption that G is connected
can be omitted). Moreover, a necessary and su@cient condition for a ternary relation on V (G) to be the set of all steps
in G was proved in [7]; see also [10,13]. Those characterizations of the interval function of G and the set of all steps
in G use several axioms with only one sort of variables: variables in V (G). We add that a correspondence between the
characterization of the set of all steps in G and a characterization of the set of all geodesics in G was studied in [9].
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The present paper is a review of author’s results on the interval function of a connected graph and the set of all steps
in a connected graph. Their characterizations will be presented here. We will prove several results closely related to these
characterizations; some results or proofs will be new. Moreover, a rough scheme of a proof of the characterization of the
interval function of a connected graph (“if” part) will be presented in this paper.
2. The interval function of a connected graph
For every /nite nonempty set U , we denote by J(U ) the set of all mappings J of U × U into the power set of U .
Let U be a /nite nonempty set, and let J ∈ J(U ). We denote by GJ the graph with V (GJ ) = U and
E(GJ ) = {uv ; u; v∈U; u = v and J (u; v) = {u; v}= J (v; u)}:
Proposition 1. Let U be a 6nite nonempty set, and let J ∈ J(U ). If J is the interval function of a connected graph G,
then GJ = G.
Proof. Is obvious.
Theorem 2. Let U be a 6nite nonempty set, and let J ∈ J(U ). Then GJ is connected and J is the interval function of
GJ if and only if J satis6es the following axioms (A1)–(A7):
(A1) J (v; u) = J (u; v) for all u; v∈U ;
(A2) v∈ J (u; v) for all u; v∈U ;
(A3) if v∈ J (u; w), then J (u; v) ∩ J (v; w) = {v} for all u; v; w∈U ;
(A4) if v∈ J (u; w) and x∈ J (v; w), then x∈ J (u; w) for all u; v; w; x∈U ;
(A5) if v∈ J (u; w) and x∈ J (v; w), then v∈ J (u; x) for all u; v; w; x∈U ;
(A6) if u = v, J (u; v) = {u; v}, w = x, J (w; x) = {w; x}, v∈ J (u; w), u∈ J (v; x), and x∈ J (w; u), then w∈ J (x; v) for all
u; v; w; x∈U ;
(A7) if u = v, J (u; v) = {u; v}, w = x, J (w; x) = {w; x}, v∈ J (u; w), v ∈ J (u; x), and x ∈ J (w; u), then w∈ J (x; v) for all
u; v; w; x∈U .
Veri/cations of axioms (A6) and (A7) can be found in [6]. The set of axioms (A1)–(A5) is equivalent to
properties (i)–(v) in 1.1.2. Proposition in [4], the pioneer book on the interval function of a connected graph.
In the rest of this section we assume that a /nite nonempty set U and J ∈ J(U ) are given.
Consider v0; : : : ; vk ; w∈U , where k¿ 1. If
vi+1 ∈ J (vi; w) for each i; 06 i ¡ k;
then we write v0 : : : vk →J w. It is clear that if J satis/es (A2) and v0 : : : vk →J w, then v0 : : : vkw →J w.
Proposition 3. Let J satisfy (A4) and (A5). Consider v0; : : : ; vk ∈U , where k¿ 2. Assume that g, h and i are integers
such that 06 g¡h¡ i6 k. Let v0 : : : vk−1 →J vk . Then vh ∈ J (vg; vi).
Proof. Let f be an integer such that 06f6 k − 2. Then vf+1 ∈ J (vf; vk) and if f6 k − 3, then (A4) implies that
vf+2 ∈ J (vf; vk); : : : ; vk−1 ∈ J (vf; vk).
We see that vh ∈ J (vg; vk). If i = k, then vh ∈ J (vg; vi). Let i6 k − 1. Then h6 k − 2 and therefore, vi ∈ J (vh; vk).
By (A5), vh ∈ J (vg; vi).
Corollary 4. Let J satisfy (A1), (A4) and (A5). Consider v0; : : : ; vk ∈U , where k¿ 2. Assume that v0 : : : vk−1 →J vk .
Then vk : : : v1 →J v0.
Proof. By Proposition 3, vi−1 ∈ J (v0; vi) for each i, 26 i6 k. Thus, as follows from (A1), vk : : : v1 →J v0.
By a process in J we mean a sequence (v0; : : : ; vk) such that v0; : : : ; vk ∈U , k¿ 1, v0 : : : vk →J vk and
J (vi; vi+1) = {vi; vi+1} and vi = vi+1 for all i; 06 i6 k − 1:
If  = (v0; : : : ; vk) is a process in J , where v0 = v and vk = w, then we say that  is a v− w process in J .
The fact that U is /nite is used in the proofs of the next lemma and proposition.
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Lemma 5. Let J satisfy (A1)–(A4). Consider distinct v; w∈U . Then there exists x∈ J (v; w) such that x = v and
J (v; x) = {v; x}.
Proof. Obviously, J (v; w) is /nite. By (A1) and (A2), v; w∈ J (v; w). Put m = |J (v; w)|. Since v = w, we have m¿ 2.
We proceed by induction on m. The case when m = 2 is obvious: we put x = w. Let m¿ 3. Consider an arbitrary
y∈ J (v; w)\{v; w}. By (A3), J (v; y)∩J (y; w)={y}. Thus w ∈ J (v; y). Combining (A1), (A2) and (A4), we get J (v; y) ⊆
J (v; w). Hence |J (v; y)|¡m. By the induction hypothesis, there exists x∈ J (v; y) such that x = v and J (v; x) = {v; x}.
Combining (A1) and (A4), we get x∈ J (v; w), which completes the proof.
Proposition 6. Let J satisfy (A1)–(A4). Consider distinct v; w∈U . Then there exist v0; : : : ; vk ∈U , k¿ 1, such that
v0 = v, vk = w and (v0; v1; : : : ; vk) is a process in J.
Proof. Obviously, J (v; w) is /nite. Put m = |J (v; w)|. Then m¿ 2. We proceed by induction on m. By Lemma 5, there
exists x∈ J (v; w) such that v = x and J (v; x) = {v; x}. If m = 2, then x = w and therefore, (v; w) is a process in J .
Let m¿ 3. Then x = w. By (A3), J (v; x) ∩ J (x; w) = {x} and thus v ∈ J (x; w). By (A4), J (x; w) ⊆ J (v; w). We have
|J (x; w)|¡m. By the induction hypothesis, there exist v1; : : : ; vk ∈U such that v1 = x, vk =w, and (v1; : : : ; vk) is a process
in J . Put v0 = v. Since v1 ∈ J (v0; vk), v0 = v1 and J (v0; v1) = {v0; v1}, we see that (v0; v1; : : : ; vk) is a process in J , which
completes the proof.
It is assumed in [6] that GJ is connected; but this assumption is not used in the proofs there. Lemma 5 and Proposition 6
are closely connected to statements (3) and (6) of the lemma in [6]; but their proofs are rather implicit there. (Note that
Lemma 5 also follows from Lemma 4 in [12].)
Corollary 7 (Cf. Corollary 1 in [12]). If J satis6es (A1)–(A4), then GJ is connected.
Proof. Is obvious.
A rough scheme of a proof of Theorem 2 (“if” part). Put G=GJ . Assume that J satis/es (A1)–(A7). By Corollary 2, G
is connected. Let d and I denote the distance function of G and the interval function of G, respectively. We want to
prove that I = J . Suppose to the contrary, that I = J . There exists n¿ 0 such that
I(r; s) = J (r; s) for all r; s∈U such that d(r; s)¡n (2)
and
there exist t; t′ ∈U such that d(t; t′) = n and I(t; t′) = J (t; t′): (3)
Obviously, n¿ 2. We distinguish two cases.
Case 1: Assume that there exist v; w; x∈U such that w∈ I(v; x)\J (v; x) and d(v; x) = n. It is easy to show that there
exist u∈U such that u∈ I(v; x)\J (v; x) and uv∈E(G). There exist x0; x1; : : : ; xm; y0; : : : ; yn−1, yn ∈U , when m¿ n, such
that x0 = yn = v, xm = y0 = x, yn−1 = u, (x0; x1; : : : ; xm) is a process in J , and (y0; : : : ; yn−1; yn) is a geodesic in G.
Put x−1 = yn−1. For every i, 06 i6 n, we denote by A1(i) the statement as follows:
d(xi; yi) = n; x∈ J (xi; yi) and xi−1 ∈ J (xi; yi):
It is easy to show that A1(0) holds and A1(n) does not hold. Clearly, there exists j, 06 j6 n− 1, such that
A1(j) holds and A1(j + 1) does not hold:
As can be proved, this assumption leads to a contradiction. (Note that also (A6), (A7) and (2) are needed in that part of
the proof.)
Case 2: Assume that
I(r; s) ⊆ J (r; s) for all r; s∈U such that d(r; s) = n: (4)
As follows from (3), there exist v; w; x∈U such that w∈ J (v; x)\I(v; x) and d(v; x) = n. It is not di@cult to show that
there exists u∈U such that u∈ J (v; x)\I(v; x) and uv∈E(G). There exist x0; x1; : : : ; xm; y0; : : : ; yn−1; yn ∈U , when m¿ n,
such that x0 = yn = v, xm = y0 = x, x1 = u, (x0; y1; : : : ; xm) is a process in J and (y0; : : : ; yn−1; yn) is a geodesic in G. It is
not di@cult to see that m¿n. For every i, 06 i6 n, we denote by A2(i) the statement as follows:
d(xi; yi) = n and x∈ J (xi; yi):
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We have A2(0). Since m¿n, it is easy to show that A2(n) does not hold. Clearly, there exists j; 06 j6 n − 1, such
that
A2(j) holds and A2(j + 1) does not hold:
As can be proved, this assumption leads to a contradiction. (Note that also (A7), (2) and (4) are needed in that part of
the proof.)
The reader is referred to [6] or [12] for the details; the proof in [12] is simpler. (The proof in [8] is rather diEerent.)
3. The set of all steps in a connected graph
Let U be a /nite nonempty set, and let T ⊆ U × U × U . We denote by G(U;T ) the graph with V (GU;T )) = U and
E(G(U;T )) = {uv ; u; v∈U; u = v and (u; v; v); (v; u; u)∈ T}:
Proposition 8. Let U be a 6nite nonempty set, and let T ⊆ U × U × U . If T is the set of all steps in a connected
graph G with V (G) = U , then G = G(U;T ).
Proof. Is obvious.
Theorem 9. Let U be a 6nite nonempty set, and let T ⊆ U × U × U . Then T is the set of all steps in G(U;T ) if and
only if G(U;T ) is connected, and U and T satisfy the following axioms (B1)–(B7):
(B1) if (u; v; w)∈ T , then (v; u; u)∈ T for all u; v; w∈U ;
(B2) if (u; v; w)∈ T , then (v; u; w) ∈ T for all u; v; w∈U ;
(B3) if u = v, then there exists y∈U such that (u; y; v)∈ T for all u; v∈U ;
(B4) if (u; v; w), (w; x; v)∈ T , then (w; x; u)∈ T for all u; v; w; x∈U ;
(B5) if (u; v; w), (w; x; v)∈ T , then (u; v; x)∈ T for all u; v; w; x∈U ;
(B6) if (u; v; w), (v; u; x), (w; x; u)∈ T , then (x; w; v)∈ T for all u, v, w, x∈U ;
(B7) if (u; v; w), (w; x; x)∈ T and (u; v; x); (w; x; u) ∈ T , then (x; w; v)∈ T for all u; v; w; x∈U .
Veri/cations of (B1)–(B3) are easy. Veri/cations of (B4), (B5), (B7) and a stronger version of (B6) can be found
in [7].
In the rest of this section we assume that a /nite nonempty set U and T ⊆ U × U × U are given.
Consider v0; : : : ; vk , w∈U , where k¿ 1. If
(vi; vi+1; w)∈ T for each i; 06 i ¡ k;
then we will write v0 : : : vk →T w.
Lemma 10 (Cf. Corollary 1 in Nebesk%y [9]). Let U and T satisfy (B4) and (B5). Consider v0; : : : ; vk , w; x∈U such that
v0 : : : vk →T w. If (x; w; v0)∈ T or (w; x; vk)∈ T , then v0 : : : vk →T x.
Proof (Outlined). If (x; w; v0)∈ T , then it is easy to prove that (vi−1; vi; x), (x; w; vi)∈ T for each i, 16 i6 k. Similarly,
if (w; x; vk)∈ T , then we can prove that (vk−i, vk−i+1; x), (w; x; vk−i)∈ T for each i; 16 i6 k. (We proceed by induction
on i; cf. the proof of Lemma 1 in [9].)
The next lemma generalizes Lemma 3 in [9].
Lemma 11. Let U and T satisfy (B4), (B5) and (B7). Consider v0; : : : ; vk , w; x∈U , where k¿ 1. Assume that vk = v0,
w = x, w and x belong to the same component of G(U;T ), and v0 : : : vk →T w. Then v0 : : : vk →T x.
Proof. Put G = G(U;T ). Suppose, to the contrary, that v0 : : : vk →T x does not hold. Since w and x belong to the same
component of G, there exist distinct r; s∈U such that rs∈E(G), v0 : : : vk →T r, and there exists i, 06 i ¡ k, such that
(vi; vi+1; s) ∈ T . Clearly, (vi; vi+1; r)∈ T . Since rs∈E(G), we have (r; s; s)∈ T . It follows from (B7) that (r; s; vi)∈ T or
(s; r; vi+1)∈ T . De/ne vk+1 = v1; : : : ; v2k−1 = vk−1; v2k = vk . Hence (r; s; vi+k)∈ T or (s; r; vi+1)∈ T . Since vk = v0, we have
vivi+1 : : : vi+k →T r and vi+1vi+2 : : : vi+k+1 →T r:
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By Lemma 10,
vivi+1 : : : vi+k →T s or vi+1vi+2 : : : vi+k+1 →T s:
This implies that v0v1 : : : vk →T s, which is a contradiction. This completes the proof.
In the proof of the next lemma, the fact that U is /nite will be used.
Lemma 12. Let U and T satisfy (B1), (B2), (B4), (B5), and (B7). Assume that w and x are distinct vertices of the
same component of G(U;T ). Then there exists no in6nite sequence
v0; v1; v2; : : : ;
of elements in U such that
w = v0 and (vi; vi+1; x)∈ T for each i = 0; 1; 2; : : : : (5)
Proof. Put G = G(U;T ). Suppose, to the contrary, that there exists an in/nite sequence
v0; v1; v2; : : :
of elements of U such that (5) holds. As follows from (B1) and (B2),
v0v1; v1v2; v2v3; : : : are edges of G:
Thus all the vertices x; v0; v1; v2; : : : belong to the same component of G. Since U is /nite, there exist integer i and j such
that 06 i ¡ j and vi = vj . We have vivi+1 : : : vj →T x. By virtue of Lemma 11, vivi+1 : : : vj →T vi. Hence (vi; vi+1; vi)∈ T .
As follows from (B2), (vi+1; vi; vi) ∈ T , which contradicts (B1). This completes the proof.
By a process in U and T we mean a sequence (v0; : : : ; vk) such that k¿ 1, v0; : : : ; vk ∈U , and v0 : : : vk →T vk . If =
(v0; : : : ; vk) is a process in U and T , v0 = v and vk = w, then we say that  is a v− w process in U and T .
The next proposition generalizes Lemma 5 in [9].
Proposition 13. Let U and T satisfy (B1)–(B5) and (B7). Consider distinct v; w∈U . If v and w belong to the same
component of G(U;T ), then there exists a v− w process in U and T.
Proof. Combining Lemma 12 with (B3), we get the result.
Corollary 14 (Cf. Lemma 5 in Nebesk%y [9]). Let U and T satisfy (B1)–(B5) and (B7), and let G(U;T ) be connected.
Then there exists a v− w process in U and T for all distinct v; w∈U .
Lemma 15 (Cf. Lemma 2 in Nebesk%y [9]). Let U and T satisfy (B1), (B4) and (B5). Consider v0; : : : ; vk ∈U , where
k¿ 0. If (vk ; : : : ; v0) is a process in U and T, then (v0; : : : ; vk) is a process in U and T as well.
Proof (Outlined). Let (vk ; : : : ; v0) be a process in U and T . This means that vkvk−1 : : : v0 →T v0. We need to prove that
v0 : : : vk−1vk →T vk . We proceed by induction on k. The case k=1 follows from (B1). The case when k¿ 2 follows from
the induction hypothesis, Lemma 10 and (B1).
Proposition 16. Let U and T satisfy (B1)–(B7).
If (r; s; y); (r; t; s)∈ T; then t = s for all r; s; t; y∈U: (6)
Proof. Put G = G(U;T ). Suppose, to the contrary, that there exist r; s; t; y∈U such that (r; s; y), (r; t; s)∈ T and t = s. By
virtue of (B1) and (B2), sr; rt ∈E(G). Therefore, s and t belongs to the same component of G. By Proposition 13, there
exist t1; : : : ; tk ∈V such that k¿ 2, t1 = t, tk = s, and (t1; : : : ; tk) is a process in U and T . Since (r; t1; tk)∈ T , we see that
(r; t1; : : : ; tk) is a process in U and T . By Lemma 15, (tk ; : : : ; t1; r) is a process in U and T as well. Hence
(t2; t1; r)∈ T: (7)
Recall that (r; t1; tk), (r; tk ; tk)∈ T . Put r= u= x, t1 = v and tk =w. By virtue of (B6), (r; tk ; t1)∈ T . Combining (B5) with
(7), we get (t2; t1; tk)∈ T . By (B2), (t1; t2; tk) ∈ T and therefore, (t1; t2; : : : ; tk) is not a process in U and T ; a contradiction.
This completes the proof.
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Very diEerent proofs of Theorem 9 (or a variant of Theorem 9) have been presented in [7,10,13]. (Moreover, how to
derive the characterization of the set of all steps in a connected graph G from a characterization of the set of all geodesics
in G has been shown in [9].)
A stronger version of axiom (B6) has been used in [7,10]. Moreover, (6) has been also used as an axiom in [7].
Corollary 14 has not been used in the proof in [7]. Proposition 16 has not yet been used in any proof of the charac-
terization of the set of all steps in a connected graph.
As was shown in [7], the assumption that G(U;T ) is connected cannot be omitted in Theorem 9. Results similar to
Theorem 9 but without the assumption that G(U;T ) is connected are known for special types of graphs only; see [11,5,13].
(Note that instead of a ternary relation, a binary operation is used in [11].)
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