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Abstract This study presents a multistream superthermal electron transport model for the Mars space
environment. This model includes the magnetic inhomogeneity eﬀects, which is vital to understand
electron motion around Mars. The convergence tests on the step sizes of variables are carried out and
appropriate grid setups are determined. In addition, we have examined three physical parameters, F10.7
values, thermal electron/plasma density, and neutral densities. Through the investigation of F10.7 values, an
interesting fact about the Hinteregger model is found that the photon ﬂux of each wavelength is scaled
diﬀerently. The resultant photoelectron ﬂuxes also show a nonuniform percentage of increase. The results
of plasma density and neutral densities tests are consistent with previous theories, such as the expected
degradation of ﬂuxes in the low-energy range with increased thermal electron/plasma density, and the
elevated peak altitude of photoelectron ﬂuxes with increased neutral densities. The examination of these
physical parameters indicates the model’s ability to simulate various environments and veriﬁes the model’s
performance. Finally, a data-model comparison is carried out and the modeled omnidirectional ﬂuxes agree
well (within a factor of 2) with the observation.
1. Introduction
Superthermal electrons on Mars mainly consist of two parts: photoelectrons (due to the photoionization of
the neutral atmosphere) and solar wind/magnetosheath electrons. These energetic yet still fairly low-energy
(1–100 eV) electrons play an important role in the state and evolution of the Martian upper atmosphere,
such as locally heating the atmosphere through collisions, causing optical emissions and ionization. While
higher-energy electron precipitation (in the keV energy range) are rather ineﬃcient at heating planetary
upper atmospheres, superthermal electrons below 100 eV have a heating eﬃciency of 0.1 to 0.3 [e.g., Torr
et al., 1980; Fox, 1988], making them a critical energy source for ionospheres and thermospheres. Also, due
to their high velocities, superthermal electrons are able to quickly transport energy from one place to
another.
The modeling of electron transport through the Martian upper atmosphere has been carried out by
previous investigators. Such eﬀorts include the two-stream model [e.g., Fox and Dalgarno, 1979; Rohrbaugh
et al., 1979; Seth et al., 2002], multistream models [e.g., Mantas and Hanson, 1979; Haider et al., 1992; Fox
et al., 1993; Fillingim et al., 2007], a simple analytic model [Verigin et al., 1991], a kinetic and ﬂuid model
[Leblanc et al., 2006], and an analytic yield spectrum approach [Haider, 1997; Haider et al., 2002]. While
these models have been very useful at providing insight into the electron transport at Mars, none of the
aforementioned models include magnetic ﬁeld gradients, which is vital to Martian plasma environment.
The strong crustal ﬁelds on Mars [Acun˜a et al., 1998] makes its interaction with solar wind unique and more
complicated than the usual unmagnetized planets. The resultant topology, i.e., draped, open, and closed
magnetic ﬁelds, varies dramatically, geographically speaking, especially for the southern hemisphere [e.g.,
Brain et al., 2003, 2007; Krymskii et al., 2003; Harnett and Winglee, 2005;Ma et al., 2014]. In addition, unlike
Earth, the magnitude of the magnetic ﬁelds changes more rapidly within a few hundred kilometers in
altitude. Hence, the model tool of the Martian environment requires a sophisticated theoretical description
and the ability to modulate arbitrary magnetic ﬁelds.
The Mars Monte Carlo Electron Transport Code (MarMCET) [Lillis et al., 2008, 2009], a kinetic, test particle
approach to electron motion takes into account both the magnetic gradient and the anisotropic pitch angle
distributions of the electrons. This model has been used, for example, to explore the Martian nightside
ionosphere [Lillis et al., 2009, 2011].
While MarMCET solves the Lorentz equation for each test particle, our multistream model takes a diﬀerent
approach, calculating the superthermal electron distribution function from the gyration-averaged
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Boltzmann kinetic equation, and simulates the superthermal electron transport along a ﬂux tube [Liemohn
et al., 2003]. It was initially developed for the Earth environment [Khazanov et al., 1993; Khazanov and
Liemohn, 1995; Liemohn et al., 1997] and has then been modiﬁed for the Martian upper atmosphere
[Liemohn et al., 2003, 2006]. This model not only satisﬁes the aforementioned requirements to simulate
electron transport in the Martian environment but also has the potential to model time-dependent
processes.
Even though this superthermal electron transport (STET) model has already been used to simulate the
Martian environment [Liemohn et al., 2003, 2006], this study provides an extensive description of the model
(section 2) and rigorous numerical convergence tests on the STET model (section 3). In addition, three
physical parameters, F10.7 values, thermal electron/plasma density, and neutral densities, are examined
(section 4). These tests not only demonstrate the STET model’s ability to handle a large range of inputs
but also verify the performance of the model. In section 5, the ﬁnal validation of the model is through the
comparison between the model and the observations from the magnetometer/electron reﬂectometer
(MAG/ER) instrument on board Mars Global Surveyor (MGS).
2. Methodology
Starting with the Bolzmann kinetic equation [Khazanov et al., 1994, equation (1)], assuming that the electron
Larmor radius of superthermal electrons is small compared to the gradient of the local magnetic ﬁeld
[Liemohn et al., 2003], the guiding center approximated version in the coordinate system [t, E, 𝜇, s] is
expressed as
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where, E is the electron energy in eV, s is the coordinate along the local magnetic ﬁeld line, and 𝜃 is the
electron pitch angle, the constant 𝛽 = 1.7 × 10−8eV1∕2 cm−1 s, 𝜇 = cos 𝜃. The force due to a parallel electric
ﬁeld is F = eE‖, in units of eV cm−1. See describes collisions with Maxwellian/thermal electrons, Se𝛼 and Sei
elastic collisions with neutral and ion species, S∗e𝛼 and S
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ei account for excitation of neutral and ion species, S
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and S−ei ionization and recombination, and Q the electron production rate due to photoionization of neutral
species. 𝜓 (t, E, 𝜇, s) is the diﬀerential ﬂux of electrons and 𝜓dEdΩ is the ﬂux of electrons with energy from E
to E + dE inside a solid angle dΩ at a point s along the ﬁeld.
Note that the use of a guiding center approximation for these calculations is justiﬁed because the gyroradius
of the simulated electrons is always less than the radius of curvature of the ﬁeld lines as well as less than the
spatial grid step. For instance, the lowest magnetic ﬁeld values used in the calculations below is 10 nT, which
results in a gyroradius of 1 km and 3.4 km for 10 and 100 eV electrons, respectively. The magnetic ﬁeld radius
of curvature, for the ﬁelds applied in this study, are at a minimum 50 km and usually much larger than this.
In addition, the step size used in these regions of low magnetic ﬁeld will always be larger than the electron
gyroradius within our simulation energy range.
Due to the much larger densities of neutral species than ions and the small cross section of dissociative
recombination for superthermal electrons, the terms S∗ei and S
−
ei are generally neglected. The rest of the
collision terms can be expressed as
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where A=2𝜋e4lnΛ=2.6×10−12 eV2 cm2, and lnΛ is the Coulomb logarithm, n𝛼 is the density of neutral
species 𝛼, 𝜎(1)
𝛼
(E)=∫ I𝛼(E, 𝜒)(1−cos𝜒)dΩ is the transport cross section, 𝜒 is the scattering angle, and I𝛼(E, 𝜒)
the diﬀerential elastic cross section, 𝜎∗
𝛼j is the total cross section of scattering to excite a neutral particle with
a threshold energy E∗
𝛼j , and the ionization energy is E
+
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. The total cross section of ionization by an electron
with an energy E is
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where I+
𝛼
(E, E2) is the appropriate diﬀerential cross section and E2 is the energy of a secondary electron.
The detailed simpliﬁcation of these collision terms are described in Khazanov et al. [1994]. In addition, terms
of order ofme∕mi, whereme andmi are the mass of electron and ions, respectively, and second derivatives
with respect to energy are also omitted from the calculation [Khazanov et al., 1994].
As said in section 1, the magnetic ﬁeld magnitude on Mars can change by a factor of ten within a few
hundred kilometers, which means a larger variation of the local pitch angle than found at Earth. To avoid
a non-Cartesian grid, which may increase the approximation errors of the derivatives 𝜕∕𝜕s and 𝜕∕𝜕𝜇, the
kinetic equation is rewritten in s-𝜇0 space, instead of s-𝜇 space. Here 𝜇0=cos(𝜃0) and 𝜃0 is the pitch angle at
the location of minimum B, also referred as minimum-B pitch angle. The transformation from the local pitch
angle 𝜇 to the minimum-B pitch angle 𝜇0 is
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𝜇|𝜇|
√
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B
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where B0 is the minimum B strength along the ﬁeld line. Figure 7 of Liemohn et al. [2003] shows the
corresponding s-𝜇0 space to s-𝜇 space, and a Cartesian grid is applicable with the removal of the 𝜕B∕𝜕s term.
With this new space, only slow collisional processes redistribute the electrons in 𝜇0.
The code was designed to well resolve the “slow" process of pitch angle scattering. Hence, equation (1) is
rewritten as a diﬀusion equation in s-𝜇0 space,(√
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In equation (8), the coeﬃcients C1, C2, and C3 include summations over various neutral and plasma species
in the Martian upper atmosphere. In equation (8), the spatial transport derivative (the second term) and
the energy degradation derivative (the third term) are treated analogously as the time derivative in a
standard diﬀusion equation, a numerical technique developed by Khazanov [1979]. By using a
ﬁnite-diﬀerence approximation for these real/pseudotime derivatives,
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equation (8) can be reduced to
𝜕2𝜓
𝜕𝜇20
+ D1
𝜕𝜓
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− D2𝜓 = D3. (12)
where 𝜓 t−Δt is 𝜓 at the previous time step; 𝜓+s and 𝜓−s are 𝜓 at the next upper and lower s step; 𝜓E is the 𝜓
at the next higher-energy step; Δt, ΔE, and Δs are the step lengths in t, E, and s. Coeﬃcients D1, D2, and D3
are functions of the variables t, s, 𝜇0, and E. More details of the derivation can be found in Khazanov [1979]
and Gefan and Khazanov [1990].
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Figure 1. Neutral densities, thermal electron density, and neutral
temperature of Mars to be used in the calculations that follow, from
MTGCM against altitude.
The analogy of the spatial transport deriva-
tive and energy degradation derivative to
the time derivative disadvantages the resul-
tant scheme in resolving propagation fronts
along the ﬁeld line but well suits for resolv-
ing the long-term development, evolution,
and interplay between the source cones and
trapped zone [Liemohn et al., 2003].
The last pitch angle (PA) grid of each spatial
location requires a special formula for the
calculation of the ﬂux at this grid point,
denoted as kend [Liemohn, 1997]:
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where pend stands for the fraction of the electron ﬂux scattered from the pitch angle kend−1, “+”, and
“−” superscripts upward and downward ﬂowing ﬂux, respectively. S here is the source due to cascading
and L represents the energy degradation due to collisions. Finally, 𝜉=Ane∕E, related to the Coulomb
collision. At very low altitudes, the scattering terms with pend dominates the numerator and denominator of
this equation, resulting in a nearly isotropic distribution. At higher altitudes, either the Δt or Δs terms will
dominate this equation. However, in our setup for these simulations with a very large Δt (i.e., jump to
steady state), there is one exception. At the spatial location of minimum B, the local 𝜇 value for kend is
𝜇=0, and therefore, the transport terms drop to zero. This allows other, usually negligible, source terms
to dominate the equation, which can result in an anomalously large ﬂux value in this one point of the
s−𝜇0 grid. To correct this issue, add some small transport to PA=90◦, as would be the case if some small
perturbations were present. The speciﬁc implementation of this small transport eﬀect is deﬁned that
𝜇(kend, i)=(𝜇(kend−1, i) + 𝜇(kend−1, i + 1))∕8, where i indicates the spatial grid points.
The boundary conditions applied to STET are as follows. For the energy grid, it is assumed that the ﬂux
above the highest-energy step is zero. For the spatial grid, it is assumed that there is no source below the
lowest-altitude step and that any downward directed ﬂux at this location is lost. If the ﬁeld line is "open"
and connected to the solar wind at either or both ends, then the highest altitude spatial step will have an
imposed downward directed electron ﬂux and the upward ﬂuxes are assumed to be lost.
The solar photon ﬂux used in this study is from the Hinteregger et al. [1981] model as scaled by F10.7, with
the additional correction from Solomon et al. [2001], i.e., multiplying the ﬂux of photons for wavelengths
below 25 nm by a factor of 4. The modeled photon ﬂux, actually Earth values, is then scaled to Mars values
by counting into the relative distance of both planets from the Sun. The cross-section information of
photoionization and excitation for Mars environment used in the model is from Fox [1991], with an updated
electron impact cross section from Sung and Fox [2000]. The neutral and ionospheric density proﬁles for
Mars upper atmosphere are linearly interpolated from the Mars Thermospheric General Circulation Model
(MTGCM) [Bougher et al., 1988, 1994, 2001] within MTGCM’s calculation domain from 100 km to 240 km.
Above this altitude, both the neutral and electron densities are linearly extrapolated from the logarithm of
the two topmost values from MTGCM.
3. Convergence Tests
In this section, convergence tests for the pitch angle grid, spatial grid, and energy grid have been conducted.
Figure 1 shows the neutral density proﬁles of O, O2, N2, CO2, CO, thermal electron density, and also neutral
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Figure 2. Two magnetic ﬁeld conﬁgurations used in this study, the
short B ﬁeld line highlighted in green and the long B ﬁeld line in red.
(a) B ﬁeld lines’ altitude against distance s and the dotted line sketches
a perfect vertical B ﬁeld line; (b) B ﬁeld strength against altitude; (c) B
ﬁeld strength against distance s.
temperature against altitude from
MTGCM for the superthermal transport
code. The MTGCM run was at an Ls of 90◦
with an Earth F10.7 of 100.
If it is not speciﬁed, then the standard
setup for this model is an Earth F10.7
value of 100, 1.57 AU as the Sun-Mars
distance to scale the modeled Earth EUV
ﬂuxes, and a constant energy step of
1 eV for the range 0.5–200.5 eV. Also, the
solar zenith angle is set as 10◦. For this
study, symmetric closed B ﬁeld lines, as
shown in Figure 2, and the same back-
ground atmosphere and illumination
for the two legs of the B ﬁelds are given.
Because of the symmetry, only results
of photoelectrons ﬂowing in the “+s”
direction (i.e., from s=0 km to maximum
s) are shown in the following sections.
That is, the electron ﬂuxes in the +s
direction look identical to those in the −s
direction at an equivalent distance from
the source region. While the distance
variable s starts at z=0, the calculation
does not start at the surface of the
planet, rather it starts at z=90 km
in the simulations presented below.
Furthermore, for the case of precipitating
electrons along an open ﬁeld line, the
calculation can start at the top of the
simulation domain where the source
of the particles is applied. Note that
there are other “standard” ﬁeld line
conﬁgurations at Mars, namely, open
lines connected to both Mars and the
solar wind and draped solar wind ﬁeld
lines. They will not be examined here
because the primary diﬀerence is the
boundary condition.
These runs are steady state with a time
step set to be 105 s, approximately 1
day, so large that the 𝜕∕𝜕t term is mostly
negligible. The convergence criteria is|𝜓−𝜓last|/𝜓<0.01, where 𝜓 and 𝜓last
are the electron ﬂux at the current time
step and the last time step. However, the
STET model is capable of simulating time
dependence cases, simply setting the
time step to an appropriately small value so that the 𝜕∕𝜕t term plays a role, and has been applied to
Earth space environment [e.g., Liemohn, 1997]. The time-dependent simulations for Mars environment are
planned as the future work.
3.1. Pitch Angle Grid
Two diﬀerent ﬁeld line conﬁgurations, a short B ﬁeld line (green) and a long B ﬁeld line (red), are shown
in Figure 2; Figures 2a and 2b for distance s, and B strength against altitude and Figure 2c for B strength
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s (km) s (km) PA (deg)
s (km) PA (deg)
Figure 3. Results of diﬀerent total pitch angle grid number, 6, 10, 20, and 40, highlighted in black, light blue, green, and
red, respectively, in each plot. Three rows are for three energies: 21 eV, 111 eV, and 196 eV. (left and middle columns) The
diﬀerential number ﬂux (cm−2 s−1 eV−1 sr−1) at PA = 0◦ and 90◦ , respectively, against distance s. (right) The diﬀerential
number ﬂux (cm−2 s−1 eV−1 sr−1) against pitch angle at the top of the B ﬁeld line.
against distance s. For the pitch angle grid convergence test, the short B ﬁeld line will be used. The distance
step size ds is 5 km below 200 km to well resolve the ionosphere and 10 km above this altitude. Also, the
dotted line in Figure 2a marks the relationship for a vertical B ﬁeld line for comparison.
As said in section 2, the calculation is in “𝜇0−s” space instead of “pitch angle-s‘’ space, the transformation
from pitch angles to 𝜇0 is not only as a function of cosine but also determined by the local magnetic
strength relative to the minimum magnetic ﬁeld strength. This nonlinear transformation, although
providing advantages described in the section 2, makes the pitch angle grid setup not so straight forward.
A constant 𝜇0 grid was tested but yields very large 𝜃0 spacing in the high-B-ﬁeld ionospheric source
region of the photoelectrons. To ensure several pitch angle grid steps in the ionosphere, therefore, a
diﬀerent approach was used. The pitch angle (PA) grid is set up as such a uniform minimum-B pitch
angle 𝜃0 for all grid points except for the last pitch angle step size. The last PA step size is calculated as
Δ𝜃0(top)=90◦ − sin−1(
√
B(stop)∕B(stop−1)), i.e. the diﬀerence of 90◦ and 𝜃0 at the second to the top location
(𝜃0(stop − 1) = sin−1
(√
B(stop)∕B(stop−1)
)
). The exception of the last pitch angle step size is to ensure the
grid number K increase is no larger than 1 for the top s grid, which otherwise not only is a waste of grids but
also can cause numerical issues. To calculate the pitch angle step sizes, take a total of 10 grid points as an
example, it is x×(10−1)+1◦=90◦, where 1◦ is the last step size. In this case, x=9.9◦. Four diﬀerent total
pitch angle grid numbers, 6, 10, 20, and 40, are tested. For this particular B ﬁeld line, it is translated into the
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Figure 4. Pitch angle distributions along the whole B ﬁeld for the run with a total pitch angle grid number of 20. Three
rows again are for three energies: 21 eV, 111 eV, and 196 eV. (left column) The minimum-B pitch angle distribution.
(right column) The local pitch angle distribution. The color shows the diﬀerential number ﬂux in log scale, with a range
from the maximum ﬂux to 2 orders of magnitude smaller, and the white lines in the right column mark the same
minimum-B PA.
uniformminimum-B pitch angle step size of 𝜃0 of 17.8
◦, 9.9◦, 4.7◦, 2.3◦, respectively, and also 1.0◦ for the last
step size.
The results are shown in Figure 3. The three rows are for three energies: 21 eV, 111 eV, and 196 eV. Figures 3
(left column) and 3 (middle column) are the diﬀerential number ﬂux at local PA=0◦ and 90◦, respectively,
against distance s. For Figure 3 (left column), the diﬀerential number ﬂuxes are almost the same, unaﬀected
by the diﬀerent total pitch angle grid numbers. The ﬂuxes ﬁrst increase rapidly, mostly because of the source
production by photoionization in the neutral atmosphere, then decrease slightly at s ∼200 km due to the
decreased source and loss processes, such as scattering, and slightly increase again at s ∼1300 km caused
by the source production in the other ionosphere. For the middle column (local PA=90◦), the ﬂuxes are
now inﬂuenced by the pitch angle grid size and converge as the grid step size is reduced. Figure 3 (right
column) shows the diﬀerential number ﬂux against pitch angle at the top of the B ﬁeld line. The pitch
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Figure 5. Results of diﬀerent s grid size combinations, (20, 40), (10, 20), (5, 10), and (2.5, 5) (in kilometers), highlighted in
black, light blue, green, and red, respectively, in each panel. Three rows are for three energies: 21 eV, 111 eV, and 196 eV.
(left and middle columns) The diﬀerential number ﬂux (cm−2 s−1 eV−1 sr−1) at local PA=0◦ and 90◦ , respectively,
against distance s. (right column) The diﬀerential number ﬂux (cm−2 s−1 eV−1 sr−1) against pitch angle at the top of the
B ﬁeld line.
angle distributions are the typical source-cone distribution (high ﬂuxes at PAs near 0◦ and low ﬂuxes at PAs
near 90◦). Figures 3 (left column) and 3 (right column) show that with decreased pitch angle grid size, the
ﬂux distribution is more smooth and that a grid number of 10 is needed to resolve the pitch angle grid.
The example of a pitch angle distribution at each distance step with a total pitch angle grid of 20 is shown in
Figure 4. Three rows are for three energies: 21 eV, 111 eV, and 196 eV. Figure 4 (left column) is the minimum-B
pitch angle distribution, also an example of how the grid is actually setup in the calculation domain,
while Figure 4 (right column) shows the local pitch angle distribution. The white lines in the right column
mark the same minimum-B pitch angles for diﬀerent local pitch angles at each s location. The pitch angle
distribution is quite isotropic for altitudes lower than 350 km, corresponding to s<400 km and >1150 km,
and rapid drop of ﬂuxes at PA near 90◦ happens at higher altitudes due to the conservation of the ﬁrst
adiabatic invariant.
3.2. S Grid
With the knowledge of an appropriate pitch angle step size, the next step is to test the s grid of the short
B ﬁeld line with a total PA grid number of 20, although the pitch angle grid size changes slightly according
to the last s grid step, which determines the last pitch angle grid step size. To ensure the ionosphere is well
XU AND LIEMOHN ©2015. The Authors. 54
Earth and Space Science 10.1002/2014EA000043
200 400 600 800 1000
s (km)
0
20
40
60
# 
of
 P
A 
gr
id
 p
ts
uniform 20
uniform 50
non-uniform 20
non-uniform 25 PA=0 En111 eV
0 500 1000 1500 2000
s (km)
0.1
1.0
10.0
100.0
1000.0
10000.0
flu
x
PA=90 En111 eV
0 500 1000 1500 2000
s (km)
104
flu
x
Top En111 eV
0 20 40 60 80
PA (deg)
flu
x
(a) (b)
(c) (d)
102
100
10-2
10-4
104
102
100
10-2
10-4
Figure 6. (a) Number of pitch angle grid points at each altitude. Black and blue lines are for uniform pitch angle
grid setup with a total grid number of 20 and 50, respectively. The green and red lines are for nonuniform pitch
angle grid setup with a total grid number of 20 and 25, respectively. (b) and (c) show the diﬀerential number ﬂux
(cm−2 s−1 eV−1 sr−1) at PA = local 0◦ and 90◦, respectively, against distance s. (d) shows the diﬀerential number ﬂux
(cm−2 s−1 eV−1 sr−1) against pitch angle at the top of the B ﬁeld.
resolved, the s grid step size under altitude of 200 km is half of that above 200 km. The results of the four
combinations of s grid step size, (20, 40), (10, 20), (5, 10), and (2.5, 5) (in kilometers), are shown in Figure 5.
The corresponding PA grid step sizes are, (4.47◦, 5.1◦), (4.62◦, 2.2◦), (4.68◦, 1.0◦), (4.72◦, 0.3◦), the former
numbers for 19 uniform PA step size and the latter for the last step size. Similar to Figure 3, the three rows of
Figure 5 are for three energies: 21 eV, 111 eV, and 196 eV.
Figure 5 (left column) and 5 (middle column) are the diﬀerential number ﬂux at local PA=0◦ and 90◦,
respectively, against distance s. These are not pitch angle distributions at a given altitude but rather ﬂux
values a constant local pitch angle value as a function of altitude. In Figure 5 (middle column), which shows
the altitude proﬁle of ﬂuxes for the locally mirroring pitch angle, note that the ﬁner spatial resolution results
have a stair-step proﬁle at high altitudes while the coarser spatial resolution results appear to be smoother
at these altitudes (e.g., compare the red and black curves). This is because of the relationship between the
spatial and pitch angle grids due to the changing magnetic ﬁeld strength along the ﬁeld line. Because these
simulations were conducted with a ﬁxed conﬁguration for the minimum-B pitch angle steps, the addition
of more spatial grid points along the ﬁeld line results in several spatial locations with the same Ko(i) (i.e.,
number of minimum-B pitch angle steps for that ith spatial location). Because transport dominates at the
higher altitudes, the lowest altitude for a particular Ko(i) value will dominate the ﬂux level, as seen by the
nearly constant ﬂux values for each K increment in Figure 4 (left column). This results in a stair-step proﬁle
for the PA=90◦ ﬂux values. For coarser spatial step sizes at high altitudes, Ko(i) will increment more often,
perhaps with every spatial step, resulting a smoother altitude proﬁle for the locally mirroring ﬂuxes. Figure 4
(right column) shows the diﬀerential number ﬂux against pitch angle at the top of the B ﬁeld line. While all
the lines are mostly on top of each other, the smaller s step size leads to a smoother pitch angle distribution
at the top of the B ﬁeld lines for trapped pitch angles (PA ∼ 90◦). Overall, the results suggest that the ﬂuxes
are not quite sensitive to the s grid step sizes. However, it does make sense to have s grid step size smaller
than local-scale heights of the neutral species at Mars.
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Figure 7. (a–d) The omnidirectional diﬀerential number ﬂux against energy for a constant energy grid size with grid sizes
of 1 eV, 2 eV, 4 eV, and 10 eV, respectively. Diﬀerent colors highlight the energy spectra at diﬀerent altitudes, as shown
in the color bar. (e) The results of a nonconstant energy grid size. (f ) The energy spectra at the altitude of 150 km from
0 eV to 50 eV. Results of the four uniform energy grid sizes of 1 eV, 2 eV, 4 eV, 10 eV and the nonconstant energy grid size
are colored in blue, light blue, green, yellow, and red, respectively. In addition, the result of a run with energy grid size of
0.5 eV is highlighted in black.
3.3. Diﬀerent Magnetic Field Conﬁgurations
The tested magnetic ﬁeld in section 3.2 belongs to the relatively short ﬁeld lines among the Martian strong
crustal ﬁelds. Hence, another B ﬁeld with a more extended altitude and a larger ratio of B strength maximum
and minimum is also tested, as shown in red in Figure 2. The s step size is 10 km below 200 km and 20 km
above. Because of this larger B maximum and minimum ratio, the uniform pitch angle step size setup
described in section 3.1 has its disadvantages because of the complicated transformation from pitch angles
to 𝜇0. The number of PA grid points at each altitude for this PA setup is shown in Figure 6a, black for a total
PA grid points of 20 and light blue for 50. It is easy to see that, for s <600 km (altitude below 570 km), only
less than one third of the total PA grid points are utilized, resulting into rather coarse pitch angle resolutions
in these altitudes.
Hence, the code is provided with another pitch angle grid setup. If 𝜃0(200) is the minimum-B pitch angle at
200 km, then from the minimum altitude to 200 km, K1 of pitch angle grid points is assigned to this region
and the pitch angle step size is 𝜃0(200)∕K1. The second region is set up as such, from 𝜃0(200) to 2 ∗ 𝜃0(200)
with K2, so that the pitch angle step size is 𝜃0(200)∕K2. Given K4 is 1 for the last pitch angle step size with the
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same setting as the shorter B ﬁeld line. K3 is Ktotal − (K1+K2+K4), accounting for minimum-B pitch angles
from 2 ∗ 𝜃0(200) to 𝜃0(stop−1), where 𝜃0(stop−1) is 𝜃0 at the second to the top location. Here denote this
method as the “nonuniform” PA grid setup. Two pitch angle grids of this nonuniform setup are shown in
Figure 6a, green for a total pitch angle grid points of 20 and red for 25, with (2.24◦ , 1.1◦ , 9.1◦ , and 7.9◦ ) and
(4, 8, 7, and 1) and (2.24◦ , 1.1◦ , 5.4◦ , and 7.9◦) and (4, 8, 12, and 1) for Δ𝜃0(1−4) and K1−4, respectively. The
only diﬀerence between the two is the K3.
The results of two uniform PA grid setup and two nonuniform PA grid setup are shown in Figures 6b–6d,
energy 111 eV as an example. Figures 6b–6d are the diﬀerential number ﬂux at PA 0◦ and 90◦ against
distance s, and the diﬀerential number ﬂux at the top of the B ﬁeld against pitch angle, respectively. In
Figure 6c, two runs (black and light blue) with uniform PA grid setup are chunky between s 300 and 600 km
while both runs (green and red lines) with the nonuniform setup are of a much ﬁner resolution, even better
than uniform PA grid setup with 50 grid points. For 600<s<1000 km, the nonuniform setup provides the
same as or slightly coarser resolution than the uniform setup. At the maximum altitude, the pitch angle dis-
tribution (Figure 6d) of all the runs are about the same. In all, this nonuniform pitch angle grid setup not
only provides a good resolution with much fewer grid points but also some freedom to obtain the desired
grid resolution at some particular regions according to the speciﬁc conﬁguration of a magnetic ﬁeld line.
Since section 3.2 already shows that the results are somehow insensitive to s grid step size, the test of s grid
is skipped here.
3.4. Energy Grid
The last grid that needs to be tested is the energy grid, which is independent of B ﬁeld conﬁguration. Hence,
the short B ﬁeld, shown in green in Figure 2, is chosen to carry out the convergence test, with a PA grid
setup the same as the case of a total PA grid number of 20 in section 3.1 and s grid setup of (10, 20) km. Four
uniform energy grid sizes of 1eV, 2 eV, 4 eV, and 10 eV are used, with the results shown in Figures 7a–7d,
respectively. Typical features of photoelectron energy spectra, such as the large ﬂux drop near 60 eV due to
the sharp drop in solar photons below 15 nm, the spikes near 270 eV and 500 eV due to Auger (inner shell)
electron production by soft X-rays, and the abrupt cutoﬀ around 500 eV as the extreme small source term
beyond the last Auger peak, are seen in Figures 7a–7d [e.g., Nagy and Banks, 1970;Mantas and Hanson, 1979;
Liemohn et al., 2003]. The ﬂux spikes in the 20–30 eV range due to the intense He II 30.4 nm solar line and
also Auger peaks near 360 eV can only be identiﬁed in ﬁner resolutions, below 4 eV, i.e., Figures 7a–7c.
The results above suggest that the determination at whether an energy grid size is suﬃcient highly depends
on the question being asked and the energy range or feature being investigated. More than occasionally,
especially for data-model comparisons, ﬁner resolution in low-energy range is required and a relatively
coarse resolution in high-energy range is acceptable. It is possible to set up the energy grid such that
dE/E = consant. However, in order to have 1 eV grid resolution at 25 eV, it puts a lot of grid points in the
1–10 eV energy range. This makes a dE/E based energy grid impractical. Hence, we designed and tested a
nonconstant energy grid size as follows: 1 eV for energy below 40 eV, 2 eV for 40–200 eV, and 4 eV for energy
above 200 eV, with the results shown in Figure 7e. Flux spikes in the 20–30 eV range, Auger peaks near
270 eV and 360 eV and other features are easily identiﬁed. This energy grid setup also speeds up calculation
due to fewer energy grid steps.
To more clearly show the structures in the low-energy range for diﬀerent energy grid sizes, the energy
spectra in the energy range of 0–50 eV for the ﬁve energy grid setups at an altitude of 150 km are shown
in Figure 7f. Results of the four uniform energy grid sizes of 1 eV, 2 eV, 4 eV, and 10 eV and the nonconstant
energy grid size are colored in blue, light blue, green, yellow, and red, respectively. In addition, a run
with energy grid size of 0.5 eV, with a energy range of 0.25–200.25 eV, is also carried out to illustrate the
ﬁner structures of the photoelectrons in 0–50 eV range for comparison, highlighted in black in Figure 7f.
Especially, in the 20–25 eV range, this black line shows three ﬂux spikes, which smears into two with a step
size of 1 eV. When the step size becomes coarser, the energy spectra is smeared further. In Figure 7f, the
downside with the uneven energy grid size, however, is seen in the red line. Small oscillations occur just
below the energy where the grid size changes, for example, near 30–40 eV, making the red line more spiky
than the black line. With the technique used in Swartz et al. [1975] and a grid size change under a factor of 2,
the oscillations are relatively small.
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Figure 8. (a) Modeled EUV ﬂuxes against wavelength, and diﬀerent F10.7
values at Earth are colored diﬀerently. (b) Omnidirectional diﬀerential
number ﬂux (cm−2 s−1 eV−1 sr−1) against energy at altitude 200 km.
For both Figures 8a and 8b, colors mark diﬀerent F10.7 cm inputs.
(c) Normalized ﬂuxes against F10.7 values and four example energies are
highlighted in diﬀerent colors. (d) Percentage of increased ﬂuxes per unit
F10.7 against energy.
4. Results: Physical
Parameters
With the appropriate PA, s, and
energy grid setups determined in
the previous section, to further
validate the model, the next step is
to examine the performance of the
transport code with diﬀerent physical
parameters, specially F10.7 values
(section 4.1), thermal electron/plasma
density (section 4.2), and neutral
densities (section 4.3). The short B
ﬁeld line is used in this section, with
s step size of (10, 20) km. The pitch
angle grid setup is the same as the
case of a total PA grid number of 20
in section 3.1. The energy grid is of
a step size of 1 eV and a range of
0.5–200.5 eV.
4.1. F10.7 Values
Solar photon ﬂuxes incident onto
Mars vary dramatically during a solar
cycle and even a Martian year. Hence,
four Earth F10.7 values, 50, 100, 150,
and 200, are chosen as input for the
Hinteregger model and after being
scaled to Mars values by multiplying
a factor of 1∕r2 (r is the Mars-Sun
distance in astronomical unit, 1.57
in this study), the modeled EUV
ﬂuxes against wavelength are shown
in Figure 8a, highlighted in black,
blue, green, and red, respectively.
Despite the Hinteregger EUV ﬂux’s
linear dependence on F10.7, each
wavelength has its own scaling factor.
As a result, the increase of EUV ﬂux
varies for diﬀerent wavelengths, as
the four lines are “tighter together”
in some wavelengths than others.
This feature of the Hinteregger model
translates into diﬀerent responses
of photoelectron ﬂuxes for diﬀerent
energies.
To demonstrate, Figure 8b shows the
energy spectra of omnidirectional
photoelectron ﬂux for these four
Earth F10.7 inputs at 200 km altitude.
The diﬀerences in ﬂux between the
lines are diﬃcult to see, and so the
normalized ﬂux (by the ﬂuxes with F10.7=50) against F10.7 values for several energies are shown in Figure 8c.
From Figure 8c where diﬀerent slopes are seen, the increase factors of ﬂuxes, or the percentages of increased
ﬂux, per unit F10.7 for all the energies are shown in Figure 8d. This percentage varies for diﬀerent energies,
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Figure 9. Omnidirectional diﬀerential number ﬂux (cm−2 s−1 eV−1 sr−1)
against energy at diﬀerent altitudes, marked by diﬀerent colors. (b) For
normal thermal electron density as shown in Figure 1. (a, c, and d) For
this density scaled by a factor of 0.1, 10, and 100, respectively. (e) The
normalized ﬂux at the top of the magnetic ﬁeld against the multiplication
factor. Colors highlight diﬀerent energies.
being especially spiky in the energy
range of 20–30 eV. This variation
produced by the transport code in
the photoelectron ﬂuxes is consistent
with the Hinteregger EUV ﬂux
changing for diﬀerent ionizating
photon wavelengths.
4.2. Thermal Electron/Plasma
Density
Thermal electron/plasma density is
directly related to the loss of photo-
electrons due to Coulomb collisions.
To examine this eﬀect, the normal
electron density from MTGCM, shown
as the black line in Figure 1, is scaled
by a factor 0.1, 1, 10, and 100, and the
resultant energy spectra are shown in
Figures 9a–9d, respectively.
When electron density increases
(Figures 9c and 9d), the omnidirec-
tional ﬂuxes at the top of the ﬁeld
line (colored in red) decrease more
compared to the normal electron
density (Figure 9b), especially in
lower energies. It is due to the factor
that the Coulomb collisional cross
section is proportional to the inverse
of squared energy (1∕E2). Also, the
ﬂux spikes in the 20–30 eV range are
more degraded and barely seen at the
top of the ﬁeld line in Figure 9d.
When electron density decreases
(Figure 9a), while the high-altitude
ﬂux drops is not as severe at the
very low energies (below 10 eV),
the results closely resemble the
normal case. It hints that the loss due
to Coulomb collision plays a relatively
minor role compared to other loss
mechanisms, i.e., elastic and inelastic
collisions with neutral particles;
hence, this reduced minor factor
barely inﬂuences the ﬁnal ﬂuxes.
To quantitatively determine the
photoelectron ﬂux change caused
by the diﬀerent plasma densities,
Figure 9e shows the normalized
ﬂux at the top of the magnetic ﬁeld
against the multiplication factor. For
high energies, the photoelectron
ﬂux is barely aﬀected due to the
small Coulomb collision cross section.
For really low energies (e.g., 5 eV),
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Figure 10. Omnidirectional diﬀerential number ﬂux (cm−2 s−1 eV−1 sr−1) against altitude for diﬀerent energies, (a) 8 eV,
(b) 23 eV, (c) 100 eV, and (d) 200 eV. In each plot, diﬀerent colors are for the results of diﬀerent neutral densities. Green is
for normal neutral densities as shown in Figure 1. Black, blue, pink, and red are for neutral densities of all species scaled
by a factor of 0.01, 0.1, 10, and 100, respectively.
photoelectron ﬂux decreases almost linearly with the increase of the plasma density but barely changes
with the decrease of the plasma density as the loss due to the Coulomb collision is small compared to other
processes.
4.3. Neutral Densities
Neutral densities’ eﬀects on photoelectron ﬂuxes are more complicated as they contribute to both the
source and the loss. An easy way to validate the transport model’s performance is to examine the electron
ﬂux peak altitude. According to Chapman theory [Chapman, 1931a, 1931b], when neutral density increases,
as the solar EUV ﬂux is absorbed more in the upper atmosphere and the optical depth reaches 1 at a higher
altitude, the altitude of the peak electron ﬂux also increases.
The densities of ﬁve neutral species are scaled by a factor of 0.01, 0.1, 1, 10, and 100, results colored in
black, blue, green, pink, and red in Figure 10, respectively. Each panel is the omnidirectional ﬂux against
altitude for a particular energy. For all four panels, the peak altitude increases with elevated neutral
densities. The peak ﬂuxes tend to decrease a little as neutral densities increase but are mostly within 50%
of each other. It might be partially due to the increased neutral temperature at the peak, as the neutral
temperature increases with altitude in the Martian thermosphere, as shown in Figure 1 (the red line), and
the peak altitudes for higher density cases increase as well. The resultant increased scale heights (H) lead to
a decreased peak production rate (∝ 1∕H) according to the Chapman theory (for example, see Schunk and
Nagy [2000], equation (9.23)). In addition, the ﬂux decreases less from the peak to the top of the ﬁeld line as
the neutral density increases, providing an increased source at high altitudes.
5. Data-Model Comparison
To further validate the STET model, the data-model comparison is performed here. The data chosen is from
the magnetometer/electron reﬂectometer (MAG/ER) instrument on board Mars Global Surveyor (MGS)
[Acun˜a et al., 1998; Mitchell et al., 2001]. The detailed description of the instrument is given in Acun˜a et al.
[1992]. To isolate dayside photoelectron measurements over the strong crustal ﬁeld regions, the same
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Figure 11. Omnidirectional ﬂux against energy. The width of the solid
red lines shows the energy resolution of the electron instrument and
the red dots are the serial measurements from 03:48:27 to 03:48:59,
17 in total. The black dashed line is the instrument background level
ﬂux. The solid lines are the model results with the short and long B
ﬁeld line in Figure 2. The blue and green lines are the model runs of
Hinteregger 81 without the Solomon ﬁx, for the short and long ﬁeld
line, respectively. The yellow line is the model run of Hinteregger 81
with the Solomon ﬁx for the short B ﬁeld line.
method is applied as was done by Xu
et al. [2014a]. To brieﬂy summarize
their method, a spatial constraint of
160◦–200◦ east longitude and 30◦–70◦
south latitude is applied, along with a
magnetic ﬁeld magnitude minimum
constraint (35 nT), to ensure data
selected over the strong crustal ﬁelds.
In addition, to avoid solar wind electron
precipitation through open magnetic
ﬁeld (more likely to be vertical at 400 km
[e.g., Xu et al., 2014b]), only absolute
elevation angles (angles relative to the
planet surface) within± 45◦ are included.
An orbit on 7 November 2005, 03:48:27
to 03:48:59, is chosen as the Sun, Earth,
and Mars aligned so that the solar ﬂux
can be directly scaled from Earth to
Mars by their relative solar distance. The
spacecraft was at local time 2 P.M., south
latitude∼ 46◦, east longitude∼ 190◦, and
solar zenith angle ∼ 37◦. The magnitude
of magnetic ﬁeld is around 200 nT and
the magnetic elevation angle, angle
relative to the planet surface, is from 0 to 30◦. For the model setup, the nonconstant energy grid setup
described in section 3.4 is used. Earth F10.7 and the relative Sun-Earth and Sun-Mars distances are given
accordingly. The two magnetic ﬁeld conﬁgurations shown in Figure 2 are both tested here. For the short B
ﬁeld line, a total pitch angle number of 20 is used, while for the long B ﬁeld line, the nonuniform setup with
25 pitch angle grid points, as described in section 3.3, is employed.
The data-model comparison of the omnidirectional ﬂux at MGS altitude (∼400 km) is shown in Figure 11.
The width of the solid red lines shows the energy resolution of the electron instrument and the red dots
are the serial measurements from 03:48:27 to 03:48:59, 17 in total. The yellow line is the model run of
Hinteregger 81 with the Solomon ﬁx [Solomon et al., 2001] for magnetic ﬁeld line B2. Compared with the
MGS observation, the model result matches with the data above 300 eV and is 2–4 times higher for energy
below 200 eV. The Solomon ﬁx is to multiply the EUV ﬂux below 25 nm from Hinteregger 81 model by 4.
Then, a model run of Hinteregger 81 without the Solomon ﬁx for the short magnetic ﬁeld line is shown
in blue line in Figure 11. Now the modeled results matches well with the observation, within a factor of 2
below 200 eV. The disagreement at energy bin 61 eV, right around the large ﬂux drop, is probably due to
the spacecraft potential shift, resulting into mixing electron ﬂuxes of this bin with its neighbor bins and
smearing the ﬂux drop. In addition, another discrepancy between the model and the data is the ﬂux spikes
in 20–30 eV range, which are missing from the data. It may be caused by the coarse resolution (ΔE∕E=25%)
of the instrument and/or the discrepancy between the modeled EUV ﬂuxes and the actual values.
The model result, without the Solomon ﬁx, with the long B ﬁeld line, is also shown in Figure 2, highlighted
in green. As can be seen in Figure 11, the magnetic ﬁeld description had essentially no inﬂuence on the
photoelectron omnidirectional ﬂux values at 400 km altitude. While the magnetic ﬁeld topology is impor-
tant for electron transport and the details of the pitch angle distribution, Figure 11 shows that it is relatively
unimportant for this pitch angle averaged quantity. The disagreements between our model results and the
observations are within a factor of 2. Especially, solar EUV ﬂux directly controls photoelectron ﬂuxes and the
EUV photon intensities from the Hinteregger-81 model may be oﬀ from the actual solar EUV by diﬀerent
factors at diﬀerent wavelengths, which could introduce a signiﬁcant diﬀerent discrepancy at diﬀerent
energies. In addition, both neutral density and ﬁeld line conﬁguration discrepancies tend to introduce a
systematic decrease/increase of ﬂuxes for all energies. More detailed assessments of the factors controlling
photoelectron ﬂuxes at Mars will be the subject of future studies. Despite the fact that the two magnetic
conﬁgurations are of diﬀerent lengths, minimum and maximum ratios, the model results are almost iden-
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tical, suggesting the high-altitude photoelectron omnidirectional ﬂuxes are somewhat insensitive to the
magnetic ﬁelds. However, as the two tested ﬁeld lines are symmetric, an extremely asymmetric ﬁeld line,
such as an open ﬁeld line, can lead to the decrease of omnidirectional ﬂux by a factor less than three for
transport dominant altitudes [e.g.,Mantas and Hanson, 1979].
6. Discussion and Conclusions
In the previous sections, a numerical model for superthermal electron transport has been described in
detail. This nonsteady state multistream transport model includes important physical processes such
as energy degradation, pitch angle focusing, pitch angle diﬀusion, and ﬁeld-aligned transport and is
competent to simulate the complex Martian environment.
This study consists of three parts: the convergence tests, the physical parameters tests, and the data-model
comparison. The step size of three variables, pitch angle, s, and E, have been examined. Because the
calculation is in s-𝜇0 space, the pitch angle grid and s grid are related. As a result, two methods to set up
the pitch angle grid are introduced: a uniform step size of the minimum-B pitch angle 𝜃0 accompanied with
the speciﬁed last step size, which is the diﬀerence of 90◦ and 𝜃0 at the second to the top location; a grid
setup by dividing the ionosphere into four regions (details in section 3.3). These twomethods are well suited
for small and large Bmax∕Bmin, respectively, suggesting that the model is capable of simulating arbitrary
magnetic ﬁelds. For the s grid, to ensure the source region of photoelectrons is well resolved, the s step size
below 200 km in altitude is half of that above this altitude. Given the similar results from various s step size
combinations, it appears that the code is more sensitive to pitch angle grid setup than the s grid step size.
Finally, the energy grid, as an independent variable, is tested with various uniform step sizes. The resultant
energy spectra show that while the step size of 1 eV is suﬃcient to capture ﬁne structures, the suitable
energy step size highly depends on the question asked, such as a ﬁner resolution to identify ﬁner ﬂux spikes.
It is often the case that a ﬁner resolution for the low-energy range and coarser for the high-energy range
is desirable, especially for data-model comparison. The results of such a nonuniform grid setup are ideal,
except for small oscillations near where the grid step size changes.
The tests of three physical parameters, F10.7 values, thermal electron/plasma density and neutral densities,
not only show that the transport model can handle diﬀerent inputs but also validate the performance of
the model. First, an interesting fact about the Hinteregger model is that the photon ﬂux of each wavelength
is scaled diﬀerently. The resultant photoelectron ﬂuxes also show a nonuniform percentage of increase.
Second, the expected degradation of ﬂuxes, especially in the low-energy range is also seen in the results
when thermal electron/plasma density increases. Finally, when the neutral densities increase, the elevated
peak altitude of photoelectron ﬂuxes is expected and found, as the optical depth of 1 is at a higher altitude.
Finally, the data-model comparison is carried out in section 5. On one hand, the modeled omnidirectional
ﬂuxes are of better agreement with MGS MAG/ER data without Solomon ﬁx [Solomon et al., 2001] for
energies below 200 eV but with Solomon ﬁx for energies above 300 eV. It suggests that the current ﬁx
(multiplying by a factor of 4 for wavelength below 25 nm) may extend to much longer wavelengths than
necessary and this correction might be only necessary for wavelength below a few nanometers. On the
other hand, even though two very diﬀerent magnetic conﬁgurations are given, the omnidirectional ﬂuxes
are about the same at 400 km. This preliminary ﬁnding hints that the high-altitude photoelectron ﬂux
is insensitive to symmetric magnetic ﬁelds to some degree. However, previous studies [e.g., Mantas and
Hanson, 1979] have shown that the modeled escaped photoelectron ﬂuxes diﬀer by a factor below three
for horizontal and vertical magnetic ﬁelds. In other words, the asymmetry of a magnetic ﬁeld line varies the
omnidirectional ﬂux by a factor less than three.
With the appropriate step sizes of various variables determined and validated through several physical
parameters and data-model comparisons, the transport model performs well in this study but has plenty
of room to improve. For example, it does not include wave-particle interactions, which might be needed
to explain the more isotropic pitch angle distribution of superthermal electrons observed by Mars Global
Surveyor [e.g., Liemohn et al., 2003; Brain et al., 2007]. In addition, there are several other EUV ﬂux models,
such as the Flare Irradiance Spectral Model [Chamberlin et al., 2007, 2008], which are planned to be
implemented into the transport model. Other magnetic conﬁgurations could also be examined, such
as open or draped ﬁeld lines. Finally, another future task involves case scenarios where nonsteady state
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simulations should be employed, such as the evolution of the electron ﬂuxes at the trapped zone pitch
angles at the top of the closed magnetic ﬁelds.
Even though this study focused on the usage of STET for the Mars space environment, the code is fully
capable of simulating electrons along any magnetic ﬁeld line in any space physics application. For instance,
it has been used extensively for Earth electron transport [e.g., Khazanov and Liemohn, 1995; Khazanov et al.,
2013]. It could be applied to other planetary space environments, like the draped solar wind ﬁelds at Venus,
the auroral regions of Jupiter and Saturn, and the footpoints of moons at the outer planets. Yet another
usage of the code could be simulating solar wind electron strahl or halo distributions.
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