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Abstract. This paper proposes a frequency/time hybrid integral-equation method for the time
dependent wave equation in two and three-dimensional spatial domains. Relying on Fourier Transfor-
mation in time, the method utilizes a fixed (time-independent) number of frequency-domain integral-
equation solutions to evaluate, with superalgebraically-small errors, time domain solutions for arbi-
trarily long times. The approach relies on two main elements, namely, 1) A smooth time-windowing
methodology that enables accurate band-limited representations for arbitrarily-long time signals, and
2) A novel Fourier transform approach which, in a time-parallel manner and without causing spurious
periodicity effects, delivers numerically dispersionless spectrally-accurate solutions. A similar hybrid
technique can be obtained on the basis of Laplace transforms instead of Fourier transforms, but we
do not consider the Laplace-based method in the present contribution. The algorithm can handle
dispersive media, it can tackle complex physical structures, it enables parallelization in time in a
straightforward manner, and it allows for time leaping—that is, solution sampling at any given time
T at O(1)-bounded sampling cost, for arbitrarily large values of T , and without requirement of eval-
uation of the solution at intermediate times. The proposed frequency-time hybridization strategy,
which generalizes to any linear partial differential equation in the time domain for which frequency-
domain solutions can be obtained (including e.g. the time-domain Maxwell equations), and which is
applicable in a wide range of scientific and engineering contexts, provides significant advantages over
other available alternatives such as volumetric discretization and convolution-quadrature approaches.
AMS subject classifications. 65M80, 65T99, 65R20
1. Introduction. This paper, Part I of a two-part contribution, proposes a fast
frequency-time hybrid integral-equation method for the solution of the time domain
wave equation in two- and three-dimensional spatial domains. Relying on 1) A smooth
time-windowing methodology that enables accurate band-limited representations for
arbitrary long time signals, and 2) A novel FFT-accelerated Fourier transform strategy
(which, without requiring finer and finer meshes as time grows, is amenable to time
parallelism and does not give rise to spurious periodicity effects), the proposed ap-
proach delivers numerically dispersionless solutions with numerical errors that decay
faster than any power of the frequency mesh-size used. For definiteness, the present
paper is restricted to configurations for which the time-dependent excitations prop-
agate along a single incidence direction—which is, in fact, one of the most common
incident field arising in applications. General-incidence cases will be considered in the
companion Part II, along with general window tracking strategies based on character-
istics of field-decay in two and three-dimensional configurations (including treatment
of trapping structures), and parallel implementations exploiting the methodology’s
inherent parallelism in space and time.
In practice the proposed methodology enjoys a number of attractive properties,
including high accuracy without numerical dispersion error; an ability to effectively
leverage existing frequency-domain scattering solvers for arbitrary, potentially com-
plex spatial domains; an ability to treat dispersive media; dimensional reduction (if
integral equation methods are used as the frequency domain solver components);
natural parallel decoupling of the associated frequency-domain components; and,
most notably, time-leaping, time parallelism, and O(1) cost for solution sampling
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at arbitrarily-large times without requirement of intermediate time evaluation. A
similar hybrid technique can be obtained on the basis of Laplace transforms instead
of Fourier transforms. Use of the Laplace-based technique would be advantageous
for treatment of certain types of initial/boundary-value problems with non-vanishing
initial conditions, but we do not consider a Laplace-based approach in any detail in
the present contribution. We also note that the ideas inherent in the proposed fast-
hybrid approach may be applied, more generally, to any time-domain problem whose
frequency-domain counterpart can be treated by means of an efficient frequency-
domain approach.
A wide literature exists, of course, for the treatment of the classical wave equa-
tion problem. Among the many approaches utilized in this context we find finite-
difference and finite-element time domain methods [32, 44] (FDTD and FETD, re-
spectively), retarded potential boundary integral equation methods [6, 25, 28, 47],
Huygens-preserving treatments for odd-dimensional spatial domains [40], and, most
closely related to the present work, two hybrid frequency-time methodologies, namely,
the Laplace-transform/finite-difference convolution quadrature method [7–11, 14, 34],
and the Fourier-transform/operator-expansion method [36, 41]. A brief discussion of
the character of these methodologies is presented in what follows.
The FDTD approach and related finite-difference methods underlie most of the
wave-equation solvers used in practice. In these approaches the solution on the entire
spatial domain is obtained via finite difference discretization of the PDE in both space
and time. For the ubiquitous exterior-domain problems, the use of absorbing bound-
ary conditions is necessary to render the problem computationally feasible—which has
in fact been an important and challenging problem in itself [12,13,24,29]. Most impor-
tantly, however, finite-difference methods suffer from numerical dispersion, and they
therefore require the use of fine spatial meshes (and, thus, fine temporal meshes, for
stability) to produce accurate solutions. Numerical dispersion errors therefore present
a significant obstacle for high frequency and/or long time simulations via methods
based on finite-difference spatial discretizations. FETD methods provide an addi-
tional element of geometric generality, but they require creation of high-quality finite
element meshes (which can be challenging for complex three-dimensional structures).
Further, like FDTD methods, they entail use of absorbing boundary conditions, and
they also generally give rise to detrimental dispersion errors (also called “pollution
errors” in this context [3]).
Integral-equation formulations based on direct discretization of the time-domain
retarded-potential Green’s function (such as e.g. in the representation formula (5) and
integral equation (7)), on the other hand, require treatment of the Dirac delta func-
tion and thus give rise to integration domains given by the intersection of the light
cone with the overall scattering surface [6, 28]. These approaches generally result in
relatively complex overall schemes for which it has proven rather challenging to ensure
stability [25], and which have typically been implemented in low-order accuracy setups
and, thus, with significant numerical dispersion error. Accelerated versions of these
methods have also been proposed [47]. Loosely related to this class of methods are re-
cent work on discretizations which are Huygens-preserving—that is, treatments of the
retarded potential operators with the advantage that they do not entail an increasing
amount of computational work for increasing time, at least in odd dimensions [40].
Hybrid time-frequency methods rely on transform techniques to evaluate time
domain solutions by synthesis from sets of frequency domain solutions. The Convolu-
tion Quadrature (CQ) method [34] is a prominent example of this class of approaches.
This method relies on the combination of a finite-difference time discretization and
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a Laplace transformation to effectively reduce the time domain wave equation to
a set of modified Helmholtz equations over a range of frequencies. The necessary
frequency-domain solutions can be obtained via parallel computations, if desired.
Unfortunately, however, the number of frequency-domain solutions required by the
method grows linearly with the number N of time steps used to evolve the solution
to a given final time T . This has a significant impact on both computing cost and
memory usage: the overall memory requirements of the CQ method grow linearly
with N (and, thus, the method requires large memory allocations for long time sim-
ulations) and the cost is proportional to the number of time-steps with a very large
proportionality constant—which is itself proportional to the cost of a solution at the
largest frequency needed. A key point is that the resulting time domain solution is
itself an approximation of the chosen temporal finite-difference approximation of the
solution. As a result, the solutions produced by this method inherit errors associated
with the finite-difference schemes, including temporal dispersion errors, along with
errors arising from frequency-domain quadrature. As discussed in Section 2.2.1, fur-
ther, the approximation level inherent in the time-domain finite-difference method is
only recovered by incorporating large numbers of frequency-domain solutions.
There has additionally been some interest in the direct use of Fourier transfor-
mations in time [36,41] to decouple the time-domain problem into frequency-domain
sub-problems. In detail, assuming a Gaussian-modulated incident time-pulse, the
approach [36,41] evaluates Fourier integrals on the basis of a Gauss-Hermite quadra-
ture rule, and it obtains the necessary frequency-domain solutions by means of a
certain “operator expansion method”. A significant difficulty arises in this method
as computations at advanced times are attempted: the Fourier integrand becomes
increasingly oscillatory as time grows, requiring finer frequency discretizations and,
therefore, larger numbers of associated frequency-domain solutions—so that, parallel-
ing the difficulties found in connection with the CQ method, long-time direct-Fourier
computations can be prohibitively expensive. (A more detailed discussion of previous
hybrid methods, including CQ and direct-transform methods, is presented in Sec-
tion 2.2.)
To address these difficulties, for incident pulses of arbitrary duration the pro-
posed approach employs a smoothly time-windowed Fourier transformation technique
(detailed in Section 3), which, without resorting to use of refined frequency discretiza-
tions, re-centers the solution in time and thus effectively handles the fast oscillations
that occur in the scattering solution as a function of the Fourier-transform variable ω.
Therefore, in contrast to the CQ and the direct-transform methods, the new approach
can be applied in the presence of arbitrary incident fields on the basis of a fixed set
of frequency-domain solutions. Other favorable properties of the method include its
time-parallel character, its time-leaping abilities and O(1) cost of evaluation at any
given time, however large, and, therefore, its O(N) cost for a total full N timestep
history of the solution. The algorithm remains uniformly (spectrally) accurate in time
for arbitrarily long times, with complete absence of temporal dispersion errors.
The proposed hybrid method relies on the use of a sequence of smooth window-
ing functions (the sum of all of which equals unity) to smoothly partition time into
a sequence of windowed time-intervals. The claimed overall O(N) time cost with
uniform-accuracy for arbitrarily large times can be achieved for any given incident
field through use of time partitions of relatively large but fixed width, leading to
fixed computational cost per partition for arbitrarily long times. In order to achieve
such large-time uniform accuracy at fixed cost per window, in turn, a new quadrature
method for the evaluation of windowed Fourier transform integrals is introduced which
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does not require use of finer and finer discretizations for large times—despite the in-
creasingly oscillatory character, as time grows, of a certain complex exponential factor
in the transform integrands. The time evaluation procedure requires computation of
certain “scaled convolutions” (with a sinc function kernel) which can be additionally
accelerated on the basis of the Fractional Fourier Transform [4].
The hybrid methodology described in the present contribution lends itself nat-
urally, in a number of ways, to high-performance load-balanced parallel computing.
While full development of such efficient parallelization strategies will be left for future
work, here we present some considerations in these regards. The simplest parallel ac-
celeration strategy in the context of the proposed method concerns the set of frequency
domain solutions it requires, which can clearly be produced in an embarrassingly paral-
lel fashion—whereby frequency-domain problems are distributed among the available
computing cores. The evaluation of near fields, on the other hand, also presents sig-
nificant opportunities for parallel acceleration. Indeed, the time-trace calculations on
a prescribed region R in space could be handled by distributing subsets of R among
various core groupings, or by relying on frequency parallelization for evaluation of the
necessary frequency-domain near fields, or a combination of the two—depending on
1) The parallelization method used (if any) for the frequency-domain problems them-
selves [15, 16, 18, 21], 2) The physical extent of the region R, and 3) The number of
frequencies that need to be considered for a given problem. Time parallelism, finally,
can easily be achieved as a by-product of the smooth time-partitioning approach.
The multiple levels of parallelism inherent in the algorithm should provide significant
flexibility for parallel implementations that exploit the differing capabilities of various
computer architectures.
This paper is organized as follows. After certain necessary preliminaries are
presented in Section 2 (including well-known frequency and time domain integral
formulations of the wave-equation problem), the main components of the proposed
approach are taken up in Sections 3 and 4. Thus Section 3 introduces the smooth
time-partitioning technique that underlies the proposed accelerated treatment of sig-
nals of arbitrary long duration, while Section 4 puts forth a new quadrature rule for
the fast spectral evaluation of Fourier transform integrals, with high-order accuracy
and O(1) large-time sampling costs. An overall algorithmic description is presented
in Section 5, and a variety of numerical results, followed by some concluding remarks,
finally, are presented in Sections 6 and 7. We believe that, in view of its spectral time
accuracy, absence of stability constraints, fast algorithmic implementations, easy use
in conjunction with any existing frequency-domain solver, and bounded memory re-
quirements, the proposed method should prove attractive in a number of contexts in
science and engineering.
2. Preliminaries.
2.1. Differential and integral wave-equation formulations. We consider
the initial boundary value problem
∂2u
∂t2
(r, t)− c2∆u(r, t) = 0, r ∈ Ω,(1a)
u(r, 0) =
∂u
∂t
(r, 0) = 0(1b)
u(r, t) = b(r, t) for (r, t) ∈ Γ× [0, T inc],(1c)
for the time domain wave equation in the exterior domain Ω ⊂ Rd (the complement
of a bounded set) for d = 2, 3. The boundary of Ω, which we will denote by Γ,
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is an arbitrary Lipschitz surface for which an adequate frequency domain integral-
equation solver on Γ, or some alternative frequency-domain method in the exterior
of Γ, can be used to solve the required frequency domain problems in the domain
Ω. For definiteness, throughout this paper we assume a boundary condition of the
form (1c), but similar treatments apply in presence of boundary conditions of other
types. Given an incident field uinc, the selection b = −uinc corresponds to a sound
soft boundary condition for the total field u+ uinc on the boundary of the scatterer:
utot(r, t) = uinc(r, t) + u(r, t) = 0, r ∈ Γ.
Remark 1. For definiteness, in the present contribution we restrict our discus-
sion to one of the most common incident-field functions b arising in applications,
namely, incident fields impinging along a single direction p:
(2) b(r, t) =
1
2pi
∫ ∞
−∞
Bt(ω)ei
ω
c (p·r−ct) dω
for some square integrable function Bt(ω). Arbitrary-incidence fields, which, depend-
ing on the character of the problem, could either be treated by means of source- or
scatterer-centered spherical expansions; or scattering-boundary-based synthesis relying
on principal-component analysis, etc., will be considered in Part II.
Remark 2. The super-index t in Bt(ω) (Equation (2)), indicates that the variable
ω in this function’s argument is the Fourier variable corresponding to t. In general,
for any given function f(r, t) (resp. f(t)), F t(r, ω) (resp. F t(ω)) will be used to
denote the partial (resp. full) temporal Fourier transform of f with respect to t, as
indicated e.g. in Equation (8). Although only partial Fourier transforms in time are
used in the present Part I, the notation is adopted here to preserve consistency with
Part II—in which partial- or full-transforms with respect to both temporal and spatial
variables are used.
The Fourier transforms U t and Bt of the solutions u and b of the wave equation (1)
satisfy the Helmholtz problem
∆U t(r, ω) + κ2(ω)U t(r, ω) = 0, r ∈ Ω(3a)
U t(r, ω) = Bt(r, ω), r ∈ Γ,(3b)
where
(4) κ = κ(ω) = ω/c.
Although not explicitly used as part of the proposed algorithm, it is useful in this
paper to refer to the single-layer integral representation formula
(5) u(r, t) =
∫ t
−∞
∫
Γ
G(r− r′, t− t′)ϕ(r′, t′) dσ(r′) dt′,
which yields the solution u throughout Ω in terms of the time-dependent boundary
density ϕ (and which, for the boundary conditions under consideration is in fact the
time-domain velocity field ∂u∂n ) and the time-domain Green’s function
(6) G(r, t) =

H(ct−|r|)
2pi
√
(ct)2−|r|2 for d = 2 and
δ(ct−|r|)
4pi|r| for d = 3
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for (1a). Here δ(t) and H(t) denote the classical delta and Heaviside functions (H(t)
equals zero or one depending on whether t < 0 or t > 0, respectively), and dσ(r′)
denotes the area element on the (d−1)-dimensional surface Γ. As is known, the single
layer potential (5) is a solution of the initial and boundary value problem (1) if and
only if ϕ satisfies the time domain boundary integral equation
(7)
∫ t
−∞
∫
Γ
G(r− r′, t− t′)ϕ(r′, t′) dσ(r′) dt′ = b(r, t) for (r, t) ∈ Γ× [0, T inc].
2.2. Previous hybrid methods: Convolution quadrature [34] and di-
rect Fourier transform in time [36]. As mentioned in Section 1, two hybrid
time-domain methods (i.e., methods that rely on transformation of the time variable
by means of Fourier or Laplace transforms) have previously been proposed, namely,
the Convolution Quadrature method [7–11, 14, 34] and the direct Fourier transform
method [36, 41]. The Convolution Quadrature method employs a discrete convolu-
tion that is obtained as temporal finite-difference schemes are solved by transform
methods. Like the method introduced in the present contribution, in turn, the di-
rect Fourier transform method is based on direct Fourier synthesis of time-harmonic
solutions. The following two sections briefly review these two methodologies.
2.2.1. Convolution quadrature. The CQ algorithms result as the Z-transform
is applied to the forward recurrence relation arising from finite-difference temporal
semi-discretizations of the problem (1). Thus, as suggested in Section 1, the accuracy
of the CQ method can at best be expected to match the accuracy of the underly-
ing time discretization used. In detail, utilizing the Z-transform, a finite-difference
time discretization of the wave equation can be reformulated as a set of modified
Helmholtz problems. The discrete time domain solution is then given by evaluating
a trapezoidal-rule quadrature for the inverse Z-transform of the frequency domain
solutions. (References [14, 34] provide further elaboration on the connections of the
CQ method to Z-transforms and convolutions, respectively.) As a result, the solutions
produced by this method accumulate temporal and spatial discretizations errors at
each timestep as well as overall inversion errors arising from the approximate quadra-
ture used in the inversion of the Z-transform. The reliance of the CQ algorithm on a
certain “infinite-tail” in the time-history presents certain difficulties also. A brief dis-
cussion of the character of these approximation methods is presented in what follows.
The characteristics of a particular implementation of the CQ algorithm is deter-
mined by the choice made for time-domain finite-difference discretization, the spectral
character of the discrete frequency-domain solver used [14], and the methods utilized
for numerical inversion of the Z-transform. Existing CQ approaches have primarily
utilized the second-order accurate BDF2 time discretization [10], but recent work [8]
proposes the use of higher-order m-stage Runge-Kutta schemes. In all cases the num-
bers of required frequency-domain solutions (which equalsNf for single-stage methods
and mNf for m-stage methods, where Nf denotes the number of frequencies used to
invert the Z-transform), grows in a roughly linear fashion with the size of the time
interval for which the solution is to be produced. Thus, the cost of the m-stage CQ
approaches is O(mNt), where Nt denotes the number of time-steps taken. Stability
and accuracy considerations presented in [14], further, do suggest that the stability of
the CQ algorithm may be linked to certain “scattering poles” of the spatial solution
operator which depend on both the geometry of the spatial domain and the choice of
the frequency-domain formulation used. Reference [14] further suggests that the error
of the contour integral discretization in the CQ method (which is typically effected
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via the trapezoidal rule) can dominate the error in the overall CQ time-stepping algo-
rithm (even under the well established Nf = Nt setup), and that this difficulty can be
mitigated by overresolving the problem in frequency domain—that is, using Nf > Nt.
Furthermore, reduction of order of temporal convergence is observed at points in the
near-field as an observation point approaches the scatterer [9]. Finally, approxima-
tion errors in FFT-accelerated evaluation of the Cauchy integral formula for required
weights in the Z-transform inversion typically imply [11, §3.3] a maximum achievable
overall accuracy of
√
εmach ≈ 10−8, where εmach denotes double precision machine
epsilon.
In addition to Z-transform-inversion errors, the numerical dissipation and disper-
sion introduced by the underlying time-domain finite difference discretizations present
an additional important source of error in the CQ approach [11,20]. These errors can
be managed by utilizing a number of timesteps which varies superlinearly with fre-
quency [11, §4.3] (that is, faster than the number of sampling points required for
uniformly accurate interpolation), but the computational cost associated with such
procedures can be significant.
The memory requirements of the CQ method can be significantly impacted by its
reliance on a certain “infinite time-tail”, which is described e.g. in [42, Chapter 5]:
The sequence of problems [ . . . ] presents the serious disadvantage
of having an infinite tail. In other words, the passage through the
Laplace domain introduces a regularization of the wave equation that
eliminates the Huygens’ principle that so clearly appears in the time
domain retarded operators and potentials.
The infinite tail impacts on the computing costs of the CQ method in two different
ways, namely: 1) As the CQ timestep tends to zero for a fixed final time T ; and 2) As
the final time T grows for a fixed timestep. While the growth in point 1) can be
slowed to certain extent by appealing to Laplace-domain decay rates of compactly-
supported, smooth incident data [10] (whose Z-transform counterpart generally decays
much faster than the error arising from the time-stepping scheme utilized, and can
thus be broadly neglected up to the prescribed error tolerance), the infinite-tail growth
in point 2) has remained untreated, and it does give rise to linear growth in the overall
CQ computing and memory cost per timestep as T →∞.
2.2.2. Direct Fourier transform in time. Without reliance on finite differ-
ence approximations, the direct Fourier transform method proposed in [36] proceeds
by Fourier transformation of the time domain wave equation followed by solution of
the resulting Helmholtz equations for a range of frequencies and inverse transforma-
tion to the time-domain using the transform pair
(8) U t(r, ω) =
∫ ∞
−∞
u(r, t)eiωt dt, u(r, t) =
1
2pi
∫ ∞
−∞
U t(r, ω)e−iωt dω
(see Remark 2). In detail, for general boundary values b = b(r, t) (Equation (1)),
reference [36] uses a plane wave representation of the form
Bt(r, ω) =
1
(2pi)d
∫
Sd−1
Br,t(p, ω)eiκ(ω)p·r dp,(9)
so that full solution U t can be reconstructed on the basis of the solutions U tp of
Helmholtz problems (3),
∆U tp(r, ω) + κ
2U tp(r, ω) = 0, r ∈ Ω
U tp(r, ω) = e
iκ(ω)p·r, r ∈ Γ,(10)
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where κ = κ(ω) = ω/c, and where the sound-soft boundary values are given by the
plane wave eiκ(ω)p·r in the direction of the vector p. The numerical examples in [36]
assume overall boundary conditions of this form for a single incidence vector p—that
is, a uni-directional incident wave field.
Importantly, the resulting direct Fourier method does not suffer from dispersion
errors in the time variable. In the contribution [36] the needed Helmholtz solutions
are obtained by means of a certain “operator-expansion” technique, and, assuming
the incident field is given by a plane wave modulated by a Gaussian envelope in
frequency domain, the needed Fourier integrals are approximated using the classical
Gauss-Hermite quadrature rule.
Except for simple geometries, the use of the operator-expansion method limits the
overall accuracy to the point that in many cases it is difficult to discern convergence.
This difficulty could be addressed by switching to a modern, more effective, frequency-
domain technique. Most significantly, however, the use of any generic numerical
integration procedure for the evaluation of the necessary inverse Fourier transforms
for large t, including the highly accurate Gauss-Hermite rule used in [36], does lead
to difficulties—in view of the highly-oscillatory character, with respect to ω, of the
exponential factor in the right-hand expression in (8) for large values of t. Indeed,
evaluation of the aforementioned inverse Fourier transform for required time sample
values up to the final time T on the basis of such procedures requires use of a numberN
of frequency discretization points (and hence a number of required frequency-domain
solutions) which is proportional to T . Calling P the average cost of these frequency-
domain solutions, and including the overall O(T 2) computational cost required by
the evaluation of the O(T )-cost Gauss-Hermite inverse transform for each tn ≤ T , the
overall cost of the algorithm [36] can be estimated as
(11) TP + T 2.
This estimate must be contrasted with the cost required by classical finite-difference
methods—which is proportional to the first power of T .
2.2.3. Accuracy and computational costs. Estimates on the accuracy of
hybrid methods follow from well-established results on convergence of the associated
frequency-domain solution techniques together with corresponding accuracy estimates
on the underlying treatment of frequency/time discretizations. The CQ method (Sec-
tion 2.2.1) has typically used low-order Galerkin spatial discretizations [7], although
the recent contribution [31] does incorporate a high-order frequency-domain solver.
Frequency/time discretization errors in the CQ method, on the other hand, arise
from the time-stepping scheme used and the numerical discretization selected of a
certain complex contour integral. Typically, BDF2 is chosen as the underlying CQ
time-stepping scheme, yielding second order accuracy in time—but see also [8] for use
of higher-order temporal CQ discretizations and their associated computing costs.
Concerning the CQ complex-contour quadrature, on the other hand, the trapezoidal
quadrature rule that is used most often in this context can be an important source
of numerical error (see [14] and the previous discussion in Section 2.2.1). The direct
Fourier Transform method [36] (Section 2.2.2), in turn, exhibits high-order Gauss-
Hermite convergence in time, but generally poor spatial convergence for the frequency-
domain problems (but see Section 2.2.2 in these regards). The fast hybrid method
proposed in the present paper, finally, relies on well-known Nyström frequency-domain
methods, which generally exhibit superalgebraically fast convergence (that is, conver-
gence faster than any power of the discretization mesh), together with exponentially
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convergent methods for evaluating frequency/time transforms (except, in the 2D cases
with low-frequency content for which arbitrarily high but not exponential convergence
is obtained). In sum, the accuracy of the CQ methods is mostly limited by the errors
arising in the time-stepping evolution scheme if the necessary complex integrations
are performed with sufficient accuracy. The direct Fourier method [36] and the fast
hybrid method proposed in this paper, in turn, enjoy highly favorable convergence
properties as discretizations are refined.
The total computational costs required by the various hybrid algorithms under
consideration will be quantified in terms of the number N of time-points tn (1 ≤
n ≤ N) at which the solution is desired, as well as the average computing cost P
required by each one of the necessary frequency-domain solutions. Roughly speaking
(up to logarithmic factors), the CQ methods entail a computing cost proportional
to NP—that is, the method requires a number of frequency-domain solutions that
grows linearly with time. In more detail, for example, reference [10, Sec. 4] proposes
a CQ algorithm for which it reports a computing cost of O(N log2(N)P ) operations.
According to Section 2.2.2, in turn, the Direct Fourier Transform method requires
O(N2) + O(NP ) operations. In contrast, as shown in Section 4, the proposed fast
hybrid method requires rP + O(N) operations to evaluate the solution at N time
points (where r is the number, independent of N , of frequency-domain solutions
required by the method to reach a given accuracy for arbitrarily long time).
Note that while the previous hybrid methods require the solution of an increasing
number of Helmholtz problems as time grows, the proposed fast hybrid method does
not—a fact which lies at the heart of the method’s claimed O(1)-in-time sampling
cost for arbitrarily large times t. In terms of memory storage, the fast hybrid method
requires rV memory units for sampling at arbitrarily large times, where V denotes the
average value of the storage needed for each one of the necessary frequency-domain
solutions. Of course, storage of the entire time history on a given set of spatial points,
which may or may not be desired, does require a total of O(N) memory units.
2.3. Frequency-domain representation. The method of layer potentials pro-
vides an effective technique for the solution of the frequency-domain problem (3). The
layer-potential method we use in this paper relies on the frequency-domain single and
adjoint double-layer operators
(12) (Sωψ)(r) =
∫
Γ
Gω(r, r
′)ψ(r′) dσ(r′), r ∈ Γ, and
(13) (K∗ωψ)(r) =
∫
Γ
∂Gω(r, r
′)
∂n(r)
ψ(r′) dσ(r′), r ∈ Γ,
where Gω, the temporal Fourier transform of the Green’s function (6), denotes the
fundamental solution of the Helmholtz equation at frequency ω/c—which in the two-
and three-dimensional cases is given, respectively, by
(14) Gω(r, r′) =
i
4
H
(1)
0 (
ω
c
|r− r′|) and Gω(r, r′) = e
iωc |r−r′|
4pi|r− r′| .
Fourier transformation of the time variable in the time-domain representation formula
(5) yields a frequency domain field representation
(15) U t(r, ω) =
∫
Γ
ψt(r′, ω)Gω(r, r′) dσ(r′), r ∈ R ⊂ Ω.
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For each ω, the boundary integral density ψt(r, ω) = ∂U
t(r,ω)
∂n(r) in the representation
(15) can be expressed as the solution of the direct integral equation
(16) (Sωψt)(r, ω) = Bt(r, ω), r ∈ Γ.
Further discussion of the connections between hybrid frequency/time formulations
and time-domain integral representations will be presented in Part II.
Unfortunately, equation (16) is not uniquely solvable for certain values of ω. Mak-
ing use of the auxiliary adjoint double-layer integral equation for the same physical
density ψt (which is also non-invertible at certain frequencies),
(17)
1
2
ψt(r, ω)− (K∗ωψt)(r, ω) = −
∂Bt(r, ω)
∂n(r)
, r ∈ Γ,
we obtain the uniquely solvable direct combined field integral equation formulation
(see e.g. [17]):
(18)
1
2
ψt(r, ω)− (K∗ωψt)(r, ω)− iη(Sωψt)(r, ω) = −
(
∂Bt(r, ω)
∂n(r)
+ iηBt(r, ω)
)
, r ∈ Γ.
A wide literature exists for the numerical solution of boundary integral equations of
this type. In this paper we use Nyström methods to discretize and solve the integral
equations (18) for all desired frequencies. In the case d = 2 (resp. d = 3) the Nyström
method described in [22, §3.5] (resp. in [16]) is used.
3. Smooth time-partitioning Fourier-transformation strategy. An effi-
cient smooth time-partitioning “windowing-and-recentering” solution algorithm is pro-
posed in this section which is based on a number of novel methodologies. The al-
gorithm first expresses the solution u of (1), for arbitrary large times T , in terms
of solutions uk arising from incident fields that are compactly supported in time:
u(r, t) =
∑K
k=1 uk(r, t) (K = O(T )). Assuming the incident fields can be represented
with a given error tolerance ε within a time-frequency bandwidth W , the re-centering
component of the strategy presented in Section 3.2 produces all of the functions uk in
terms of a certain fixed finite set F = {ψtp(·, ωj), (1 ≤ j ≤ J)} of frequency-domain
solutions appropriate for the assumed temporal bandwidth W (cf. equations (29) and
(32)). The re-utilization of a fixed set of boundary integral densities
{
ψtp
}
(and hence
the requirement of a fixed number J of solutions of the integral equation (18) for
evaluation of u(r, t) for arbitrarily long times t), is a key element leading to the effec-
tiveness of the proposed algorithm for incident signals of arbitrarily-long duration.
3.1. Time partitioning, windowing and re-centering, and the Fourier
Transform. Motivated by Equation (8), let (f, F ) denote a Fourier Transform pair
(19) F (ω) =
∫ T
0
f(t)eiωt dt, f(t) =
1
2pi
∫ ∞
−∞
F (ω)e−iωt dω,
for a (finitely or infinitely) smooth compactly supported function f(t), assumed zero
except for t ∈ [0, T ] (T > 0) (as there arise, e.g., in the smooth time-partitioning
strategy described in Section 3.2). In this case the Fourier transform on the left-hand
side of (19) is an integral over a finite (but potentially large) time interval.
In the context of our problem it is useful to consider the dependence of the
oscillation rate of the function F (ω) on the parameter T . Figure 1 demonstrates the
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Fig. 1: Left: Smooth, long duration time signal f(t) supported in the interval 20 ≤ t ≤
180. Right: Real part of the Fourier Transform F (ω) of f(t). The Fourier transform
F (ω) is highly oscillatory on account of the large t values contained in the left-hand
integrand in (19).
situation for a representative “large-T ” chirped function f depicted on the left-hand
image in the figure: the Fourier transform F (ω), depicted on the right-hand image
is clearly highly oscillatory. Loosely speaking, the highly-oscillatory character of the
function F (ω) stems from corresponding fast oscillation in the factor eiωt contained
in the left-hand integrand in Equation (19) for each fixed large value of t. The
consequence is that a very fine discretization mesh ωj , containing O(T ) elements,
would be required to obtain f(t) from F (ω) on the basis of the right-hand expression
in (19). In the context of a hybrid frequency-time solver, this would entail use of
a number O(T ) of applications of the most expensive part of the overall algorithm:
the boundary integral equations solver—which would make the overall time-domain
algorithm unacceptably slow for long-time simulations. This section describes a new
Fourier transform algorithm that produces f(t) (left image in Figure 1) within a
prescribed accuracy tolerance, and for any value of T , however large, by means of a T -
independent (small) set of discrete frequency values ωj (−W ≤ ωj ≤W , j = 0, . . . , J).
The proposed strategy for the large-T Fourier transform problem is based on use of
a partition-of-unity (POU) set P = {wk(t) | k = 1, . . . ,K} of “well-spaced” windowing
functions, where wk is supported in a neighborhood of the point s = sk for certain
“support centers” sk ∈ [0, T ] (1 ≤ k ≤ K) satisfying, for some constants H1, H2 >
0, the minimum-spacing property sk+1 − sk ≥ H1, as well as the maximum width
condition wk(t) = 0 for |t−sk| > H2 and the partition-of-unity relation
∑K
k=1 wk = 1.
Setting H = H1 = H2 in our test cases we use POU sets based on the following
parameter selections
a) sk+1 − sk = 3H/2,
b) wk(t) = 1 in a neighborhood |t− sk| < H/2,
c) wk(t) = 0 for |t− sk| > H, and
d)
∑K
k=1 wk(t) = 1 for all t ∈ [0, T ].
Note that, sinceH is (or, more generallyH1 andH2 are) T -independent, the integerK
is necessarily an O(T ) quantity. In practice we use the prescription wk(t) = w(t−sk),
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Fig. 2: Fourier Transform of two windowed partitions of the long duration signal
shown in Figure 1, each with partition width H = 10. With reference to the text, the
left and right figures depict the transform corresponding, respectively, to partition
centers at sk = 35 (k = 4) and sk = 155 (k = 16). In each case, the solid and dashed
traces depict the real and imaginary parts of the Fourier Transform, respectively. The
transforms are both less than 10−4 outside the plotted region.
with partition centers and window function given by sk = 3(k − 1)H/2 and
(20) wk(t) =

1− η( t−H/2H/2 ), −H ≤ t ≤ −H/2
1, −H/2 < t < H/2
η( t−H/2H/2 ), H/2 ≤ t ≤ H
0, |t| > H,
respectively, where we use the smooth windowing function η ∈ C∞c ([−1, 1]), η(u) =
exp( 2e
−1/u
u−1 ).
Using the partition of unity P and letting fk(t) = wk(t)f(t), for ω ∈ [−W,W ] we
may write
(21) F (ω) =
K∑
k=1
Fk(ω), where Fk(ω) =
∫ sk+H2
sk−H2
fk(t)e
iωt dt.
Centering the integration interval around the origin we obtain
(22) Fk(ω) =
∫ H2
−H2
fk(t+ sk)e
iω(t+sk) dt = eiωskF slowk (ω)
where
(23) F slowk (ω) =
∫ H2
−H2
fk(t+ sk)e
iωt dt.
The “slow” superscript refers to the fact that, since t in (23) is “small” (it satisfies
−H2 ≤ t ≤ H2), it follows that the integrand (23) only contains slowly oscillating
exponential functions of ω, and thus F slowk (ω) is itself slowly oscillatory. Thus (22)
expresses Fk(ω) as product of two terms: the (generically) highly oscillatory expo-
nential term eiωsk (which arises for signals whose support center is away from the
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origin in time), on one hand, and the slowly oscillatory term F slowk (ω), on the other.
Figure 2 displays the real and imaginary parts of F slowk for two values of k, namely
k = 4 and k = 16. Note that despite the differing centers in time, the functions are
similarly oscillatory and both are much less oscillatory than the Fourier transform
depicted in Figure 1.
Remark 3. Since f is smooth and compactly supported, iterated integration by
parts in the integral expressions that define F (ω), Fk(ω) and F slowk (ω) (equations (19),
(22) and (23)), and associated expressions for the derivatives of these functions of any
positive order, shows that these functions and their derivatives decay faster than any
integer power of 1ω as ω → ±∞. In other words, these three functions, along with
each one of their derivatives respect to ω (of any order), decay superalgebraically fast
as ω → ±∞. Additionally, in the two latter cases the superalgebraically fast decay
(for each fixed order of differentiation) is uniform in k.
Remark 4. Let G : R → C, G = G(ω), denote a function that decays super-
algebraically fast, along with each one of its derivatives, as ω → ∞. Then, re-
peated use of integration by parts on the inverse Fourier transform expression g(t) =
1
2pi
∫∞
−∞G(ω)e
−iωt dω shows that the error in the approximation
g(t) ≈ 1
2pi
∫ W
−W
G(ω)e−iωt dω
decays super-algebraically fast as W →∞.
Remark 5. Let G = G(ω) denote a superalgebraically-decaying function, as in
Remark 4. Then, repeated use of integration by parts in the integral expressions for
the Fourier coefficients gn shows that the expansion of G as a 2W -periodic Fourier
series
G(ω) ≈
∞∑
n=−∞
gne
ipiω/W , −W ≤ ω ≤W,
together with all of its derivatives, converge to G(ω) and its respective derivatives
uniformly and super-algebraically fast, as W →∞, throughout the interval [−W,W ].
3.2. Windowed and re-centered wave equation and solutions with slow
ω dependence. In order to evaluate numerically the solution of the problem (1) we
apply the smooth time partitioning strategy developed in Section 3.1 to the boundary-
condition function b(r, t) in (1c) (as a function of t for each fixed value of r). Thus,
using the window functions wk(t) described in the previous section, we define win-
dowed boundary-condition functions bk, (1 ≤ k ≤ K), given by
(24) bk(r, t) = wk(t)b(r, t) so that
K∑
k=1
bk(r, t) = b(r, t).
Letting uk(r, t) (1 ≤ k ≤ K) denote the solution to (1) with boundary-condition
function b(r, t) substituted by bk(r, t), we clearly have
(25) u(r, t) =
K∑
k=1
uk(r, t).
This expression is the basis of the time-domain solver proposed in this paper.
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Remark 6. As discussed extensively in Part II, a fixed (geometry-dependent)
number M of solutions uk need to be included in the sum (25) to evaluate u for any
given time t within a prescribed numerical accuracy, irrespective of the time-duration
for which the incident signal is nonzero. In particular, it is not necessary to include
an unbounded, growing number of solutions uk in (25) as T (and thus also K) tend to
infinity. The geometry-dependence of the parameter M relates closely to the trapping
character [37,38] of the underlying scattering geometry.
Accurate numerical approximations of the solutions uk can be produced as in-
dicated in what follows. In view of Remark 1, each function bk(r, t) in (24) is a
finite-duration uni-directional time-domain incident field of the form
(26) bk(r, t) =
1
2pi
∫ ∞
−∞
Btk(ω)e
i(κ(ω)p·r−ωt) dω with κ(ω) = ω/c
for which Equations (21) and (23) yield
(27) Bt(ω) =
K∑
k=1
Btk(ω), and B
t
k(ω) = e
iωskBslowk (ω).
Thus, denoting by U tk(r, ω) and U
slow
k (r, ω) the frequency domain solutions of the
problem (3) with Bt replaced by Btk(ω)e
iκ(ω)p·r and Bslowk (ω)e
iκ(ω)p·r, respectively,
we obtain the representations
(28) uk(r, t) =
1
2pi
∫ ∞
−∞
U tk(r, ω)e
−iωt dω =
1
2pi
∫ ∞
−∞
U slowk (r, ω)e
−iω(t−sk) dω.
Since U slowk is approximately band-limited (because B
slow
k is, see Remark 3), it follows
from (28) and Remark 4 that uk(r, t) can be approximated by the strictly band-limited
function uWk :
(29) uk(r, t) ≈ uWk (r, t) =
1
2pi
∫ W
−W
U slowk (r, ω)e
−iω(t−sk) dω
with superalgebraically small errors (uniform in r, t and k) as the bandwidth W
grows.
Section 4 presents a quadrature algorithm that, on the basis of a finite set of fre-
quencies F = {ωj : j = 1, . . . , J}, evaluates the highly-oscillatory integral (29), and
thus uWk , by means of spectral interpolation of the slowly-varying quantity U
slow
k (·, ω)
with respect to ω. The quantity U slowk , in turn, is dependent on frequency-domain in-
cident data Bslowk obtained (via use of the numerical transform techniques introduced
in Section 4.1) from the relation
(30) Bslowk (ω) = e
−iκ(ω)p·r
∫ H
−H
bk(r, t+ sk)e
iωt dt,
and boundary integral “scattering” densities ψtp. Specifically, due to the relation
(31) ψslowk (r
′, ω) = Bslowk (ω)ψ
t
p(r
′, ω),
for the time-partition-specific boundary density we have
U slowk (r, ω) =
∫
Γ
ψslowk (r
′, ω)Gω(r, r′) dσ(r′)
= Bslowk (ω)
∫
Γ
ψtp(r
′, ω)Gω(r, r′) dσ(r′).
(32)
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It follows that for a given bandwidth W all the needed function values U slowk (r, ωj)
can be produced in terms of the fixed (k-independent, W -dependent) finite set Ψ =
{ψtp(·, ωj) : j = 1, . . . , J} of boundary integral densities. The re-utilization of the fixed
(k-independent) set Ψ of “expensive” integral densities is a crucial element leading to
the efficiency of the overall hybrid algorithm.
4. FFT-based O(1)-cost Fourier transform at large times. This section
presents an effective algorithm for the numerical evaluation of truncated Fourier in-
tegrals of the form
(33) F (ω) =
∫ H
−H
f(t)eiωt dt and f(t) =
1
2pi
∫ W
−W
F (ω)e−iωt dω
(cf. Equations (23) and (29)), at arbitrarily large evaluation arguments t and ω. Here,
it is assumed that f is a smooth function of time t ∈ R which vanishes outside the
interval [−H,H]. Similarly, with the possible exception of a inverse-logarithmic sin-
gularity of F (ω) at ω = 0 for certain two-dimensional applications (see Section 4.2),
F is an infinitely smooth function for all frequencies ω—which is additionally superal-
gebraically small outside the interval [−W,W ]. The case in which a singularity exists
in Equation (33) at ω = 0 is handled in Section 4.2 by utilizing a decomposition of
the form
(34) f(t) =
(∫ −wc
−W
+
∫ wc
−wc
+
∫ W
wc
)
F (ω)e−iωt dω,
together with a specialized quadrature rule for the middle integral; the function F is
smooth (though not necessarily periodic) in the integration intervals [−W,−ωc] and
[ωc,W ].
Use of trapezoidal rule integration might appear advantageous in these contexts,
since, for such boundary-vanishing integrands the trapezoidal rule exhibits superal-
gebraically fast convergence (at least in the smooth F case), and, importantly, unlike
the Gauss-Hermite rule used in [36], it can be efficiently evaluated by means of FFTs.
However, as the evaluation arguments t or ω grow, the integrands in (33) become
more and more oscillatory. Both the Gauss-Hermite and the trapezoidal rule (and,
indeed, any quadrature rule based on standard interpolation techniques) require use
of finer and finer meshes to avoid completely inaccurate approximations as the eval-
uation argument increases (see Section 3.1). Failure to resolve this difficulty would
lead to a fundamental breakdown in the algorithm—as it would be necessary for the
scheme to produce an increasing number of (expensive) boundary integral equation
solutions, leading to rapidly increasing costs, as evaluation times grow.
Remark 7. For definiteness, the presentation in this section is restricted to the
right-hand integral in (33); the corresponding algorithm for the left-hand integral is
entirely analogous.
Remark 8. A direct examination of the trapezoidal approximation
(35) f(t) =
1
2pi
∫ W
−W
F (ω)e−itω dω ≈ W
2pim
m−1∑
k=0
F (ωk)e
−itωk (ωk = −W + k∆ω)
shows that, as is well known, quadrature errors in the trapezoidal quadrature rule
for “large” t manifest themselves as “aliasing”, that is, spurious periodicity in the t
variable [5,26,27,33].
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The method proposed in the present Section 4 resolves the difficulties mentioned
in the last paragraph: it eliminates aliasing errors without recourse to frequency mesh
refinement, and it evaluates (on the basis of FFTs) the time-domain solution in con-
stant computing time per temporal evaluation point—so that, as in finite-difference
time-marching algorithms, the overall cost per timestep of the time propagation al-
gorithm does not grow as time increases.
4.1. Smooth F (ω): FFT-based reduction to “scaled convolution”. This
section considers the problem of evaluation of Fourier integrals similar to those in (33)
(or, in 2D contexts, the integrals with smooth integrands in Equation (34)) under
the assumption that the functions f and F are infinitely smooth in the domain of
integration. In the context of Equation (29) in dimension d = 3 the smoothness
assumption on F is always satisfied, as it is for dimension d = 2 provided that, e.g.,
F (ω) = U slowk (r, ω)e
iωsk vanishes in a neighborhood of ω = 0. The singular d = 2
case is tackled in Section 4.2.
The proposed smooth-F approach proceeds by trigonometric-series expansion of
the integrand function F followed by use of certain “scaled convolutions” introduced
in Section 4.1.1; a fast FFT-based algorithm for evaluation of such convolution-like
quantities is then described in Section 4.1.2.
4.1.1. Transform approximation via Fourier Series expansion. In this
Section we develop a quadrature rule for the general transform integral
(36) Iba [F ](t) =
∫ b
a
F (ω)e−iωt dω,
or, equivalently,
(37) Iba [F ](t) = e
−iδt
∫ A
−A
F (δ + ω)e−iωt dω, where A =
b− a
2
and δ =
b+ a
2
.
Although F (δ + ω) may not be a periodic function of ω in the integration interval
[−A,A], for a prescribed positive even integerM we utilize a trigonometric polynomial
of the form
(38) F (δ + ω) ≈
M/2−1∑
m=−M/2
cme
i 2piP mω
of a certain periodicity P , that closely approximates F (δ + ω) for ω ∈ [−A,A].
Remark 9. As indicated below, in the context of this paper F (δ+ω) is most often
a smoothly periodic function in [−A,A] (with A equal to the bandlimit W ); in such
cases we take P = 2A and (38) is obtained as a regular Discrete Fourier Transform
(DFT) in [−A,A]. Exceptions do arise in certain two-dimensional situations (Sec-
tion 4.2) where F (δ + ω) is smooth but not periodic in [−A,A] (cf. the first and last
integrals in (34)); in such cases an accurate Fourier approximation of a certain period
P 6= 2A is obtained in our algorithm on the basis of the FC(Gram) Fourier Continua-
tion method [1,19]. In the periodic case the errors inherent in the approximation (38)
tend to zero super-algebraically fast (faster than any negative power of M [2, Lemma
7.3.3], cf. also Remark 5), while the errors arising from the Fourier Continuation
method used in the non-periodic case decay as a user-prescribed negative power of M .
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Substituting (38) into (37) and integrating term-wise yields the approximation
Iba [F ](t) ≈ e−iδt
M/2−1∑
m=−M/2
cm
∫ A
−A
e−i
2pi
P (αt−m)ω dω
= e−iδt
M/2−1∑
m=−M/2
cm
P
pi(αt−m) sin
(
pi
2A
P
(αt−m)
)
,
(39)
where we have set α = P2pi . In view of (39), for a given user-prescribed (!) equi-spaced
time-evaluation grid {tn = n∆t}N2n=N1 we may write, letting β = α∆t,
(40) Iba [F ](tn) ≈ e−iδtn
M/2−1∑
m=−M/2
cmbβn−m, where bq := 2A sinc
(
2A
P
q
)
.
Note that, paralleling the fast Fourier series convergence in the periodic case, equa-
tions (39) and (40) provide super-algebraically close approximations of Iba[F ](t). In
the non-periodic case, these equations provide a user-prescribed algebraic order of ac-
curacy. In either case, the errors in (39) and (40) are uniform in t and n, respectively:
for a given error tolerance ε there exists an integer M0 (independent of t and tn) such
that, for all M ≥ M0, the approximation errors in (39) and (40) are less than ε for
all t ∈ R and all relevant values tn, respectively.
Remark 10. It is useful to note that the aforementioned t- and tn-independent
errors in (39) and (40) stem solely from corresponding errors in the expansion (38)—
and thus, can be achieved on the basis of values of the function F (δ + ω) on a fixed
(t-independent) finite set Fsmooth of frequency mesh points, cf. Section 5.
Since generically β 6= 1, the quantity ∑m cmbβn−m in (40) is not a discrete
convolution, but it is, rather, a “discrete scaled convolution” [39]. Like regular discrete
convolutions, scaled convolutions can accurately be produced by means of FFTs [39]—
although the algorithm for scaled convolutions is somewhat more complicated than
the standard FFT convolution approach. Still, the fast scaled convolution algorithm
is a useful tool: it runs in O(L logL) operations (where L = max(N2 −N1,M)) and
it produces highly accurate results; details are presented in Section 4.1.2.
4.1.2. FFT accelerated evaluation of scaled discrete convolutions. The
quadrature method introduced in Section 4.1.1 reduces the evaluation of the right-
hand transform in (33) for values t = tn (for a given range 0 ≤ n− n0 ≤ N − 1 with
n0 ∈ Z and N ∈ N) to evaluation of scaled convolutions of the form
(41) dn =
M/2−1∑
m=−M/2
cmbβm−γn, 0 ≤ n− n0 ≤ N − 1,
where the coefficients cm are complex numbers that make up a certain “input vector”
~c = (c−M/2, . . . , c−M/2−1), and where the “convolution kernel” b is a function of its
real-valued sub-index q: bq = b(q). (Compare (40) and (41) and note the specific
scaled convolution kernel bq and parameter value γ = 1 used in the former equation.)
This section presents an algorithm which evaluates the sum (41) for all required values
of n at FFT speeds.
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To describe the algorithm, let L denote a certain positive even integer, to be
defined below, which is larger than or equal to the maximum of N and M . The
convolution input vector ~c is symmetrically zero-padded to form a new vector ~c =
(c−L/2, c−L/2+1, . . . , cL/2−1) of length L. New elements are also added to the list of
evaluation indices in (41) so that the overall list contains the L elements in the indicial
vector ~n = (n0 − L/2, n0 − L/2 + 1, . . . , n0 + L/2 − 1). Following [39], for technical
reasons the length L is determined by the relation L ≥ L0, where L0 denotes the
smallest even integer for which the kernel index parameter q = βm − γn lies in the
range −L0/2 ≤ q ≤ L0/2 − 1 for −M/2 ≤ m ≤ M/2 − 1, 0 ≤ n − n0 ≤ N − 1. (As
pointed out below, selections satisfying L > L0 are occasionally necessary to achieve
a prescribed error tolerance.) In view of these selections, the scaled convolution ex-
pression (41) is embedded in the analogous but more favorably structured convolution
expression
(42) dn =
L/2−1∑
m=−L/2
cmbβm−γn, −L/2 ≤ n− n0 ≤ L/2− 1,
Using the γ-fractional discrete Fourier transform C(γ)p (that is to say, the fractional
Fourier transform based on roots of unity parameter γ as in [4]) together with the
discrete Fourier transform Bp,
C(γ)p =
L/2−1∑
m=−L/2
cme
−i 2piγmpL , Bp =
L/2−1∑
m=−L/2
bme
−i 2pimpL ,
an application of the convolution theorem yields [39]
(43) dn =
L/2−1∑
m=−L/2
cmbβm−γn ≈ 1
L
L/2−1∑
p=−L/2
C(γ)p Bpe
i 2piβnpL , −L/2 ≤ n−n0 ≤ L/2−1,
reducing, in particular, the (approximate) evaluation of the desired values dn in (41)
to evaluation of a discrete Fourier transform and a γ-fractional discrete Fourier trans-
form, both of size L, followed by evaluation of the L-term inverse β-fractional Fourier
transform on the right-hand side of (43). The necessary discrete Fourier transform
can of course be evaluated by means of the FFT algorithm. The fractional Fourier
transforms (FRFTs) can also be accelerated on the basis of the FFT-based fractional
Fourier transform algorithms, at an O(L logL) cost of approximately four times that
of an L-point FFT; see [4]. The approximation error suggested in (43) is a quantity
of order O(L−2), which generally yields adequate accuracies in our applications, for
which values of L are often of the order of several hundreds or higher. And, as pointed
out above in this section, if necessary, values of L that are larger than the value L0
that is strictly required by the algorithm could be used to ensure the algorithm meets
a prescribed error tolerance.
To demonstrate the accelerated scaled-convolution algorithm we evaluate the
transform (41) for several values of N , with certain coefficients cm (−M/2 ≤ m ≤
M/2 − 1) and with bq as in (40). (The particular selection of the coefficients cm is
immaterial in the context of the present demonstration, but, for reference, we men-
tion that the coefficients used in the example were obtained as the coefficients of
the M -term FC expansion (38) with F (ω) = e−
1
4 (ω−10)2e−i8ω in the interval [8, 15].
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M Direct (s) Fast (s) eFast
101 5.6 · 10−2 8.3 · 10−3 6.6 · 10−3
102 8.3 · 10−2 7.9 · 10−3 1.9 · 10−7
103 1.8 · 10−1 7.8 · 10−3 1.6 · 10−8
104 1.4 · 100 8.2 · 10−3 7.9 · 10−7
N Direct (s) Fast (s) eFast
101 1.5 · 10−3 1.1 · 10−2 6.2 · 10−6
102 1.2 · 10−2 7.5 · 10−3 5.8 · 10−6
103 8.8 · 10−2 8.1 · 10−3 4.7 · 10−6
104 7.1 · 10−1 8.0 · 10−3 2.6 · 10−7
105 7.5 · 100 9.3 · 10−2 2.1 · 10−9
106 9.4 · 101 1.5 · 100 2.6 · 10−10
107 2.8 · 103 2.3 · 101 5.5 · 10−9
Table 4.1: Computing times required for evaluation of the size-M scaled convolu-
tion (40) by means of the Direct and Fast algorithms described in the text at a
number N of time points tn, and errors eFast associated with the Fast algorithm.
(By definition, the Direct algorithm provides the exact convolution results.) Left:
N = 104. Right: M = 5000.
This specific scaled convolution arises as the method in Section 4.1.1 is applied to the
evaluation of (36) on [0, T ], with T = N∆t and ∆t = 0.2.) Letting d˜n denote the
approximation of dn produced by the fast algorithm, Table 4.1 displays the `∞ error
eFast = maxn|dn − d˜n| as well as the time required by the fast method to produce
the M -coefficient sum at the required N evaluation points. The computations were
performed in MATLAB on an Intel Core i7-8650U CPU.
4.2. Non-smooth F (ω): singular quadrature for 2D low frequency scat-
tering. This section concerns the evaluation of the inverse transform in (33) for
cases in which F contains an (integrable) singularity at ω = 0. In the context of
the proposed wave equation solver, this occurs in the evaluation of (29) in the d = 2
case (where for each spatial point r we have F (ω) = U slowk (r, ω)e
iωsk) since, as is
known [35, 46], in two dimensions the solutions to the Helmholtz equation vary as
an integrable function of logω which vanishes at ω = 0. (Special treatments are not
necessary in the d = 3 case, where, given incident fields with smooth ω-dependence,
the Helmholtz solutions vary smoothly with ω for all real values of ω [30, 45].)
To design our quadrature rule in the non-smooth case we recall the decomposi-
tion (34),
(44) f(t`) =
(∫ −wc
−W
+
∫ wc
−wc
+
∫ W
wc
)
F (ω)e−iωt` dω =: I−(t`) + I0(t`) + I+(t`),
where using the notation introduced in (36), I−(t`) = I−wc−W [F ](t`) and I+(t`) =
IWwc [F ](t`) can be treated effectively by means of the Fourier-based quadrature method
developed in Section 4.1. Unfortunately, an application of that approach to I0(t`) =
Iwc−wc [F ](t`) would not give rise to high-order accuracy, in view of the slow convergence
of the Fourier expansion of F in the interval [−wc, wc]—that arises from the singularity
of F at ω = 0. We therefore develop a special quadrature rule for evaluation of the
half-interval integral
(45) Iωc0 [F ](t) =
∫ ωc
0
F (ω)e−itω dω
that retains the main attractive features of the integration methods developed in the
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previous section: high-order quadrature at fixed cost for evaluation at arbitrarily large
times t.
Remark 11. As in Section 4.1, the aforementioned t-independent errors can be
achieved on the basis of fixed (t-independent) finite set, which will be denoted by Fsing
in the present context, of frequency mesh points. The procedure used here, however,
does not rely on Fourier approximation of F , cf. Remark 10.
In order to evaluate the Fourier integral I0(t`) at fixed cost for arbitrarily large
times t`, despite the presence of increasingly oscillatory behavior of the transform
kernel, we rely on a certain modified “Filon-Clenshaw-Curtis” high-order quadrature
approach [23] for non-smooth F (ω). The classical Filon-Clenshaw-Curtis method [43],
which assumes a smooth function F , involves replacement of F by its polynomial in-
terpolant QNF at the Clenshaw-Curtis points followed by exact computation of cer-
tain associated “modified moments” (which are given by integrals of the Chebyshev
polynomials multiplied by the oscillatory Fourier kernel). Importantly, this classical
procedure eliminates the need to interpolate the target transform function at large
numbers of frequency points as time increases. Additionally, on account of the se-
lection of Clenshaw-Curtis interpolation points, the polynomial interpolants coincide
with rapidly convergent Chebyshev approximations, and, therefore, the integration
procedure converges with high-order accuracy. The accuracy resulting from use of a
Chebyshev-based approach, which is very high for any value of t, actually improves as
time increases: as shown in [23], the error in the method [43] asymptotically decreases
to zero as t→∞.
The modified Filon-Clenshaw-Curtis method [23] we use in the present non-
smooth-F case (where F is singular at ω = 0 only) proceeds on the basis of a graded
set
(46) ΠM,q :=
{
µj := ωc
(
j
M
)q
: j = 1, . . . ,M
}
,
of points in (0, ωc] which are used to form subintervals (µj , µj+1) (1 ≤ j ≤ M − 1).
For a given meshsize N, each one of these subintervals is then discretized by means of
a Clenshaw-Curtis mesh containing N points, and all of these meshes are combined
in a single mesh set F sing (which contains a total of |F sing| = 2(M− 1)N points) that
is to be used for evaluation of the integral I0. Using this mesh, the Clenshaw-Curtis
quadrature rule is applied to the evaluation of Iµj+1µj [F ](t) (see Equation (36)). The
integral Iωc0 [F ](t) is finally approximated by a composite quadrature rule that mirrors
the exact relation
(47) Iωc0 [F ](t) =
M∑
j=2
Iµjµj−1 [F ](t).
The error introduced by this quadrature rule is discussed extensively in [23], and
is of course dependent on the strength of the singularity. Briefly, in our context,
and assuming q > N + 1, the convergence order as N → ∞ is determined by the
number M of integration subintervals used: letting IN ≈ I denote the approximate
value produced by the composite quadrature rule using N Clenshaw-Curtis points per
subinterval, we find the error in IN satisfies [23, Thm. 3.6]
|I[F ]− IN[F ]| = O(M−(1+N)) as N→∞.
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Whenever necessary (i.e. for two-dimensional problems containing nonzero content at
zero-frequency), the numerical results presented in Section 6 were produced using the
values M = 4, N = 8 and q = 9.1 > N + 1. Of course, two dimensional problems
whose frequency spectrum is bounded away from the origin, and three-dimensional
problems (which always enjoy a smooth frequency dependence even around ω = 0),
do not require the use of the quadrature rule described above. The computational
cost of this algorithm does not grow with increasing evaluation time t, consistent with
the O(1) large time sampling cost for the overall hybrid method.
5. Fast-hybrid wave equation solver: overall algorithm description. Uti-
lizing a number of concepts presented in the previous sections and additional nota-
tions, including
– An incident field b of the form (2) for a given direction p;
– A set F = {ω1, . . . , ωJ} of frequencies (n.b. F = F smooth ∪ F sing in the 2D
case, and F = F smooth in the 3D case, cf. Remark 10 and Remark 11)) used
to discretize both the slow H-windowed Fourier transform Bslowk (cf. (30))
and the corresponding slow frequency scattered fields U slowk (cf. (32));
– A set C (of cardinality NΓ) of scattering-boundary discretization points;
– Sets R (of cardinality Nr) and T = {t` : 1 ≤ ` ≤ Nt}) (of cardinality Nt) of
discrete spatial and temporal observation points at which the scattered field
is to be produced;
the single-incidence (see Remark 1)) time-domain algorithm introduced in this con-
tribution is summarized in the following prescriptions.
F1 Evaluate numerically the values of the time-windowed incident-field functions
bk(r
′, t), r′ ∈ C, k = 1, . . . ,K, in accordance with (24), over a temporal mesh
adequate for evaluation of the Fourier transforms mentioned in Step [F2].
F2 Obtain the boundary condition functions Bslowk (ω) at frequency mesh values
ω = ωj ∈ F (1 ≤ j ≤ J) by Fourier transformation of the windowed signals
in [F1], in accordance to (30).
F3 Solve a total of J integral equations (18) under plane-wave incidence with
incidence vector p (see Remark 1) at the frequencies ωj ∈ F , to produce, for
each j, boundary integral densities ψt = ψtp(r′, ωj), r′ ∈ C.
F4 For each partition index k = 1, . . . ,K produce the frequency-domain scatter-
ing boundary integral density ψslowk with support in [−W,W ] on the basis of
the densities ψtp via an application of Equation (31).
F5 Complete the frequency domain portion of the algorithm by evaluating, at
each point r ∈ R, the frequency-domain solution U slowk (r, ωj) in Equation (32)
by numerical evaluation of the layer potential integral in that equation, using
the density values ψslowk (r
′, ωj) at boundary points r′ ∈ C.
In order to evaluate the solution u for all points in the set R, and for all times in
the set T , the algorithm proceeds by transforming each windowed solution back to
the time domain using the quadrature methods presented in Section 4. The following
prescriptions thus complete the overall hybrid solver.
T0 For k = 1 to K and For each r ∈ R do:
T1 (a) (3D case) Obtain the coefficients cm = cm(r) of the Fourier series ex-
pansions of the form (38) for the functions F (ω) = U slowk (r, ω) in the
interval ω ∈ [−W,W ].
(b) (2D case) Obtain the coefficients c(1)m = c
(1)
m (r) and c
(2)
m = c
(2)
m (r) of
the Fourier series expansions of the form (38) for the functions F (ω) =
U slowk (r, ω) in the domains [−W,−ωc] and [ωc,W ], respectively. (n.b.
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F smooth is a discretization of the set [−W,−ωc] ∪ [ωc,W ].)
T2 (a) (3D case) Evaluate the discrete scaled convolution using the fast algo-
rithms described in Section 4.1.2 with coefficients cm = cm(r) obtained
in (T1a) which, on account of Equations (29) and (36), yields uk(r, t)
for t ∈ T .
(b) (2D case) Evaluate two discrete scaled convolutions using the fast al-
gorithms described in Section 4.1.2 with coefficients cm = c
(1)
m (r) and
cm = c
(2)
m (r) to produce, for all t ∈ T , I− = I−(t) and I+ = I+(t) for
F = U slowk as in Section 4.2.
(c) (2D case continued) Evaluate the singular integral approximation I0
using the methods in Section 4.2 with the frequency points in F sing.
(d) (2D case continued) Evaluate uk(r, t) = I−(t) + I0(t) + I+(t) for t ∈ T
(cf. (44)).
T4 End do
T5 Evaluate u =
∑K
k=1 uk(r, t) (cf. Equation (25), (48)).
T6 End
Remark 12. Calling uW,Jk the numerical approximations to the functions uk pro-
duced under the finite bandwidth W and on the basis of the J quadrature points in F ,
the equation in algorithm step [T5] can more precisely be expressed in the form
(48) u(r, t) ≈
K∑
k=1
uW,Jk (r, t).
The errors e = e(W ) inherent in this approximation decay superalgebraically fast
uniformly in r and t as W grows (see Remark 4). The frequency-quadrature errors
resulting from the methodology described in Section 4 for the integral in (29), fur-
ther, decay superalgebraically fast (or, in the two-dimensional case, with prescribed
high-order) as J increases, once again uniformly in r and t (see Section 4.1.1 and
Section 4.2 for a full discussion of frequency-quadrature errors).
Remark 13. As discussed in Part II, in view of Huygens’ principle in three di-
mensions, and a certain windowing reallocation strategy in two dimensions, not all
K partitions need to be evaluated everywhere in R× T . This is the basis of tracking
strategies for identifying the “active” time-partition solutions, which will be presented
elsewhere. Figure 6, which displays the computed functions uk for k = 1, 2, 3 and at
several points in time, and in which the solution for each partition is only plotted if it
exceeds a certain tolerance anywhere in the entire domain of interest, illustrates, in a
rudimentary fashion, some of the principles inherent in those strategies.
6. Numerical Results. After a brief demonstration of the proposed quadrature
rule in a simple context (Section 6.1), this section demonstrates the convergence of the
overall algorithm (Section 6.2) and it presents solutions produced by the solver in the
two- and three-dimensional contexts (Sections 6.3 and 6.4). In particular, Section 6.3
presents a few spatial screenshots of long-time propagation experiments (enabled by
the time-partitioning methodology described in Section 3, see Figures 6 and 7), as
well as, in Figure 8, results for a configuration which gives rise to significant numbers
of multiple-scattering events. The three-dimensional example in Section 6.4, finally,
illustrates the applicability of the methods introduced in this paper to a scattering
surface provided in the form of a CAD description (Computer Aided Design).
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6.1. Fourier Transform Quadrature Demonstration. Figure 3 presents re-
sults of an application (to the function F (ω) = e−
1
4ω
2
ei10ω) of two main components
of the Fourier-transform algorithms described in Section 4.1, namely the algorithms
that evaluate trigonometric expansions (38) by means of DFT on one hand, and on the
basis of the FC(Gram) algorithm (of order 10, but other orders are feasible), on the
other (cf. Remark 9). Noting that |F (−12)| = |F (12)| ≈ εmach (where εmach denotes
machine precision), the left (resp. right) portion of Figure 3 displays the accuracy
of the Fourier-series based (resp. the FC(Gram)-based) algorithm presented in Sec-
tion 4.1 for evaluation of Fourier integrals of the form (36) in interval [−12, 12] (resp.
in the interval [0, 12]). The fast (high-order) convergence of the quadrature method as
∆ω → 0 that is demonstrated in the present simple example has a significant impact
on the efficiency of the algorithm—which requires solution of an expensive integral
equation (18) for each frequency discretization point ωj ∈ F smooth, ωj+1 − ωj = ∆ω,
for j = 2, . . . , |F smooth| = M (cf. Remark 10).
Fig. 3: Error e∞M resulting from the DFT-based (left) and 10th-order FC(Gram)-based
(right) FRFT-accelerated Fourier Transform methods (cf. Remark 9) as a function of
∆ω. The right figure also includes a 10th-order slope, for reference.
6.2. Solution convergence. This section presents solution of a problem of scat-
tering under incident radiation uinc(r, t) given by the Fourier transform of the function
(49) U inc(r, ω) = e−
(ω−ω0)2
σ2 eiωk̂inc·r
with respect to ω, with ω0 = 12, σ = 2 and, letting k = ex + 12ey, k̂inc =
k
‖k‖ .
The scatterer is a two-dimensional kite-shaped structure (r1(t), r2(t)) = (cos(t) +
0.65 cos(2t) − 0.65, 1.5 sin(t)), (0 ≤ t ≤ 2pi) which is also used in some of the sub-
sequent examples (cf. Figures 5, 8, and 6). Figure 4 presents the time trace of the
scattered field at the observation point (2, 2), which lies at a distance of approximately
1.9 spatial units from the scattering boundary. The right image in Figure 4 displays
the error e in the left image as a function of ∆ω (where, for simplicity, a sufficiently
fine fixed spatial discretization was used in all cases to ensures frequency domain so-
lution errors of the order of machine precision). The right image clearly demonstrates
the superalgebraically-fast convergence of the algorithm as the frequency-domain dis-
cretization is refined.
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Fig. 4: Scattered field (left) and error (right) resulting from an application of the
overall fast hybrid method to the problem considered in Section 6.2. Left: Time
trace of the scattered field at the point r = (2, 2), exterior to the scatterer. Right:
Maximum all-time error e∞∆ω at r = (2, 2) as a function of the frequency-domain
discretization ∆ω.
6.3. Full solver demonstration: 2D Examples. This section presents re-
sults produced by the proposed methodology for a variety of problems of sound-soft
scattering by the two-dimensional kite-shaped scatterer mentioned in the previous
section—each on of which demonstrates a significant aspect of the proposed approach.
Figure 5 presents the solution obtained for an incident field given by the Gaussian-
modulated plane wave in Equation (49), with all parameters as in Section 6.2 except
for the temporal frequency, for which the value ω0 = 8 is used here. This particularly
simple incident field does not require the type of partitioning via smooth windowing
inherent in the decomposition (24).
Fig. 5: Scattering solution snapshots produced for the Gaussian-incidence problem.
Time captures at increasing times, left to right.
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Fig. 6: Active-partition tracking demonstration. Each of the four large panels show
the solution at increasing times, left to right, top to bottom.
Results for incident wave-trains of longer duration which include a time-domain
chirp of the form
(50)
uinc(r, t) = f(t− r · k̂inc), with
f(t) = sin(g(t) +
1
4000
g2(t)),
g(t) = 4t+ 6 cos(
t√
12
),
and k̂inc as in Section 6.2, are presented in Figures 6 and 7. Figure 6 demonstrates
the time partitioning strategy (24) in conjunction with the active partition-tracking
method mentioned in Remark 13. The four large panels in this figure display results
corresponding to four subsequent time snapshots. In each one of the panels the top-
left subfigure presents the total field utot(r, t) at the time represented by the panel.
The remaining subfigures in each panel show the contribution to utot((r, t) from each
one of the three corresponding time-windowed partitions used in this example. As
indicated in Remark 13, blank subfigures in Figure 6 indicate that the corresponding
partition does not contribute to utot at the time snapshot represented by the panel.
Figure 7 presents results for a chirp incident field of the form (50) with a hor-
izontal incident direction, and for a much longer duration than considered in the
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previous examples. Using an adequate number of time windows as well as a total of
200 frequency domain solutions, time domain solutions at any required time can be
obtained.
Fig. 7: Total field produced by the smooth incident-field time-partitioning algorithm.
Increasing time left to right.
Figure 8 demonstrates the ability of the proposed method to account for complex
multiple-scattering effects over long periods of time. The upper left image in this figure
displays an incident wave impinging on a “whispering gallery” geometry; subsequent
images to the right and in the lower sections of the figure present solution snapshots
at a variety of representative times.
Fig. 8: Total fields in the “Whispering Gallery” experiment mentioned in the text.
Note the multiple reflections that take place at the elliptical surfaces which, over long
propagation times, give rise to a significant number of scattering events. The time
sequence starts left-to-right on the first row, and then continues left-to-right on the
second row.
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Fig. 9: Field scattered by a 3D glider structure.
6.4. Full solver demonstration: 3D Examples. Figure 9 presents results of
an application of the proposed algorithm to a 3D scatterer (represented by the multi-
patch CAD description displayed in the figure), for the Gaussian-modulated incident
field
U inc(r, ω) = e−
(ω−ω0)2
σ2 eiωk̂inc·r
(with ω0 = 15, σ = 2 and k̂inc = ez). A total of 250 frequency domain integral-
equation solutions of Equation (18), which were produced by the methodology and
software described in [16], suffice to produce the solution for all times.
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7. Conclusions. This paper presents the first efficient algorithm for evalua-
tion of time-domain solutions, in two- and three-dimensional space, on the basis of
Fourier transformation of frequency domain solutions. The algorithm enjoys superal-
gebraically fast spectral convergence in both space and time, it runs in O(Nt) opera-
tions for evaluation of the solution at Nt points in time, and it can produce arbitrarily-
large time evaluation of scattered fields at O(1) cost. The method is additionally em-
barrassingly parallelizable in time and space, and it is amenable to implementations
involving a variety of acceleration techniques based on high performance computing.
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