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A .-~1. SANDIO 
Es werden .Fchlerabschiit1.ungen in vcrschicd~ncn ~ormcn (namlich iJi II'm.2(!}) und LV(Q), 
2 ::;;: p :s;; 00) von standarden Finite-Elcment-Losungen von cllipti!Jchen Randwertproblemen 
in ~cschrankten Gcbieten im JRN mit konischcn Punkten OdCT nichtubersrhncidcnden Knntell 
betrachtet_ 
PaCC!oJaTpllDBIOTCR oUemHl norpeWUOCTiJ IJ pa:]~ll1'IHbIX 1I0p~IaX (3 m.teHIlO D IVm,2(!2) II 
LP(.Q) . 2 :s;; p s: 00) OT CTal1J\apTlfblx HOlle'litO-i):l e r.tCIITllbiX pemcHllfi a.TJ~l I1I1TlIl.JecmIX rpa -
HIt'UtbiX np06J1CM B orpaTll1lfellllblX oo.,aCT1JX B JR .... C HOII1l'leCHII~UI TO'lHa!o1ll mm lI en cpeceH3 1O-
l1.lIlMIlCH pe6paMJi. 
}<';rror estimates in different norms (namely in lV m.2(!2) and LP(Q), 2 :<;::: P :;; 00) of standllrd 
Finite-Element Solutions of elliptic boundary value problems in bounded domnins in JRN with 
conica l points Or non-intersecting edges nrc com, idcred . 
O. Introduction 
Boundary value problems are difficult t o trea t numerically when they are defined in 
domains with non-smooth boundaries or when thc type of the boundary conditjons 
changes. In this situation standard tcchniques lose accuracy near the resulting singu-
larities and global pollution takes place. The rcason for the appearance of this effect 
is the lower regularity of the solutions of such problems in comparison with those 
having smooth boundaries. Therefore u'cJirst stuely the regularity of the solutions of 
eUiptic boundary value problcms in damn ins with conical pqints or non-intersecting 
edges in the framework of weighted Sobolev spaces using results of V. A. KONDRAT'JEV 
[5- 71 and V. G. MAZ'JA and B. A. PLA""NEVSKIJ [9- 12]. We formulate under 
which conditions these regularity results arc valid for weak solutions of the boundary 
valuo problem, too. 'Ve introqucc standard "Finite Element" space$ and prove el'ror 
estimates in different norms, namely in lJ'm.2(D) and Y(ll), 2 ~ P ~ op, llsing essen-
tially the above-mentioned regularity results for the weak solutions of the boundary 
value problems. The investigation of non-symmetric bilinear forms is included. Re-
sults of H. BLUM [II and AI. DOBROWOLSKI [31 are special cases. 
1. The boundary value probloms 
1.1 The domains. (i) An infinite cone K c: IRN with t.he vertex 0 is defined by jts 
surface equation 
~P - .. I, I,.., , I: .x.... --:- . UI' ·" ' .v_,X 1 ... X N _ 1 1, + ... + I.y_ ,_ 2p + q(x) , 
wherc E· .. > 0, q is a smooth function such that !q(x)1 = O((XJ 2 + ... + Xl.._1)p), 
p > 0 and x = (x, . .. XN)' 
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(il) Let Q be an open suBset of lR'v with the compact closure ti whose boundary 
i ll is an (N - l)-diwensionalll1anifold. 0 E cQ is a. conical point if there is a neigh-
bourhood U,(O) of 0 such that U,(O) n Q is diffeomorphic. to a cone K intersected with 
the unit ball. The intersection of K with the unit sphere is a domain G with a smooth 
boundary 00. If N .= 2, then the conical points are corner points (with the angle 
"" 9= :t). 
(iii) D c m. N, N ~ 3, is a dihedral angle if D = K X JR. N- 2, ,yhere K = {Y = (YI> Y2) 
= (r cos W, T sin w) E IR2 : 0 '< r < 00, 0 < W < (lJo) is an infinite cone with the 
sides y ' ~ {y E JR': w ~ O} and y . ~ {y E JR': w ~ w,i. The faces of Dare l'± 
~ y± X JR N- ' and thc cdgc of D is M; = {(O, OJ} X JRN - '. 
(iv) Let Q c JR N, N ~ 3, bc a bounded domain with the (N - I)-dimensional 
boundary cQ. Q is a. domain with non-intersecting (N - 2)-dirnensional edges 
M I, :. ' J 1.11 T_IC oQ if .1JI = .At, u ... U.111 T - L di\?ides oQ in smooth disjoint connected 
components rll ... , r T (the faces) such that oQ = J[ u rI u .. . u rT and if there 
is a neighbourhood of each point of Al in which Q iR diffeomorphic to an N-dimensio-
nal dihedral angle D. 
1.2 Tho differential operators. We consider the linear differential operators 
A(x, Dr) ~ E (_I)'" ii' (a , ,(x) Ii') ~ E a.(x) Dr' 
1)'I.ljl' !::;e m '''' S 2m 
and 
B,(x, Dr) = E bj .• (x) Dr' (x E oQ " JlI; i = I , ... , m), 
l"I S m} 
where M is the scli of conical points or Iihe set of edges. 'Ve denote 
(1.1) 
(1.2) 
Assume that the coeffic ients of A are smooth in fj and those of B j arc smooth on the 
sides or faces of aQ. If N = 2, the change o( the tjpe of the boundary conditions is 
admissible, also for Wo = 7l. If N :;?,: 3 and Q is a domain with non-intersecting edges, 
we write instead of (1.2) 
B "'(x D ) = '" b"'(x) D • I 'l: L.. 1'" ;x 
1"I;imJ .• 
(x E r,; q ~ I , ... , P), ( 1.2') 
where the coefficients bJ~~ arc smooth on Fq . Assume that A is elliptic and {BI , · · ·, Bm} 
or (B1lq., . .. , Bmlq'}q=l. ... ,T are normal systems on on ,, ][ which cover A. We-denote 
by • 
2I(x, Dr) = {A(x, Dr), B,(r, D<), ... , Bm(x, Dr)} , (1.3) 
2I(x, Dr) ~ {A(x, Dr), B,"'(x, Dr) , ... , Bm"'(x, Dr)}.a , .... T (1.3') 
the operators defined by (1.1) and (1'.2) or by (1.1) and (1.2'), respectively. 
1.3 The spaces. We introduce the spaccs mapping by the operators I):(x, Dr). 
(i) The space V··p(Q, PO) is the closure of the set CM~(Q) = (u E C~(t.i): suppun M 
= ?} with respect to the norm 
II,, ; V··p(Q,P(·))II· (E f rJ>(""-k+'·')ID·'t!"dX)"P, (1.4) 
r"l.::>; k D 
\Vh c·re r = r(x) = dist (x, JlI) = Ix - CI. C E M < oQ, P = P(·) is a smooth function 
defined on Jlt. C is uniquely determined if x 18 sufficiently close te M, P ~ PO 
= const if Af consists of one conical point only. 
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(ii) Let Q be a domain with n. single_conical point O. Then the factor space 
V·-l /v.v( oQ, {J) = Ilt.P(Q, f3)/I' ••. V(Q, {J) ( 1.5) 
is the space of traccs, where Vok.p{Q, {J) is the closure of the set CaD(P.) with resped to 
the norm (1.4). Let Q be a domain with non-intersectiu!:) edges Ilnd the faces I~ . The 
space of traces on I~ of functions from Vt.p{.Q, fJ(·)) is t.he factor space 
1", l/v·p(r" {J( .) ) = V··v(Q, {J(. ))/Vo',v(Q, r" {J(,)) , (1.6) 
where Vo'·v(Q, r" {J(-)) is the closure of Q1!',(Q) witlnespect to the norm (1.4). 
1.4 The boundary value problems. (i) Let ~((x,D") be given by (1.3) or (I.:l'), and let 
l ~ 0 be an integer. We consider the operators 
m 
'l!(x, D I ): V2m+I'V(Q, {J) -+ V',P(Q, {J) X n V'm+l-m,- l/v·p( cQ, iJ) (1.7) 
j - l 
or, in the second case, 
T m 
'l!(x, Dz): v'm+l.V(Q, {J(.)) -+ VI.;(Q, {J(.)) X n n v,m. ' - m", - l /v.v(F" p(-)). 
,~ I , ~ I (1.7') 
That means we consider the "classical" problem: investigate the solvability, uni-
queness and regularity of (i = 1, ... ,m; q = 1, ... , T) 
or 
A(x, D z ) u(x) = /(x) in Q, 
A(x, Llz ) u(x) = /(x) in Q, 
or, especially, of 
or 
A(x,DI ) u(x) = /(x ) in Q, 
A(x, DI ) u(x) = /(x) in Q, 
B,(x, D z ) u(x) = y,(x) on ()Q 
Bi "(X, Dz) ,,(x) = g,"'(X) on 1~ 
B,(>:, D z ) u(x) = O.on oQ 
Bi"(X, D z ) u(x) = 0 on F, 
( 1.8) 
(1.8' ) 
(1.9) 
(1.9') 
in the above-mentioned weighted Sobolev spaces. 
(ii) Assume that the boundary value problem (1.9) or (I,9') can be formulated as a 
weak problem: find a solution 1£ E V such that, for a given I E 1'*, 
a(u, v) = f I; a,8(x) <'u o'V dx = (f, v) IIv E V (1.10) 
D 1,.1.1'I :a: m 
and investigate the regularity jf I is from a subspace of V*. V is a subspace of wm,2(Q) 
which is determined by the essential boundary conditions of (1.9) 01' (1.9'); V' is its 
dual space and theJ'clation (1.10) guarantees that the non-essential boundary condi-
tions are satisfied, JVm"(Q) dellotes the usual Sobole" space. 
2. Solvability alld regularity results 
We formulate without proofs solvability and regularity results of V. A. Kondrat'jev, 
V. G. Maz'ja and B. A. Plamenevskij. \Ve investigate when these'regularity results 
are also valid for weak solutions u of (1.10). 
2.1 Solvability and regularity results lor drollains with conical points. Let Q be a 
bounded domain with a single conical point 0 .. For simplicity we nssume that there is 
a ball-neighbourhood of 0 where Q coincides with the cone K. 
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(i) First we consider a special buundary \'a lue problem in K , which is generated by 
the principal parts of the uperators (1.1) and (1.2) with frozen coefficients at 0 (j = 1, 
... , m): 
A,(O, D,) u(x) = 1: a.(O) D·u(x) = f(x ) in K, 
Bo,j(O, Dr) u(x) = 1: bj,.(O) D ·u(x) = g,(x) on oK . 
1"I "", mJ 
Introducing polul' ('oordinatos (r, w), sett ing r -= er and using the complex Fourier 
transform f c-ihf(r) dt = i (i.). i. E Q";, we obtain a boundary value problem with 
-00 
parameter i. in the domain G = !J n "sphere of the ball-neighbourhood": 
L (w, D., i.) ii(i., w) = F(i" w) 
M,(w, D., i.) ii(i., w) = G;(i. , w) 
formEG, 
for OJ E BG (j = J, ... , m), 
where Ao(O, Dr) = r - 2mL(w, D"n rDr}, Bo ) O, Dr ) = r- mJ.i11,(w, Dill. rD,). The corre-
sponding operator 910(.i.} = (L(w, Dill , i.), 11f,(w, Dw , J.)}r::: l. .... m maps JV2m+l·p(G) into 
m 
IV',P(G) X n lV'm - ' - m,-I/p,P(G), 
j _ I 
(il) The distribution of the generalized eigenvalues of ~o(i.) plays an important role 
both for the solvability and for the regularity of problem (1.8). The following theorems 
were proved by V. A. KOXDRAT'JEV [5: Theorem 3.21 for p = 2 and by V. G. MAZ'JA 
and R. A, PLAMENEVSKIJ [10: Theorem 6,1] for p '*' 2. 
Theorem I: 2((x, D,) defined by (1.7) is a Fredhol". operator iff no eigenvalue of 
9(,(}.) lie8 on the line 1m }. = p + N ip - 2". - I, 
Theorem 2: II no eigenvalue ormo(i.) is situated in the strip PI + N lpi - 2m - 11 
,;: 11)1}. ,;: P + N ip - 2m - I, then the 80lution U E vl't'm,p(Q, P) of (1.9) is contained 
in v,,+'m,p,(Q, Pt!, too, provided IE V',P(Q, fI) n V'"P'(Q, P,). Here I and I, are non-
negative integers. 
II eigenvalues }.; of 2(o(i.) lie in the strip h, = p, + N fp, - 2m - II < 1m}, < P 
+ N ip - 2m -I = h (but not on the lines 1m i. = h, 1m), = h, ), then the fol/owin!] 
expansion holds near 0: . 
[h - h,l 
~u = 1: 1: rll +'Pj, (log r) + w, 
h. < imAJ< h ,,=0 
where 'I is an appropriate cut-off function, J1W E v,,+2m.p{f.?, PI), [h;- hi] is the biggest 
integer which is less than h - hi, P j" are polynomial functions with coelficients depend-
ing on w. 
2.2 Solvability and regularij,y resnlts lor domains with edges. Let Q be a bounded 
domain with the only edge 111. "\Ve consider a point Zo E M and assume again for 
simplicity that [J coincides in a ball-neighbourhood of Zo with a dihedral angle 
D = K X AI. We take in this neighbourhood the coordinate system x = (y, z) 
= (YI' Yz, ZI, ... , ZN _2) , Y .1 Z, Y E K , zEAl. 
(i) We start with a special boundary va.lue problem in D, which is generated by the 
principal parts of the operators A and B,") defined by-(1.1) and (1.2'), q = 1,2: 
A,(z" Dz) u(x) = A,(zo, D,D,) u(x) 
= 1: a,(zo) D:'D,o ,u(x) = f(x ) in D, 
1-1 1=2m 
"' +"1 - " 
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B £j(z" Dz ) u(x) = Bii,j(z. , D,D,) u(x) 
= L bj,(z.) D;,D/·u(x) = g1(x) on F =. 
!" I= IIIJ± 
". +".- " 
H.ere ± is used instead of q = 1,2, r± arc the faces of D, j = I, .. . ,tn. After appru-
pria.te transformations we get a two-dimensional boundary value problem with para-
meters in the cone X, namely 
A .(z •• D,. 0) U = i 
B6.j(zo, D, , 0) 11 = gJ ± 
in X, 
on aK 0 E 8,...-3 , . 
whel'e SN-3 is the sphere of the unit ball in lR N - 2. \Ve denote 
'llo(zo, of = IA.lz., D" 0), B ff.j(z., D" O)}j_ •..... m' 
'll.(zo, i.) = (L(w. D.i.), 111j(w, D •• i.} },_ I. .... m' 
where 
Ao(zo, D/I ' 0) = rz~ 2m L(w, D ... , r:.Dr:.). 
B t.j(20 , D", 0 ) = rz:mJ± .. M ,±(w, Dw , r:.Drl.) 
and 1"':. = Ix - 201 .. \Ve have 
'll.( z., i.): lI"m"(G) -+ L'(G) X ([;m X ([;m. 
where G = {w: 0 < w < wo}. for l = 0, p = 2. 
(2. I ) 
(ii) The following propert ies of Wo(zo , 0) anu (910(20• i.) determine-the solvability and 
regularity of problem (1.9'): 
ker 'll.(z,. 0) and coker ~('(~" 0) are trivial for all 0 E S" -3 } 
and for all z, E 1110 , 
The line 1m ).(z.) = (J(z.) + 1 - 2m does not contain} 
eigenvalues of ~(o(zo. 2) for nIl Zo E M. 
We introduce the cigem'alues L(z,) and ).+(z,) of ~(,(z" i.) by the property: 
(2.2) 
(2.3) 
The strip 1m i. _(z,) < (J(z,) + 1 - 2m < 1m J. ,(z,) is free of e igen-} (2.4) 
values of ~(.(z •• ).). 
Theorem 3: The condition8 (2.2) and (2.3) are necessary and sufficient that the 
op erator of the problem (\.8'), 
'll(x, D r): v'+'m,·(n .. {J(') + 1 - 2/p + I) 
2 m 
~ v"'(n.{J(') + I - 2/p + I) X L 
q -- l 
n V'+2m - m/,I - I/P.P 
;=1 
X (F •• P(·) + 1 -2/p + l), (2.5) 
i8 a Fredholm operator for any p E (1,00), 1 = 0.1.2 .... 
Theorem 4: L et P = (J(z) and (J, = (J.(z) be smooth functions defined on the edge 
M co iJn and let u E Vl+ 2m" (n, (J(-) + 1 - 2/p + I) be a solUtjOl' of problem (1.9), 
where the right-hand side f E V'··.·(n. (J.(.) + 1 - 2/p, + I.). Assume that the condition .. 
(2.2) and (2.3) are valid and Ihat 1m ;._(2) < (J.(z) + 1 - 2m < Tm i.+(z) for all 2 E l1f. 
Then U E V'. +2m· • • (n. (J.(-) + 1 - 2/p. + 1.).100. 
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II eigenvallWi i.,(z) olWo(z, i.) lie in Ih e s/1"ip h,(z) = P,(z) + 1 - 2", < Jill I,,(z) 
< 'P(z) + 1 - 2". = h(z) (but not on the lilies 1m i. = h,(z) and Jill i. = h(z)), then a" 
expansion simUar M for c01zical po;nts holds: 
. . 
u(x) = E ~(x) c,(x) u ,(x) + w(x) , 
,,1 
provided 1m i._(z) ~ 1 < 111(Z) + 1 - 2m < Im ,i. +(z) fo r every z E J.U , i., have a con-
stant nmltiplicity and i' i(Z) =F i.,(z) lor z E 11.1 and i =t= j. Here ), is a multii1ldex, '1] is a 
cut-oil function with l}(X) = 1 near J.1[, u' r are singular functions , Cy are the coefficien ts 
and w E T"1+2m,PI(!2, P.(·) + 1 - 2/PI + I. + e). Here E > 0 is a real number. 
2.3 Regularity results lor weak solutions in dOll)aius. with conicnl points, Let Q c IR·r 
be a bounded domain with the single conical poi nt 0 E aQ, Assume in the following 
t hat the weakly formulated boundary "alue problem (1.10) has a uniquely defined 
solution U E V e W",,2(Q) , or morc precisely, that the Lax-Milgram Theorem holds, 
i·e, 
la(u, v)1 ,;; c, Ilu ; wm"(Q) 1I !Iv ; JVm.2(QlII 
la(u, u)1 ;:;, c, lIu; JVm.2(Q)1I 2 
for all 11., v E J! , 
fo" all u E Y. 
(2.6) 
(2.7) 
In order to be able to use the Regularity Theorem 2 we demand that for certa in 
right-hand sides the solutions u of (1.10) are contained in a reasonable \\'ei~htcd 
space, namely : 
(R) If / E L '(Q), then u E Y ~ l"m" (Q, m). 
L emma 1: Illhe line Tm i. = NI2 - '" is /re~ 01 eigenvalues 01 WoP·) and m ,;; NI2 
or the Dirichlet problem is given, the?J, the property (R) is valid, 
Proof: Let 
Wm.2(Q, b) = {I: II /; wm.2(Q, Il ) = (E J r" IDo/l' dX)'/2 <. co}. 
lal;i; m D 
The followingimlieddings hold [4 : Corollary 3 .1): 
Y c wm" (Q) c Wm"(Q, d) for d ;:;, 0, 
Wm"(Q, b) c L'(Q, d -",) for d > m - N12 . 
It follow. from [5 : Theorem 3.3) that for I E L'(Q) (even for I E L'(Q, b + m» the 
solution 11. of (1 .10) is contained in l!2m.2(Q,o + nJ,) . Analogously to (2.4) we introduce 
the eigenvalues Land J.. of Wo(J. ) as follows for P = m : 
The strip 1m L < NI2 - m < 1m i .• is free of eigenvalues of lJlo(i.). (2.8) 
We now choose b > 0 so small that 1m 1._ < -m + N 12 + d < 1m J. •. Theorem 2 yields 
the assertion for m :s;; N/2. The assertion for the Dirichlet problem follows immedi-
ately since WIl'·'(f./ ) = V.c ym.2(Q, 0) C L'(Q, -m) I 
Remark 1: The condition m ~ N/2 of Lemma. 1 ca.n be weakened by thl; condition: There 
ia/\ d ~ 0 with d > m - N/2 and - m + N/2 + is < 1m ).+. 
Lemma 2: Assume that Ihe line 1m I. = -m + NI2 islree 01 eigenval1Uls o/Wo(i.) 
and the property (R) holdB. Then there i8 a uniquely determined solution u E V'm ,p(Q, 
1m J._ - N ip + 2m + e) 01 (1.10) lor eVen} I E V'(f./, 1m i._ - N ip + 2m + f), 
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1. < P < 0Cl, where e > 0 l:S a small real number, and 
lIu; V2m,p(.o, 1m },_ - Nip + 2m + E) II 
,; C II/;LP(.Q,lml_ - N ip + 2m + E)II, (2,9) 
Proof: The Regularity Theorem 2 and the Lax-Milgram Theorem imply that for 
every I E L'(!l) n LP(.o, 1m L - Nip + 2m + E) there is a uniquely determined 
solution u E V'm,p(ll, 1m L - Nip + 2m + E) of (1.10), Since L2(.o) n LP(.o, 1m ;,_ 
- Nip + 2m + E) is dense in U(ll, 1m i._ - Nip + 2m + E) (this follows iillllle-
diately from the definition of the weighted spaces in Subsection 1.3) and the operator 
(2,5) is a Fredholm operator we get the assertion . 
Re mar k 2: Lemma 2 is valid for aliI E Lp{ll) proviped Im }._ - NIp + 2m :;;::' ·0. In this case 
we have II"; V2m,p(D,lm L - Nip + 2m + E) II ;;:; Gill; LP(D)II , Howeve" if 1m ,,_ - Nip 
+ 2m < 0, N Ip - 2m < 1m ).+ flnd the suppositions of Lemma 2 are satisfied: then there 
exists a uniquely determined solution u E V 2m,P(0,-O) of (1.10) for every I E Lp(Q) and 
II"; V'M(D, 0)11"; c III; LP(D)II, Indeed, if 1m ,,_ - Nip + 2., ;0, 0, then LP(D) co LP(D, 1m 1._ 
- N Ip + 2m + c). If Im.L - N Ip + 2m < 0 and N Ip - 2m < 1m }.+. then the Regularity 
Theorem 2 and the Lax':i\lilgrnm Theorem imply that for every IE L2(Q) n Lp{Q) there is a. 
uniquely determined solution u E V2m'p(Q, 0) of (1.10). Since L2(0) n LfI(!J) is dense in [..fI(O) we 
again use the Fredholm property of the operator (2.5) and get the assertion. 
I,emma 3: Assume Ihallhe line 1m). = -m + NI2 is,!ree 0/ eigenvalues 01 Wo()') 
and Ihal the property (R) holds. III E LP(.o) and 1m ),_ < N ip, 1 < p 05: 00, Ihen the 
solution U 01 (1.10) is Irom LP(ll). 
Proof: Assume that 1 < p < 00 , If N ip ,; N I2 - m, then Remark 2 works and 
u E V2m•P(Q,2m) in the worst case. Since V2m ,P(Q, 2m) c U(Q) we get the a!?sertion. 
If N ip > N I2 - m, then the classical imbedding theorem yields that Wm"(ll) 
c LP(Q). If P = 00 and therefore Im.,L < 0, then the assertion follows from the 
asymptotic expansion given in Theorem 2 I 
2.4 Regularity results lor weak solutions in domainB with edges. Let .0 e lK" be a 
bounded domain with the only edge J.f. Assume again that the weakly formulated 
boundary value problem (1.10) has a uniquely determined solution U E V e wm,2(ll) 
for t E V*. Again we lleed the regularity condition: 
(R) If IE £2(.0), then u E V n v'm,'(.o, m), Ii(z) = m lOr z E ],f , 
Le m m" 4: I Ilheline 1m}. = 1 - m is lree 01 eigenvalues 01 Wo(z, }.)·and il there is 
a real "umber ~ with ~ > m - 1 and -m + 1 + ~ < 1m }.+(z) lor all z E M or illhe 
Dirichlet problem is given, Ihe" Ihe properly (R) i8 valid. Especially, il./t = 1 and the 
line 1m }. = 1 - m is Iree 01 eigenvalues 01 Wo(z, ,,), then the properly (R) ~ satisl'ed, 
Ptoof: We first,remark that J, Ross.iANN [14] proved the following result; if the 
line 1m I. = 1 - m is free of eigenvalues of Wo(z,2) and the Glmling inequality is 
valid for the problem (1.10) , then condition (2,2) is satisfied, Since our problem is 
even coercive, we can usc this result. We now employ the same ideas as in the proof 
of Lemma 1. We have u E Wm"(ll) c wm,2(.o, b) c L'(.o, ~ - m) for ~ > on - 1 (cf, 
[4: Corollary 3,1]), From [12: Theorem 10,2]. it follows that u E V"m"(ll, on + b). 
Theorem 4 yields that u E V"m.'(.o, m ), If m = I, then we choose ~ sufficiently small . 
Analogously to Lemma 2 and Remark 2 we are able to prove 
Lemma 5: Assume that Ihe line 1m 2 = 1 - m illiree 01 eigenvalue.<! o/lllo(z, }.) lor 
~ E],f and Ihe properly (R)1i.olds, Then IM,e is a uniquely delermined solution u E V2m,p 
(.0, 1m ),_(.) - 21p + 2m + t (.)) 01 (1.10) for every IE LP(.o, 1m }._(-) - 21p + 2m 
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, 
+ c(.)}, 1 < p < 00, where t:{z) > 0 are small real numbers and 
lIu ; v'm,p(D, 1m J._O - 2/p + 2". + .(,))11 :5: C Ii/; LP(I}, 1m ),_0 
- 2/p + 2". + «,))11 , 
It is more suitable to work with a weight with n constant exponent in the follo~ 
wing. Therefore we jnt·roduce: 
Let Zo E AI be such that 1m L(z) ::::;;; 1m },_(zo) for all zE Al. For this we write 
1m i,_(zo) = 1m ),_, We h.,-e 1m i,_(z) :5: 1m )._ < 1 - '" < 1m A+(Z), Consequently 
the following Lemma 5' is weaker than Lemma 5. 
Le mill 0. 5': Assume that the line IQl i. = 1 - 1n is Iree 01 eigenvalues 0/ 2l'o(z, i.) 
lor zE Al and that the properly (R) holds. Then there is a um:quely determined solution 
'u E V'm,p(D, 1m ),_ - 2/p + 2m + .) 0/ (\.10) lor even; / E LO(fl, 1m ),_ - 2/p + 2m 
+ e), 1 < p < 00, where e > 0 is a small real number and 
II" ; I"m,p(fl, 1m ). _ - 2/p + 2m + .)11 
:5: C I!/ ; LP(fl, 1111 i._ - 2/p + 2", + ')11, 
Remark 3: Lemma 5' is vnlid fornllj E Lp(D) provided 1m L ...... 2/p + 2m ~ O. In this enst.! 
Wl" nave lIu; V2m ·p(D, Im), ..1 - 2/p + 2m + c) ~ c 1I f; LP(J1)II. However, if 1m }._ - 2/p 
+ 2m < 0 and the suppositions of Lemma 5' nre satisfied. then there exists t\ uniquely determi · 
ned solution" ( V'm,Plll,O) of 11.10) fo, .v.' Y I E LPln) and II"; V'm,Plll , O)]1 ,;; C III; LPlll) lI, 
L em ma 6: Assume fhat Ihe line 1m), = 1 - '" is fr ee 0/ eigenvalue. 0/2(,(z, i.) lor 
allz E JIf anrl Ihat Ike properly (R)kolds, 1// E LO(fl) , Ihenu E LP(fl) lor 1 < p < co, 
Proof : Since 1m i._ < 2/p and the nssumptions of Remark 3 are satisfied, we get 
"E V'm,p(fl, 1m ),_ - 2/p + 2m + .) c V'm,p(fl, 2m) c LP(Q) pmvidetl 1m ),_ - 2/p 
+ 2m ;;0, 0, In the other case we have" E V'm,p(fl, 0) c LP(fl) I 
3. I'illite element methods in domains with conical points 
3.1 Finite-element spaces. We shortly charactcri7-c the finite~element spaces which we 
use in the following (not only for domains with conical points). Let us consider a 
family of ap,Vroprinte partitions 7l,. of the bounded domain il Co lRN depending 011 
the mesh s ize h, Q = u (ile.lI : e = I, . . . , Ell), ilt ,lI E 7lA' Assume the partition to be 
uniformly ncal" the set Al c:: oil in the senso-that there is a set U(h) = {ilt .lI : e E JII }, 
D = U(h) u (Q" U(k)), such that 
M e U(k), <list (x, M ) { :5: c,h for x E U(iI) , 
;;0, c,k for ' x E I} " U(k), (3,1) 
\'w'hcre the constants Cl and C2 are independent of h, J II is an index set (see Fig. 1 for 
conical points and Fig. 2 for an edge). 
Let {SA} be a family of finite·dimensional spaces, S,. Co V, with the following pro-
perties : 
10 Local approximation: for every u E wm,p(Q) and for all !}t,h E :T,. there is an .ele-
ment Illu E 8 11 with 
II" - I,,, ; lV/,'(fl",)11 :5: C hm - I- "U!P- l!" IIVmu ; LO(fl" ,) II , 
where II'm.p(fl) c IV"'(!}), 0 < I :5: m, and 1 :5: p, q :5: co , 
o 
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2° Inverse inequality: for all 11.11 E SA c W'·q(Q) and Qt.,. E :l,. 
IIV,u.; Lq(Q ••• )1I :s; ChNII/. - li •• 11I v,u.; L'·(Q •.• )II , 1 :s; g, ,;; q < 00, 
where V, denotes the field of all deri"atives of the order I . We refer to [2: Chap. :lj, 
where these properties are considered. The local Pl'opcl'ties 10 nnd 20 imply global 
properties (see [8 : Theorem 16.7]), namely 
lIu - 1.u; W'·P(Q)II < chm- ' IIVmu; LP(Q)II 
lIu - 1.u ; lVi'~(Q) 1I :s; Chm - i - Nlp IIVmu ; LP(Q) II 
IIv,u.; L'(Q)II :s; ChN(l /. - ' / •• I IIV,u.; L<·(Q)II 
for p ~ g, (~.2) 
for q = 00, (3.3) 
for 91 ::5: q, UtI E S,.. 
(3.4) 
Definition 1: p.u E. 8. c V is the li.nile-elemenlsolulion ollhe problem (1.10) if 
a(P.u, v) = (f. v) for all v E 8 •. 
Since the Lax-Milgram Theorem is valid, Cea's lemma implies 
lIu - p.u; IVm.2(Q)1I ,;:: C inf lIu - u.; wm·'(Q)II. (3.5) 
U",IOS", 
3.2 Error estimates in IVI7I·2(Q). The local approximation property 10 and the estimate 
(3.5) yield lIu - p.u; lJ'm.2(Q)1I = O(hm) for U E W2m.2(Q). If U ~ 1V2m.2(Q), then we 
cannot expcct such nn estimate in general. Therefore let us characterize those conical 
or boundary points where the type of those boundary conditions changes which do 
not imply that u E lJ',m.2(Q) . 
Definition 2: The point OJ from 1Jl is signilicantly singular if 
Nf2 - 2m < 1m Li 
(!.) is defined analogously to )._ by (2.8». 
(3.6) 
If this is valid and the assumptions of Lemma 2 are satisfied, we get : if I E L2(Q). 
then the solution u of the problem (1.10) is from v,m"(Q, 1m L' - N /2 + 2m + E) 
but not, in general, from v,m.2(Q, 0) C w,m.2(Q). 
Example 1: We consider tho Dirichlet problem L1u = - / in D, U = 0 on an, where n is 
a plane domain with the single conical poin~ 0 with the· angle WOo Sincc.L = - n/wai, we hnvc: 
if -1 < - n!wo> which means Wo > 1f. then 0 is a significant singularity. 
Theorem 5: Let a(·,·) be a Teal bilinear lorm which salislies Ihe co1milians ollhe 
Lax-Milgram Theorem (2.6) and (2.7). Assume Ihallhere i. only one .igni/icanlsi7lgu-
larity 0 E oQ, Ihat Ihe line 1m J. = N /2 - m i. Iree 01 eige1lvalues 01 <JJ.,(J.) and that the 
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property (R) i . valid. Let {SA} be a family of finite·element spaces with the properties 1° 
and 2°. Then the linile·element solution 1\11, E 8 11 approximates the solution 'U 0/ (1.10) 
in the sen8e 
Pr oo f : 'Ve use the estimate (3.5) and get 
Ii" - PA; JVm" (Q)II' s:: C Ii" - I,,,; IVm"(Q)II' 
$; COl" - 1A,, ; IVm"(U(h»)II' + II" - 1A,,; JVm., 
X (Q" U(h»)II') , 
(3.7) 
where I A .. is defined by 1° and U(h) " 'as introduced by (3.1). Property 1°, Lemma 2 
and (3.1) yield for the first term . 
II" - I A,,; IVm"(U(h))II' 
$; CIIVm,,;L'(U(h»)II' ~ C E J r2tImJ. - N/2+ m+t -ImJ.+ N/2-m-l) lDs.uj2 dx 
UIA) 
s: C(c,h)2t-lm.L+ N/2-m'-.) E J rllmL - NIH m+t1 JD'"1t12 dx 
I"I-m UIA) 
< (Jh,,-lnll_+ N/2- m- ., II"; Vm"(Q, 1m ). _ _ N /2 + '" + £)11' 
;? ... lIu ; v ' m" (Q, 1m )._ - N /2 + 2", + £) 11' 
$; .. . 11/; L'(fl, 1m )._ .- N /2 + 2m + £) 11' 
$; Gh" - ImL+N/2-m-" 11 f; L'(Q) II'. 
Further we have for the second term, using again the estjmate (2.9), 
II" - I A,,; Wm"(fl" U(h»)II' 
$; Ch'm IIV,m"; V(fl" U(h»)II' 
$; Ch2m E f h2(-Im.L+N/2-2m-'1+2(lm L :-N/2+2m+ t) jD'"u j2 dx 
11I1 - 2m D\UI,o\) 
s: O(lI02)2{lml.-H/2+2m+ .} h2m+2(-ImJ.+N/2- 2m - t' 
X E J r 2(ImL-N/2+2m+.) ID'"uj2 dx 
l"I - 2m D\U(h) 
,;; C,h,,-lmL+NI'-m-., II"; v'm"(Q, 1m l _ - N /2 + 2m + £) 11' 
(3.8) 
$; a.h" - lm'-+Nt,-m-·' lI f; L'(Q) II'. (3.9) 
Both estimates imply the assertion (3.7) I 
3.3 The Aubin-Nitsche trick. The Aubin-Nitsche trick allows to estimate the error 
u - PAu in L"(fl) , 2 $; p $; 00. The essential idea is to introduce the adjoint problem 
to the weak problem (1.10). 
Definition 3: Let a(·,·) be a real bilinear form defined on V X V. The adioint 
problem is: Find a solution 'It E V of (1.10) such that a'(", v) ~ a(v, u) ~ g(v) for 
all v E V, g E V'. 
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\Vc need in the following the regularity of the solution of the adjoint problem. 
Therefore we shortly formulate some results of V. G. MAZ'JA and B. A. l")~lENEVSKJJ 
PO: § 3] wit,hout proofs, first for domains with a conical point O. 
Lemma 7: Let ~(o*(,u) be the operalor delermined by a'(-") and defined annlogou.sly 
10 2(0(i.). Then '0 is an eigenvalue of 'llo(i.) if ana only if 110 = "0 + i( - 2m + N ) i., an 
eigenvalue of 2(0'(1')· 
Corolla-ries: (i) If the line Im)_ = - m + N /2 is free of eigenvalues of 'llo(i.) . then 
it is free of eigenvalues of 2(0*(1'). too. (ii) The imaginary parta of the eigenvalues of 
2(o(i.) and 'llo'(,u) are situated symmelrically 10 Ihe point -m + N /2 : 
• I 
1m 1'_ 1m i._ N /2 - m Im,u+ 1m i.+ Fig. 3 
(iii) Let )._ and ).+ be those ei!]envalues of 'llo(i. ) which are defined by (2.8). Thecorrespond-
i ng eigenvalues of 'llo*(,u ) are 1': =". + (- 2m + N) i and 1'+ = }._ + i (-2m + N) 
and co"lu;equenlly Tm I~ _ = - 1m 2+ - 2m + N and 1m P-+ = - 1m )._ '- 2m + N. 
L e mma 8: Let X be a Banach space with V e:: X and XI> X, a pair of Banach spaces 
wilh la(u. v) 1 ,;; C lIu ; X, lI lIv; X,II for all ". v E V and S, e:: X, n X,_ Then the finile-
element solution Phu approximates the solution u of the problem (1.10) in X in the sense 
Ilu - P,u; X II ,;; C lIu - P,u; X, II sup (Ilug - I,ug ; X,II/II!]; X"IIl . (3.10) 
O+I1EX· 
where a*(ug• v) = a(v. ug) = (g. v) for g E X' and v E V. X' islhe dual space of X. 
Proof: We have 
lin - p.u ; X II = llu - P,u; X" II = sup l(g. u - P,ull 
nl1iX·U- l 
= sup (I(g. u - P,u)I/lIg; X'II) 
O+I1EX· 
= sup {la(u - p,u. ",) I-IlIg; X'11l 
O+ I1EX· 
= sup {Ia(" - p'''. ", - I'''g) lfllg; X'11l 
O+ I1EX· 
,;; C II" - p'''. XI II sup {IlUg - I,ug; X, lIfllg; X'II} • 
O+rEX· 
Example~: For X = Lt(f.?), Xl = wm•2(.D) = X t we get for the solution u of (1.10) 
II" - P,,,; L'(Q)II 
-; C II" - P'''; Wm,'(Q) 1I sup lII"g -- I,,,,) Wm,'(Q)II/lIg; L'(Q)II}. 
O+rEL"(D) . 
Assume that tho assumptions of Theorem::; are satisfied and that (R) is valid for a*(u. v). The 
estimate (3.7) for 'U and tho estimates (3.8) and (3.9) for 'Ug yield 
II" - P'''; L'(Q) II ::;; Ch-ImL+N/2- m;-.-Im,_+N/2- m-·IV; V(Q)II 
provided 1m p_ - N {2 + 2m ;::: O. From Cowllary (iii) follows 
II" - P'''; L'(Q)!I -; Ch-ImL+Im4-'lIf; L'(Q)lI/or - Im 4 + N/2 ;" O. 
If - 1m ).+ + N{2 < 0, then it follows from Remark 2 that ug E V2m.2(D, 0) c: JV2m.2(.Q) . 
The estimate (3.2) yields -
II", - I'''g; Wm,'(Q) 1I -; Chm IIV,m"; V(Q)II -; Chm II"; Irom,'(Q. 0) 11 -; C Il(,; V(Q)II . 
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Therefore we get 
liu - P,u; L'(Il)1I = Ch - lmU ·N/2-. III; L'(Il)1I for - 1m '+ + NI2 < O. 
For symmetric bilinear forms we have 
!lu - ['flu ; V(Q)II ~ C h2(-IllIl_ +N/'J.-m-'II/: D~(Q) II · 
3.4 Error estimutes in £P(Q}, 2 ::;;: p :::;:; 00. 'Ve have seen in Subsection 3.3 that the 
Aubin-Nitsche trick yieJds very s imply error estimates in L2(Q). In order to get rcsu\t.s 
Itl L'P(Q) for 2 < p < 00 , we need more complicated investigations. 
Theorem 6: .Assume that the suppositions 0/ Theorem 5 are satislied, that (R) is 
valid for a*(·, .), Ihat the righi-hand side f of (1.10) lies in V(Q) , 2 O::: p 0::: 00, 1m 1._ 
< Nip, Ihat 8, c JVm.p(Q) for p < 00 and Ihol8, c LOO(Q) for p = 00. Then Ihe fillile-
element solution Phu E SA approximates the solution U 01 (1.10) in the sense 
P {h- ro.l .+ N/p- , II f; LP(Q) II 
lIu - P,u , L (Q)II :0; C h - Im'-+[o.'.- . II f ; V(Q)II 
if -1m 1.+ + N ip < 0, 
i/ - Iml.+ + N lp > 0 
(3.11) 
provided m ..?:. N /2, and I III i._ + 'In < 0 and 2 :5: P '5:: 00, or 1m )._ + m ~ 0 and 
2 :0; p < NI(Im i,_ + m); 
lIu - P,u; LP(Q)1i 
0::: C {h - rm'_+N/p- . II f; V(Q)II 
- h - ZlmA. + N/p+!mA. - m- r III; LP(Q) II 
i/ -1m i.+ + 1m l _ + m < 0, 
i f -1m i.+ + 1m 1._ + m ;;0: 0 
(3.12) 
provided 1m J._ + m ;;0: 0 and NI(lm 1._ + m) 0::: p $; 00, where, > 0 is a small real 
number. 
Proof: (i) We remark that if m < N12, then it followR from (3.6) that Im.1_ + m 
> N/2 - m > O. Therefore all cases are covered by the above assumptions. 
(ii) 'Ve first consider the case 'Tn ~ N/2, 1m l_ + m < 0,2 < p < oo .. 'Ve wa)lt 
to lise Lemma 5 fur X = LP(Q), XI = ]Vm.p(Q) and X, = IVm.'(Q), where l ip + I lq 
.= 1. Let us verify the assumptions of Lemma 5. Since NIp> N/2 - m, the classical 
imbedding theorem yields that V C ]Vm.2(Q) C V(Q). Since 1m L + m < 0, Lemma 
2 yields thatu E V'm,p(Q, 1m l_ - N ip + 2m + ,) c Vm.p(Q, 1m 1._ - N ip + m + e) 
c Vm ·p(fJ, 0) c lYm,p(fJ). Since N ip - m < 1m J.+ and 1m L < N ip, we finally get 
from Lemma 2 that ". E lYm.'(Q) for g E L'(Q) . Therefore Lemma 8 is applicable and 
wo have 
lIu - P,u; £P(Q)II < C Ilu - P,u; JVm·p(Q)1I sup 
O+ O€Lf (D} 
lIu. - I,u,; lYm·'(Q)11 
IIg, L'(fJ) 1I 
Let us estimate the first factor. It follows from (3.2) and (3.4) that 
I:u - P,u; JVm,p(fJ)1I 
< I!u - I,u; JVm·p(Q)1I + Ill, .. - P,u; JVm·p(Q)1I 
S C(lIu - I,u ; H'm·p(p(h»)11 + lIu -I,u; lYm.p(Q' U(h))II 
. + hN/p-N/'II I,u - P,u ; IVm"(fJ) lI ) 
<;; C(IIVmu; LP(U(h»)lI + hm II V2mU; V(Q) , U(h») 
+ h.v/p - .v/'III,u _ u; JVm"(fJ)1I + hN/p-NJ2 II" - P,u ; JVm·'(Q)II)· 
(3.13) 
Error Estimates (or Finite Element Solutions 145 
Using Remark 2 and the relation pt l) we have 
and 
Ilvm'U; V( U{h») II" = L f rP(l rn C-Xfv+ m .... " - l)(T m.,L - N/p"T' m+tl [Diu!" dx 
i ~ t_ m U( III 
< ch - pt1m'_ - N/p+ m ~ " II" ; V'm ,p(Q, 1m L - Nip + 2m + e)II' (3,14) 
/lV,,,u ; V(Q '. U(h»)llp 
= E J! h"llm.L - .V/p - 2m-+.,-p!Iml_- N/p+2m ..... ) [DiU!P dx 
loJ = 2m (D)\U(/I) 
S; C h - p(Jml_- ,Y/,+'m+" lIu ; lT2m"(Q, 1m )._ - Nip + 2", + <)11' . (3,15) 
Therefore 've get 
lIu - Phu ; JVm ,p(Q)1I 
S; C(h - ImL+N/p- m- " llu ; V'm ,'(Q, 1m i._ - N ip + 2m + e) 1I 
+ hNlp -N/2 -lm'_~'\'/ ' - m - ' 1/ ; L '(Q)II ) 
S; Ch-ImL+ N/p - m- , 11/ ; Y (Q)II . (3.IG) 
We now estimate ~'le seconu factor of (3.13), having in mind that Im,u_ - N/q 
+ m + e < 0, but 1m/,_ - Nlq + 2m = - 1m ).+ + N ip ~ O. Let us start with the 
case that - 1m i.+ + Nip ;;0, 0, The estimate (3,2) nnd Remark 2 yield 
lIu, - hu, ; IVm,'(Q)II' 
= Ilu, - I,u,; IVm" (U(h))II' + /lu, - I,u,; IVm·'(fJ '. U(h» )II' 
S; C(IIVmu, ; L'(U(h»)II' + hm'IIV'mu, ; L'(fJ '. U(h»)/I') 
= C (E f rq(lrnl'_ - S/q+m+rl -q(l rnl'_-Nlq + m+"I D""ug [4 d x 
lol - m U(II I 
+ h"'IIV'mU,; L'(fJ '. U(h)~II') 
S; C(h,,-lm,_+ NI' -"-" /lu,; V'm,'(Q, 1m /'_ - Nlq + 2m + £) 11 
+ hm'II"'mU,; L'(Q '. U(h))/I') , 
An estimate similar to (3.15) implies 
lIu, - I,u, ; W".q(Q) 1I S; C h- (1m,_-N/0+2m+,' lig; L'(Q)II 
= C hlm'.-N/p+m- , IIg; L'(Q)ll. (3.17) 
We now assume that 1m/,_ - N lq + 2m = -1m ).+ + N ip < O. Since 1m ), _ 
< Nip, we have tllat Nlq - 2m < 1m /'+, and Remark 2 yields that u, E V"m,'(Q,O) 
c: lV'm.q(Q) and 
, 
lIu, - I,u, ; 1V".q(Q) 1I < C hR IIg; L'(Q) II · (3.18) 
The inequalities (3,13), (3,16)-(3,18) imply the 'estimate (3,11) , 
(iii) Let 1m i._ + m > 0 and 2 S; P < N I(lm 1._ + m), Then , we have again 
Nip > N I2 - m, '" E V'm ,"(Q, 1m )._ - Nip + 2m + e) c I'm'"(Q, 1m i._ - Nip + m 
+ e) c: I'm,'(Q, 0) c: JVm'"(Q)' and Im)~ - Nip + 2m > NI2 - Nip > 0, There-
fore we can repeat all estimates of the case (ii). 
10 Anal}'!J. Bd. 9, neft 2 (lD()O) 
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(iv) Let 1m L+ m ;;" O. N/(Im }._ + m) ,,; P < 00. We have 
II" - P, ; D'(Q)II ,,; II" - I, .. ; D'(Q) II + Ill,,, - P,,, ; LP(Q) II . (3.19) 
We estimate t he first term of the right·hand side using (3.2): 
• 
II" - 1,,, ; D'(Q)IIP ,,; C lIu; D'(Q)IIP 
= C Ilu ; D'(U(II»)lIp + C lIu ; D'(Q '. U(h»)IIp. 
Since 1m i._ - N ip + e < 0 and 1m }._ - Nip + 2m + e > 0 if e is sufficiently 
small and "E j1'm.p(Q. 1m }._ - Nip + 2m + e) c LP(Q. 1m }._ - Nip + e) . we 
get Ilu; £1'( U(h) )1I.lIu; LP(Q'. U(h»)11 ,,; C h - 1muN/p-'II/ ; D'(Q) II similar to (3.14) a nd 
(3.15), and therefore 
II" - 1,,, ; D'(Q)II ,,; C h- 1mUN/p- ' II /; LP(Q) II . (3.20) 
. 
Using the inequality (3.4) for q, = N /(lm J._ + m + d), where b > 0 is sufficiently 
small. we get for the second term of (3.19) 
III,,, - P,,, ; D'(Q)II ,,; C hN/p- tIm1.+mHI III,u - P,,, ; LN'tIm1.+mHI(Q)II . 
Since q, < N /(lm L + m). we can apply estimate (3.20) and get 
IiI, .. - ,, ; LN/I1m1.+mHI(Q)1I < C hmH - ' IV; LN/I1ruL+m+"(Q)II . 
From (3.11) follows 
• II" - P,,, ; LN/I'ru,. +mH'(Q)1I 
,,; C {hmH-' II/; LN/tJrn,.+mH(Q) 11 for - 1m J.+ + 1m J._ + m < 0, 
- h- 1m1.+1m"- ' II/; LN/llm1. +mHI(Q) 1I for - 1m }.+ + Im .L + m ;;" O. 
Since m < -1m ;._ + Nip, we get 
III,u - P,,,; LP(Q)II 
if - 1m }.+ + 1m l _ + m < 0, ,,; fhN/p - lm1.-: 'II/; LP(Q) II 
- C hN/p- 21m' .+!m'.-m-,-' II ; LP(Q) II if - 1m l + + 1m }._ + m > O. 
(3.21) 
Since here -1m J._ + Nip ;;" - 21m l_ + Nip + 1m }.+ - m in the second case, we 
get from (3.20), (3.21) the assertion (3.12). 
(v) At last we consider the case p = 00. Here 1m l _ < O. Let q, = N /(lm }._ 
+ m + 0) as before. where 0 > 0 is so small that 1m .L + 0 < O. We take an e > 0 
such that 1m }._ - Nlq, + 2m + e = m -- b + e ;;" 0 and 1m J._ - Nlq, + m + e 
= -0 + e < O. We have that N lq, < m and therefore it follows from Remark 2 and 
the classical imbedding theorem that U E V'm"(Q, 1m }._ - Nlq, + 2m + e) 
c j1m .•• (Q, Im.L - Nlq, + m + e) c vm" '(Q,O) c IVm",(Q) c L~(Q). Using the 
estimates (3.3) and (3 .4) we have 
lIu - P,u ; L~(Q) II 
< lIu - 1,u ; L~(Q)II + III,u - P,,, ; L~(Q) II 
< II" - I,u ; L~(U(h » )11 + II" - 1,,,; L~(Q '. U(II))II 
+ III,,, - P A,,; L~(Q)II 
,,; C(hm- N/., lI"'rn"; L"(U(h))1I + h,m - N"'I1"',mu; L',(Q '. U(II))II 
+ h -N/p III,,, - P,,,; LP(Q)II ) , 
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where p is so large that N ip < e and p > 2. Since 1m i._ - N ip + 2m + e > 0, 
it follows from Remark 2 that u E V2m ,P(Q, 1m J._ - N ip + 2m + e) c L'(Q, 1m J._ 
- N Ip + e). The same ideas as were used in the estimates (3.14), (3.15) y ield 
(3.22) 
and 
lIu - I.v. ; L'(Q) II ,;;; C h - I",L+NI. - , 11/ ; Y(Q)II . (3.23) 
Moreover we demand that p is So large tliat - 1m ).+ + N Ip < '0 proviued -1m) .... 
< O. We now apply the estimates (3.11) and (3.12) and get 
h - NI' liu - p.,,; L'(Q)II 
,;;; {h-JmL- , III ; Y (Q)II 
- C h- ImL+Jm'. - NI.-, III ; Y(Q)II 
if - 1m ).+ < 0, 
if - 1m J.+ > 0 (3.24) 
provided m :2: N I2 and 1m i._ + m < 0 or 1m ,L + m :2: 0 and 2 ';;; p 
< N I(lmi._ + m); 
h - NI. Ilu - p.u ; Y(Q)II 
,;;; {h -Im'_-, III ; Y(Q)II 
- C h - 2Im'_+lm,,-m-' III ; Y(Q)II 
if - 1m J.+ + 1m i,_ + m < 0, 
if -1m ),+ + 1m i._ + m ;;, 0 
(3.25) 
provided 1m l _ + m ;;, 0 and N /(lm )._ + m) ,;;; p < 00. Since -1m J._ + '1m i.+ 
= -1m , _ in the second case of (3.24) and -21m J._ + 1m ).+ - m ;;;; -1m J._ in 
the second case of (3.25), we get the inequalities (3.11 ) and (3.12) also for p = 00 , 
inserting the estimates (3.22)-(3.25) in the above estimaM of u - p.u in LOO(Q) • 
Example 3:' Let us consider the plane Dirichlet problem for the Laplace operator of Exam-
ple 1. Assume there is only the comer point 0 E an with nn angle Wo > n . The corresponding 
bilinear form a(·, .) is symmetric and therefore we have 11- = ,,L and fl+ = A+. Since p _ = l + 
+ i(N - 2m) = 1+ = A_. we get the weJJ-~nown result 1m ).+ = - 1m )._ = n/wo in our case. 
We consider the case p = 00. Since 1m A_ + m = -1f/wo + 1 > 0 and - 1m A+ + 1m A_ 
+ m = - 21f/wo + 1 < 0 for Wo < 2n, the first cstimato of (3.12) impfies lIu - P"u; LCO(.Q)U 
~ Ohn/Ol'-· II/; LCO[{D)II . If Wo = 2.. •• tho second estimate of (3.12) yields lIu - P,,'lL; LCO(Q)II 
-5:.fJ h1l2- . III; LOO(il)ll· 
Example 4.: We investigate the pll)ne Dirichlet problem for the biharmonic operator, i.e. 
,d2u. = I in n. u = au/au = 0 on~ aD. Let D ,be (:l domain with thc single corner point 0 with 
an angle Wo > 126°~ The corresponding bilinear form a(·.·) is symmetric and consequently we 
have It- = 1+ + i(N - 2m) = 1+ + i( -2) = A- and 1m A... = -1m A- - 2. H . MELZEH. and 
R. RANNACRER [13] bave calculated the numbers 1m J._ for ongles Wo E (0, 2...-z:]. ]n our case we 
have then - 3 5: 1m .L 5: - 1.5 and consequently - 0.5 ~ 1m A.+ ~ I. 
Let us consider the case p = 00. We divide it into two 8ubcases. 
r 1m A_ + m < O. which means Wo < 37(/2. Consequently, -1m A+ = 1m A_ + m < O. 
and the liratestimate of (3.11) yields II" - P,,,, LOO(illll:;; ah-Jm'_- ' I~ ' LOO(ill ll if ro, < 3:r/2. 
2" 1m A_ + m ;;:: 0, which mean.q Wo > 3:t/2. Then - 1m A ... + 1m A_ + m = 2(Im )._ + m) 
~ O. a.nd the second estimate of (3.12) yields lIu - P"u; LCO(12)II !f: Ch - 3Im.L - 4- c 11 /; Loo(12)11 
if COo ~ 3n/2. Espccially for Wo = 21} we have liu - P"u; LCO(!J) II ;:;;;; C hll2- c III: LOO(D) I1 · 
10' 
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4. Finite-element methods in domains with edges 
We pick up the threads of Subsection 3.:1. \Ve assullle for simplicity that the domain 
Q c !R.N, N ~ 3, has the only edge ],1. We take an analogous partition of Q and 
introduce the set U(h) in the same , .. ay as in (3.1). We deal with the family (Shl of 
finite-element spaces with the propertics 1° and 2° of Subsection 3.1. 
4.1 Error estimates in TVm,2(Q) .. The quality of the error estimates 'depends essentially 
on the regularity of, the solution u of (1.10). Therefore- we first introduce the definition 
of a significantly singular edge, analogously to the Definit~on 2 of a significantly 
singular point. 
Defini tion 4: The edge 11l is s1'gni/ica'nfly singular if there is a point %1 E j[ such 
that 
(4.1) 
where A_(Z,) was defined by (2.4). 
We denote 1m i~ = sup (1m i._(z,): z, EN} = 1m )._(zo) as in Subsection 2.4. If 
(4.1) is valid and the assumptions of Lemma 5' arc satisfied, then for every IE L2(Q) 
the solution u of (1.10) is from J'2m.2(Q , 1m ;.~ - 1 + 2ni + E), but V2m,2(Q, 1m i._ 
- 1 + 2m + 0) g:: V'''·'(Q, 0) c W'm.'(g). 
Example 5: 'Vc consider the Dirichlet problem".:1u = - / in D, U = 0 on oD. wher~ Q c IR3 
is a. rotation-symmetric domain with an edge with constant interior angle 371/2. Then Im .. L 
= -2/3. The relation (4.1) is satisfied and M is significantly singular. 
Theorem 7: Let a(·, .) be a real bilinear lorm which salisliell Ihe conditio"" 01 the 
Lax-llJilgram Theorem (2.6) and (2.7). Assume that there is only one signilicantly 
singular edge ],1, that the line 1m i. = 1 -'- m is Iree 01 eigenvalues 01 'llo(z, ).) lor z E 1J1 
ana that the property (R) is valid. Let (Sh) be a lamily ol_linite-element 'paws with the 
properties 1° and 2°. Then the finite-element solution Phu E S" approximates the solution 
u 01 (1.10) in Ihe sense 
lIu - Ph"; IVm·'(!.i)1I ,;; C h-1mA.-m+'-' III; L'(Q)II (4.2) 
provided I E L2(Q). 
Proof: Using the ideas of the proof of Theorem 5 and the estimate (2.10) we get 
the assertion • 
4.2 Error estimates in L'(Q), 2 ,;; p ,;; 00. The basic idea in Section 3 was to use 
the Aubin-Nitsche trick in order to get error estimates in L"(D), 2 5;.. P S 00 . Thc 
inequality (3.10), the regularity of the weak solution u of problem (1.10) and the 
regularity of the solution of the corresponding adjoint problem (see Definition 3) are 
the keys for these estimates. The regularity of the solution u was discussed in Sub-
scction 2.4. Let us now formulate some results about the regularity of the solution of 
the adjoint pro)JlelV. 
Lern rna 9 [12: § 5]: Let 'llo*(z, 1') be the operalor which is deurmined by a·(·, .) and 
which is delined analogously 10 'llo(z, i.) (cf. (2.1» . Then ).o(z) is an eigenvalue 01 'llo(z, A) 
ill Po(z) = AO(Z) + i(2 - 2m) is an eigenvalue 01 'llo*(z, 1'). 
Corollaries: (i) 1/ the line 1m). = -!n + 1 is Iree of eigenvalues of 'llo(z, A) for 
all Z E 1J1, then it is free 01 eigenval,",,~ of 'llo'(z, 1'), too. (ii) The imaginary parts of the 
eigenvalues of ~l,(z,).) and 'llo'(z,p) are situated symmetrically 10 the point -m + 1 
(ef. Fig. 3). (iii) Let l. = l.(zo) be an eigenvalue of 'llo(zo, A) given by Definition 4 and 
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i . .,. = A+(Zo} an. eigenvalue 0/ 2(o{zo, i.) lor which Im i' -I = 1m i.+(zo) ~ 1111 J. ... (z) for all 
z E AI. The corresponding eigenvalues of the adjoint problem are p_ = 1.+ + i(2 - 2m) 
and 1'+ = l_ + i(2 - 2m), and consequently we have 1m 1"- = - Jm i.+ - 2m + 2 
a.nd 1m Jl+ = - 1m J. _ - 2m + 2. 
Theorem 8: As.mme that the suppositions 0/ Theorem 7 are satisfied and that lite 
properly (R) holds lor a*(·, .), 100, Ihat Ihe right-hand "ide 01 (1.10) is Irom LP(Q), 
2 ,,;; p ::s 00, that SA c: W"·P(Q) lor p < 00 crlld S, c: LOO('Q) lor p = 00 . Then Ihe 
finite-element solution P"u E SII approximatM the solution 'U of (1.10) in the following 
way: I lone ollhe conditions 
N 
a) m ;"' 2' 1m L + m < 0, 2 ,,;; p < 00, 
b) m ;", N2 ' 1m i~ + '" :2: 0, 2 ,;; p < ....... 2=-:-_ Im i._ + m' 
c) m < N2 ,~ ,;; p < --,-..... 2=-:-_ ,,;; 2N 1m )._ + m - N - 2m' 
N . 2N 2 
d) m < -2 ' 2 < P ,;; < .,....~---, N - 2m Jm i .. + m 
i8 lidlWed, then 
lIu - P,u; £P(Q) II 
,;; {h,V/P-N/2-lmL+I - . III ; £P(Q)II 
- C hN/p- .",'!2- lmL +JmA. - 2!p+ l - f 1!/; LP(Q}!I 
iI-1m).. + 2/p < 0, 
iI-1m i .• + 2/p:2: O. 
(4.~) 
• II2/(lm } .• + m) ,;; p < 00 and one ollhe condili01Ul 
e) m ;", :' 1m i .• -tI m > 0, 
N ,2 2N 
f) m < -2 ,~-,--:-- < -;-;---:c-1m }._ + m N - 2m 
is IUllilled, then 
II 
Ihetl 
lIu - P,u ; LP(Q) II 
< a {hN/P- N/' - lm._+ I-. ill; LP(Q) II 
= hN/p - h'!2- 21mL . JmJ .. - m+ l - f 11/; L"(il) 1I 
if -1m i .• + Im)~ + m < 0, 
il 1m ).. - Jm},+ + m ;;" O. 
(4.4) 
N 
g) m < 2' 
2N 2 
N - 2m < 1m i. _ + 11;' 
Ilu - P,u; LP(Q) II 
, 
2N < 
" 2 = P < 00, H - 11L 
, 
{ 
hN/p- NI' - lm'_+ I.- . III; £P(Q) II 
,;; a hN/p - Kl2 - ,mL+,m •• +2rn/N-'II/; Y(Q)II 
if -1m i.,. + 1 - 2m/N < 0, 
il -1m i .• + J - 2m/N ;", 0, 
• (4.5) 
where. > 0 is a small real number. 11 p = 00 and N(lm)._ + m)/2 < m, then the 
corresponding e.slimates are 1:alid. too. . 
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Proof: Oases a) and b): It follows from the classical imbedding theorems that 
r c: JVm"(Q) c: £P(Q) aild from Remark 3 that u E V'm,p(Q, 1m L - , 2/p + 2", + e) 
c: l ' m,p(Q, 1m i,_ - 2/p + '" + E) c: Vm,p(Q, 0) c: IVm,p(Q) for a sufficiently small 
c > O. For the solution u, of a'(u" v) ~ (g, v), where g E L'(Q), I/p + I/q ~ I, we 
have u, E V'm,'(Q, 1m 1'_ - 2/q + 2". + c) c: vm4(Q, 1m 1'_ - 2/q + '" + e) 
~ jTm"(Q, -1m i.+ + 2/p - '" + d c: wm"(Q) because 2/p - m. < 1m i.+. There-
fore Lemma 8 is applicable for X ~ LP(Q) , X, = JVm.p(Q) and X, ~ JVm"(Q) and we 
ha\"c 
II" - Phu; £P(Q) !I < C Ii" - Phu; lVm,P(Q)1  sup 
O+ OEL~tD, 
lIu, - Ihu, ; JVm··(Q)1I 
IIg; L'(Q)II 
\Ve estimate the first factor, using the inequalities (3.2) and (:J,4): 
lIu - Ph"; JVm·p(Q)1I 
;5; lIu - 1,,,; JVm·p(Q) 1I + III hu - Phu; JVm ,p(Q) 1I 
,,; C(IIu - I h,,; IVm,p(U(h»)1I + II" - Ihu; JVm.p(Q' U(h»)II . 
+ hN / p - .V/2 I1 i.u - p.u ; IVm·'(Q)II ). 
Using the properties of U(h) " 'e get, analogously to the proof of Theorem 6, that 
Ilu - I.,,; IVm·p(Q) II"; C h - Im'-"/p- m-, III; LP(Q) II , 
having in mind the inequality (2.10). Further it follows from (4.2) that 
hN / P - N /2 I1I." - p.u; JVm.2(Q)li ,,; C hN'/p-N/2 - lmL - mH - ' III; L'(Q)II · 
Since -Im i._ + 2/p - m > N /p - N /2 - 1m i._ - '" + 1 we get 
II" - p.u; wm·p(Q) 1I ,,; C hN'/p- N/2 -ImL- m + I-'~I/; Lp(Q) II . 
(4.6) 
(4.7) 
""Ve now estimate the second factor of (4.6). The estimate (3.2) and Remark 3 yield 
lIu, - I.u,; IVm,'(Q)11 
< C {hm IIg; L'(Q) II 
~ hIml.+m-2/p- , IIg; L'(Q) II 
if - 1m i.. + 2/p < 0, 
if - Im i.+ + 2/p ;;0. O. (4.8) 
We have used that 1m 1'_ - 2/q + 2m ~ - 1m i .• + 2/p. Inserting (4.7) and (4.8) 
into (4.6) we finally get (4.3). 
Cases c) and d); The classical imbcuuing theorems imply that V c: JVm.2(Q) 
c: L'N/tN- 2m'(Q) c: Lp(!2). Further we have that u E IVm,P(Q) as in the cases a), h), and 
since 21p - m < 1m 2+, U o is from wm,q(Q), I Ip + l lq = 1. Therefore we again get 
the estimate (4.3). 
Cas/lJi e) and f); Lemma 6 yields that u E V(Q). We have 
lIu - p.,,; £P(Q) II ,,; Ilu - I,u; LP(Q) II + III.u - p.u ; V(Q)II . (4.9) 
It lollowli from (3,2), Remark 3 and the properties of U(h) that 
lIu - I.u; V(Q)II ,,; C lIu ; LO(Q)II ,,; C(I[u; LP( U(h»)11 + II"; LP(Q, U(h»II) 
,,; C h-ImU2/p-, I!/; V(Q)Ji ; (4,10) 
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Let 6 > 0 be so small that - 1m i.+ + 1m !._ + m + 6 < 0, provided -1m !.+ + Im!._ 
+ m < O. Since .2/( lm i._ -I- m + b) < 2/(Tm !._ + m), it follows from b) or c), 
using (3.4) for g, = 2/( lm i._ + m + 6) , that 
111,71. - P,u ; LP(Q)II 
,;; 0 {hN/p-N/, - rmL oH - ' III; U(Q)II 
- hNlp-N/2+ ImA+- 2IIIlL - rn + l - , H/; LP(Q) II 
if -1m i.+ + 1m i._ + m < 0, 
if -1m i.+ + 1m i._ -I- m ;;" O. 
(4.11) 
Since 21p - 1m i .. > N ip - N /2 - 1m i._ + 1 and 21p - °lm L > Nip - N /2 
- 21m l_ -I- 1m !.+ - m + 1 in the second cnse we get from (4.9) and (4.11) the 
estimate (4.4). 
Oase g): The inequalities (4.9) and (4.10) areagain satisfied. We apply the inequality 
(3.4) for g, = 2NI(N - 2m) in order to estimate the second term of (4.9). We have 
111,71. - P,u; Lp(Q)1I ,;; 0 hNlp- NI., 111,71. - P,u ; L',(Q)II. Using now the inequality 
(4.3) in the case d) for g, instead of p we get 
11 1,71. - P,u; L',(Q) II 
< 111,71. - u; L',(Q) II 
o {h-ImL - mH-' III; L··(Q) II 
-I- h - Im'.+lm'.-m+2m/N-, III; L •• (Q) II 
if - 1m i.+ + 1 - 2mlN < 0, 
if - 1m i.+ + 1 - 2m/N ;;" O. 
Since - 1m l_ + 21g, ;;" - 1m !._ - m + 1 if - 1m ;.+ + 1 - 2mlN < 0 and 
- 1m !._ + 21q, > -1m l _ + 1m i.+ - m + 2mlN if -1m ; .• + 1 - 2mlN ;;" 0, the 
estimate (4.10) for p = g, implies 
III.u - P,u ; L'·(Q)II 
{
h - Im •• - mH - · IIt- L··(Q) II 
,;; C h-ImL+lm •• - m+;"'/N- , III ; L"(SJ) II 
if -1m i.+ + 1 - 2m/1'(. < 0, 
if -1m ;.+ + 1 - 2mlN ;;" 00 
(4.12) 
The inequality (4.5) follows from (4.9), (4.\0) and (4.12) because of -1m l _ + 21p 
;;" N ip - N I2 - 1m !._ + 1 and - jm i._ + 21p > N ip - NI2 - 1m l _ + 1m! ... 
-I- 2mlN if - 1m !.+ + 1 - 2m/N ;;" O. 
Oase p = 00: We assume that N(lm !._ + m)/2 < m and that 6 > 0 is such a small 
real number that N(Im l . + m + 6) /2 < m, too. Let Po = 2/(lm i._ + m + d) . 
It follows from Remark 3 that 71. E V'm.p.(Q, 1m i._ - 21Po + 2m + e) c: vm .•• (Q, 
1m i~ - 2/po + m + e) c: vm"'(Q, 0) c: wm .•• (Q) c: L~(Q). We have 
1171. - P~u ; L~(Q) II ,;; 11 71. - 1,71. ; L~(SJ)II -I- !I I,u - P,u; L~(Q)II. (4.13) 
We estimate the first term of (4.13) : 
1171. - I.u; L~(Q) II = max (1171. - I,u ; L OC( U(J.»)II, 1171.'- 1,71. ; L~(Q '\. U(h»)I1)· 
We get from (3.3) and Remark 3 
1171. - 1.71.; L~(U(h»)11 < Ohm - N/P'II"mu ; U.(U(h))1I 
,;; Ohm - Nip. h - lmL+2/ •• - m-· IIu; J~ m ·p·(SJ. Im!_ - 21Po -I- m -I- e)1I 
,;; Oh - 1mL - '·{,P.+2/p·-· II/; LP·(Q)II· 
152 :\.·111. SANDlO 
Analogously we get 
.lIu - I,u ; L OO(Q " U(h))11 < Ch,m-" ,p'II\,,,U ; U,(Q " [,(h))II 
,,;; Ch- Im ' _- N/p, i2/P.-, !II ; LP,(Q)II· 
Consequently we hM'e 
I!u - I,u ; L OO(Q) II ~ Ch- ImL - "·/p,+2/p, -, ill ; LP'(Qj ll· 
vVe now consider the second term of-(4.13). The estimate (3.4) yields for a very large p 
111,1£ - P,u; L OO(Q) II ,,;; Ck-N/p III,u - P,u; Y(Q) II . 
We estimate lIu - P,u ; LP(Q)II by (4.3), (4.4) or (4.5) and liu - I,u ; LP(Q) II 's before 
and get the assertion I 
Ex nm pl e 6: We consider the 3dimensional Dirichlet problem (or the Lnplacfa n: 
, j 8u av j a(u , v) =.E --4% = /vdx 
_ ._1 oi: j OXj Vv E W.'·'(D), ; E ~OO(D) . 
D D 
The weak solution u E 1V0t.:(.Q) is uniquely determined. Let 1m )._ = - n /wG; Wo > :to We have 
N(Im .L + m)/2 = 3( -n/wo + J)/2 < 3/4 < m = 1. The as.sumptions o r the case g) are 
satisfied for p = 00. Formula. (4.5) yields the error estimate lIu - P/Ju; £CICI(D)1I = O(hll l •• - II2-I). 
Ex a mple 7: We consider the 3dimensional Dirichlet problem for the biharmonic equatiyn: 
'j "'u a'v j u(u. v) = E - - dx = / lJdx 
i.j _ 1 aXi~ 0%/2 
o 0 
Vv f W." '(D), f f LOO(D) . 
Tho wea.k solution u E W02.1(.Q) is uniquely determined. Let Wo be the largest. aJlgle of M . The 
case a) i-s satisfied if 1m )._ + m < O. which mcans '" 1260 < Wo < 180°. The caSe 0) is satisfied 
if 1m) .... + m ~ O. which means Wo ~ n (see H . MELZER and R. RA:t."NACllER [13]). Conse-
quently, 
{
O(h - 112- ImA_-r) 
u P U' Loo n -II - " ()II - O(h - 31mL - ./' -,) 
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