Abstract. Using a rather simple model of coupled, time-dependent Ginzburg-Landau equations with two order parameters, we demonstrate that the total Hamiltonian energy of the system contains at least three levels describing point vortices, domain walls and configurations. The global in time dynamics contain then also at least three different time scales for nontrivial motions of domain walls, boundaries of domain walls (fractional degree vortices) and paired vortices. In particular, we rigorously show, after an initial time period of adjusting, the domain walls start to move according the motion by the mean-curvature that straighten out the domain walls while the boundaries of such domain walls are essentially fixed. After this motion is completed, the fractional degree vortices begin to move at the next time scale. The motion is relatively simple as it is of constant speed and toward each other to form vortex pairs. Finally, these vortex pairs may move in the final time scale very much like the ordinary vortices in a single time-dependent Ginzburg-Landau equation.
Introduction
In this paper, we study a simple model problem for the time-dependent, coupled Ginzburg-Landau equations with two complex order-parameters. More precisely, we consider
,ξ u t = ∆u +
with the Neumann boundary conditions
on the boundary ∂Ω, where Ω is a bounded smooth domain in R I 2 , and u and v are complex-valued functions. Hereafter, (a · b) is defined as 1 2 (a * b + ab * ) for all a, b ∈ C I, where the asterisk denotes the complex conjugate. We shall always assume that parameters and ξ satisfy:
that is, a gradient flow of the energy functional E ,ξ defined by
Our study of (1.1) with the Hamiltonian energy given by (1.4) is motivated by physics literature (cf. [5] , [22] ) for two superconducting phases in zero field that may contain many interesting new effects and phenomena. In the absence of magnetic fields, the free energy for such superconductors takes the form where α j 's are constants. In a simple situation with two component order parameters η i , i = 1, 2, the expression (1.5) from traditional Ginzburg-Landau theory agrees quite well with that constructed from an another group-theoretic argument (cf. [19] pp.277).
To capture some new interesting phenomena described by (1.5) and its associated flow, we assume in this paper that K 1 = K 2 = K = 1 . Under these particular choices of material constants, we lead to (1.1) . Even with such specific choices of material constants, we would like to point out that our choices of parameters remain to verify α 2 > 0, α 3 < 4α 2 , 4(α 1 − α 2 ) + α 3 > 0. It is apparently important that these parameters stay in the region so-called time-reversal symmetry breaking state which leads to many phenomena unconventional to traditional superconductors. In conventional superconductors, the phase winding around a vortex center is an integer multiple of 2π, and the winding numbers of vortices are integers. However, vortices with a fractional winding number 1 2 have been predicted to occur in heavy-fermion superconductors (cf. [6] ) and have recently been identified in high-T c superconducting rings on tricrystal substrate geometries (cf. [9] ). It is known to physicists, vortices for unconventional superconductors generically have a non-universal flux quantum due to the structure of domain walls. Such a structure often makes vortices become fractional degree vortices, and the winding number of each vortex is a multiple of a half, see e.g. [18] and [ [19] , pp. 285-287].
From [17] , domain walls occupied with strongly pinned fractional degree vortices, represent efficient barriers for vortex motion and thus prevent relaxation towards equilibrium. However, the interaction of the motion of domain walls and the dynamical law of fractional degree vortices is still unclear. The main purpose of this paper is to present rigorous proofs (even though they could be at a rather simple and specific situation) how such domain walls and fractional degree vortices can be formed, and how they evolve in time according to the system (1.1) at the asymptotic limits when parameters 1 << ξ << log 1 . We derive three time scales for the motion of domain walls and fractional degree vortices. In the first time scale of order O √ ξ , curved domain walls do a motion by the mean curvature while fractional degree vortices located at the boundaries of domain walls are essentially static. This is consistent with the experimental observation of [4] . Then in the second time scale of order O (log 1 )/ √ ξ , domain walls have become line segments and fractional degree vortices start to move toward each other in pairs. Eventually, in the third time scale of order O log 1 , fractional degree vortices have recombined in pairs and behave like conventional vortices. Such a new dynamical phenomenon is different from recombining fractional degree vortices which is forced by growing density of vortices close to the domain wall (cf.
[17] Section 3.2). The paper is described as follows. In section 2, we consider minimum energy configurations (naturally we should consider the Dirichlet boundary conditions for order parameters in this case) with the coupling constant ξ fixed while → 0 + . This can be viewed as a relatively weak coupling situation. We establish the minimal energy asymptotics in terms of scalar parameters and ξ. Here we see the minimal energy has three levels (so long as ξ is suitably large) :
and O(log 1 ). This fact is responsible for the multiple time scales involved in the global dynamics of (1.1). In order to understand sharp domain walls and fractional degree vortices (which one should be able to see approximately when ξ is suitably large) on the boundaries of such domain walls, we consider another asymptotic in section 3. If we first let → 0 + while keeping ξ fixed, and then let ξ → +∞, we can examine the behavior of domain walls as well as degree 1 2 vortices at the boundaries of these domain walls. If the boundaries of domain walls are fixed, we show the domain walls have to become straight line segments. Various simple analyses are also carried out for the case 1 << ξ << log 1 , and ξ → ∞. In general, the limiting configuration can not have domain walls except those due directly to the boundary conditions, and all vortices form pairs (those extra ones presumably go to the boundary of the physical sample). Section 4 is denoted to study dynamics. Vortex dynamics is now well understood for conventional superconductors described by a single Ginzburg-Landau equation (see [11] , [12] 
Minimization of Two-component Order Parameter
In this section, we let → 0+ and fix ξ as any positive constant, and we consider minimization of the energy functional E ,ξ defined in (1.4) for u, v ∈ H 1 (Ω ; C I) with Dirichlet boundary conditions
where g j : ∂Ω → S 1 are smooth maps with degree d j ∈ N I for j = 1, 2. Now we state our main result on such a minimizing problem as follows:
and weakly in H
2)
and h a j 's satisfy
where
as → 0+ , where γ > 0 is a universal constant. Here W g1,g2 is the renormalized energy defined by
is the energy minimizer of the energy functional
where ρ 0 is a positive constant.
As ξ = 0, (2.3) implies that h a j 's are harmonic functions and can be uniquely determined by the boundary conditions. Moreover,
However, if ξ > 0, (2.3) can be written as
where 
7)
and h a is a real-valued harmonic function. 
and v converges (up to a subsequence) to a map of the form
Proposition III. Under the same assumptions of Proposition II, the linear mo-
, and up to a subsequence if necessary: One may find the proof of Proposition I in [3] and [11] . Proposition II and III were proved in [13] and [14] , respectively. Now we prove Theorem I as follows:
Let (v 1, , v 2, ) be the minimizer of the energy functional E ,ξ defined in (1.4) on the
From the standard Direct method, it is easy to obtain the existence of the energy minimizer (v 1, , v 2, ). Let w j, be the energy minimizer of the
, the quantitative properties of w j, 's are well-known. It is obvious that
where O(1) is a bounded quantity independent of . By energy comparison, we have
where e (w) ≡
Then by Proposition II, III and (2.14), we may complete the proof of Theorem I except (2.3). To prove (2.3), we consider the Euler-Lagrange equations of v j, , j = 1, 2 given by
From (2.15) and (2.16), we have
and
for any test function ψ ∈ C ∞ 0 (Ω; R I ). Using integration by parts and Proposition II,
we may obtain 20) for any test function ψ ∈ C ∞ 0 (Ω; R I ). Therefore by (2.19), (2.20) and Proposition III, we may obtain (2.3) and we complete the proof of Theorem I.
Domain Wall of Phase Functions
To see the effect of strong coupling of phase functions, we study the minimization problem of the energy functional (1.4) given by
for u and v ∈ H 1 (Ω ; C I) with Dirichlet boundary conditions having the same degree d. Hereafter, we assume that ξ 1 is a large constant independent of . Then the phase functions of u and v have been strongly coupled by the term
As goes to zero and fix ξ as any constant, Theorem I implies the energy minimizer (u , v ) satisfying that up to a subsequence, u converges to u * and v converges to v * strongly in L 2 (Ω) and weakly in H
Here u * and v * are defined by
where φ and Φ satisfy
Then the renormalized energy can be written as
, and ∂ n is the normal derivative on the boundary ∂Ω. Here the boundary conditions φ 0 and Φ 0 come from the Dirichlet boundary conditions. Now we define the energy density 6) and the energy functional
As ξ goes to infinity, the leading terms of the renormalized energy (3.5) are √ ξP ξ (H; a, b) . As a = b, the energy density
is independent of a. For the minimization of P ξ , we have
From Proposition IV, we may conclude that the strong coupling of phase functions makes vortices of u and v in pairs. Vortices in pairs form an interesting phenomenon called vortex confinement which was predicted formally by physicists (cf. [20] ). Here we provide a mathematical proof of such a phenomenon. The proof of Proposition IV is obvious. It is easy to check that the constant function H 0 ≡ π/2 is one of the energy minimizers of P ξ on H 1 (Ω ; R I ) , and P ξ (H 0 ; a, a) = 0 , for all a ∈ Ω . Then the energy comparison implies that
Hence H ξ is a constant function, a ξ = b ξ , and we complete the proof of Proposition IV.
Proposition IV shows that vortices of u and v would like to come together in pairs if we ignore the effect of the Dirichlet boundary condition 
is determined later, and
and h 0 is the unique solution of the ordinary differential equation given by
(3.14)
From the standard theorem of ordinary differential equations,
where κ is a positive constant. Moreover,
then by (3.15) and (3.16), there exists
It is easy to check that
, we let h a,b be the harmonic function with admissible boundary conditions that 
where c 0 is a positive constant from (3.17). Thus
By (3.22), we have
Such a convergence may be up to a subsequence. For notation convenience, we may use the same sequence to denote it in the rest of this paper. Please note that Θ a − Θ b is well-defined only in Ω\L , where L = {(x, 0) : α ≤ x ≤ β} is the line segment joining a and b. We may
The equation (3.24) is a standard singular perturbation problem(cf. [1] , [15] , [21] , etc). Hence by (3.23) and (3.24), we have
and (3.10) holds. LetĤ(x,ŷ) = H ξ x,ŷ/ √ ξ . Then by (3.25), we have
for σ > 0 , where c 0 is a positive constant from (3.17). Here we have used the fact
. Consequently, we have the lower bound estimate
by letting σ go to zero. Therefore we may complete the proof of Theorem II.
Remark II.1. We may generalize Theorem II to the case that Assume the boundary conditions u
In this case one can show:
,ξ ) are minimizers of (1.4) such that u 
. This would contradict the energy upper bound if ξ is sufficiently large. Bad case 1. Domain wall is simply a line connecting end points of Γ 1 :
Here we assume Γ 1 ⊆ ∂Ω a smooth connected curve such that the line segment joining endpoints of Γ 1 is contained in Ω. Now we assume the boundary conditions satisfying 
Here we have used the assumption 1 << ξ << log 1 , and l 1 =length of the segment connecting endpoints of Γ 1 . On the other hand, by the first two integrals of the energy functional (1.4), it is easy to see
Thus the minimizing map has exactly d vortices for each component. Suppose when √ ξ → +∞, ( → 0) these vortices do not come together. Then as for the Good case described above, we may get contradiction by energy comparisons as there would be some extra domain walls. Furthermore, by Theorem II and energy asymptotic expansion, we have
Bad case 2. Assume deg g 1 = deg g 2 ,and both g s are smooth but g 1 · g 2 = 0 on ∂Ω: Since the minimum energy upper bound ≤ 2πd log 1 (1 + δ) , ∀δ > 0 it is obvious that log 1 >> ξ. This already implies that both u 
Dynamics of Domain Walls
Now we study the dynamics of vortices connected by domain walls governed by a system of coupled Ginzburg-Landau equations given by
with the Neumann boundary conditions and initial conditions as follows:
The solution (u, v) of (4.1)-(4.5) may depend on and ξ. For simplicity, we only use (u, v) to denote it. Here Ω is a two-dimensional, smooth, bounded domain, , ξ and λ ,ξ are positive parameters, and (u, v) : Ω × R I + → C I 2 is smooth. For the initial data U 0 ,ξ (x) and V 0 ,ξ (x), we make the following assumptions:
where K is a positive constant independent of and ξ,
weakly in H 
where C ξ is a positive constant depending on ξ.
ξ forms a domain wall L 0 which is a line segment joining points a and b, and satisfies
where P ξ is defined in (3.7), L 0 is the length of L 0 , and c 0 (defined in (3.11)) is a positive constant independent of ξ, a and b,
as ξ → +∞ , where E ,ξ is defined in (3.1), and |Ω| is the volume of Ω, and o ξ (1) is a small quantity which tends to zero as ξ → +∞.
The system of equations (4.
where E ,ξ (u, v) is defined in (3.1), and λ ,ξ is a positive constant for time scale depending only on and ξ. As ξ = 0, the problem (4.1)-(4.5) becomes a standard Ginzburg-Landau equation, and the vortex dynamics is well-known (cf. [11] and [12] ). Basically, vortices are static when the time scale is of O (1) , and vortices start to move and the motion is governed by a system of ordinary differential equations when the time scale is of O (− log ). In this section, we assume − log ξ 1 and find out the different dynamic law of vortices due to the effect of domain walls. When the time scale is of order O(1), vortices are still static. In the time scale of order O √ ξ , the curved domain walls do a motion by the mean curvature while fractional degree vortices located at the boundaries of domain walls are essentially static. Furthermore, in the time scale of order O − (log ) / √ ξ , the domain wall has become a line segment and starts to shorten itself in constant speed, and pulls vortices at the ends of the domain wall to be a pair. Such a new vortex dynamic law is illustrated by two theorems. One is for the time scale of order O (1) , and the other is for the time scale of order O − (log ) / √ ξ . For such a time scale, first we let tend to zero and fix ξ as any constant, and then let ξ tend to ∞. Now we state these two theorems as follows:
. Then we have the following conclusions:
7)
Proof of Theorem III:
The proof is identical to that for Theorem 3.7 in [10] and Theorem 2.1 (i) and (ii) in [12] . The only difference is the sine-Gordon type equations (4.6) and (4.7) of the phase function H ξ . We may explain that as follows: By Proposition 1.2 of [13] , as → 0+(up to a subsequence), U ,ξ and V ,ξ have the limit functions U 0,ξ and V 0,ξ with the form
Now we take the wedge product for u and the equation ( 
Here h a (x) and h b (x) are functions defined later on the whole Ω with
on the boundary ∂Ω. We define the renormalized energy by
It is easy to check that (4.10) is well-defined and equal to
The third integral can be written as
. To minimize such an integral, we set h a,b as a harmonic function, and H a,b is the energy minimizer of the energy functional
with
on the boundary ∂Ω. Note that
(for all sufficiently small r > 0) and hence such h a,b (x)(up to constants) and H a,b (x)(mod π) exist. As ξ → ∞, by Theorem II, the domain wall L comes out, and the second integral of (4.11) becomes
where c 0 is the positive constant defined in Theorem II, L is the line segment joining a and b, |L| is the length of L, and o ξ (1) is a small quantity tending to zero as ξ goes to infinity. Hence the renormalized energy satisfies
It is well-known that the renormalized energy is crucial to the dynamics of vortices.
Hence the dynamics of the domain wall may dominate the dynamics of vortices. This may result in new dynamics of vortices.
The main result of this section is 14) for each ξ > 0 and 0 ≤ t ≤ T as → 0+, where a ξ (t) and b ξ (t) are two distinct points in Ω, (φ ξ (x, t), Φ ξ (x, t)) is the solution of the problem 
Theorem IV. Under the same assumptions of Theorem III and the assumptions
(A 5 ) and (A 6 ), if λ ,ξ = log 1 / √ ξ, then U ,ξ (x, t) → x − a ξ (t) |x − a ξ (t)| e i φ ξ (x) weakly in H 1 loc Ω \{a ξ (t)} , (4.13) V ,ξ (x, t) → x − b ξ (t) |x − b ξ (t)| e i Φ ξ (x) weakly in H 1 loc Ω \{b ξ (t)} ,(4.⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ ∆h ξ = 0 in Ω , ∆H ξ = −ξ sin 2 Θ a ξ (t) − Θ b ξ (t) + H ξ in Ω , ∂ ν φ ξ = −∂ ν Θ a ξ (t) on ∂Ω , ∂ ν Φ ξ = −∂ ν Θ b ξ (t) on ∂Ω ,(4.d d t a(t) = c 1 − → a b , d d t b(t) = −c 1 − → a b ,(4.
Proof of Theorem IV:
As ξ is positive and finite, we may follow the same idea of the proof of Theorem 2.1 (iii) in [12] , and we may obtain (4.13)-(4.15). Now we may sketch the proof as follows:
Step 1. We define
, where T ,ξ is defined as in the proof of Theorem 2.1 (iii) in [12] . Then µ ,ξ (t) is a family,0 < < 1, of bounded Radon measure for t ∈ [0, T ,ξ ] and ξ > 0.
Moreover, by (4.1) and (4.2), we may calculate
where , it is easy to check that
Hence by the assumption (A 4 ), we obtain
Moreover, by the assumptions (A 5 ) and (A 6 ), and Theorem II, we have
i.e. log 1
Here we have used the assumption that λ ,ξ = log
, and for each j we can find a sequence of 's that goes to zero such that the corresponding sequence of functions η
] pointwise converges to a monotonically nonincreasing function η j ξ (t) for each t ≥ 0. Now we use the diagonal sequence to obtain a sequence of n ↓ 0 such that η j n,ξ (t) pointwise converges to a function η ξ (t) for each t ≥ 0. It is then easy to see that µ ,ξ (0) → 2 as → 0+.
Step 2. The Radon measure obtained in step 1 is of the form µ(t)=π δ a ξ (t) +δ b ξ (t) for two distinct points a ξ (t) and b ξ (t) in Ω. Then by the argument of step 2 and 3 in the proof of Theorem 2.1 (iii) in [12] , we may obtain (4.13)-(4.15), and a ξ (t) and b ξ (t) are continuously dependent on t ∈ [0, ∞) for ξ > 0. Now we want to show that a ξ (t) and b ξ (t) converge uniformly on a finite time interval t ∈ [0, T ] as ξ → ∞(up to a subsequence), where T > 0 is a positive constant. As for the step 3 of pp. 408 in [12] , one may calculate
Hence by (4.19), we may obtain
By various proper choices of
for ξ > 0, where the constant C (Ω) may be different from that in (4.19) . We may use the same notation for convenience. Therefore by Arzela-Ascoli Theorem, we may deduce the uniform convergence of a ξ and b ξ as ξ → ∞(up to a subsequence).
Step 3. Now we want to derive the motion equations of a ξ (t) and b ξ (t) as ξ → +∞. Without loss of generality, we may assume that a = (a ∪ (x, y) :
Then we take sum of them and use integration by parts to obtain 
