We show that the set of all functions is equivalent to the set of all symmetric functions up to deterministic time complexity. In particular, for any function f , there is an equivalent symmetric function f sym such that f can be computed form f sym and vice-versa (modulo an extra deterministic linear time computation). For f over finite fields, f sym is (necessarily) over an extension field. This reduction is optimal in size of the extension field. For polynomial functions, the degree of f sym is not optimal. We present another reduction that has optimal degree "blowup" but is worse in the other parameters.
Introduction
Symmetric polynomials have been central in both arithmetic complexity and Boolean circuit complexity. All function families in ACC 0 are known to reduce to symmetric polynomials via small low-depth circuits. The Boolean majority function and related symmetric functions on {0, 1} n are hard for low-depth circuit classes, but analogous functions over infinite fields have small constantdepth arithmetic formulas [8] . The best-known lower bounds of Ω(n log n) on arithmetic circuit size apply to some simple symmetric functions such as x n 1 + · · · + x n n [5] . Symmetric polynomials have a rich algebraic structure. It is therefore interesting to ask whether they are easier to compute than general polynomials.
Our main results are reductions from a general polynomial f ∈ F[x 1 , . . . , x n ] of degree d to symmetric polynomial(s) g f ∈ F [y 1 , . . . , y N ] of some degree D. Upper and lower bounds are classified according to whether F is a finite or infinite field (and later, a ring), whether one or more queried polynomials g f are involved, by the degree s of F as an extension of F, and by D and N in relation to the given d and n. Once the best achievable combinations of those parameters are determined, the issues become the running time of the reduction, whether it is computable by low-depth circuits or formulas (with oracle gate(s) for the call(s) to g f ), and whether the entire computation is randomized and/or correct only for a large portion of the input space F n .
Symmetric Functions-Hard or Easy?
Here are some contexts in which symmetric functions are hard or powerful. Lu [18] remarked that all of the early circuit lower bounds were proved for symmetric functions such as parity and congruence of Hamming weight modulo m [11, 25, 20, 21] . Grigoriev and Razborov [13] (see also [12] ) proved exponential lower bounds for depth-3 circuits computing certain symmetric functions over finite fields. Beigel and Tarui [7] showed that every language in ACC 0 can be represented as a Boolean symmetric function in quasi-polynomially many arguments, with each argument a conjunction of inputs x i or their negations.
In other contexts, symmetric functions are easy. Over GF(2) they depend on only O(log n) bits of information, and hence have linear-size, O(log n)-depth Boolean circuits. Beame et al. [6] showed that every n-input Boolean symmetric function can be computed by threshold circuits of linear size and O(log log n) depth. Over infinite fields, some symmetric polynomials that are hard over finite fields become easy owing to the availability of polynomial interpolation (see [24] ). The elementary symmetric polynomials, which form an algebra basis for all symmetric polynomials, are easy over all fields, and surprisingly easy in the rings of integers modulo certain composite numbers [14] .
So are symmetric functions hard or easy? Or are there contexts in which they have all levels of complexity? In this paper, we prove some results of this last type. Thus we aim to transfer general issues of complexity entirely into the domain of symmetric functions, where we can avail their special algebraic properties.
Our Results and Techniques
Given a polynomial f (x 1 , . . . , x n ) over a field (or ring) F, the objective is to find a symmetric polynomial f sym , possibly over a larger field F and/or in a different number m of variables, such that f reduces to f sym , and importantly, vice-versa. The reductions from f to f sym are substitutions, meaning we have functions γ 1 , . . . , γ n of possibly-new variables y = y 1 , . . . , y m such that f sym (y) = f (γ 1 (y), . . . , γ n (y)).
Because symmetric functions form an algebra, if γ 1 , . . . , γ n are symmetric then so is f sym . We presume that the γ i are easy to compute; whereupon if f is easy then so is f sym . Thus f sym reduces to f . The reverse reduction, to recover values of f (x) from calls to f sym (y) for suitable y, is the more-problematic one. Let E f be an encoding function that generates y from x, or E f to generate a next y from past history, and let D f stand for decoding the values of f sym . The procedure in general is:
2. Compute z = f sym (y).
3. Possibly iterate, computing y (j) = E f (x, z, z 2 , . . . , z j−1 ) and z j = f sym (y (j) ).
4. Output f (x) as a function D f of the z value(s).
We first make the observation that the reduction above becomes trivial if we do not care about the complexity of the function D f . In particular, consider the following instantiation of the general procedure above. Define f sym (u 1 , . . . , u n ) = n i=1 u i , and for 1 j n define y (j) ∈ F n to be the vector that is zero in every position except position j, where it has the value x j . Note that by our choices z j = x j for every 1 j n. Thus, if we pick D f to be f , then trivially
Of course this reduction is not interesting as the complexity of the reduction is exactly the same as that of computing f , which is undesirable. Our first symmetrization makes z = f (x), so D f is the identity function, but generally needs the encoding function E f (x) to map into an extension field. For 1 j m = n it takes γ j to be the j-th elementary symmetric polynomial e j (x) = S⊆[n],|S|=j i∈S x i , and defines f sym (x) = f (e 1 (x), . . . , e n (x)).
Since the e j are easily computed [14] , so is f sym .
To compute f (b) = f (b 1 , . . . , b n ) by reduction to f sym , we find a = a 1 , . . . , a n such that for each j, b j = e j (a 1 , . . . , a n ), so that
The values a j are found by splitting the univariate polynomial
into linear factors. This is guaranteed to be possible only in the splitting field F of φ b . In other words, the complexity of computing f from f sym via the reduction above is the same as finding roots of a degree n polynomial over F . Using known randomized algorithms for computing roots of a univariate polynomial, the (time) complexity of the reduction is determined by the degree of the extension field F . Now, the degree of F over F is known to equal the least common multiple of the degrees of the irreducible factors of φ b (see [10] ). An easy calculation shows that this degree cannot be more than n O( √ n) . However, this would be too expensive for lower bounds against low-level complexity classes.
Next, we sketch how we get around this predicament. We use the fact proved in [10] that the degree of the splitting field of a random monic polynomial is n O(log n) with high probability. We employ this under two relaxations: (i) If we consider the average-case complexity of f , then it follows immediately that for most inputs, f and f sym are equivalent under pseudo-polynomial time reductions. (ii) Under certain restrictions on the degree of f and |F|, we can talk about worst-case complexity of f and f sym . In particular, we use well-known properties of Reed-Muller codes that have been used numerous times in the local testing algorithms and PCP constructions [3, 2, 1, 16, 15] . However, unlike the local testing results which need to handle errors, in our application we only need to handle erasures-roughly because we can efficiently determine the degree of F without computing the vector a, which leads to better bounds.
The drawback of this reduction is that the degree of F is very large. For comparison, we show by a counting argument that the degree of F need only be O(log q n), which is super-exponentially better than the bound obtained above. However, note that by construction the degree of f sym is no worse than a factor n more than that of f -we show this to be tight with an additive constant factor from the optimal (again by a counting argument).
Our second symmetrization is superior in that it gives linear-time equivalence over any finite field F q . It is inferior only in giving somewhat higher degree of the resulting symmetric polynomial.
The intuition behind the second reduction is somewhat similar to the "reduction" outline earlier that defined D f = f . In particular for every input value x i , we will associate it with the pair (i, x i ). (We can do this over extension fields of finite fields and over reals by thinking of (i, x i ) to be the "base n" representation of x i .) The main idea in defining f sym from f is to convert every input (i, x i ) back to x i . Doing this while ensuring that f sym is symmetric requires a bit of care.
We compare the two methods in the table below, giving the deterministic reductions only. (We've shortened DTIME to DT to fit the table.)
Preliminaries
We denote a field by F. For a prime power q, we denote the finite field with q elements as F q . A function f : F n q → F q is equivalent to a polynomial over F q and we will use deg(f ) to denote the degree of the corresponding polynomial. To express the complexity of our reductions, we set up more notation. For any function f : F n → F: (i) C(f ) denotes its time complexity; (ii) C ε (f ) denotes the time complexity of computing f correctly on all but an ε fraction of the inputs, where 0 < ε < 1; (iii) Over a field F, DTIME(t(n)) denotes O(t(n)) deterministic operations over F; 1 (iv) RTIME(t(n)) likewise denotes O(t(n)) (Las Vegas) randomized operations over F; while (v) for any 0 δ < 1/2, RTIME δ (t(n)) denotes randomized F r -operations when we allow for an error of δ.
When moving from a general function (over a finite field F) to an equivalent symmetric function, the latter must be over an extension field of F. We start with two elementary counting lower bounds on the degree of the extension field and on other parameters. The proofs are in the Appendix. Theorem 1. Let q be a prime power and n 1 be an integer. If every f :
Recall that every function f : F n q → F q is equivalent to a polynomial (over F q ) in n variables and degree at most qn. Next, we will lower bound the degree blow-up necessary in assigning every function to an equivalent symmetric function.
Results for the Elementary Symmetrization
We study the following particular substitution by the elementary symmetric polynomials:
We first note that f sym is almost as easy as f itself.
Proof . Note that the result will follow if we can show how to compute e 1 (a), . . . , e n (a) in DTIME(n(log n) 2 ). This follows from the well-known identity that
since the polynomial on the RHS can be multiplied out via divide-and-conquer and FFT-based polynomial multiplication.
We now consider the problem of showing the converse of Proposition 3, i.e. we would like to bound the complexity of f in terms of the complexity of f sym . We can show the following converses:
Theorem 4. Let f : F n q → F q be a function, then (for any 0 < δ < 1/2) the following are true:
provided q Ω(deg(f )), and
provided 1 x n and deg(f ) min(x(q − 1), O(q √ log n/ log q)).
All of the results above start with the same basic idea, which we present next.
The Basic Idea
Note that we can prove the converse of Proposition 3 if for every b = (b 1 , . . . , b n ) for which we want to compute f (b), we could compute a = (a 1 , . . . , a n ) such that for every 1 i n, b i = e i (a) and evaluate f sym (a) (which by definition would be f (b)). In other words, given the polynomial
we want to completely factorize it into linear factors, i.e. compute a = (a 1 , . . . , a n ) such that
It is not very hard to see that such an a might not exist in F n q . Thus, we will have to look into extension fields of F q . In particular, the splitting field of any polynomial over F q is the smallest extension field over which the polynomial factorizes completely into linear factors. The following result is well-known:
Proposition 5 (cf. [10] ). Let h(X) be a univariate polynomial over F q of degree k. Let s denote the least common multiple of all the distinct degrees of irreducible factors of h(X) (over F q ). Then the splitting field of h(X) is F q s .
Given the above, the algorithm for computing a is direct:
3. Compute an irreducible polynomial of degree s over F q .
Compute the roots of
The correctness of the algorithm follows from the discussion above. (The computation of the irreducible polynomial in Step 3 is to form a representation of the finite field F q s .) To analyze its running time, we define some notation: split(b, q) denotes the time required to compute the smallest s = s(b, q) such that F q s is the splitting field of φ b (X), irr(k, q) is the time required to generate a degree k irreducible polynomial over F q and root(k, q) is the time required compute all the roots of a degree k polynomial over F q .
The above implies the following:
Lemma 6. For any b ∈ F n q , Invert(b) can be computed in time DTIME(n) + split(b, q) + irr(s, q) + root(n, q s ).
This would imply that if Invert(·) can be computed in time T (n), then one has C(f ) C(f sym )+ T (n). Unfortunately, the quantity s in Step 2 above can be as large as n O( √ n) . This implies that T (n) = n O( √ n) , which leads to (1). To get a better time complexity, we will use the fact that for random b ∈ F n q , s(b) is quasi-polynomial with high probability. This almost immediately implies (2) and (3). The rest of the claims follow from the usual testing algorithms for Reed-Muller codes (though in our case we only need to handle erasures).
Some known results that we use to prove Theorem 4 are given in the Appendix.
Proof of Theorem 4
We first bound the time complexity of the Invert(·) algorithm. In particular, Lemma 6, Theorems 18, 20 and 21 show that Invert(b) can be computed in DTIME
Also by using Theorems 17 and 19 instead of Theorem 18 and 20 respectively, one obtains that
Lemma 13 along with the discussion above proves statement (1). Corollary 16 says that for all but an exp(−Ω( √ n)) fraction of b ∈ F n q , we have s(b, q) 2 log 2 n = n log n . This along with the discussion above proves (2) if log s > log 2 n then we halt and output "fail.")
We now move to the proof of (4). Call c ∈ F n q good if s(c, q) n. Note that by Step 2 of Invert(c), we will know if c is good or not. If it is good then we continue with the algorithm else we halt and output "fail." Recall that we want to compute f (b). Note that if b is good then we can run Invert(b) in DTIME(n O(1) log O(1) q) (and hence compute f sym (Invert(b)) = f (b)). However, in the worst-case b need not be good. Thus, we do the following: we pick a random line through b and evaluate the function f restricted to the line on points other than b.
In particular, consider the univariate polynomial P b (X) = f (b + m · X) for a uniformly random m ∈ F n q . Consider any subset S ⊆ F * q with |S| = 4n(deg(f ) + 1). Now by Proposition 23 and Theorem 14 in expectation (over the choice of m), at least 2n(deg(f ) + 1) points in the set {b + α · m|a ∈ S} are good.
We now move to the proof of (5). Call c ∈ F n q good if s(c, q) n log n . (Otherwise call it bad.) Note that by Step 2 of Invert(c), we will know if c is good or bad. If it is good then we continue with the algorithm else we halt and output "fail." Recall that we want to compute f (b). Note that if b is good then we can run Invert(b) in RTIME(n O(log n) log O(1) q) (and hence compute f sym (Invert(b)) = f (b)). However, in the worst-case b might be bad. Thus, we do the following: we pick a random line through b and evaluate the function f restricted to the line on points other than b.
In particular, consider the univariate polynomial P b (X) = f (b + m · X) for a uniformly random m ∈ F n q . Consider any subset S ⊆ F * q with |S| = 3(deg(f ) + 1). (Note that we will need q − 1 3(deg(f ) + 1), which will be satisfied by the condition on q Ω(deg(f )). Now by Theorem 14 in expectation (over the choice of m), at most exp(−Ω( √ log n) · 3(deg(f ) + 1) (deg(f ) + 1) points in the set {b + α · m|α ∈ S} are bad. (The inequality follows for large enough n.) Thus, by Markov's inequality, with probability at least 1/2 (over the choice of m) there are at most 2(deg(f ) + 1) bad points in {b + αm|α ∈ S}. (Recall that we know when a point is bad, and thus we can recognize when we have at most 2(deg(f ) + 1) bad points.) In other words, our algorithm will compute P b (b + αm) correctly for at least deg(f ) + 1 points α ∈ S. Proposition 23 then implies that we can compute P b (X) in DTIME(deg(f ) 3 ) ∈ DTIME(q 3 ) by our assumption on q. Note that we can now read off f (b) = P b (0). Note that the procedure above has an error probability of at most 1/2. We can reduce this to δ by running O(log(1/δ)) independent runs of this procedure and stop whenever we compute f (b).
The proof of (6) is a generalization of the proof for (5) to the multivariate case. In particular, given an integer 1 x n, we pick a random subspace of F n q of dimension x by picking x basis vectors (say e 1 , . . . e x ) at random. Now consider the set S = {b + x j=1 α j · e j |(α 1 , . . . , α x ) ∈ F x q }. It is easy to see that the function f restricted to S is an x-variate polynomial with the degree at most deg(f ) (here the scalars α 1 , . . . , α x are thought of as the variables). Thus, by Corollary 25, we can recover f (b) if at most q − deg(f )/q fraction of the points in S are bad. This happens with probability at least a 1/2 (by Markov's argument and Theorem 14) if exp(−Ω( √ log n)) is at most q − deg(f )/q /2. This inequality is implied by the assumption that deg(f ) O(q √ log n/q). Also we need deg(f ) (q − 1)x to ensure that we can apply Corollary 25 to f projected down to S. Finally, we run the procedure above independently O(log(1/δ)) times to bring the error probability down to δ.
Results for the Second Symmetrization

Functions over Finite Fields
We state our main result for functions defined over finite fields: Theorem 7. Let n 1 be an integer and q be a prime power. Define s = 1 + log n . Then for every function f : F n q → F q , there exists a symmetric function f sym : F n q s → F q such that
C(f ) C(f sym ) + DTIME(n).
In the rest of the section, we will prove the theorem above. Before we describe f sym , we first set up some simple notation (and assumptions). We will assume that we have access to an irreducible polynomial of degree s over F q . 2 In particular, we will assume that every element α ∈ F q s is represented as s−1 =0 α · γ for some root γ ∈ F q s of the irreducible polynomial. Further, we will assume that [n] is embedded into F s−1 q . (Note that by definition of s, q s−1 n.) From now on we will think of i ∈ [n] interchangeably as an integer in [n] and an element in F s−1 q . We first claim the existence of certain polynomials.
Lemma 8.
There exist s-many explicit univariate polynomials π k :
where V is the Vandermonde matrix with the th row being the first s powers of γ q (starting from the 0th power)-note that all the elements γ q are distinct. Thus, we have that α k is the inner product of the kth row of the inverse of the Vandermonde matrix and (α α q α q 2 · · · α q s−1 ). The definition for π k (X) then follows from the (known) expressions for entries of the inverse of the Vandermonde matrix (cf. [17] ).
There exists an explicit n-variate symmetric polynomial φ j (X 1 , . . . , X n ) : (F q s ) n → F q of degree at most sq s such that for any choice of
where we consider
Note that A j (i) = 1 if i = j else A j (i) = 0 for every i ∈ F s−1 q . Now consider the polynomial
2 Otherwise in the reduction we can compute one in time DTIME(s
Now by the properties of A j (·) mentioned above, in the RHS of the equation above for φ j (α 1 , . . . , α n ), the only summands that will contribute are those i for which (α i s−1 , α i s−2 , · · · , α i 1 ) = j (this follows from Lemma 8) . Further each such summand contributes α i 0 to the sum (by Lemma 8) . This proves (9) . Further, it follows from definition that φ j is a symmetric polynomial. Finally, note that for every i ∈ [n], A j (π 1 (X i ), . . . , π s−1 (X i )) has degree (s − 1)(q − 1) · q s−1 . Further, as π 0 has degree q s−1 , deg(φ j ) = q s−1 (s − 1)(q − 1) + q s−1 sq s .
We are now ready to define f sym : F q s → F q . For any a = (a 1 , . . . , a n ) ∈ F n q s , define
Since each of φ 1 , . . . , φ n are symmetric, so is f sym . Further, as each of φ 1 , . . . , φ n has degree at most
, where the last inequality follows from the fact that our choice of s implies q s−1 nq.
In what follows, we will assume that any α ∈ F q s is presented to us as (α s−1 , . . . , α 1 , α 0 ), where α = α s−1 γ s−1 + · · · + α 1 γ + α 0 . Note that this implies that π k (α) (for 0 k s − 1) can be "computed" in constant time. 3 We first prove (7). Given b ∈ F n q s , we will compute a ∈ F n q in DTIME(n) such that f sym (b) = f (a). Note that this suffices to prove (7) . Notice that by definition of f sym , this is satisfied if a j = φ j (b) for j ∈ [n]. Further note that given β 1 , . . . , β s−1 ∈ F q , one can compute A j (β 1 , . . . , β s−1 ) in DTIME(s). 4 This along with the assumption that π k (α) can be computed in constant time for any α ∈ F q s , implies that φ j (b) can be computed in DTIME(ns). This would immediately imply a total of DTIME(n 2 s) for computing a. However, note that as all the a j values are sums, we can compute a in one pass over b with space O(n). Thus, we can compute a from b in DTIME(n), as desired.
Finally, we prove (8) . We will show that given a ∈ F n q we can compute b ∈ F n q s in DTIME(n) such that f (a) = f sym (b). Note that this will prove (8) . Further, notice that we will be done if we can show that for j ∈ [n], a j = φ j (b). The definition actually is pretty easy: for every i = (i s−1 , . . . , i 1 ) ∈ [n], define b i = i s−1 γ s−1 + · · · + i 1 γ + a i . Now it can be checked that φ j (b) = π 0 (b j ) = a j , as desired. Further, it is easy to check that one can compute b in DTIME(n).
Functions over Reals
We state our main result for F = R:
Theorem 10. Let n 1 be an integer. Then for every function f : R n → R, there exists a symmetric function f sym : R n → R such that
The proof is similar to the one for finite fields, so we only sketch the differences here. Towards this end, we think of every element x ∈ R as a triple ( x /n , x mod n, x − x ) ∈ Z × Z × [0, 1). In particular, for any 1 j n, we define where δ ,k = 1 if = k and is zero otherwise. f sym is defined as before and the reduction from f sym to f it also as before. The reduction from f to f sym is also pretty much the same as before except we define b i = i + n · a i + a i − a i .
Conclusions
We have given two efficient ways to reduce a general polynomial r to a symmetric polynomial s. If r is over a finite field F, then s will be over a larger finite field F , but our results show that the increases in degree, field size, and running time are reasonable.
This sheds new light on the question of how usefully the special structure of symmetric polynomials can be leveraged for complexity lower bounds. Among questions for further research, we are interested in aspects of how universality properties of functions such as the determinant polynomials are preserved under our symmetrizations.
which we claim implies q s > n/8. For the sake of contradiction assume that q s n/8. Then note that
which is a contradiction (note that we have used q 2).
A.2 Proof of Theorem 2
Towards this end given a vector a = (a 1 , . . . , a n ) where a i 1 are integers, define the set 
Towards this end, we first bound the size of M.
A.2.1 Bounding |M|
We bound |M v,a,D | by a similar argument used in [19] to bound for the special case of a = (1, k, . . . , k). Consider the following simplex:
We will use |S| to denote the volume of the simplex S. We begin with the following claim:
Claim 1. For all integers n, D 1 and vector a ∈ Z n with a i 1 for i ∈ [n], we have
Consider the map φ that maps every element (i 1 , . . . , i n ) ∈ M to the cube in R n with sides of length 1 and (i 1 , . . . , i n ) as it's lowest corner point, i.e.
Note that the volume of φ(i 1 , . . . , i n ) = 1 (we'll denote this volume as |φ(i 1 , . . . , i n )|). Note that for every (i 1 , . . . , i n ) ∈ M, φ(i 1 , . . . , i n ) ⊆ S n i=1 a i and (i 1 , . . . , i n ) ∈ S 0 . These imply that S 0 ⊆ ∪ (i 1 ,...,in)∈M φ(i 1 , . . . , i n ) ⊆ S n i=1 a i , which proves the claim.
Next, we bound the volume of a simplex:
Lemma 11. For all integers n, D 1 and vector a ∈ Z n with a i 1 for i ∈ [n], we have
Proof . We will prove the lemma by induction on n. Note that when n = 1, the volume of the simplex is D/a 1 , which proves the base case. We assume that the equality holds up to n − 1. Note that
where the equality follows from the inductive hypothesis. Computing the integral completes the proof.
Claim 1 and Lemma 11 implies the following:
Corollary 12. For all integers n, D 1 and vector a ∈ Z n with a i 1 for i ∈ [n], we have
A.2.2 Computing the lower bound for m = n
Note that we have .
For now, we will only consider the case m = n, which implies that we need (d sym + n(n + 1)/2)
which in turn implies that we need
The claimed bound follows from the assumption that s(d + n − 1) 2 o(n) .
B Appendix-Known Results Used in Section 3
We begin with known results on the degree of the splitting field of φ b (X) for b chosen uniformly at random from F n q .
Lemma 13. For every b ∈ F n q , s(b, q) n O( √ n) .
Theorem 21. For any prime power q, integer n 1 and b ∈ F n q split(b, q) ∈ DTIME(n 3 log q).
Finally, we recall some basic results from coding theory.
Proposition 22. Any code with distance d can tolerate d − 1 erasures. Further, for a linear code with block length n and distance d,one can decode from at most d − 1 erasures in DTIME(n 3 ).
The well-known Reed-Solomon code, formed by evaluating univariate polynomials of degree k is a well-known linear codes with distance n − k. This implies the following: Proposition 23. Given the points (α i , y i )) for 1 i k + 1 for distinct a i 's, one can compute the unique degree k polynomial P (X) such that P (α i ) = y i for every i in DTIME(k 3 ).
In fact, the above can be easily done in DTIME(k 2 ) as the unique polynomial P (X) is given by Newton's interpolation formula:
and thus, can be computed in DTIME(n 2 ).
The generalization of Reed-Solomon codes to multivariate polynomial, known as Reed-Muller codes, are also linear-codes with well know distance properties. In particular,
Lemma 24 ([4]
). The Reed-Muller code defined by evaluating n-variate degree k (q − 1)n polynomial over F n q has distance (R + 1)q Q , where Q and R are the quotient and reminder from dividing (q − 1)n − k by q − 1.
Note that the above implies that the Reed-Muller code has distance at least q n− k/(q−1) , which along with Proposition 22 implies that Corollary 25. Given the evaluations of an n-variate degree k polynomial on all but q −k/q fraction of the points in F n q , the polynomial can be uniquely determined in DTIME(n 3 ).
We have now set up everything referenced in the proof of Theorem 4.
