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Bruss[l] $n$ $E_{1}$ , $1\leq$








Bruss[2] Bruss[l] – $m$
Bruss[2] $m=1$ Bruss[l]
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(Bruss[2] $m$ ) $\circ 2$
Smith[4]
– $\beta$ ( $1-\beta$ ) 3 2
Tamaki[5]
$narrow\infty$





$N_{k}=I_{k}+I_{k+1}+\cdots+I_{n}$ , $k=1,2,$ $\ldots,$ $n$
Nk k m
$\tau^{*}$
$P \{N_{\tau}\cdot\leq m\}=\sup_{\tau}P\{N_{\tau}\leq m\}$
$n\leq m$ 1-
$q_{1}q_{2}\ldots q_{n}$ $n>m$ DP(dynamicProgramming)
$v_{i}^{(m)}$ : $i$
$g_{1}^{(m)}$. : $i$ $I_{1}$ $=1$
DP $\text{ }v_{0}^{(m)}\text{ }$




$R_{k_{\dot{\theta}}}= \sum_{k\leq i_{1}<\cdots<:_{j}\leq n}r_{i_{1}}\cdots$ r
$R_{k,0}=1$ Bruss[2]

















$I_{j}$ $N_{1}$ $i$ $N_{1}\geq N_{i+1}$ $N_{1}\leq$













$s^{*}= \inf\{i:g_{i}^{(m)}\geq v_{i}^{(m)}\}$ (2.5)
$i\geq s^{*}-1$ $v_{i}^{(m)}$ $i+1$ 1 $\min(m, n-i)$
(2.2)





$= \inf\{i : 1\geq\kappa_{+1,m}\}$
$= \sup\{i : R_{i,m}\geq 1\}$















$\sum_{j\leq i_{1}<\cdots<i_{m}\leq n}r_{i_{1}}r_{i_{2}}\ldots r_{i_{m}}$
$=$ $\sum_{j\leq i_{1}<\cdots<i_{m}\leq n}(\frac{1}{i_{1}-1})(\frac{1}{i_{2}-1})\cdots(\frac{1}{i_{m}-1})$
$x_{j}=i_{j}/n,$ $t=j/n$ $narrow\infty$ $R_{j,m}$ $R_{m}(t)$
$R_{m}(t)= \int_{t\leq x_{1<}}:.:\cdot\int_{<x_{m}\leq 1}(\frac{dx_{1}}{x_{1}})(\frac{dx_{2}}{x_{2}})\cdots(\frac{dx_{m}}{x_{m}})$
$= \int_{t}^{1}\frac{dx_{1}}{x_{1}}\int_{x_{1}}^{1}\frac{dx_{2}}{x_{2}}\cdots\int_{x_{m-1}}^{1}\frac{dx_{m}}{x_{m}}$
$= \frac{(-\log t)^{m}}{m!}$















$v_{i-1}^{(m)}=p_{i} \max\{\beta g_{i}^{(m)}+(1-\beta)v_{i}^{(m)}, v_{i}^{(m\rangle}\}+q_{i}v_{i}^{(m\rangle}$ (3.1)
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$v_{i-1}^{(m)}=p_{\dot{\mathrm{t}}}^{*} \max\{g_{i}^{(m)}, v_{i}^{(m)}\}+(1-p_{i}^{*})v_{1}^{(m)}$. (3.2)
(3.2) 2 $p_{1}^{*}$.
4 NHPP($non$ –homogeneous $P\sigma isson$ process)
22 NHPP 3
3
$(0,1)$ n $k$ $k/n,$ $1\leq k\leq n$
Presman and Sonin[3] $narrow\infty$




$=e^{\log x} \frac{(-\log x)^{n}}{n!}$
$=x \frac{(-\log x)^{n}}{n!}$ (41)
x l m
(x) $f_{m}(x)$ $x=x^{*}$ (4.1)
$f_{m}(x)=P\{1\leq N(x)\leq m\}$







$(4.\mathit{3})_{\text{ }}(4.4)$ 3 – 3 intensity rate
$\mu(t)=\beta/t$ NHPP $(x, 1)$
$M(x)$
$P\{M(x)=n\}=e^{-\int_{x}^{1}\mu(t)dt_{\frac{\{\int_{x}^{1}\mu(t)dt\}^{n}}{n!}}}$
$=x^{\beta} \frac{(-\beta\log x)^{n}}{n!}$ (4.5)
x l m gm(x) (45)
$g_{m}(x)=P\{1\leq M(x)\leq m\}$
$= \sum_{n=1}^{m}\frac{x^{\beta}(-\beta\log x)^{n}}{n!}$ (4.6)





(4.3) $(4.7)_{\backslash }$ (4.4) (4.8) $x^{**}<x^{*}$ $\beta$
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