We classify the Harish-Chandra modules over the higher rank Virasoro and superVirasoro algebras: It is proved that a Harish-Chandra module, i.e., an irreducible weight module with finite weight multiplicities, over a higher rank Virasoro or super-Virasoro algebra is either a module of the intermediate series, or a finitely-dense module. As an application, it is also proved that an indecomposable weight module with finite weight multiplicities over a generalized Witt algebra is either a uniformly bounded module (i.e., a module with weight multiplicities uniformly bounded) with all nonzero weights having the same multiplicity, or a finitely-dense module, as long as the generalized Witt algebra satisfies one minor condition.
Introduction
The notions of the higher rank Virasoro algebras [13] and the higher rank super-Virasoro algebras [17] appear as natural generalizations of the well-known Virasoro algebra [4] and super-Virasoro algebras (the Neveu-Schwarz superalgebra [12] , the Ramond superalgebra [14] ). As the universal central extension of the complex Lie algebra of the linear differential operators over the circle (the Witt algebra), the Virasoro algebra Vir, closely related to Kac-Moody algebras [5] [6] [7] , is of much interest to both mathematicians and physicists, partly due to its relevance to string theory [15] and 2-dimensional conformal field theory [3] . The Virasoro algebra Vir can be defined as a Lie algebra with basis {L i , c | i ∈ Z} The irreducible representations of the Virasoro and super-Virasoro algebras, which play very important roles in the theory of vertex operator (super)algebras and mathematical physics, are well developed (see for example [2, [6] [7] [8] [9] 16, 18] ). However for the higher rank case, not much has been known except modules of the intermediate series [17, 19, 20] , or Verma-like modules over the centerless higher rank Virasoro algebras [10] .
A weight module is a module V with weight space decomposition:
A weight module is quasi-finite if all weight spaces V λ are finite dimensional. A module of the intermediate series is an indecomposable quasi-finite weight module with all the dimensions of weight spaces (and in super case all the dimensions of weight spaces of "even" or "odd" part) are ≤ 1. It is proved [17] that a module of the intermediate series over a higher rank Virasoro algebra Vir[M] is A a,b , A a ′ , B a ′ or one of their quotients for suitable a, b, a ′ ∈ C, where A a,b , A a ′ , B a ′ all have a basis {x µ | µ ∈ M} such that c acts trivially and
for µ, ν ∈ M; and that a module of the intermediate series over the higher rank superVirasoro algebras SVir[M, s] is one of the three series of the modules SA a,b , SA a ′ , SB a ′ or their quotient modules for suitable a, b, a ′ ∈ C, where SA a,b , SA a ′ have basis {x µ | µ ∈ M} ∪ {y η | η ∈ s + M} and SB a ′ has basis {x η | η ∈ s + M} ∪ {y µ | µ ∈ M} such that c acts trivially and
A uniformly bounded module is a quasi-finite weight module with all weight multiplicities being uniformly bounded. It is proved [19, 20] that a uniformly bounded irreducible module is simply a module of the intermediate series. An irreducible quasi-finite weight module is called a Harish-Chandra module. It is a deep fact (first conjectured in [6] , then proved in [9] and partially proved in [2, 8, 16] ) that a Harish-Chandra module over the Virasoro algebra is either a module of the intermediate series or else a highest or lowest weight module. The same is true for the super-Virasoro algebras [18] . Unlike the Virasoro or super-Virasoro case, a nontrivial highest or lowest weight module, or more generally, a nontrivial Verma-like module [10] for a higher rank Virasoro or super-Virasoro algebra is not a quasi-finite weight module.
The classification of Harish-Chandra modules is definitely an important problem in the representation theory of Lie algebras. Since no Harish-Chandra modules other than modules of the intermediate series have been found for the higher rank Virasoro or superVirasoro algebras, a natural question is:
Does there exist any Harish-Chandra module other than modules of the intermediate series over the higher rank Virasoro or super-Virasoro algebras?
The aim of this paper is to answer this question, mainly we have the following theorem (for the Q-Virasoro algebra, this theorem was obtained in [11] Let m be a positive integer. Let Γ be a nondegenerate additive subgroup of C m , that is, Γ contains a C-basis of C m . Let π i : C m → C be the natural projection from an element of C m to its ith coordinate, i = 1, 2, ..., m. Let A = C[Γ] be the group algebra of Γ with basis {x α | α ∈ Γ}. Define the derivations 
, called a generalized Witt algebra, denoted by W (m, Γ) (see for example [23] ). Note that a generalized Witt algebra defined in [10] is simply a Lie algebra W (1, Γ) with Γ ⊂ C being a free Z-module of finite rank, i.e., it is a centerless higher rank Virasoro algebra using our notion (1.1)). Observe that a generalized Witt algebra W (m, Γ) has a (unique) nontrivial central extension if and only if m = 1, in this case the universal central extension of W (1, Γ) is referred to as a generalized Virasoro algebra in [22] , denoted by W (1, Γ). As an application of Theorem 1.1, we obtain Theorem 1. We believe that Theorem 1.2 will certainly be important to the classification problem of the Harish-Chandra modules over the generalized Witt algebras (especially the classical Witt algebras W n = Der C[t ± 1 , ..., t ± m ], the derivation algebras of the Laurent polynomial algebras of m variables, which is closely related to toroidal Lie algebras, cf. [1] ). This is also one of our motivations to present results here.
The paper is organized as follows. In Section 2, after collecting some necessary information on representations of the higher rank Virasoro algebras, we give the proof of Theorem 1.1 for the case n = 2. Then we complete the proofs of Theorems 1.1 and 1.2 in Section 3.
2. Preliminaries and the Case n = 2 First observe that by regarding a module over a higher rank super-Virasoro algebra as a module over a higher rank Virasoro algebra, using Theorem 1.2, one obtains that a not-finitely-dense Harish-Chandra module over a higher rank super-Virasoro algebra is uniformly bounded, and thus using results in [20] , it is a module of the intermediate series. Thus in the following, we shall only consider the "unsuper" case.
So, let Vir[M] be a higher rank Virasoro algebra, where M is an n-dimensional Zsubmodule of C with n ≥ 2. Following [19] , a Vir[M]-module V is called a GHW module (here GHW stands for "generalized highest weight") if V is generated by a nonzero weight vector v Λ and there exists a Z-basis B = {b 1 , ..., b n } of M such that
The vector v Λ is called a GHW vector with respect to Z-basis B or simply a GHW vector. Highest or lowest weight modules, no matter how the ordering on M is defined [11, 13] , are GHW modules. The following three lemmas are taken from [19] , [21] , [9] respectively. Lemma 2. 
Then there exists a primitive vector with weight λ + j for some j ≥ 0.
By Lemma 2.1, the proof of Theorem 1.1 is equivalent to proving that a nontrivial not-finite-dense quasi-finite irreducible GHW module does not exist. In this section, we shall prove Theorem 1.1 for the special case n = 2.
Thus suppose V is a nontrivial not-finite-dense quasi-finite irreducible GHW Vir[M]-module generated by a GHW vector v Λ with weight Λ = (Λ 0 , h) ∈ C 2 , where M = Zb 1 + Zb 2 such that b 1 , b 2 ∈ C are Z-linear independent and
Here in general, we define
Since for an irreducible weight module, the central element c must act as a scalar h for some fixed h ∈ C, we shall always omit h and simply denote a weight λ = (λ 0 , h) by λ = λ 0 ∈ C. Let P be the set of weights of V . Then P ⊂ Λ + Zb 1 + Zb 2 . Thus when b 1 , b 2 are fixed, we can define an injection
To better understand the following discussion, one can regard Z 2 as the set of integral points in the Oxy-plane.
. Thus without loss of generality, we can suppose
, and using relations (1.1) and by (2.2), we obtain
For any p ∈ Z, it is easy to see that
is also a Z-basis of M. 
, it is also generated by 
is generated by these three elements, a contradiction with that V is a nontrivial irreducible module. Lemma 2.8.
Proof. Denote by I the set in the left-hand side of (2.5). By Lemma 2.7, if 
Thus by Lemmas 2.7 and 2.8, for (i, j) ∈ Z 2 , we have
and for any (i, j) ∈ φ b * 1 ,b * 2 (P ) and any (k, l) ≥ 0,
In
The following rather technical lemma is crucial in obtaining our classification.
Proof. 
is not a weight for any n ∈ Z.
(2.9)
| n ∈ Z} which acts trivially on w by (2.9). This is contrary to Lemma 2.6. Thus we obtain a linear injection
i.e., W is uniformly bounded and the claim is proved.
Since a uniformly bounded module has only a finite number of composition factors, we can take an irreducible Vir[b 
where
Case 2: There exist x 1 , x 2 , x 3 ∈ Z, −x 1 < x 2 < x 3 such that −x 1 , x 3 ∈ I but x 2 / ∈ I, i.e.,
Replacing x 2 by the largest x < x 3 such that (i, j) + x(k, l) ∈ φ(P ), and then replacing x 3 by x 2 + 1 and (i, j) by (i, j) + x 2 (k, l), we can suppose −x 1 < x 2 = 0, x 3 = 1. Choose a nonzero weight vector v λ with weight
} is a Z-linear independent subset of M since kq − lp < 0 (note that k < 0 < l). Note that for any mb
For any a ∈ U(Vir[S]) with weight mb 
is not a weight of V ′ for any n > 0. Now as discussion in Case 1, we obtain that V ′ is not quasi-finite. Thus this case does not occur either.
Case 3: I = (−∞, p] ∪ [q, ∞) for some p, q ∈ Z. Since k, l are coprime and k < 0 < l, we can choose k ′ , l ′ such that
Then {b
Assume that there exists t > 0 such that (i, j) + r(k, l) + (t + 1)(k ′ , l ′ ) / ∈ φ(P ) for all r ∈ I. This means that
But Z\I is either empty or a finite set {p + 1, ..., q − 1}. This falls to Case 1 or Case 2, which is impossible. Thus, we obtain that for any t > 0, there always exists r ∈ I such that
Fix x ∈ Z such that x >> 0, and let s = (k
we have t >> 0, s << 0. In particular, we can assume s < p, so s ∈ I. Since (m, n) / ∈ φ(P ) for all (m, n) > 0, and by (2.12) we have s(k, l) + t(k ′ , l ′ ) = x(1, 1) >> 0, thus we can assume
This proves that we can choose r, s ∈ I, t ≥ 0 such that (2.13), (2.14) hold. Say r < s − 1 (otherwise the proof is similar). Now take
. By (2.13), we can choose a nonzero weight vector v Λ ′ with the weight Λ
Using this, one sees that v Λ ′ is a GHW vector with respect to the Z-basis {b 2 ) corresponds to a point located below and to the left of some point (i, j) + y(k, l) for some y ∈ I, which by (2.7) is in φ(P ), contrary to (2.15). Thus this case does not occur either. This completes the proof of Lemma 2.9. Proof of Theorem 1.1 for the case n = 2. For any i ∈ Z + \{0}, since (−i, −j) ∈ φ(P ) for all j ∈ Z + (cf. Lemma 2.7), by Lemma 2.9, we can let
By (2.7), we have y i+1 ≥ y i ≥ 0, x i+1 ≥ x i ≥ 0. For y ∈ Z, if y ≤ y i then since (0, 0), (−i, y) ∈ φ(P ), by Lemma 2.9, all integral points lying between (0, 0) and (−i, y) and lying on the line linking them must be in φ(P ), i.e.,
Let j, t ∈ Z + \{0}. If y tj ≥ t(y j + 1), then t(−j, y j + 1) = (−tj, t(y j + 1)) ∈ φ(P ), and by (2.17) it gives (−j, y j + 1) ∈ φ(P ), contrary to definition (2.16). This means
Since (0, 1) / ∈ φ(P ) (cf. (2.6)), but (−j, y j ) ∈ φ(P ), by Lemma 2.9, we also have
In particular, taking x = t ∈ Z + \{0}, it implies (−tj, t(y j − 1) + 1) ∈ φ(P ), i.e.,
Using (2.18), (2.20), we obtain j(y i −1)+1 ≤ y ij < i(y j +1) for i, j ∈ Z + \{0}. From this we deduce
This shows that the following limits exist: 21) where the second equation is obtained by symmetry. Since (0, 1) / ∈ φ(P ) and (−j, y j ) ∈ φ(P ), we have (−xj, x(y j − 1) + 1) = (0, 1) + x(−j, y j − 1) / ∈ φ(P ) for all x ∈ (−∞, 0] (cf. (2.19) ). In particular, taking x = −t and by definition (2.16), it means
Note that Lemma 2.9 means that for any i ∈ Z + \{0} there exists j ∈ Z + \{0} such that (−j, i) ∈ φ(P ), i.e., lim j→∞ y j = ∞. Dividing (2.20) by tj and taking lim t→∞ , we obtain α > 0. Dividing (2.22) by t(y j − 1) − 1 and taking lim j→∞ , we obtain β ≤ α −1 . For j ∈ Z + \{0}, we denote
Taking x = j + 1, we have
because −1 + (j + 1)(y j + 1) ≥ j(y j + 1) > y j 2 by (2.18). Thus j + 1 / ∈ I j . So I j is a finite set, and then Lemma 2.9 implies
In particular, taking x = −t ∈ Z, it implies (t(j − 1) − 1, −(t(y j + 1) + 1) ∈ φ(P ), i.e.,
Dividing (2.23) by t(y j + 1) + 1 and taking lim j→∞ , it gives β ≥ α −1 . Thus β = α −1 .
Assume that α = q p is a rational number, where p, q ∈ Z + \{0} are coprime. By Lemma 2.9, there exists some m ∈ Z such that (mp, −mq − 1) = (0, −1) + m(p, −q) / ∈ φ(P ). Say, m > 0. Then again by Lemma 2.9, (0, 0) + i(−mp, mq + 1) ∈ φ(P ) for all i ∈ [0, ∞) since (0, 0) ∈ φ(P ). But taking i >> 0, we have y imp < i(mq+1) because lim i→∞ y imp imp = α = q p . This contradicts the definition of y imp in (2.16).
Thus α is not a rational number. We define a well order > α on Z 2 as follows:
i.e., (i, j) > α (0, 0) if it is located above the line {x(−1, α) | x ∈ R} on the Oxy-plane. First we claim Claim 1. For any ǫ ∈ R + \{0}, there exist p, q ∈ Z + or p, q ∈ Z − such that 0 < q−pα < ǫ. It suffices to prove by induction on n that there exist p n , q n ∈ Z such that (such p n , q n must have the same sign)
Clearly, we can take p 1 = 1 and choose q 1 ∈ Z to satisfy |α−q 1 | < 1 2 . Suppose (2.24) holds for n. Let α n = |p n α − q n |. Choose r n ∈ Z such that |r n α n − 1| < 1 2 α n . Let p n+1 = r n p n , q n+1 = r n q n + 1, then we have
n+1 . This proves the claim.
First assume that Γ + ∩ φ(P ) = ∅, that is, there is no weight located above the line {x(−1, α) | x ∈ R}. Then it can be verified that V is a Verma module defined in [10] , thus is not quasi-finite. To be self-contained, we simply prove its non-quasi-finiteness as follows: For any n > 0, using Claim 1, we can choose
Say, with respect to the ordering > α , ν 1 is the largest elements among all µ i , ν i with c i = 0. Claim 1 shows that one can choose γ ∈ Z 2 such that all µ i , ν i < α γ except that γ < α ν 1 . Applying L γ to (2.25), using that Γ + ∩ φ(P ) = ∅, we obtain an equation which has the form
, we obtain v Λ = 0, a contradiction. Next assume that there exists (i, j) ∈ Γ + ∩ φ(P ). Then for any (k, l) < α (i, j), we must have (k, l) ∈ φ(P ), otherwise by Lemma 2.9 we would have (t(i−k)+i, t(j −l)+j) = (i, j) + t(i − k, j − l) ∈ φ(P ) for all t ≥ 0, which gives the following contradiction: when
We have i < 0 < j or i > 0 > j by (2.6). Say i < 0, and rewrite (i, j) as (−i, j).
For a given n > 0, let ǫ = 1 n (j − iα) > 0. Choose p, q to be as in Claim 1. Then we obtain (0, 0) < α (−p, q) and (−np, nq) < α (−i, j). Note that since q > αp, when m >> 0 we have y mp < mq if p, q > 0 or x −mq < −mp if p, q < 0, i.e., (−mp, mq) / ∈ φ(P ). So we can let m ≥ n be the largest integer such that (−mp, mq) ∈ φ(P ). Let v λ be a nonzero weight vector with weight λ = φ −1 (−mp, mq), then v λ generates a nontrivial highest weight Vir[−pb 1 
′ is trivial, then it is a trivial module over a rank two Virasoro algebra Vir[−pb 1 + qb 2 , kb 1 + kb 2 ] which is generated by {L ±(−pb 1 +qb 2 ) , L kb 1 +kb 2 } for some k >> 0, contradicting Lemma 2.6), such that Λ = φ −1 (0, 0) = λ − m(−pb 1 + qb 2 ) is a weight with weight multiplicities at least m by the well-known property of a nontrivial highest weight module over the Virasoro algebra. Since m ≥ n and n is arbitrary, we obtain that the weight multiplicity of Λ is infinite and so V is not quasi-finite. This proves that a nontrivial irreducible GHW Vir[M]-module does not exist and thus we obtain Theorem 1.1 for the special case n = 2.
Proofs of the Theorems in General Case
Now we can complete the proofs of Theorems 1.1, 1.2 as follows. Proof of Theorem 1.1. Let V be a not-finitely-dense Harish-Chandra module over the higher rank Virasoro algebra Vir [M] , where M has rank n ≥ 2. Suppose V is not a module of the intermediate series. Then by Lemma 2.1(2), there exists a GHW vector v Λ and some Z-basis B = {b 1 , ..., b n } of M such that (2.1) holds. Assume that V is nontrivial, then there exists at least some i, 
where π i : C m → C is the natural projection and Γ ⊂ C m is a nondegenerate subgroup. Let D = span{∂ i | i = 1, 2, ..., m} be the Cartan subalgebra of W (m, Γ). Then V has the weight space decomposition: Suppose λ is a weight. Define a linear transformation T λ : V λ → V ′ = V µ + V µ+α 1 + V µ+α 2 as follows: If λ = µ, we take T µ = 1 Vµ to be the embedding. Suppose λ = µ. Then also λ = 0. Let α = µ−λ ∈ Γ. We choose β = α+α 1 or α+α 2 such that α, β are Z-linear independent. From linear algebra, there exists ∂ ∈ D with b 1 = α(∂), b 2 = β(∂) ∈ C being Z-linear independent and λ(∂) ∈ C\{0}. Define
We claim that T λ is an injection. Suppose v = 0 such that T λ (v) = 0. Let Γ ′ = {mα + nβ | m, n ∈ Z} be a rank two subgroup of Γ. Then Vir[Γ ′ ] = span{L γ = x γ ∂ | γ ∈ Γ ′ } is a rank two (centerless) Virasoro algebra isomorphic to the centerless version of Vir[b 1 , b 2 ] . Take a Z-basis {γ 1 = α + β, γ 2 = α + 2β} of Γ ′ . Then from L α v = L β v = 0, we obtain L mγ 1 +nγ 2 v = 0 for all n, m ≥ 0 such that (m, n) = (0, 0). Thus v is a GHW vector.
Since L 0 v = ∂ v = λ(∂)v = 0, v generates a nontrivial GHW Vir[Γ ′ ]-submodule of V , a contradiction with the result we obtained for the case n = 2. Thus T λ is an injection. Therefore we have dim V λ ≤ dim V ′ for all λ ∈ D * , i.e., V is a uniformly bounded module. Now assume that dim V µ+α = dim V µ+β for some α, β ∈ Γ such that α = β and µ + α = 0 = µ + β. Choose ∂ ∈ D such that (µ + α)(∂), (β − α)(∂), (µ + β)(∂) = 0. 
