We enhance the analogy between field extensions and covering spaces by introducing the concept of splitting covering which correspondences to the splitting field in Galois theory. We define semi-topological Galois groups for Weierstrass polynomials and prove the existence of a Galois correspondence. This new tool enables us to study the inverse Galois problem from a new viewpoint.
Introduction
It is well known that there is a Galois correspondence between subgroups of the fundamental group of a topological space X and covering spaces over it which is analogous to the Galois correspondence between field extensions and Galois groups. To make the analogy stronger, we study some covering spaces defined by some polynomials in C(X) [z] . We introduce the splitting coverings for Weierstrass polynomials and define the semi-topological Galois groups for them. We have the following correspondences:
f ields ←→ topological spaces splitting f ields ←→ splitting coverings extension f ields ←→ covering spaces Galois extensions ←→ Galois covering spaces separable polynomials ←→ W eierstrass polynomials Galois groups ←→ semi − topological Galois groups algebraic closures ←→ universal coverings A Weierstrass polynomial f in C(X)[z] is a polynomial such that each root is of degree one. We construct its splitting covering p : E f → X and show that it is smallest among covering spaces that f splits. We define the semi-topological Galois group of f and show that it is isomorphic to the group of covering transformations of E f → X. The proof uses a result of Chase-Harrison-Rosenberg about the existence of Galois correspondence in commutative rings. In the final section, we use semi-topological Galois groups to study the inverse Galois problem. We gives some criterion such that a finite group can be realized as the Galois group of some field extension over Q(i).
Algebraic closures and universal coverings
Throughout this article, unless otherwise stated, X, Y, Z will denote topological spaces which are Hausdorff, path-connected, locally path-connected and semi-locally simply connected. Let C(X) be the ring of all continuous functions from X to C and f = f x (z) = a n (x)z n +a n−1 (x)z n−1 +· · ·+a 0 (x) be an element in C(X) [z] , the polynomial ring with coefficients in C(X). In general, there may no exist a continuous function α : X → C such that f x (α(x)) = 0 for all x ∈ X. For example, on the unit sphere S 1 , there is no continuous function in C(S 1 ) which satisfies the equation z 2 − x = 0. Definition 2.1. Let n ∈ N and f = f x (z) = z n + a n−1 (x)z n−1 + · · · + a 0 (x) ∈ C(X) [z] . f is called a Weierstrass polynomial of degree n on X if for each x ∈ X, f x has distinct n roots. For such f , E = {(x, z) ∈ X × C : f x (z) = 0} is called the solution space of f . A root of f is a continuous function α : X → C such that f x (α(x)) = 0 for all x ∈ X. We say that f splits in X if f has n distinct roots in X. A Weierstrass polynomial is called irreducible if it is irreducible as an element in the ring C(X) [z] .
It is well known that the solution space of a Weierstrass polynomial under the first projection is a covering space over X, and the solution space of a Weierstrass polynomial is connected if and only if the Weierstrass polynomial is irreducible([5, Theorem 4.2, pg 141]).
Since a Weierstrass polynomial f ∈ C(X)[z] may no have solutions in X, it is natural to ask if we can find solutions of f in some covering spaces over X. This is analogous to finding roots of a polynomial in some field extensions in Galois theory. We will see soon that the universal cover of X plays the role of algebraic closure. 
The following basic facts about covering spaces can be found in [3] or [9] . We quote them here since we need to use them often and for the convenience of the reader. Theorem 2.3. Let X, Y, E be connected and locally path-connected topological spaces and x 0 ∈ X, y 0 ∈ Y, e 0 ∈ E. Suppose (E, e 0 ) p → (X, x 0 ) is a covering space and f : (Y, y 0 ) → (X, x 0 ) is a continuous map. Then there exists a lifting f ′ of f ,that is, pf ′ = f if and only if
In particular, if Y is simply connected, then f always has a lifting. 
Proposition 2.5. If f is a Weierstrass polynomial of degree n and Y p → X is a connected covering space, then any two roots of p * f are either equal everywhere or equal nowhere; in particular, p * f has at most n roots.
Proof. Suppose α, β are roots of p * f . Let A = {y ∈ Y | α(y) = β(y)}. Then A is closed in Y as C is Hausdorff. Assume E is the solution space of f , and pr 1 , pr 2 are the first and second projections respectively. For y ∈ A, there is a neighborhood U of p(y) such that pr
Since C is Hausdorff, we may take a smaller neighborhood if necessary such that
Hence A is open in Y . Consequently, A is empty or whole Y . In other words, two roots of p * f are either equal everywhere or equal nowhere; thus, p * f has at most n roots.
→ E i be the solution space of h i , p i+1 = p 1 q 2 · · · q i+1 and π i+1 : E i+1 → C be the projection of the last component. Hence
. By induction, we have E f := E n q:=pn −→ X and
where α j := q * n · · · q * j+1 π j , j = 1, ..., n. Hence E f is connected, and f splits in E f . Note that an element in E f is of the form (· · · (((x, z 1 ), z 2 ) · · · , z n ). We identify it as (x, z 1 , ..., z n ). Then α j becomes the projection of the (j + 1) th component, q becomes the projection of the first component and
It is clear that (pr 1 , pr 2 ) : E f → E is a covering map where pr 1 , pr 2 are the projection to the first and second factor respectively.
Theorem 3.4. Let f be a Weierstrass polynomial of degree n in X.
1. E f q → X is a splitting covering.
2. Splitting covering is unique up to covering isomorphisms.
3. E f q → X is a Galois covering.
Proof.
1. Let Y p → X be a covering space such that f splits in Y with roots β 1 , · · · , β n . Let x 0 ∈ X, (x 0 , z 0,1 , · · · , z 0,n ) ∈ E f and y 0 be any element in p −1 (x 0 ). After reordering β 1 , · · · , β n if necessary, we can assume
For any e = (x,
and Y respectively, and q| U i and p| V j are homeomorphisms. Since V j is path-connected and by (1), π(V j ) ⊂ U i for some i. Hence
is a homeomorphism. Therefore, if π(Y ) ∩ U i = φ, then π(V j ) ∩ U i = φ for some j, and hence
2. Let x 0 ∈ X and e 0 ∈ q −1 (x 0 ) Suppose Y p → X is also a splitting covering. Then by the proof of part one, there exists a covering map π : E f → Y and a covering map π ′ :
commutes, and π ′ (π(e 0 )) = e 0 . By the unique lifting theorem,
Hence the coverings Y p → X and E f q → X are isomorphic.
3. Let x 0 ∈ X and e 0 , e 1 ∈ q −1 (x 0 ). By the argument in the first part, we have π 0 : (E f , e 0 ) → (E f , e 1 ) and
By the unique lifting theorem,
and hence π 0 ∈ A(E f /X). Therefore, A(E f /X) acts transitively on q −1 (x 0 ).
Recall that in Galois theory, the splitting field of a separable polynomial is Galois over the base field. The above result makes a parallel correspondence between splitting fields and splitting coverings. Proof. Let x 0 ∈ X, π −1 (x 0 ) = {e 1 , · · · , e n } and y 0 ∈ p −1 (e 1 ). Assume γ i is a path from e 1 to e i in E.
where pr 2 : E → C is the projection to the second factor. Corollary 3.6. Let f be an irreducible Weierstrass polynomial of degree n on X and E π → X be its solution space. Suppose E π → X is a Galois covering. Then E π → X is a splitting covering.
Another construction of splitting coverings
Recall that any symmetric polynomial in n variables can be written as a unique polynomial in the elementary symmetric polynomials, s 0 , · · · , s n−1 where
Hence there is a unique polynomial in n variables δ(a 0 , · · · , a n−1 ) such that
The polynomial δ(a 0 , · · · , a n−1 ) is called the discriminant polynomial. Define
where Z(δ) is the set of zeros of δ.
Lemma 3.7.
1. Let
and π be the projection to B n . Then π : S → B n is an n!-fold covering space.
S fq → X is an n!-fold covering space whereq is the projection to X.
Proof.
1. Similar to [5, pg 88, Lemma 2.2].
Then we get the induced fibre bundle
Then a ′ is a homeomorphism such that the diagram
| | y y y y y y y y X commutes. Hence S fq → X is an n!-fold covering space.
Proposition 3.8. Let E ′ be a connected component of S f and q :=q| E ′ . Then E ′ q → X is a splitting covering.
Proof. By the previous lemma, E ′ q → X is a covering space. Moreover, f splits in E ′ with roots α 1 , · · · , α n where α i is the projection of the (i + 1) th component, i = 1, · · · , n. The result follows as in the proof of Theorem 3.4.
Observe that S π → B n is a Galois covering since the map (a = (a 0 , · · · , a n−1 ),
) is a covering transformation for each σ ∈ S n . Consequently, S π → B n becomes a locally trivial principal A(S/B n )-bundle (A(S/B n ) with discrete topology). Let's recall a classical result about principal G-bundles ([7, pg 51, Theorem 9.9]). Proposition 3.9. Let ξ be a numerable principal G-bundle over B (which is true whenever B is Hausdorff and paracompact), and let f t : B ′ → B be a homotopy. Then the principal G-bundles f * 0 (ξ) and f * 1 (ξ) are isomorphic over B ′ . Corollary 3.10. Let f = z n + n−1 i=0 a i z i and g = z n + n−1 i=0 b i z i be two Weierstrass polynomials on a Hausdorff and paracompact space X and a, b : X → B n :
Let 
Semi-topological Galois groups
All rings are assumed to be commutative rings with identity if without mentioned explicitly. Let f = f x (z) = z n + a n−1 (x)z n−1 + · · · + a 0 (x) be a Weierstrass polynomial on X, and let E f q → X be the splitting covering. We define
which is a subring of C(E f ). The semi-topological Galois group of f is defined to be
where α 1 , · · · , α n : E f → C are the solutions of f .
Although the domain of solutions is mentioned to be the splitting covering in the definition of semi-topological group of f , it is, in fact, not important. To be precise, we have the following proposition. 
Proof. By the definition of splitting coverings, there is a covering map π :
As a result, we obtain an isomorphism Ψ :
Then f is a Weierstrass polynomial, and its solution space E is an n-fold covering of S 1 .
Let p : R → X be defined by p(s) = e 2πsi which is the universal covering space of
, where s ∈ R. It is easy to see that roots of p * f are α j (s) = e
, and the constant function e 2πi n is an element in
Hence φ is uniquely determined by φ(α 1 ).
, and σ n = id. Thus, from the above observations, we have
Proposition 4.4. (Functoriality) Suppose that λ : Y → X is a covering map and f 1 is a Weierstrass polynomial of degree n in X. Let f 2 = λ * f 1 .
1. There is a covering map λ : E f 2 → E f 1 such that the following diagram commutes:
4. The map λ induces a group monomorphism
This follows from a direct computation: (q
3. Since λ is surjective, so λ * :
. Therefore, λ is well defined. It is a direct checking that λ is a group homomorphism. Suppose that λ(φ 1 ) = λ(φ 2 ). Then for any
. So φ 1 = φ 2 and hence λ is injective. In particular, we have a group homomorphism
5 Galois correspondence
Correspondences between commutative rings and groups
For a Weierstrass polynomial f in X, we have two groups associated to f : A(E f /X) and G f . We will show that these two groups are actually isomorphic. In order to do that, we use the Galois theory of commutative rings developed by Chase-Harrison-Rosenberg ( [2] , [4] ). All rings are supposed to be commutative rings with identity and connected, that is, have no idempotent other than 0 and 1 unless otherwise stated.
Definition 5.1.
1.
A commutative R-algebra S is separable if S is a projective S e -module where S e = S ⊗ R S 0 is the enveloping algebra of S.
2. Let R be a subring of S and G be a finite subgroup of Aut R (S). S is said to be G-Galois over R if R = S G := {x ∈ S : σ(x) = x, ∀σ ∈ G}, and there exist elements
where e is the identity in G and Then there is a one-to-one latticeinverting correspondence between subgroups of G and separable R-subalgebras of S. If T is a separable R-subalgebra of S, then the corresponding subgroup is H T = {σ ∈ G : σ(t) = t, ∀t ∈ T }. If H is a subgroup of G, then the corresponding separable R-subalgebra is S H = {x ∈ S : σ(x) = x, ∀σ ∈ H}.
Definition 5.3. Let α 1 , · · · , α n be some symbols. For σ ∈ S n , we denote i 1 ,··· ,in α
We denote α (i 1 ,··· ,i n−1 ) := α and define x j = α I j , j = 1, 2, ..., n! Let σ i := (i i+1 · · · n) ∈ S n (note that the order of σ i is n−i+1.) and σ (i 1 ,··· ,i n−1 ) := σ
for i k = 0, · · · , n − k. Similarly, we define φ i = σ I i for i = 1, 2, ..., n! Finally, we define V n to be the following n! × n! matrix:
, and note that det(V 2 ) = α 2 − α 1 .
Example 5.5. For n = 3,
, and
Lemma 5.6.
The cases l = 1, 2, 3 are obvious. Assume B l−1 = permu{n − l + 2, · · · , n}, l n. Then B l−1 S n , and we have a partition S n /B l−1 . Recall that for τ, ρ ∈ S n ,
Also note that if 0 p, q l − 1, p = q, then (σ 
Moreover, just from the definition, we have B l ⊆ permu{n − l + 1, · · · , n}, and |permu{n − l + 1, · · · , n}| = l! = |B l |. This implies B l = permu{n − l + 1, · · · , n}. Thus, by induction, we proved what we claimed. In particular,
Lemma 5.7. Let T be an integral domain. Suppose α 1 , · · · , α n ∈ T are distinct. Then for each n ∈ N, det(V n ) = 0.
Hence, by definition, we can divide C k+1 into several blocks in the following way:
We want to express det(C k ) in term of det(C k+1 ) and then use induction.
n! (n−k)! and x j = α (j 1 ,··· ,j n−1 ) , we have j k+2 = · · · = j n−1 = 0 and
Multiplying the first row of C k+1 by (−1) and added to each other row, we have
) is a common factor of entries of (p + 1)-row. Take all of them out and let the remaining matrix be D, we get Then λ ∈ p * C(X).
Proof. Since p : Y → X is a quotient map, it suffices to show that for each
Lemma 5.10. Let f be a Weierstrass polynomial in X and split in Y q → X with roots α 1 , · · · , α n . Let R = q * C(X), and let T be a subring of R containing coefficients of f such that
Then the group homomorphism
By Proposition 4.2, we may assume Y = E f which is Galois, and hence Lemma 5.9 and the assumptions demonstrate that
. . .
In other words,
by Lemma 5.6. Since T contains all coefficients of f , G merely permutes α 1 , · · · , α n . Therefore,
2. Since Y is a Galois covering over X, from Lemma 5.9,
Therefore, by part one and Chase-Harrison-Rosenberg Theorem, 
, and for each σ ∈ G f which permutes −→ X is a universal covering space of S 1 . Then G f is cyclic with a generator φ * , where φ : R → R : s → s + 1.
Example 5.13. (cf. Example 4.3) Let X = S 1 = {z ∈ C : |z| = 1} and f = (z 2 − x)(z 2 − 2x), x ∈ S 1 . Then f is a Weierstrass polynomial, and its solution space E is homeomorphic to a disjoint union of two circles and a 4-fold covering of S 1 .
−→ X is the universal covering space of S 1 . p * f = (z 2 − e 2πsi )(z 2 − 2e 2πsi ), where s ∈ R. It is easy to see that
are all roots. By the previous corollary,
Here we give another direct proof of , e.g., α 1 → α 2 , β 1 → β 1 can't induce an element in G f . In fact, this is immediately from the observations
The fundamental theorem of Galois theory
In this section, we will develop a theorem corresponding to the fundamental theorem of Galois theory. More precisely, we will construct an 1-1 correspondences between certain ring extensions and Galois groups, Galois groups and covering transformations, covering transformations and covering spaces. Proof. Since Y is Galois over X, the quotient space π :
Hence the number of each fibre is |G|. Proof. By Proposition 5.22, there exists a Weierstrass polynomial f on X with splitting covering E f q → X equivalent to Y p → X, that is, there is a covering equivalence Φ : Y → E f . Therefore, Φ * gives an isomorphism from C(E f ) to C(Y ) mapping q * C(X) onto p * C(X). As a result of Proposition 5.19,
and C(Y ) is A(Y /X)-Galois over p * C(X).
Groups as Galois groups
The inverse Galois problem is a hundred-year old open problem which asks if every finite group can be realized as some Galois group over the field of rational numbers. Hilbert used his irreducibility theorem to realize some groups like S n and Shafarevich used tools from number theory to show that every solvable finite group can be realized. Recently rigidity method is used to realize many finite groups but there is no way which may realize all finite groups. Here we provide a new viewpoint from our semi-topological Galois theory toward the inverse Galois problem. Proof. Since G is finite, there exists a finite generated free group F and a normal subgroup N of
If F is generated by m elements, then we take m disjoint open discs
By the Galois correspondence of covering spaces, there is a connected covering space
Hence E p → X is Galois. By Theorem 5.21, E is equivalent to the solution space E ′ of some irreducible Weierstrass polynomial f defined on X. Since p ′ : E ′ → X is Galois, by Corollary 3.6, E ′ is the splitting covering of f . By Theorem 5.18, the semi-topological Galois group of f is G. Proof. By the above result, there is a Weierstrass polynomial f = z n +a n−1 z n−1 +· · ·+a 0 ∈ C(X) [ 
Then a(X) ⊂ B n is compact where B n = C n − Z(δ) and δ is the discriminant polynomial. Since Z(δ) is closed in C n , the distance between a(X) and Z(δ) is ε = d(a(X), Z(δ)) > 0. By the Stone-Weierstrass theorem, there areã 0 , · · · ,ã n−1 ∈ Q(i) [x] such that ã j − a j < ε/2n, j = 0, · · · , n − 1
Then for any x ∈ X,
Therefore we have a mapã = (ã 0 , · · · ,ã n−1 ) : X → B n and a Weierstrass polynomialf = z n + n−1 j=0ã j z j . Let H(x, t) := (1 − t)a(x) + tã(x)
for t ∈ [0, 1], x ∈ X. Then |a(x) − H(x, t)| = t|a(x) −ã(x)| < tε/2 ≤ ε/2, so H : X × I → B n is a homotopy between a andã. Hence Corollary 3.10 and Theorem 5.18 imply that
In the following, we fix X a path-connected subset of C. Let E f q → X be the splitting covering of a Weierstrass polynomial f , and let α 1 , · · · , α n : E f → C be all roots of f . We define T := { q * g q * h | g, h ∈ Q(i) [x] , h(x) = 0, ∀x ∈ X} and W := { q * g q * h | g, h ∈ Q(i) [x] , h = 0} ∼ = Q(i)(x).
Lemma 6.3.
Proof. Since T is a subring of W , we have a restriction map r :
by sending ϕ to ϕ| T [α 1 ,··· ,αn] . We use that notation α I := α Proof. Since ∆ 2 ∈ R and ∆ ∈ T [α 1 , ..., α n ], so ∆ 2 ∈ T by assumption. So ∆ 2 = q * g q * h for some g, h ∈ Q(i) [x] and h(x) = 0 for x ∈ X. By Lemma 5.7, Moreover, W [α 1 , · · · , α n ] is the splitting field of f ∈ W [z], and hence, W [α 1 , · · · , α n ] is a Galois extension of W . Since W ∼ = Q(i)(x) and Q(i) is Hilbertian, G f occurs as a Galois group of certain Galois extension L of Q(i) as wished (see [11] ).
