Building upon the general consensus that macroeconomic volatility reduces economic growth since Ramey and Ramey (1995), we empirically show -for over 100 countries during the period 1978-2002 -that a moderate degree of volatility can actually be growth-enhancing while very high volatility is clearly detrimental.
Introduction
The field of macroeconomics had long divided between those that focused on long run economic growth and those that studied short to medium run fluctuations around the long-term trend studied by the former. The idea behind this division was that the impact of short run volatility on growth was, at most, minor. However, Ramey and Ramey (1995) found a strong negative correlation between volatility and long term growth and a literature has emerged to study this relationship.
This negative relation has generally been confirmed in subsequent studies (Martin and Rogers, 2000; Fatás, 2002; Aizenman and Pinto, 2004; and Hnatkovska and Loayza, 2005 ) with a few -albeit partial -exceptions. First, Imbs (2002) reports a positive relation between growth and volatility across sectors although he confirms that the aggregate correlation between these variables across countries remains negative. Another strand of the literature has argued that the relationship between economic growth and volatility might be endogenous. For instance, Rancière, Tornell, and Westermann (2003) show a mechanism by which credit market imperfections in financially open economies could simultaneously lead to higher growth and higher volatility. Along the same lines, Kose, Prasad and Terrones (2005) conclude that higher trade openness brings benefits in terms of higher growth even though it exposes the economy to more volatility arising from external shocks.
While there are many reasons to believe that macroeconomic volatility may lead to lower economic growth, there are also some arguments in favour of a positive relation between volatility and growth. In support of the form view is the fact that volatility tends to be associated with uncertainty which may reduce growth via several channels. First, under risk aversion, uncertainty could induce agents to postpone decisions, and even the more so, the riskier the decisions are. Second, the existence investment irreversibilities could lead to suboptimal investment decisions by firms when faced with uncertainty about the returns of this investment. Servén (1998) confirms empirically the negative link between volatility and investment. A more specific argument is related to the existence of financial constraints, which are bound to increase with macroeconomic volatility, particularly during sharp recessions (Martin and Rogers, 1997; Talvi and Vegh 2000) .
In support of a positive relathionship between volatility and growth is that more volatility could be associated with higher returns and, therefore, higher growth. For this general argument to hold, however, it would be necessary for countries to have risk-sharing mechanisms which would enable to carry them out. A similar argument comes from that the innovation process could be accelerated during high-growth periods -even if they are followed by contraction periods -which should bring more growth. Another argument is the existence of a precautionary motive for savings: more volatility could encourage more savings which -if kept in the domestic economy -would raise investment and, thereby, growth.
Given the above arguments for and against a negative relationship between volatility and growth, one possibility is that the relation between these variables is not linear, i.e. that they are positively correlated for certains levels of volatility while negative for higher levels. The existence of this possibility is what we set out to test in this paper and, in the event of a positive answer, we will also be interested in investigating the underlying reasons for this non-linearity.
Our results confirm that the relation between volatility and growth looks like an inverted-U curve: for certain degrees of volatility its relation to growth is positive while higher levels of volatility certainly appear to hamper growth. When exploring the underlying reasons for this relationship between volatility and growth, we focus on the role and importance of crises. While the consensus view is that crisesbeing associated with high volatility -can be very detrimental for growth (Hnatkovska and Loayza, 2005) , they could also serve as a catalyst for change and, thereby, enhance long term growth. In this vein, Rancière et al. (2003) show, theoretically and empirically, that countries having experienced occasional crises and with a negative skewness of credit growth experience faster income growth on average.
2 One possible explanation for this differing views lies on the different nature of crises. While Hnatkovska and Loayza (2005) The paper is structured as follows. After this brief introduction, Section 2 describes the data used and the empirical strategy followed. Section 3 reports our results
and Section 4 concludes.
Data issues and empirical strategy
We have data for a maximum of 114 countries from 1978 to 2002 which gives us 25 years of data. The list of countries in presented in 
Empirical strategy
In order to empirically determine what the shape of the relation between volatility and growth is and what factors might be behind it, we conduct two different types of exercises.
In the first one, we develop a new approach to unveil the shape of such relation.
To this effect, we run the following regression: z is a set of controls based used in the growth literature and suggested by Levine and Renelt (1992) . These include the logarithm of enrolment in secondary schooling at time t and the average population growth between time t and T. We move away from imposing a linear (or, at most, quadratic) relationship in the relationship between volatility and growth as it has generally been done in the literature and divide up the countries in our sample into four quartiles according to the volatility of their per capita GDP growth. We include the dummies for a country being in each quartile as a ( , ) c t T Q and these are our coefficients of interest. Obviously, in order to avoid multicollinearity, we omit the dummy for the first quartile so that each coefficient corresponds to the effect on growth of being in a given quartile relative to the first quartile.
In the second exercise, we investigate what are the determinants of a country ending up in a different level of macroeconomic volatility (namely in a different quartile). To this effect, we define a categorical variable which takes the value from 1 to 4, depending on the quartile where the observation is placed. Thus, for instance, an observation with a very low level of volatility, which would be in the first quartile of the volatility distribution, would take a value of 1. On the other hand, countries with a higher degree of volatility would be in the fourth quartile and the categorical variable would, therefore, take the value of 4. Next we regress the following equation: 1978-1998 and 1982-2002 , with a maximum of 302 observations. We only consider these two relatively long periods since the relationships that we are investigating (especially the one between volatility and growth) are a long run ones.
Finally, it is important to point out that both estimation procedures are subject to potentially important endogeneity problems between the independent and the dependent variables. We deal with this problem by moving the period over which we calculate the dependent variable forward (the average standard deviation of per capita GDP growth in the first case and the quartile the country belongs to in the second) so that it does not fully overlap with the periods used to compute the variables in the right hand side of the equation.
Results

The non-linear relation between economic volatility and growth
We begin by confirming Ramey and Ramey's result of a negative relationship between volatility and growth in our cross-section, after controlling for the usual determinants of economic growth. The result is maintained for our sample and time span (Column 1, Table 1 below). Furthermore, the estimated coefficients for the control variables (the initial level of per capita GDP, population growth and the fraction of population enrolled in secondary schooling 3 ) are significant with the expected sign.
Although we have confirmed the negative slope of the volatility coefficient, we have assumed linearity in the relation between volatility and growth. We now move to testing whether this is the case. To this end, we divide our sample into four quartiles according to GDP growth volatility and compute the average GDP growth for each of them As it can be seen, the second quartile has higher average growth than the first (Graph 1 below). Average growth is substantially reduced for the observations in the third quartile and it even becomes negative for those in the fourth. We, then, introduce the top three quartiles of the volatility distribution, instead of volatility as such, in the previous cross-section and test for the relation between each of them and economic growth.
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Our results show that a moderate level of volatility -i.e. the second quartile of the distribution -is associated with higher growth in a statistically significant way (Column 2, Table 1 ). On the other hand, very high volatility -i.e. the fourth quartile of the distribution -is accompanied by much lower growth and that this result is significant at close to 1% level. Finally, the observations in the third quartile are not distinguishable from those in the first quartile in terms on their impact on growth.
The different impact of the second and fourth quartile is confirmed when testing for the equality of their coefficients. Such equality is rejected at a 5% significance level for the coefficients of quartiles 2 and 4, but also of quartiles 2 and 3 and 3 and 4 (see tests below Column 2, Table 1 ). These findings point to a non-linear relation between volatility and growth, which has the shape of a Laffer curve.
To check the robustness of the results, we introduce additional potential determinants of economic growth, as controls. We introduce them separately because of their high correlation with each other and with our previous regressors which may lead to collinearity problems. As it turns out, an important determinant of a country's growth rate -although subject to endogeneity problems -is the accumulation of physical capital which is found significant in increasing per capita GPD growth (Column 3, Table 1 ). The non-linear shape of the relation between volatility and growth is basically confirmed although the positive sign of the second quartile is only significant at the 11% level. The second growth determinant introduced is the development of the financial system, measured as the level of credit granted by the banking system to the private sector. This is found significant (Column 4, Table 1 ) and the non-linear shape of the relation between volatility and growth is maintained although this time we obtain a significantly negative sign for countries in the third quartile although the coefficient for the fourth quartile is not significant at any standard significance level. Finally, the F-tests of equality of the quartile coefficients confirm the shape of a Laffer curve. Also in the two robustness tests, we reject the hypothesis that the coefficients of the second and fourth quartiles are the same. In the last regression, when financial development is taken into account, we also reject the equality of the coefficients of the second and fourth quartiles, as well as between the second and the third.
Finally, as an additional robustness test, we re-run the four equations above using panel data. Again, if we assume a linear relation between volatility and growth, the negative coefficient for volatility is confirmed (Column 1 in Table 2 below). When introducing the different quartiles in which we divide observations according to their volatility, the results are also maintained: being in the second quartile leads to relatively higher growth while being in the fourth reduces it considerably (Column 2 in Table 2 ). All other controls for economic growth remain statistically significant, as well as the two included in the robustness tests, namely the physical capital accumulation and the level of financial development. Furthermore, the robustness tests confirm the Laffer curve shape of the relation between volatility and growth (Columns 3 and 4 in Table 2 ). This is also the case of the F-tests of equality of coefficients: in all specifications we reject that the coefficients of the second and fourth quartile are equal and the same is true between those of the second and third quartiles.
The policy implication of such Laffer curve is that very high volatility should clearly be avoided but that some volatility -basically that within the second quartile of the distribution -could be a first best in terms of economic growth. We now move to exploring the reasons behind such Laffer curve, instead of a linear negative relation, between volatility and growth.
The nature of crisis and volatility
As previously mentioned, we explore empirically what explains why certain countries find themselves in higher -rather than lower -quartiles in terms of macroeconomic volatility. We focus on crisis events given their prominence in determining large swings in growth and the role they have acquired in the recent literature.
As a first exercise, we assess, using cross-section data and estimating with an ordered-logit, whether having more crises increases the probability of being in a higher quartile in terms of the macroeconomic volatility. We find that this is the case (Column 1, Table 3 ). This seems to confirm Hnatkovska and Loayza's suggestion that crises are behind the very negative relation between volatility.
We explore the issue further by distinguishing among three main types of crises:
currency, banking and sovereign ones. Graph 2 below depicts the relation between the frequency of different types of crises and the volatility quartiles. The average number of sovereign crises is higher for the third and fourth quartiles but that of banking crises is somewhat lower for the fourth quartile than the second, although it is much higher in the third. Finally, the average number of currency crises is practically the same across quartiles. We move to the regression analysis so as to take into account other potential determinants of macroeconomic volatility.
When regressing the frequency of each type of crises on the different volatility levels (from the first to the fourth quartile) with the same cross-sectional data as before, sovereign crises raise the likelihood of being in a higher quartile at a 1% significance level (Column 2 in Table 3 ). No significant impact is found for currency and banking crises.
As a robustness test, we control for other factors which may influence the level of macroeconomic volatility, such as the variability of the terms of trade, that of inflation, trade openness and the degree of financial development. The first two are relatively obvious factors. The third one has been found to raise volatility although economic growth (Kose, Prasad and Terrones, 2005) . The last one has been associated with lower volatility (Easterly, Islam, and Stiglitz, 2000) . Graph 3 below depicts the relation between these two variables and the four quartiles in which the observations of volatility of per capita GDP growth can be divided. Bank credit to the private sector is clearly lower in the higher volatility quartiles while no clear trend is seen for trade openness. Moving to the regression analysis, the volatility of the terms of trade does not appear to influence the volatility of per capita GDP growth (Column 3 in Table 3 ) while that of inflation increases it in a statistically significant way (Column 4 in Table 3 ). Trade openness does not seem to have an impact while a larger share of bank credit to the private sector reduces it in a significant way (Columns 5 and 6 in Table 3 ). In all cases, except the last, a higher frequency of sovereign crises is associated with a higher volatility quartile.
One explanation for the lack of significance of the frequency of sovereign crises when controlling for financial sector development is that such development may allow agents to use insurance mechanism, thereby, reducing the macroeconomic volatility that a sovereign crisis would, otherwise, cause. In the same vein, only in the last robustness tests, when controlling for financial sector development, do we find that currency and banking crises actually reduce the level of volatility.
Finally, as for the growth equations, we re-run the above regressions with panel data. Again, suffering more crisis, of any sort, does seem to place countries in a higher quartile in terms of macroeconomic volatility (Column 1 in Table 4 ). The explanation is basically the same as before: more sovereign crises place countries in higher volatility levels (Column 2 in Table 4 ). When including other controls, the detrimental impact of sovereign crises -in terms of higher volatility -is confirmed but banking crises appear as beneficial when controlling for the variability of inflation and also financial system development (Columns 4 and 6 in Table 4 ).
The positive influence of banking crises on macroeconomic volatility is in line with Rancière et al. (2003) in as far as very sharp drops in credit generally occurred during -or right after -banking crises.
All in all, sovereign crises a high inflation variability and low financial development seem to explain why countries find themselves in the right part of the Laffer curve relating macroeconomic volatility and growth (i.e., when such relation is negative).
As for the right-hand side of the Laffer curve (i.e., a positive volatility and growth relation) the occurrence of banking crises may help but this result is less robust to different model specifications.
Conclusions
We build upon the general consensus since Ramey and Ramey (1995) When exploring what are the underlying reasons for a Laffer curve depicting the relation between volatility and growth, we focus on the role of crises because of their relevance in explaining large swings in economic growth. While the consensus view is that crises -being associated with high volatility -are very detrimental for growth (Hnatkovska and Loayza, 2005) , they could also serve as a catalyst for change and, thereby, long term growth, following Rancière et al. (2003) . In this vein, we find evidence that the detrimental effect of high volatility is mainly explained by the occurrence of sovereign crises, as well as a low degree of financial development. Banking crises, in turn, reduce volatility for some model specifications, particularly when controlling for financial development. In sum, the existence of a "Laffer curve" between volatility and growth can be attributed, at least in part, to the different nature of the crisis buffeting each country. 
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