OPTIMAL SK-SPLINE APPROXIMATION OF SOBOLEV’S CLASSES ON THE 2-SPHERE by C. Grandison & A. Kushpel
OPTIMAL SK-SPLINE APPROXIMATION OF
SOBOLEV'S CLASSES ON THE 2-SPHERE
￿
C. Grandison
Ryerson University
cgrandis@ryerson.ca
A. Kushpel
Ryerson University
akushpel@ryerson.ca
Abstract The space of
￿
￿
-splines is the linear span of shifts of a single kernel
￿ . In
this article we introduce
￿
￿
-splines on
￿ . It is shown that, with suitably chosen
kernel
￿ , the subspace of
￿
￿
-splines realizes sharp orders of Kolmogorov's
￿ -
widths in different important situations.
1. Introduction
The theory of functions on the two-dimensional sphere was initiated in the
eighteenth century in the works of Laplace and Legendre. Due to the tech-
nical difculties involved, the theory has remained relatively incomplete, as
compared to the theory of functions on the circle or on the torus.
In the case of
￿
￿
￿ , itis not possible to construct, ingeneral, anequidistributed
set of points since there are only nitely many polyhedral groups. Extensive
computations for optimal congurations have been reported in a number of
articles (see, e.g., [6]). However, attempts to nd sets of points on the sphere
which imitate the role of the roots of unity on the unit circle have usually led
to very deep problems in the Geometry of Numbers, Theory of Potential, etc.,
and usually these approaches give us just a measure of the uniformity of the
distribution of points (like cup discrepancy [9] or the minimum possible energy
of a conguration, [4], [24]) rather than explicit constructions.
In the univariate case (on the circle
￿
￿
￿ ) the rate of convergence of the best
(in
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convergence.
A fundamental question for the spline theory on
￿
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The purpose of the current article is to construct a subspace of
S
#
T -splines
which gives the same order of convergence as the subspace of polynomials of
the same dimension and the respective
￿ -widths.
S
+
T -Splines were introduced
and their basic theory developed by Kushpel [7][8], [10][17] and [23].
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In many situations
S
+
T -splines give new examples of optimal subspaces in
sense of Kolmogorov's
￿ -widths (see e.g. [10][17]). It will be shown that
with suitable kernel the subspace of
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References to the previously mentioned results from harmonic analysis can
be found in [1], [5], and [25][27].6
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Proof of Theorem 3.2 The upper bounds in Theorem 3.2 follow from The-
orem 3.1. To get lower bounds we have used known asymptotics for Kol-
mogorov's
￿ -widths (see [2], [3] [18] - [20]) which ensure in particular that
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