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Abstract. In [20], we derived representation formulae for spatially peri-
odic solutions to the generalized, inviscid Proudman-Johnson equation
and studied their regularity for several classes of initial data. The pur-
pose of this paper is to extend these results to larger classes of functions
including those having arbitrary local curvature near particular points
in the domain.
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1. Introduction
In this article, we extend the analysis initiated in [20] concerning blow-up, and blow-
up properties, in solutions to the initial boundary value problem for the generalized,
inviscid Proudman-Johnson equation ([19], [4], [17])
uxt + uuxx − λu2x = I(t), t > 0,
u(x, 0) = u0(x), x ∈ [0, 1],
I(t) = −(λ+ 1) ∫ 1
0
u2x dx,
(1.1)
where λ ∈ R and solutions are subject to periodic boundary conditions
u(0, t) = u(1, t), ux(0, t) = ux(1, t). (1.2)
We note that the equation arises in several important applications, in the presence
or absence of the nonlocal term I(t). For λ = −1, (1.1)i), iii) reduces to the inviscid
Burgers’ equation of gas dynamics differentiated once in space. If λ = −1/2, the
Hunter Saxton equation (HS) describes the orientation of waves in a massive direc-
tor field of a nematic liquid crystal ([13], [2], [8], [25]). For periodic functions, the
HS equation also has a deep geometric meaning as it describes geodesics on a group
of orientation preserving diffeomorphisms on the unit circle modulo rigid rotations
with respect to a right-invariant metric ([15], [2], [22], [16]). If λ = 1
n−1 , n ≥ 2,
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(1.1) i), iii) can be obtained directly from the n−dimensional incompressible Euler
equations
ut + (u · ∇)u = −∇p, ∇ · u = 0
using stagnation point-form velocities u(x,x′, t) = (u(x, t),−λx′ux(x, t)), x′ =
{x2, ..., xn}, or through the cylindrical coordinate representation ur = −λrux(x, t),
uθ = 0 and ux = u(x, t), where r = |x′| , ([4], [23], [21], [17], [10]). Finally, in the
local case I(t) = 0, the equation appears as a special case of Calogero’s equation
uxt + uuxx − Φ(ux) = 0
for arbitrary functions Φ(·) ([3]).
In [20] we derived representation formulae for periodic solutions to (1.1)-(1.2) and,
for several classes of mean-zero initial data, examined their Lp regularity for p ∈
[1,+∞]. For convenience of the reader, the main results established in [20] are
summarized in Theorems 1.3-1.5 below.
Theorem 1.3. Consider the initial boundary value problem (1.1)-(1.2). There exist
smooth, mean zero initial data such that:
1. For λ ∈ (−∞,−2]∪(1,+∞), there is a finite t∗ > 0 such that limt↑t∗ |ux(x, t)| =
+∞ for every x ∈ [0, 1]. Additionally, the blow-up is two-sided (two-sided, ev-
erywhere blow-up).
2. For λ ∈ (−2, 0), there is a finite time t∗ > 0 and a finite number of xj ∈ [0, 1],
j ∈ N, such that limt↑t∗ ux(xj , t) = −∞ (one-sided, discrete blow-up).
3. For λ ∈ [0, 1], solutions persist globally in time. More particularly, these vanish
as t ↑ t∗ = +∞ for λ ∈ (0, 1) but converge to a nontrivial steady state for
λ = 1.
For t∗ > 0 as in Theorem 1.3 above, Theorem 1.4 below examines Lp(0, 1) regularity
of ux for t ∈ [0, t∗) and p ∈ [1,+∞).
Theorem 1.4. Let u in Theorem 1.3 be a solution to the initial boundary value
problem (1.1)-(1.2) defined for t ∈ [0, t∗). Then
1. For p ≥ 1 and 2
1−2p < λ ≤ 1, limt↑t∗ ‖ux‖p < +∞.
2. For p ∈ (1,+∞) and λ ∈ (−∞,−2/p] ∪ (1,+∞), limt↑t∗ ‖ux‖p = +∞.
3. The energy E(t) = ‖ux‖22 diverges if λ ∈ R\(−2/3, 1] as t ↑ t∗ but remains
finite for t ∈ [0, t∗] otherwise. Moreover, E˙(t) blows up to +∞ as t ↑ t∗ when
λ ∈ R\[−1/2, 1] and E˙(t) ≡ 0 for λ = −1/2; whereas, limt↑t∗ E˙(t) = −∞ if
λ ∈ (−1/2,−2/5] but remains bounded when λ ∈ (−2/5, 1] for all t ∈ [0, t∗].
See §2 for details on the class of initial data used to establish Theorems 1.3 and 1.4.
Lastly, let PCR(0, 1) denote the family of piecewise constant functions with zero
mean in [0, 1]. Then, in [20] we proved the following:
Theorem 1.5. For the initial boundary value problem (1.1)-(1.2),
1. Suppose u′′0 (x) ∈ PCR(0, 1) and λ > 1/2. Then, there exist solutions and
a finite t∗ > 0 for which ux undergoes a two-sided, everywhere blow-up as
t ↑ t∗. If λ < 0, a one-sided discrete blow-up may occur instead. In contrast,
for λ ∈ [0, 1/2], solutions may persist globally in time. More particularly,
these either vanish as t ↑ t∗ = +∞ if λ ∈ (0, 1/2), or converge to a nontrivial
steady-state for λ = 1/2.
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2. Suppose u′0(x) ∈ PCR(0, 1) and assume solutions are defined for all t ∈
[0, T ], T > 0. Then no W 1,∞R (0, 1) solution may exist for T ≥ t∗, where
0 < t∗ < +∞ if λ < 0, and t∗ = +∞ for λ ≥ 0. Further, limt↑t∗ ‖ux‖1 = +∞
when λ < −1, while
lim
t↑t∗
‖ux‖p =
{
C, − 1
p
≤ λ < 0, p ≥ 1,
+∞, −1 ≤ λ < − 1
p
, p > 1,
where the constants C ∈ R+ depend on the choice of λ and p.
The reader may refer to [20] for details, and the works [18], [7], [14], [6], [5], [24]
for additional background. The purpose of this work is to extend the above results
to initial data which belongs to classes of functions with varying concavity profile
near certain points in the domain. More particularly, we suppose throughout that
u′0(x) is bounded and, at least, C
0(0, 1) a.e. Then, for λ > 0, we will assume there
are constants q,M0 ∈ R+ and C1 ∈ R−, and a finite number of points αi ∈ [0, 1]
such that, near αi,
u′0(α) ∼M0 + C1 |α− αi|q . (1.6)
Analogously, for λ < 0, we suppose there are constants C2 ∈ R+, m0 ∈ R−, and a
finite number of locations αj 6= αi in [0, 1] such that, in a neighbourhood of αj ,
u′0(α) ∼ m0 + C2
∣∣α− αj∣∣q . (1.7)
We refer to §2.2 for specifics of the above. It is worth mentioning that, for q ∈
(0, 1), the above local estimates may lead to cusps in the graph of u′0, therefore
possible jump discontinuities in u′′0 of infinite magnitude across αi and/or αj . In
contrast, a jump discontinuity of finite magnitude in u′′0 may occur if q = 1. As
we will see in the coming sections, the finite or infinite character in the size of this
jump plays a decisive role, particularly in the formation of spontaneous singularities
for the special case of stagnation point-form solutions to the three dimensional
incompressible Euler equations.
The remaining of the paper is organized as follows. In §2, we provide an outline
for the derivation of the representation formulae established in [20] and provide
further details on the class of initial data to be considered in this article. Then,
new blow-up results are stated and proved in §3, while specific examples are to be
found in §4.
2. Preliminaries
2.1. The General Solution
In [20], we used the method of characteristics to derive a representation formula
for periodic solutions to (1.1). For convenience of the reader, below we give a brief
outline of the derivation.
Define the characteristics, γ, as the solution to the initial value problem
γ˙(α, t) = u(γ(α, t), t), γ(α, 0) = α ∈ [0, 1], (2.1)
so that
γ˙α(α, t) = ux(γ(α, t), t) · γα(α, t). (2.2)
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Then, using (1.1)i), iii) and the above, we obtain
γ¨α = (uxt + uuxx) ◦ γ · γα + (ux ◦ γ) · γ˙α
= (uxt + uuxx) ◦ γ · γα + u2x ◦ γ · γα
= (λ+ 1)
(
u2x ◦ γ −
∫ 1
0
u2xdx
)
· γα
= (λ+ 1)
(
(γ−1α · γ˙α)2 −
∫ 1
0
u2xdx
)
· γα ,
(2.3)
which for λ 6= 0, I(t) = −(λ+ 1) ∫ 1
0
u2xdx, and ω(α, t) = γα(α, t)
−λ, can be written
as
ω¨(α, t) + λI(t)ω(α, t) = 0. (2.4)
Assume we have two linearly independent solutions φ1(t) and φ2(t) to (2.4) satis-
fying φ1(0) = φ˙2(0) = 1 and φ˙1(0) = φ2(0) = 0. Then, since ω˙ = −λγ−(λ+1)α γ˙α and
γα(α, 0) = 1, we deduce that
ω(α, t) = φ1(t)
(
1− λη(t)u′0(α)
)
, η(t) =
∫ t
0
ds
φ21(s)
. (2.5)
Now, uniqueness of solution to (2.1) and periodicity implies that
γ(α+ 1, t)− γ(α, t) = 1 (2.6)
for as long as u is defined. Consequently, simplifying and integrating (2.5)i) with
respect to α gives
γα = K0/K¯0 (2.7)
where we define
Ki(α, t) = 1J (α, t)i+ 1λ
, K¯i(t) =
∫ 1
0
dα
J (α, t)i+ 1λ
, (2.8)
for i ∈ N ∪ {0}, and
J (α, t) = 1− λη(t)u′0(α), J (α, 0) = 1. (2.9)
As a result, (2.2) and (2.9)i) yield, after further simplification,
ux(γ(α, t), t) =
1
λη(t)K¯0(t)2λ
(
1
J (α, t) −
K¯1(t)
K¯0(t)
)
. (2.10)
The strictly increasing function η(t) satisfies the initial value problem
η˙(t) = K¯0(t)
−2λ
, η(0) = 0, (2.11)
from which the existence of an eventual finite blow-up time t∗ > 0 for (2.10) will
depend, in turn, upon the existence of a finite, positive limit
t∗ ≡ lim
η↑η∗
∫ η
0
(∫ 1
0
dα
(1− λµu′0(α))
1
λ
)2λ
dµ (2.12)
for η∗ > 0 to be defined. Moreover, assuming sufficient smoothness, (2.7) and (2.10)
imply that
uxx(γ(α, t), t) =
u′′0 (α)
J (α, t)2− 1λ
K¯0(t)1−2λ, (2.13)
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so that, for as long as it exists, u maintains its initial concavity profile.
2.2. The Data Classes
Suppose solutions exist for t ∈ [0, t∗), 0 < t∗ ≤ +∞. Define
M(t) ≡ sup
α∈[0,1]
{ux(γ(α, t), t)}, M(0) = M0 (2.14)
and
m(t) ≡ inf
α∈[0,1]
{ux(γ(α, t), t)}, m(0) = m0, (2.15)
where αi, i = 1, 2, ...,m, and αj , j = 1, 2, ..., n, denote the finite
1 number of lo-
cations in [0, 1] where u′0(α) attains its greatest and least values M0 > 0 > m0,
respectively. Then, it follows from (2.10) ([20]) that
M(t) = ux(γ(αi, t), t), m(t) = ux(γ(αj , t), t) (2.16)
for 0 ≤ t < t∗. Now, the results of Theorems 1.3-1.5 suggest that the curvature of
u′0 near αi and/or αj plays a decisive role in the regularity of solutions to (1.1).
Therefore, in the following sections, we further examine this interaction by consid-
ering a large class of functions in which u′0(x) is assumed to be bounded, at least
C0(0, 1) a.e., and has arbitrary curvature near the location(s) in question. More
particularly, for λ > 0, we will assume there are constants q ∈ R+ and C1 ∈ R−
such that
u′0(α) ∼M0 + C1 |α− αi|q (2.17)
for 0 ≤ |α− αi| ≤ r, and small enough 0 < r ≤ 1, r ≡ min1≤i≤m{ri}. Similarly, for
λ < 0, we suppose there is C2 ∈ R+ such that
u′0(α) ∼ m0 + C2
∣∣α− αj∣∣q (2.18)
for 0 ≤ ∣∣α− αj∣∣ ≤ s and 0 < s ≤ 1, s ≡ min1≤j≤n{sj}. See Figure 1 below. Now,
for r and s as above, define
Di ≡ [αi − r, αi + r], Dj ≡ [αj − s, αj + s].
Then, below we list some of the data classes that admit the asymptotic behaviour
(2.17) and/or (2.18) for particular values of q > 0.
• u0(x) ∈ C∞(0, 1) for q = 2k and k ∈ Z+ (see definition 3.108).
• If q = 1, u′′0 (x) ∈ PC(Di) for λ > 0, or u′′0 (x) ∈ PC(Dj) if λ < 0.
• In the limit as q → +∞, u′0(x) ∈ PC(Di) for λ > 0, or u′0(x) ∈ PC(Dj) if
λ < 0.
• From (2.17), we see that the quantity
[u′0]q;αi = sup
α∈Di
|u′0(α)− u′0(αi)|
|α− αi|q (2.19)
is finite. As a result, for 0 < q ≤ 1 and λ > 0, u′0 is Ho¨lder continuous
at αi. Analogously for λ < 0, since
[u′0]q;αj = sup
α∈Dj
|u′0(α)− u′0(αj)|
|α− αj |q
(2.20)
1One possibility for having an infinite number of these points will be considered later on
via a limiting argument.
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is defined by (2.18).
• For λ > 0 and either N < q < N+1, N ∈ N, or q > 0 odd, u′0(α) ∈ C
N+1
(Di).
Similarly for λ < 0.
Figure 1. Local behaviour of u′0(α) satisfying (2.17) for
several values of q > 0, α = 1/2, M0 = 1 and C1 = −1.
3. Blow-up
In this section, we study regularity properties in solutions to (1.1)-(1.2) which,
according to the sign of λ, arise from initial data satisfying (2.17) and/or (2.18).
More particularly, finite-time blow-up and global existence in time are examined
using Lp(0, 1) Banach spaces for p ∈ [1,+∞]. Set
η∗ =
{
1
λM0
, λ > 0,
1
λm0
, λ < 0.
(3.1)
Then, as η ↑ η∗, the space-dependent term in (2.10) will diverge for certain choices
of α and not at all for others. Specifically, for λ > 0, J (α, t)−1 blows up earliest as
η ↑ η∗ at α = αi, since
J (αi, t)−1 = (1− λη(t)M0)−1 → +∞ as η ↑ η∗ = 1
λM0
.
Similarly for λ < 0, J (α, t)−1 diverges first at α = αj and
J (αj , t)−1 = (1− λη(t)m0)−1 → +∞ as η ↑ η∗ =
1
λm0
.
However, blow-up of (2.10) does not necessarily follow from this; we will need to
estimate the behaviour of the time-dependent integrals
K¯0(t) =
∫ 1
0
dα
J (α, t) 1λ
, K¯1(t) =
∫ 1
0
dα
J (α, t)1+ 1λ
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as η ↑ η∗. To this end, in some of the proofs we find convenient the use of the Gauss
hypergeometric series ([1], [9], [12])
2F1 [a, b; c; z] ≡
∞∑
k=0
(a)k (b)k
(c)k k!
zk, |z| < 1, (3.2)
for c /∈ Z− ∪ {0} and (x)k, k ∈ N ∪ {0}, the Pochhammer symbol (x)0 = 1, (x)k =
x(x+ 1)...(x+ k − 1). Also, we will make use of the following results:
Lemma 3.3. Suppose |arg (−z)| < pi and a, b, c, a− b /∈ Z, then the analytic contin-
uation for |z| > 1 of the series (3.2) is given by
2F1[a, b; c; z] =
Γ(c)Γ(a− b)(−z)−b2F1[b, 1 + b− c; 1 + b− a; z−1]
Γ(a)Γ(c− b)
+
Γ(c)Γ(b− a)(−z)−a2F1[a, 1 + a− c; 1 + a− b; z−1]
Γ(b)Γ(c− a)
(3.4)
where Γ(·) denotes the standard gamma function.
Proof. See for instance [9], [12]. 
Lemma 3.5. Suppose b < 2, 0 ≤ |β − β0| ≤ 1 and  ≥ C0 for some C0 > 0. Then
1
b
d
dβ
(
(β − β0) 2F1
[
1
q
, b; 1 +
1
q
;−C0 |β − β0|
q

])
= (+ C0 |β − β0|q)−b (3.6)
for all q ∈ R+ and b 6= 1/q.
Lemma 3.5 above is a generalization of Lemma 4.5 in [20]. Its proof follows similar
reasoning. Finally, the next Lemma provides us with additional tools for estimating
the behaviour, as η ↑ η∗, of time-dependent integrals of the type K¯i(t). Its proof is
deferred to §3.2.
Lemma 3.7. For some q ∈ R+, suppose u′0(α) satisfies (2.17) when λ ∈ R+, or
(2.18) if λ ∈ R−. It holds:
1. If λ ∈ R+ and b > 1
q
, ∫ 1
0
dα
J (α, t)b ∼ CJ (αi, t)
1
q
−b (3.8)
for η∗ − η > 0 small and positive constants C given by
C =
2mΓ
(
1 + 1
q
)
Γ
(
b− 1
q
)
Γ (b)
(
M0
|C1|
) 1
q
. (3.9)
Here, m ∈ N denotes the finite number of locations αi in [0, 1].
2. If λ ∈ R− and b > 1
q
, ∫ 1
0
dα
J (α, t)b ∼ CJ (αj , t)
1
q
−b (3.10)
for η∗ − η > 0 small and positive constants C determined by
C =
2nΓ
(
1 + 1
q
)
Γ
(
b− 1
q
)
Γ (b)
( |m0|
C2
) 1
q
. (3.11)
Above, n ∈ N represents the finite number of points αj in [0, 1].
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3. Suppose q > 1/2 and b ∈ (0, 1/q), or q ∈ (0, 1/2) and b ∈ (0, 2), satisfy 1
q
, b,
b− 1
q
/∈ Z. Then for λ 6= 0 and η∗ as defined in (3.1),∫ 1
0
dα
J (α, t)b ∼ C (3.12)
for η∗ − η > 0 small and positive constants C that depend on the choice of λ, b
and q. Similarly, the integral remains bounded, and positive, for all η ∈ [0, η∗] and
λ 6= 0 when b ≤ 0 and q ∈ R+.
The outline of this section is as follows. In §3.1, we examine Lp, p ∈ [1,+∞]
regularity of solutions arising from initial data satisfying (2.17) and/or (2.18) for
q = 1. Then, in §3.2 the case of arbitrary q ∈ R+ is studied. Also, regularity results
concerning a class of smooth initial data larger than the one studied in [20] are
discussed. We remark that the case q = 1 is considered separately from the more
general argument in §3.2, due to the assumptions in Lemma 3.7.
3.1. Global Estimates and Blow-up for q = 1
In [20], we showed that for a particular choice of piecewise linear u′0(α), a special
class of solutions to the 2D Euler equations (λ = 1) could develop a singularity in
finite-time, whereas, for the corresponding 3D problem (λ = 1/2), solutions may
converge to a nontrivial steady state as t → +∞.2 Therefore, it is of particular
interest to determine how these results generalize to initial data satisfying (2.17)
for q = 1. In fact, in this section we will examine Lp regularity in ux for λ ∈ R and
p ∈ [1,+∞].
3.1.1. L∞ Regularity for q = 1.
Theorem 3.13. Consider the initial boundary value problem (1.1)-(1.2) with u′0(α)
satisfying, for q = 1, either (2.17) when λ > 0, or (2.18) if λ < 0. It holds,
1. For λ > 1/2, there exists a finite t∗ > 0 such that both the maximum M(t)
and the minimum m(t) diverge to +∞ and respectively to −∞ as t ↑ t∗.
Moreover, for every α /∈ ⋃i,j{αi} ∪ {αj}, limt↑t∗ ux(γ(α, t), t) = −∞ (two-
sided, everywhere blow-up).
2. For λ ∈ [0, 1/2], solutions exist globally in time. More particularly, these van-
ish as t ↑ t∗ = +∞ for λ ∈ (0, 1/2) but converge to a nontrivial steady-state
if λ = 1/2.
3. For λ < 0, there is a finite t∗ > 0 such that only the minimum diverges,
m(t)→ −∞, as t ↑ t∗ (one-sided, discrete blow-up).
Proof. Let C denote a positive constant which may depend on λ 6= 0.
Proofs of Statements (1) and (2)
For simplicity, we prove (1) and (2) for the case where M0 occurs at a single location
α ∈ (0, 1)3. By (2.17), there is 0 < r ≤ 1 small enough such that +M0 − u′0(α) ∼
2see Theorem 1.5 in §1.
3The case of finitely many αi ∈ [0, 1] follows similarly.
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− C1 |α− α| for 0 ≤ |α− α| ≤ r, C1 < 0 and  > 0. Then∫ α+r
α−r
dα
(+M0 − u′0(α))
1
λ
∼
∫ α+r
α−r
dα
(− C1 |α− α|) 1λ
=
2λ
|C1| (1− λ)
(
1−
1
λ − (+ |C1| r)1− 1λ
) (3.14)
for λ ∈ (0,+∞)\{1}. Consequently, setting  = 1
λη
−M0 in (3.14) gives
K¯0(t) ∼
{
C, λ > 1,
2λM0
|C1|(1−λ)J (α, t)
1− 1
λ , λ ∈ (0, 1) (3.15)
for η∗ − η > 0 small, η∗ = 1λM0 and J (α, t) = 1 − λη(t)M0. Following a similar
argument, or using Lemma 3.7(1) with b = 1 + 1
λ
and q = 1, we estimate
K¯1(t) ∼ 2λM0|C1| J (α, t)
− 1
λ (3.16)
for any λ > 0. Suppose λ > 1. Then, (2.10), (3.15)i) and (3.16) give
ux(γ(α, t), t) ∼ C
(
1
J (α, t) −
C
J (α, t) 1λ
)
(3.17)
for η∗ − η > 0 small. Setting α = α into (3.17) and using (2.16)i) implies that
M(t) ∼ CJ (α, t) → +∞
as η ↑ η∗. However, if α 6= α, the second term in (3.17) dominates and
ux(γ(α, t), t) ∼ − CJ (α, t) 1λ
→ −∞.
The existence of a finite t∗ > 0 for all λ > 1 follows from (2.11) and (3.15)i), which
imply
t∗ − t ∼ C(η∗ − η).
Now let λ ∈ (0, 1). Using (3.15)ii) and (3.16) on (2.10), yields
ux(γ(α, t), t) ∼ C
(
1
J (α, t) −
1− λ
J (α, t)
)
J (α, t)2(1−λ) (3.18)
for η∗ − η > 0 small. Setting α = α in (3.18) implies
M(t) ∼ CJ (α, t)1−2λ →
{
0, λ ∈ (0, 1/2),
+∞, λ ∈ (1/2, 1) (3.19)
as η ↑ η∗. If instead α 6= α,
ux(γ(α, t), t) ∼ −CJ (α, t)1−2λ →
{
0, λ ∈ (0, 1/2),
−∞, λ ∈ (1/2, 1) (3.20)
as η ↑ η∗. For the threshold parameter λ = 1/2, we keep track of the constants and
find that, as η ↑ η∗,
ux(γ(α, t), t)→
{ |C1|
4
, α = α
− |C1|
4
, α 6= α. (3.21)
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Finally, (2.11) and (3.15)ii) imply that dt ∼ CJ (α, t)2(λ−1)dη so that
t∗ = lim
η↑η∗
t(η) ∼
{
C
2λ−1
(
C − limη↑η∗(η∗ − η)2λ−1
)
, λ ∈ (0, 1)\{1/2},
−C limη↑η∗ log(η∗ − η), λ = 1/2.
As a result, t∗ = +∞ if λ ∈ (0, 1/2] but 0 < t∗ < +∞ for λ ∈ (1/2, 1). Lastly,
K¯0(t) ∼ −2M0|C1| log(η∗ − η) (3.22)
for 0 < η∗ − η << 1 small and λ = 1. Then, two-sided, everywhere blow-up in
finite-time follows just as above from (2.10), (2.11), (3.16) and (3.22). Finally, the
case λ = 0 follows from the results in [20].
Proof of Statement (3)
For λ < 0, set η∗ = 1λm0 . Then K¯0(t) remains finite, and positive, for all η ∈ [0, η∗].
In fact, one can easily show that
1 ≤ K¯0(t) ≤
(
1 +
M0
|m0|
) 1
|λ|
(3.23)
if λ ∈ [−1, 0), while
0 <
∫ 1
0
(
1 +
u′0(α)
|m0|
) 1
|λ|
dα ≤ K¯0(t) ≤ 1 (3.24)
for λ < −1. Similarly, when λ ∈ [−1, 0) and η ∈ [0, η∗],
1 ≤ K¯1(t) ≤
( |m0|
M0 + |m0|
)1+ 1
λ
. (3.25)
However, if λ < −1, we need to estimate K¯1(t) for η∗ − η > 0 small. To do so,
we proceed analogously to the derivation of (3.15). For simplicity, assume u′0(α)
achieves its least value m0 < 0 at a single point α ∈ (0, 1). Then (2.18) with q = 1
implies that u′0(α) ∼ m0 +C2 |α− α| for 0 ≤ |α− α| ≤ s, C2 > 0 and 0 < s ≤ 1. It
follows that ∫ α+s
α−s
dα
(+ u′0(α)−m0)1+
1
λ
∼
∫ α+s
α−s
dα
(+ C2 |α− α|)1+ 1λ
=
2 |λ|
C2
(
(+ C2s)
1
|λ| −  1|λ|
) (3.26)
for  > 0. By substituting  = m0 − 1λη into (3.26), we find that K¯1(t) has a finite,
positive limit as η ↑ η∗ for λ < −1. This implies that for λ < 0, both time-dependent
integrals in (2.10) remain bounded and positive for all η ∈ [0, η∗]. Consequently,
blow-up of (2.10), as η ↑ η∗, will follow from the space-dependent term, J (α, t)−1,
evaluated at α = α. In this way, we set α = α into (2.10) and use (2.16)ii) to obtain
m(t) ∼ Cm0J (α, t) → −∞
as η ↑ η∗. In contrast, for α 6= α, the definition of m0 implies that the space-
dependent term now remains bounded for η ∈ [0, η∗]. Finally, the existence of a
finite blow-up time t∗ > 0 for the minimum follows from (2.11) and the estimates
on K¯0(t). In fact, by (2.11), t∗ = η∗ for λ = −1, while ([20])η∗ ≤ t∗ < +∞, λ < −1,η∗ (1− M0m0 )−2 ≤ t∗ ≤ η∗, λ ∈ (−1, 0). (3.27)
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See §4 for examples. 
In preparation for the next section, we recall some formulas, as well as upper and
lower bounds, derived in [20] for the Lp norm of ux. For as long as a solution exists,
(2.7) and (2.10) imply that
‖ux(·, t)‖pp =
1
|λη(t)|p K¯0(t)1+2λp
∫ 1
0
∣∣∣∣∣∣ 1J (α, t)1+ 1λp −
K¯1(t)
K¯0(t)J (α, t)
1
λp
∣∣∣∣∣∣
p
dα
for λ 6= 0 and p ∈ [1,+∞). Using the above and some standard inequalities yields
‖ux(·, t)‖pp ≤
2p−1
|λη(t)|p K¯0(t)1+2λp
(∫ 1
0
dα
J (α, t)p+
1
λ
+
K¯1(t)p
K¯0(t)p−1
)
(3.28)
and
‖ux(·, t)‖p ≥
1
|λη(t)| K¯0(t)
2λ+ 1
p
∣∣∣∣∣∣
∫ 1
0
dα
J (α, t)1+
1
λp
− K¯1(t)K¯0(t)
∫ 1
0
dα
J (α, t) 1λp
∣∣∣∣∣∣ . (3.29)
Moreover, the energy function E(t) ≡ ‖ux(·, t)‖22 is explicitly given by
E(t) =
(
λη(t)K¯0(t)1+2λ
)−2 (K¯0(t)K¯2(t)− K¯1(t)2) . (3.30)
Lastly, multiplying (1.1)i) by ux, integrating by parts, and using (1.2), (2.7) and
(2.10), gives
E˙(t) = (1 + 2λ)
∫ 1
0
ux(x, t)
3dx = (1 + 2λ)
∫ 1
0
ux(γ(α, t), t)
3γα(α, t) dα
=
1 + 2λ
(λη(t))3
[
K¯3(t)
K¯1(t) −
3K¯2(t)
K¯0(t) + 2
( K¯1(t)
K¯0(t)
)2] K¯1(t)
K¯0(t)1+6λ .
(3.31)
The reader may refer to [20] for details on the above.
3.1.2. Further Lp Regularity for λ 6= 0, q = 1 and p ∈ [1,+∞).
In the previous section, we established the existence of a finite t∗ > 0 such that
‖ux‖∞ diverges as t ↑ t∗ for all λ ∈ R\[0, 1/2] and initial data satisfying (2.17)
and/or (2.18) for q = 1 relative to the sign of λ. If instead, λ ∈ [0, 1/2], we proved
that solutions remain in L∞ for all time. In this section, we examine further Lp
regularity of ux, as t ↑ t∗, for λ ∈ R\[0, 1/2] and p ∈ [1,+∞).
Theorem 3.32. For the initial boundary value problem (1.1)-(1.2), let t∗ > 0 denote
the finite L∞ blow-up time for ux in Theorem 3.13. Further, for q = 1, suppose
u′0(α) satisfies (2.17) when λ > 0, or (2.18) if λ < 0.
1. For λ > 1/2 and p > 1, limt↑t∗ ‖ux‖p = +∞.
2. For λ < 0 and t ∈ [0, t∗], ux remains integrable; moreover, if 11−p < λ < 0
and p > 1, then ux ∈ Lp for all t ∈ [0, t∗].
3. The energy E(t) = ‖ux‖22 diverges if λ ∈ (−∞,−1] ∪ (1/2,+∞) as t ↑ t∗ but
remains finite for t ∈ [0, t∗] if λ ∈ (−1, 0). Also, limt↑t∗ E˙(t) = +∞ when
λ ∈ (−∞,−1/2)∪ (1/2,+∞), whereas, E˙(t) ≡ 0 if λ = −1/2 while E˙(t) stays
bounded for t ∈ [0, t∗] if λ ∈ (−1/2, 0).
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Proof. Let C denote a positive constant that may depend on the choice of λ and
p ∈ [1,+∞).
Proof of Statement (1)
First, suppose λ > 0 and set η∗ = 1λM0 . For simplicity, we prove part (1) under the
assumption that M0 > 0 occurs at a single point α ∈ (0, 1). Using Lemma 3.7(1)
with b = 1 + 1
λp
, q = 1 and p ≥ 1, yields
∫ 1
0
dα
J (α, t)1+ 1λp
∼ 2λpM0|C1| J (α, t)
− 1
λp (3.33)
for η∗ − η > 0 small. Similarly, taking b = p+ 1λ we find that∫ 1
0
dα
J (α, t)p+ 1λ
∼ 2λM0|C1| (λ(p− 1) + 1)J (α, t)
1−p− 1
λ . (3.34)
Moreover, following the argument that led to estimate (3.15), with 1
λp
instead of
1
λ
, gives ∫ 1
0
dα
J (α, t) 1λp
∼
{
2λpM0
|C1|(1−λp)J (α, t)
1− 1
λp , λ ∈ (0, 1/p),
C, λ > 1/p
(3.35)
for p ≥ 1 and η∗ − η > 0 small. Suppose λ, p > 1 so that λ > 1/p. Then, using
(3.15)i), (3.16), (3.33) and (3.35)ii) in (3.29), implies that
‖ux(·, t)‖p ≥
1
|λη(t)| K¯0(t)
2λ+ 1
p
∣∣∣∣∣∣
∫ 1
0
dα
J (α, t)1+
1
λp
− K¯1(t)K¯0(t)
∫ 1
0
dα
J (α, t) 1λp
∣∣∣∣∣∣
∼ C
∣∣∣CJ (α, t)− 1λp − J (α, t)− 1λ ∣∣∣
∼ CJ (α, t)− 1λ → +∞
as η ↑ η∗. Next, let p ∈ (1, 2) and λ ∈ (1/2, 1/p) ⊂ (1/2, 1). Then, using (3.15)ii),
(3.16), (3.33) and (3.35)i) in (3.29), gives
‖ux(·, t)‖p ≥
1
|λη(t)| K¯0(t)
2λ+ 1
p
∣∣∣∣∣∣
∫ 1
0
dα
J (α, t)1+
1
λp
− K¯1(t)K¯0(t)
∫ 1
0
dα
J (α, t) 1λp
∣∣∣∣∣∣
∼ C
∣∣∣∣1− 1− λ1− λp
∣∣∣∣J (α, t)ρ(λ,p)
= CJ (α, t)ρ(λ,p)
for η∗− η > 0 small and ρ(λ, p) = 2(1−λ)− 1p . However, for λ and p as prescribed,
we see that ρ(λ, p) < 0 for 1 − 1
2p
< λ < 1
p
and p ∈ (1, 3/2). Therefore, for any
λ ∈ (1/2, 1) there is 1 − p > 0 arbitrarily small such that ‖ux‖p → +∞ as η ↑ η∗.
Finally, if λ = 1 we have λ > 1/p for p > 1, as a result, (3.16), (3.22), (3.33) and
(3.35)iii) imply that
‖ux(·, t)‖p ≥
1
|λη(t)| K¯0(t)
2λ+ 1
p
∣∣∣∣∣∣
∫ 1
0
dα
J (α, t)1+
1
λp
− K¯1(t)K¯0(t)
∫ 1
0
dα
J (α, t) 1λp
∣∣∣∣∣∣
∼ CJ (α, t)−1(− log(η∗ − η))−3−
1
p
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for 0 < η∗− η << 1 small, and so, ‖ux‖p → +∞ as η ↑ η∗. The existence of a finite
blow-up time t∗ > 0 follows from Theorem 3.13.
Proof of Statement (2)
Suppose λ < 0 and set η∗ = 1λm0 . First, recall from the proof of Theorem 3.13
that K¯i(t), i = 0, 1 remain finite and positive for all η ∈ [0, η∗]. Furthermore, in
Theorem 3.13 we established the existence of a finite blow-up time t∗ > 0 for the
minimum m(t). Consequently, the upper bound (3.28) implies that
lim
t↑t∗
‖ux(·, t)‖p < +∞ ⇔ limt↑t∗
∫ 1
0
dα
J (α, t)p+ 1λ
< +∞ (3.36)
for λ < 0 and p ≥ 1. However, if p = 1, (3.36)ii) is just K¯1(t), which remains finite
as t ↑ t∗. As a result, ux ∈ L1 for all t ∈ [0, t∗] and λ < 0. If p > 1, we recreate
the argument in (3.26), with p+ 1
λ
instead of 1 + 1
λ
, and find that for 1
1−p < λ < 0
and p > 1, the integral remains finite and positive as η ↑ η∗. Consequently, (3.36)
implies that
lim
t↑t∗
‖ux(·, t)‖p < +∞
for all 1
1−p < λ < 0 and p > 1. We remark that the lower bound (3.29) yields no
information regarding Lp blow-up of ux, as t ↑ t∗, for parameter values −∞ < λ <
1
1−p , p > 1. Nonetheless, we can use (3.30) and (3.31) to obtain additional blow-up
information on energy-related quantities.
Proof of Statement (3)
For λ > 1/2, blow-up of E(t) and E˙(t) to +∞ as t ↑ t∗ is a consequence of part (1)
above. Further, setting p = 2 in part (2) implies that E(t) remains bounded for all
λ ∈ (−1, 0) and t ∈ [0, t∗]. Now, (3.31)i) yields∣∣∣E˙(t)∣∣∣ ≤ |1 + 2λ| ‖ux(·, t)‖33 , (3.37)
and so setting p = 3 in part (2) implies that E˙(t) remains finite for λ ∈ [−1/2, 0)
and t ∈ [0, t∗]. According to these results, we have yet to determine the behaviour
of E(t) as t ↑ t∗ for λ ≤ −1 and E˙(t) when λ < −1/2. To do so, we will use formulas
(3.30) and (3.31). From Lemma 3.7(2) with b = 3 + 1
λ
, q = 1 and λ < −1/2, we
find that
K¯3(t) ∼ 2λ |m0|
C2(1 + 2λ)
J (α, t)−2− 1λ (3.38)
for η∗ − η > 0 small. Also, following the argument in (3.26), with 2 + 1λ instead of
1 + 1
λ
, we derive
K¯2(t) ∼

2λ|m0|
C2(1+λ)
J (α, t)−1− 1λ , λ < −1,
−C log(η∗ − η), λ = −1,
C, λ ∈ (−1, 0).
(3.39)
Since both K¯i(t), i = 0, 1 stay finite and positive for all η ∈ [0, η∗] and λ < 0, (3.30)
tells us that blow-up in K¯2(t) leads to a diverging E(t). Then, (3.39)i) implies that
for λ < −1,
E(t) ∼ CJ (α, t)−1− 1λ → +∞
as η ↑ η∗. Similarly for λ = −1 by using (3.39)ii) instead. Clearly, this also implies
blow-up of E˙(t) to +∞ as t ↑ t∗ for all λ ≤ −1. Finally, from (3.31)ii), (3.38) and
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(3.39)iii),
E˙(t) ∼ Cm
3
0(1 + 2λ)
J (α, t)2+ 1λ
→ +∞
as η ↑ η∗ for all λ ∈ (−1,−1/2). The existence of a finite t∗ > 0 follows from
Theorem 3.13(3). 
From the results established thus far, we are able to obtain a complete description
of the L3 regularity for ux: if λ ∈ [0, 1/2], limt→+∞ ‖ux‖3 = C where C ∈ R+ for
λ = 1/2 but C = 0 if λ ∈ (0, 1/2), while, for t∗ > 0 the finite L∞ blow-up time for
ux in Theorem 3.13,
lim
t↑t∗
‖ux(·, t)‖3 =
{
+∞, λ ∈ (−∞,−1/2] ∪ (1/2,+∞),
C ∈ R+, λ ∈ (−1/2, 0). (3.40)
Remark 3.41. For t∗ > 0 the finite L∞ blow-up time for ux in Theorem 3.13, we
may use (3.31), (3.38) and (3.39), as well as Theorem 3.32, to establish a global
bound on
∫ 1
0
u3xdx if λ ∈ [0, 1/2], or for t ∈ [0, t∗] when λ ∈ (−1/2, 0), whereas
lim
t↑t∗
∫ 1
0
ux(x, t)
3dx =
{
+∞, λ > 1/2,
−∞, λ ≤ −1/2. (3.42)
We also note that, unlike the result in Theorem 1.4(3) of §1, (3.42) and the change
in sign through λ = −1/2 of the term 1 + 2λ in (3.31), prevent the possibility of
blow-up of E˙(t) towards −∞, which might otherwise have played a role in the study
of weak solutions from the point of view of energy dissipation.
Remark 3.43. Notice that the two-sided, everywhere blow-up found in Theorem
3.13 for λ > 1/2 corresponds, in Theorem 3.32, to Lp blow-up of ux for any p > 1.
On the other hand, ux remains integrable for all λ < 0 and t ∈ [0, t∗] but, as t ↑ t∗,
undergoes an L∞ blow-up of the one-sided, discrete type for λ < 0. Then, as the
magnitude of λ < 0 decreases, ux is guaranteed to remain, for t ∈ [0, t∗], in smaller
Lp spaces with p ∈ (1,+∞). In the coming sections, we will find that a similar
correspondence between the “strengths” of the L∞ and Lp, p ∈ [1,+∞), blow-up
in ux, as t ↑ t∗, also holds for other q > 0.
3.2. Global Estimates and Blow-up for λ ∈ R and q > 0
In this section, we study the case of arbitrary q > 0. As in the previous sections, Lp
regularity of ux for λ ∈ R and p ∈ [1,+∞] is examined. In addition, the behaviour
of the jacobian (2.7) is considered. Particularly, we will show that if q ≥ 1, no
blow-up occurs in stagnation point-form solutions to the 3D incompressible Euler
equations, whereas, for the corresponding 2D case, no spontaneous singularity forms
when q ≥ 2. Finally, a class of smooth, periodic initial data larger than the one
considered in [20] is studied. Before stating and proving our results, we first establish
Lemma 3.7 and obtain estimates on K¯0(t) and K¯1(t).
Proof of Lemma 3.7(1)
For simplicity, we prove statement (1) for functions u′0 that attain their greatest
value M0 > 0 at a single location α ∈ (0, 1). The case of several αi ∈ [0, 1] follows
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similarly. From (2.17), there is 0 < r ≤ 1 such that +M0−u′0(α) ∼ −C1 |α− α|q
for q ∈ R+,  > 0 and 0 ≤ |α− α| ≤ r. Therefore∫ α+r
α−r
dα
(+M0 − u′0(α))b
∼
∫ α+r
α−r
dα
(− C1 |α− α|q)b
= −b
[∫ α
α−r
(
1 +
|C1|

(α− α)q
)−b
dα+
∫ α+r
α
(
1 +
|C1|

(α− α)q
)−b
dα
]
for b ∈ R. Making the change of variables√
|C1|

(α− α) q2 = tan θ,
√
|C1|

(α− α) q2 = tan θ
in the first and second integrals inside the bracket, respectively, we find that
∫ α+r
α−r
dα
(+M0 − u′0(α))b
∼ 4
q |C1|
1
q 
b− 1
q
∫ pi
2
0
(cos θ)
2b− 2
q
−1
(sin θ)
1− 2
q
dθ (3.44)
for small  > 0. Suppose b > 1
q
, then setting  = 1
λη
−M0 in (3.44) implies∫ 1
0
dα
J (α, t)b ∼
C
J (α, t)b−
1
q
(3.45)
for η∗ − η > 0 small, η∗ = 1λM0 and
C =
4
q
(
M0
|C1|
) 1
q
∫ pi
2
0
(cos θ)
2b− 2
q
−1
(sin θ)
1− 2
q
dθ. (3.46)
Now, since the beta function satisfies (see for instance [11]):
B(p, s) =
∫ 1
0
tp−1(1− t)s−1dt = Γ(p)Γ(s)
Γ(p+ s)
, Γ(1 + y) = yΓ(y) (3.47)
for p, s, y > 0, then, letting t = sin2 θ, p = 1
q
and s = b− 1
q
into (3.47)i), and using
(3.47)ii), one has
2
∫ pi
2
0
(cos θ)
2b− 2
q
−1
(sin θ)
1− 2
q
dθ =
q Γ
(
1 + 1
q
)
Γ
(
b− 1
q
)
Γ(b)
, b >
1
q
. (3.48)
The result follows from (3.45), (3.46) and (3.48).
Proof of Lemma 3.7(2)
Follows from an analogous argument using (2.18) and η∗ = 1λm0 instead.
Proof of Lemma 3.7(3)
The last claim in (3) follows trivially if b ≤ 0 and q ∈ R+ due to the “almost
everywhere” continuity and boundedness of u′0. To establish the remaining claims,
we make use of Lemmas 3.3 and 3.5. However, in order to use the latter, we require
that b ∈ (0, 2) and b 6= 1/q. Since the case b > 1/q was established in parts (1)
and (2) above, suppose that b ∈ (0, 1/q) and b ∈ (0, 2), or equivalently q > 1/2 and
b ∈ (0, 1/q), or q ∈ (0, 1/2) and b ∈ (0, 2). First, for q and b as prescribed, consider
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λ > 0 and, for simplicity, assume M0 occurs at a single point α ∈ (0, 1). Then,
(2.17) and Lemma 3.5 imply that∫ α+r
α−r
dα
(+M0 − u′0(α))b
∼
∫ α+r
α−r
dα
(− C1 |α− α|q)b
= 2r−b 2F1
[
1
q
, b, 1 +
1
q
,
C1r
q

] (3.49)
for  ≥ |C1| ≥ |C1| rq > 0 and 0 ≤ |α− α| ≤ r. Now, the restriction on  implies that
−1 ≤ C1rq

< 0. However, our ultimate goal is to let  vanish, so that, eventually,
the argument C1r
q

of the series in (3.49)ii) will leave the unit circle, particularly
C1r
q

< −1. At that point, definition 3.2 for the series no longer holds and we turn
to its analytic continuation in Lemma 3.3. Accordingly, taking  > 0 small enough
such that |C1| rq >  > 0, we apply Lemma 3.3 to (3.49) and obtain
2r
b
2F1
[
1
q
, b, 1 +
1
q
,
C1r
q

]
=
2r1−qb
(1− bq) |C1|b
+
2Γ
(
1 + 1
q
)
Γ
(
b− 1
q
)
Γ(b) |C1|
1
q 
b− 1
q
+ ψ()
(3.50)
for ψ() = o(1) as  → 0, and either q > 1/2 and b ∈ (0, 1/q), or q ∈ (0, 1/2) and
b ∈ (0, 2). In addition, due to the assumptions in Lemma 3.3 we require that 1
q
, b,
b− 1
q
/∈ Z. Finally, since b− 1
q
< 0, substituting  = 1
λη
−M0 into (3.49) and (3.50),
implies that ∫ 1
0
dα
J (α, t)b ∼ C (3.51)
for η∗ − η > 0 small, η∗ = 1λM0 , and positive constants C that depend on λ > 0, b
and q. An analogous argument follows for λ < 0 by using (2.18) instead of (2.17).
Using Lemma 3.7, we now derive estimates for K¯i(t), i = 0, 1, which will be used
in subsequent regularity Theorems.
3.2.1. Estimates for K¯0(t) and K¯1(t).
For parameters λ > 0.
For λ > 0, we set b = 1
λ
into Lemma 3.7(1)-(3) to obtain
K¯0(t) ∼
{
C, λ > q > 1
2
or q ∈ (0, 1/2), λ > 1
2
,
C3J (αi, t)
1
q
− 1
λ , q > 0, λ ∈ (0, q) (3.52)
for η∗ − η > 0 small and positive constants C3 given by
C3 =
2mΓ
(
1 + 1
q
)
Γ
(
1
λ
− 1
q
)
Γ
(
1
λ
) (M0|C1|
) 1
q
. (3.53)
Also, in (3.52)i) we assume that λ and q satisfy, whenever applicable,
λ 6= q
1− nq , q 6=
1
n
∀ n ∈ N. (3.54)
We note that corresponding estimates for the missing values may be obtained via
a simple continuity argument.
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Similarly, taking b = 1 + 1
λ
we find
K¯1(t) ∼
{
C, q ∈ (1/2, 1), λ > q
1−q or q ∈ (0, 1/2), λ > 1,
C4J (αi, t)
1
q
− 1
λ
−1
, q ∈ (0, 1), 0 < λ < q
1−q or q ≥ 1, λ > 0
(3.55)
with positive constants C4 determined by
C4 =
2mΓ
(
1 + 1
q
)
Γ
(
1 + 1
λ
− 1
q
)
Γ
(
1 + 1
λ
) (M0|C1|
) 1
q
. (3.56)
Additionally, for (3.55)i) we assume that λ and q satisfy (3.54).
For parameters λ < 0.
For λ < 0 and b = 1
λ
, Lemma 3.7(3) implies that
K¯0(t) ∼ C (3.57)
for η∗ − η > 0 small. Similarly, parts (2) and (3), now with b = 1 + 1λ , yield
K¯1(t) ∼ C (3.58)
for either 
q > 0, λ ∈ [−1, 0),
q ∈ (0, 1), λ < −1 satisfying (3.54),
q > 1, q
1−q < λ < −1,
(3.59)
whereas
K¯1(t) ∼ C5J (αj , t)
1
q
− 1
λ
−1
(3.60)
for q > 1, λ < q
1−q and positive constants C5 determined by
C5 =
2nΓ
(
1 + 1
q
)
Γ
(
1 + 1
λ
− 1
q
)
Γ
(
1 + 1
λ
) ( |m0|
C2
) 1
q
. (3.61)
3.2.2. L∞ Regularity for λ ∈ R+ ∪ {0}, q ∈ R+.
In this section, we use the estimates in §3.2.1 to examine the L∞ regularity of ux for
λ ∈ R+∪{0} and u′0 satisfying (2.17) for some q ∈ R+. Furthermore, the behaviour
of the jacobian (2.7) is also studied.
Theorem 3.62. Consider the initial boundary value problem (1.1)-(1.2) for u′0(α)
satisfying (2.17).
1. If q ∈ R+ and λ ∈ [0, q/2], solutions exist globally in time. More particularly,
these vanish as t ↑ t∗ = +∞ for λ ∈ (0, q/2) but converge to a nontrivial
steady state if λ = q/2.
2. If q ∈ R+ and λ ∈ (q/2, q), there exists a finite t∗ > 0 such that both the
maximum M(t) and the minimum m(t) diverge to +∞ and respectively to
−∞ as t ↑ t∗. Moreover, limt↑t∗ ux(γ(α, t), t) = −∞ for α /∈
⋃
i,j{αi} ∪ {αj}
(two-sided, everywhere blow-up).
3. For q ∈ (0, 1/2) and λ > 1 such that q 6= 1
n
and λ 6= q
1−nq for all n ∈ N, there
is a finite t∗ > 0 such that only the maximum blows up, M(t)→ +∞, as t ↑ t∗
(one-sided, discrete blow-up). Further, if 1
2
< λ < q
1−q for q ∈ (1/3, 1/2), a
two-sided, everywhere blow-up (as described in (2) above) occurs at a finite
t∗ > 0.
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4. Suppose q ∈ (1/2, 1). Then for q < λ < q
1−q , there exists a finite t∗ > 0 such
that, as t ↑ t∗, two-sided, everywhere blow-up develops. If instead λ > q1−q ,
only the maximum diverges, M(t)→ +∞, as t ↑ t∗ < +∞.
5. For λ > q > 1, there is a finite t∗ > 0 such that ux undergoes a two-sided,
everywhere blow-up as t ↑ t∗.
Proof. Suppose λ, q > 0, let C denote a positive constant which may depend on λ
and q, and set η∗ = 1λM0 .
Proof of Statements (1) and (2)
Suppose λ ∈ (0, q) for some q > 0. Then, for η∗−η > 0 small K¯0(t) satisfies (3.52)ii)
while K¯1(t) obeys (3.55)ii). Consequently, (2.10) implies that
ux(γ(α, t), t) ∼ M0
C
2λ
3
(J (αi, t)
J (α, t) −
C4
C3
)
J (αi, t)1−
2λ
q (3.63)
for positive constants C3 and C4 given by (3.53) and (3.56). But for y1 =
1
λ
− 1
q
and y2 =
1
λ
, (3.47)ii), (3.53) and (3.56) yield
C4
C3
=
Γ(y1 + 1) Γ(y2)
Γ(y1) Γ(y2 + 1)
=
y1
y2
= 1− λ
q
∈ (0, 1), λ ∈ (0, q). (3.64)
As a result, setting α = αi in (3.63) and using (2.16)i) implies that
M(t) ∼ M0
C
2λ
3
(
λ
q
)
J (αi, t)1−
2λ
q (3.65)
for η∗ − η > 0 small, whereas, if α 6= αi,
ux(γ(α, t), t) ∼ −
(
1− λ
q
)
M0
C
2λ
3
J (αi, t)1−
2λ
q . (3.66)
Clearly, when λ = q/2,
M(t)→ M0
2C q3
> 0
as η ↑ η∗, while, for α 6= αi,
ux(γ(α, t), t)→ − M0
2C q3
< 0.
If λ ∈ (0, q/2), (3.65) now implies that
M(t)→ 0+
as η ↑ η∗, whereas, using (3.66) for α 6= αi,
ux(γ(α, t), t)→ 0−.
In contrast, if λ ∈ (q/2, q), 1− 2λ
q
< 0. Then (3.65) and (3.66) yield
M(t)→ +∞ (3.67)
as η ↑ η∗, but
ux(γ(α, t), t)→ −∞ (3.68)
for α 6= αi. Lastly, rewriting (2.11) as
dt = K¯0(t)2λdη (3.69)
and using (3.52)ii), we obtain
t∗ − t ∼ C
∫ η∗
η
(1− λµM0)
2λ
q
−2
dµ (3.70)
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or equivalently
t∗ − t ∼
{
C
2λ−q
(
C(η∗ − η)
2λ
q
−1 − limµ↑η∗(η∗ − µ)
2λ
q
−1
)
, λ ∈ (0, q)\{q/2},
C (log(η∗ − η)− limµ↑η∗ log(η∗ − µ)) , λ = q/2.
(3.71)
Consequently, t∗ = +∞ for λ ∈ (0, q/2], while 0 < t∗ < +∞ if λ ∈ (q/2, q). Lastly,
the case λ = 0 follows from the results in [20].
Proof of Statement (3)
First, suppose q ∈ (0, 1/2) and λ > 1 satisfy (3.54). Then K¯0(t) and K¯1(t) satisfy
(3.52)i) and (3.55)i), respectively. Therefore, (2.10) implies that
ux(γ(α, t), t) ∼ C
(
1
J (α, t) − C
)
(3.72)
for η∗ − η > 0 small. Setting α = αi into (3.72) and using (2.16)i) gives
M(t) ∼ CJ (αi, t) → +∞
as η ↑ η∗, while, if α 6= αi, ux(γ(α, t), t) remains finite for all η ∈ [0, η∗] due to the
definition of M0. The existence of a finite blow-up time t∗ > 0 for the maximum is
guaranteed by (3.52)i) and (3.69), which lead to
t∗ − t ∼ C(η∗ − η). (3.73)
Next, suppose 1
2
< λ < q
1−q for q ∈ (1/3, 1/2), so that q1−q ∈ (1/2, 1). Then, using
(3.52)i) and (3.55)ii) in (2.10), we find that
ux(γ(α, t), t) ∼ C
(
C
J (α, t) − J (αi, t)
1
q
− 1
λ
−1)
(3.74)
for η∗ − η > 0 small. Set α = αi into the above and use λ > q to obtain
M(t) ∼ CJ (αi, t) → +∞ (3.75)
as η ↑ η∗. On the other hand, for α 6= αi, the space-dependent in (3.74) now remains
finite for all η ∈ [0, η∗]. As a result, the second term dominates and
ux(γ(α, t), t) ∼ −CJ (αi, t)
1
q
− 1
λ
−1
→ −∞ (3.76)
as η ↑ η∗. The existence of a finite blow-up time t∗ > 0, follows, as in the previous
case, from (3.69) and (3.52)i).
Proof of Statement (4)
Part (4) follows from an argument analogous to the one above. Briefly, if q <
λ < q
1−q for q ∈ (1/2, 1), we use estimates (3.52)i) and (3.55)ii) on (2.10) to get
(3.74), with different positive constants C. Two-sided, everywhere blow-up in finite-
time then follows just as above. If instead λ > q
1−q for q ∈ (1/2, 1), then (3.52)i)
still holds but K¯1(t) now remains bounded for all η ∈ [0, η∗]; it satisfies (3.55)i).
Therefore, up to different positive constants C, (2.10) leads to (3.72), and so only
the maximum diverges, M(t) → +∞, as t approaches some finite t∗ > 0 whose
existence is guaranteed by (3.73).
Proof of Statement (5)
For λ > q > 1, (3.52)i), (3.55)ii) and (2.10) imply (3.74). Then, we follow the argu-
ment used to establish the second part of (3) to show that two-sided, everywhere
finite-time blow-up occurs. See §4 for examples. 
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Remark 3.77. Theorems 3.13 and 3.62 allow us to predict the regularity of stagna-
tion point-form (SPF) solutions to the two (λ = 1) and three (λ = 1/2) dimensional
incompressible Euler equations assuming we know something about the curvature
of the initial data u0 near αi. Setting λ = 1 into Theorem 3.62(1) implies that SPF
solutions in the 2D setting persist for all time if u′0 satisfies (2.17) for arbitrary
q ≥ 2. On the contrary, Theorems 3.13 and 3.62(2)-(4), tell us that if q ∈ (1/2, 2),
two-sided, everywhere finite-time blow-up occurs. Analogously, solutions to the cor-
responding 3D problem exist globally in time for q ≥ 1, whereas, two-sided, every-
where blow-up develops when q ∈ (1/2, 1). See Table 1 below. Finally, we remark
that finite-time blow-up in ux is expected for both the two and three dimensional
equations if q ∈ (0, 1/2]. See for instance §4 for a blow-up example in the 3D case
with q = 1/3.
Table 1. Regularity of SPF solutions to Euler equations
q 2D Euler 3D Euler
(1/2, 1) Finite time blow up Finite time blow up
[1, 2) Finite time blow up Global in time
[2,+∞) Global in time Global in time
Corollary 3.78 below briefly examines the behaviour, as t ↑ t∗, of the jacobian (2.7)
for t∗ > 0 as in Theorem 3.62.
Corollary 3.78. Consider the initial boundary value problem (1.1)-(1.2) with u′0(α)
satisfying (2.17) for q ∈ R+, and let t∗ > 0 be as in Theorem 3.62. It follows,
1. For q > 0 and λ ∈ (0, q),
lim
t↑t∗
γα(α, t) =
{
+∞, α = αi,
0, α 6= αi
(3.79)
where t∗ = +∞ for λ ∈ (0, q/2], while 0 < t∗ < +∞ if λ ∈ (q/2, q).
2. Suppose λ > q > 1/2, or q ∈ (0, 1/2) and λ > 1/2, satisfy (3.54). Then, there
exists a finite t∗ > 0 such that
lim
t↑t∗
γα(α, t) =
{
+∞, α = αi,
C(α), α 6= αi
(3.80)
where C(α) ∈ R+ depends on the choice of λ, q and α 6= αi.
Proof. The limits (3.79) and (3.80) follow straightforwardly from (2.7) and esti-
mates (3.52)ii) and (3.52)i), respectively; whereas, the finite or infinite character of
t∗ > 0 is a consequence of Theorem 3.62. 
3.2.3. Further Lp Regularity for λ ∈ [0,+∞), q ∈ R+ and p ∈ [1,+∞).
From Theorem 3.62, if λ ∈ [0, q/2] for q ∈ R+, solutions remain in L∞ for all time;
otherwise, ‖ux‖∞ diverges as t approaches some finite t∗ > 0. In this section, we
study further properties of Lp regularity in ux, as t ↑ t∗, for λ > q/2, p ∈ [1,+∞)
and initial data u′0(α) satisfying (2.17). To do so, we will use the upper and lower
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bounds (3.28) and (3.29). Consequently, for η∗ − η > 0 small and η∗ = 1λM0 ,
estimates on the behaviour of the time-dependent integrals∫ 1
0
dα
J (α, t) 1λp
,
∫ 1
0
dα
J (α, t)1+ 1λp
,
∫ 1
0
dα
J (α, t)p+ 1λ
(3.81)
are required. Since these may be obtained directly from Lemma 3.7(1)-(3), we omit
the details and state our findings below. For p ∈ [1,+∞),∫ 1
0
dα
J (α, t) 1λp
∼
{
C, q ∈ (0, 1/2), λ > 1
2p
or q > 1
2
, λ > q
p
,
C6J (α, t)
1
q
− 1
λp , q > 0, λ ∈ (0, q/p)
(3.82)
with positive constants
C6 =
2Γ
(
1 + 1
q
)
Γ
(
1
λp
− 1
q
)
Γ
(
1
λp
) (M0|C1|
) 1
q
. (3.83)
Also ∫ 1
0
dα
J (α, t)1+ 1λp
∼ C (3.84)
for either {
q ∈ (0, 1/2), λ > 1
p
,
q ∈ (1/2, 1), λ > q
p(1−q) ,
(3.85)
whereas ∫ 1
0
dα
J (α, t)1+ 1λp
∼ C7J (α, t)
1
q
− 1
λp
−1
(3.86)
for {
q ∈ (0, 1), 0 < λ < q
p(1−q) ,
q ≥ 1, λ > 0. (3.87)
The positive constants C7 in (3.86) are obtained by replacing every
1
λp
term in
(3.83) by 1 + 1
λp
. Also, due to Lemma 3.7, (3.82)i) and (3.84) are valid for
λ 6= q
p(1− nq) , q 6=
1
n
∀ n ∈ N ∪ {0}, (3.88)
where a simple continuity argument may again be used (see (3.54)) to obtain esti-
mates for the missing values. Finally∫ 1
0
dα
J (α, t)p+ 1λ
∼ C (3.89)
for either {
q ∈ (0, 1/2), p ∈ [1, 2), λ > 1
2−p ,
q ∈ (1/2, 1), p ∈ [1, 1/q), λ > q
1−pq ,
(3.90)
while ∫ 1
0
dα
J (α, t)p+ 1λ
∼ CJ (α, t) 1q− 1λ−p (3.91)
if 
q ∈ (0, 1], p ∈ [1, 1/q), 0 < λ < q
1−pq ,
q ∈ (0, 1], p ≥ 1
q
, λ > 0,
q > 1, p ≥ 1, λ > 0.
(3.92)
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Estimate (3.89) is in turn valid for
λ 6= q
1 + q(n− p) , q 6=
1
n
∀ n ∈ N. (3.93)
In what follows, t∗ > 0 will denote the L∞ blow-up time for ux in Theorem 3.62.
Also, we will assume that (3.54), (3.88) and (3.93) hold whenever their correspond-
ing estimates are used. We begin by considering the lower bound (3.29). In particu-
lar, we will show that two-sided, everywhere blow-up in Theorem 3.62 corresponds
to a diverging ‖ux‖p for all p > 1. Then, by studying the upper bound (3.28), we
will find that if q ∈ R+ and λ > q are such that only the maximum diverges at a
finite t∗ > 0, then ux remains integrable for all t ∈ [0, t∗], whereas, its regularity in
smaller Lp spaces for t ∈ [0, t∗] will vary according to the value of the parameter λ
as a function of either p, q, or both.
Suppose q/2 < λ < q/p for q ∈ R+ and p ∈ (1, 2). Then (3.82)ii) holds as well as
(3.52)ii), since (q/2, q/p) ⊂ (0, q). Now, if q ∈ (0, 1) then 0 < q
2
< λ < q
p
< q < q
1−q ,
and so (3.55)ii) applies, otherwise, (3.55)ii) also holds for q ≥ 1 and λ > 0. Similarly
for q ∈ (0, 1), we have that 0 < q
2
< λ < q
p
< q
p(1−q) so that (3.86) is valid.
Alternatively, this last estimate also holds if q ≥ 1 for λ > 0. Accordingly, using
these estimates in (3.29) yields, after simplification,
‖ux(·, t)‖p ≥
1
|λη(t)| K¯0(t)
2λ+ 1
p
∣∣∣∣∣∣
∫ 1
0
dα
J (α, t)1+
1
λp
− K¯1(t)K¯0(t)
∫ 1
0
dα
J (α, t) 1λp
∣∣∣∣∣∣
∼ C(p− 1)J (α, t)σ(p,q,λ)
for η∗ − η > 0 small and σ(p, q, λ) = 1 + 1q
(
1− 1
p
− 2λ
)
. Consequently, ‖ux‖p will
diverge as η ↑ η∗ if σ(p, q, λ) < 0, or equivalently for p(1 + q − 2λ) − 1 < 0. Since
q/2 < λ < q/p for q > 0 and p ∈ (1, 2), we find this to be the case as long as
q ∈ R+, 1 < p < 1 + q
1 + q
,
1
2
(
q + 1− 1
p
)
< λ <
q
p
.
Therefore, by taking p− 1 > 0 arbitrarily small, we find that
lim
t↑t∗
‖ux(·, t)‖p = +∞
for λ ∈ (q/2, q) and q > 0. The existence of a finite blow-up time t∗ > 0 follows
from Theorem 3.62(2), while the embedding
Ls ↪→ Lp, s ≥ p, (3.94)
yields Lp blow-up for any p > 1. Next, for q ∈ (1/3, 1/2) we consider values of λ
lying between stagnation point-form solutions to the 2D (λ = 1) and 3D (λ = 1/2)
incompressible Euler equations. Suppose 1
2
< λ < q
p(1−q) for 1 < p <
2q
1−q and
q ∈ (1/3, 1/2). The condition on p simply guarantees that q
p(1−q) >
1
2
for q as
specified. Furthermore, we have that
0 <
1
2p
<
1
2
< λ <
q
p(1− q) <
q
1− q ∈ (1/2, 1),
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so that relative to our choice of λ and q, λ ∈ (1/2, 1). Using the above, we find that
(3.52)i), (3.55)ii), (3.82)i) and (3.86) hold, and so (3.29) leads to
‖ux(·, t)‖p ≥
1
|λη(t)| K¯0(t)
2λ+ 1
p
∣∣∣∣∣∣
∫ 1
0
dα
J (α, t)1+
1
λp
− K¯1(t)K¯0(t)
∫ 1
0
dα
J (α, t) 1λp
∣∣∣∣∣∣
∼ C
∣∣∣CJ (α, t) 1q− 1λp−1 − J (α, t) 1q− 1λ−1∣∣∣
∼ CJ (α, t) 1q− 1λ−1
(3.95)
for η∗−η > 0 small. Therefore, as η ↑ η∗, ‖ux‖p will diverge for all 12 < λ < qp(1−q) ,
q ∈ (1/3, 1/2) and 1 < p < 2q
1−q . Here, we can take p− 1 > 0 arbitrarily small and
use (3.94) to conclude the finite-time blow-up, as t ↑ t∗, of ‖ux‖p for all 12 < λ <
q
1−q , q ∈ (1/3, 1/2) and p > 1. The existence of a finite blow-up time t∗ > 0 is
guaranteed by the second part of Theorem 3.62(3). Now suppose q ∈ (1/2, 1) and
q < λ < q
p(1−q) for 1 < p <
1
1−q . This means that λ > q > 1/2 and
0 <
q
p
< q < λ <
q
p(1− q) <
q
1− q . (3.96)
Consequently, using (3.52)i), (3.55)ii), (3.82)i) and (3.86) in (3.29), implies (3.95),
possibly with distinct positive constants C. Then, as η ↑ η∗,
‖ux‖p → +∞
for all q < λ < q
p(1−q) , q ∈ (1/2, 1) and 1 < p < 11−q . Similarly, if q and p are as
above, but q
p(1−q) < λ <
q
1−q , (3.52)i), (3.55)ii), (3.82)i) and (3.84) imply
‖ux(·, t)‖p ≥
1
|λη(t)| K¯0(t)
2λ+ 1
p
∣∣∣∣∣∣
∫ 1
0
dα
J (α, t)1+
1
λp
− K¯1(t)K¯0(t)
∫ 1
0
dα
J (α, t) 1λp
∣∣∣∣∣∣
∼ C
∣∣∣C − J (α, t) 1q− 1λ−1∣∣∣
∼ CJ (α, t) 1q− 1λ−1 → +∞
as η ↑ η∗. From these last two results and (3.94), we see that, as η ↑ η∗, ‖ux‖p → +∞
for all q < λ < q
1−q , q ∈ (1/2, 1) and p > 1. The existence of a finite t∗ > 0 follows
from Theorem 3.62(4). Lastly, suppose λ > q > 1 and p > 1. Then, estimates
(3.52)i), (3.55)ii), (3.82)i) and (3.86) hold for η∗ − η > 0 small. As a result, (3.29)
implies (3.95), which in turn leads to Lp blow-up of ux for any λ > q > 1 and p > 1,
as η ↑ η∗. The existence of a finite t∗ > 0 is due to Theorem 3.62(5).
Notice from the results established so far, that some values of λ > q/2 for q > 0
are missing. These are precisely the cases for which the lower bound (3.29) yields
inconclusive information about the Lp regularity of ux for p ∈ (1,+∞). To examine
some aspects of the Lp regularity of ux for t ∈ [0, t∗] and p ∈ [1,+∞) in these
particular cases, we consider the upper bound (3.28). First, suppose q ∈ (0, 1/2)
and λ > 1
2−p for p ∈ [1, 2). Then λ > 12−p > 1 > q1−q > q, so that (3.52)i), (3.55)i)
and (3.89), imply that the integral terms in (3.28) remain bounded, and nonzero,
for η ∈ [0, η∗]. We conclude that
lim
t↑t∗
‖ux(·, t)‖p < +∞ (3.97)
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for all λ > 1
2−p , q ∈ (0, 1/2) and p ∈ [1, 2). Here, t∗ > 0 denotes the finite L∞ blow-
up time for ux established in the first part of Theorem 3.62(3). Particularly, this
result implies that even though limt↑t∗ ‖ux‖∞ = +∞ for all λ > 1 when q ∈ (0, 1/2),
ux remains integrable for t ∈ [0, t∗]. Finally, suppose q ∈ (1/2, 1) and λ > q1−pq
for p ∈ [1, 1/q). Then λ > q
1−pq ≥ q1−q > 1 > q > 12 , and so (3.52)i), (3.55)i) and
(3.89) hold. Consequently, (3.28) implies that limt↑t∗ ‖ux‖p < +∞ for all λ > q1−pq ,
q ∈ (1/2, 1) and p ∈ [1, 1/q). This time, t∗ > 0 stands as the finite L∞ blow-up
time for ux established in the second part of Theorem 3.62(4). Furthermore, this
result tells us that even though limt↑t∗ ‖ux‖∞ = +∞ for λ > q1−q and q ∈ (1/2, 1),
ux stays integrable for all t ∈ [0, t∗]. These last two results on the integrability of
ux, for t ∈ [0, t∗], become more apparent if we set p = 1 in (3.28) to obtain
‖ux(·, t)‖1 ≤
2K¯1(t)
|λη(t)| K¯0(t)1+2λ .
The result then follows from the above inequality and estimates (3.52)i) and (3.55)i).
Theorem 3.98 below summarizes the above results.
Theorem 3.98. Consider the initial boundary value problem (1.1)-(1.2) for u′0(α)
satisfying (2.17), and let t∗ > 0 be as in Theorem 3.62.
1. For q > 0 and λ ∈ [0, q/2], limt→+∞ ‖ux‖p < +∞ for all p ≥ 1. More
particularly, limt→+∞ ‖ux‖p = 0 for λ ∈ (0, q/2), while, as t → +∞, ux
converges to a nontrivial, L∞ function when λ = q/2.
2. Let p > 1. Then, there exists a finite t∗ > 0 such that for all q > 0 and
λ ∈ (q/2, q), limt↑t∗ ‖ux‖p = +∞. Similarly for λ > q > 1, or 12 < λ < q1−q ,
q ∈ (1/3, 1/2).
3. For all q ∈ (0, 1/2), λ > 1
2−p and p ∈ [1, 2), there exists a finite t∗ > 0 such
that limt↑t∗ ‖ux‖p < +∞ (see Theorem 3.62(3)).
4. Suppose q ∈ (1/2, 1). Then, there exists a finite t∗ > 0 such that limt↑t∗ ‖ux‖p =
+∞ for q < λ < q
1−q and p > 1, whereas, if λ >
q
1−pq and p ∈ [1, 1/q),
limt↑t∗ ‖ux‖p < +∞ (see Theorem 3.62(4)).
3.2.4. L∞ regularity for λ < 0 and q ∈ R+.
We now examine the L∞ regularity of ux for parameters λ < 0 and initial data
satisfying (2.18) for arbitrary q ∈ R+. We prove Theorem 3.99 below.
Theorem 3.99. Consider the initial boundary value problem (1.1)-(1.2) for u′0(α)
satisfying (2.18). Furthermore,
1. Suppose λ ∈ [−1, 0) and q > 0. Then, there exists a finite t∗ > 0 such that only
the minimum diverges, m(t)→ −∞, as t ↑ t∗ (one-sided, discrete blow-up).
2. Suppose λ < −1 and q ∈ (0, 1) satisfy λ 6= q
1−nq and q 6= 1n ∀ n ∈ N. Then, a
one-sided discrete blow-up, as described in (1), occurs in finite-time. Similarly
for q
1−q < λ < −1 and q > 1.
3. Suppose λ < q
1−q and q > 1. Then, there is a finite t∗ > 0 such that both
the maximum M(t) and the minimum m(t) diverge to +∞ and respectively to
−∞ as t ↑ t∗. Moreover, limt↑t∗ ux(γ(α, t), t) = +∞ for α /∈
⋃
i,j{αi} ∪ {αj}
(two-sided, everywhere blow-up).
Finally, for λ < 0, q > 0 and t∗ > 0 as above, the jacobian (2.7) satisfies
lim
t↑t∗
γα(α, t) =
{
0, α = αj ,
C(α), α 6= αj
(3.100)
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where C(α) ∈ R+ depends on the choice of λ, q and α 6= αj.
Proof. Throughout, let C denote a positive constant that may depend on λ < 0,
q > 0 and recall that η∗ = 1λm0 .
Proof of Statement (1)
Suppose λ ∈ [−1, 0) and assume u′0(α) satisfies (2.18) for some q > 0. Then (3.57)
and (3.58) imply that both integral terms in (2.10) remain finite and nonzero as
η ↑ η∗.4 More particularly, one can show that (3.23) and (3.25) hold for all η ∈
[0, η∗]. Therefore, blow-up of (2.10) depends, solely, on the behaviour of the space-
dependent term J (α, t)−1. Accordingly, we set α = αj into (2.10) and use (2.16)ii)
to find that the minimum diverges, m(t) → −∞, as η ↑ η∗. However, if α 6= αj ,
the definition of m0 implies that the space-dependent term now remains bounded,
and positive, for η ∈ [0, η∗]. The existence of a finite blow-up time t∗ > 0 for the
minimum follows from (2.11) and (3.57). In fact, we may use (2.11) and (3.23) to
obtain the estimate
|m0|
|λ| (m0 −M0)2 ≤ t∗ ≤ η∗. (3.101)
Proof of Statements (2) and (3)
Now suppose λ < −1. As in the previous case, the term K¯0(t) remains finite, and
positive, for all η ∈ [0, η∗]. Particularly, K¯0(t) satisfies (3.24) for all η ∈ [0, η∗]. On
the other hand, K¯1(t) now either converges or diverges, as η ↑ η∗, according to
(3.58) or (3.60), respectively. If λ < −1 and q > 0 are such that (3.58) holds, then
part (2) follows just as part (1). However, if q > 1 and λ < q
1−q , we use (3.57) and
(3.60) on (2.10), to obtain
ux(γ(α, t), t) ∼ Cm0
(
1
J (α, t) − CJ (αj , t)
1
q
− 1
λ
−1
)
for η∗ − η > 0 small. Setting α = αj into the above implies that
m(t) ∼ Cm0J (α, t) → −∞
as η ↑ η∗, whereas, for α 6= αi, the space-dependent term now remains bounded, as
a result, the second term dominates and
ux(γ(α, t), t) ∼ C |m0| J (αj , t)
1
q
− 1
λ
−1 → +∞
as η ↑ η∗. The existence of a finite blow-up time t∗ > 0 follows as in the case
λ ∈ [−1, 0). In fact, (2.11) and (3.24) yield the lower bound η∗ ≤ t∗.5 Finally,
(3.100) is derived straightforwardly from (2.7) and (3.57). See §4 for examples. 
3.2.5. Further Lp regularity for λ ∈ R−, q ∈ R+ and p ∈ [1,+∞).
Let t∗ > 0 denote the finite L∞ blow-up time for ux in Theorem 3.99 above. In
this last section, we briefly examine the Lp regularity of ux, as t ↑ t∗, for λ ∈ R−,
p ∈ [1,+∞) and u′0 satisfying (2.18) for some q ∈ R+. As in §3.2.3, we will make
4Recall that u′0 is assumed to be bounded and, at least, C
0(0, 1) a.e.
5Which we may compare to (3.101). From (2.11), we see that the two coincide, t∗ = η∗,
in the case of Burgers’ equation λ = −1.
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use of (3.28) and (3.29). First of all, by the last part of Lemma 3.7(3), we have that
for q > 0 and p ≥ 1, ∫ 1
0
dα
J (α, t) 1λp
∼ C (3.102)
for η∗ − η > 0 small, η∗ = 1λm0 and λ < 0. Similarly∫ 1
0
dα
J (α, t)p+ 1λ
∼ C (3.103)
for − 1
p
≤ λ < 0. Moreover, due to the first part of (3) in the Lemma, estimate
(3.103) is also seen to hold, with different positive constants C, for λ < − 1
p
, p ≥ 1
and q > 0 satisfying either of the following
q ∈ (0, 1/2), p ∈ [1, 2], λ < − 1
p
,
q ∈ (0, 1/2), p > 2, 1
2−p < λ < − 1p ,
q ∈ (1/2, 1), p ∈ [1, 1/q], λ < − 1
p
,
q ∈ (1/2, 1), p > 1
q
, q
1−pq < λ < − 1p ,
q > 1, p ≥ 1, q
1−pq < λ < − 1p ,
(3.104)
as well as
λ /∈
{
q
1− q(p+ n) ,
1
1− p
}
, q 6= 1
n
∀ n ∈ N. (3.105)
We remark that in the cases where (3.103) diverges, it dominates the other terms
in (3.28), regardless of whether these converge or diverge, and so no information
on the behaviour of ‖ux‖p is obtained. Consequently, we will omit those instances.
Finally, using Lemma 3.7(2), one finds that∫ 1
0
dα
J (α, t)1+ 1λp
∼ CJ (αj , t)
1
q
− 1
λp
−1
(3.106)
for q > 1, p ≥ 1 and λ < q
p(1−q) . Analogously, if (3.106) converges, the lower
bound (3.29) yields no information on the Lp regularity of ux. For the remaining
of this section, we will assume that (3.54) holds whenever (3.58) is used for λ < −1
and q ∈ (0, 1). Also, (3.105) will be valid in those cases where estimate (3.103) is
considered for λ, p and q as in (3.104). Suppose q
1−q < λ <
q
p(1−q) for q > 1 and
p > 1. Then, using (3.57), (3.58), (3.102) and (3.106), in the lower bound (3.29),
implies that
lim
t↑t∗
‖ux(·, t)‖p = +∞.
If instead, λ < q
1−q for q > 1 and p > 1, then (3.57), (3.60), (3.102) and (3.106)
give
‖ux(·, t)‖p ≥
1
|λη(t)| K¯0(t)
2λ+ 1
p
∣∣∣∣∣∣
∫ 1
0
dα
J (α, t)1+
1
λp
− K¯1(t)K¯0(t)
∫ 1
0
dα
J (α, t) 1λp
∣∣∣∣∣∣
∼ C
∣∣∣CJ (α, t) 1q− 1λp−1 − J (α, t) 1q− 1λ−1∣∣∣
∼ CJ (α, t) 1q− 1λp−1 → +∞
as η ↑ η∗. For the upper bound (3.28), we simply mention that estimates (3.57),
(3.58) and (3.103) lead to several instances where ‖ux‖p remains finite for all t ∈
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[0, t∗]. This can be shown, just as above, by using the appropriate estimates. For
simplicity, we omit the details and summarize the results in Theorem 3.107 below.
Theorem 3.107. Consider the initial boundary value problem (1.1)-(1.2) for u′0(α)
satisfying (2.18), and let t∗ > 0 denote the finite L∞ blow-up time for ux as de-
scribed in Theorem 3.99.
1. Let q ∈ (0, 1/2). Then, limt↑t∗ ‖ux‖p < +∞ for either λ < 0 and p ∈ [1, 2],
or 1
2−p < λ < 0 and p > 2.
2. Let q ∈ (1/2, 1). Then, limt↑t∗ ‖ux‖p < +∞ for either λ < 0 and p ∈ [1, 1/q],
or q
1−pq < λ < 0 and p > 1/q.
3. Let q > 1. Then limt↑t∗ ‖ux‖p < +∞ for q1−pq < λ < 0 and p ≥ 1, whereas
limt↑t∗ ‖ux‖p = +∞ for λ < qp(1−q) and p > 1.
When applicable, (3.54) and (3.105) apply to (1) and (2) above.
3.2.6. Further regularity results for smooth initial data.
Definition 3.108. Suppose a smooth function f(x) satisfies f(x0) = 0 but f is not
identically zero. We say f has a zero of order k ∈ N at x = x0 if
f(x0) = f
′(x0) = ... = f
(k−1)(x0) = 0, f
(k)(x0) 6= 0.
In [20], we examined a class of smooth, mean-zero, periodic initial data characterized
by u′′0 (α) having zeroes of order k = 1 at the finite number of locations αi for λ > 0,
or at αj if λ < 0, that is, u
′′′
0 (αi) < 0 or u
′′′
0 (αj) > 0. Consequently, in each case, we
were able to use an appropriate Taylor expansion up to quadratic order to account
for the local behaviour of u′0 near these points. This approach, in turn, led to the
results summarized in Theorems 1.3 and 1.4 of §1. Assuming the order k of these
particular zeroes, αi or αj , of u
′′
0 is the same regardless of location, and noticing
that k ≥ 1 must be odd due to u′0 being even in a small neighbourhood of these
points, we may use definition 3.108 to generalize the results in [20] to a larger class
of smooth, mean-zero, periodic initial data characterized by u′′0 having zeroes of
higher orders, k = 1, 3, 5, ..., at every αi if λ > 0, or αj for λ < 0. Since this
corresponds to replacing q in (2.17) or (2.18) by k+ 1, we obtain our results simply
by substituting q in Theorems 3.62, 3.98, 3.99 and 3.107, by 1 + k in those cases
where q ≥ 2. The results are summarized in Corollary 3.109 below.
Corollary 3.109. Consider the initial boundary value problem (1.1)-(1.2) for smooth,
mean-zero, periodic initial data. Furthermore,
1. Suppose u′′0 (α) has a zero of order k ≥ 1 at every αi, i = 1, 2, ...,m. Then
• For 0 ≤ λ ≤ 1+k
2
, solutions exist globally in time. More particularly,
these vanish as t ↑ t∗ = +∞ for 0 < λ < 1+k2 but converge to a
nontrivial steady state if λ = 1+k
2
.
• For 1+k
2
< λ < +∞, there exists a finite t∗ > 0 such that both the
maximum M(t) and the minimum m(t) diverge to +∞ and respec-
tively to −∞ as t ↑ t∗. Furthermore, limt↑t∗ ux(γ(α, t), t) = −∞ if
α /∈ ⋃i,j{αi} ∪ {αj} and limt↑t∗ ‖ux‖p = +∞ for all p > 1.
2. Suppose u′′0 (α) has a zero of order k ≥ 1 at each αj, j = 1, 2, ..., n. Then
• For − 1+k
k
< λ < 0, there exists a finite t∗ > 0 such that only the
minimum diverges, m(t)→ −∞, as t ↑ t∗, whereas, for 1+k1−p(1+k) < λ <
0 and p ≥ 1, limt↑t∗ ‖ux‖p < +∞.
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• For λ < − 1+k
k
, there is a finite t∗ > 0 such that both M(t) and m(t) di-
verge to +∞ and respectively to −∞ as t ↑ t∗. Additionally, limt↑t∗ ux(γ(α, t), t) =
+∞ for α /∈ ⋃i,j{αi} ∪ {αj} and limt↑t∗ ‖ux‖p = +∞ if λ < − 1+kpk and
p > 1.
Remark 3.110. It turns out that, unless the initial data is smooth, the results
established in this paper for periodic boundary conditions extend to a Dirichlet
setting. For smooth initial data, if there are αi ∈ {0, 1} when λ > 0, or αj ∈ {0, 1}
for λ < 0, then the results in the periodic setting will extend to Dirichlet boundary
conditions as long as u′′0 vanishes at those end-points. This last condition prevents
a Lipschitz-type behaviour of u′0 at the boundary, which could otherwise lead to
finite-time blow-up from smooth initial data under Dirichlet boundary conditions.
Details on this will be presented in an upcoming paper. Also, notice that letting
q → +∞ in either (2.17) or (2.18) implies that u′0 ∼ M0 near αi, or u′0 ∼ m0 for
α ∼ αj , respectively. Then, letting k → +∞ in Corollary 3.109(1) implies that, for
this particular class of locally constant u′0, a solution that exists locally in time for
any λ ∈ R, will persist for all time.
4. Examples
Examples for Theorems 3.13, 3.62 and 3.99 are now presented. For simplicity, we
consider initial data satisfying Dirichlet boundary conditions6
u(0, x) = u(1, t) = 0,
and we note that (2.10) is equivalent to the representation formula (see [20])
ux(γ(α, t), t) =
1
K¯0(t)2λ
(
u′0(α)
J (α, t) −
1
K¯0(t)
∫ 1
0
u′0(α)dα
J (α, t)1+ 1λ
)
. (4.1)
For several choices of λ ∈ R, the time-dependent integrals in (4.1) are evaluated
and pointwise plots are generated using Mathematica. Whenever possible, plots
in the Eulerian variable x, instead of the Lagrangian coordinate α, are provided.
For practical reasons, details of the computations in most examples are omitted.
Also, due to the difficulty in solving for the time variable t through the IVP (2.11)
for η(t), most plots for ux(γ(α, t), t) are against the variable η rather than t.
Example 1 below applies to stagnation point-form (SPF) solutions to the incom-
pressible 3D Euler equations (λ = 1/2). We consider two types of data, one satisfy-
ing (2.17) for q ∈ (0, 1), and other having q > 1. Recall from Table 1 that if q ≥ 1,
global existence in time follows, while, for q ∈ (1/2, 1), finite-time blow-up occurs.
Below, we see that a spontaneous singularity may also form if q = 1/3.
Example 1. Regularity of SPF solutions to 3D Euler for q = 1/3 and q = 6/5
First, for λ = 1/2 and α ∈ [0, 1], let
u0(α) = α(1− α 13 ). (4.2)
Then u′0(α) = 1 − 43α
1
3 achieves its maximum M0 = 1 at α = 0. Also, q = 1/3,
η∗ = 2, and u′0(α) /∈ C1(0, 1), i.e. limα↓0 u′′0 (α) = −∞; a jump discontinuity of
6The reader may refer to [20] for examples involving periodic, mean-zero data satisfying
(2.17), and/or (2.18), for q = 2 or in the limit as q → +∞.
Generalized Inviscid Proudman-Johnson Equation 29
infinite magnitude in u′′0 . Evaluating the integrals in (4.1), we obtain
K¯0(t) = −
54(η(t)− 6)η(t)− 81(2− η(t))(6 + η(t)) arctanh
(
2η(t)
η(t)−6
)
4(6 + η(t))η(t)3
(4.3)
and∫ 1
0
u′0(α) dα
J (α, t)3 = −
27
(
9(2− η(t))(6 + η(t))2 log
(
24
η(t)+6
− 3
))
8(6 + η(t))2η(t)4
−
27
(
8η(t)(54− (η(t)− 9)η(t)) + 6η(t)(6 + η(t))2 arctanh
(
2η(t)
η(t)−6
))
8(6 + η(t))2η(t)4
(4.4)
for 0 ≤ η < 2. Furthermore, in the limit as η ↑ η∗ = 2, K¯0(t∗) = 27/16 whereas∫ 1
0
u′0(α) dα
J (α,t)3 → +∞. Also, (2.11) and (4.3) yield
t(η) = −
9
(
2η(6− 5η) + 9(η − 2)2arctanh
(
2η
η−6
))
16η2
,
so that t∗ = limη↑2 t(η) = 9/4. Using (4.3) and (4.4) on (4.1), we find that
ux(γ(α, t), t) undergoes a two-sided, everywhere blow-up as t ↑ 9/4.
Next, replace q = 1/3 in (4.2) by q = 6/5. Then, u′0(α) = 1 − 115 α
6
5 so that u′′0
is now defined as α ↓ 0. Also, for this data, both integrals now diverge to +∞ as
η ↑ 2. Particularly, this causes a balancing effect amongst the terms in (4.1) that
was previously absent when q = 1/3. Ultimately, we find that as t → t∗ = +∞,
ux(γ(α, t), t)→ 0 for every α ∈ [0, 1]. See Figure 2 below.
Figure 2. Example 1 for λ = 1/2 and q ∈ {1/3, 6/5}. Fig-
ure A depicts two-sided, everywhere blow-up of ux(γ(α, t), t)
for q = 1/3 as η ↑ 2 (t ↑ 9/4), whereas, for q = 6/5, Figure
B represents its vanishing as η ↑ 2 (t→ +∞).
In [20] (see Theorem 1.3 in §1), we showed that for a class of smooth, periodic
initial data (q = 2), finite-time blow-up occurs for all λ > 1. Example 2 below is an
instance of Theorem 3.62(1). For λ ∈ {2, 5/4}, we consider initial data satisfying
(2.17) for q ∈ {5, 5/2}, respectively, and find that solutions persist globally in time.
Also, the example illustrates the two possible global behaviours: convergence of
solutions, as t→ +∞, to nontrivial or trivial steady states.
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Example 2. Global existence for λ = 2, q = 5 and λ = 5/4, q = 5/2
First, let λ = 2 and
u0(α) = α(1− α5). (4.5)
Then u′0(α) = 1 − 6α5 achieves its greatest value M0 = 1 at α = 0 and η∗ = 1/2.
Since λ = 2 ∈ [0, 5/2) = [0, q/2), Theorem 3.62(1) implies global existence in time.
Particularly, ux(γ(α, t), t)→ 0 as t→ +∞. See Figure 3(A). Now, suppose λ = 5/4
and replace q = 5 in (4.5) by q = 5/2. Then, u′0(α) = 1 − 72α5/2 attains M0 = 1
at α = 0 and η∗ = 4/5. Because λ = 5/4 = q/2, Theorem 3.62(1) implies that ux
converges to a nontrivial steady-state as t→ +∞. See Figure 3(B).
Figure 3. For example 2, Figure A represents the vanishing
of ux(γ(α, t), t) as η ↑ 1/2 (t → +∞) for λ = 2 and q = 5,
whereas, Figure B illustrates its convergence to a nontrivial
steady state as η ↑ 4/5 (t→ +∞) if q = 5/2 and λ = 5/4 =
q/2.
Example 3. Two-sided, everywhere blow-up for λ = 11
2
and q = 6.
Suppose λ = 11/2 and u0(α) =
α
11
(1 − α6). Then, u′0(α) = 111 (1 − 7α6) attains
its greatest value M0 = 1/11 at α = 0. Also, η∗ = 2 and λ = 11/2 ∈ (q/2, q).
According to Theorem 3.62(2), two-sided, everywhere finite-time blow-up occurs.
The estimated blow-up time is t∗ ∼ 22.5. See Figure 4(A).
Example 4. One-sided, discrete blow-up for λ = −5/2 and q = 3/2
Let λ = −5/2 and u0(α) = α(α 32 − 1). Then u′0 attains its minimum m0 = −1
at α = 0 and η∗ = 2/5. Since q1−q < λ < −1, Theorem 3.99(2) implies one-sided,
discrete finite-time blow-up and t∗ ∼ 0.46. See Figure 4(B). We remark that in [20],
the same value for λ with smooth, periodic initial data, and q = 2 led to two-sided,
everywhere blow-up instead.
In these last two examples, we consider smooth data with either mixed local be-
haviour near two distinct locations αj for λ = −1/3, or M0 occurring at both
endpoints for λ = 1.
Example 5. One-sided, discrete blow-up for λ = −1/3 and q = 1, 2.
For λ = −1/3, let
u0(α) = α(1− α)(α− 3
4
)
(
α− 1 + 4
√
22
36
)
.
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Figure 4. Figure A for example 3 depicts two-sided, ev-
erywhere blow-up of ux(γ(α, t), t) as η ↑ 2 (t ↑ 22.5) for
λ = 11/2 and q = 6, while, Figure B for example 4 illus-
trates one-sided, discrete blow-up, m(t) = ux(0, t) → −∞,
as η ↑ 2/5 (t ↑ t∗ ∼ 0.46) for λ = −5/2 and q = 3/2.
Then m0 ∼ −0.113 occurs at both α1 = 1 and α2 = 4+
√
22
24
∼ 0.36. Now, near α2,
u′0 behaves quadratically (q = 2), whereas, for 1− α > 0 small, it behaves linearly
(q = 1). The quadratic behaviour is due to u′′0 having zero of order one at α2 ∼ 0.36,
thus, Corollary 3.109 implies a discrete, one-sided blow-up. Similarly in the case of
linear behaviour according to Theorem 3.13. After evaluating the integrals, we find
that m(t) → −∞ as t ↑ t∗ ∼ 17.93. Due to the Dirichlet boundary conditions, we
have that γ(0, t) ≡ 0 and γ(1, t) ≡ 1 for a s long a s u is defined. Then, one blow-up
location is given by the boundary x1 = 1, while the interior blow-up location, x2,
is obtained by integrating (2.7). This yields the characteristics:
γ(α, t) =
∫ α
0
dy
J (y, t) 1λ
(∫ 1
0
dα
J (α, t) 1λ
)−1
.
Setting α = α2 and letting η ↑ η∗ = 3|m0| , we find that x2 ∼ 0.885. See Figure 5(A).
Example 6. Two-sided, everywhere blow-up of SPF solutions to 2D Euler (λ = 1) for
q = 1.
For λ = 1, let u0(α) = α(α−1)(α−1/2). Then, M0 = 1/2 occurs at both endpoints
αi = {0, 1}. Also η∗ = 2 and since
u′0(α) = M0 − 3α+ 3α2 = M0 − 3 |α− 1|+ 3(α− 1)2,
the local behaviour of u′0 near both endpoints is linear (q = 1). The integrals in
(4.1) evaluate to
K¯0(t) = 2 arctanh(y(t))√
3η(t)(4 + η(t))
,
∫ 1
0
u′0(α) dα
J (α, t)2 =
dK¯0(t)
dη
for 0 ≤ η < 2 and y(t) =
√
3η(t)(4+η(t))
2(1+η(t))
. Using the above on (4.1), we find that
M(t) = ux(0, t) = ux(1, t) → +∞ as η ↑ 2, while ux(x, t) → −∞ for all x ∈ (0, 1).
The blow-up time is estimated from (2.11) and K¯0(t) above as t∗ ∼ 2.8. See Figure
5(B).
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Figure 5. Figure A for example 5 with λ = −1/3 and q =
1, 2, depicts one-sided, discrete blow-up, m(t) =→ −∞, as
t ↑ 17.93. The blow-up locations are x1 = 1 and x2 ∼ 0.885.
Then, Figure B for example 6 with λ = 1 and q = 1, repre-
sents two-sided, everywhere blow-up of ux(x, t), as t ↑ 2.8.
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