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QUASI-HOMOMORPHISMS OF CLUSTER ALGEBRAS
CHRIS FRASER
Abstract. We introduce quasi-homomorphisms of cluster algebras, a flexible notion
of a map between cluster algebras of the same type (but with different coefficients).
The definition is given in terms of seed orbits, the smallest equivalence classes of seeds
on which the mutation rules for non-normalized seeds are unambiguous. We present
examples of quasi-homomorphisms involving familiar cluster algebras, such as cluster
structures on Grassmannians, and those associated with marked surfaces with boundary.
We explore the related notion of a quasi-automorphism, and compare the resulting group
with other groups of symmetries of cluster structures. For cluster algebras from surfaces,
we determine the subgroup of quasi-automorphisms inside the tagged mapping class
group of the surface.
Introduction
The general structural theory of cluster algebras has been well developed during the 15
years since their inception [15]. Despite this, there does not seem to be a consensus on
what the “right” notion of a homomorphism between cluster algebras should be– several
such notions have arisen in different mathematical settings, see e.g. [1, 2, 6, 7, 26, 27].
From our perspective, the key difficulty in defining homomorphisms of cluster algebras
is rooted in the fact that the construction of a cluster algebra involves three operations:
the addition, the multiplication, and the auxiliary addition used in the normalization
condition. Most preexisting notions of a “cluster homomorphism” are designed to respect
all three of these operations, a rather restrictive requirement. We suggest instead that
even in the ordinary (i.e., normalized) setting, it is fruitful to consider maps that only
preserve the structures intrinsic to non-normalized cluster algebras, ignoring the auxiliary
addition. This leads us to the concept of seed orbits and to the mutation patterns these
orbits form. The morphisms between such mutation patterns are the main object of our
interest; we call them quasi-homomorphisms. This paper is devoted to a systematic study
of quasi-homomorphisms and related algebraic constructs.
A cluster algebra is defined by specifying a distinguished set of generators (called cluster
variables) inside an ambient field of rational functions in n variables. Starting from
an initial cluster of n cluster variables, the remaining cluster variables are obtained by
iterating algebraic steps called mutations. Each mutation produces a new cluster from
a current one by exchanging one cluster variable for a new one. The specific rules for
computing the latter are encoded by two additional ingredients, an n×n exchange matrix B
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and a coefficient tuple p consisting of elements of some fixed coefficient group. The triple
consisting of the cluster, the exchange matrix, and the coefficient tuple, is called a seed.
When a cluster mutates, the ingredients B and p also do: the new matrix B′ is given
explicitly in terms of B, and the new tuple p′ satisfies a constraint involving p and B.
A collection of seeds related to each other by mutations in all possible directions forms a
seed pattern.
In the most general cluster algebra setup – that of non-normalized seed patterns [3, 13,
15], the mutation recipe does not uniquely specify the new coefficient tuple p′ from p
and B. This ambiguity propagates through iterated mutations, and consequently the set
of cluster variables is not uniquely determined by the initial seed.
The usual way to remove this ambiguity is to impose the additional assumption that the
coefficient group is endowed with an additional operation of “auxiliary addition” (making
it into a semifield), and then require the corresponding normalization condition to hold
at every seed. This assumption is satisfied for the most important examples of cluster
algebras arising in representation theory. In this paper, we make use of another way
of removing the ambiguity by considering seed orbits, the smallest equivalence classes of
seeds on which the mutation rules are unambiguous. This gives rise to to the concept of a
mutation pattern of seed orbits. Such a pattern is determined uniquely by any one of its
constituent seed orbits. The natural notion of a homomorphism between two mutation
patterns of seed orbits brings us to the definition of a quasi-homomorphism, a rational
map (more precisely, a semifield homomorphism) that respects the seed orbit structure
and commutes with mutations.
Though the appropriate context for defining quasi-homomorphisms is that of non-
normalized seed patterns, we see two ways in which quasi-homomorphisms are useful
in the structural theory of ordinary (normalized) seed patterns. First, it is important to
understand the relationships between cluster algebras with the same underlying pattern
of exchange matrices but with different choices of coefficients. One celebrated result of
this kind is the separation of additions formula ([17, Theorem 3.7]). For a given mutation
pattern of exchange matrices, this formula expresses the cluster variables in a cluster al-
gebra with any choice of coefficients in terms of those in a cluster algebra with a special
choice of principal coefficients. Our Proposition 4.3 puts this formula in a wider context,
in which every quasi-homomorphism between a pair of normalized seed patterns witnesses
its own separation of additions. This idea can be used to construct a new cluster alge-
bra starting from a known one. (More precisely, using a known cluster structure on an
algebra R, one can produce a cluster structure on another algebra R′ by describing an
appropriate map from R to R′.)
Second, the naturally defined concept of a quasi-automorphism gives rise to the quasi-
automorphism group of a seed pattern. This group interpolates between previously defined
groups that are either too sensitive to coefficients (these groups are too small) or don’t
refer to coefficients at all (these groups are too large). Most cluster algebras arising in
applications have nontrivial coefficients, and these cluster algebras often afford nontrivial
self-maps that are quasi-automorphisms of the cluster structure. The twist map on the
Grassmannian [24] is one important example, cf. Remark 6.5. In a forthcoming companion
paper we construct a large group of quasi-automorphisms of the Grassmannian cluster
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algebras [28] whose action on cluster variables has a simple description. Much of the
abstract setup in this paper was developed with that application in mind.
The paper is organized as follows. Section 1 presents background on non-normalized
seed patterns. This is mostly standard and taken from [13, 17], but with emphasis on the
notion of the ambient semifield, cf. Definition 1.4. The section ends with a motivating
example: a pair of seed patterns which will illustrate the various notions in subsequent
sections. A reader familiar with cluster algebras can skim this section and head directly
to Example 1.8.
Sections 2 and 3 are the conceptual core of the paper. We define seed orbits as the
smallest equivalence classes of non-normalized seeds on which the mutation rule is unam-
biguous. In Proposition 2.3 we give a more explicit characterization of seed orbits as orbits
with respect to a rescaling action on seeds. Section 3 introduces quasi-homomorphisms
of seed patterns and their basic properties. We end this section by describing the key dif-
ferences between quasi-homomorphisms and some preexisting notions, specifically rooted
cluster morphisms [1] and coefficient specializations [16, 26, 27].
In Section 4 we discuss quasi-homomorphisms between normalized seed patterns. For
seed patterns of geometric type, we relate quasi-homomorphisms to linear combinations
of the rows of an extended exchange matrix, making connections to the separation of
additions formula and to gradings on cluster algebras. Section 5 introduces the easiest
way of specifying a quasi-homomorphism in practice, by checking that a given semifield
map sends cluster variables to rescaled cluster variables on a nerve. In Section 6 we define
the quasi-automorphism group of a seed pattern and compare it with the cluster modular
group [9] and the group of cluster automorphisms [2].
Sections 7 and 8 focus on cluster algebras associated with bordered marked surfaces [12,
13]. The main result is Theorem 7.5 describing the quasi-automorphism group of such a
cluster algebra as a subgroup of the tagged mapping class group (excluding a few excep-
tional surfaces). In particular, it establishes that regardless of the choice of coefficients in
such a cluster algebra, the quasi-automorphism group is always a finite index subgroup
of the cluster modular group.
The concept of a nerve introduced in Section 5 is new and includes as a special case
the star neighborhood of a vertex. Star neighborhoods show up in the algebraic Har-
togs’ principle argument used to establish that a given cluster algebra is contained in
another algebra [11, Proposition 3.6]. In Appendix 9 we extend this argument from a star
neighborhood to an arbitrary nerve.
Section 10 illustrates the techniques in Section 4. We generalize Example 1.8 by describ-
ing a quasi-isomorphism between the Grassmannian cluster algebras [28] and polynomial
rings arising as coordinate rings of band matrices.
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1. Preliminaries on seed patterns
A (non-normalized) cluster algebra is constructed from a set of data called a non-
normalized seed pattern. We define this data now while fixing standard notation. For a
number x we let [x]+ ∶= max(x,0). We let sign(x) equal either −1, 0 or 1 according to
whether x is negative, zero, or positive. We denote {1, . . . , n} by [1, n].
The setup begins with a choice of ambient field of rational functions F with coefficients
in a coefficient group P. The coefficient group is an abelian multiplicative group without
torsion. The ambient field is a field of rational functions in n variables with coefficients
in P: it is the set of expressions that can be made out of n elements x1, . . . , xn and the
elements of of P, using the standard arithmetic operations +,−,× and ÷, under the usual
notion of equivalence of such rational expressions. The integer n is called the rank.
Definition 1.1 (Non-normalized seed, [15, 13]). Let P and F be as above. A non-
normalized seed in F is a triple Σ = (B,p,x), consisting of the following three ingredients:
● a skew-symmetrizable n × n matrix B = (bij),● a coefficient tuple p = (p±1 , . . . , p±n) consisting of 2n elements in P,● a cluster x = (x1, . . . , xn) in F , whose elements (called cluster variables) are alge-
braically independent and freely generate F over QP.
The more restrictive notion of normalized seed is given in Definition 4.1. Normalized
seeds are much more studied in the literature, where they are usually simply called seeds.
Thus, we persistently use the adjective non-normalized in our setting, although this is a
little clumsy.
Definition 1.2. A labeled n-regular tree, Tn, is an n-regular tree with edges labeled by
integers so that the set of labels emanating from each vertex is [1, n]. We write t kÐ→ t′ to
indicate that vertices t, t′ are joined by an edge with label k. An isomorphism Tn → Tn of
labeled trees Tn and Tn sends vertices to vertices and edges to edges, preserving incidences
of edges and the edge labels. Such an isomorhism is uniquely determined by its value at
a single vertex t ∈ Tn.
Definition 1.3 (Non-normalized seed pattern, [13, 15]). Let P and F be as above. A
collection of non-normalized seeds in F , with one seed Σ(t) = (B(t),p(t),x(t)) for each t ∈
Tn, is called a non-normalized seed pattern if for each edge t
k
Ð→ t′, the seeds Σ(t) and
Σ(t′) are related by a mutation in direction k:
● The matrices B(t) and B(t′) are related by a matrix mutation
(1.1) bij(t′) = {−bij(t) if i = k or j = k
bij(t) + sign(bik(t))[bik(t)bkj(t)]+ otherwise,
● the coefficient tuples p(t) and p(t′) are related by
(1.2) p±k(t′) = p∓k(t) and
(1.3)
p+j (t′)
p−j (t′) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
p+j (t)
p−
j
(t p
+
k
(t)bkj(t) if bkj ≥ 0
p+j (t)
p−
j
(t)p
−
k(t)bkj(t) if bkj ≤ 0
when j ≠ k,
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● and the clusters x(t) and x(t′) are related by
(1.4) xj(t′) = xj(t) for j ≠ k, and
(1.5) xk(t)xk(t′) = p+k∏xj(t)[bjk]+ + p−k∏xj(t)[−bjk]+ ,
the latter of which is called an exchange relation.
The rules (1.1) through (1.5) are ambiguous, meaning Σ(t′) is not determined uniquely
from Σ(t). Indeed, since (1.3) only mentions the ratio p+j (t′)
p−
j
(t′) , for each j ≠ k one can
rescale both of p+j (t′) and p−j (t′) by a common element of P while preserving (1.3). We
write Σ
µk↭ Σ′ to indicate that two seeds Σ and Σ are related by a mutation in direction k;
this condition is symmetric in Σ and Σ′.
Thinking of (1.5) as a recipe for computing xk(t′) from Σ(t), we crucially observe that
the computation is subtraction-free: the only operations needed are +,× and ÷ in F . This
motivates the following definition:
Definition 1.4 (Ambient semifield). Let E be a non-normalized seed pattern, and x(t)
one of its clusters. The ambient semifield, F>0 = F>0(E) ⊂ F is the subset of all elements
which can be given as a subtraction-free rational expression in the elements of x(t),
with coefficients in P. Thus, it is the set of rational functions which can be built out
of x1(t), . . . , xn(t) and the elements of P using the operations +,× and ÷ in F .
Since (1.5) is subtraction-free, F>0 is independent of the choice of t (it only depends
on E), and every cluster variable for E lies in F>0. Recall that a semifield is an abelian
multiplicative group, with an additional binary operation (called the auxiliary addition)
that is commutative and associative, and distributes over multiplication. The ambient
semifield is a semifield with respect to the multiplication and addition operations in F ,
justifying its name. Homomorphisms between semifields are defined in the obvious way.
The ambient semifield has the following universality property.
Lemma 1.5 ([17, Definition 2.1]). Let E be a non-normalized seed pattern with coefficient
group P and ambient semifield F>0. Fix a cluster x(t) in E. Let S be any semifield. Then
given a multiplicative group homomorphism P → S, and a function x(t)→ S, there exists
a unique semifield homomorphism F>0 → S agreeing with the given maps on P ∪ x(t).
The following elements of F>0 will play a prominent role in Section 2.
Definition 1.6 (Hatted variables). Let E be a non-normalized seed pattern. Let yˆ(t) =(yˆ1(t), . . . , yˆn(t)) denote the n-tuple of hatted variables
(1.6) yˆj(t) = p
+
j (t)
p−j (t)∏i xi(t)
bij(t),
obtained by taking the ratio of the two terms on the right hand side of (1.5).
The hatted variables in adjacent seeds determine each other as follows:
Proposition 1.7 ([13, Proposition 2.9]). Let E = (B(t),p(t),x(t)) be a non-normalized
seed pattern with hatted variables yˆ(t). For each edge t kÐ→ t′, the n-tuples yˆ(t) and yˆ(t′)
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satisfy
(1.7) yˆj(t′) = {yˆj(t)−1 if j = k
yˆj(t)yˆk(t)[bkj(t)]+(yˆk(t) + 1)−bkj(t) if j ≠ k.
The propagation rule (1.7) takes place in F>0, and only depends on the B matrix.
The preceding discussion is what we will need for Section 2. We briefly recall a few
more definitions which will be useful in presenting our examples. First, the exchange
graph E associated with a seed pattern E is the graph whose vertices are the unlabeled
seeds in E , and whose edges correspond to mutations between these seeds. More precisely,
permuting the indices [1, n] in a non-normalized seed commutes with the mutation rules
(1.1) through (1.5). The exchange graph is the n-regular graph obtained by identifying
vertices t1, t2 ∈ Tn if the seeds Σ(t1) and Σ(t2) are permutations of each other. The star
neighborhood star(t) of a vertex t ∈ E is the set of n edges adjacent to it. Rather than
being indexed by [1, n], the data in an unlabeled seed Σ(t) for t ∈ E is indexed by the n
seeds adjacent to Σ(t), i.e. by the elements of star(t).
Second, in the concrete examples in this paper, we have chosen a distinguished finite
set of elements called frozen variables, and the coefficient group P is the free abelian
multiplicative group of Laurent monomials in these frozen variables. The cluster algebra A
associated with the seed pattern E is the Z-algebra generated by the frozen variables and
all of the cluster variables arising in the seeds of E .
Example 1.8. We now introduce a pair of affine algebraic varieties X and Y and a
pair of seed patterns in their respective fields of rational functions. The cluster algebras
associated with these seed patterns are the coordinate rings C[X] and C[Y]. Both cluster
algebras are of finite Dynkin type A2.
LetX = Gˆr(3,5) be the affine cone over the Grassmann manifold of 3-dimensional planes
in C5. The points in X are the decomposable tensors {x ∧ y ∧ z∶x, y, z ∈ C5} ⊂ Λ3(C5).
Its coordinate ring is generated by the Plu¨cker coordinates ∆ijk for 1 ≤ i < j < k ≤ 5,
extracting the coefficient of ei ∧ ej ∧ ek in x ∧ y ∧ z, where e1, . . . , e5 is the standard basis
for C5. Representing a given x ∈ Gˆr(3,5) by a 3×5 matrix, ∆ijk(x) is the maximal minor
of this matrix in columns i, j, and k.
There is a well known cluster structure on C[X] [15, 16]. It is a special case of a cluster
structure for arbitrary Grassmannians constructed by Scott [28]. The frozen variables are
the Plu¨cker coordinates consisting of cyclically consecutive columns
(1.8) ∆123,∆234,∆345,∆145,∆125.
There are five cluster variables, listed in (1.9) with cyclically adjacent pairs of cluster
variables forming clusters
(1.9) ∆245,∆235,∆135,∆134,∆124.
The clusters and exchange relations are given in Figure 1. All of the other data in the seed
pattern can be determined from these. For example, focusing on the seed whose cluster
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is (x1, x2) = (∆235,∆245), from the first and fifth exchange relations in Figure 1 follows
(p+1 , p−1 , p+2 , p−2) = (∆125∆234,∆123,∆145,∆345∆125)(1.10)
(yˆ1, yˆ2) = (∆125∆234
∆123∆245
,
∆145∆235
∆345∆125
).(1.11)
The exchange relations are written so that mutating is moving clockwise in the exchange
graph. If a mutation moves counterclockwise, one should swap the order of the two terms
in the exchange relation.
●
●
●●
●
(∆235,∆245)
(∆135,∆235)
(∆134,∆135)(∆124,∆134)
(∆245,∆124)
∆245∆135 =∆145∆235 +∆125∆345
∆235∆134 =∆234∆135 +∆123∆345
∆135∆124 =∆125∆134 +∆123∆145
∆134∆245 =∆345∆124 +∆123∆345
∆124∆235 =∆123∆245 +∆125∆234
Figure 1. The exchange graph for C[X]. The vertices are clusters and
edges between vertices are mutations. Each mutation exchanges two cluster
variables via an exchange relation listed in the table at top right. The extra
data in each seed can be inferred from these exchange relations.
Second, let Y ≅ C9 the affine space of band matrices of the form
(1.12) y =
⎛⎜⎝
y1,1 y1,2 y1,3 0 0
0 y2,2 y2,3 y2,4 0
0 0 y3,3 y3,4 y3,5
⎞⎟⎠ .
Its coordinate ring C[Y] contains the minors YI,J . Evaluating YI,J on y ∈Y returns the
minor of y occupying rows I and columns J , e.g. Yi,j(y) = yi,j and Y12,23(y) = y1,2y2,3 −
y1,3y2,2. Some of these minors factor, e.g. Y12,13 = Y1,1Y2,3.
Figure 2 shows a seed pattern whose cluster algebra is C[Y]. The frozen variables are
the following minors
(1.13) Y1,1, Y2,2, Y3,3, Y1,3, Y2,4, Y3,5, Y123,234.
The cluster variables are listed in (1.14), with cyclically adjacent pairs forming clusters
(1.14) Y1,2, Y12,23, Y2,3, Y23,34, Y3,4.
2. Seed orbits
We introduce seed orbits by first describing them as equivalence classes under a certain
equivalence relation on seeds. Proposition 2.3 gives another characterization as orbits
under an explicit rescaling action.
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●
●
●●
●
(Y12,23, Y1,2)
(Y2,3, Y12,23)
(Y23,34, Y2,3)(Y3,4, Y23,34)
(Y1,2, Y3,4)
Y1,2Y2,3 = Y12,23 + Y2,2Y1,3
Y12,23Y23,34 = Y123,234Y2,3 + Y2,2Y3,3Y1,3Y2,4
Y2,3Y3,4 = Y23,34 + Y3,3Y2,4
Y23,34Y1,2 = Y2,2Y1,3Y3,4 + Y123,234
Y3,4Y12,23 = Y3,3Y2,4Y1,2 + Y123,234
Figure 2. The exchange graph and exchange relations for C[Y], mirroring
Figure 1.
Definition 2.1. Let k⃗ = (k1, . . . , kℓ) be a sequence of elements of [1, n]. Choosing a base
point t0 ∈ Tn, such a sequence determines a walk t0
k1Ð→ t1
k2Ð→⋯
kℓÐ→ tℓ in Tn. We say that k⃗
is contractible if this walk starts and ends at the same vertex of Tn, i.e. tℓ = t0.
Given non-normalized seeds Σ and Σ∗, we write Σ ∼ Σ∗ if there is a contractible
sequence of mutations from Σ to Σ∗, i.e. a contractible sequence k⃗ and non-normalized
seeds Σ1, . . . ,Σℓ−1 such that
(2.1) Σ = Σ0
µk1↭ Σ1
µk2↭ Σ2⋯Σℓ−1
µkℓ↭ Σℓ = Σ∗.
Clearly, ∼ is an equivalence relation on non-normalized seeds. Furthermore, it removes
the ambiguity present in mutation of non-normalized seeds:
Lemma 2.2. The mutation rule
µk↭ becomes unambiguous and involutive once it is thought
of as a rule on equivalence classes of seeds under ∼. That is, fixing a ∼-equivalence class
S and a direction k ∈ [n], the set of seeds
(2.2) {Σ′∶Σ′ µk↭ Σ for some Σ ∈S}
is again a ∼-equivalence class of seeds.
We now characterize ∼-equivalence classes explicitly. We say two elements z, x ∈ F are
proportional, written z ≍ x, if z
x
∈ P. We emphasize that P does not include constants,
e.g. −1,2 ∉ P, and thus x is not proportional to −x,2x, etc.
Proposition 2.3 (Seed orbits). Let Σ = (B,p,x),Σ∗ = (B∗,p∗,x∗) be non-normalized
seeds in F , of rank n ≥ 2, with x = (xi),p = (p±i ),x∗ = (x∗i ),p∗ = ((p∗)±i ). Then the
following are equivalent:
(1) Σ ∼ Σ∗.
(2) B = B∗, yˆ(Σ) = yˆ(Σ∗), and xi ≍ x∗i for all i.
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(3) B = B∗, and there exist scalars c1, . . . , cn, d1, . . . , dn ∈ P, such that
x∗j =
xj
cj
(2.3)
(p∗)±j = p
±
j
dj
∏ c
[±bij]+
i .(2.4)
Equations (2.3) and (2.4) define a rescaling action of Pn×Pn on non-normalized seeds,
denoted by (c⃗, d⃗) ⋅Σ where (c⃗, d⃗) ∈ Pn ×Pn and Σ is a non-normalized seed. Proposition
2.3 says that a ∼-equivalence class of non-normalized seeds is precisely a Pn ×Pn orbit
under this action; we henceforth refer to these equivalence classes as seed orbits.
Proof. Conditions (2) and (3) are a re-translation of each other by immediate calculation.
We show (1) implies (2). Defining a seed orbit by (2), this implication follows from the
fact that seed orbits are “closed under mutation.” More precisely, if Σ and Σ† = (c⃗, d⃗)⋅Σ are
in the same seed orbit and Σ′ and (Σ†)′ are two seeds satisfying Σ µk↭ Σ′ and Σ† µk↭ (Σ†)′,
then Σ′ and (Σ†)′ are in the same seed orbit. By (1.1) and Proposition 1.7, we know that
B′ = (B†)′ and yˆ′ = (yˆ†)′, so the claim will follow if we check (x†)′j ≍ x′j for all j. This is
obvious when j ≠ k from (1.4). When j = k, (1.5) for the mutation Σ†
µk↭ (Σ†)′ says that
(x†)′k = (x†k)−1((p†)+k∏(x†j)[bjk]+ + (p†)−k∏(x†j)[−bjk]+)(2.5)
= (x†k)−1(p†)−k(1 + yˆk(Σ†))∏(x†j)[−bjk]+(2.6)
=
ck
dk
(xk)−1p−k(1 + yˆk(Σ))∏ x[−bjk]+j(2.7)
=
ck
dk
x′k,(2.8)
as desired. Returning to the implication (1) ⇒ (2), from the symmetry of µk↭ it follows
that Σ is related to itself along any contractible sequence k⃗. Since seed orbits are closed
under mutation, any seed Σ∗ related to Σ by a contractible sequence of mutations is
therefore in the same seed orbit as Σ.
Now we show (3) implies (1). Let cˆj(a) ∈ Pn ×Pn denote the vector with cj = a and
all other entries equal to 1, and define similarly dˆj(a). Clearly, it suffices to show that
Σ ∼ cˆj(a) ⋅Σ and Σ ∼ dˆj(a) ⋅Σ, since rescalings of this type generate Pn ×Pn.
Seeds of the form dˆj(a) ⋅ Σ are equivalent to Σ, as follows by mutating twice in any
direction k ≠ j. For seeds of the form cˆj(a) ⋅Σ, let Σ′ be any seed satisfying Σ µj↭ Σ′:
Σ ∼ dˆj(a−1) ⋅Σ(2.9)
µj
↭ (cˆj(a−1)dˆj(a−1)) ⋅Σ′(2.10)
∼ (cˆj(a−1)) ⋅Σ′(2.11)
µj
↭ cˆj(a) ⋅Σ,(2.12)
where (2.10) and (2.12) follow from the calculation in (2.8), and (2.9) and (2.11) are
admissible since we already know rescaling by dˆj(a) preserves equivalence of seeds. Since
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(2.9) through (2.12) amounts to mutating in direction j twice on seed equivalence classes,
it follows that Σ ∼ cˆj(a) ⋅Σ as desired. 
3. Quasi-homomorphisms
We will now give the definition of a quasi-homomorphisms from a seed pattern E to
another seed pattern E . We retain the notation of Section 1 for all the data in E , and we
use bars to denote the analogous quantities in the second pattern E . Thus E has coefficient
group P, ambient field F , seeds Σ(t) = (B(t),p(t),x(t)), hatted variables yˆj(t), and so
on. It is built on a second copy of the n-regular tree, Tn.
The motivating observation is the following: since the mutation rules (1.3) through
(1.5) are certain algebraic relations in in F>0, they are preserved by a homomorphism of
semifields.
Definition 3.1 (Quasi-homomorphism). Let E and E be non-normalized seed patterns.
Let Ψ∶F>0 → F>0 be a semifield homomorphism satisfying Ψ(P) ⊂ P (in this case we say Ψ
preserves coefficients). We say Ψ is a quasi-homomorphism from E to E if it maps each
seed in E to a seed that is ∼-equivalent to a seed in E , in a way that is compatible with
mutation. More precisely, let t ↦ t be an isomorphism of the labeled trees Tn and Tn.
Then Ψ is a quasi-homomorphism if and only if
(3.1) Ψ(Σ(t)) ∼ Σ(t)
for all t ∈ Tn, where Ψ(Σ(t)) = (B(t),Ψ(p),Ψ(x)) is the triple obtained by evaluating Ψ
on Σ(t).
As motivation for this definition, we imagine a situation where E is well understood
combinatorially, and we would like to understand another seed pattern E by comparing it
with E . The requirement (3.1) says that the seeds Ψ(Σ(t)) mutate “in parallel” with the
seeds in E , in the sense that their corresponding seeds only differ by the rescalings (2.3)
and (2.4).
The following Propositions 3.2 and 3.3 show two ways in which quasi-homomorphisms
are well-behaved. Both of their proofs follow immediately from the observation that
applying a semifield homomorphism commutes with mutation.
Proposition 3.2. Let Ψ∶F>0 → F>0 be a semifield homomorphism satisfying (3.1) for
some t ∈ Tn. Then Ψ is a quasi-homomorphism.
That is, rather than checking that (3.1) holds at every t ∈ Tn, it suffices to check this
at a single t ∈ Tn.
Proposition 3.3. Let Ψ be a quasi-homomorphism from E to E. Let Σ be a seed in E,
and let Σ∗ be a non-normalized seed satisfying Σ ∼ Σ∗. Then Ψ(Σ) ∼ Ψ(Σ∗).
Proposition 3.3 says that quasi-homomorphism preserves ∼-equivalence of seeds. Thus,
if S(t) denotes the seed orbit of Σ(t) and ditto for S(t) and Σ(t), then Ψ maps S(t) in-
side S(t) for all t. A quasi-homomorphism is therefore a natural notion of homomorphism
between the respective seed orbit patterns (t,S(t)) and (t,S(t)).
Now we describe a quasi-homomorphism between the pair of seed patterns in Exam-
ple 1.8.
QUASI-HOMOMORPHISMS OF CLUSTER ALGEBRAS 11
Example 3.4. Given Y ∈ Y, let Y [1], Y [2], Y [3] ∈ C5 denote its rows. There is a
surjective map of varieties F ∶Y → X sending Y
F
↦ Y [1] ∧ Y [2] ∧ Y [3]. It determines a
map on cluster algebras F ∗∶C[X] → C[Y] sending ∆ijk ↦ Y123,ijk. Figure 3 shows the
non-normalized seed pattern that arises from applying F ∗ to Figure 1 and factoring the
cluster variables inside C[Y]. The seeds in Figure 3 are in the same seed orbit as the
corresponding seeds in Figure 2, and thus F ∗ is a quasi-homomorphism from C[X] to
C[Y].
●
●
●●
●
(Y3,5Y12,23, Y2,4Y3,5Y1,2)
(Y1,1Y3,5Y2,3, Y3,5Y12,23)
(Y1,1Y23,34, Y1,1Y3,5Y2,3)(Y1,1Y2,2Y3,4, Y1,1Y23,34)
(Y2,4Y3,5Y1,2, Y1,1Y2,2Y3,4)
Y2,4Y3,5Y1,2 ⋅ Y1,1Y3,5Y2,3 = Y1,1Y
2
3,5Y2,4(Y12,23 + Y2,2Y1,3)
Y3.5Y12,23 ⋅ Y1,1Y23,34 = Y1,1Y3,5(Y123,234Y2,3 + Y2,2Y3,3Y1,3Y2,4)
Y1.1Y3.5Y2,3 ⋅ Y1.1Y2.2Y3,4 = Y
2
1.,1Y2,2Y35(Y23,34 + Y3,3Y24)
Y1.1Y23,34 ⋅ Y24Y3.5Y1,2 = Y1.1Y24Y3,5(Y2,2Y1,3Y3,4 + Y123,234)
Y1.1Y2.2Y3,4 ⋅ Y35Y12,23 = Y1.1Y22Y3,5(Y3,3Y2,4Y1,2 + Y123,234)
Figure 3. The non-normalized seed pattern obtained by applying F ∗
to the seed pattern in Figure 1. The clusters agree with the clusters in
Figure 2 up to the frozen variables listed in (1.13). Cancelling the common
frozen variable factors from both sides of the exchange relations yields the
exchange relations in Figure 2. It follows that the yˆ values are the same in
both figures.
Definition 3.5. Two quasi-homomorphisms Ψ1,Ψ2 from E to E are called proportional
if Ψ1(Σ) ∼ Ψ2(Σ) for all seeds Σ in E . We say a quasi-homomorphism Ψ from E to E is
a quasi-isomorphism if there is a quasi-homomorphism Φ from E to E such that Φ ○Ψ is
proportional to the identity map on F>0. We say that Ψ and Φ are quasi-inverses of one
another.
Once we have a quasi-isomorphism between two seed patterns, we think of them as
being essentially “the same.” Up to coefficients, the maps in both directions allows us
to write the cluster variables in one seed pattern in terms of the cluster variables in the
other one.
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Remark 3.6. The set of seed patterns with quasi-homomorphisms as morphisms is a
category. Proportionality is an equivalence relation on the morphisms in this category,
and this equivalence relation respects composition of quasi-homomorphisms. This yields
a quotient category whose objects are seed patterns and whose morphisms are propor-
tionality classes of quasi-homomorphisms. A morphism in this quotient category is an
isomorphism if and only if one (hence any) of its constituent quasi-homomorphisms is a
quasi-isomorphism.
The following lemma provides a simple method for checking a candidate map is a
quasi-inverse of a given quasi-homomorphism.
Lemma 3.7. Let Ψ be a quasi-homomorphism from E to E , and Φ∶F>0 → F>0 a semifield
map that preserves coefficients and for which Φ○Ψ(x) ≍ x for all cluster variables x in E.
Then Ψ and ϕ are quasi-inverse quasi-isomorphisms.
Lemma 3.7 follows from the more general Proposition 5.2 below. In fact, it will suffice
to merely check that ϕ ○Ψ(x) ≍ x for all x lying on a nerve (cf. Definition 5.1).
Example 3.8. Using Lemma 3.7 we describe a quasi-inverse G∗ for the quasi- homomor-
phism F ∗ from Example 3.4. Let G∶X → Y be the morphism sending X ∈ X to the the
band matrix
G(X) = ⎛⎜⎝
∆145(X) ∆245(X) ∆345(X) 0 0
0 ∆125(X) ∆135(X) ∆145(X) 0
0 0 ∆123(X) ∆124(X) ∆125(X)
⎞⎟⎠ ∈Y
all of whose entries are Plu¨cker coordinates of X . The coordinate ring map C[Y]→ C[X]
sends Yi,j to the Plu¨cker coordinate in the (i, j) entry of G(X), e.g. G∗(Y1,2) =∆245.
The matrix G(X) has an interesting property: all of its minors are monomials in the
Plu¨cker coordinates of X . In particular, its maximal minors agree with those of X , up to
a multiplicative factor:
(3.2) ∆ijk(G(X)) =∆145(X)∆125(X)∆ijk(X).
Thus, G∗ ○ F ∗(∆ijk) = ∆145∆125∆ijk ≍ ∆ijk for each cluster variable ∆ijk. Since G∗
preserves coefficients (the only nontrivial check is G∗(Y123,234) = ∆125∆145∆234), from
Lemma 3.7 it follows that G∗ is a quasi-inverse of F ∗.
Remark 3.9. A quasi-homomorphism is defined as a map on ambient semifields since
these maps transparently preserve the mutation rules (1.1)–(1.5). This should be suitable
for most purposes, since one is mostly interested in evaluating a quasi-homomorphism on
cluster variables or coefficients. However, the cluster algebra A is the more familiar alge-
braic object associated to a seed pattern. If one wants to think of a quasi-homomorphism
Ψ as an algebra map of cluster algebras A → A, one will sometimes need to first localize
at the frozen variables in A.
We close this section by explaining the differences between quasi-homomorphisms and
preexisting notions of homomorphisms between cluster algebras. Specifically, we consider
the notion of a rooted cluster morphism in the category of cluster algebras described
by Assem, Dupont, and Shiffler [1], and also of a coefficient specialization defined by
Fomin and Zelevinsky [17] and studied by Reading [26, 27]. The key difference between
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these notions and quasi-homomorphisms is that a quasi-homomorphism allows for cluster
variables to be rescaled by an element of P. This extra flexibility provides more freedom in
constructing new cluster algebras from old ones (cf. Section 4) or in finding nice self-maps
of cluster algebras giving rise to elements of the cluster modular group (cf. Section 6).
In a little more detail, a coefficient specialization is a map whose underlying map on
coefficients can be any group homomorphism P→ P, but that must send each cluster vari-
able to a cluster variable. Thus, each coefficient specialization is a quasi-homomorphism,
but a very special one since cluster variables are not allowed to be rescaled by elements
of P. Rooted cluster morphisms require choosing a pair of initial seeds in E and E (this
is the sense in which the morphism is rooted). Between this pair of seeds, a morphism is
an algebra map that sends each cluster variable to either a cluster variable or an integer,
and sends each frozen variable to either a frozen variable, a cluster variable, or an integer.
Hence, while quasi-homomorphisms are more flexible in allowing for cluster variables to
be rescaled and for frozen variables to be sent to monomials in the frozen variables, they
are also less flexible as they do not allow for unfreezing frozen variables or specializing
variables to integers. It probably would not be hard to combine these two notions.
One more technicality: to streamline the discussion, we have formulated Definition 3.1
so that quasi-homomorphisms preserve exchange matrices, whereas rooted cluster mor-
phisms allow for B ↦ −B. To make Definition 3.1 more consonant with these preexisting
notions, one could modify (3.1) to say that either Ψ(Σ(t)) ∼ Σ(t) or Ψ(Σ(t)) ∼ Σ(t)opp
(see the definition of opposite seed in Section 5 below) without any significant changes.
4. Normalized seed patterns
In this section, we recall the definition of normalized seed patterns and apply the results
of Section 2 in the case that E and E are normalized.
Definition 4.1 (Normalized seed pattern). A seed pattern E as in Definition 1.3 is called
normalized if the coefficient group P is a semifield, and each coefficient tuple p(t) satisfies
(4.1) p+j (t)⊕ p−j (t) = 1 for all j,
where ⊕ is the addition in P.
The advantage of this normalization condition is that it makes the mutation rule (1.3),
and therefore mutation of normalized seeds, unambiguous. Indeed, (1.3) specifies the
ratio yj(t′) = p+j (t′)p−
j
(t′) in terms of B(t) and p(t), and there is a unique choice of p±j (t′) ∈ P
with this ratio and satisfying the normalization condition, namely the pair
(4.2) p+j (t′) = yj(t′)1⊕ yj(t′) and p−j (t′) =
1
1⊕ yj(t′) .
Furthermore, mutating twice in a given direction is the identity.
At the same time, the disadvantage is that computing a cluster algebra now involves
three operations, the two operations present in F>0 along with ⊕ in P. The definition of
quasi-homomorphism prioritizes these first two operations. Proposition 4.3 says that in
the case of a quasi-homomorphism between normalized seed patterns, there is a “separa-
tion of additions” phenomenon, separating the addition in F>0 from the one in P.
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Before stating Proposition 4.3, we say a little more about normalized seed patterns
and Y -patterns. In a normalized seed pattern, the tuple of ratios (y1(t), . . . , yn(t)) deter-
mines the coefficient tuple by (4.2). Accordingly, for normalized seed patterns one keeps
track of yj(t) rather than p±j (t). Rewriting (1.2) and (1.3) in terms of yj(t) determines a
Y -pattern recurrence in the semifield P:
(4.3) yj(t′) = {yj(t)−1 if j = k
yj(t)yk(t)[bkj(t)]+(yk(t)⊕ 1)−bkj(t) if j ≠ k.
A collection of quantities (B(t),y(t))t∈Tn satisfying (1.1) and (4.3), with the y(t) lying
in some semifield S , is called a Y-pattern in the semfield S . Notice that the concept of
semifield is now playing two different roles, either as the ambient semifield F>0 in which
the exchange relation calculations take place, or as the coefficient semifield P used to
remove the ambiguity in mutation of seeds. The surprising connection between these
two roles is Lemma 1.7, which we now recognize as saying that the (B(t), yˆ(t)) form
a Y -pattern in the ambient semfield F>0.
The most important example of a coefficient semifield arising in applications is the
tropical semifield.
Definition 4.2. A tropical semifield is a free abelian multiplicative group in some gen-
erators u1, . . . , um, with auxiliary addition ⊕ given by
∏
j
u
aj
j ⊕∏
j
u
bj
j =∏
j
u
min(aj ,bj)
j .
A normalized seed pattern over a tropical semifield is said to be of geometric type. When
this is the case, denoting the frozen variables by xn+1, . . . , xn+m, the data of (B(t),y(t))
is entirely described by an (n+m)×n matrix B˜(t) = (bij(t)), called the extended exchange
matrix. Its top n × n submatrix is B(t) and is called the principal part. Its bottom m
rows are called coefficient rows. They are specified from the equality yj(t) = m∏
i=1
x
bn+i,j (t)
n+i .
The mutation rule (4.3) translates into the rule (1.1) on B˜.
The seed pattern in Figure 1 is of geometric type over the tropical semifield in the
frozen variables in (1.8). The same holds for the seed pattern in Figure 2 over the frozen
variables in (1.13). On the other hand, the seed pattern in Figure 3 is not normalized,
e.g. the first exchange relation there satisfies p+2 ⊕ p
−
2 = Y1,1Y2,4Y3,5.
Now we state Proposition 4.3 describing quasi-homomorphisms between normalized
seed patterns E and E . It arose during the process of writing a forthcoming book on
cluster algebras [14], in proving one direction of the finite type classification (namely,
that a cluster algebra with a quiver whose principal part is an orientation of a Dynkin
quiver necessarily has only finitely many seeds). We will state it as a recipe for construct-
ing a normalized seed pattern from a given one, since we envision this being useful in
applications.
Proposition 4.3. Let E be a non-normalized seed pattern, with the usual notation. Let(xi) = (xi(t0)) be a fixed initial cluster in E. Let P be a semifield, and F>0 the semifield of
subtraction-free rational expressions in algebraically independent elements x1, . . . , xn with
coefficients in P.
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Let Ψ∶F>0 → F>0 be a semifield map satisfying Ψ(xi) ≍ xi, and let c∶F>0 → P be
the composition of semifield maps F>0
Ψ
Ð→ F>0
xi↦1ÐÐ→ P where the second map in this
composition specializes all xi to 1 and is the identity on P.
Then there is a normalized seed pattern E in F>0 with seeds (B(t),p(t),x(t)) satisfying
B(t) = B(t)(4.4)
xi(t) = Ψ(xi(t))
c(xi(t))(4.5)
yˆi(t) = Ψ(yˆi(t))(4.6)
yi(t) = c(yˆi(t)).(4.7)
Clearly, Ψ is a quasi-homomorphism from E to E .
Proof. Formulas (4.5) through (4.7) follow by applying [13, Proposition 3.4]) to Ψ(E),
renormalizing by the scalars c(xi), and massaging the formulas given there. Alternatively,
it is also straightforward to check the right hand sides of (4.5) through (4.7) satisfy the
required recurrences directly (this is carried out in [14]). 
Example 4.4. Beginning with the seed pattern in Figure 1, one can construct the normal-
ized seed pattern in Figure 2 by first applying the semifield map F ∗ – obtaining the non-
normalized seed pattern in Figure 3– and then normalizing by a semifield map c∶F>0 → P.
This map c agrees with F ∗ on frozen variables and sends a cluster variable x to the frozen
variable monomial dividing F ∗(x), e.g. c(∆235) = Y3,5 and c(∆245) = Y2,4Y3,5.
When both E and E are of geometric type, constructing a quasi-homomorphism that
sends one seed into (the seed orbit of) another seed is a matter of linear algebra:
Corollary 4.5. Let Σ = (B˜,{x1, . . . , xn}) and Σ = (B˜,{x1, . . . , xn}) be seeds of geometric
type, with frozen variables xn+1, . . . , xn+m and xn+1, . . . , xn+m respectively. Let E and E be
the respective seed patterns.
Let Ψ be a quasi-homomorphism from E to E such that Ψ(Σ) ∼ Σ. It determines a
monomial map from the xi to the xi. Let MΨ denote the matrix of exponents of this
monomial map, thus MΨ is an (n +m) × (n +m) matrix satisfying Ψ(xk) = n+m∏
i=1
x
(MΨ)ik
i .
Then the extended exchange matrices B˜, B˜ are related by
(4.8) B˜ =MΨB˜.
In particular, such a a quasi-homomorphism Ψ exists if and only if the principal parts
of B˜, B˜ agree, and the (integer) row span of B˜ contains the (integer) row span of B˜.
Proof. Indeed, the (i, j) entry of the left hand side of (4.8) encodes the exponent of xi in
yˆj , while the (i, j) entry of the right hand side encodes the exponent of xi in Ψ(yˆj). So
(4.8) now follows from (4.6).
The final statement follows by studying (4.8): the “interesting” rows of MΨ are its
bottom m rows. Each of these rows determines a particular linear combination of the
rows of B˜, and these linear combinations can be prescribed arbitrarily by prescribing the
exponent of xi in Ψ(xj) for 1 ≤ i ≤m,1 ≤ j ≤ n +m using Lemma 1.5. 
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Remark 4.6 (Exchange graphs and separation of additions). The formulas (4.4),(4.5)
and (4.7) show that if there is a quasi-homomorphism from E to E , then the exchange
graph of E covers that of E . In particular, by Corollary 4.5, if the rows of B˜ span Zn,
then the exchange graph for the corresponding cluster algebra A(B˜) covers the exchange
graph of every other cluster algebra A with the same underlying exchange matrix.
This is a natural generalization of the separation of additions formula [17, Theorem 3.7]
from the case of a quiver with principal coefficients to any B˜-matrix whose rows span Zn.
Namely, let Σ0 = (B0,y,x) and Σ0 = (B0,y,x) be a pair of normalized seeds with the
same exchange matrix, and suppose Σ0 has principal coefficients, i.e. yi = xn+i. There is a
natural choice of maps Ψ mapping Σ0 to Σ0 as in Proposition 4.3, defined by Ψ(xi) = xi
and Ψ(xn+i) = yi. For this choice of Ψ, formula (4.5) becomes separation of additions:
the numerator of [17, Theorem (3.7)] (evaluating the “X polynomial” in F) is applying
the semifield homomorphism Ψ, while the denominator (specializing the cluster variables
to 1 and evaluating the X polynomial in P) is applying the semifield map c.
Remark 4.7 (Proportionality and gradings). Let E be a seed pattern of geometric type.
We recall briefly the concept of a Zr-grading on E cf. [21, 22]. Choosing an initial seed(B˜,{xi}) in E , such a choice of grading is determined by a r × (n +m) grading matrix G
satisfying GB˜ = 0. The ith column of G determines the grading of xi as a vector in Zr,
for 1 ≤ i ≤ n +m. The condition GB˜ = 0 guarantees that every exchange relation (1.5)
is homogeneous with respect to this Zr-grading; this in turn defines the multi-grading
of each adjacent cluster variable and thereby each adjacent grading matrix. It can be
seen that these adjacent grading matrices again satisfy the left kernel condition, so that
the grading propagates to a Zr-grading on the entire cluster algebra in which the cluster
variables and coefficients are homogeneous.
Now we suppose we are given two seeds E and E of geometric type with notation as
in Corollary 4.5. Let Ψ1 and Ψ2 be a pair of proportional quasi-homomorphisms of E
and E . We obtain as in (4.8) matrices MΨ1 and MΨ2 such that MΨ1B˜ =MΨ2B˜ = B˜, which
implies thatMΨ1 −MΨ2 defines a Z
m-grading G on E (the first n rows ofMΨ1 −MΨ2 define
the trivial grading). Conversely, fixing a quasi-homomorphism Ψ1 with matrix MΨ1 , any
choice of Zm-grading matrix G on B˜ provides a quasi-homomorphism Ψ2, proportional
to Ψ1, whose matrix is MΨ2 =MΨ1 +G.
Remark 4.8. For simplicity, we stated Corollary 4.5 in terms of Z row spans, but a similar
statement holds for Q row spans. To do this, one enlarges the tropical semifield P to the
Puiseux tropical semifield consisting of Puiseux monomials with rational exponents in the
frozen variables. This is unpleasant from the perspective of cluster algebras as coordinate
rings, but is perfectly fine if one is only interested in writing algebraic formulas for cluster
variables, etc.
This is foreshadowed in the work of Sherman and Zelevinsky [29, Section 6], which
discusses the coefficient-free rank 2 cluster algebra A(b, c) with exchange matrix ( 0 a
−b 0
).
The authors write the cluster variables in any cluster algebra with this B matrix in terms
of the cluster variables for A(b, c). Their formulas involve Puiseux monomials in the
frozen variables.
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5. Nerves
By Proposition 3.2, to check that a given semifield map Ψ is a quasi-homomorphism
from E to E , it suffices to check that Ψ(Σ(t)) ∼ Σ(t) for some pair of seeds Σ(t) in E and
Σ(t). By Proposition 2.3, this means checking that B(t) = B(t) and yˆ(t) = yˆ(t), and
furthermore Ψ(xj(t)) ≍ xj(t) holds for all j. We envision applications where checking the
proportionality condition on cluster variables is easy and can be done in many seeds t, but
checking the equality of exchange matrices or yˆ’s is inconvenient. The goal of this section
is to give a criterion that guarantees Ψ is a quasi-homomorphism by only checking these
proportionality conditions. The relevant concept is that of a nerve for a seed pattern.
Definition 5.1. Let E be a seed pattern. A nerve N for Tn, is a connected subgraph
of Tn such that every edge label k ∈ [1, n] arises at least once in N .
The basic example of a nerve is the star neighborhood of a vertex. We believe that
there are many theorems of the form, “if a property holds on a nerve, then it holds on the
entire seed pattern.” We give an example of such a theorem in the appendix, generalizing
the “Starfish Lemma” [11, Proposition 3.6] from a star neighborhood to a nerve.
Before stating the result of this section, we need to address the (mostly unimportant)
difference between a seed and its opposite seed. We say a seed is indecomposable if the
underlying graph described by its exchange matrix (the vertex set is [1, n] and vertices
i, j are joined by an edge if bi,j ≠ 0) is connected. For a seed Σ = (B,p,x), the opposite
seed Σopp = (Bopp,popp,xopp) is the seed defined by Bopp = −B, (popp)±j = p∓j , and xoppi = xi.
It satisfies yˆoppj =
1
yˆj
. The operations of restricting to an indecomposable component and
replacing a seed by its opposite seed both commute with mutation.
Proposition 5.2. Let E and E be non-normalized seed patterns, with respective ambient
semifields F>0 and F>0. Suppose the seeds in E are indecomposable. Let Ψ∶F>0 → F>0 be
a semifield homomorphism that preserves coefficients and satisfies Ψ(xj(t)) ≍ xj(t) for
every vertex t and label j such that t
j
Ð→ t′ is in N . Then Ψ is a quasi-homomorphism
from E to E or from E to E
opp
.
In particular applying the proposition when N is the star neighborhood of a vertex t,
to check that Ψ is a quasi-homomorphism, it suffices to check that Ψ(xj(t)) ≍ xj(t) for
all j ∈ [1, n], as well as checking Ψ(xj(t′)) ≍ xj(t′) for each adjacent edge t jÐ→ t′. Lemma
3.7 now follows.
Proof. Choose a vertex t ∈ N . By hypothesis for all j, Ψ(xj(t)) = cj(t)xj(t) for some
cj(t) ∈ P, so we are left checking that B(t) = B(t) and yˆ(t) = yˆ(t). Suppose t kÐ→ t′ is an
edge in N , then there is a scalar ck(t′) such that Ψ(xk(t′)) = ck(t′)xk(t′).
The exchange relation defining xk(t′) in E is
(5.1) xk(t)xk(t′) = p+k(t)∏xj(t)[bjk(t)]+ + p−k(t)∏xk(t)[−bjk(t)]+ .
On the other hand, applying Ψ to the relation defining xk(t′) in E and rearranging
yields
(5.2)
xk(t)xk(t′) = 1
ck(t′)ck(t)(Ψ(p+k(t))∏Ψ(xj(t))[bjk(t)]+ +Ψ(p−k(t))∏(Ψ(xj(t)))[−bjk(t)]+).
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Abbreviating the two terms on the right hand side of (5.1) as X + Y , and the two
terms in (5.2) as Z +W , we see by algebraic independence in the seed at t that either
X = Z,Y = W , or X = W,Y = Z. Refer to these as Case 1 or Case 2 respectively. By
inspection, we see that yˆk(t) is the ratio XY , while Ψ(yˆk(t)) is ZW . Thus in Case 1 we
deduce that Ψ(yˆk(t)) = yˆk(t) and the matrices B(t) and B(t) have the same kth column.
In Case 2 we deduce the same thing once we replace E by E
opp
.
Now apply Lemma 5.3. 
Lemma 5.3. Let Y = {y(t),B(t)} and Y = {y(t),B(t)} be two Y -patterns whose matrices
B(t) are indecomposable. Let N be a nerve for Tn. Suppose for every vertex t ∈ N and
label k such that the edge t
k
Ð→ t′ is in N , one of the following holds
yk(t) = yk(t) and bjk(t) = bjk(t) for all j ∈ [1, n], or(5.3)
y
opp
k (t) = yk(t) and boppjk (t) = bjk(t) for all j ∈ [1, n],(5.4)
then Y = Y or Yopp = Y accordingly.
Roughly, there are two issues here: first the question of whether Y -patterns can be
checked on a nerve (they can), and second whether we are dealing with Y or Yopp (this
relies on indecomposability).
Proof. In any Y -pattern, for a given (k, t) pair (not necessarily in N ), we will refer to
yk(t) and the kth column of B(t) as the k-part of the seed at t. The equations in (5.3)
say that Y,Y have either the same k-parts, or opposite k-parts, for any edge t
k
Ð→ t′ ∈ N .
Pick a vertex t0 ∈ N , and an edge k ∈ N incident to t0. If necessary, replace Y by Yopp
so that the given Y -patterns have the same k-part at t0. We seek to prove Y,Y have the
same j-part at t0, for all j ∈ [n].
Let t0
k
Ð→ t1 ∈ N be an edge in the nerve incident to t0. The mutation rules (1.1), (4.3)
are involutive and have the property that for any j, the j-part of the seed at t1 depends
only on the j-part and k-part of the seed at t0. Since the given Y -patterns agree at k,
we see that their j-parts agree at t1 if and only if they agree at t0. Repeatedly apply
this observation, mutating in all possible directions in the nerve, while preserving the fact
that the j-parts at t ∈ N coincide if and only if they coincide at t0. Since the nerve is
connected and every edge label shows up at least once in N , we conclude that for all j,
the j-parts at Y and Y are either the same or opposite. The connectedness hypothesis
assures they are all in fact the same. 
6. Quasi-automorphisms and the cluster modular group
A quasi-automorphism is a quasi-isomorphism from a given seed pattern E to itself,
cf. Definition 3.5. One can think of a quasi-automorphism as a choice of a map de-
scribing an automorphism of the pattern of seed orbits associated to E . We will use
quasi-automorphisms to define a variant of a group of automorphisms of E , generalizing
the group of cluster automorphisms defined for seed patterns with trivial coefficients in
[2] while retaining many of the properties of cluster automorphisms (e.g. Proposition 3.2,
Corollary 4.5 and Proposition 5.2).
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The following example illustrates that the notion of quasi-automorphism is more general
than the “naive” notion of a semifield automorphism preserving the seed orbit pattern.
Example 6.1. A quasi-automorphism does not have to be an automorphism of semifields.
Consider the composition G∗ ○ F ∗ from Example 3.8, which is a quasi-automorphism
of C[X] proportional to the identity map. It rescales each Plu¨cker variable by a product
of frozens: G∗ ○F ∗(∆S) =∆145∆125∆S. The ambient semifield of C[X] has a grading for
which every Plu¨cker variable is degree one, and every homogeneous element in the image
of G∗ ○ F ∗ has degree a multiple of 3. Thus G∗ ○ F ∗ cannot be surjective.
Definition 6.2. The quasi-automorphism group QAut0(E) is the set of proportionality
classes of quasi-automorphisms of E . This is the automorphism group of E in the quotient
category discussed in Remark 3.6.
Remark 6.3. Let us call a quasi-automorphism trivial if it is proportional to the identity
map. The set of trivial quasi-automorphisms is a monoid (but not usually a group) under
composition; the composition G∗ ○ F ∗ from Example 3.8 bears witness to this. One way
to construct quasi-automorphisms proportional to a given Ψ is to compose ǫ1 ○ Ψ ○ ǫ2
with ǫ1 and ǫ2 trivial. It is tempting to try and define QAut0(E) purely in terms of thse
trivial quasi-automorphisms, without mentioning proportionality. However the relation ≡
defined by Ψ1 ≡ Ψ2 if Ψ2 = ǫ1 ○Ψ ○ ǫ2 is neither symmetric nor transitive, so one cannot
form a quotient category using this relation.
We write QAut0(E) = QAut0(B˜) when E is of geometric type and specified by an initial
matrix B˜. By Remark 4.7, two quasi-automorphisms are proportional to each other if
and only if their ratio defines a Zm-grading on E (taking exponents of elements of P to
obtain elements of Zm). Fixing a particular quasi-automorphism Ψ, the number of degrees
of freedom in specifying another quasi-automorphism proportional to Ψ is therefore the
corank of B˜.
Lemma 6.4. Let E be a seed pattern of geometric type and Ψ a quasi-homomorphism
from E to itself. Then Ψ is a quasi-automorphism.
Thus when E is of geometric type, every quasi-homomorphism Ψ from E to itself deter-
mines an element of QAut0(E), i.e. any such Ψ has a quasi-inverse.
Proof. By [3, Lemma 3.2], if two B˜-matrices B˜(t0) and B˜(t0) are in the same mutation
class, they are related by a pair of unimodular integer matrices: B˜(t0) = MB˜(t0)N ,
for M ∈ GLm+n(Z), and N ∈ GLn(Z).
By Corollary 4.5, for a pair of vertices t0, t0 ∈ Tn, there is a quasi-homomorphism Ψ
sending the seed orbit at t0 to the seed orbit at t0 if and only if the principal parts of
B˜(t0) and B˜(t0) agree, and the row span of B˜(t0) contains the row span of B˜(t0). By
the unimodularity of mutation, this criterion is preserved under swapping the roles of t0
and t0 – if the row span of B˜(t0) contains the row span of B˜(t0) then in fact the two row
spans are equal submodules of Zn. 
Remark 6.5. Marsh and Scott [24] described a version of the twist for the Grassmannian
cluster algebras. One can show that it is a quasi-automorphism using [24, Corollary 8.6].
We will now recall the definitions of some preexisting groups of automorphisms associ-
ated a seed pattern E . Namely:
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● the cluster modular group CMG(E) of Fock and Goncharov [9], and
● the group Aut(E) of automorphisms in the category of (rooted) cluster algebras
defined by Assem, Dupont and Schiffler [1].
We first present these definitions and then discuss a particular example where all the
groups are computed and compared to each other and to the quasi-automorphism group.
Definition 6.6 (Cluster modular group [9, Definition 2.14]). Let E be a seed pattern with
exchange graph E. The cluster modular group CMG(E) is the group of graph automor-
phisms g ∈ Aut(E) that preserve the exchange matrices. More precisely, recall that the
unlabeled seed at vertex t ∈ E is indexed not by [1, n] but by the elements of star(t). Then
an element of the cluster modular group is a graph automorphism g ∈ Aut(E) satisfying
B(t)t′,t′′ = B(g(t))g(t′),g(t′′) for all t ∈ E and t′, t′′ ∈ star(t). Such a graph automorphism
can be determined by choosing a pair of vertices t0, t0 ∈ E and an identification of star(t0)
with star(t0) under which B(t0) = B(t0).
Remark 6.7. Because Definition 6.6 is in terms of automorphisms of the exchange graph,
the cluster modular group appears to depend on the entire seed pattern E , and not just
the underlying exchange matrices in E . However, it is widely believed that the exchange
graph – and therefore the cluster modular group – is in fact independent of the choice of
coefficients (i.e., it only depends on the exchange matrices, and therefore can be prescribed
by giving a single such matrix). This has been proven for skew-symmetric exchange
matrices [23].
The quasi-automorphism group is a subgroup of the cluster modular group. Indeed,
each quasi-automorphism Ψ determines a cluster modular group element g via Ψ(Σ(t)) ∼
Ψ(g(t)), and proportional quasi-automorphisms determine the same g. Since Ψ preserves
exchange matrices and evaluating Ψ commutes with permuting the cluster variables in a
seed, the element g produced this way is indeed an element of the cluster modular group.
One can also consider automorphisms in the category of cluster algebras defined in [1].
We reproduce a version of the definition for the sake of convenience.
Definition 6.8. Let E be a seed pattern. We say two seeds Σ1 and Σ2 in E are similar if
Σ2 coincides with Σ1 after first permuting the frozen variables, and then permuting the
indices [1, n] appropriately.
Suppose the exchange matrices in E are indecomposable. Let A be its cluster algebra.
A Z-algebra map f ∶A→ A is an automorphism of E if for every (equivalently, for any) seed
Σ in E , f(Σ) or f(Σ)opp is similar to a seed in E . We denote the group of automorphisms
of E by Aut(E).
The elements of Aut(E) are similar to strong isomorphisms from [16] but slightly more
general since one is allowed to permute the frozen variables.
We say f as in Definition 6.8 is a direct automorphism or inverse automorphism ac-
cording to whether f(Σ) or f(Σ)opp is a seed in E . Let Aut+(E) ⊂ Aut(E) denote the
subgroup of direct automorphisms. By similar reasoning to [2, Theorem 2.11], this sub-
group has index two in Aut(E) if each seed Σ in E is mutation-equivalent to Σopp; otherwise
Aut+(E) = Aut(E).
An important special case of Definition 6.8 is when E has trivial coefficients in which
case the group Aut(E) is the group of cluster automorphisms [2]. When E has trivial
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coefficients, we have Aut+(E) = CMG(E). Furthermore, a direct cluster automorphism is
the same as a quasi-automorphism in this case.
We can summarize the containments between the preceding groups as
(6.1) Aut+(E) ⊂ QAut0(E) ⊂ CMG(E) ?= Aut+(Etriv).
where E is a seed pattern and Etriv is the seed pattern obtained from E by trivializing its
coefficients. The equality CMG(E) ?= Aut+(Etriv) depends on the belief that CMG(E) =
CMG(Etriv), cf. Remark 6.3. The group Aut(Etriv) contains all of the groups in (6.1), and
the group Aut(E) doesn’t sit nicely with the rest of the containments when Aut+(E) ⊊
Aut(E).
We next illustrate the differences between the groups in (6.1) using a particular cluster
algebra associated with a bordered marked surface. Basic notions and references concern-
ing this class of cluster algebras are given in Section 7.
Example 6.9. Let (S,M) be an annulus with two marked points on each boundary
component cf. Figure 4. We have colored the marked points either black or white to aid
in describing the automorphism groups below.
∨
v1
v4
v2
v3
∧ ∧
v4 v4v1
v3 v3v2
Figure 4. An annulus with two marked points on each boundary compo-
nent. At right, we show a “flat form” of this annulus obtained by cutting
along the dashed line.
The cluster modular group CMG(S,M) for a cluster algebra associated with this an-
nulus coincides with the mapping class group of the annulus (see Proposition 7.2 below).
This group has the following explicit description: let ρ be the (isotopy class of) the home-
omorphism of S that rotates the inner boundary of the annulus clockwise by a half-turn.
Let τ be the clockwise half-turn of the outer boundary. Let σ be the homeomorphism rep-
resented by a 180 degree turn of the flat form of the annulus; it swaps the inner and outer
boundary components. Then the elements ρ, τ, and σ generate the cluster modular group.
The group has a presentation CMG(S,M) = ⟨ρ, τ, σ∶ (ρτ)2 = σ2 = 1, ρτ = τρ, σρ = τσ⟩ with
respect to these generators. It is a central extension 1 ↦ Z/2Z ↦ CMG ↦ Dih∞ ↦ 1 of
the infinite dihedral group Dih∞ = ⟨r, s∶ s2 = (sr)2 = 1⟩ by Z/2Z = ⟨ρτ⟩, using the map
σ ↦ s, ρ ↦ r, τ ↦ r−1.
Figure 5 gives a choice of lamination L and triangulation T , as well as the quivers
B˜(T ), B˜(ρ(T )) and B˜(ρ2(T )). Let A be the corresponding cluster algebra with frozen
variable xL, E its seed pattern, and F>0 its ambient semifield.
The cluster modular group element σρτ permutes the arcs in T . It induces an auto-
morphism of the quiver B˜(T ), and therefore an element of Aut(E).
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T
a
b
c
d
L
B˜(T )
xa
xb
xd xcxL
B˜(ρ(T ))
xc
xd
xf xexL
B˜(ρ2(T ))
xe
xf
xh xgxL
Figure 5. A lamination L consisting of two copies of the same curve
on the annulus, determining a single frozen variable xL. We have also
drawn a triangulation T of this annulus by the arcs a, b, c, d. The quivers
B˜(T ), B˜(ρ(T )), and B˜(ρ2(T )) are shown at right, where the extra arcs
are e = ρ2(a), f = ρ2(b), g = ρ2(c), h = ρ2(d). The values of yˆ in each quiver
are read off as the Laurent monomial “incoming variables divided by out-
going variables.”
The quivers B˜(T ) and B˜(ρ2(T )) are neither isomorphic nor opposite, so there is no
strong automorphism sending the seed at T to the seed at ρ2(T ). Likewise, there is no
strong automorphism between T and ρ±4(T ), ρ±6(T ), ρ±8(T ), and so on. However, there
is a quasi-automorphism relating these seeds, which we describe now. It is the semifield
map Ψ∶F>0 → F>0 defined by Ψ(xL) = xL as well as Ψ(xγ) = x−1L ⋅ xρ2(γ) for γ = a, b, c, d. It
sends each yˆ for Σ(T ) to the corresponding yˆ for Σ(ρ2 ⋅T ), defining a quasi-automorphism
of E whose map on seed orbits is ρ2. It has a simple global description on cluster variables
which can be checked inductively by performing appropriate mutations away from T .
Namely, for each arc γ let ι(γ,L) denote the number of times γ crosses the two curves in
L. For example, ι(a,L) = 0 and ι(c,L) = 1. Then
(6.2) Ψ(xγ) = xι(γ,L)−ι(ρ2(γ),L)L ⋅ xρ2(γ)
for all arcs γ in the annulus. The power of xL on the right hand side of (6.2) is always
equal to 0,1, or −1. It is also simple to describe quasi-automorphisms realizing σ and ρτ .
Perhaps surprisingly, the seeds at T and ρ(T ) are not related by a quasi-automorphism.
Indeed, the values of yˆ are equal at the top and bottom vertices of B˜(T ) in Figure 5, but
they are not equal in B˜(ρ(T )). The same holds for T and τ(T ).
Putting all of this together, there is only one nontrivial strong automorphism of E ,
namely the element σρτ . On the other hand, the quasi-automorphism group is infinite,
generated by ρ2, σ and ρτ . It is a direct product Dih∞ ×Z/2Z. It is an index two subgroup
of CMG(S,M), namely the kernel of the map CMG↠ Z/2Z that computes the parity of
the number of black marked points sent to a white marked point.
Example 6.9 suggests that although the cluster modular group CMG(E) may be strictly
larger than the quasi-automorphism group QAut0(E), the gap between these groups is
not so large. Indeed, Section 7 establishes that for seed patterns associated with surfaces,
QAut0(E) is always a finite index subgroup of the cluster modular group.
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7. Quasi-automorphisms of cluster algebras from surfaces
In this section we place Example 6.9 in context via results valid for any cluster alge-
bra associated to a marked bordered surface as in [10, 12, 13, 20]. We describe quasi-
automorphisms of these cluster algebras in terms of the tagged mapping class group of
the marked surface.
We follow the setup and notation in [13]. Let A(S,M,L) denote the cluster algebra
of geometric type determined by the triple (S,M,L). Here S is an oriented bordered
surface with a nonempty set M of marked points. The marked points reside either in
the interior of S (we call these punctures) or in ∂S (we call these cilia). The set of
punctures is M. We disallow a few possibilities for (S,M), namely a sphere with three
or fewer punctures, an n-gon when n < 4, and a once-punctured monogon. The choice of
coefficients is specified by a multi-lamination L = (L1, . . . ,Lm), an m-tuple of (integral
unbounded measured) laminations on (S,M). Each lamination Li consists of a finite
number of curves in (S,M).
The cluster variables in A(S,M) are indexed by tagged arcs γ, the set of which we
denote by A⋈(S,M). The seeds in A(S,M,L) are indexed by tagged triangulations T
of (S,M). The extended exchange matrix B˜(T ) for a seed has the signed adjacency
matrix B(T ) as its principal part, and has the shear coordinate vector b⃗(T,Li) of the
lamination Li with respect to T as its ith row of coefficients.
The exchange graph of the resulting cluster algebra is independent of the choice of
coefficients [13, Corollary 6.2]. We let CMG(S,M) denote the corresponding cluster
modular group. It is closely related to the following geometrically defined group.
Definition 7.1 (Tagged mapping class group [2]). Let (S,M) be a bordered marked
surface that is not a closed surface with exactly one puncture. A tagged mapping class
for (S,M) is a pair g = (f,ψ), where
● f is an element of the mapping class group of (S,M) – i.e. f is an orientiation-
preserving homeomorphism of S mapping M to itself setwise, considered up to
isotopies of S that fix M pointwise, and
● ψ∶M→ {±1} is a function from the set of punctures to {±1}.
When (S,M) is a closed surface with one puncture p, we make the same definition but
impose ψ(p) = 1 since tagged versions of arcs are not in the cluster algebra. The tagged
mapping classes comprise the tagged mapping class group, denoted MG⋈(S,M).
We understand MG⋈(S,M) by its action on tagged arcs γ ∈ A⋈(S,M). A tagged
mapping class g = (f,ψ) acts on γ by first performing the homeomorphism f to γ, and
then changing the tag of any end of γ incident to a puncture p for which ψ(p) = −1. The
resulting action on tagged triangulations preserves the signed adjacency matrices, and
embeds MG⋈(S,M) as a subgroup of CMG(S,M), cf. [2]. In fact the following is true:
Proposition 7.2 (Bridgeland-Smith). The tagged mapping class group MG⋈(S,M) co-
incides with the cluster modular group CMG(S,M), unless (S,M) is a sphere with four
punctures, a once-punctured square, or a digon with one or two punctures.
Thus barring these exceptional cases, two tagged triangulations of (S,M) have isomor-
phic quivers precisely when they are related by an element of the tagged mapping class
group (see [4, Proposition 8.5] and the subsequent discussion; see also [2, Conjecture 1]).
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In the exceptional cases listed in Proposition 7.2, the tagged mapping class group is a
proper finite index subgroup of the cluster modular group.
Motivated by Proposition 7.2, we set out to describe, for various choices of coefficients L,
the quasi-automorphism group QAut0(S,M,L) from Definition 6.2 as a subgroup of the
tagged mapping class group. The main ingredient in our answer is a black-white coloring
similar to one in the examples from Section 6.
Definition 7.3. The even components of (S,M) are the punctures C ∈ M as well the
as boundary components C ⊂ ∂S having an even number of cilia. We let r denote the
number of even components, and label the even components C1, . . . ,Cr. For each even
boundary component C ⊂ ∂S, we color the cilia on C black or white so that the colors
alternate, i.e. adjacent cilia have opposite colors.
Using the black-white coloring in Definition 7.3, each tagged mapping class g = (f,ψ)
determines an r × r signed permutation matrix πg whose entries are indexed by the even
components. The (i, j) entry of πg is 0 unless f(Ci) = Cj. If Cj ⊂ ∂S is a boundary
component and f(Ci) = Cj, then the (i, j) entry is +1 if f sends black cilia on Ci to black
cilia on Cj, and is −1 if f sends black cilia on Ci to white cilia on Cj. When Ci and Cj
are punctures, the sign of the (i, j) entry is the sign ψ(Cj). Not all signed permutation
matrices will arise in this way since f can only permute components that have the same
number of cilia.
Definition 7.4. Let L be a lamination. For each curve α in L, Figure 6 shows how to
assign a sign to an end of α that either lands on even boundary component or spirals
around a puncture. At a puncture, the sign is chosen according to whether α spirals
counterclockwise or clockwise into the puncture. At a boundary component, the sign
is chosen according to whether the nearest neighboring cilium in the clockwise direction
along C is black or white. An end on an odd component has zero sign. The pairing p(L;C)
of a lamination L with the even component C is the sum of all the signs associated to L,
i.e. the sum over all curves α in L of the signs of the two ends of α. We let p⃗(L) =(p(L;Ci))i=1,...,r ∈ Zr denote the vector of pairings of L with the even components.
Example 7.8 works out these signs for the annulus from Example 6.9.
+1 -1
●
-1
●
+1
Figure 6. The conventions for assigning signs to each end of a curve that
lands on an even boundary component (in this case, a boundary component
with 4 cilia) or spirals around a puncture. The pairing p(L,C) is obtained
by adding up all of these signs.
In addition to acting on tagged arcs, MG⋈(S,M) also acts on laminations L. A tagged
mapping class g = (f,ψ) acts by first performing the homeomorphism f to L, and then
changing the direction of spiral at each puncture p for which ψ(p) = −1. This action
preserves sheard coordinates in the sense that b⃗(T,L) = b⃗(g(T ), g(L)) for a triangulation
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T and lamination L. It is easy to see that g acts on the vector of pairings by the matrix
πg, i.e. p⃗(g(L)) = πg ⋅ p⃗(L) for a lamination L.
The next theorem is the main result of this section, describing QAut(S,M,L) inside
the marked mapping class group in very concrete terms.
Theorem 7.5. Suppose (S,M) is not one of the four exceptional surfaces in Proposition
7.2. Let L be a multi-lamination. Let VL = span({p⃗(L)∶L ∈ L}) ⊂ Zr be the submodule
spanned by the vectors of pairings associated to the laminations L in L. Then
(7.1) QAut0(S,M,L) = {g ∈ MG⋈(S,M)∶πg(VL) = VL}.
We prove Theorem 7.5 in Section 8. The subgroup ofMG⋈(S,M) described in (7.1) only
depends on the endpoint behavior of laminations – it doesn’t mention the topology of the
surface, or how much curves wrap around the holes and handles of the surface. The map
g ↦ πg is a group homomorphism from MG⋈(S,M) to the group of signed permutation
matrices. The subgroup in (7.1) is an inverse image of the subgroup of signed permutation
matrices that fix VL and therefore is always finite index in MG⋈(S,M).
Corollary 7.6. Let g be a tagged mapping class. If πg is plus or minus the identity
matrix, then g ∈ QAut0(S,M,L) for any choice of multi-lamination L. Otherwise, g ∉
QAut0(S,M,L) for some choice of L.
Remark 7.7. The tagged mapping classes in Corollary 7.6 are those that fix all even
components setwise, and furthermore either preserve the black-white coloring of ends of
curves, or simultaneously swap all colors. This group is generated by the following four
types of elements (see [8] for generators of the mapping class group): Dehn twists about
simple closed curves, homeomorphisms that permute odd components, fractional Dehn
twists rotating the cilia on a given boundary component by two units, and the tagged
rotation. This last element is the one that simultaneously changes tags at all punctures
and rotates all boundary components by one unit. It was studied in [5], where it was
shown to coincide with the shift functor of a 2-Calabi-Yau cluster category associated
with the surface.
Proof. If πg = ±1, then πg clearly preserves VL regardless of the choice of L and by Theorem
7.5 g is in QAut0(S,M,L) for any L.
If πg ≠ ±1, think of πg as a signed permutation σ of {±1, . . . ,±r} in the usual way. If
there is any index i ∈ [1, r] such that σ(i) ≠ ±i, then let L be a lamination consisting of
a curve with two black ends on Ci, satisfying p(L;C) = 2. If there is no such index i, we
can choose a pair of indices i, j ∈ [1, r] such that σ(i) = −i but σ(j) = j. In this case we
let L be a lamination consisting of a curve connecting the even components Ci and Cj by
a curve that is black at both ends. In both of these two cases, we see that πg(p⃗(L)) is
not in the span of p⃗(L) and by Theorem 7.5, g ∉ QAut0(S,M,L). 
Example 7.8. We order the boundary components in Figure 5 so that the inner boundary
is first. The vector of pairings for the lamination L in Figure 5 is p⃗(L) = (−2,−2). Then ρ
and τ act on the vector of parings by swapping the sign of the first or second component
respectively, and σ acts by permuting the first and second component. The description
of QAut0(S,M,L) in Example 6.9 matches the one in Theorem 7.5. The subgroup of
elements described in Corollary 7.6 is a a direct product Z × Z/2Z generated by ρ2 and
ρτ . It has index 4 in the cluster modular group.
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Remark 7.9. Theorem 7.5 can be modified in the case that (S,M) is one of the excep-
tional surfaces in Proposition 7.2. Namely, the left hand side of (7.1) merely describes
the subgroup of QAut0(S,M,L) consisting of tagged mapping classes (that is, ignoring
the exotic symmetries). For particular choices of coefficients, the “extra” elements of the
cluster modular group might also be inside QAut0.
8. Proofs for Section 7
The key result of this section is Proposition 8.4 describing quasi-homomorphisms of
cluster algebras from surfaces. Theorem 7.5 follows from it as a special case.
LetB(S,M) denote the set of boundary segments connecting adjacent cilia in ∂S. There
is an especially natural choice of multi-lamination Lboundary = (Lβ)β∈B(S,M) with one frozen
variable for each boundary segment (see e.g. in [13, Remark 15.8]). Lemma 8.1 expresses
the shear coordinates of certain laminations in terms of the extended exchange matrix
determined by Lboundary. It is patterned after [13, Lemma 14.3].
Lemma 8.1. Let L be a lamination none of whose curves has an end that spirals at a
puncture. Given an arc γ the transverse measure of γ in L is the minimal number of
intersections of γ with the curves in L. We denote it by l(γ,L). For a boundary segment
β ∈B(S,M), we similarly let l(β,L) denote the number of ends of the curves in L on β.
We let l⃗(T,L) = (l(⋆,L))⋆∈T∪B(S,M) be the row vector containing all of these transverse
measures. Then
(8.1) − 2b⃗(T,L) = l⃗(T,L)B˜(T,Lboundary).
Proof. We check that the γ0 components of the left and right hand sides of (8.1) are equal,
where γ0 ∈ T . Let γ1, . . . , γ4 be the quadrilateral containing γ0 (number in clockwise order).
Some of the γi may be boundary segments. Each time α shears across the quadrilateral
in an ‘S’ crossing, it contributes +1 to the left hand side, while contributing −1
2
(−1 +−1)
to the right hand side. And so on. 
This argument is like [13, Lemma 14.13] but simpler because our we are not dealing
with spirals at the puncture, for which l(T,L) = ∞. Comparing (8.1) with (4.8), we see
that if L is any multi-lamination none of whose curves spiral at punctures, then there is
a quasi-homomorphism from A(S,M,Lboundary) to A(S,M,L). A version of Lemma 8.1
allowing for spirals at punctures would involve the extended exchange matrix B˜(T ,L)
on the fully opened surface (S,M), where L and T are lifts of L and T to the opened
surface (see [13, Sections 9,14] for details). The corresponding version of (8.1) determines
a quasi-homomorphism from A(S,M,L) to A(S,M,L).
Our next step is to to describe the row span of the signed adjacency matrices B(T ). It
strengthens [12, Theorem 14.3] which states that the corank of B(T ) is the number of even
components. The description requires associating a sign to the ends of arcs γ ∈ A⋈(S,M),
in a similar fashion as was done for the ends of curves in Definition 7.4. Namely if γ has an
endpoint on a boundary component C ⊂ ∂S, the endpoint gets sign ±1 if its endpoint is a
black or white cilium respectively. If the endpoint is on a puncture C ∈M , the sign is ±1 if
the end is plain or tagged respectively. An endpoint on an odd component gets sign 0. The
pairing p(γ;C) of γ with C is the sum of the signs of the ends of γ that reside on C, and
the vector of pairings is p⃗(γ) = (p(γ;Ci))i=1,...,r. This pairing satisfies p(γ;C) = p(Lγ ;C)
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where Lγ is the elementary lamination determined by γ (cf. [13, Definition 17.2], see also
[27, Section 5]).
Lemma 8.2. For a tagged triangulation T , let Q(T ) = Q(γ∶γ ∈ T ) be Q-vector space of
row vectors with entries indexed by γ ∈ T . Let Q(T )∗ = Q(γ∗∶γ ∈ T ) be the dual space of
column vectors with entries indexed by the dual basis {γ∗∶γ ∈ T}.
For each even component C, consider the column vector
(8.2) RC = ∑
γ∈T
p(γ;C)γ∗ ∈ Q(T )∗.
Then a vector a⃗ ∈ Q(T ) is in the the row span of B(T ) if and only if the dot product
a⃗ ⋅RC vanishes for all C.
Said differently, the map γ ↦ (γ,Ci) for Ci an even component determines a Z-grading
on the coefficient-free cluster algebra A(S,M). These gradings form a standard Zr-grading
as i varies from 1, . . . , r (a standard grading is one that spans the kernel of the B-matrices,
see [21]). We will not rely on gradings in what follows. Lemma 8.2 is proved at the end
of this section.
For a vector a⃗ ∈ Q(T ), the residue of a⃗ around C in T is the dot product a⃗ ⋅ RC =
∑γ∈T (γ,C)aγ . Writing a⃗ as the shear coordinate of a lamination L, the residue has the
following simple description.
Lemma 8.3. Let L be a lamination and C an even component. Then the residue of
b⃗(T,L) around C is the pairing p(L;C) from Definition 7.4.
Proof. The residue is computed in terms of the shear coordinates of arcs adjacent to C.
To compute these shear coordinates, rather than considering the entire surface, we can
focus on the set of triangles having at least one vertex on C. Lifting to a finite cover of S
perhaps (in order to remove interesting topology nearby C that is irrelevant to computing
the residue) this union of triangles will either be a triangulated annulus (when C ⊂ ∂S
is a boundary component) or a once-punctured n-gon for some n (if C is a puncture).
We call this set of triangles the annnular neighborhood of C. Even when L consists of a
single curve, the intersection of L with this annular neighborhood might consist of several
curves. By the linearity of shear coordinates and residues, it suffices to consider the case
that L consists of a single curve in the annular neighborhood.
When C is a puncture, its annular neighborhood is a punctured disc with a triangulation
all of whose arcs are radii joining the puncture to the boundary of the disc. By inspection,
a curve L contributes nonzero residue at C if and only it spirals at C, and the value of this
residue is ±1 according to whether it spirals counterclockwise or clockwise respectively as
claimed.
When C is a even boundary component, we compute the residue of b⃗(T,L) using the
right hand side of (8.1). We split up this right hand side into two terms by splitting
up l⃗(T,L) as a concatenation of (l(γ,L)γ∈T and (l(β,L)β∈∂S, and performing the matrix
multiplication with B˜ in block form. The first term in this expression has zero residue
around C since it is a linear combination of the rows of B(T ). What’s left over is a sum
(8.3) −
1
2
∑
γ∈T,β∈B(S,M)
p(γ;C)l(β,L)Bβ,γ .
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We claim the sum above evaluates to p(L;C). For the sum to be nonzero, L must
have a nonzero end at some segment β = [vi−1, vi] with vi−1, vi in clockwise order. This
segment β is contained in a unique triangle in T . Call the other two sides in this triangle
γi−1 and γi, whose endpoint on C is vi−1 and vi respectively. There are cases according to
whether either of these sides is a boundary segment. If neither is, then p(γi−1;C)Bβ,γi−1 =
p(γi;C)Bβ,γi is ±1 according to whether vi is white or black. The total contribution
to (8.3) is p(C;L). In the degenerate case that γi is a boundary segment, it does not
contribute to (8.3), but p(γi−1;C) = 2 and this effect is cancelled out, and so on. 
Proposition 8.4. Suppose (S,M) is not among the four listed exceptions in Proposi-
tion 7.2. Let L,L′ be multi-laminations on (S,M) and recall the submodules VL and VL′
from Theorem 7.5. Let g ∈ MG⋈(S,M) be a tagged mapping class and πg the corresponding
signed permutation matrix. The following are equivalent:
● there is a quasi-homomorphism Ψ from A(S,M,L) to A(S,M,L′) whose map on
tagged triangulations is T ↦ g(T ) (that is, Ψ(Σ(T )) ∼ Σ(g(T ))),
● VL′ ⊂ πg(VL).
Proof of Proposition 8.4. A quasi-homomorphism Ψ from A(S,M,L) to A(S,M,L′) is
determined by a pair of tagged triangulations T and T ′, such that B˜(T,L) and B˜(T ′,L′)
are related as in (4.8). Since the principal parts of these matrices agree, by Propo-
sition 7.2 there is a tagged mapping class g such that g(T ) = T ′. Furthermore, for
each lamination L′ ∈ L′, the vector b⃗(T ′,L′) must be in span({b⃗(T,L)∶L ∈ L}). Since
b⃗(T ′,L′) = b⃗(T, g−1(L′)), by Lemma 8.2, it is equivalent to find a linear combination of
b⃗(T, g−1(L′)) and {b⃗(T,L)∶L ∈ L} that has zero residue around every even component.
Proposition 8.4 follows now from Lemma (8.3) and the fact that g acts on a vector of
pairings by the matrix πg. 
Proof of Lemma 8.2. Restating the Lemma, we seek to show that the RC form a basis for
the dual space to the row span.We begin by verifying each of these vectors pair to zero
with the row span.
First, we check this when C is a puncture. We begin with the case that all of the
arcs in T are untagged at C. We need to check that ∑γ∈T p(γ;C)B(T )γ′ ,γ vanishes for
each γ′ ∈ T . Indeed, letting L be the lamination consisting of a tiny simple closed curve
contractible to C, the shear coordinate vector b⃗(T,L) is clearly 0. Now we apply (8.1)
for this choice of L: the γ′th component of (8.1) says 0 = ∑γ∈T p(γ;C)B(T )γ,γ′ as desired,
using the fact that l(γ,L) = 0 if γ is a boundary segment. The argument when all arcs
are tagged at C is identical. If C is incident to exactly two arcs, namely the plain and
tagged version of the same arc, then RC follows from [12, Definition 9.6] (or a calculation
in a once-punctured digon).
Second we check this when C ⊂ ∂S is a boundary component. Number the cilia on C
by v1, . . . , v2m. For each i ∈ [1,2m], let Li be a tiny lamination contractible to vi – its
two endpoints are on the two boundary segments adjacent to vi. Again, b⃗(T,Li) is clearly
0 and in particular ∑vi black b⃗(T,Li) = ∑vi white b⃗(T,Li). Summing over the corresponding
right hand sides of (8.1), again performing the matrix multiplication in (8.1) in block form
as in the argument for Lemma 8.3, the terms corresponding to boundary segments are
present in both the sum over black vi and the sum over white vi. Canceling these common
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terms, we get the equality ∑vi black, γ ∈ T l(γ,Li)B(T )γ,γ′ = ∑vi white l(γ,Li)B(T )γ,γ′ for all
γ′, which says ∑γ∈T p(γ,C)B(T )γ,γ′ = 0 for all γ′ as desired.
Thus all of the RC pair to zero with the row span of B(T ). We will now show that they
are linearly independent, which completes the proof since they have the expected size by
[12, Theorem 14.3].
Consider a linear relation of the form
(8.4) ∑aCRC = 0.
We define scalars av for all marked points v ∈ M as follows: if v is a puncture C, then
bv = aC . If v is a cilium residing on an even component C, then bv = ±aC , with ± sign
consistent with the black-white coloring on C. If v is cilium on an odd component, we
set av = 0.
Now consider any vertices v1, v2 forming an edge in the triangulation T . We claim
(8.5) av1 + av2 = 0.
Indeed, if v1, v2 are the endpoints of an arc γ ∈ T , the γth component of the relation
(8.4) is av1 +av2 by construction, and (8.5) holds. If they are the endpoints of a boundary
segment, then (8.5) clearly holds.
However, in any given triangle in T with vertices v1, v2, v2, the only way for (8.5) to
hold for all 3 of the pairs (v1, v2), (v1, v3), (v2, v3) is if av1 = av2 = av3 = 0. Varying the
vertex and triangle containing it, this establishes that all av = 0 for all v ∈M, and hence
all aC = 0, as desired. 
9. Appendix: The starfish lemma on a nerve
We give the appropriate generalization of the Starfish Lemma [11, Proposition 3.6] from
a star neighborhood to a nerve. Our proof follows the proof of the Starfish Lemma in
[14], with appropriate modifications.
Let R be a domain. We say two elements r, r′ ∈ R are coprime if they are not contained
in the same prime ideal of height 1. When R is a unique factorization domain, every pair
of non-associate irreducible elements are coprime.
Proposition 9.1. Let N be a nerve in Tn. Let R be a C-algebra and a Noetherian normal
domain. Let E be a seed pattern of geometric type, satisfying the following:
● all frozen variables are in R
● for each vertex t ∈ N , the cluster x(t) ⊂ R, and the cluster variables x ∈ x(t) are
pairwise coprime elements of R;
● for each edge t
k
Ð→ t′ in N , the cluster variables xk(t) and xk(t′) are pairwise
coprime.
Then the cluster algebra A defined by E satisfies A ⊂ R.
The proof relies on the following two lemmas, the first of which is a standard fact from
commutative algebra. For a prime ideal P , let RP = R[(R/P )−1] denote the localization
of R away from P .
Lemma 9.2 ([25, Theorem 11.5]). For a normal Noetherian domain R, the natural in-
clusion R ⊂ ∩ht P = 1RP (intersection over height one primes) is an equality.
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Lemma 9.3. With hypotheses as in Proposition 9.1, let P be a height one prime ideal in
R. Then at least one of the products
(9.1) ∏
x∈x(t),t∈N
x
is not in P .
Proof. By the coprimeness in each cluster t ∈ N , at most one of the cluster variables x in
a product (9.1) satisfies x ∈ P . We will show that for at least one t, none of the cluster
variables is in P , establishing our claim since P is prime. Pick any vertex t0 ∈ N , and
suppose the cluster variable xi ∈ P . Given an edge t0
j
Ð→ t′0 ⊂ N where j ≠ i, the cluster
variable xj(t′0) ∉ P by the coprimality assumption in the cluster at t′0. Repeatedly applying
this assumption while mutating along the nerve, using the connectedness hypothesis and
the fact that every edge label shows up in the nerve, we finally arrive at a vertex t ∈ N
such that the edge t
i
Ð→ t′ ⊂ N , and all of the extended cluster variables xj ∈ x˜(t) with
j ≠ i are not in P . By the coprimeness assumption along edge i, we see xi(t′) ∉ P , and
the cluster at t′ is one where the product (9.1) is not in P . 
Proof of Proposition 9.1. We need to prove each cluster variable z is in R. By Lemma
9.2, it suffices to show z ∈ RP for any height one prime P . Indeed, by Lemma 9.3 there
is a cluster t ∈ N such that ∏x∈x(t) x ∉ P . By the Laurent Phenomenon, z is a Laurent
polynomial in the elements of x(t), with coefficients in C[xn+1, . . . , xn+m]. In particular,
z ∈ RP , as desired. 
10. Appendix: Grassmannians and Band Matrices
As an illustration of Proposition 4.3, we extend the constructions in Example 3.4 and
Example 3.8 from the case (k,n) = (2,5) to general (k,n). Let
(10.1) X = Gˆr(n − k,n)
be the affine cone over the Grassmannian of (n − k)-dimensional subspaces of Cn. Its
points are the decomposable tensors in Λn−kCn. Let
(10.2) Y ≅ C(n−k)(k+1)
be the affine space of (n − k) × n band matrices of width k + 1, i.e. the set of matrices Y
whose entries yi,j are zero unless i ≤ j ≤ i + k.
We will describe a quasi-isomorphism of the coordinate rings C[X] and C[Y], and in
particular a cluster structure on C[Y] which appears to be new.
The coordinate ring C[X] is the ring generated by the Plu¨cker coordinates ∆S as S
ranges over (n − k)-subsets of n. It has a cluster structure of geometric type cf. [28] in
which the frozen variables are those Plu¨cker coordinates consisting of cyclically consecutive
columns. The non-frozen Plu¨cker coordinates are all cluster variables. We will introduce
a useful sign convention: if S is any set of (n− k) natural numbers, we let ∆S denote the
Plu¨cker coordinate obtained by first reducing all the elements of S to their least positive
residue modulo n, sorting these residues, and then taking the corresponding Plu¨cker
coordinate. If there are fewer than (n − k) distinct elements in S modulo n, then ∆S is
identically zero.
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The coordinate ring C[Y] contains minors YI,J for I ⊂ [1, n − k], J ⊂ [1, n] subsets of
the same size denoting row and column indices respectively. It is a polynomial ring in the
coordinate functions Yi,j, 1 ≤ i ≤ j ≤ i + k ≤ n. The following elements will serve as frozen
variables in C[Y]:
Y1,1, Y2,2, . . . , Yn−k,n−k and Y1,k+1, Y2,k+1, . . . , Yn−k,n , and(10.3)
Y[1,n−k],[2,n−k+1], Y[1,n−k],[3,n−k+2], . . . , Y[1,n−k],[k,n−1];(10.4)
we let P denote the corresponding tropical semifield in these frozen variables.
Just as in Example 3.4, there is a morphism of varieties F ∶Y → X sending Y ∈ Y to
the decomposable tensor Y [1]∧⋯∧ Y [n− k] ∈X, where the Y [i] are the rows of Y . The
map on coordinate rings is
(10.5) F ∗∶C[X]→ C[Y], defined by F ∗(∆S) = Y[1,n−k],S.
Letting ∆S be any non-frozen Plu¨cker coordinate, one sees that
(10.6) F ∗(∆S) = c(S) ⋅ YI(S),J(S)
where c(S) ∈ P and YI(S),J(S) is a non-frozen irreducible row-solid minor in C[Y]. The
map ∆S ↦ YI(S),J(S) is a bijection between the non-frozen Plu¨cker coordinates in C[X]
and the non-frozen irreducible row-solid minors in C[Y].
Just as in Example 3.8, there is a morphism of varieties G∶X → Y sending X ∈ X to
the band matrix whose whose (i, j) entry is a certain Plu¨cker coordinate evaluated on X :
(10.7) G(X)i,j =∆[i+k+1,n+i−1]∪j(X).
Since the Plu¨cker coordinate on the right hand side of (10.7) is only nonzero when
unless i ≤ j ≤ i + k, G(X) is indeed a point in Y. The map on coordinate rings is
(10.8) G∗(Yi,j) = ∆[i+k+1,n+i−1]∪j .
Theorem 10.1. Let X and Y be the varieties in (10.1) and (10.2). Let F>0 be the
semfield of subtraction-free expressions in the Yi,j. Abusing notation, let F ∗∶F>0 → F>0
be the semfield map determined by the map F ∗ from (10.5), and let G∗∶F>0 → F>0 be the
map determined by (10.8). Then C[Y] is a cluster algebra of geometric type, and the
maps F ∗ and G∗ are quasi-inverses. All of the irreducible row-solid minors in C[Y] are
cluster or frozen variables.
Proof. The proof relies on the following well-known properties of the cluster structure on
C[X]:
(1) There exist clusters in C[X] consisting entirely of Plu¨cker coordinates (called
Plu¨cker clusters). Every non-frozen Plu¨cker coordinate shows up in at least one
of these clusters.
(2) The set of Plu¨cker clusters are connected to one another by mutations whose
exchange relations are short Plu¨cker relations, of the form ∆S∪ik∆Sjℓ =∆Sij∆Skℓ+
∆Sjk∆Siℓ, for i < j < k < l and Sij denotes the union S ∪ {i, j}).
(3) For certain Plu¨cker clusters, every neighboring cluster is again a Plu¨cker cluster.
The first two of these facts are consequences of the technology of plabic graphs and
square moves, the third fact follows by considering a particular explicit Plu¨cker seed for
the Grassmannian (one whose quiver is a “grid quiver”).
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We can now state Theorem 3.4 more carefully. Let Σ be any Plu¨cker cluster in C[X].
For each Plu¨cker coordinate xi ∈ Σ, let xi be the irreducible row-solid minor in C[Y]
related to xi as in (10.6). We will see below that {xi∶xi ∈ Σ} are algebraically independent
generators for F>0 over P. Assuming this has been proved, applying the construction in
Proposition 4.3, we obtain a semifield map cΣ∶F>0 → P and a normalized seed F ∗(Σ)
whose cluster variables are xi =
F ∗(xi)
cΣ(xi)
as in (4.5). The semifield map cΣ satisfies cΣ(∆S) =
c(S) for all S ∈ Σ, where c(S) is defined by (10.6). The key claim is that in fact cΣ(∆S) =
c(S) holds for all ∆S, and therefore the semifield map cΣ does not depend on Σ.
From this key claim, it follows that the seeds F ∗(Σ) are all related to each other
by mutation using Proposition 4.3. Furthermore, every non-frozen irreducible row-solid
minor is a cluster variable in E by (4.5). Since this includes all of the Yi,j, this shows
that the F ∗(Σ) are indeed seeds – each seed has the expected size necessary to form a
transcendence basis for C(Y), the seeds are all related to each other by mutation, and
their union clearly contains a generating set for the field of fractions. The cluster algebra
for the resulting seed pattern clearly contains C[Y]. The opposite containment follows
from the Algebraic Hartogs’ argument on a starfish cf. Section 9, using Fact (3) above.
Thus it remains to check the key claim that cΣ(∆S) = c(S) for all non-frozen S. By
Fact (2), it suffices to check that c preserves the short Plu¨cker relations, i.e.
(10.9) c(Sik)c(Sjℓ) = c(Sij)c(Skℓ)⊕ c(Sjk)c(Siℓ).
Verifying (10.9) is a direct piecewise check: the exponent of Ya,a in the left hand side of
(10.9) is 0,1,2 according to whether neither, one of, or both of Sik and Sjℓ contain the
interval [1, a]. Performing the similar computation for Sij and Skℓ, as well as Sjk and
Siℓ, and taking the minimum of their respective answers, gives the exponent of Ya,a in
the right hand side, and we claim these left and right hand exponents are always equal.
This can be done by a case analysis: let E be the largest number such that [1,E] ⊂ Sijkl.
If E < i, then both sides return a 2 if a ≤ E, and 0 otherwise. If i ≤ E < j, then both
sides return a 2 if a < i, return a 1 if i ≤ a ≤ E, and return a 0 otherwise. If j ≤ E then
both sides return a 2 if a < i, return a 1 if i ≤ a < j, and return a 0 otherwise. A similar
calculation checks that the exponents of Ya,a+k match up in both sides of (10.9).
Finally we check that G∗ is a quasi-inverse to F ∗. By Lemma 3.7, we only need to see
that G∗ preserves coefficients and that G∗○F ∗ is proportional to the identity. It suffices to
check that G∗ ○F ∗(∆S) ≍∆S for every ∆S. This follows from the determinantal identity
Lemma 10.2 below, applied to G∗ ○ F ∗(∆S) = G∗(Y[1,n−k],S). 
Lemma 10.2. Let I = [a, a + s − 1] be some consecutive subset of [n − k], and J a subset
of [a, a + s − 1 + k] of size s. Then for X ∈ C[X],
(10.10) YI,J(G(X)) = (a+s−2∏
i=a
∆[i+k+1,n+i](X)) ⋅∆[a+k+s,n+a−1]∪J(X)
Notice that the first product on the right hand side of (10.10) is a monomial in the
frozen Plu¨cker coordinates.
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Proof. Proceed by induction on s. It’s clear when s = 1. For s > 1, we will need a Plu¨cker
relation
(10.11)
∆[a+k+1,n+a](X)∆[a+k+s,n+a−1]∪J(X) = s∑
ℓ=1
(−1)ℓ+1∆[a+1+k,n+a−1]∪jℓ(X)∆[a+k+s,n+a]∪(J−jℓ)(X),
see e.g. [19, Section 9.1, Exercise 1]. Let J = {j1, . . . , js} with j1 < j2 < ⋅ ⋅ ⋅ < js. Assuming
(10.10) holds for smaller values of s, we expand along the first row to see
YI,J(G(X)) = s∑
ℓ=1
(−1)ℓ+1Ya,jℓ(G(X))Y(I−a),(J−jℓ)(G(X))
=
s
∑
ℓ=1
(−1)ℓ+1∆[a+k+1,n+a−1](X)(a+s−2∏
i=a+1
∆i+k+1,n+i(X)) ⋅∆[a+k+s,n+a]∪(J−jℓ)
= (a+s−2∏
i=a+1
∆i+k+1,n+i(X)) s∑
ℓ=1
(−1)ℓ+1∆[a+1+k,n+a−1]∪jℓ(X)∆[a+k+s,n+a]∪(J−jℓ)(X),
and the result follows using (10.11). 
Remark 10.3. In the case k = 2, our construction is the “motivating example” considerd
by Yang and Zelevinsky [30]. They establish that the homogeneous coordinate ring of
a certain SLn+1-double Bruhat cell is a Dynkin type An cluster algebra with principal
coefficients. The elements of this double Bruhat cell are (n + 1) × (n + 1) band matrices
of width 3. Their example follows from ours by setting certain frozen variables equal to
1, and setting Y1,1 and Yn−k,n equal to 0 (this latter operation is permissible because both
of these frozen variables are isolated vertices in the quivers for C[Y]).
We also remark that it is already known that the Grassmannian cluster algebras are
quasi-isomorphic to a polynomial ring, by a fairly uninteresting quasi-isomorphism. In-
deed, we can realize the affine space of (n − k) × k matrices as the closed subvariety of
Gˆr(n − k,n) defined by specializing the frozen variable ∆[1,n−k] to 1, and this specializa-
tion is a quasi-isomorphism. The resulting cluster structure on the polynomial ring is
unrelated to the one we have given in this section.
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