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Abstract
Let (W, S) be a Coxeter system. For ǫ, δ ∈ {+,−} we introduce and investigate com-
binatorially certain partial orders ≤ǫδ, called extended Bruhat orders, on a W ×W-set
W(N,C), which depends onW , a subset N ⊆ S, and a component C ⊆ N . We determine
the length of the maximal chains between two elements x, y ∈ W(N,C), x ≤ǫδ y.
These posets generalizeW equipped with its Bruhat order. They include theW×W-orbits
of the Renner monoids of reductive algebraic monoids and of some infinite dimensional
generalizations which are equipped with the partial orders obtained by the closure rela-
tions of the Bruhat and Birkhoff cells. They also include the W ×W-orbits of certain
posets obtained by generalizing the closure relation of the Bruhat cells of the wonderful
compactification.
Mathematics Subject Classification 2000. 06A07, 20G99, 22E65.
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Introduction
Of particular importance in the theory of reductive algebraic monoids, which has been devel-
oped mainly by M. S. Putcha and L. E. Renner, is the Bruhat decomposition and its associated
structures, [Pu 1], [Pu 2], [Re 1], [Re 2]: Let M be a reductive algebraic monoid. Let G be
its reductive unit group. Let T be a maximal torus of G and B = B+, B− be opposite Borel
subgroups containing T . Equip M with its natural G×G-action. The Bruhat decomposition
is the B ×B-orbit decomposition
M =
⋃˙
x∈R
BxB (1)
where R = NG(T )/T is the Renner monoid. The Renner monoid contains the Weyl group
W = NG(T )/T as unit group. Equipped with its natural W ×W-action, the W ×W-orbits
can be parametrized by a certain lattice of idempotents Λ ⊆ R, called a cross section lattice,
i.e.,
R =
⋃˙
e∈Λ
WeW . (2)
∗Supported by the Deutsche Forschungsgemeinschaft
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To this decomposition correspond the decompositions
M =
⋃˙
e∈Λ
GeG and GeG =
⋃˙
x∈WeW
BxB . (3)
A classification of the possible cross section lattices has been achieved only in special cases,
[Pu, Re]. On the other hand aW×W-orbitWeW, e ∈ Λ, is easy to describe. It is determined
by W , and by the normalizer N(e) := { w ∈ W | we = ew } and the centralizer C(e) :=
{ w ∈ W | we = e = ew } of e. Both are standard parabolic subgroups ofW , i.e., N(e) :=WN
and C(e) :=WC , and C is a component of N .
The closure relation of the G × G-orbits in the decomposition (3) of M , transfered to Λ, is
given by the partial order of the cross section lattice Λ. The closure relation of the Bruhat
cells of the Bruhat decomposition (1) of M , transfered to the Renner monoid R, is called
Bruhat-Chevalley order. It has been investigated in a series of papers. L. E. Renner showed in
[Re 1] by an algebraic geometric proof that all maximal chains between two elements x, y ∈ R,
x ≤ y, have the same length. He introduced and investigated in [Re 2] a natural, algebraic
geometrically defined length function on R. E. A. Pennel, M. S. Putcha, and L. E. Renner
obtained in [Pe,Pu,Re] an algebraic description of the Bruhat-Chevalley order and the length
function. M. S. Putcha investigated in [Pu 3] the lexicographic shellability and the Mo¨bius
function of the Bruhat-Chevalley order restricted to the W×W-orbitsWeW. In particular he
showed that in the case of C(e) = 1 the restricted Bruhat-Chevalley order is CL-shellable and
Eulerian.
Let G be a semisimple algebraic group of adjoint type. L. E. Renner gave in [Re 3] a monoid
approach to the wonderful compactification Wcp of
G×G / Diagonal of G×G .
This makes the results obtained for reductive algebraic monoids available for this compactifi-
cation. In particular there are decompositions
Wcp =
⋃˙
x∈R\{0}
BxB , Wcp =
⋃˙
e∈Λ\{0}
GeG and GeG =
⋃˙
x∈WeW
BxB ,
where R is a certain Renner monoid with cross section Λ. In detail Λ \ {0} is isomorphic to
the lattice of subsets of the set of simple reflections S of the Weyl group W. If e(I) ∈ Λ is the
idempotent corresponding to I ⊆ S, then C(e(I)) = 1 and N(e(I)) =WI .
At the same time T. A. Springer investigated in [Sp] the intersection cohomology of the B×B-
orbit closures of the wonderful compactification of above. For this he determined the B ×
B-orbits and their closure relation, which he called Bruhat order, explicitely by a different
approach. (The poset V of [Sp] identifies withR\{0} equipped with the Bruhat-Chevalley order
by mapping [I, a, b] ∈ V to beIa−1 ∈ R\{0}. To see this use the results of the following Section
2.) He also introduced a compatible length function. He showed that most of the structures
obtained in his investigation of the intersection cohomology can be extended combinatorially
to arbitrary Coxeter groups. It remained open if a certain map ∆, which generalizes a map
related to the Verdier duality, is involutive. This property is equivalent to the existence of
certain analogues of Kazhdan-Lusztig polynomials.
This question has been solved by Y. Chen and M. J. Dyer in [Ch,Dy]. In the series of papers
[Dy 2], [Dy 2], and [Dy 3] M. J. Dyer introduced and investigated combinatorially certain
generalizations of the Bruhat order and length function on Coxeter groups, called twisted
Bruhat orders and twisted length functions. The main aid of Y. Chen and M. J. Dyer in [Ch,Dy]
is a W ×W-equivariant order embedding of the set R \ {0} together with its Bruhat order
(defined for a Coxeter group) into a non-canonically associated Coxeter group equipped with
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a certain twisted Bruhat order, preserving the corresponding length functions up to a additive
constant, and preserving the corresponding analogues of Kazhdan-Lustzig R-polynomials. Y.
Chen and M. J. Dyer also used this isomorphism to transfer properties of the twisted Bruhat-
Chevalley order to the Bruhat order of R\{0} (defined for a Coxeter group). In particular the
maximal chains between x, y ∈ R \ {0}, x ≤ y, have the same length, given by the difference
of the length functions of x and y. They also obtained the pure EL-shellability of closed
intervals of the whole R \ {0}. The proof that this map is actually an order isomorphism
uses the analogues of the Kazhdan Lustzig R-polynomials for the twisted Bruhat-Chevalley
order, Springers analogues of Kazhdan-Lustzig R-polynomials, and the properties of these
polynomials, as well as properties of Springers function ∆, requiring the whole construction of
these things.
The author investigated in [M 1] an analogue of a reductive algebraic monoid Ĝ, whose unit
group is a Kac-Moody group G. Its coordinate ring restricted to G is the algebra of strongly
regular functions of V. Kac and D. Peterson, [K,P]. This monoid is a purely infinite dimensional
phenomenon. In the classical case it reduces to the groupG itself. For its history please compare
the introduction of [M 1].
The monoid Ĝ has similar structural properties as a reductive algebraic monoid. In particular
there are Bruhat and Birkhoff decompositions. The corresponding Renner monoid Ŵ , called
Weyl monoid in [M 1], is infinite in the non-classical case. It is described as follows: The cross
section lattice Λ can be identified with the subsets Θ of the simple reflections of W , such that
either Θ is empty or its Coxeter diagram contains no component of finite type. For e(Θ) ∈ Λ
corresponding to the set Θ we have C(e(Θ)) =WΘ and N(e(Θ)) =WΘ∪Θ⊥ , where Θ
⊥ consists
of the set of simple reflections which commute with every simple reflection of Θ. In difference
to the cross section lattices of reductive algebraic monoids the cross section lattice here may
contain maximal chains of different length.
In [M 3] the closure relations ≤ǫδ of the Bruhat and Birkhoff cells of the decompositions
Ĝ =
⋃
x∈Ŵ
BǫxBδ where (ǫ, δ) = (+,+), (−,−), (−,+) ,
called extended Bruhat orders, have been determined. The results are similar to the case
of a reductive algebraic monoid. The proofs are different, because most of the theorems of
algebraic geometry which are used to investigate algebraic groups and monoids break down for
these infinite dimensional varieties. In particular the proof of L. E. Renner that all maximal
chains of the Bruhat-Chevalley order between between two elements of the Renner monoid
have the same length can not be generalized to this situation. Also there is no longest element
of the Weyl group, which has as a consequence that the extended Bruhat order ≤−+ is quite
different from the extended Bruhat orders ≤++, ≤−−.
The length of the maximal chains of the extended Bruhat orders between two elements of a
W ×W-orbit We(Θ)W is important for determining the Krull codimension between certain
Bruhat and Birkhoff cells contained in a G × G-orbit of Ĝ. It is to expect that it will also
be important for the investigation of a completion of the flag variety of Kashiwara [Kas] resp.
Pickrell [Pi], please compare the introduction of [M 2]. In this paper we determine the length
of these chains combinatorially.
We do it in a general setting including all the W ×W-orbits of the Renner monoids equipped
with their Bruhat(-Chevalley) order of above, obtaining a direct combinatorial proof in these
cases. In Section 1 we introduce our notation on Coxeter systems (W , S) and state some
theorems on the Bruhat order ≤ of W which we use very often. In Section 2 we investigate
to which extend it is possible to multiply a ≤ b by w, a, b, w ∈ W . The results of this section
are used in many proofs of the following Sections 3 and 4. Starting with a Coxeter system
(W , S), a subset N ⊆ S, and a component C of N we define in Section 3 for ǫ, δ = {+,−} a
relation ≤ǫδ and a function lǫδ on a certain set W(N,C). We show that ≤ǫδ is a partial order
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compatible with lǫδ. We call these partial orders and functions the extended Bruhat orders
and extended length functions. We investigate the extended Bruhat orders, in particular we
give different characterizations. In Section 4 we show that all maximal chains between two
elements x, y ∈ W(N,C), x ≤ǫδ y, have the same length lǫδ(y)− lǫδ(x). This also leads to the
Z-Lemma for the extended Bruhat orders. Furthermore we obtain easy systems of relations
generating the extended Bruhat orders, generalizing the system of generators used in the usual
definition of the Bruhat order on the Weyl group.
1 Notation and Preliminaries
We first introduce our notation on Coxeter systems. For the definitions compare the book [Hu]
of J. E. Humphreys:
In the whole paper (W , S) is a Coxeter system with Coxeter group W and finite set of simple
reflections S. We denote by T its set of reflections.
We denote by l : W → N0 the length function of the Coxeter system. We denote by ≤ the
Bruhat order on W .
Let J ⊆ S. ThenWJ is the parabolic subgroup generated by J . W
J denotes the set of minimal
coset representatives of W/WJ . If w ∈ W then w = wJwJ is the unique decomposition with
wJ ∈ WJ , wJ ∈ WJ . Similarly JW denotes the set of minimal coset representatives ofWJ\W.
If w ∈ W then w = wJJw is the unique decomposition with wJ ∈ WJ , Jw ∈ JW .
There are many important properties of a Coxeter system, its length function, its Bruhat order,
and its minimal coset representatives. For all of this we also refer to the book [Hu]. We only
list four properties which we will use quite often:
1) The Z-Lemma of V. V. Deohdar, [De], Theorem 1.1 (II) : Let c, d ∈ W. Let s ∈ S such that
cs < c and ds < d. Then the following conditions are equivalent:
i) c ≤ d.
ii) cs ≤ ds.
iii) cs ≤ d.
From the Z-Lemma follows easily: Let c, d ∈ W such that c ≤ d. Let s ∈ S. Then we have:
a) If cs < c and ds < d, then cs ≤ ds.
b) If cs > c and ds > d, then cs ≤ ds.
c) If cs > c and ds < d, then c ≤ ds and cs ≤ d.
Because we have either ds < d or ds > d ≥ c, and either cs < c ≤ d or cs > c, we get
immediately from a) and b):
a’) If cs < c, then cs ≤ ds.
b’) If ds > d, then cs ≤ ds.
Furthermore we get by combining a) and c), and also b) and c):
d) If ds < d, then cs ≤ d.
e) If cs > c, then c ≤ ds.
2) The following Lemma of M. J. Dyer can be proved directly, or it can easily be obtained
from the Z-Lemmma. In fact M. J. Dyer proved it directly for his more general twisted Bruhat
orders to show the Z-Lemma for this orders. Compare the proof of [Dy 2], Proposition 1.9:
Let t ∈ T and s ∈ S, s 6= t. Then:
a) If z < zt then zs < zts.
b) If zt < z then zts < zs.
3) The subword property of the Bruhat order of V. V. Deodhar, [De], Theorem 1.1 (III): Let
w ∈ W \ {1} and fix a reduced expression w = s1s2 · · · sn, si ∈ S. Then v ≤ w if and only if v
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can be written as a subexpression of this reduced expression of w, i.e., v = 1 or v = si1si2 · · · sik
where 1 ≤ i1 < i2 < · · · < ik ≤ n. Moreover it is possible to choose this subexpression reduced.
4) The alternatives given by V. V. Deohdar in [De], Lemma 3.1 and Lemma 3.2: Let J ⊆ S
and w ∈ WJ . Let s ∈ S. Then exactly one of the following three cases holds:
a) sw < w. In this case sw ∈ WJ .
b) sw > w and sw ∈ WJ .
c) sw > w and sw /∈ WJ . In this case sw = ws˜ for some s˜ ∈ J .
2 Substitutes for multiplying a ≤ b by w
If a, b are elements of W such that a ≤ b, and if w is an arbitrary element of W , it is not
possible to conclude aw ≤ bw. In this section we obtain to some extend substitutes for such
a rule. These generalize Lemma 2.1 (i), (ii), and Lemma 2.2 of [Pu 3], and show that these
lemmas have a common origin.
The extended Bruhat orders, which will be introduced later, have many different characteriza-
tions. It is not obvious that these characterizations are equivalent. The results of this section
are used in particular to show this equivalence. They are also used in this paper in the proofs
of many other propositions and theorems.
Let a, b ∈ W . To cut short our notation we often denote the product ab ∈ W by

ab if l(ab) = l(a) + l(b) ,
a⊲ b if l(ab) = l(a)− l(b) ,
a⊳ b if l(ab) = −l(a) + l(b) .
.
These symbols are made in such a way that the length of an element with a vertical line as
neighbour is counted positive. For a, b, c ∈ W we have
abc = (ab)c ⇐⇒ l(abc) = l(a) + l(b) + l(c) ⇐⇒ abc = a(bc) ,
abc = (a⊳ b)⊲ c ⇐⇒ l(abc) = −l(a) + l(b)− l(c) ⇐⇒ abc = a⊳ (b⊲ c) .
In these cases we denote abc by abc, resp. a ⊳ b ⊲ c for short. These properties are not
difficult to check. For example suppose that l(abc) = −l(a) + l(b) − l(c). Then ab = a ⊳ b
because of
−l(a) + l(b) ≤ l(ab) = l(abcc−1) ≤ l(abc) + l(c−1) = −l(a) + l(b)− l(c) + l(c−1) = −l(a) + l(b) .
Now abc = (a⊳ b)⊲ c follows from l(abc) = −l(a) + l(b)− l(c) = l(a⊳ b)− l(c).
The next theorem is the main theorem of this section, describing to which extend it is possible
to multiply a ≤ b by w. Part b) generalizes Lemma 2.1 (i) of [Pu 3]. It states that if a, b, w ∈ W
such that a ≤ b and aw = aw, then aw ≤ bw+ for some w+ ≤ w.
Theorem 2.1 Let a, b ∈ W such that a ≤ b. Let w ∈ W.
a) There exists an element w− ∈ W, w− ≤ w, such that a⊲ w− ≤ bw.
If in addition aw = a⊲ w then a⊲ w ≤ bw.
b) There exists an element w+ ∈ W, w+ ≤ w, such that aw ≤ bw+.
If in addition bw = bw then aw ≤ bw.
Proof: The statement ’a ≤ b and bw = bw implies aw ≤ bw’ is an immediate consequence
of the subword property of the Bruhat order. Nevertheless we derive it in another way, showing
how it fits to the other statements of the theorem.
For the proof we use the conclusions of the Z-Lemma given in Section 1. The letters a), b), c),
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a’), b’), d) and e) used in the proof refer to these conclusions.
If w = 1 then w− := 1 and w+ := 1 satisfy the required conditions. Now let w ∈ W \ {1} and
fix a reduced expression w = s1s2 · · · sn, si ∈ S. Define recursively
w−0 := 1 ,
w−k :=
{
w−k−1sk if aw
−
k−1sk < aw
−
k−1
w−k−1 if aw
−
k−1sk > aw
−
k−1
, k = 1, 2, . . . , n ,
w+0 := 1 ,
w+k :=
{
w+k−1 if bw
+
k−1sk < bw
+
k−1
w+k−1sk if bw
+
k−1sk > bw
+
k−1
, k = 1, 2, . . . , n .
We show that w− := w−n and w
+ := w+n satisfy the required conditions: w
−
n and w
+
n are
obtained as subexpressions of the reduced expression s1s2 · · · sn of w. Therefore w−n ≤ w and
w+n ≤ w. Now set w0 := 1 and wk := s1s2 · · · sk, k = 1, 2, . . . , n. Inductively we show
a⊲ w−k ≤ bwk and awk ≤ bw
+
k , k = 0, 1, . . . , n .
Since a ≤ b this is valid for k = 0. Now suppose that it is valid for k− 1, where k ∈ {1, . . . , n}.
We have aw−k−1 ≤ bwk−1. If aw
−
k−1sk < aw
−
k−1 then due to a’) we get aw
−
k−1sk ≤ bwk−1sk. If
aw−k−1sk > aw
−
k−1 then due to e) we get aw
−
k−1 ≤ bwk−1sk. Due to our definition of w
−
k and
wk we have shown aw
−
k ≤ bwk.
We have awk−1 ≤ bw
+
k−1. If bw
+
k−1sk < bw
+
k−1 then due to d) we get awk−1sk ≤ bw
+
k−1. If
bw+k−1sk > bw
+
k−1 then due to b’) we get awk−1sk ≤ bw
+
k−1sk. Due to our definition of wk
and w+k we have shown awk ≤ bw
+
k .
We have l(aw−k−1) = l(a)− l(w
−
k−1). If aw
−
k−1sk < aw
−
k−1 then
l(a)− l(w−k−1)− 1 = l(aw
−
k−1)− 1 = l(aw
−
k−1sk) ≥ l(a)− l(w
−
k−1sk) ≥ l(a)− l(w
−
k−1)− 1 .
Since w−k = w
−
k−1sk we get l(aw
−
k ) = l(a) − l(w
−
k ). If aw
−
k−1sk > aw
−
k−1 then w
−
k = w
−
k−1.
Trivially we get l(aw−k ) = l(a)− l(w
−
k ).
We have l(bw+k−1) = l(b) + l(w
−
k−1). If bw
+
k−1sk > bw
+
k−1 then
l(b) + l(w+k−1) + 1 = l(bw
+
k−1) + 1 = l(bw
+
k−1sk) ≤ l(b) + l(w
+
k−1sk) ≤ l(b) + l(w
+
k−1) + 1 .
Since w+k = w
+
k−1sk we get l(bw
+
k ) = l(b) + l(w
+
k ). If bw
+
k−1sk < bw
+
k−1 then w
+
k = w
+
k−1.
Trivially we get l(bw+k ) = l(b) + l(w
+
k ).
Now let aw = a⊲ w. Consider the elements
a = aw0, aw1, aw2, · · · , awn = aw .
At every step from awk−1 to awk = awk−1sk, k ∈ {1, 2, . . . , n}, the length drops at most by
one. To reach the value l(aw) = l(a)− l(w) = l(a)− n the length has to drop at every step by
one. Then from the definition of w− follows w− = w.
Let bw = bw. Consider the elements
b = bw0, bw1, bw2, · · · , bwn = bw .
At every step from bwk−1 to bwk = bwk−1sk, k ∈ {1, 2, . . . , n}, the length increases at most by
one. To reach the value l(bw) = l(b) + l(w) = l(b) + n the length has to increase at every step
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by one. Then the definition of w+ gives w+ = w.

Lemma 2.2 of [Pu 3] states: If I ⊆ S, a, b ∈ WI , u, v ∈ WI such that au ≤ bv, then there
exists elements u1, u2 ∈ W such that u = u1u2 and au1 ≤ b and u2 ≤ v. This Lemma is
a particular case of part a) of the following Corollary of Theorem 2.1, when applied to this
situation. (Use also l(w) = l(wI) + l(wI) for w ∈ W .)
Corollary 2.2 Let a, b ∈ W and v ∈ W. Then:
a) If a ≤ bv then there exists an element v˜ ∈ W, v˜ ≤ v such that a⊲ v˜−1 ≤ b.
If we have even a ≤ b⊲ v then av−1 ≤ b.
b) If av ≤ b then there exists an element v˜ ∈ W, v˜ ≤ v such that a ≤ bv˜−1.
If we have even av ≤ b then a ≤ bv−1.
Proof: Applying part a) of Theorem 2.1 to the inequality a ≤ bv, setting w = v−1, we find an
element v˜ ≤ v such that a⊲ v˜−1 ≤ bvv−1 = b. If bv = b⊲ v then b = (b⊲ v)v−1 because of
l(b) = l((b⊲ v)v−1) ≤ l(b⊲ v) + l(v−1) = l(b)− l(v) + l(v−1) = l(b) .
Applying part b) ’In addition ...’ of Theorem 2.1 to the inequality a ≤ bv, setting w = v−1,
we find av−1 ≤ b.
Applying part b) of Theorem 2.1 to the inequality av ≤ b, setting w = v−1, we find an element
v˜ ≤ v such that a = avv−1 ≤ bv˜−1. If av = av then a = (av)⊲ v−1. Applying part a) ’In
addition ...’ of Theorem 2.1 to the inequality av ≤ b, setting w = v−1, we find a ≤ bv−1.

The following canceling rule follows immediately from the statements ’If we have even ...’ in
Corollary 2.2. Part b) generalizes Lemma 2.1 (ii) of [Pu 3]. It states that for a, b, w ∈ W the
inequality aw ≤ bw implies a ≤ b.
Corollary 2.3 Let a, b ∈ W and w ∈ W. Then:
a) If aw ≤ b⊲ w then a ≤ b.
b) If aw ≤ bw then a ≤ b.
The following conclusion of Corollary 2.2 will be used in the next section several times to show
the equivalence of different characterizations of the extended Bruhat orders.
Corollary 2.4 Let a, b ∈ W. Let S( ) be a statement about the elements W, such that if S(w)
is true for an element w ∈ W, then also S(w˜) is true for all elements w˜ ∈ W, w˜ ≤ w. Then
the following four statements are equivalent:
(i) There exists an element v ∈ W such that a ≤ bv and S(v).
(ii) There exists an element v ∈ W such that av−1 ≤ b and S(v).
(i’) There exists an element v ∈ W such that a ≤ bv and S(v).
(ii’) There exists an element v ∈ W such that a⊲ v−1 ≤ b and S(v).
Proof: Obviously (i’) implies (i), and (ii’) implies (ii). Due to part a) of Corollary 2.2, (i)
implies (ii’). Due to part b) of Corollary 2.2, (ii) implies (i’).

The theorems and corollaries in this section are substitutes for multiplying a ≤ b by w from
the right. Clearly there are also the corresponding versions for multiplying a ≤ b by w from the
left. These can be obtained by applying the inverse map. If we quote a theorem or corollary
of this section in this paper, it means we refer to both versions.
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3 The extended Bruhat orders and length functions
For the rest of the paper we fix a subset N of S, and a component C of N , (i.e., C ⊆ N and
ss˜ = s˜s for all s ∈ N \ C and s˜ ∈ C).
In this section we introduce the extended Bruhat orders ≤ǫδ, and compatible extended length
functions lǫδ, ǫ, δ ∈ {+,−}, on a certain set W(N,C). We give several characterizations of the
extended Bruhat orders. We investigate if there exist isomorphisms or anti-isomorphisms.
We denote by Wop the opposite group of W . Equip the group W ×Wop with the action on
itself by left multiplication, i.e.,
(u, v)(a, b) := (ua, bv) where u, v, a, b ∈ W .
Equip the group W ×Wop with the involution of groups inv :W ×Wop →W ×Wop given by
(a, b)inv := (b−1, a−1) where a, b ∈ W .
The subgroups
WC × 1 ,
{
(v, v−1)
∣∣ v ∈ WN\C } , 1× (WC)op
of W × Wop commute pairwise, because every simple reflections of C commutes with every
simple reflection of N \C. Therefore the product of these three subgroups is again a subgroup.
It is also invariant under the involution inv.
Definition 3.1 Let W(N,C) be the quotient of the group W ×Wop by the subgroup(
WC × 1
) {
(v, v−1)
∣∣ v ∈ WN\C } ( 1× (WC)op) .
Denote the image of (a, b) ∈ W ×Wop under the canonical projection by a e b.
Equip W(N,C) with the descended W ×Wop-action, i.e.,
(u, v) a e b := ua e bv where u, v, a, b ∈ W .
Equip W(N,C) with the descended involution, also denoted by inv, i.e.,
(a e b)inv := b−1 e a−1 where a, b ∈ W .
Remark: The W ×Wop-module W(S, ∅) identifies with the W ×Wop-module W , the involu-
tion inv of W(S, ∅) with the inverse map of W .
We callN( e ) := { w ∈ W | w e = ew } the normalisator, we call CL( e ) := { w ∈ W | w e = e }
and CR( e ) := { w ∈ W | ew = e } the left and right centralizators of e ∈ W(N,C).
Proposition 3.2 We have N( e ) =WN , CL( e ) = CR( e ) =WC .
Proof: As an example we show N( e ) = WN . The statements about the left and right
centralizators are shown in a similar way. Let w ∈ W. By definition w e = ew if and only if
there exist elements u ∈ WC , v ∈ WN\C , and u˜ ∈ WC such that
w = 1uv and 1 = v−1u˜w .
This is equivalent to w ∈ WCWN\C =WN .

The elements of W(N,C) can be represented in particular ways, which will be very useful:
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Proposition 3.3 Let x ∈ W(N,C). Then:
(I) There exist uniquely determined elements a ∈ WC , b ∈ NW such that
x = a e b . (4)
(II) There exist uniquely determined elements a ∈ WN , b ∈ CW such that
x = a e b . (5)
(III) There exist uniquely determined elements a ∈ WN , c ∈ WN\C , b ∈
NW such that
x = ac e b = a e cb . (6)
We call the expression in (4), (5), resp. (6) on the right the normal forms I, II, resp. III of x.
Remarks: (1) By applying the involution inv : W(N,C) → W(N,C) to an element x in
normal form I resp. II we obtain the element xinv in normal form II resp. I. By applying this
map to an element x in normal form III we obtain the element xinv in normal form III.
(2) Because the multiplication map of W restricts to bijective maps
WN ×WN\C → W
C and WN\C ×
NW → CW ,
we can immediately read off the normal forms I and II from the normal form III.
Proof: Due to these remarks it is sufficient to show (I). To show the existence of normal form
I let c e d ∈ W(N,C), c, d ∈ W. By using Proposition 3.2 we get
c e d = c e dN\CdC
Nd = cdN\C e
Nd = (cdN\C)
C e Nd .
To show the uniqueness of normal form I let a e b = a˜ e b˜ with a, a˜ ∈ WC and b, b˜ ∈ NW . Then
by Definition 3.1 there exist elements u ∈ WC , v ∈ WN\C , and w ∈ WC such that
a˜ = auv and b˜ = v−1wb .
Since b, b˜ ∈ NW and v−1w ∈ WN the second equation implies b˜ = b and v
−1w = 1. Since
v ∈ WN\C and w ∈ WC it follows v = 1. Inserting in the first equation we get a˜ = au. Since
a, a˜ ∈ WC and u ∈ WC we find a˜ = a.

Let c, d ∈ WN and w ∈ WN such that cw ≤ d. Then cw = cw and from Theorem 2.1 ’In
addition ... ’ we find cw˜ ≤ cw ≤ d for all w˜ ∈ W, w˜ ≤ w. Similar things hold if cw−1 ≤ d,
if wc ≤ d, or if w−1c ≤ d. Therefore by Corollary 2.4 the relations given in the following
definition are well defined.
Definition 3.4 Let ǫ, δ ∈ {+,−}. Define a relation ≤ǫδ on W(N,C), which we call an
extended Bruhat order, as follows: For x1, x2 ∈ W(N,C) let x1 = a1 e c1b1 = a1c1 e b1,
x2 = a2 e c2b2 = a2c2 e b2 be its normal forms III. Set x1 ≤ǫδ x2 if there exist u, v ∈ WN\C
such that{
a1u
−1 ≤ a2 for δ = +
a1 ≥ a2u for δ = −
}
and (x) and
{
b1 ≥ vb2 for ǫ = +
v−1b1 ≤ b2 for ǫ = −
}
holds. Here for (x) any of the following eight statements can be taken:
(i) c1 ≤ u−1c2v−1
(ii) uc1 ≤ c2v−1
(iii) uc1v ≤ c2
(iv) c1v ≤ u−1c2
(i′) c1 ≤ u−1c2v−1
(ii′) u⊳ c1 ≤ c2v−1
(iii′) u⊳ c1 ⊲ v ≤ c2
(iv′) c1 ⊲ v ≤ u
−1
c2
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Remark: Identify W(N,C) with WN ×WN\C ×
NW as a set. Then the restriction of the
relation ≤ǫδ to one of this factors is always the Bruhat order or the inverse Bruhat order:
−+ ++ −− +−
first factor ≤ ≤ inverse of ≤ inverse of ≤
middle factor ≤ ≤ ≤ ≤
last factor ≤ inverse of ≤ ≤ inverse of ≤
ForW(S, ∅) identified with W the four extended Bruhat orders coincide with the Bruhat order
on W .
Proposition 3.5 For ǫ, δ ∈ {+,−} the relation ≤ǫδ is a partial order on W(N,C).
Proof: We only show this for ≤++. The proofs for the other three relations are similar.
Obviously the relation ≤++ is reflexive. To show that it is anti-symmetric let x1, x2 ∈ W(N,C)
such that x1 ≤++ x2 and x2 ≤++ x1. Let x1 = a1c1eb1 and x2 = a2c2eb2 be the normal forms
III. By definition of the relation ≤++ there exist elements u, u˜, v, v˜ ∈ W such that
a1u
−1 ≤ a2 , a2u˜
−1 ≤ a1 , (7)
c1 ≤ u
−1c2v
−1 , c2 ≤ u˜
−1c1v˜
−1 , (8)
b1 ≥ vb2 , b2 ≥ v˜b1 . (9)
Since a1u
−1 = a1u
−1 we have a1 ≤ a1u−1. Similarly a2 ≤ a2u˜−1. Together with (7) it follows
a1 = a2 and u = u˜ = 1. In the same way from (9) we get b1 = b2 and v = v˜ = 1. Inserting
u = u˜ = v = v˜ = 1 in (8) we find c1 = c2.
To show the transitivity let x1, x2, x3 ∈ W(N,C) such that x1 ≤++ x2 and x2 ≤++ x3. Let
x1 = a1c1eb1, x2 = a2c2eb2, and x3 = a3c3eb3 be the normal forms III. By definition of the
relation ≤++ there exist elements u, u˜, v, v˜ ∈ W such that
a1u
−1 ≤ a2 , a2u˜
−1 ≤ a3 , (10)
c1 ≤ u
−1c2v
−1 , c2 ≤ u˜
−1c3v˜
−1 , (11)
b1 ≥ vb2 , b2 ≥ v˜b3 . (12)
Applying two times Theorem 2.1 b) to c2 ≤ u˜−1c3v˜−1 we find elements u+, v+ ∈ W , u+ ≤ u
and v+ ≤ v such that u−1c2v−1 ≤ (u+)−1u˜−1c3v˜−1(v+)−1. By the first inequality of (11)
it follows c1 ≤ (u˜u+)−1c3(v+v˜)−1. Since a1u−1 = a1u−1 and (u+)−1 ≤ u−1 we get from
Theorem 2.1 b) a1(u
+)−1 ≤ a1u−1. With the first inequality of (10) it follows a1(u+)−1 ≤ a2.
Now a2u˜
−1 = a2u˜
−1. Applying Theorem 2.1 b) once more we get a1(u
+)−1u˜−1 ≤ a2u˜−1.
With the second inequality of (10) it follows a1(u˜u
+)−1 ≤ a3. Similarly from (12) we get
b1 ≥ v+v˜b3. By the definition of the relation ≤++ we have shown x1 ≤++ x3.

Definition 3.6 Let ǫ, δ ∈ {+,−}. Define a function lǫδ : W(N,C) → Z, which we call an
extended length function, as follows: For x ∈ W(N,C) let x = a e cb = ac e b be its normal
form III. Set
lǫδ(x) := δ l(a) + l(c)− ǫ l(b) .
Remark: Identify W(N,C) with WN ×WN\C ×
NW as a set. Then the restriction of the
extended length function lǫδ to one of these factors is always the length function or the negative
of the length function. It matches with the restrictions of the extended Bruhat order ≤ǫδ:
−+ ++ −− +−
first factor l l −l −l
middle factor l l l l
last factor l −l l −l
10
For W(S, ∅) identified with W the four extended length functions coincide with the length
function on W.
Equip Z with its natural order. The next proposition shows that the extended length functions
are compatible with the extended Bruhat orders.
Proposition 3.7 Let ǫ, δ ∈ {+,−}. Let x, y ∈ W(N,C) such that x <ǫδ y. Then also
lǫδ(x) < lǫδ(y).
Proof: We only show this for ≤++ and l++. The proofs for the other three extended Bruhat
orders and length functions are similar. Let x = a1c1eb1 and y = a2c2eb2 be the normal forms
III of x, y. By definition of the relation ≤++ there exist elements u, v ∈ W such that
a1u
−1 ≤ a2 , c1 ≤ u
−1
c2v
−1 , b1 ≥ vb2 . (13)
Suppose that none of these three inequalities is proper. Since a1, a2 ∈ W
N and u ∈ WN\C
from the equation a1u
−1 = a2 follows a1 = a2 and u = 1. In the same way from b1 = vb2
follows b1 = b2 and v = 1. Inserting in c1 = u
−1c2v
−1 we get c1 = c2. Therefore we would have
x = y which is not possible. Now by the length inequalities corresponding to the inequalities
(13), and by l(a1u
−1) = l(a1) + l(u
−1) and l(vb2) = l(v) + l(b2) we find
l++(x) = l(a1) + l(c1)− l(b1) = l(a1u
−1)− l(u) + l(c1)− l(b1) <
l(a2)− l(u) + l(u
−1
c2v
−1)− l(vb2) = l(a2) + l(c2)− l(b2) = l++(y) .

To complete the elementary properties of the extended Bruhat orders we investigate next which
of them are isomorphic or anti-isomorphic. After that we investigate which of the extended
Bruhat orders can also be characterized by using normal form I or II.
To analyze the set W(e) =W eW equipped with the Bruhat-Chevalley order for a finite Cox-
eter group W, M. S. Putcha defines in [Pu 3] two posets WN,C and W
∗
N,C . In Theorem 2.5
i), iii) of [Pu 3] he shows that W(e) and WN,C are isomorphic, and WN,C and W
∗
N,C are
anti-isomorphic.
The poset W(e) identifies with (W(N,C),≤++), but ≤++ defined differently by using normal
form I. The definition of the poset WN,C uses the longest element of (WN\C , N \ C). It is
none of the descriptions given in this paper. The poset W∗N,C identifies with (W(N,C), ≤−+).
The concatenation W(e) → WN,C → W
∗
N,C of the isomorphism and anti-isomorphism given
in the proofs is the left multiplication by the longest element of (W , S).
The main parts of the proofs of the following Theorem 3.9 and Proposition 3.10 are obtained
from the proof of Theorem 2.5 i), iii) of [Pu 3] by eliminating the intermediate WN,C , and by
isolating and removing the transformation of the normal forms.
The following compatibilities between the involution inv : W(N,C) → W(N,C) and the ex-
tended Bruhat orders and length functions follow immediately from its definitions and from
Remark (1) after Proposition 3.3.
Proposition 3.8 Consider the involution inv :W(N,C)→W(N,C).
a) It is an isomorphism of (W(N,C),≤++, l++) and (W(N,C),≤−−, l−−).
b) It is an automorphism of (W(N,C),≤−+, l−+).
c) It is an automorphism of (W(N,C),≤+−, l+−).
In general each two of the extended Bruhat orders ≤++, ≤−+, and ≤+− are not isomorphic
and not anti-isomorphic. This can be seen by looking at the smallest and biggest elements of
these orders in case of a Coxeter system (W , S) with a subset N ⊆ S such that WN and WN
are infinite:
• There is no smallest element and no biggest element of ≤++.
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• The smallest element of ≤−+ is e , but there is no biggest element.
• If WN\C is infinite, then there is no smallest element and no biggest element of ≤+−.
LetWN\C be finite and u0 be the longest element of (WN\C , N \C). Then there is no smallest
element of ≤+−, but u0 e is the biggest element.
The situation is different for a finite Coxeter group:
Theorem 3.9 Let W be finite and w0 be the longest element of (W , S). Denote by
Φw01 :W(N,C)→W(N,C) the left multiplication by w0,
Φ1w0 :W(N,C)→W(N,C) the right multiplication by w0,
Φw0w0 :W(N,C)→W(N,C) the both sided multiplication by w0.
As indicated by the lines in the following diagrams the maps Φw01, Φ1w0 are involutive anti-
isomorphisms, the map Φw0w0 is an involutive isomorphism between certain extended Bruhat
orders:
−−
++
−+ +−
Φw01
  
  
−−
++
−+ +−
Φ1w0
❅❅
❅❅
−−
++
−+ +−
Φw0w0
Proof: It is easy to check that Φ1w0 =
inv ◦Φw01 ◦
inv and Φw0w0 = Φw01 ◦Φ1w0 = Φ1w0 ◦Φw01.
Using these relations, the statements for Φ1w0 and Φw0w0 follow from the statements for Φw01.
As an example we show that Φw01 is an involutive anti-isomorphism from (W(N,C),≤++) to
(W(N,C),≤−+), the proof of the remaining statement is similar.
Clearly the map Φw01 is involutive, in particular it is bijective. Now let v0 be the longest
element ofWN . Let u0 be the longest element ofWN\C . Let t0 be the longest element ofWC .
Then v0 = u0t0 = t0u0, and if w ∈ W
N then also w0wv0 ∈ W
N . If ac e b is the normal form
III of an element of W(N,C), then
Φw01(ac e b) = w0ac e b = w0a(v0u0t0)c e b = (w0av0)(u0c)(t0 e )b = (w0av0)(u0c) e b .
Here the last expression is the normal form III of Φw01(ac e b).
Let a1c1 e b1, a2c2 e b2 be the normal forms III of two elements of W(N,C). By definition
a1c1 e b1 ≤++ a2c2 e b2 if and only if there exist elements u, v ∈ WN\C such that
a1u
−1 ≤ a2 and c1 ≤ u
−1c2v
−1 and b1 ≥ vb2 . (14)
We have a2uv0 = a2(uv0). Due to Theorem 2.1 b) the first inequality of (14) implies
a1v0 = (a1u
−1)uv0 ≤ a2uv0 . (15)
Since (a1u
−1)(uv0) = (a1u
−1)(uv0) we can get back the the first inequality of (14) from (15)
by applying the canceling rule Corollary 2.3 b). Multiplying by w0 from the left, reversing the
order, inequality (15) is equivalent to
w0a1v0 ≥ w0a2uv0 = w0a2v0(v0uv0) = (w0a2v0)(u0uu0) . (16)
Multiplying by u0 from the left, reversing the order, the second inequality of (14) is equivalent
to
u0c1 ≥ u0u
−1c2v
−1 = (u0uu0)
−1(u0c2)v
−1 . (17)
By (16), (17), and the third inequality of (14) we have shown a1c1 e b1 ≤++ a2c2 e b2 if and
only if Φw01(a2c2 e b2) ≤−+ Φw01(a1c1 e b1).
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The extended Bruhat orders have been defined by using normal form III. As the following
propositions show, there is also the possibility to characterize ≤−+, ≤++ in an easy way by
using normal form I, and ≤−+, ≤−− by using normal form II. This is not possible for ≤+−. It
has the following reason: Take for example normal form I. If a˜1c1 e b1 = a˜1 e c1b1 is the normal
form III of an element of W(N,C), we get normal form I by multiplying together the first and
middle factor, i. e., (a˜1c1) e b1. Now identifyW(N,C) withW
N ×WN\C×
NW as a set. To be
able to transform the definition of an extended Bruhat order in a characterization with normal
form I, the restrictions of the extended Bruhat order to the first and middle factor have to be
uniform, i.e., on both terms the Bruhat order. This is only the case for ≤−+, ≤++.
Proposition 3.10 Let ǫ ∈ {+,−}. Let x1, x2 ∈ W(N,C) and let x1 = a1 e b1, x2 = a2 e b2 be
its normal forms I. Then x1 ≤ǫ+ x2 if and only if there exists an element v ∈ WN\C such that
(x) and
{
b1 ≥ vb2 for ǫ = +
v−1b1 ≤ b2 for ǫ = −
}
holds. Here for (x) any of the following four statements can be taken:
(i) a1 ≤ a2v−1
(ii) a1v ≤ a2
(i′) a1 ≤ a2v
−1
(ii′) a1 ⊲ v ≤ a2
Proof: By Corollary 2.4 the different characterizations stated in this proposition are equiva-
lent. Let x1 = a˜1c1 e b1 and x2 = a˜2c2 e b2 be the normal forms III of x1 and x2. By definition
x1 ≤ǫ+ x2 if there exist elements u, v ∈ WN\C such that
a˜1u
−1 ≤ a˜2 and c1 ≤ u
−1c2v
−1 and
{
b1 ≥ vb2 for ǫ = +
v−1b1 ≤ b2 for ǫ = −
}
.
Applying Theorem 2.1 b) to c1 ≤ u−1c2v−1 and a˜1(u−1c2v−1) = a˜1u−1c2v−1 we get a˜1c1 ≤
a˜1u
−1c2v
−1. Applying Theorem 2.1 b) to a˜1u
−1 ≤ a˜2 and a˜2(c2v−1) = a˜2c2v−1 we get
a˜1u
−1c2v
−1 ≤ a˜2c2v−1. It follows a˜1c1 ≤ a˜2c2v−1. Therefore we have obtained characteriza-
tion (i) of the proposition.
Now let v ∈ WN\C such that
a˜1c1 ≤ a˜2c2v
−1 and
{
b1 ≥ vb2 for ǫ = +
v−1b1 ≤ b2 for ǫ = −
}
.
Then by Lemma 2.2 of [Pu 3] or by Corollary 2.2 a) there exists an element u˜ ∈ W such that
a˜1
(
u˜(c1)
−1
)−1
= a˜1c1u˜
−1 ≤ a˜2 and
(
u˜(c1)
−1
)
c1 = u˜ ≤ c2v
−1.
Since c2v
−1 ∈ WN\C also u˜ ∈ WN\C and u˜(c1)
−1 ∈ WN\C . Therefore we have shown
characterization (ii) of the definition of ≤ǫ+.

Now from the last proposition and Proposition 3.8 a), b), and from Remark (1) after Proposition
3.3 follows immediately:
Proposition 3.11 Let δ ∈ {+,−}. Let x1, x2 ∈ W(N,C) and let x1 = a1 e b1, x2 = a2 e b2 be
its normal forms II. Then x1 ≤−δ x2 if and only if there exists an element u ∈ WN\C such
that {
a1u
−1 ≤ a2 for δ = +
a1 ≥ a2u for δ = −
}
and (x)
13
holds. Here for (x) any of the following four statements can be taken:
(i) b1 ≤ u−1b2
(ii) ub1 ≤ b2
(i′) b1 ≤ u−1b2
(ii′) u⊳ b1 ≤ b2
Remark: Let R be the Renner monoid of a reductive algebraic group and let Λ ⊆ R be
a cross section lattice. Let e ∈ Λ and identify WeW with W(N,C) where N(e) = WN
and C(e) = WC . Then the algebraic description of the Bruhat-Chevalley order obtained in
[Pe,Pu,Re], restricted toWeW, identifies with the characterization of ≤++ of Proposition 3.10,
where we take (i) for (x). From this follows by Theorem 3.9 that the closure relation of the cells
BǫxBδ, x ∈ R, transfered to R and restricted to WeW identifies with the extended Bruhat
order ≤ǫδ onW(N,C), ǫ, δ ∈ {+,−}. In a similar way the extended Bruhat order ≤ǫδ of [M 3],
restricted to a W ×W-orbit of the Weyl monoid Ŵ identifies with the extended Bruhat order
≤ǫδ here, (ǫ, δ) = (+,+), (−,−), (−,+).
4 The length of the maximal chains
Immediately from Proposition 3.7 follows:
Corollary 4.1 Let ǫ, δ ∈ {+,−}. Let x, y ∈ W(N,C) such that x ≤ǫδ y. The length of every
chain joining x and y is finite and does not exceed lǫδ(y) − lǫδ(x). In particular there exist
maximal chains between x and y.
In this section we show that every maximal ≤ǫδ-chain between two elements x, y ∈ W(N,C),
x ≤ǫδ y, has length lǫδ(y) − lǫδ(x). This also leads to the Z-Lemma for the extended Bruhat
orders.
Usually the Bruhat order on the Coxeter groupW is defined as the order is the order generated
by the relations
tx < x where x ∈ W , t ∈ T such that l(tx) < l(x) .
Equivalently it is the order generated by the relations
xt < x where x ∈ W , t ∈ T such that l(tx) < l(x) .
The extended Bruhat orders have been defined in another way. Now we introduce a similar set
of relations for the extended Bruhat orders. These are used for the investigation of the maximal
chains of the extended Bruhat orders. Later we obtain as a Corollary that these relations also
generate the extended Bruhat orders.
Proposition 4.2 Let ǫ, δ ∈ {+,−}. Let a ∈ WN , c ∈ WN\C, b ∈
NW, and t ∈ T .
For ta < a we have
{
tac e b <ǫ+ ac e b
ac e b <ǫ− tac e b
}
. (18)
For tc < c we have atc e b <ǫδ ac e b . (19)
For bt < b we have
{
ac e b <+δ ac e bt
ac e bt <−δ ac e b
}
. (20)
Proof: As an example we prove the first relation of (18). The other relations are treated in a
similar way. The normal form III of tac e b is
(ta)N
(
(ta)N\C c
)
e b .
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By definition tac e b ≤ǫ+ ac e b if there exist elements u, v ∈ WN\C such that
(ta)Nu−1 ≤ a and (ta)N\C c ≤ u
−1cv−1 and
{
b ≥ vb for ǫ = +
v−1b ≤ b for ǫ = −
}
.
Since ta ≤ a also (ta)N (ta)N\C = (ta)
C ≤ aC = a. Therefore the elements u := ((ta)N\C)
−1
and v := 1 satisfy these inequalities.
Using Proposition 3.2 we find tac e b = ac e b if and only if a−1ta ∈ WC . Since a ∈ W
N ⊆ WC
this would imply ta = aw for some w ∈ WC , which contradicts ta < a.

Definition 4.3 We call a relation x <ǫδ y of the form (18) or (19) or (20) elementary. We
write x <eǫδ y for short. We call a chain build by elementary relations an elementary chain.
Remark: For the extended Bruhat orders ≤−+, ≤++ it is also possible to give the elementary
relations by using normal form I. Similar things hold for ≤−+, ≤−− and normal form II.
The following Theorem generalizes the Lemma of M. J. Dyer stated in 2), Section 1, to the
extended Bruhat orders:
Theorem 4.4 Let ǫ, δ ∈ {+,−}. Let s ∈ S.
a) If x <eǫδ y is an elementary relation of the form (18) then{
sx <eǫδ sy if s 6= t
sx = y if s = t
}
and xs <eǫδ ys .
b) If x <eǫδ y is an elementary relation of the form (19) then{
sx <eǫδ sy if s 6= ata
−1
sx = y if s = ata−1
}
and
{
xs <eǫδ ys if s 6= (cb)
−1t(cb)
xs = y if s = (cb)−1t(cb)
}
.
c) If x <eǫδ y is an elementary relation of the form (20) then
sx <eǫδ sy and
{
xs <eǫδ ys if s 6= t
xs = y if s = t
}
.
Proof: We only prove the theorem for the elementary relations of the extended Bruhat order
≤++, and for left multiplication by s. The other cases are proved in a similar way. We use
several times the alternatives of V. V. Deohdar stated in 4), Section 1. Let ac e b the normal
form III of an element of W(N,C). Let t ∈ T .
To a) Let tac e b <e++ ac e b be an elementary relation of the form (18), i.e., ta < a. If s = t
then trivially s(tac e b) = ac e b. Now let s 6= t. Then by 2), Section 1, the inequality ta < a
implies
(sts)sa = sta < sa . (21)
If sa ∈ WN then by (21) and by the definition of the elementary relations we have
stac e b = (sts)(sa)c e b <e++ (sa)c e b .
If sa = as˜ with s˜ ∈ N then
stac e b =
{
(sts)a(s˜c) e b if s˜ ∈ N \ C
(sts)ac e b if s˜ ∈ C
}
and sac e b =
{
a(s˜c) e b if s˜ ∈ N \ C
ac e b if s˜ ∈ C
}
. (22)
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Since a ∈ WN we have sa = as˜ = as˜. By the strong exchange condition [Hu], Section 5.8,
and by the subword property of the Bruhat order from (21) follows
sts(sa) = a or sts(sa) = a′s˜ with a′ < a .
Since s 6= t it is not possible that the first equation holds. From the second we get
(sts)a = (sts)(sas˜) = (sts(sa))s˜ = a′ < a .
From this inequality and (22) follows by the definition of the elementary relations stac e b <e++
sac e b.
To b) Let atc e b <e++ ac e b be an elementary relation of the form (19), i.e., tc < c. Note that
the subword property of the Bruhat order implies t ∈ WN\C . If s = ata
−1 then satc e b = ac e b.
Now let s 6= ata−1.
If sa ∈ WN then by tc < c and the definition of the elementary relations we get (sa)(tc) e b <e++
(sa)c e b. If sa = as˜ with s˜ ∈ C then
satc e b = atc e b <e++ ac e b = sac e b .
If sa = as˜ with s˜ ∈ N \ C then
satc e b = as˜tc e b = a (s˜ts˜(s˜c)) e b and sac e b = a(s˜c) e b . (23)
Now s 6= ata−1 is equivalent to s˜ 6= t. By 2), Section 1, from tc < c follows s˜ts˜(s˜c) = s˜tc < s˜c.
From this inequality and (23) follows by the definition of the elementary relations satc e b <e++
sac e b.
To c) Let ac e b <e++ ac e bt be an elementary relation of the form (20), i.e., bt < b.
If sa ∈ WN then by bt < b and the definition of the elementary relations we get sac e b <e++
sac e bt. If sa = as˜ with s˜ ∈ C then
sac e b = ac e b <e++ ac e bt = sac e bt
If sa = as˜ with s˜ ∈ N \ C then
sac e b = a(s˜c) e b and sac e bt = a(s˜c) e bt .
By bt < b and the definition of the elementary relations we get sac e b <e++ sac e bt.

Now it would be possible to prove a Z-Lemma for the orders generated by the elementary
relations in the same way as in [Dy 2], Proposition 1.9, for the twisted Bruhat orders. In
our situation this is not useful because up to now we do not know if the elementary relations
generate the extended Bruhat orders. Instead we extract in the next theorem certain statements
about elementary chains. These are used for the inductive proof of Theorem 4.6, which shows
the existence of a elementary chain of length lǫδ(y) − lǫδ(x) between two elements x, y ∈
W(N,C), x ≤ǫδ y.
Theorem 4.5 Let ǫ, δ ∈ {+,−}. Let x, y ∈ W(N,C).
1) Let s ∈ S such that sx <ǫδ x and sy <ǫδ y. Then it is equivalent:
i) There exists an elementary chain of length n between x and y.
ii) There exists an elementary chain of length n between sx and sy.
2) Let s ∈ S such that xs <ǫδ x and ys <ǫδ y. Then it is equivalent:
i) There exists an elementary chain of length n between x and y.
ii) There exists an elementary chain of length n between xs and ys.
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Proof: We prove part 1) of this theorem for the extended Bruhat order ≤++. The other
extended Bruhat orders are treaded similarly. Also part 2) of the theorem is proved in a
similar way.
Let ac e b an element of W(N,C) in normal form III, and let s ∈ S such that
sac e b <++ ac e b . (24)
We show that this is already an elementary relation by using the alternatives of V. V. Deohdar
which are stated in 4), Section 1. If sa < a then sa ∈ WN . Here (24) is an elementary relation
of the form (18). The case sa > a and sa ∈ WN is not possible because this would imply
sac e b >++ ac e b. Also sa > a and sa = as˜ with s˜ ∈ C is not possible because this would
imply sac e b = ac e b. If sa > a and sa = as˜ with s˜ ∈ N \ C then a(s˜c) e b is the normal form
III of sac e b. From (24) follows by the definition of ≤++ that there exist elements u, v ∈ WN\C
such that
au−1 ≤ a and s˜c ≤ u−1cv−1 and b ≥ vb .
Since au−1 = au−1 and vb = vb, from the first and third inequality follows u = v = 1.
Inserting in the second inequality we get s˜c ≤ c, from which follows s˜c < c. Therefore (24) is
an elementary relation of the form (19).
Now we prove that i) implies ii). Let
x =: z0 <
e
++ z1 <
e
++ · · · <
e
++ zn := y
be an elementary chain of length n. Then
sx =: z−1 <
e
++ x = z0 <
e
++ z1 <
e
++ · · · <
e
++ zn = y
is an elementary chain of length n + 1 with the property sz−1 = z0. Let p ∈ {0, 1, . . . , n} be
the maximal index such that szp−1 = zp resp. zp−1 = szp. Then due to the last theorem we
get a chain of the form
sx = z−1 <
e
++ x = z0 <
e
++ z1 <
e
++ · · · <
e
++ zp−1 = szp <
e
++ · · · <
e
++ szn = sy .
It has length n. To prove that ii) implies i) let
sx =: z0 <
e
++ z1 <
e
++ · · · <
e
++ zn := sy
be an elementary chain of length n. Then
sx =: z0 <
e
++ <
e
++ z1 <
e
++ · · · <
e
++ zn = sy <++ zn+1 := y
is an elementary chain of length n+ 1 with the property szn = zn+1. Let q ∈ {0, 1, . . . , n} be
the minimal index such that szq = zq+1. Then due to the last theorem we get a chain of the
form
x = sz0 <
e
++ · · · <
e
++ szq = zq+1 <
e
++ · · · <
e
++ zn+1 = y .
It has length n.

The next theorem is the key theorem of this section.
Theorem 4.6 Let ǫ, δ ∈ {+,−}. Let x, y ∈ W(N,C) such that x ≤ǫδ y. Then there exists an
elementary chain between x and y of length lǫδ(y)− lǫδ(x).
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Proof: We only show this for the extended Bruhat order ≤++, the other extended Bruhat
orders are treaded similarly. We use several times the alternatives of V. V. Deohdar stated in
4), Section 1.
Let x = a1c1 e b1 and y = a2c2 e b2 be the normal forms III of x and y. Then by definition
x ≤++ y if there exist elements u, v ∈ WN\C such that
a1u
−1 ≤ a2 and c1 ⊲ v ≤ u
−1
c2 and b1 ≥ vb2 .
It is easy to check from the definition of ≤++ that
a1c1 e b1 ≤++ a1c1v e b2 ≤++ a1u
−1c2 e b2 ≤++ a2c2 e b2 . (25)
In the following steps 1), 2), and 3) we find elementary chains between these elements, whose
length add up to the required length:
1) Consider in (25) the third inequality
a1u
−1c2 e b2 ≤++ a2c2 e b2 with u ∈ WN\C such that a1u
−1 ≤ a2 and u
−1c2 = u
−1
c2 .
By induction over l(a2) we find an elementary chain of length l(a2) − l(a1) − l(u−1) between
a1u
−1c2 e b2 and a2c2 e b2.
If l(a2) = 0 then a2 = 1. From 1 ≥ a1u−1 = a1u−1 follows a1 = 1 and u = 1. Here c2 e b2
is an elementary chain of length 0 = l(a2)− l(a1)− l(u−1) between a1u−1c2 e b2 = c2 e b2 and
a2c2 e b2 = c2 e b2.
For the step of the induction choose a simple reflection s ∈ S such that sa2 < a2. In particular
this implies sa2 ∈ W
N .
a) Let sa1 < a1, in particular sa1 ∈ W
N . Since a1u
−1 = a1u
−1 from Theorem 2.2 b) follows
sa1u
−1 < a1u
−1. Therefore we can apply the conclusion a) of the Z-Lemma given in 1),
Section 1, to a1u
−1 ≤ a2. We get sa1u
−1 ≤ sa2. By our induction assumption there exists an
elementary chain of length l(sa2)−l(sa1)−l(u−1) = l(a2)−l(a1)−l(u−1) between sa1u−1c2 e b2
and sa2c2 e b2. Now by the definition of ≤++ we have sa1u−1c2 e b2 <++ a1u−1c2 e b2 and
sa2c2 e b2 <++ a2c2 e b2. From Theorem 4.5 follows that there also exists an elementary chain
of this length between a1u
−1c2 e b2 and a2c2 e b2.
b) Let sa1 > a1 and sa1 ∈ W
N . Since sa1u
−1 = sa1u
−1 from Theorem 2.2 b) follows
sa1u
−1 > a1u
−1. Applying the conclusion c) of the Z-Lemma given in 1), Section 1, to
a1u
−1 ≤ a2 we get a1u−1 ≤ sa2. By the induction assumption there exists an elementary
chain of length l(sa2) − l(a1) − l(u−1) = l(a2) − 1 − l(a1) − l(u−1) between a1u−1c2 e b2 and
sa2c2 e b2. Now sa2c2 e b2 <
e
++ a2c2 e b2. By concatenation there exits an elementary chain of
length l(a2)− l(a1)− l(u
−1) between a1u
−1c2 e b2 and a2c2 e b2.
c) Let sa1 > a1 and sa1 = a1s˜ where s˜ ∈ N such that s˜u−1 > u−1. Since a1s˜u−1 = a1(s˜u−1)
from Theorem 2.2 b) follows
sa1u
−1 = a1s˜u
−1 > a1u
−1 .
Now proceeding in the same way as in b) we find that there exists an elementary chain of
length l(a2)− l(a1)− l(u−1) between a1u−1c2 e b2 and a2c2 e b2.
d) Let sa1 > a1 and sa1 = a1s˜ where s˜ ∈ N such that s˜u−1 < u−1. Since u ∈ WN\C this last
inequality is only possible for s˜ ∈ N \ C. Since a1u−1 = a1u−1 from Theorem 2.2 b) follows
a1u
−1 > a1s˜u
−1 = s(a1u
−1) .
Applying conclusion a) of the Z-Lemma given in 1), Section 1, to a1u
−1 ≤ a2 we find
a1(s˜u
−1) = sa1u
−1 ≤ sa2 .
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We have s˜u−1c2 = s˜u
−1c2 and s˜u
−1c2 < u
−1c2 because of
l(s˜u−1) + l(c2) = −1 + l(u
−1) + l(c2) = −1 + l(u
−1
c2) ≤ l(s˜u
−1c2) ≤ l(s˜u
−1) + l(c2) .
By the induction assumption there exists an elementary chain of length l(sa2)−l(a1)−l(s˜u−1) =
l(a2)− l(a1)− l(u−1) between a1(s˜u−1)c2 e b2 and sa2c2 e b2. Furthermore by the definition of
≤++ we have
sa1u
−1c2 e b2 = a1(s˜u
−1c2) e b2 <++ a1(u
−1c2) e b2 and (sa2)c2 e b2 <++ a2c2 e b2 .
From Theorem 4.5 follows that there also exists an elementary chain of this length between
a1u
−1c2 e b2 and a2c2 e b2.
2) Consider the second inequality of (25). Choose a maximal chain
c1v = tm · · · t1u
−1c2 < · · · < t1u
−1c2 < u
−1c2 , ti ∈ T ∩WN\C ,
in WN\C . Then
a1(c1v) e b2 = a1(tm · · · t1u
−1c2) e b2 <
e
++ · · · <
e
++ a1(t1u
−1c2) e b2 <
e
++ a1(u
−1c2) e b2
is an elementary chain of length m = l(u−1c2) − l(c1 ⊲ v) = l(u−1) + l(c2) − l(c1) + l(v)
between a1c1v e b2 and a1u
−1c2 e b2.
3) Consider the first inequality of (25). Similarly as in 1), now by induction over l(b1), it is
possible to show that there exists an elementary chain of length l(b1) − l(v) − l(b2) between
a1c1 e b1 and a1c1v e b2.
By concatenation of the chains found in 1), 2), and 3) we get an elementary chain of length(
l(a2)− l(a1)− l(u
−1)
)
+
(
l(u−1) + l(c2)− l(c1) + l(v)
)
+ (l(b1)− l(v)− l(b2))
= (l(a2) + l(c2)− l(b2))− (l(a1) + l(c1)− l(b1)) = l++(a2c2 e b2)− l++(a1c1 e b1)
between a1c1 e b1 and a2c2 e b2.

As an immediate consequence of Theorem 4.6 we get:
Corollary 4.7 Let ǫ, δ ∈ {+,−}. The order relation ≤ǫδ is generated by its elementary rela-
tions.
Also as a consequence of Theorem 4.6 we obtain the lengths of the maximal chains of the
extended Bruhat orders between two elements:
Corollary 4.8 Let ǫ, δ ∈ {+,−}. Let x, y ∈ W(N,C) with x ≤ǫδ y. Every maximal chain
between x and y is elementary and has length lǫδ(y)− lǫδ(x).
Proof: Since the order relation ≤ǫδ is generated by its elementary relations, every maximal
chain between x and y is elementary. Now let
x = z0 <ǫδ z1 <ǫδ · · · <ǫδ zm = y
be a maximal chain. By Proposition 3.7 we have lǫδ(zi−1) < lǫδ(zi) for all i ∈ {1, 2, . . . ,m}.
Now suppose that there exists an index i such that lǫδ(zi−1) + 2 ≤ lǫδ(zi). Then by Theorem
4.6 there exists an element z ∈ W(N,C) such that zi−1 <ǫδ z <ǫδ zi, which contradicts the
maximality of the chain. Therefore lǫδ(zi−1) + 1 = lǫδ(zi) for all i ∈ {1, 2, . . . ,m}, from which
follows m = lǫδ(y)− lǫδ(x).

In the same way as in [Dy 2], Proposition 1.9, for the twisted Bruhat orders, it is now possible
to complete the proof of the Z-Lemma for the extended Bruhat orders:
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Corollary 4.9 (Z-Lemma) Let ǫ, δ ∈ {+,−}. Let x, y ∈ W(N,C).
1) For s ∈ S such that sx <ǫδ x and sy <ǫδ y the following statements are equivalent:
i) x ≤ǫδ y.
ii) sx ≤ǫδ y.
iii) sx ≤ǫδ sy.
2) For s ∈ S such that xs <ǫδ x and ys <ǫδ y the following statements are equivalent:
i) x ≤ǫδ y.
ii) xs ≤ǫδ y.
iii) xs ≤ǫδ ys.
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