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A flat-field grazing incidence spectrometer operating on the spectral region from 1 to 10 nm was built
for research on physics of high temperature and high energy density plasmas. It consists of a flat-field
grating with 2400 lines/mm as a dispersing element and an x-ray charged coupled device (CCD)
camera as the detector. The diffraction efficiency of the grating and the sensitivity of the CCD camera
were directly measured by use of synchrotron radiation at the BL-11D beamline of the Photon Factory
(PF). The influence of contamination to the spectrometer also was characterized. This result enables
us to evaluate the absolute number of photons in a wide range wavelength between 1 and 10 nm
within an acquisition. We obtained absolutely calibrated spectra from highly charged ion plasmas of
Gd, from which a maximum energy conversion efficiency of 0.26% was observed at a Nd:YAG laser
intensity of 3 × 1012 W/cm2. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4971421]
I. INTRODUCTION
Interest in highly charged ion (HCI) spectroscopy has
increased in the last decade due in part to the development
of efficient and powerful extreme ultraviolet (EUV) and soft
x-ray (SXR) sources for applications in x-ray microscopy,1
diffractive imaging,2 absorption spectroscopy,3 and EUV
lithography.4 Laser-produced HCI plasmas are potentially
suitable as laboratory scale high power sources, in which the
use of intense unresolved transition arrays (UTAs), instead of
discrete line emission,5 with reflective rather than transmissive
optics has been proposed. Ideally the UTA emission should
lie within the reflectance bandwidth of a multilayer mirror.
The in-band high-energy emission is attributable, in some
cases, to hundreds of thousands of near-degenerate resonance
lines lying within a narrow wavelength range. Despite the
fact that ideally UTA emission cannot be resolved by a
spectrometer, their spectroscopy plays an important role for
further understanding of the processes occurring and the
physics of high temperature and high energy density plasmas.6
One important example of an EUV source is the laser-
produced tin (Sn) plasma which has been the exclusive focus
of research on 13.5 nm emission for the next generation
a)dinh.thanhhung@qst.go.jp
b)higashi@cc.utsunomiya-u.ac.jp
photolithography of semiconductor microchips with feature
sizes of 22 nm and below, in high volume manufacturing
(HVM).7,8 The choice of wavelength is based on the avail-
ability of the Mo/Si multilayer mirrors with a peak reflective
coefficient of around 70% within a narrow bandwidth (BW)
of 2% at a wavelength of 13.5 nm. Recent progress in source
development at 13.5 nm has resulted in an average power
of 92 W recorded at an intermediate focus.9,10 Research
has already commenced on the development of shorter
wavelength sources for production of more highly integrated
circuits and other applications. EUV emission at the candidate
wavelength of 6.x nm has also been identified as especially
useful when coupled with a La/B4C multilayer mirror with a
realized reflectivity coefficient of around 50% within a BW
of 0.6%.11,12 EUV sources at 6.x nm are provided by laser-
produced plasmas (LPPs) of the rare-earth elements Gd and
Tb,13,14 and other elements, such as Mo and Kr.11,12,15 The use
of HCI plasmas also has been proposed for laboratory scale
SXR sources in the water window region (λ = 2.3–4.4 nm)
for a compact microscope with a single-shot flash imaging
capability.16 From the source development point of view, a
key important factor is the enhancement of the output energy
and energy conversion efficiency by optimizing the plasma
parameters for specific applications.
A flat-field grazing incidence spectrograph is a very
convenient tool to study the soft x-ray emission from LPPs
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or other sources. The dispersing optic is a concave reflection
grating with variable spacing between the grooves that was
designed to image the spectrum on a flat plane instead
of on the Rowland circle.17–19 Thus, flat detectors such as
a charge coupled detector (CCD), streak camera, and mi-
crochannel plate can be used as recording devices. In a recent
development, gratings fabricated by holographic technology
demonstrated excellent suppression of higher-order light and
stray light compared with mechanically ruled types.20,21 In
term of high resolving power, gratings with 1200 lines/mm
and 2400 lines/mm gratings have been recommended for use
in the spectral region from 5–40 nm and 1–6 nm, respectively.
Therefore, the 2400 lines/mm grating was only characterized
for the wavelength below 6 nm.20–23 For HCI plasma research,
LPPs of high-Z elements with Z = 60–83 produce intense
UTA emission between 1 nm and 10 nm, whose peak
wavelengths follow a quasi-Moseley’s law.5 The diagnostics
of these plasmas requires absolute intensity information of
the emissions involved over a wide range wavelengths, from
which the plasma parameters such as ion charge state and
temperature can be determined. A spectrometer employed the
both of two gratings is usually used to cover all the wavelength
range. However a drawback of this scheme is it takes several
processes to obtain the spectral data at round the overlap
wavelength region between the two gratings.
In this study, we proposed the use of a holographic
fabricated grating with 2400 lines/mm for the spectral region
between 1 nm and 10 nm. A flat-field grazing incidence
spectrometer (GIS) was built to investigate the SXR emission
from laser-produced HCI plasmas. Measurements of the
diffraction efficiency of the grating and the response of an
x-ray CCD camera using synchrotron radiation at the BL-11D
beamline of the Photon Factory (PF) enable us to evaluate
the absolute number of photons in a wide range wavelength
below 10 nm within an acquisition. Finally, we demonstrated
the calibrated SXR spectra from Gd plasmas produced by a
Nd:YAG laser.
II. SETUP
The schematic setup of the GIS for LPP experiments
is presented in Fig. 1. Starting from the source, it consists
of a pair of a bilateral continuously adjustable slits, a gold-
coated-concave reflection grating with 2400 lines/mm, and a
detector. The grating was provided by Shimadzu Corporation.
The dimensions between the slits, grating, and detector are
the same as those described in Kita et al.18 To achieve a
high signal-to-noise ratio, the slit was set with a width of
FIG. 1. Schematic diagram of the flat-field grazing incident spectrometer.
100 µm. The x-ray detector was a back-illuminated CCD
camera provided by Andor. It was placed in the focal plane of
the reflection grating, and was air cooled to reduce noise.
The CCD consists of 2048 × 2048 pixels (each pixel has
dimensions 13.5 × 13.5 µm2) and was directly exposed to the
SXR radiation. It was mounted on a two dimensional linear
stage. One dimension allows the surface of the CCD array to
be positioned in the focal plane of the grating, by adjusting
the distance from the grating, while movement in the other
dimension is used to select the wavelength range. A mask was
placed in front of the CCD that blocked the zero order and stray
light from the grating. An aperture with a diameter of about
2 mm was placed behind the plasma source to prevent the
spectrometer from debris and also reduce scattered light. Due
to the small number of components involved, a low optical loss
is achieved. Thus, a single shot spectrograph can be obtained
with the GIS.
A 150-ps Nd:YAG laser with a maximum pulse energy
of 250 mJ at λL = 1064 nm and an 8-ns Nd:YAG laser giving
the maximum pulse energy of 1 J at λL = 1064 nm were
employed to provide the desired variation of laser intensity.
The laser beam was incident normally onto planar high-Z
metal targets in vacuo. The expected focal spot size, produced
by an anti-reflection coated plano-convex BK7 lens with a
focal length of 30 cm, had a full width at half-maximum
(FWHM) of approximately 50 µm. The laser was operated in
single shot mode. The GIS was positioned at 30◦ with respect
to the incident laser axis. The pressure inside the GIS chamber
was 5 × 10−4 Pa during the measurement.
III. CALIBRATION OF THE SPECTROMETER
In order to determine the photon number of SXR emitted
from HCI plasma sources, knowledge of the GIS’s dispersion
and absolute response of the spectrometer elements as a
function of wavelength are required. The details of the
calibration are presented in the following.
A. The dispersion of the GIS
The dispersion of the GIS was determined by using the
well-known line emission from LPPs of targets such as carbon,
aluminum, and silicon nitride. The dispersion as a function of
position along the image plane of the grating was found by
measuring the centers of the x-ray emission lines from each
of the LPPs mentioned above, fitting a Gaussian curve to each
line to determine its centroid in CCD pixel space, converting
the pixel number to distance along the image plane, plotting the
wavelength of the lines versus their centroids in millimeters,
and fitting the curve. The equation used to fit the curve is the
standard grating equation given by
mλ = d(sin α − sin β), (1)
where m is the diffraction order, d the line spacing at the
center of the grating, α the incidence angle measured from
the normal, 88.65◦, and β the dispersion angle given by
tan−1[235/(y − y0)], where y is the spectral line position in
millimeters and y0 the off-set. A time-integrated spectrum
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FIG. 2. Typical spectrum of a carbon plasma produced by a 150-ps Nd:YAG
laser. A resolving power λ/∆λ = 277 was achieved at λ = 3.37 nm.
of a carbon plasma produced by the 150-ps Nd:YAG laser
is displayed in Fig. 2. The spectral lines of both the first
and second order diffraction were observed. The wavelength
position of these lines was well defined with a discrepancy less
than 0.005 nm. The spatial width (FWHM) of the C5+1s − 2p
line at 3.37 nm is 54 µm, corresponding to a resolving
power λ/∆λ = 277 which is close to the achievement of the
previous studies.22,23 In contrast, the width of the line itself is
expected to be dominated by Doppler broadening, which can
be calculated to be λ/∆λ = 2000. A ratio of the second order
to the first order intensity of 10% was observed at 3.37 nm.
Therefore, the effect of the high orders should be eliminated
from the acquired spectra for a highly accurate evaluation of
UTA emission.
B. Measurement of the gating efficiency
The diffraction efficiency of the 2400 lines/mm grating
was measured by using the soft x-ray reflectometer installed at
the BL-11D beamline of the Photon Factory (PF) in Japan.24–26
Figure 3(a) indicates a schematic diagram of the measurement
arrangement. The grating was located at the center of the
reflectometer chamber. A divergent angle less than 0.1◦ and a
FWHM diameter of approximately 200 µm at the focal point
of the incident beam were measured by a knife-edge scan
as described by Hatano et al.25 The diffraction efficiency was
derived as the ratio between the incident and diffracted powers.
To determine this ratio, the angular profiles of the incident and
diffracted beam were scanned by a detector, which consisted
of an x-ray photo-diode and a slit with a width of 100 µm. In
other words, this detector was used as a quasi-array sensor. The
distance from the grating to the detector was about 255 mm
and was fixed due to the configuration of the reflectometer.
Figure 3(b) shows the measured angular profiles of the first,
second, and third orders at a wavelength of 3 nm. Scanning
position is defined as the angle of ϕ in Fig. 3(a). On both
sides of these profiles, the detected signal is close to zero,
which implies that no scattered light from the grating could be
observed. Figure 4 depicts the grating efficiency as a function
FIG. 3. (a) Experimental setup to measure the diffraction efficiency of the
grating. (b) The angular profile of the first, second, and third orders of the
diffracted beam at a wavelength of 3 nm. The distance from the grating to
the detector was about 255 mm.
of the incident wavelength. A first order diffraction efficiency
exceeding 3% was observed for the wavelength region around
λ = 2.75 nm and λ > 8.0 nm. This result is higher than that
from a previous report of about 2%.21 One of the reasons
for this difference may be improvements in the processing
technology of the grating. At a wavelength of 3.37 nm, the
ratio of second to first order is estimated to be 11%. This result
is similar to that measured by using the spectrum of a carbon
LPP in Fig. 2. The presence of dips in the short wavelength
region could be observed in both first and second order spectra.
These dips are caused by K-absorption of oxygen and carbon
originating from hydrocarbon contamination on the surface
of the grating. We expect that diffraction efficiency at a
wavelength of 4.25 nm dropped 30%, corresponding to the
thickness of the contamination of about 15 nm. It should be
noted that our spectrometer has been used in LPP experiments
FIG. 4. The diffraction efficiency of the 2400 lines/mm grating as a function
of wavelength.
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for more than 5 years. The evaluation of contamination effect is
very important in estimating absolute photon flux, particularly
in the water- and carbon-window spectral regions.
C. Spectral response of the CCD camera
It should be noted that the CCD camera does not record
the photon number directly. It records analog to digital unit
counts. Therefore, the sensitivity of the CCD camera given in
terms of the number of counts per 1 incident photon should
be evaluated. The sensitivity of the CCD can be calculated
by using an approximate model described in the following.
The number of counts I recorded by the CCD camera can be
converted to photon number using the formula
N =
Igw
QE(λ)E(λ) , (2)
where the gain, g, is given by the manufacturer to be
3.7 electrons/count, the quantum efficiency, QE(λ), which is
the probability to detect a photon, w is the work function for
creating an electron-hole pair in the Si photoactive region of
a CCD (3.65 eV/electron), and E is the energy of the incident
photon in eV. Therefore, we can write the sensitivity R of the
CCD camera as
R(λ) = I(λ)
N(λ) =
QE(λ)E(λ)
gw
. (3)
To calculate the quantum efficiency of the CCD chip, we use an
approximate model as described in Li et al. and the references
therein.27 Ideally, a back-illuminated CCD chip consists of
a dead layer and an active region. The dead layer is formed
by an unavoidable potential which prevents photoelectrons
from reaching the active region. The quantum efficiency
is the probability of the detection of the photoelectrons in
the active layer. In fact, the SXR region is very sensitive to the
contamination available on the CCD surface; therefore, the
quantum efficiency can be expressed as the following equation:
QE(λ) = [1 − r(λ)]e−αc(λ)tc[1 − e−α(λ)t]e−α(λ)td, (4)
where r is the reflectivity of the CCD surface (≈0 in our
domain), t, tc, and td are the thickness of the active region, the
contamination layer, and the dead layer, respectively. αc and
α are the absorption coefficients for the contamination and the
silicon, respectively.
Measurement of the sensitivity was also performed at the
BL-11D beamline of the PF. The experimental setup is shown
in Fig. 5(a). To minimize the influence of the impure light
included in the beamline,24,26 an Al filter with a thickness of
200 nm was used. A calibrated AXUV100G x-ray diode was
used to determine the number of photons incident onto the
x-ray CCD camera. The CCD was cooled at −50 ◦C with a
pressure in the calibration chamber of 5 × 10−5 Pa. Since the
high vacuum degree was achieved, influence of the residual
contamination such as nitrogen, water vapor, and carbon
compounds, which deposit and condense onto the cooled CCD
surface, was negligibly small.28 This type of contamination
usually can be removed by warming up the chip. Figure 5(b)
indicates an image recorded by the CCD camera setting at an
exposure time of 0.5 s and a pixel readout rate of 3 MHz.
FIG. 5. (a) Experimental setup to measure the sensitivity of the CCD camera.
The beamline shutter was opened until the readout finish. (b) indicates a
typical image recorded by the CCD camera.
The line shift speed was 38.55 µs. The beamline shutter was
opened until the readout finished. As shown in Fig. 5(b), the
high intensity part is dominated by the digital exposure time
while the low intensity part is the smearing during the readout
time. From the position of the incident beam on the CCD chip,
the effective exposure time was calculated to be 1.54 s with a
discrepancy of less than 3%.
Figure 6(a) shows the measured sensitive R from which
the quantum efficiency was derived from Eq. (3) as the circles
in Fig. 6(b). There are dips around λ = 4.3 nm and 12.3 nm
in the experimental result, corresponding to the K-absorption
of carbon and the L-absorption of silicon, respectively. The
thickness, tc, of a carbon layer available on the CCD surface,
was estimated as the lines in Fig. 6(b). The experimental
result was reproduced by the calculation with tc ≈ 10 nm.
Such contamination may be originated during the fabrication
of a thinned CCD chip or caused by the debris from LPPs, and
is difficult to be removed.
D. Spectral response of the GIS
The spectral response of the GIS given in terms of the
number of x-ray photons per unit solid angle from the source
is
dN
dΩ
=
I(λ)
R(λ)ηg(λ) ×
1
∆Ω
, (5)
where I is the number of counts, ηg the grating efficiency, ∆Ω
the solid angle of the spectrometer given by
∆Ω =
sh
dsdCCD
, (6)
where h is the height illuminated on the CCD detector, s the
slit width, ds the distance plasma-slit, and dCCD the distance
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FIG. 6. The sensitivity (a) and the quantum efficiency (b) of the x-ray CCD camera as a function of wavelength. The red dot-, green solid-, and black dash lines
in (b) indicate the calculated quantum efficiency with the thickness of carbon contamination layer of tc = 0, 10, and 20 nm, respectively.
plasma-CCD chip. Since the soft x-ray region is very sensitive
to the contamination, the response of a spectrometer will
change with time. Our evaluation showed that the thickness
of the carbon contamination increases about 10–15 nm after
5 years of use in LPP experiments. In contrast to the CCD
camera, the performance of the grating is easily influenced by
the contamination. The response change of a spectrometer can
be calibrated by comparing the spectral structure of a plasma
source with that acquired previously.
IV. SPECTRA OF HCI PLASMA
In this section, we will discuss the production of an
absolutely calibrated spectrum from a HCI plasma. The
spectrum recorded by the CCD detector is the convoluted
signal of many transitions and can be expressed as the
following equation:
H(x) =

I(λ) f (λ − x)dλ + ε(x), (7)
where H is the spectrum recorded by the detector, the line
shape f is the distribution of x-ray photons along the
dispersion axis, and ε is the noise. As shown in Fig. 2, the
noise level in our system is quite low, so it can be neglected.
The recorded signal should be deconvolved to give the number
of counts for each transition. Furthermore, to produce a highly
accurate spectrum, the noise on the CCD camera should be
minimized. In the case of the line emission that can be resolved
by a spectrometer, the line shape function f can be observed or
determined by fitting with Gaussian curves. Consequently, we
can find the number of counts I for each transition. However, in
the case of UTA emission, since transitions cannot be resolved
by a spectrometer, the x-ray count in a specified bandwidth
should be estimated. With the assumption that in a narrow
bandwidth, the spectrum is continuous and the flux of x-ray
photons is similar, the counts recorded on the pixel i of the
CCD, Hi, can be deconvolved as
Ii ≈ Hi × 1
∆x
× dx
dλ
, (8)
where Ii is the number of counts of a transition whose center
wavelength locate at the center of the pixel i, and bandwidth is
∆λ = (dλ/dx)∆x,dx/dλ the linear dispersion of the grating,
∆x the size of a pixel. Therefore, the photon flux of the source
given in terms of the number of photons per unit solid angle,
1 nm absolute wavelength, and laser pulse interval, is
d2N
dΩdλ
=
Ii
∆λ
× 1
R(λ)ηg ×
1
∆Ω
=
Hi
R(λ)ηg∆Ω . (9)
In Fig. 7, we present time-integrated spectra of the SXR
photon flux from an LPP of Gd in which the effect of the second
order diffraction was eliminated. The 10-ns Nd:YAG laser was
employed to provide laser intensities ranging from 3 × 1011
to 3 × 1012 W/cm2. The UTA emission around a wavelength
of 7 nm, wavelength mainly due to n = 4 − n = 4(∆n = 0)
transitions in ions with an open 4 f or 4d outermost subshell,
increases rapidly with increasing laser intensity. However, the
FIG. 7. Absolutely calibrated soft x-ray spectra from Gd HCI plasmas pro-
duced by a 10-ns Nd:YAG laser at laser intensities of 9.7×1011 (a), 1.9×1012
(b), 2.6×1012 (c), and 3.1×1012 W/cm2 (d). The artifact around 4.2 nm is
caused by the carbon edge.
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FIG. 8. Laser intensity dependence of conversion efficiency as measured by
the GIS. The maximum result of 0.26% was observed at a laser intensity of
3×1012 W/cm2.
peak wavelength at 7.3 nm is almost unchanged. The sharp
peak at 6.76 nm and the dip structure below 6.59 nm first
appear at a laser intensity of 2.3 × 1012 W/cm2.
The energy conversion efficiency at 6.76 nm in a
bandwidth of 0.6% calculated from the spectra of the
Gd plasma is displayed in Fig. 8. It is almost a linear
function of the laser intensity in the order of 1011 W/cm2.
According to a collisional-radiative (CR) simulation,29 the
Gd plasma will have strong emission at 6.76 nm when
the plasma temperature is close to 80 eV which opti-
mizes the population of Gd17+ and Gd18+ ions whose
resonance emission lies at this wavelength.30 Therefore,
the increase of the conversion efficiency as shown in
Fig. 8 is caused by the increase of the population of
these charge states. The large error bar observed at a laser
intensity of 2.3 × 1012 W/cm2 may be caused by the insta-
bility at the threshold condition. The maximum conversion
efficiency of 0.26% was observed at a laser intensity of
3 × 1012 W/cm2.
V. CONCLUSION
A simple flat-field grazing incident spectrometer consist-
ing of a holographic fabricated 2400 lines/mm grating and an
x-ray CCD camera was built for HCI plasma spectroscopy. The
diffraction efficiency of the grating and the absolute response
of the CCD camera were directly measured by using the
reflectometer installed at the BL-11D beamline of the Photon
Factory. This result enables us to evaluate the absolute number
of photons in a wide spectral region between 1 nm and 10 nm
within an acquisition. The influence of contamination to the
grating and the CCD camera was characterized. We expected
that the thickness of the carbon contamination increases about
10–15 nm after 5 years of use in LPP experiments. We also
studied the calibrated spectra of Gd HCI plasmas which were
produced by a Nd:YAG laser. A maximum energy conversion
efficiency of 0.26% was observed at a laser intensity of
3 × 1012 W/cm2.
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