This paper presents a simple estimate to determine the width of Gaussian kernel with the adaptive scaling technique. The Gaussian kernel is widely employed in Radial Basis Function (RBF) network, Support Vector Machine (SVM), Least Squares Support Vector Machine (LS-SVM), Kriging, and so on. It is widely known that the width of the Gaussian kernel in these machine learning techniques plays an important role. Determination of the optimal width in the Gaussian kernel is the time-consuming task. Therefore, it is preferable to determine the width in Gaussian kernel with a simple manner. In this paper, we first examine a simple estimate of the width in the Gaussian kernel proposed by Nakayama et al.. Through the examination, four sufficient conditions for the simple estimate of the width are described. Then, a new simple estimate for the width in the Gaussian kernel is proposed. In order to obtain the proposed estimate of the width, all decision variables are scaled equally. A simple technique called the adaptive scaling technique is also developed. It is expected that the proposed simple estimate of the width is applicable to wide range of machine learning techniques employing the Gaussian kernel. Through examples, the validity of the proposed simple estimate of the width is examined.
I. Introduction
achine learning techniques such as radial basis function (RBF) network, support vector machine (SVM), support vector regression (SVR), and least squares support vector machine (LS-SVM) are widely employed in the various areas. The Gaussian kernel is commonly employed in these techniques. The equivalence between SVM and ordinary Kriging has been reported under the assumption that the covariance function is used as the kernel function [1] . The equivalence between SVM and the regularization neural network has been also reported [2] . This equivalence can be extended to RBF network, considering the suggestions of Poggio and Girosi [3] . Thus, it is considered that the equivalence between SVM and RBF network can be established. LS-SVM overcomes the complex procedure for finding the support vector of SVM and SVR, and LS-SVM is now widely studied [4, 5, 6, 7, 8, 9] . In the SVM and SVR, the support vectors determine by solving the quadratic programming (QP) problem, while LS-SVM can find the support vectors by solving simpler linear system. The Gaussian kernel is widely employed as the kernel function in machine learning techniques. In the Gaussian kernel, the width plays an important role. Let us consider the regression by RBF network, as an example. The effect of the width is shown in Figs.1 (a) and (b). In Fig.1 , the black dots represent the training data, the dashed line represents the Gaussian function, and the solid line denotes the regression. The following weights are assigned to the training data: w 1 = 0.5 at x = 1, w 2 = 1.7 at x = 3, and w 3 It is possible to determine the optimal width with the optimization techniques. However, the task to optimize the width is time-consuming. Therefore, it is preferable to determine the width in the Gaussian kernel with a simple manner. Few papers focus on the width of Gaussian kernel, and some simple estimates of the width have been proposed [10, 11, 12] . Especially, it has been reported that the simple estimate of the width proposed by Nakayama et al. [12] is applicable to RBF network, SVM, and SVR in which the Gaussian kernel is commonly employed [13] .
In this paper, we propose a new simple estimate of the width in the Gaussian kernel, by examining the estimate of the width in Ref. [12] . First, the estimate of width in Ref. [12] is examined, and then four sufficient conditions for the simple estimate of the width will be described. According to these sufficient conditions, a new simple estimate of the width in the Gaussian kernel is proposed. In order to employ this new simple estimate of the width, all decision variables are scaled equally. The new scaling technique, called the adaptive scaling technique, is also developed in this letter. Through examples, it can be shown that the simple estimate of the width with the adaptive scaling technique is valid.
II. Width of Gaussian Kernel and Adaptive Scaling Technique
In this section, a new simple estimate of the width in the Gaussian kernel is proposed. To obtain this new simple estimate of the width, all design variables are equally scaled. Then, the new scaling technique, called the adaptive scaling technique, is also developed in this section.
A. Width of Gaussian Kernel
It is important to determine the width in the Gaussian kernel for a good classifier and regression. Optimization with respect to width may be valid. However, the increment of the sampling points will cause some difficulties in optimizing the width, such as the local minimum. Therefore, it is preferable to determine the width in the Gaussian kernel with a simple manner. In order to determine the width with a simple manner, Haykin [11] and Nakayama et al. [12] have proposed the following equations, respectively. 
where d max denotes the maximum distance among the sampling points. n denotes the number of decision variables, and m is the number of sampling points. Above equations are applied equally to all Gaussian kernels. Thus, Suppose that all of the design variables are equally scaled. This scaling technique, which is called the adaptive scaling technique, will be described in the following section. Let us consider the K-level full factorial design, in which the regular interval is given by d ∆ . In this case, d max is given by
The black dots in Fig.2 show the sampling points in two design variables.
Fig.2 Sampling points in two decision variables
In the case of n design variables, the number of sampling points, m, is simply calculated as follows:
Eqs. (3) and (4) are substituted into Eq.(2). Here, we solve Eq.(2) with respect to r d ∆ , and then we can finally obtain the following equation:
In Eq. (5), K → ∞ is considered. This implies a uniform distribution of the sampling points in the design variable space. Table 1 shows the convergence of r d ∆ at K → ∞ . 
In order to satisfy the above sufficient conditions, the following simple estimate of the width in Gaussian kernel may be valid:
Since Eq.(6) satisfies the above sufficient conditions at K → ∞ , a good classifier and regression can be expected. Please note that Eq. (6) can be obtained under the assumption that is an uniform distribution of the sampling points in the design variable space. Unfortunately, most real problems show non-uniform distributions of the sampling points. In addition, it is clear from Eq.(4) that numerous sampling points are required for a good classifier and regression with Eq.(6). Then, the following equation considering the non-uniform distributions of the sampling points is proposed in this paper.
,max
where r j denotes the width of the j-th Gaussian kernel. d j,max denotes the maximum distance from the j-th sampling points. Eq. (7) is applied to each Gaussian kernel or basis function individually, unlike Eqs.(1) and (2).
B. Adaptive Scaling Technique
As already described, all of the design variables should be equally scaled in the development of Eq.(7). A simple scaling technique, called the adaptive scaling technique, is proposed. The following equation is used to scale all of the design variables: 
(STEP5) If min 1 r ≤ , then scaling coefficient s is updated as follows:
Otherwise, the adaptive scaling algorithm will be terminated.
When new training data is added, the adaptive scaling technique is applied again. On the basis of the author's numerical experiences, 1.1 α = is recommended.
III. Machine Learning Techniques
In this section, Radial Basis Function (RBF) network and Least Squares Support Vector Machine (LS-SVM) are briefly described.
C. RBF Network
An RBF network is a three-layer feed-forward network. The sampling points and its output are expressed by {x j ,
where h j (x) is the j-th basis function, and w j denotes the weight of the j-th basis function. In the case of regression, the regression is given by Eq.(11). The following Gaussian kernel is often employed as the basis function.
In Eq(12), r j is the width of the j-th basis function. The learning of the RBF network is usually accomplished by solving the following equation: 
where the second term is introduced for the purpose of regularization. It is recommended that j λ in Eq.(13) have a sufficiently small value (e.g. 
where H, Λ , and y are given as follows:
( , , , )
It is clear from Eq.(14) that the learning of the RBF network is equivalent to the matrix inversion 1 ( ) T − + H H Λ . Using the RBF network, it is easy to calculate the weight vector w, because the additional learning is reduced to the incremental calculation of the matrix inversion.
D. LS-SVM
Least squares support vector machine (LS-SVM) considers equality constraints for the classification problem with a formulation in least squares sense. Thus, the solution can be obtained by solving a set of linear equations instead of solving QP problem. The extension of the classical SVM to the SVR is more complex because the epsilon insensitive loss function is introduced, while it is very easy to extend the LS-SVM classifier to the regression version.
Let us consider the formulation of the LS-SVM classifier. The separating hyperplane in least squares sense can be obtained by solving the following problem: 
where C in Eq. (18) The stationary condition with respect to w,e,b, and α yields the following equations:
Substituting Eqs. (21) and (23) into Eq.(24) leads to the following simple linear system equation. 
The training data is separated by f a (x) = 0. Next, let us consider the LS-SVM regression version. In the LS-SVM classifier, the output y i is the target labels while output y i is replaced to real value at the training data in LS-SVM regression. The objective function for LS-SVM regression is given by Eq.(18). The equality constraints are modified as follow:
Then, the following Lagrangian for LS-SVM regression is formulated by introducing the Lagrange multipliers 0 j α ≥ . 
The stationary condition with respect to w, e, b, and α yields the following equations:
Substituting Eqs. (30) and (32) into Eq.(33) leads to the following linear system. 
IV. Numerical Examples
The proposed estimate of the width is applied to LS-SVM classifier and RBF network, which are given by Eqs.(27) and (11) . The training data is separated by f a (x) = 0. First, LS-SVM classifier is employed. The proposed estimate of the width with the adaptive scaling technique is examined. In numerical examples, the number of design variables is set to 2 to visualize the separating hyperplane. When Eqs. (1) and (2) are employed, they have the same value. The range of all design variables are set as follow: 1 2 
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In the following all figures, +1 is assigned to the white circles and -1 is assigned to the black circles. In addition, the left hand sides of the following all figures show the result of Eq. (7), and the right hand sides show the one of Eq.(2). The solid line in Figs.3,4 , and 5 is f a (x) = 0, which separates the training data. (7) and (2) It is clear from above examples that the proposed simple estimate of the width with the adaptive scaling technique works well, compared with Eqs. (1) and (2) . In particular, the separating hyperplane by the proposed simple estimate of the width with the adaptive scaling technique is more smooth than the one by Eqs. (1) and (2) . In the examples, the training data are distributed non-uniformly. In such cases, it is preferable to apply the different width to each Gaussian kernel. The proposed simple estimate of the width with the adaptive scaling technique is applicable to such cases, and shows the good results. The result implies that the individual assignment of the width to the Gaussian kernel is important and valid.
E. Comparison between LS-SVM and RBF network
The proposed simple estimate with the adaptive scaling technique is applied to RBF network. The problems are the same of above section. The results are shown in Figs.6,7, and 8 with the maximum error. 
V. Conclusion
The Gaussian kernel is widely employed in the machine learning techniques. It is important to determine the appropriate width in the Gaussian kernel with a simple manner. In this paper, the new simple estimate of the width in the Gaussian kernel has been proposed. By examining the simple estimate of the width proposed by Nakayama et al., four sufficient conditions for the simple estimate of the width are introduced. In addition, a simple scaling technique called the adaptive scaling technique has also been proposed. In this technique, the sufficient conditions for the simple estimate of the width are always verified. Considering the equivalence between some machine learning techniques, it is expected that the proposed estimate of the width applicable to wide range of machine learning techniques employing the Gaussian kernel. Through numerical examples, the validity of the proposed estimate of the width with the adaptive scaling technique has been confirmed.
