Kronecker products as well as interlacing properties are very commonly used in matrix theory, operator theory and in their applications. We address conjectures formulated in 2003 [19], involving certain interlacing properties of eigenvalues of (A ⊗ B + B ⊗ A) for pairs of symmetric matrices A and B. We disprove these conjectures in general, but we also identify some special cases where the conjectures hold. In particular, we prove that for every pair of symmetric matrices (and skew-symmetric matrices) with one of them at most rank two, the odd spectrum (those eigenvalues determined by skew-symmetric eigenvectors) of (A ⊗ B + B ⊗ A) interlace its even spectrum (those eigenvalues determined by symmetric eigenvectors).
Introduction
The interlacing relation between two sequences provides useful characterizations in the orderings of each sequence and bounds on the elements of the underlying sequences or on the extreme values which may reveal important information about the underlying system. Interlacing has been studied extensively in the literature and they have many applications in matrix theory, real stable polynomials and spectral graph theory [4, 6, 9, 11, 14, 17, 24] , among others.
In this paper, we study interlacing properties of the roots of characteristic polynomials of certain structured matrices. In particular, we consider the interlacing relations on the spectrum of a structured matrix arising from the Kronecker products of two symmetric matrices and skew-symmetric matrices. The Kronecker product of matrices A ∈ R m×n and B ∈ R p×q is the mp-by-nq The Kronecker product can be viewed as a special form of the tensor product [10] . Kronecker products have many applications in signal processing, semidefinite programming, and quantum computing. They have also been used extensively in the theory and applications of linear matrix equations such as Sylvester equations and Lyapunov problem [21] , in some compressed sensing applications using sparsification [23] and in constructing convex relaxations of non-convex sets [1] . Tensor product preconditioners used in conjugate gradient method [20] and image restoration [15] , low rank tensor approximations arising in the context of certain quantum chemistry systems [22] , quantum many-body systems [12] , and high dimensional partial differential equations [2, 3] are among many other applications which utilize the rich properties of tensor products that can transfer the structure of the individual elements to the product itself. 
Note that this equation provides an alternative definition of Kronecker product. The eigenvalue/eigenvector structure for the Kronecker product of two matrices is well known. If λ, µ are the eigenvalues of A and B corresponding to the eigenvectors u, w, then we have the following eigenvalue/eigenvector relationship (A ⊗ B)(u ⊗ w) = λµ(u ⊗ w).
Let S n denote the set of n-by-n real symmetric matrices, and sym(n) := n(n + 1)/2 denote its dimension. Define the mapping s2vec : S n → R sym(n) as the isometry between S n and R sym(n) such that for every X ∈ S n , s2vec(X) := x11
The usual trace inner-product in S n can be expressed as
for every A, B ∈ S n . Moreover, one can express the matrix representations of certain linear transformations on S n using the symmetric Kronecker product:
Define an n 2 -by-sym(n) orthogonal matrix Q with kth column Q k , where k ∈ {1, 2, . . . , sym(n)} such that
where e k is an n dimensional vector with all components equal to zero, except kth component which is equal to one. Note that Q ⊤ Q = I, where I is an identity matrix of appropriate dimension and QQ ⊤ is the orthogonal projector mapping every point in R n 2 onto the set of symmetric vectors in R n 2 [19] .
⊤ . Here, the Mat operator takes a vector x from R n 2 and builds an n-by-n matrix Mat(x), by stacking the first n elements of x into the first column, the second set of n elements of x into the second column and so on. Let T be the n 2 -byn 2 matrix representation of the transpose operator T . In particular, T is an n 2 -by-n 2 permutation matrix with kth column T k , where k ∈ {1, 2, . . . , n 2 } such that T i+(j−1)n := e i ⊗ e j , for i, j ∈ {1, 2, . . . , n}.
Note that T ⊤ = T and T 2 = I. We say x ∈ R n 2 is a symmetric vector if T x = x or a skew-symmetric vector if T x = −x. Observe that for n-by-n matrices A and B, T (A ⊗ B)T = B ⊗ A.
In some literature, the permutation matrix T is called the commutation matrix [13] . For a symmetric vector v ∈ R n 2 ,
The following identity holds for the symmetric Kronecker product (see, for instance, [19] for a derivation).
The last equation holds for arbitrary n-by-n real matrices as well. Although the eigenstructure of Kronecker products is well known, the eigenstructure of symmetric Kronecker products has not been studied so well. LetS n denote the set of n-by-n real skew-symmetric matrices, and skew(n) := n(n − 1)/2 be its dimension. Note thatS n is a linear subspace in R n×n . In this subspace, S n andS n are orthogonal complements of each other. Define the mappings2vec :S n → R skew(n) as the isometry betweenS n and R skew(n) such that for X ∈S n ,
⊤ .
Now, we define an orthogonal matrixQ ∈ R n 2 ×skew(n) withQ k being the kth column ofQ, where k ∈ {1, 2, . . . , skew(n)} is defined as
Note thatQ ⊤Q = I andQQ ⊤ is the orthogonal projector mapping R n 2 onto the set of skew-symmetric vectors in R n 2 . Then for a skew-symmetric vector
Given matrices A, B ∈ S n , we define the skew-symmetric Kronecker product of A and B as
The last equation is valid for arbitrary n-by-n real matrices as well.
In the vast research area of semidefinite programming, there has been an increased amount of interest in systems of linear equations involving symmetric Kronecker products which arise when computing search directions in primaldual interior-point methods [16, 19] . Given the applications of these equations, seeking a better understanding of the eigenvector/eigenvalue structure of the generalized Lyapunov operators constituting these equations seems valuable.
The following is a well-known interlacing theorem.
Theorem 1 (Interlacing Theorem, see for instance Theorem 9.1.1 [9] ). Let G be a real m-by-n matrix such that GG ⊤ = I and let C be an n-by-n symmetric matrix with eigenvalues λ 1 ≥ λ 2 ≥ · · · ≥ λ n . Denote the eigenvalues of GCG
Definition 1 (Jordan-Kronecker Product). Given matrices A, B, the JordanKronecker product of A and B is defined as
Consider the eigenvalue/eigenvector structure of the Jordan-Kronecker product of A and B. Indeed, this is the Jordan product of A and B [7, 8] , where the matrix multiplication is replaced by the Kronecker product. This is also related to the notion of Jordan triple product since
A nice characterization for the eigenstructure of the Jordan-Kronecker product of n-by-n matrices A and B is provided in [19, Section 2] which shows that the eigenvectors of (A⊗B + B⊗A) can be chosen so that they form an orthonormal basis where each eigenvector is either a symmetric vector or a skew-symmetric vector. Such structured eigenvectors also arise in perfect shuffle symmetric matrices (e.g. matrices A ∈ S n 2 such that T AT = A, see for instance [5] ) which are used in certain quantum chemistry applications [22] .
Henceforth, we say that an eigenvalue of (A ⊗ B + B ⊗ A) belongs to its odd spectrum if it corresponds to a skew-symmetric eigenvector and even spectrum if it corresponds to a symmetric eigenvector. Furthermore, we call an eigenvalue of (A ⊗ B + B ⊗ A) an odd eigenvalue if it belongs to its odd spectrum and an even eigenvalue if it belongs to its even spectrum. Next, we define a special type of interlacing which will be used throughout the paper. Definition 2. Let A and B be both n-by-n symmetric matrices (or skewsymmetric matrices). Denote the even eigenvalues and the odd eigenvalues of C := (A ⊗ B + B ⊗ A) in non-increasing order by λ 1 ≥ · · · ≥ λ s and β 1 ≥ · · · ≥ β t , respectively, where s := sym(n) and t := skew(n). We say that the odd eigenvalues of C interlace its even eigenvalues if for an eigenvalue β i belonging to the odd spectrum of C, there are even eigenvalues of C such that
Definition 3. For a given m-by-n matrix A, we denote the Frobenius norm of
In [19] , the authors conjectured interesting interlacing relations on the roots of the characteristic polynomials of certain structured matrices arising from the Jordan-Kronecker products of real symmetric matrices. In this paper, we investigate these interlacing relationships. For the convenience of the reader, we restate the conjectures below.
Equivalently,
Conjecture 2.
[19] Let A, B ∈ S n . Also, let w ∈ R n 2 such that T w = −w and w is the eigenvector of (A ⊗ B + B ⊗ A) corresponding to its kth largest eigenvalue. Then λ k−1 and λ k+1 of the matrix are well-defined and they are determined by some u, v ∈ R n 2 such that T u = u and T v = v. Remark 1. Let A, B ∈ S n . Regarding the conjectures, without loss of generality, we may assume B is a diagonal matrix with diagonal entries sorted in descending order.
Proof. Let A, B ∈ S n be given, and let V DV ⊤ be the spectral decomposition of B, where D is the diagonal matrix whose diagonal entries are the eigenvalues of B sorted in descending order, and V is an orthogonal matrix. Let X ∈ S n be such that
Using the commutativity of the trace operator and the orthogonality of V , we get
Therefore, instead of solving
Tr(AU BU ) one may equivalently solve
Tr(ĀU DU ).
The proofs for the "max" case and for the case when U is a skew-symmetric matrix follow along similar lines and are omitted. Hence, in investigating the conjectures, without loss of generality we may assume B is a diagonal matrix with diagonal entries sorted in descending order.
In the rest of the paper, we adopt the following terminology. We say that the matrices A, B satisfy the Type-I interlacing property if Conjecture 1 holds and the Type-II interlacing property if Conjecture 2 holds. Note that Conjecture 2 implies Conjecture 1. Therefore, the Type-II interlacing property is stronger than the Type-I interlacing property. In addition, for a given non-zero n 2 dimensional vector v, the Rayleigh quotient of A ⊗ B corresponding to v will be denoted by
For an m×n matrix M , M (:, j) denotes its jth column and M (i : k, j : ℓ) denotes its submatrix formed by the rows and columns indexed by {i, i + 1, . . . , k} and {j, j + 1, . . . , ℓ} respectively.
Preliminaries
In this section, we provide some preliminary algebraic results related to the conjectures.
and min
Proof. We have
The first line follows from Tr(U AU ) = vec(U ⊤ ) ⊤ vec(AU I) and the identity (1). The second line follows as the maximization of the Rayleigh quotient of (I ⊗ A) is carried over a subset of R n 2 , and the last line follows by the eigenvalue structure of the Kronecker product. Let
the upper bound of max U∈S n ,||U||F =1 Tr(U AU ) is achieved. Therefore, the first result follows. The proof of the second result runs along similar lines as that of the first one and is omitted here. Definition 4. Let U ∈ S n and W ∈S n be nonzero matrices. We define the matrices S(A, B) andS(A, B) as the symmetric matrices satisfying
and
which is formed by stacking the columns of the lower triangular part of U (including the main diagonal of U ), and
which is formed by stacking the columns of the lower triangular part of W ⊤ excluding the main diagonal.
Let the diagonal matrix D := [d ij ] ∈ S sym(n) be defined as
In (8), the left hand side is a quadratic polynomial in the entries ofū. We define the symmetric matrix S(A, B) by comparing the coefficients of quadratic monomials. An equivalent definition of S(A, B) can also be given as
Below, we give a sufficient condition under which the Type-I interlacing property fails. 
This strict inequality is equivalent to
for every unit norm symmetric vector u ∈ R n 2 . This implies that the smallest eigenvalue of (A ⊗ B + B ⊗ A) corresponds to a skew-symmetric eigenvector, in which case Type-I interlacing property fails for the pair A, B. Similarly, one can show that S(A, B) − ρ w (A, B)D 2 ≺ 0 is equivalent to saying that the largest eigenvalue of (A ⊗ B + B ⊗ A) belongs to its odd spectrum.
Note that for the pair of matrices A, B, the Type-I interlacing property holds if there exist unit norm symmetric vectors u 1 , u n such that 2ρ u1 (A, B)I − S(A, B) andS(A, B) − 2ρ un (A, B)I are positive semidefinite.
Next, we provide one of the essential results that sheds light on the interlacing relation between the odd eigenvalues and even eigenvalues of (A ⊗ B + B ⊗ A). 
where
Here, D is defined as in (10) . Therefore, the eigenvalues of (A ⊗ B + B ⊗ A) corresponding to the symmetric eigenvectors are the solutions to det 2S(A, B) − λD 2 = 0. 
Cases when interlacing conjectures hold
In the following, we verify Type-I interlacing property holds when one of A, B has rank at most two.
Theorem 5. Let A, B ∈ S n such that min {rank(A), rank(B)} ≤ 2. Then the odd eigenvalues of (A ⊗ B + B ⊗ A) interlace its even eigenvalues.
Proof. Without loss of generality, we may assume rank(B) ≤ 2. So, we let and w i := w 3i w 4i · · · w ni ⊤ , which consists of the last n − 2 entries of W (:, i), where i ∈ {1, 2}. Then
n such that all of its diagonal elements are zeros. Define u := vec(U ) and u i := u 3i u 4i · · · u ni ⊤ , for i ∈ {1, 2}. Choosing u 21 := −w 21 , u 1 := −w 1 and assigning the upper triangular part of W (2 : n, 2 : n) to the upper triangular part of U (2 : n, 2 : n) gives ||U || F = ||W || F = 1. Then
This shows that for a given W ∈S n with W F = 1, one can find U ∈ S n with U F = 1 such that Tr(AW BW ⊤ ) = Tr(AU BU ).
Therefore, Conjecture 1 holds. Note that the claim of this theorem is stronger than Conjecture 1. Define the diagonal matrix Φ ∈ S skew(n) by
Then Φ(As ⊗ B)Φ is a principal submatrix of A s ⊗ B. Therefore, by Theorem 1 and Proposition 4, the odd eigenvalues of (A ⊗ B + B ⊗ A) interlace its even eigenvalues.
Corollary 6. Let A, B ∈ S 2 . Then Type-I and Type-II interlacing properties hold for A, B.
Although the Conjecture 1 is made for real symmetric matrices, the result holds for certain real skew-symmetric matrices as well. Real skew-symmetric matrices have purely imaginary eigenvalues. On the other hand, the JordanKronecker product of two skew-symmetric matrices are symmetric and therefore have real eigenvalues. Furthermore, the odd eigenvalues of the Jordan-Kronecker product of two skew-symmetric matrices (for which one of the matrices has rank at most two) interlace its even eigenvalues.
Theorem 7. Let A, B ∈S
n such that min {rank(A), rank(B)} ≤ 2. Then the odd eigenvalues of (A ⊗ B + B ⊗ A) interlace its even eigenvalues.
Proof. Without loss of generality, we may assume rank(B) ≤ 2. By the block diagonalization of skew-symmetric matrices, we may write B as
where λ 1 ∈ R. LetW ∈S n be given. Then
We construct a symmetric matrixŪ ∈ S n as follows: U (1, 1) =W (2, 1)Ū (2, 2) =W (2, 1),Ū (2, 1) = 0,Ū (3 : n, 1) =W (3 : n, 2), U (3 : n, 2) = −W (3 : n, 1), and we assign the upper triangular part of W (3 : n, 3 : n) (including its main diagonal) to the upper triangular part of U (3 : n, 3 : n) which results in ||Ū || F = ||W || F = 1. Then Tr(AW BW ⊤ ) = Tr(AŪ BŪ ).
Hence, Conjecture 1 holds. The proof of interlacing is very similar to the proof in Theorem 5 and therefore, it is omitted.
Corollary 8. Let A, B ∈S 2 . Then Type-I and Type-II interlacing properties hold for A, B.
Consider mutually diagonalizable matrices. Some examples of this class are diagonal matrices and circulant matrices which are used extensively in signal processing and statistics. A result from [19] shows that the Type-II (which implies Type-I) interlacing property holds for pair of mutually diagonalizable matrices. We restate that result below.
Lemma 9.
[19, Corollary 2.5] Let A, B ∈ S n be commuting matrices. Let λ i , µ j denote the eigenvalues and v i , v j be the corresponding eigenvectors of A and B, respectively. Then, for 1 ≤ i ≤ j ≤ n, we get Lemma 9 also applies to a symmetrized similarity operator [25] as follows. For every nonsingular matrix P ∈ R n×n , [25] defines H P : R n×n → S n by
Let us restrict the domain of H P to S n and restrict P to symmetric matrices. Then the resulting operator H P is representable by a Jordan-Kronecker product of symmetric matrices P and P −1 . Since P, P −1 commute, Lemma 9 applies. Given the result for mutually diagonalizable matrices, an interesting direction to explore is to determine how one can perturb A or B so that the Type-I (or Type-II) interlacing property will still be preserved. We provide some results which are based on perturbing one of the matrices.
The next two propositions can be proved using the proof technique given for Theorem 5. So, proofs of Propositions 10 and 11 are omitted.
Proposition 10. Let A, B ∈ S n be diagonal matrices, where A kk = a k , for every k ∈ {1, 2, . . . , n}. Let
where E ik is an n-by-n matrix with all entries zero except E(i, k) = 1, and α
∈ R, i ∈ {1, 2, . . . , ⌊k/2⌋}. Then, the Type-I interlacing property holds for the pairÃ, B.
Proposition 11. Let A be an n-by-n symmetric tridiagonal matrix and B be an n-by-n diagonal matrix. Then the odd eigenvalues of (A ⊗ B + B ⊗ A) interlace its even eigenvalues. Furthermore, defineĀ ∈ S n such thatĀ ij = A ij for all i, j ∈ {1, . . . , n} except A rs = 0, (r > s + 1), and A (s+1)s = 0 for some r, s. Then the odd eigenvalues of Ā ⊗ B + B ⊗Ā interlace its even eigenvalues.
Proposition 11 gives another sufficient condition for Type-I interlacing property. For every pair of matrices A, B ∈ S n where B is diagonal and A is formed by perturbing a diagonal matrix where each row of the upper triangular matrix of A has at most one nonzero entry, the odd eigenvalues of (A ⊗ B + B ⊗ A) interlace its even eigenvalues.
Cases when interlacing conjectures fail
Proposition 12. For every integer k ≥ 3 and for every integer n ≥ max{4, k}, there exist symmetric matrices A, B ∈ S n such that min{rank(A), rank(B)} = k, max{rank(A), rank(B)} = n and Type-I interlacing property fails for the pair A, B.
Proof. We prove this using Proposition 3.
• Consider the following 4-by-4 symmetric matrices 
If we show that for every symmetric vector u,
then that will imply the maximum eigenvalue of C 0 := (A 0 ⊗B 0 +B 0 ⊗A 0 ) corresponds to a skew-symmetric vector. Note that we can get a lower dimensional quadratic representation of ∆ u by gathering the terms for each distinct entry u ij .
It suffices to show that the above 10-by-10 matrix, which we denote by C s , is negative definite, or its negative is positive definite. It is easy to see that
We show that −C s is positive definite.
We observe that it is sufficient to show the matrix C s obtained by removing the 8th row and column of −C s is positive definite, as the 8th row and column of −C s has only a positive diagonal entry and the other entries are zero. Since C s (4 : 9, 4 : 9) is diagonally dominant, it is positive semidefinite. Also, the columns are linearly independent, therefore it is positive definite. Even though the numbers are large in the resulting 2-by-2 matrix, it is not hard to observe that the above matrix is symmetric row diagonallydominant with positive diagonal entries. Hence it is positive definite. Therefore −C s is positive definite. We have shown that
This completes the proof for k = 3.
• Using the counterexample for k = 3, given in (11), we show that the Type-I interlacing property fails when n = 4, k = 4. Construct A 1 := A 0 , B 1 := B 0 + εI, where ε is a very small number such that rank(B) = 4. Since rank(A 1 ) = rank(B 1 ) = 4, k = 4 for this pair. Let
n with U F = 1. This implies that for the pair A 1 , B 1 the Type-I interlacing property fails.
• Now, we show that Type-I interlacing property fails for k = 4 and arbitrarily chosen n > 4. Let
where ε is a very small number. Let
such that the size of U 11 is the same as the size of W 1 . Then
For every every unit norm matrix U ∈ S n (by the counterexample constructed for the proof for n = 4, k = 4),
Recall that
Without loss of generality, we may assume that ρ w1 (A 1 , B 1 ) > 0 as ρ w0 (A 0 , B 0 ) > 0 and ε is chosen to be very small number. Note that if ||U 11 || F = 0 the result follows, so assume ||U 11 || F = 0. Hence scaling the left hand side of (12) by U 11 2 F < 1, gives
By choosing ε small enough, we get Tr(A 2 U 2 B 2 U 2 ) − ρ w2 (A 2 , B 2 ) < 0, which completes the proof for k = 4 and arbitrary n > 4.
• The proof for arbitrary k follows along similar lines as the proof of the case n = k = 4 (i.e., one can choose A 3 := A 2 and B 3 := B 2 + εI, where ε is a small number), and is omitted here.
By Perron-Frobenius theorem, for nonnegative symmetric matrices A, B ∈ S n , (5) always holds; however, we constructed examples of such nonnegative symmetric matrices where (4) fails. In addition, we constructed examples where for a pair of full rank 6-by-6 real skew-symmetric matrices for which Type-I interlacing property fails.
Asymptotic behavior
Lastly, we consider a number of different perturbations to arbitrary pairs of symmetric matrices A, B ∈ S n where the perturbed pair is guaranteed to satisfy the Type-I interlacing property. The following theorem provides a set of perturbations which allows constructing nontrivial pairs of matrices satisfying the Type-I interlacing property. Furthermore, it helps improve our understanding of the spectral properties of (A ⊗ B + B ⊗ A) in terms of the spectral properties of A and B.
Theorem 13. Let A, B ∈ S n . Then Tr (A + µI) W BW ⊤ .
The proofs for parts 2 − 6 of Theorem 13 are along similar lines with the proof of part 1 above and are omitted.
Using a similar construction given as in Theorem 13, it is possible to generate infinitely many pairs of matrix pencils formed by perturbing A and B that fails Conjecture 1. Proof of Theorem 14 is elementary (similar to the above proof of Theorem 13) and is omitted.
Conclusion
We proved that for Jordan-Kronecker products of symmetric matrices, the odd eigenvalues interlace the even eigenvalues provided one of the matrices has rank at most two. In addition, this property holds for Jordan-Kronecker products of skew-symmetric matrices. In many applications of the Kronecker product, one is interested in constraints where one of the terms in the Kronecker product has rank one or two. Our positive results may be helpful in such applications.
Since we also proved that Type-I and Type-II interlacing properties generally fail, this intensifies the motivation for finding specially structured matrices for which these interlacing properties hold.
In the introduction, we exposed some nice characteristics of eigenspaces of Jordan-Kronecker products of pairs of symmetric matrices and skew-symmetric matrices. One may also wonder if similar characterizations can be established for matrices of the form (A⊗B−B⊗A). For A, B ∈ R n×n , we define (A⊗B−A⊗B) as the Lie-Kronecker product of A and B. Note that for every pair of symmetric matrices A, B (or skew-symmetric matrices A, B), A ⊗ B is symmetric.
The following proposition characterizes the eigenvector/eigenvalue structure of the Lie-Kronecker product of symmetric matrices and skew-symmetric matrices.
Proposition 15. Let A, B ∈ S n (or both inS n ). Then the following properties hold.
