Stock return and its volatility are stochastic. Investors try to understand the properties of their joint process and require a compensation for the risks of a lower stock excess return and an higher stock return volatility than expected. The study reported in this paper reaches empirically two results related to this investors' behavior. The study is based on the analysis of daily share prices and American option mid-quotes, as most stock options are American-style, and it does not rely on any parametric specification for the dynamics of stock return and its volatility. First, share prices and option mid-quotes are both necessary to identify at the same time the way investors discount future stock return and return variance to create prices. Second, the estimates of some dynamic properties of the risk factors are more stable over time when an arbitrage-free pricing model is considered in the estimation procedure. The first finding is explained by equity traders mostly interested in the stock return and option traders in the underlying return volatility. The second finding is explained by the economic model structure imposed in the estimation procedure.
The stock return and its volatility are the state variables. The markets for the shares, options and a risk-free asset are frictionless and arbitrage-free. They are possibly incomplete with only one Stochastic Discount Factor (SDF) that is exponential-affine in the state variables. The study is focused on the estimation of this SDF and the historical dynamics of the state variables in a discrete-time framework. Different estimation procedures are considered. All these procedures do not rely on any parametric specification for the dynamics of the state variables, either under the risk-neutral or historical probability measure. The entire study focuses on daily IBM share closing The study is composed by two parts. First, distinct estimates of the SDF, that are compatible with different sets of asset prices, are compared. Second, distinct estimates of some properties of the state variables dynamics are compared. These last estimates are obtained by a method that disregards any financial model and another one that satisfies an arbitrage-free pricing model. Since all the considered estimation procedures need observable variables, a measure of daily realized volatility, obtained by high-frequency returns, replaces the spot return volatility. A kernel nonparametric estimator of the historical joint dynamics of daily equity return and realized volatility appears in the definition of all the considered estimators.
At every day in July and August 2008, the estimation of the SDF is done in three different ways: using only a time series of share and risk-free asset prices, using only a cross-section of share and risk-free asset prices and option mid-quotes, or using both time series and cross-section. More precisely, the three used estimation techniques are a Generalized Method of Moments estimation (GMM, see Hansen [1982] and Hansen and Singleton [1982] ), a cross-sectional calibration and an Extended Method of Moments estimation (XMM, see Gagliardini, Gouriéroux and Renault [2011] and Gagliardini and Ronchetti [2010] ). Each methodology finds the values for the SDF parameters that best satisfy a set of empirical counterparts of the no-arbitrage restrictions on the base of a particular criterion. The GMM estimation considers only the no-arbitrage restrictions for IBM share and U.S. Treasury bill over time. The calibration technique considers only the no-arbitrage restrictions for IBM share, U.S. Treasury bill and IBM American option mid-quotes at a given date. The XMM estimation considers all the restrictions. For each SDF parameter, the XMM methodology is the only one that provides estimates that are similar, in terms of mean and standard deviation over time, to the ones obtained by at least one of the other two methodologies. The results are in accordance with the idea that the informations on the SDF parameters in a time series of share and risk-free asset prices and a cross-section of option mid-quotes are not redundant. The time series and the cross-section are informative mostly on the discount for uncertain stock return and return variance, respectively.
Nonparametric estimation methods of a stochastic process allows to identify its main empirical features without assuming a parametric model. These methods have been largely used in financial applications (see Cai and Hong [2009] for a review on nonparametric methods in finance). The two estimation methods of the historical dynamics of the state variables that are considered in this paper are both nonparametric w.r.t. this dynamics. The first method is a kernel nonparametric estimation of the transition density of the state variables. The second method is a version of this kernel estimation constrained by the no-arbitrage restrictions. The structure imposed in the second estimation procedure leads to a description of the state variables process that is more stable over time. As an illustration, different estimates of some characteristics of the historical joint dynamics of the state variables are compared. These characteristics are the historical conditional correlation between the state variables, Sharpe ratio of an investment on the stock, skewness and kurtosis of the returns. The variation over time of the estimates in July and August 2008 is smaller when an arbitrage-free pricing model is imposed.
Some empirical studies show that the assumptions of rational investors and absence of fric-tions in American option markets are not always satisfied (see e.g. Diz and Finucane [1993] for index options and Carpenter [1998] and Poteshman and Serbin [2003] for stock options). These assumptions are necessary to pursue the goal of the present paper, that is describing the asset price generating process and some quantities derived from it, with no parametric specification of the historical dynamics of the state variables. These assumptions are justified by the high liquidity of the considered assets and by ending the analysis to August 2008.
Section 1 contains the description of the asset pricing model. Section 2 deals with the implications of absence of arbitrage opportunities and the estimators of the model parameters. The criteria to select the data are discussed in Section 3. Finally, Section 4 contains the description and interpretation of the estimates of SDF and historical transition density and conditional correlation of the state variables, conditional Sharpe ratio of an investment in the IBM stock and conditional skewness and kurtosis of the returns.
Model
This section introduces the description of the state variables dynamics and the asset price formation. Section 1.1 deals with the representation of the state variables process and the SDF. Section 1.2 discusses the way American option prices are generated.
State variables and Stochastic Discount Factor
The state variables are the daily stock cum-dividend geometric return and return volatility. Denote the return and its volatility at time t by r t and σ t , respectively, and gather them in vector X t = [r t σ t ] . The state variables are Markovian of order 1. Let us describe their historical dynamics by means of the transition density f (x t+1 |x t ), that is the probability density for the state variables vector to assume value x t+1 at day t + 1 after assuming value x t at day t. The specific causal relationships between the four arguments of this function have been widely studied in the financial literature. A causal effect of the return on the volatility is known as leverage effect (see e.g. Black [1977] , Christie [1982] and Nelson [1991] ). A causal effect of the volatility on the return is known as volatility feedback (see e.g. French, Schwert and Stambaugh [1987] , Campbell and Hentschel [1992] and Bekaert and Wu [2000] ). Both effects can be between variables either at the same day (contemporaneous effect) or at distinct days (delayed effect). Standard stochastic volatility models used in asset pricing consider stock return and its volatility as state variables (see e.g. Hull and White [1987] , Stein and Stein [1991] , Heston [1993] , Bates [1996] and Bakshi, Cao and Chen [1997] for a continuous time setting and Heston and Nandi [2000] and Christoffersen, Heston and Jacobs [2006] for a discrete time one). Differently than in most of the literature on American option pricing, in this paper no fully parametric form for the transition density of the state variables is adopted, either under the historical or risk-neutral probability measure. Since the true volatility is not observable and the methodology relies on empirical realizations of the state variables, a measure of realized volatility is taken as a proxy for the spot daily volatility (see e.g. Andersen, Bollerslev, Diebold and Ebens [2001] and Andersen, Bollerslev, Diebold and Labys [2003] ).
The stockholders need to be compensated for the risks assumed by investing in the stock. They require some premia for the risks of a lower return and an higher volatility than expected. Several methods to quantify these premia have been proposed in the literature (see e.g. Mehra and Prescott [1985] for the equity premium in the CAPM, Lamoureux and Lastrapes [1993] for the volatility premium and Carr and Wu [2009] for the variance premium). To include these premia in the asset prices, investors distort the historical transition density and use a risk-neutral one. The link between historical and risk-neutral transition densities is provided by the SDF (see e.g. Duffie [2001] ). While the market is not assumed to be complete and the SDF to be unique, only one admissible SDF from day t to day t + 1 is supposed to admit the following parametrization:
for the unknown SDF parameters vector θ = [θ 1 θ 2 θ 3 θ 4 θ 5 ] and the daily risk-free rate r f,t+1 from day t to day t + 1, that is assumed to be known at day t. The functional form of the SDF M t,t+1 (θ) from day t to day t + 1 is exponential-affine in the state variables at day t and day t + 1.
The parameters θ 2 and θ 4 are the coefficients of the stock excess return and the return variance at day t + 1. These parameters measure how investors discount the future realizations of the stock excess return and return variance, respectively. The parameter θ 1 represents the constant part of the SDF. It measures any other fixed discounting done by the investors, as the discount for time or to account for sample biases in the estimation of the true return volatility. The parameters θ 3 and θ 5 are the coefficients of the stock excess return and return variance at day t.
The presence in the SDF from day t to day t + 1 of the stock excess return and return variance at day t increases the flexibility of the SDF. For some common parametric specifications of the historical dynamics, including the state variables at day t in the SDF M t,t+1 is necessary for considering the risk premia as free parameters. For instance, when the underlying asset return fol-lows a Cox-Ingersoll-Ross process under the historical probability measure, if we set θ 3 = θ 5 = 0 in Equation (1) the no-arbitrage restrictions pin down the value of parameters θ 1 , θ 2 , θ 4 uniquely as functions of the historical parameters (see Gagliardini, Gouriéroux and Renault [2011] ). This degeneracy is avoided by including σ 2 t and r t in the SDF specification and estimating the value of the parameters θ 3 and θ 5 .
Since investors can trade a risk-free asset, they discount future stock returns w.r.t. to the riskfree rate. Therefore, the SDF of Equation (1) is parametrized as a function of the excess return. If investors could trade assets with a reference level of return variance, they would discount future return variance w.r.t. this level. Daily volatility swap rates are usually taken as risk-free levels of volatility.
1 These rates are derived from volatility swap contracts, that are OTC contracts, or approximated by using some option portfolios (see Carr and Wu [2009] ). Volatility swap contracts are less liquid than the assets considered in this paper and approximations due to the estimation of volatility swap rates are avoided. Therefore, the SDF is parametrized as a function of variances and not excess variances w.r.t. risk-free variance levels.
The exponential-affine specification of Equation (1) ensures the positivity of the SDF and then of the risk-neutral transition density. This parametrization of the SDF is common in the asset pricing literature. In continuous time, when coupled with affine specifications of the differential equation for the Markov process of the state variables, an exponential-affine specification of the SDF offers analytical tractability. A first example is in option pricing. An exponential-affine specification of the SDF combined with a jump-diffusion state variables dynamics make the computations of some transforms of the state variables feasible in closed form (see e.g. Hull and White [1987] , Heston [1993] , Duffie, Pan and Singleton [2000] and Duffie, Filipovic and Schachermayer [2003] ). A second example is in equilibrium models. When the representative agent in the CCAPM model (see Lucas [1978] ) has a power or CARA utility function, the implicit SDF is exponentialaffine. The same happens in consumption-based asset pricing models with recursive utility (see e.g. Epstein and Zin [1989] , Campbell and Cochrane [1999] and Bansal and Yaron [2004] ). Similar benefits are offered also in discrete time (see e.g. Gouriéroux, Monfort and Polimenis [2006] and Gouriéroux and Monfort [2007] ). 1 The payoff of a volatility swap contract is the volatility premium converted to monetary units. This contract has zero market value at initiation. The absence of arbitrage in the market for these contracts makes the volatility swap rate equal to the true risk-neutral expectation of the value of the volatility multiplied by the gross return on the risk-free asset one day ahead (see e.g. Section 1.2 in Carr and Wu [2009] ).
American options
Let us express an American equity option price by means of the principle of optimality of dynamic programming (also known as Bellman's principle). Consider an American put option with strike price K and written on a equity share with price S. At its expiration, i.e. if its time-to-maturity h is null, the price of this contract is (K − S)
+ . Otherwise, when h ≥ 1, its price is the maximum between the early exercise payoff (K − S) + and the discounted risk-neutral expectation of the option price at the following day, conditional on the current information. The former is the value of the option price if it is exercised, the second if it is kept alive. Similar equations and definitions hold also for American call options. This way of representing the value of the option price is the same as in lattice methods (see e.g. Cox, Ross and Rubinstein [1979] , Boyle [1988] and Ritchken and Trevor [1999] ), regression-based Monte Carlo methods (see e.g. Longstaff and Schwartz [2001] ) and other iterative integration methods (see e.g. Sullivan [2000] ).
The model-implied American option prices depend on both the SDF parameters vector and the transition density of the state variables. Let us use a notation for the option prices that highlights this dependence. The model-implied option price at day t of an American put option with time-tomaturity h and strike price K computed by taking the SDF parameters vector θ and the transition density f of the state variables is denoted by P t (h, K; θ, f ). If the contract is an American call option with the same option characteristics, the notation is C t (h, K; θ, f ).
The American put option price for any time-to-maturity and strike price can be expressed as the product of the underlying share price and the American put option-to-share price ratio p. To do so, let us use a result in Gagliardini and Ronchetti [2010] (GR). They show that in the framework of the present paper American-style options with payoff at exercise that is linearly homogeneous w.r.t. the underlying asset price are linearly homogeneous. 2 Hence, the American put option-toshare price ratio depends on the share price S t and the strike price K by means of the moneyness strike k t = K/S t only:
for the value X t of the state variables vector at day t. While the American option price P t depends on time, the functional form of the American put option-to-share price ratio is time-invariant and allows for the description of the price of any American put option written on the same underlying asset. By using this ratio we have the advantage of a common representation of the price of different financial assets. In particular, if the only options written on the given share are put and call options, we can express all the option class prices by the share price and the American put and call option-to-share price ratios.
Let us now make the value of the American put option-to-share price ratio p explicit. Let us consider it for the moneyness strike k and state variables x. At maturity, when the time-to-maturity h is null, this value is just the exercise-to-share price ratio, i.e.:
As shown in GR, at any day before maturity, when h ≥ 1, this value is the maximum between the exercise-to-share price ratio and a discounted expected value of the American put option-to-share price ratio one day ahead:
where
is the conditional expectation w.r.t. the transition density f given the value x of the state variables. These quantities are the counterparts in ratio terms of the early exercise payoff and the continuation value of an American put option at day t. The daily share gross return e r t+1 = S t+1 /S t in the continuation value-to-share price ratio accounts for the fact that we deal with option-to-share price ratios and not just with prices. Similar equations and definitions hold for the American call option price C t and the American call option-to-share price ratio c.
Estimation
In this section the estimation methodology is discussed. Section 2.1 introduces the no-arbitrage restrictions on share, risk-free asset and American options. Section 2.2 describes how they are taken into account in the estimation of the model parameters. Let us refer in this and following sections to the stock return and realized volatility as state variables.
No-arbitrage restrictions
Let us assume that at the current day we observe the price of M American put options and N American call options written on a single share of the considered stock. 3 Let us assume that these prices are consistent with the absence of arbitrage opportunities. This fact and the correct model 3 The discussion for options written on the same lot of shares is equivalent.
specification ensure that the observed option prices coincide with the model-implied ones when we use for the option pricing the true value of the model parameters. Any calibration method is based on this match. From it and the homogeneity property of the American option price (expressed in Equation (2) for a put option) we get some restrictions on the true model parameters θ 0 and f 0 .
To illustrate this concept, let us focus on the j-th observed put option, with moneyness strike k p j , time-to-maturity h p j and option-to-stock price ratio p j . We can compute the put option-to-stock price ratio evaluated at these values of moneyness strike and time-to-maturity and at the current value x 0 of the state variables. If we would use the true model parameters, the computed ratio would coincide with the observed ones:
for j = 1, . . . M . A similar match would be satisfied for the i-th observed call option with moneyness strike k 
for i = 1, . . . N . Equations (5)-(6) provide model restrictions, and since the put-call parity does not hold for American options (for whom only a weaker put-call relationship holds) there is no redundancy between them.
In addition to the restrictions on option prices, we must impose the infeasibility of any arbitrage strategy based on the trading of the underlying share and the risk-free bond. In other words, we must impose the martingale property for these two assets for any conditioning value of the state variables. The restrictions for the share and a zero-coupon bond that matures after a day are
respectively, for any conditioning value x of the state variables.
Similar restrictions as Equations (5)- (6) and System (7) are adopted in many option pricing methodologies. For instance, let us consider a standard binomial tree for the risk-neutral dynamics of a share price with null risk-free rate and dividend yield and with the share price as unique state variable. In consecutive days, the share price can move from S to Su, with probabilityp, or to Sd, with probability 1 −p. We exclude arbitrage opportunities on the share and impose
This last martingale restriction plays the role of the first equation in System (7) with parametersp, u, d. We then calibrate these parameters to the market price of a cross-section of financial derivatives written on the share. This last idea is the same as the one expressed by
Equations (5)-(6).
Estimators
In this section the estimation methodologies for the true SDF parameters vector and transition density of the state variables are introduced. These methodologies make use of the empirical counterparts of the model restrictions given by Equations (5)- (6) and System (7) in different ways.
All the methodologies need a nonparametric kernel estimator of the historical transition density of the state variables. This estimator, for a time series sample of length T , is defined as:
where K is a kernel function and h T is the bandwidth (see e.g. Bosq [1998] Moreover, all the estimation methodologies use, in different ways, the no-arbitrage restrictions. In order to present the estimators in a compact form, let us introduce two vectors that collect these restrictions. The vector U is defined as
for any value x of the state variables. The components of vector U are the differences between LHS and RHS of the equations in System (7) valued at the generic parameters (θ, f ) instead of
The value of each of the observed option mid-quote-to-share price ratios is determined by the current value of state variables and observed moneyness strike and time- to (5)- (6) and System (7), vectors U and L are null for the true values (θ 0 , f 0 ) of the model parameters. When they are valued at (θ,f ), i.e. they are computed by using a generic value θ and the kernel estimatorf , they collect the empirical restrictions for the value θ of the SDF parameters vector. For any given θ, the model-implied American option mid-quote-to-share price ratios in the first M + N components of vector L(θ,f ) are computed by a dynamic programming approach with kernel regressions.
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Let us now consider the estimation of the SDF parameter θ. The GMM estimation methodology minimizes a quadratic form in the empirical counterparts of the restrictions that hold for any value of the conditioning state variables, i.e. in U (x; θ,f ) for any x. Calibration methodologies does similarly considering the restrictions that hold just for the current value of the state variables, i.e.
for L(θ,f ). The XMM estimation methodology does similarly for all the restrictions. The XMM estimatorθ of the SDF parameters vector is defined aŝ
where the time series of the state variables is up to the actual day, so that x T = x 0 . The criterion minimized in Equation (11) is a weighted sum of a cross-sectional calibration criterion (the first scalar product) and a GMM criterion (the averaged scalar product). The former takes into account the information contained in the data considered at the current date, the second exploits the information contained in the time series of the state variables. The first component is multiplied by the square of the bandwidth to ensure convergence and asymptotic normality, as in GR. The last component is similar to the minimum distance criterion introduced in Ai and Chen [2003] to estimate conditional moment restrictions models and used in Nagel and Singleton [2010] in an application to conditional asset pricing models.
In their most general formulation, the GMM, cross-calibration and XMM estimators minimize quadratic forms defined by some weighting matrices. The estimation of a weighting matrix that best satisfies a criterion, as the minimization of the asymptotic variance of the estimator (see Hansen [1982] for the GMM estimator and GR for the XMM estimator), could introduce additional statistical errors and lower the finite sample properties of the estimators (see e.g. Altonji and Segal [1996] for the GMM estimation). For this reason and to lower the computation burden, let us use identity weighting matrices for all the criteria. The no-arbitrage restrictions for the actual value x 0 of the conditioning state variables are included in vector L and in vector U (x T ; ., .). GR show that this increases the asymptotic efficiency of the XMM estimator. Let us then make this choice.
The full-information estimator of the transition density of the state variables minimizes a statistical divergence from the kernel density estimatorf , subject to the full set of no-arbitrage restrictions. This divergence is derived from the Kullback-Leibler divergence d of the transition density f from the kernel density estimatorf . When the conditioning value of the state variables isx, the Kullback-Leibler divergence is defined as
The full-information estimatorf is defined aŝ
wheref X is the kernel estimator of the historical unconditional density of the state variables:
The transition densityf is the minimizer of a constrained criterion. This criterion is the average Kullback-Leibler divergence weighted by the kernel density estimatorf X . Equivalently, it is the kernel estimator of the unconditional expected Kullback-Leibler divergence between the transition density and its kernel estimator. The constraints for the criterion are the no-arbitrage restrictions evaluated by using the estimated SDF parameters vectorθ defined in Equation (11). Density estimation through minimization of a statistical divergence subject to conditional moment restrictions has become popular in the literature on model calibration (see e.g. Buchen and Kelly [1996] and Stutzer [1996] ) and on information-based approaches to GMM (see Kitamura and Stutzer [1997] , Kitamura, Tripathi and Ahn [2004] and Gagliardini, Gouriéroux and Renault [2011] ).
The full-information estimatorf defined in Equation (13) is an adaptation of the full-information estimator introduced in GR. Following similar steps, we get the following expression:
where T is a tilting (or twisting) factor. We can adapt the characterization given by GR of their full-information estimator and express the tilting factor in terms of stock returns, SDF and some option mid-quote-to-share price ratios. These last ratios are obtained by using the estimatorf itself, so that the representation of this estimator given in Equation (15) is implicit and yields a fixed point problem. In this paper, an iterative procedure to solve this fixed point problem similar to the one suggested by GR is implemented. The estimatorf is computed numerically on a grid of points.
Data
In this section the data are described. First, Section 3.1 explains the criteria adopted for their selection. Then, Section 3.2 deals with the empirical characteristics of the state variables and the risk-free rate and Section 3.3 illustrates the considered options. Let us denote by S t and D t the last trading price of the day of an IBM share and the dividend announced at day t. IBM's dividends are usually paid on the 9th or 10th of March, June, September and December and announced about a month earlier. 8 The daily cum-dividend geometric return from day t to day t + 1 on an IBM share is defined as
Data construction
A daily realized volatility (RV) is taken as a proxy of the true daily spot volatility. This proxy does not rely on any parametric specification of the stock return dynamics. The RV is defined by 193 intra-day IBM share trading prices S j,t , for j = 1, . . . , 193, at 2 minutes frequency 9 from 9 : 35 6 The NYSE was the primary market for IBM shares. They were also traded in regional markets, as the Philadelphia Stock Exchange (PHLX) or, in the early 2006, the Pacific Stock Exchange (PSE).
7 For an asset ask price ASK t and bid price BID t , the percentage bid-ask spread is defined as 100 
When the process (S t ) is a square integrable semi-martingale, the realized volatility RV t converges in probability to the quadratic variation at day t of the log-price process log (S t ) as the number of intra-day trading prices increases (see e.g. Protter [2004] 2007/11/23, 2007/12/24, 2008/07/03 . At these days the share closing price is taken from the Ivy DB OptionMetrics database and the volatility is estimated by a linear interpolation between the RV volatility at the previous and following days. 10 IBM shares are between the shares of the DJIA with the highest level, so that the return grid for IBM shares is finer than the one of most of the other members of the index. The method described in Aït-Sahalia, Mykland and Zhang [2005] is useful to determine the optimal sampling frequency when microstructure effects are not negligible.
11 In September 2008 many important financial markets participants, like Fannie Mae, Freddie Mac and Lehman Brothers failed, AIG was rescued by the U.S. Government, short-selling on many stocks was banned, interbank lending sharply declined and most of the financial assets dropped in value. See e.g. The Squam Lake Working Group on Financial Regulation [2010] for a review of the major episodes of the crisis. is USD 130.03, the lowest option mid-quote-to-share price ratio that in principle can be considered is 5.8 E−6. As a consequence, this is the highest precision we can reach with option mid-quote-toshare price ratios. The time-to-maturity filter implies to retain only options with time-to-maturity shorter than 480 calendar days. The percentage bid-ask spread filter does it for options with an ask price at close at most three times the contemporaneous bid price. Options with null bid at close are automatically excluded. Table 2 in their article). We see in the lower left panel of Figure 1 the scatter plot of the historical realizations of the state variables. In the lower right panel of Figure 1 the time series of the risk-free rate is displayed. In Table 1 We see in the upper panels the first 20 coefficients of auto-correlation for the returns and the first 40 coefficients for the RV and logarithmic RV. At the 95% confidence level, the autocorrelation coefficients for the return are not significant, with the exception of the 8-th lag. The autocorrelation coefficients for the RV and the logarithmic RV are statistically significant at this level instead. We see in the lower panels the first 20 sample coefficients of the correlation between the return and RV and the return and logarithmic RV. Few of these coefficients are marginally significant, all the others are not significant. In particular, the contemporaneous correlation coefficients between the return and RV or logarithmic RV are negative and marginally significant, indicating a contemporaneous leverage effect. The first three correlation coefficients between the return and the lagged RV or logarithmic RV are negative and statistically significant, indicating a lagged volatility feedback effect. Then, the returns are serially uncorrelated, the RV and logarithmic RV are auto-correlated and there is a cross-correlation between the return and the contemporaneous or lagged RV and logarithmic RV.
To conclude the description of the historical realizations of the state variables, let us consider a simple VAR model of order 1 for the return and logarithmic RV:
where the exogenous innovations 1,t and 2,t at time t are i.i.d. over time, have zero mean and finite variance and are possibly correlated. The coefficients φ 1,1 and φ 2,2 are the autoregressive coefficients that describe the impact on the current value of return and logarithmic RV of its own lagged value. The coefficient φ 1,2 is a measure of the impact of lagged logarithmic RV on the current return and then of the one-day delayed volatility feedback effect (see e.g. French, Schwert and Stambaugh [1987] and Campbell and Hentschel [1992] ). The coefficient φ 2,1 is a measure of the impact of lagged return on the current logarithmic RV and then of a one-day delayed leverage effect (see e.g. Black [1977] , Christie [1982] and Nelson [1991] ). The ordinary least squares estimates of the model coefficients are reported in Table 2 . Every root of the characteristic polynomial lies inside the unit circle. The coefficients of the first equation are not statistically significant at the 95% confidence level and the R 2 of this regression equation is lower than 0.1%. This last finding is consistent with the idea that the returns cannot be predicted by past state variables (see e.g. Fama [1970] and Leroy [1982] ). On the contrary, the coefficients of the second equation
are statistically significant at the 5% confidence level and the R 2 of this regression is 55%. This is consistent with the hypothesis that the logarithmic RV is predictable to some extent by lagged state variables. The estimate of the coefficient φ 2,1 is −1.44. This last negative estimate is in agreement with the assumption of a delayed leverage effect. 18 The estimate of the autoregressive parameter φ 2,2 for the logarithmic RV is 0.73. The positive estimate is in agreement with the observed volatility persistence that we can recognize in the upper right panel of Figure 1 and with the sample auto-correlation coefficients displayed in the upper right panel of Figure 2 . In Table   3 the ordinary least squares estimates of variance, covariance and correlation of the innovations 1,t and 2,t are reported. Every estimate goes along with its 95% bias-corrected and accelerated bootstrap confidence interval (see e.g. Efron and Tibshirani [2000] , ch. 14), computed by using 9999 bootstrap samples (see Andrews and Buchinsky [2003] for this number). The estimate of the variance of innovation 1,t is 1.44 E−4, a value that is very close to the value of the sample variance of the return, and the estimate of the variance of innovation 2,t is 0.05, a value that is smaller than the sample variance of the logarithmic RV, that is about 0.34. This finding is consistent with the fact that only the coefficients of the second equation of System (18) are statistically significant at the 95% confidence level. The estimated covariance and correlation between 1,t and 2,t are −4.13 E−4 and −0.15, respectively. This negative correlation is statistically significant at the 5% confidence level.
Options
By filtering the Ivy DB OptionMetrics database as described in Section 3.1, the considered dataset is composed by 248 put options and 221 call options. The mean percentage bid-ask spread for 18 The scale on log (RV t ) is bigger than the scale on r. This explains the greater magnitude of the point estimate of parameter φ 2,1 than the magnitude of the other point estimates.
the options is 11.16%, with 10.68% for the put options and 11.69% for the call options. The 90th percentile of the percentage bid-ask spread is 28.57%, with 25% for the put options and 28.57%
for the call options. At each day the total number of selected options is between 4 and 23. The number of put options considered at a given day varies from 2 to 12 and its mean value is 5. For the call options the same numbers apply.
The upper panel of Figure 3 shows the moneyness strike for the considered options as a function of the date. The moneyness strike varies approximatively in the range [0.71 : 1.06] for the put options (indicated by crosses) and in the range [0.85 : 1.18] for the call options (indicated by circles). Only 1% of the put options and 1.8% of the call options are at-the-money and 22% of the put options and 26% of the call options are in-the-money. Most of the considered options in the dataset are then out-of-the-money. 24% of the put options and 32% of the call options are close to the money, with moneyness strike ranging from 0.98 to 1.02.
19 The lower panel of Figure 3 shows the time-to-maturity for the considered options as a function of the date. The time-to-maturity varies from 1 to 163 business days for the put options and to 137 business days for the call options, once again indicated by circles and crosses, respectively. 82% of the put options and 84% of the call options have time-to-maturity up to 70 business days. These options are the ones with the highest trading volume and lowest percentage bid-ask spread in the dataset. This characteristic of the data is explained by the fact that closer is the expiration, higher is the rate of change in option value due to time (i.e. higher is the option theta in absolute value) and higher are the potential return and leverage.
The imaginary investor able to trade at the mid-quote would not find any arbitrage opportunity in the considered option sample. At any day, the mid-quote C of an American call option written on a single share with price S, with strike price K and time-to-maturity h is not greater than S and smaller than (Se −δh − Ke −r f h ) + , for the dividend yield δ and risk-free rate r f . Similarly, the mid-quote P of the put option with the same option characteristics is not greater then Ke −r f h and smaller than (Ke −r f h − Se −δh ) + . Then, there would not be any discount arbitrage opportunity.
There would not be any bull and bear spread arbitrage opportunity: for any couple of contemporaneous mid-quotes of call (put) options with the same maturity, the mid-quote of the call (put) with the lower strike is not lower (higher) than the other. 20 There would not be any calendar spread 19 During the two considered months some deep out-of-the-money options have been traded, but with lower trading volume and bigger percentage bid-ask spread than the other traded options. More volatile is the stock, more attractive is the trading of deep out-of-the-money options because of the return and leverage opportunities. The volatility in the considered two months did not provide an incentive to (relatively) large trades in deep out-of-the-money options. 20 For a given maturity, the call (put) option mid-quotes are convex decreasing (increasing) in the strike price.
arbitrage opportunity: for any couple of contemporaneous mid-quotes of call (put) options with the same strike price, the mid-quote of the call (put) option with the longer maturity is not valued less than the other.
Empirical results
This section discusses the estimates of the SDF and some characteristics of the historical joint dynamics of the state variables. Section 4.1 describes the results of the kernel estimation of the historical conditional correlation of the state variables, Sharpe ratio of an investment in the IBM stock and skewness and kurtosis of the returns. Section 4.2 reports the results of the XMM estimation of the SDF parameters vector. Section 4.3 describes the tilting factor T defined in Equation (15) on the kernel estimator of the transition density. Finally, Section 4.4 describes the differences between the estimates of correlation function, Sharpe ratio, skewness and kurtosis of the returns obtained by using the kernel estimatorf and the full-information estimatorf .
Estimation of dynamic properties of the state variables without a model
In this section fully nonparametric estimates of some properties of the historical dynamics of the state variables are described. The historical conditional correlation function between the state variables, the conditional Sharpe ratio of an investment in the IBM stock over the horizon of one day and the conditional skewness and kurtosis of the returns are considered. These quantities are estimated by using the kernel estimatorf of the transition density of the state variables defined in Equation ( ing return, the function is increasing in the conditioning RV, while for a negative conditioning return the contemporaneous correlation between the state variables is quite stable at around −0.2.
The overall behavior of this function is consistent with a contemporaneous leverage effect that gets more pronounced (i.e. more negative correlation between the state variables) for a negative conditioning return.
In the second lower panel of Figure 
SDF parameters
This section contains the description of the XMM estimates of the SDF parameters vector at each day of July and August 2008. These estimates are compared with the cross-sectional calibration (CS) and GMM estimates of the same vector, i.e. the estimates obtained by a minimization of only the first or second part of the criterion in Equation (11).
In Figure 5 we see the estimates of the SDF parameters vector as functions of the date. The Table 4 the sample mean value and standard deviation over time of the estimates of each SDF parameter obtained by using the three estimators. 22 The XMM and GMM methodologies give similar results in the estimation of θ 2 , θ 3 and θ 5 , in terms of both mean and standard deviation over time. The XMM and CS methodologies do it for θ 4 and all the three methodologies do it for θ 1 . The fact that neither the CS nor the GMM estimation methodology provides the same results as the XMM, supports the idea that the time series of state variables and the cross-section of option mid-quotes carry informations on the SDF parameters that are not redundant. The GMM estimation methodology, that exploits the information content of the time series, is able to detect the market discount for future realizations of the excess return. It then provides a reliable estimate of parameter θ 2 , but it does not do the same for parameter θ 4 . Differently, the CS methodology, that exploits the information content of the asset data at the current date, is able to provide a reliable estimate of the market discount for future realizations of the return variance, measured through parameter θ 4 . It does not do the same for parameter θ 2 . This is consistent with the idea that the price of the underlying and risk-free assets are sources of information mostly on the premium for the risk of a different excess return than expected and that option contracts have a similar role w.r.t. the return variance. The benefit given by the XMM estimation methodology is combining the time series and cross-sectional information to get at the same time reliable estimates of parameters θ 2 and θ 4 .
The quantity −θ 2 (r t+1 − r f,t+1 ) − θ 4 σ 2 t+1 at the exponent in the RHS of Equation (1) depends on the realizations of the state variables at day t + 1 and gives rise to the discount for risks. The mean over time of the XMM and GMM estimates of parameter θ 2 is about 0.49, with a standard deviation that is lower than 0.001. For this value of parameter θ 2 , the discount of the asset-to-stock price ratios for the risk of a lower excess return than expected is about 1.0098, 0.9997 and 0.9910 for the 5th quantile, median value and 95th quantile of the excess returns distribution. The mean over time of the XMM and CS estimates of parameter θ 4 is about −0.15, with a standard deviation over time that is about 0.01. For this value of parameter θ 4 , the discount of the asset-to-stock price ratios for the risk of an higher return variance than expected is about 1 + (0.61 E−5), 1 + (1.41 E−5) and 1 + (5.30 E−5), respectively, for the 5th quantile, median value and 95th quantile of the RV distribution. The estimated positive sign of θ 2 and negative sign of θ 4 cause an overall shift of the risk-neutral conditional distribution of the returns towards lower stock return and higher RV values, compared to the historical distribution. Therefore, for pricing purpose more weights is put on negative stock return and high RV values. This result is consistent with the idea of risk averse investors more concerned about adverse outcomes than favorable ones. The CS estimate of parameter θ 2 and the GMM estimate of the parameter θ 4 vary strongly over time and do not lead to clear economic interpretations of the discount for risks.
The quantity −r f,t+1 − θ 1 − θ 3 (r t − r f,t ) − θ 5 σ 2 t at the exponent in the RHS of Equation (1) depends on the values of the state variables at day t and generates the fixed-discount. The estimate for parameter θ 5 varies greatly at different days. The CS estimates for parameter θ 3 are unstable over time. The estimate of parameter θ 1 is of order E−6 and the GMM and XMM estimate of parameter θ 3 are of order E−3. The risk-free rate is at least of order E−5 and about half of its realizations are of order E−4 (see Table 1 ). Since the excess return is at most of order E−2, the main fixed-discount is given by the risk-free rate.
The dispersion in the estimates of the model parameters can be due to the statistical variability of the estimators and the model misspecification. Model misspecification occurs when no admissible SDF admits the specification in Equation (1) or when some state variables are omitted. An example of the first kind of misspecification is the case when no admissible SDF is monotonically decreasing in the state variables. An example of the second kind of misspecification is the case when not only stock return and return volatility but also other factors affect the price of IBM shares. This could be the situation when the IBM stock price is correlated with other financial assets or factors linked to the business IBM strategy or to the supply and demand of IBM shares. There is no evidence in the data against the chosen model specification, and in particular against the presence of a discount for the risks of a lower excess return and an higher return variance than expected.
Tilting factor
This section contains the description of the tilting factor T in Equation (15) at some days and for some values of the conditioning state variables. When moving from the historical to the riskneutral transition density, we expect a shift of probability density toward a certain part of the state variables space. We expect this shift because of the hypothesis of risk-adverse investors who weight adverse outcomes more for pricing. The findings reported in Section 4.2 are consistent with this idea. Differently, since functionsf aref are both estimators of the historical transition density of the state variables, we do not expect any monotonic shift of probability density when passing from a function to the other. At most, if the economic model is not redundant for the estimation, we can just expect the full-information estimatorf to be a more precise estimator of the historical transition density of the state variables than the kernel estimatorf . In this case, we can expect that the estimates obtained by using the former estimator are more stable over time than the ones obtained by using the latter. This is exactly what it is empirically found and described in the following Section 4.4. and [1.02 : 1.14], respectively. At these two days the adjustments given by the tilting factor is different. At 2008/08/06 it concentrates more weight at around the mean of the kernel distribution.
At 2008/08/20 it shifts some probability weights towards the tails of the kernel distribution.
We see in the left panels of Figure 6 the kernel estimator of the transition density of the state variables. The conditioning state variables are fixed to the value they assume on the considered day. The estimator is displayed in the form of a contour plot. The axes cover the values of the stock return and RV that correspond to their 10th to 90th inter-quantile ranges. The estimated kernel transition densities are both unimodal. The one that refers to 2008/08/06 (upper panel) is more peaked than the other. The future outcomes at the first day, when the values of the state variables are close to their sample median values, are less uncertain than at the second day, when the return is almost null and the RV has an higher value.
We see in the right panels of Figure 6 the estimator of the normalized tilting factor defined in Equation (15). It is the tilting factor normalized by its kernel expected value, i.e. the pointwisê f tof ratio. The conditioning stock return and RV are again fixed to the value they assume on the considered day. The bandwidth matrix is twice the one chosen by the Scott's rule of thumb.
The normalized tilting factor is plotted in the form of a contour plot with the axes covering the same ranges as in the left panels. We see in these panels also some level curves of the kernel estimator of the transition density on the left and numbers indicating the value of the normalized tilting factor at some points. These level curves help to distinguish the areas where the option data bring a greater correction to the estimator of the transition density. In the areas with color level equal to 1 the estimatorsf andf coincide. very high values of stock return and RV. The tilting factor shifts the probability distribution toward higher values of the RV. The contribution given by the options to a more accurate estimation of the quantities is more appreciable less accurate is the kernel estimation of the transition density of the state variables, i.e. for extreme values of the conditioning state variables. The difference between the ranges of variation for the tilting factor in the two described cases as in most of the other is consistent with the idea that at a day with more uncertainty, the adjustment provided by the options on the expected future outcomes is greater.
Estimation of dynamic properties of the state variables with a model
This section contains a comparison between the estimates of some dynamic properties of the state variables obtained by using the kernel estimatorf and the full-information estimatorf at each day of July and August 2008. As in Section 4.1, the considered quantities are the historical conditional correlation function between the state variables, the conditional Sharpe ratio of an investment in the IBM stock over the horizon of one day and the conditional skewness and kurtosis of the returns.
In the first four panels of Figure 7 the estimates of the four quantities as functions of the date are displayed. They are computed for the contemporaneous value of the conditioning state variables.
For each quantity, the dotted line, labeled "Kernel", indicates the estimate obtained by usingf , while the solid line, labeled "Tilted", indicates the estimate obtained by usingf . We can see the daily stock return and RV during the two considered months in the center and right lower panels.
The variation of the estimated quantities over time has potentially three causes: the changing values of the conditioning state variables, the statistical variability in the estimation and any possible model misspecification. First, stock return and RV vary over time, as we can see in the center and right lower panels of Figure 7 , and the considered quantities are conditional on specific values of these variables. Second, the estimation of the model parameters is performed with different data samples. Third, the choices of the state variables and the parametrization of Equation (1) are assumptions. The contribution given by the two last points to the time variation of the estimated quantities is small. Concerning the different data samples, let us make two general considerations.
First, the application of the kernel estimator to time series with several hundreds observations that differ only for few of them most likely does not lead to statistically different results. Second, it seems reasonable to assume that every option mid-quote considered after applying the filters described in Section 3.1 carries similar information about the data generating process. Moreover, as shown in Section 4.2, the XMM estimates of the SDF parameter vector are quite stable over time and this stability supports the validity of the assumptions. Then, as a whole, a major part of the variation in the time series of the estimated quantities is caused by the changing value of the conditioning state variables and only a minor part is due to the statistical variability. Figure 6: Level plots for the kernel estimator of the transition density of the state variables (left panels) and for the tilting factor normalized by its kernel expectation (right panels). The upper panels refer to 2008/08/06, when 6 put and 6 call options with time-to-maturities up to 50 business days are considered for the computation of the tilting factor, the value of the return is about 0.003 and the value of the RV is about 0.011. The lower panels refer to 2008/08/20, when 8 put and 5 call options with time-to-maturities up to 101 business days are considered for the computation of the tilting factor, the value of the return is almost null and the value of the RV is about 0.012. In the right panels, the lines are level curves of the corresponding kernel estimator on the left, the numbers indicate the value of the normalized tilting factor at the point where they are located. 
A Kernel estimation
This section describes the kernel estimators. Section A.1 deals with their implementation and Section A.2 with their large sample properties.
A.1 Implementation
The multivariate kernel density estimators defined in Equations (8) and (14) and any NadarayaWatson estimator of the regression function is computed by using the bandwidth matrix H = T − 1 6 V 1 2 , where V is the unconditional variance-covariance matrix of the state variables and T is the sample size. This bandwidth matrix is chosen for its ease of computation (see e.g. Hardle, Muller, Sperlich and Werwatz [2004], p. 73, and Simonoff [1996] , ch. 4). The estimation of conditional and unconditional densities with this bandwidth matrix is equivalent to a three steps estimation procedure: standardizing the data, applying a linear transformation to make them uncorrelated and finally transforming the density back to the original scale.
23
The estimates considered in this paper are obtained trough the estimation of several regression functions. Any conditional expectation for the transition densityf of Equation (8) of a generic stochastic variable Z t conditional to the value x of the state variables is estimated by a Nadaraya- 23 The first two steps are known in statistics as Mahalanobis transformation.
Watson estimator:
For any given θ, the American put option-to-stock price ratio is estimated in an iterative way, using Equations (3)-(4) evaluated at the kernel estimatorf of the transition density. The estimation of the ratio at time-to-maturity h > 0 passes through the estimation of the discounted conditional expectation of the ratio at time-to-maturity h − 1. In particular, this estimation requires the value of the ratio at time-to-maturity h − 1 for any historical realization of the state variables and for any value of the moneyness strike. Therefore, at any day the value of the American put option midquote-to-share price ratio is computed recursively on a grid on the state variables and moneyness strike domain. The American call option mid-quote-to-share price ratio is computed in a similar way. For any computation of the American option-to-share price ratio, when the ratio on a point outside the grid is necessary, the nearest grid point is selected. The lowest and highest returns on the grid are 1.5 times the most negative and positive return on the return time series. The extremes for the realized volatility grid are the 1% and 99% of the realized volatility time series.
The extremes of the moneyness strike grid are 0.75 and 1.25. Both the return and moneyness strike ranges are divided in 100 equally spaced points and the RV range is divided in 30 equally spaced points. The option mid-quote-to-share price ratio when the considered moneyness strike is higher than 1.25, for a put option, or lower than 0.75, for a call option, is obtained by a linear extrapolation procedure. When the considered moneyness strike is lower than 0.75, for a put option, or greater than 1.25, for a call option, the option-to-share price ratio is set to 0.
A.2 Large sample properties
This appendix provides a derivation of the large sample properties of the estimators introduced in Section 4.1. The properties are first obtained for a generic quantity that depends on the transition density of the state variables and then adapted to the considered quantities.
Let us indicate the true value of a generic function that depends on the transition density of the state variables by Q 0 and its kernel estimator by Qf . Let us consider a real scalar function g and a real stochastic vector Z t such that each quantity considered in Section 4.1 can be written in the form
for an appropriate choice of g and Z t . After rescaling the state variables such that a common bandwidth h T can be used, from the theory of kernel estimators, for any value x of the state variables, the kernel regression estimator Ef [Z t+1 | X t = x] is pointwise asymptotically normal with T h 2 T -rate of convergence:
where V (x) is defined as
for the conditional expectation operator E 0 [.| X t = x] and variance operator V 0 [.| X t = x] under the true historical probability measure (see e.g. Bosq [1998] ). The asymptotic distribution of estimator Qf (x) can be derived by the delta method:
where the vector γ(x) is defined as
for the real vector b with the same dimension of Z t . Let us adapt the expressions to the quantities considered in Section 4.1.
i) Conditional correlation between the state variables
Let us take the vector Z t = [r t σ t r 
