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We simulate the process of continuous homodyne detection of the radiative emission from a quan-
tum system, and we investigate how a Bayesian analysis can be employed to determine unknown
parameters that govern the system evolution. Measurement backaction quenches the system dy-
namics at all times and we show that the ensuing transient evolution is more sensitive to system
parameters than the steady state of the system. The parameter sensitivity can be quantified by
the Fisher information, and we investigate numerically and analytically how the temporal noise
correlations in the measurement signal contribute to the ultimate sensitivity limit of homodyne
detection.
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I. INTRODUCTION
Single quantum systems such as atoms, light fields and
mechanical oscillators have found wide applications in
quantum enhanced metrology and as sensitive probes of
weak perturbations [1, 2]. In many experiments, preci-
sion is acquired by continuously probing a single system
over time rather than by employing single measurements
on many identical probe systems. For continuous prob-
ing, we may expect that the measurement precision im-
proves with the total measurement duration T , and if
measurement outcomes at different times (t, t′) are un-
correlated for |t− t′| ≥ τ , we may compare the situation
with that of N ∼ T/τ independent measurements, and
hence expect an estimation error scaling as 1/
√
T .
A quantitative analysis of the estimation precision of
an experiment relies strongly on the kind of measurement
performed on the system. Apart from the dependence of
the different outcome probabilities on the quantum state
via Born’s rule, we must take into account the backaction
of each measurement on the state of the system, as this
governs the subsequent evolution and thus affects future
outcome probabilities. In the case of counting of pho-
tons emitted from an atomic system, the detection of a
photon at a random time is accompanied by a quantum
jump where the atom is reset to its ground state, and the
time intervals between emission events are thus governed
by the (same) transient excited state probability func-
tion. Unlike the mean fluorescence intensity, which is
given by the steady state excitation of the atom and sat-
urates for strong driving, the transient evolution shows
oscillations at the driving Rabi frequency, and hence the
counting measurements and, notably, their backaction,
lead to better resolution of large Rabi frequencies and
other interaction parameters [3, 4].
In this work, we investigate the alternative situation of
continuous homodyne detection of the field emitted by a
∗ kiilerich@phys.au.dk
quantum system, see Figure 1a. It is theoretically inter-
esting to study the achievements of homodyne detection
for precision measurements as the character of the signal
and the measurement backaction is very different from
that of photon counting. Such a study is further mo-
tivated by the extensive use of homodyne detection in
optics where it often offers high efficiency and practical
advantages over photon counting and in probing of mi-
crowave fields, e.g., in circuit QED [5, 6], where photon
counters are not available.
In Sec. II, we briefly introduce the experimental sit-
uation and the quantum trajectory analysis of the sys-
tem dynamics subject to continuous homodyne field de-
tection. In Sec. III, we recall the Fisher information
analysis and the Cramér-Rao sensitivity bound associ-
ated with measurements with given outcome probabili-
ties. We show how the quantum trajectory analysis and
Bayes’ rule allow extraction of maximum information
from time dependent homodyne measurement records,
and we evaluate the Fisher information associated with
the homodyne detection scheme. In Sec. IV we study in
detail the contributions to the Fisher information from
the mean signal and from the two-time correlation func-
tion of the homodyne detection record, and discuss the
results for the estimation of a Rabi drive strength applied
to a two-level system. Sec. V provides a conclusion and
an outlook.
II. QUANTUM TRAJECTORIES FOR
HOMODYNE DETECTION
The evolution of an unobserved, open quantum system
is governed by a master equation dρ/dt = Lρ, where
(~ = 1)
Lρ = −i[Hˆ, ρ] +
∑
k
(
cˆkρcˆ
†
k −
1
2
{
cˆ†k cˆk, ρ
})
. (1)
L is referred to as the Liouvillian and the cˆk operators
represent relaxation processes. The unobserved system
relaxes to the steady state ρst, obeying Lρst = 0, from
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Figure 1. (Color online) (a) Schematic experimental setup
for balanced homodyne detection. The emission from the
probed quantum system (here a two-level system in a cav-
ity) is mixed with a strong local oscillator field with phase Φ
in a 50/50 beamsplitter. The output ports are monitored by
photo detectors and the homodyne current J(t) is the differ-
ence between the two signals. (b) An example of a homodyne
current obtained by simulating the monitoring of a two-level
system according to Eqs. (2), (4) is shown as the noisy green
curve. The mean signal is indicated by the dashed purple line.
The signal shows non-trivial temporal correlations, e.g., be-
tween the different times connected with arrows in the figure.
(c) The two-time homodyne current correlations Eq. (16) av-
eraged over 5000 independent realizations of J(t). The quan-
tum regression theorem Eq. (17) yields the theoretical results
shown with purple and red, dashed curves. The inset shows
the power spectrum of the homodyne current Eq. (18) for a
Rabi frequency of Ω0 = 4γ for two choices of the local oscil-
lator phase, Φ = 0 (σˆx-probing) and Φ = pi/2 (σˆy-probing).
which average properties of the emitted florescence can
be determined. If the system output is monitored, the
evolution of the density matrix is affected by the mea-
surement backaction. Homodyne detection performs an
amplitude measurement of the emitted radiation by mix-
ing it with a strong local oscillator (see Figure 1a). The
homodyne current varies according to the current state
ρ(t) of the system and random, shot-noise, fluctuations,
J(t) =
√
ηTr (XΦρ(t)) + dWt
dt
, (2)
where the measurement operator XΦρ = cˆe−iΦρ+ ρcˆ†eiΦ
is given by the atomic dipole lowering operator cˆ, Φ is
the phase of the local oscillator, and η is the efficiency
of the photo detectors. Detector shot-noise is modelled
by the infinitesimal Wiener increment dWt with average
properties [7]
E [dWt] = 0 and dWtdWt′ = δ(t− t′)(dt)2. (3)
That is, dWt is a normal distributed stochastic element
with zero mean and variance dt. The evolution of the sys-
tem is, in turn, conditioned on the measurement results
[8],
dρ = Lρdt+√ηdWt [XΦ − Tr (XΦρ)] ρ, (4)
where the average, deterministic evolution is governed by
the Liouvillian Eq. (1) and the latter term accounts for
the stochastic measurement backaction.
While our formalism and general analysis are valid for
any quantum system, we shall exemplify the results and
methods by considering estimation of the Rabi frequency
of monochromatic laser driving of a single atomic sys-
tem. In a frame rotating with the driving frequency, the
Hamiltonian is
Hˆ = −δσˆ+σˆ− + Ω
2
(σˆ− + σˆ+) , (5)
where Ω is the Rabi frequency and δ is the laser-atom
detuning. If the system decays from the excited to the
ground state at a rate γ, we have cˆ = √γσ−. By
adjusting the local oscillator phase Φ, one may choose
which spin component σˆΦ = cos Φσˆx − sin Φσˆy is ef-
fectively probed. For Φ = 0(pi/2) in particular, the
σˆx(σˆy)-component of the spin is measured. It follows
from Eq. (2) that the measurement backaction in Eq. (4)
corresponding to a particular phase Φ causes a rotation
of the spin towards the axis defined by σˆΦ.
III. FISHER INFORMATION AND BAYESIAN
INFERENCE
In quantum physics, measurement outcome data D,
are governed by probabilities, assigned by the state of
the system and being, hence, conditioned on the value of
any unknown physical parameter θ, governing the system
3dynamics. The more strongly P (D|θ) depends on θ, the
better is our ability to estimate that parameter. This is
quantified by the Fisher information,
I(θ) = E
[(
∂ lnP (D|θ)
∂θ
)2]
. (6)
Here E [·] denotes the expectation value with respect to
independent realizations of D. Note that while the un-
derlying dynamics of the system and P (D|θ) may be gov-
erned by the laws of quantum physics, a theory dealing
with the probability distribution of (classical) results of
measurements is the same as for classical problems with
stochastic measurement outcomes. Equation (6) is thus
denoted the classical Fisher information which provides,
via the (classical) Cramér Rao bound (CRB) [9], a lower
bound to the statistical variance [∆Sθ(D)]2 on any unbi-
ased estimate Sθ(D) of θ,
[∆Sθ(D)]
2 ≥ 1I(θ) , (7)
and yields the asymptotic precision of the best possible
estimate.
The optimal estimate saturates the CRB Eq. (7), and
is constructed by maximizing the probability that the
unknown parameter has a given value θ conditioned on
the outcome D, Sθ(D) = maxθ [P (θ|D)], [10]. Bayes
rule, in turn, defines an update rule for the prior (say
uniform) probability P (θ),
P (θ|D) = P (D|θ)P (θ)
P (D)
, (8)
and hence delivers, by the probability factors assigned to
the outcome D, an optimal parameter estimation strat-
egy [11].
For multiple unknown variables, θ is a vector,
and the Fisher information matrix is I(θ)nm =
E
[
∂ lnP (D|θ)
∂θn
∂ lnP (D|θ)
∂θm
]
. The CRB then states a lower
bound for the covariance in estimating pairs of parame-
ters θn and θm: cov [S(θn), S(θm)] ≥ 1/Inm(θ). General-
ization of the analysis in this paper to the multi-variable
case is straightforward, but for notational purposes we
shall restrict our attention to a single unknown parame-
ter.
Since the classical Fisher information in Eq. (6) refers
to the probability distribution of the outcome of data
that have been obtained by a specific measurement
scheme, it is clear that one may obtain more or less in-
formation by measuring different quantities, e.g., by em-
ploying photon counting rather than homodyne detection
or by choosing different values of the oscillator phase Φ
in homodyne detection. These measurement schemes are
mutually exclusive, and by obtaining information about
one property, the experimentalist restricts himself or her-
self from measuring complementary observables of the
emitted radiation field. An upper limit to the classical
Fisher information is given by the quantum Fisher in-
formation (QFI), which quantifies the distinguishability
of the state of the un-measured quantum system sub-
ject to different values of the sought parameter. For a
system subject to a single measurement, this quantity is
determined from the possible values of the system den-
sity matrix, while for our case of continuous probing of
an emitted field, the distinguishability is governed by the
entangled states of the system and the surrounding un-
measured quantized radiation field. The ultimate abil-
ity to distinguish full quantum states of the emitter and
the surrounding quantized field is given by the overlap
of the states in question [12], and the optimal measure-
ment distinguishing such states may be difficult or even
impossible to perform in practice. But, the QFI can be
calculated by a simple master equation analysis [13, 14].
For the radiatively damped two-level system, subject to
resonant driving by an unknown Rabi frequency, we have
carried out this calculation and found that the quan-
tum Fisher information for determination of the Rabi
frequency Ω is 4T/γ, which is, notably, independent of
the actual value of Ω.
A. Parameter estimation by Bayes rule
In a continuous homodyne measurement, the out-
put data is the stochastic measurement current, Dt =
{J(t′)|0 ≤ t′ ≤ t}. The instantaneous signal value Eq. (2)
is dominated by white noise, see Figure 1b, which af-
fects the subsequent evolution Eq. (4). The probability of
the measurement signal at each instant can be calculated
by following the quantum trajectory and determining at
each time step the probability for the actually measured
(in our study: simulated) current. The probability for
the whole measurement record, accumulated this way,
can conveniently be determined by solving instead the
linear master equation
dρ¯
dt
= Lρ¯+√ηJ(t)XΦρ¯ (9)
for an un-normalized density matrix ρ¯: P (J(t)|θ) ∝
Tr (ρ¯). Propagation of ρ¯ for all candidates θ, but con-
ditioned on the actual experimental outcome J(t), thus
provides via Eq. (8) an update rule for the probability
distribution P (θ|Dt) [11].
In Figure 2, we have simulated this procedure. The red
lines track the best estimate Sθ(Dt) = maxθ [P (θ|Dt)],
while the dashed, black lines indicate the width of the
probability distribution. For probing of σˆy in Figure 2a,
the distribution quickly becomes normal as demanded by
the central limit theorem, and we observe a smooth con-
vergence of the most likely value around the true Ω0 = 2γ
used to simulate the measurement record J(t). For prob-
ing of σˆx, shown in panel Figure 2b, the convergence is
much slower, and as reflected by the broader distribution
at γt = 50, less information is gained per time. This
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Figure 2. (Color online) The evolution of the quasi continuous
probability distribution P (Ω|Dt) for the Rabi frequency of a
resonantly driven two-level system, conditioned on noisy ho-
modyne measurement records [Figure 1b]. The red lines track
the most likely parameter value SΩ(Dt) = maxΩ [P (Ω|Dt)],
and the dashed, black lines show the FWHM of P (Ω|Dt). Re-
sults are shown for two choices of the local oscillator phase, (a)
Φ = pi/2 (σˆy-probing) and (b) Φ = 0, (σˆx-probing). The true
value Ω0 = 2γ, assumed for the Rabi frequency, is gradually
identified in each simulation.
is due to the fact that on resonance (δ = 0) the Hamil-
tonian Eq. (5) commutes with the σˆx-operator, and as
we shall discuss below, the finite information stems from
higher order temporal correlations in the signal decaying
with a Ω-dependent rate.
The uncertainties in the estimates are provided by the
CRB Eq. (7) with the Fisher information of the full signal
given by
I(θ) = E
[
1
Tr (ρ¯)
2
(
∂Tr (ρ¯)
∂θ
)2]
. (10)
By defining ζ = 1Tr(ρ¯)
∂ρ¯
∂θi
, the Fisher score is Tr (ζ) [15],
and the equation of evolution derived from Eq. (9),
dζ =
(
Lζ + ∂L
∂θ
ρ
)
dt
+
√
ηdWt
(
XΦζ + ∂XΦ
∂θ
ρ− Tr (XΦρ) ζ
)
,
(11)
allows calculation of the classical Fisher information,
I(θ) = E
[
Tr (ζ)
2
]
without numerical evaluation of
derivatives of noisy quantities [11]. Note that we must
simultaneously solve Eq. (4) for the accompanying nor-
malized state ρ(t). Unlike operator expectation values
for which the average over trajectories is equivalent to
results obtained by the unconditioned density matrix, we
do not have a deterministic theory for the average of a
nonlinear expression such as E
[
Tr (ζ)
2
]
. Equation (11)
may, however, be simulated in a trajectory analysis and
the Fisher information Eq. (10) obtained by averaging
over many trajectories. In Figure 3a, we show an exam-
ple of such a calculation with 100 000 trajectories for the
Fisher information I(Ω) as a function of the local oscilla-
tor phase. We find that asymptotically, the Fisher infor-
mation grows linearly with time T , and the figure shows
the value of the scaled quantity γI(Ω)/T . As anticipated
from the Bayesian studies in Figure 2, the Fisher infor-
mation takes its largest values when Φ ' pi/2, where it
even reaches the quantum Fisher information. Our nu-
merical simulations of the two level system dynamics for
Φ = pi/2, show that, for all values of the Rabi frequency
Ω, homodyne detection indeed reaches a Fisher informa-
tion of 4T/γ, and is identical to the QFI. This result is
illustrated in Figure 4.
To gain analytical insight in the results, we consider
the case of weak driving (Ω γ), where we can use the
Holstein-Primakoff approximation [16] and replace the
two level system by a driven oscillator [σˆ− → aˆ in Eq. (5),
where aˆ is a bosonic annihilation operator]. Thanks to
the simple algebra of oscillator observables, Eq. (9) may
be solved exactly [17],
ρ¯(t) = e(L−
1
2X 2Φ)te
∫ t
0
dt J(t′)X˜Φ(t′)
× e
Ω
√
γ
δ2+(γ/2)2
∫ t
0
dt′ J(t)e−γ/2t
′
[δ cos(δt′+Φ)+ γ2 sin(δt
′+Φ)]
ρ¯(0),
(12)
where X˜Φ(t)ρ =
(
e−i(δt+Φ)cˆρ+ ρcˆ†ei(δt+Φ)
)
e−
γ
2 t. Pick-
ing the initial state ρ¯(t = 0) as the coherent steady state
|−iΩγ 〉, the Fisher information Eq. (10) is readily obtained
and it yields the result I(Ω) = 4T/γ, as expected.
IV. PROPERTIES OF THE HOMODYNE
SIGNAL
It is remarkable that at resonant driving (δ = 0) the
Bayesian analysis of the homodyne detection signal has
the same sensitivity for all values of the Rabi frequency,
and that it completely exhausts the information about
the Rabi frequency present in the quantized multi-mode
radiation field. As stated in Sec. I, this ability springs
from the fact that we are not only using the integrated
signal but also the temporal correlations established by
the measurement backaction during the continuous prob-
ing of the system. We refer the reader to Ref. [13] for an
analysis of the case of finite laser-atom detuning.
The instantaneous homodyne current is dominated by
noise, and it provides useful information only when it is
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Figure 3. (Color online) Contributions to the Fisher information IΦ(Ω) per time T for Rabi frequency estimation in a resonantly
driven two-level system. The Fisher information is upper bounded by the value 4T/γ of the QFI, which is independent of the
Rabi frequency, and it is lower bounded by the information retrieved by the integrated (mean) signal I(1)Φ (Ω). I(2)Φ (Ω) describes
the information provided by the two-time correlations in the homodyne current. Results are shown in (a) as a function of
the local oscillator phase Φ for Ω = γ and in (b) as a function of the Rabi frequency Ω for Φ = pi/2. In (c), the value of
I(1)Φ (Ω) + I(2)Φ (Ω) per time T is indicated by the color scheme as a function of Φ and Ω, and the maximum value is tracked by
the black line.
integrated over a finite time. We define the average signal
from the time t = 0 until time t = T ,
Y ≡ lim
T→∞
1
T
∫ T
0
dt J(t), (13)
with the mean value
I = E [Y ] =
√
ηTr (XΦρst) . (14)
Note that due to Eq. (2), J(t) − E [J(t)] = dWtdt . Hence,
the variance on the integrated current stems from white
noise, Eq. (3), and we find
var(Y ) =
1
T
. (15)
The integrated signal thus allows extraction of the av-
erage system properties with a relative error decreasing
as 1/
√
T , and the same temporal scaling applies to the
estimation error for any system parameter. Due to sat-
uration, however, the steady state properties of the sig-
nal may depend only very weakly on the Rabi driving
frequency. This is where correlations within the signal
may hold further important information due to the tran-
sients triggered by the backaction of the continuous ho-
modyne measurement. We shall here specifically address
the two-time correlation function of the homodyne cur-
rent to study the information gained by including two-
time correlations together with the integrated signal in
the analysis. While we choose to consider this restriction
for matter of analysis, we note that experimental hard-
ware may provide a data record that has been reduced
to provide only the two-time correlation function, equiv-
alent to the power spectrum of the homodyne current
which can be directly sampled by a spectrum analyzer.
A. Two-time correlations
Two-time correlations in the signal are extracted as the
average value
C(τ) ≡ lim
T→∞
1
T − τ
∫ T−τ
0
dt J(t+ τ)J(t), (16)
where, in the limit of long probing times, the initial state
may be taken as the steady state, and C(τ) depends only
on the time-difference τ .
Repeating the experiment (or repeating the quantum
trajectory simulation) yields N independent samples of
the current J(t) and thereby N independent realizations
of the integrated signal Eq. (13) and the autocorrela-
tion function Eq. (16). In Figure 1c, the two-time cor-
relations Eq. (16) are averaged over 5000 such simulated
homodyne currents. Note the oscillatory behavior for
σˆy-probing while σˆx-probing merely triggers an exponen-
tially decaying transient.
The average over many independent samples of the ho-
modyne current J(t) can be calculated deterministically
by the quantum regression theorem (QRT),
F (1)(τ) ≡ E [C(τ)] = ηTr (XΦeLτXΦρst)+ δ(τ), (17)
and it perfectly matches the simulated data in Figure 1c.
The Fourier transform of the two-time correlation func-
tion is the power spectrum SΦ(ω) of the homodyne signal,
S(ω) =
∫ ∞
−∞
dτ F (1)(τ)e−iωτ . (18)
As seen in the inset of Figure 1c, σˆx-probing yields a
single frequency peak at the atomic resonance frequency,
while σˆy-probing gives a signal with frequency compo-
nents at ±Ω and hence yields much more information on
6the Rabi frequency. The widths of the peaks and equiv-
alently the decay rates of the two-time correlation func-
tions in Figure 1c, however, depend weakly on the Rabi
frequency. This is what allows information to be obtained
also by σˆx-probing and constitutes the basis for the slow
convergence of the Bayesian estimate in Figure 2b.
Together the spectra reflect the three peaks of the well-
known Mollow triplet of florescence from a driven two-
level emitter [18].
B. Fisher information from two-time correlations
We shall now evaluate the Fisher information associ-
ated with the integrated signal and the two-time corre-
lations in the homodyne signal current, as if only those
quantities are made available for the estimation of the
unknown parameter θ. In a recent article [19] that con-
siders parameter estimation by discrete, sequential mea-
surements on a quantum system, it is shown that as the
number N of measurement data increases, the probabil-
ity distribution of functionals of the data (e.g., mean val-
ues and multi-time correlations) become asymptotically
normal.
Homodyne detection is a continuous measurement, and
to apply the results of Ref. [19] to our problem, we con-
sider initially the current J(ti) at N discrete times ti,
where ti+1 − ti = ∆t = T/N . Then
Y =
1
N
N∑
i=1
J(ti),
Cl =
1
N − l
N−l∑
i=1
J(ti)J(ti + tl),
(19)
approximate Eqs. (13,16), and [19] assures that X =
(I, C1, ..., CL)
T is a multivariate Gaussian random vari-
able, i.e., the probability P (X) becomes asymptotically
normal for large N ,
P (X) ∝ e 12 (X−E[X])TΣ−1(X−E[X]). (20)
Here the covariance matrix of X is defined as
Σij = E [(Xi − E [Xi]) (Xj − E [Xj ])] . (21)
The first diagonal element of the covariance matrix is given simply by Eq. (15), Σ00 = 1/T , while the evaluation of
the covariances between the sampled autocorrelations with different time delays τ involves up to four-time correlations
in the measurement signal,
Σ(τ, τ ′) = lim
T→∞
1
(T − τ)2
∫ T−τ
0
dt
∫ T−τ
0
dt′ E
[(
J(t+ τ)J(t)− F (1)Φ (τ)
)(
J(t′ + τ ′)J(t′)− F (1)Φ (τ ′)
)]
. (22)
The four-time correlations, and more general multi-time correlation functions, are quantified by products of the current
readout at multiple times with definite separation intervals, and when averaged over the time argument of the first
readout and over many independent realizations, they read
F
(n/2)
Φ ({τj}) ≡ 〈
n∏
i=1
J(
∑
1≤j≤i
τj)〉 = Tr
(
n∏
i=1
(XΦeLτi)XΦρst) , for τi > 0, (23)
where 〈·〉 denotes an average over the time τ1. The covariance matrix elements thus follow from time-ordered inte-
gration of four-time correlation functions given in Eq. (23). Notice, however, that this seemingly complicated task
becomes remarkably simple due to the noise properties of the homodyne signal, see Figure 1b. In fact, the leading
contribution to the integrand stems from the noise terms in Eq. (2) when the time arguments match two by two in
Eq. (22), i.e. to leading order in 1/dt we obtain,
Σ(τ, τ ′) ' lim
T→∞
1
(T − τ)2
∫ T−τ
0
dt
∫ T−τ
0
dt′ E
[
dW (t)
dt
dW (t+ τ)
dt
dW (t′)
dt
dW (t′ + τ ′)
dt
]
= lim
T→∞
1
(T − τ)2
∫ T−τ
0
dt
∫ T−τ
0
dt′ δ(t− t′)δ(τ − τ ′) = δ(τ − τ
′)
T
, (24)
where we applied Eq. (3) at the second step.
Equation (24) implies Σij =
δij
T∆t for i, j > 0. Remark-
ably, the covariance matrix is diagonal, and to leading
order in 1/T there is no covariance between the auto-
correlations at different times. We have verified this nu-
merically by the covariances between the simulated data
shown in Figure 1c. The variance increases as the nu-
7merical Cl-grid is made finer, leading to a convergence of
the information as ∆t is decreased.
As seen in Figure 1c the two-time correlation function
Eq. (17) approaches I2 for large correlation times τ and
suggests that the mean current and the asymptotic cor-
relation are correlated. To avoid the trivial covariance
between Y and C(τ) we therefore subtract the expected
integrated signal contribution from the correlations,
C(τ)→ C(τ)− I2 and F (1)Φ (τ)→ F (1)Φ (τ)− I2.
(25)
Without omitting any contributions to the total infor-
mation acquired from the experiments, this ensures that
Σ0l = Σl0 = 0.
The Fisher information matrix of a multivariate nor-
mal distribution is well-known,
IMV(θ) = ∂E [X]
T
∂θ
Σ−1
∂E [X]T
∂θ
+
1
2
Tr
(
Σ−1
∂Σ
∂θ
Σ−1
∂Σ
∂θ
)
.
(26)
The inverted covariance matrix is proportional to the to-
tal time of probing, and since the latter term in Eq. (26)
does not scale with T and hence becomes asymptotically
negligible, we find IMV(θ) = I(1)(θ) + I(2)(θ), where
I(1)(θ) = T
(
∂I
∂θ
)2
(27)
I(2)(θ) = T
∑
i
(
∂F
∂θ
)2
i
∆τ. (28)
Equation (27) yields the contribution to the Fisher in-
formation from the integrated signal, and we may finally
take the continuum limit ∆τ → dτ to find the contribu-
tion from two-time signal correlations,
I(2)(θ) = T
∫ τmax
τmin
dτ
(
∂F (1)(τ)
∂θ
)2
. (29)
By Eq. (18), a spectral analysis yields the same informa-
tion as a direct analysis of the two-time correlated time
series. In fact, we may apply Plancherels theorem (uni-
tarity of the Fourier transform) in Eq. (29) to obtain the
expected Fisher information from the spectrum,
I(2)(θ) = T
∫ ∞
−∞
dω
(
∂S(ω)
∂θ
)2
. (30)
C. Achieving the Cramér-Rao Bound with a linear
filter
As proven by Fisher [10] a Bayesian analysis saturates
the Cramér-Rao bound and allows parameter estimation
with a precision given by the Fisher information. The
CRB may, however, equivalently be saturated by apply-
ing a linear filter to the data available for the estimation
process.
The Fisher information associated with the integrated
signal Y and two-time correlations C(τ) takes a simple
form Eqs. (27,29), and for a given experimental real-
ization of Y and C(τ), an unbiased estimator Sθ(D) for
which the variance is minimized and the CRB reached
exists. Suppose that asymptotically the parameter value
has been identified to a small vicinity δθ around a value
θ0. With the Fisher information I(1)(θ0) + I(2)(θ0) this
estimator is given explicitly by the linear filter,
Sδθ(DT ) =
T
I(1)(θ0) + I(2)(θ0)
[
∂I(θ)
∂θ
∣∣∣∣
θ=θ0
(Y − I(θ0))
+
∫
dτ
F (1)(τ, θ)
∂θ
∣∣∣∣
θ=θ0
(
C(τ)− F (1)(τ, θ0)
)]
.
(31)
This expression represents a first order correction to the
initial estimate θ0 according to the dissimilarity between
the expected and the recorded signal, and by normalizing
the estimate by the Fisher information per time, it en-
sures that larger uncertainties allow larger adjustments.
The linear filter is valid in the asymptotic limit where δθ
is small.
D. Rabi frequency estimation
We turn now to the example of Rabi frequency esti-
mation in a resonantly driven two-level system [Eq. (5)
with δ = 0] where all calculations are straightforward.
We consider first perfect detection (η = 1).
The Fisher information from the mean signal Eq. (27)
is
I(1)Φ (Ω)
T
= 4γ3
[
2Ω2 − γ2
(2Ω2 + γ2)
]
sin2 Φ. (32)
For Φ = 0, F (1)Φ (τ) may be evaluated analytically,
F
(1)
0 (τ) =
2Ω2γe−γτ/2
2Ω2 + γ2
, (33)
leading to a Fisher information,
I(2)0 (Ω)
T
=
16Ω2γ6
(2Ω2 + γ2)4
. (34)
The general expression for F (1)pi/2 is more complicated. An
example is shown in Figure 1c.
In Figure 3a, we compare I(1)Φ (Ω), I(2)Φ (Ω) and the to-
tal contribution for at most two-time correlations in the
signal I(1)Φ (Ω) + I(2)Φ (Ω) to the QFI and the Fisher infor-
mation of the full signal Eq. (10). Results are shown as
a function of Φ for Ω = γ. Because the steady state so-
lution in Eq. (14) has no σˆx-component, the information
I(1)Φ from the integrated signal is maximized for Φ = pi/2,
while it vanishes for Φ = 0. As discussed after Eq. (18)
8two-time correlations, on the other hand, are able to ex-
tract information from σˆx-probing.
The information in the full signal IΦ(Ω) in Figure 3a is
much higher than the contributions from the integrated
signal I(1)Φ (Ω) and two-time correlations I(2)Φ (Ω), reflect-
ing that higher order correlations in the signal are re-
sponsible for the bulk of the information extracted by the
Bayesian protocol. For Φ = 0, however, the main part of
the information stems from just two-time correlations.
In Figure 3c, we show in colors the dependence of the
Fisher information I(1)Φ (Ω) + I(2)Φ (Ω) on the phase Φ of
the local oscillator and on the applied Rabi frequency
Ω. While the information from two-time correlations is
maximal close to Ω ' 0.5γ for all Φ, the integrated signal
favours Ω = 0 and Φ = 0. This leads to a combined
Fisher information with three distinct maxima, and we
track by the black line, the optimal local oscillator phase
for different values of the Rabi frequency. Surprisingly, in
the vicinity of Ω = 0.5γ, Φ = 0 is the optimal choice while
in general Φ = pi/2 is optimal. There is no intermediate
range, where an intermediate value of the phase 0 < Φ <
pi/2 is favourable.
In Figure 3b the comparison is performed as a function
of the actual value of the Rabi frequency for Φ = pi/2.
The information is upper bounded by the QFI and, as
evidenced by the large discrepancy between the QFI and
I(1)pi/2(Ω) + I(2)pi/2(Ω), the main part of the full information
comes from higher order correlations.
Below saturation (Ω < γ/2) the main part of I(1)pi/2(Ω)+
I(2)pi/2(Ω) comes from the integrated signal. In fact, for
Ω = 0 we find from Eq. (32) that I(1)pi/2(Ω)/T = 4/γ
which even matches the QFI. Considering two-time cor-
relations we find for Ω γ, F (1)pi/2(τ) ' −2Ω2e−γt/2/γ, so
by Eq. (29), the Fisher information is
I(2)pi/2(Ω)
T
' 16Ω
2
γ3
. (35)
The Fisher information, Eq. (29) involves the square of
the derivative of the correlation functions with respect to
the sought parameter, so Eq. (35) hints, that the n-time
correlation functions scale as Ωn, leading to contributions
to the total classical Fisher information scaling as Ω2n−2.
To prove this relationship, we Taylor expand eLτ and ρst
to lowest non-vanishing order in Ω/γ. Via Eq. (23) this
reveals that for Ω/γ  1, we indeed have F (n/2)pi/2 ({τj}) ∝
Ωn. Hence, we obtain for small Ω a series expansion,
Ipi/2(Ω) = a0 + Ω2a2 + Ω4a4 + . . . , (36)
where the ai are Ω-independent. This emphasizes that
higher order correlations are less important at weak driv-
ing, but they, indeed, account for most of the information
as the Rabi frequency is increased. This is illustrated in
the high Ω regime of Figure 3b, where the information in
I(2)pi/2(Ω) far from exhausts the QFI.
0 0.5 1 1.5 2
Ω/γ
10 -2
10 -1
10 0
γ
I
pi
/2
(Ω
)/
T
QFI
η = 1
η = 0.99
η = 0.8
η = 0.5
η = 0.2
η = 0.1
Figure 4. (Color online) The full classical Fisher information
for homodyne detection (markers) is shown for different val-
ues of the detector efficiency η and compared to the combined
information from the integrated signal and two-time correla-
tions I(1)pi/2(Ω)+I(2)pi/2(Ω) (lines in the same order). The results
are shown as functions of the actual Rabi frequency Ω for
probing with the local oscillator phase Φ = pi/2.
We find for Ω  γ that F (1)pi/2(τ) ' γ cos(Ωτ)e−3γτ/4,
and by Eq. (6) this leads to a Fisher information valid at
strong driving,
I(2)pi/2(Ω)
T
=
256Ω2
(
243γ4 + 216γ2Ω2 + 128Ω4
)
27γ (9γ2 + 16Ω2)
3 , (37)
where taking the limit leads to
I(2)pi/2(Ω)
T
=
8
27γ
for Ω→∞. (38)
This is independent of Ω, showing that once the tran-
sition is fully saturated, increasing the driving strength
further does not alter the information available from the
two-time correlation function. This can be readily un-
derstood, since exactly the same information is available
from the power spectrum Eq. (30). Beyond saturation,
the spectrum SΦ(ω) in Figure 1c consists of two side
peaks of unchanged shapes and separated by 2Ω. Ω can
hence be determined with the same precision for all large
values. Conversely, the integrated signal holds negligible
information beyond saturation, where the steady state
does not depend on the actual value of Ω.
Finally, we note that I(2)pi/2(Ω) is maximized at Ω =
0.71γ, where I(1)pi/2(Ω) is zero, so here including at least
two-time correlations in the data record is essential.
E. Finite detector efficiency
Finally, we address the distribution of information
when the detector is imperfect (η < 1). While under
perfect detection, the conditional system state in Eq. (4),
9remains pure, this is not the case when η < 1. This is
a consequence of our inability to trace the state exactly
when some photo emission events are missed by the de-
tectors, and inevitably leads to a decreased information
in the signal.
The integrated current Eq. (13) scales as √η which by
Eq. (27) is reflected as an η-scaling in the information
from this part. In general, it follows from Eq. (2) and
Eq. (23) that
F
(n/2)
Φ ({τj}) ∝ ηn/2, (39)
so that
I(n)Φ (θ) ∝ ηn. (40)
Hence, higher order correlations in the signal are less
important as the detection efficiency decreases and cor-
respondingly by Eq. (40), the information in the signal is
fully contained in the lowest order temporal correlations,
i.e. for low η we expect IΦ(θ) ' I(1)Φ (θ) + I(2)Φ (θ). As
seen in Figure 4, where we compare I(1)pi/2(θ) + I(2)pi/2(θ)
to the Fisher information of the full homodyne current
Eq. (10) for different values of η as a function of the Rabi
frequency, this is indeed the case. In particular, for re-
alistic detection efficiency η . 0.5 the full information
is largely contained in the lowest order time-correlations
of the signal, and with low efficiency detection η . 0.1
higher order correlations hold only negligible information
as seen by the light blue data in the figure.
V. CONCLUSION AND OUTLOOK
We have calculated the classical Fisher information
for homodyne detection of the radiative emission from
a resonantly driven two-level system and demonstrated
that a Bayesian signal analysis reaches the corresponding
Cramér-Rao sensitivity bound on the applied Rabi drive
strength. The classical Fisher information of homodyne
detection is upper bounded by the quantum Fisher infor-
mation associated with the quantum state of the (unmea-
sured) field emitted by the system, and lower bounded by
the information retrieved by the mean value of the ho-
modyne signal.
The emitter system is subject to measurement backac-
tion due to the noisy measurement data, and the signal
thus acquires non-trivial temporal correlations, which are
at the heart of the performance of the Bayesian analysis.
In the case of photon counting, the waiting time distri-
bution between subsequent detection events, and hence
the two-time intensity-intensity correlation function ac-
counts for the full data record, and suffices to compute
the Fisher information and explain its dependence on the
physical parameters. Here we have investigated the infor-
mation contained within the two-time correlation func-
tion or, equivalently, the power spectrum of the homo-
dyne detection current. Due to the weaker measurement
backaction, homodyne detection outcomes may be corre-
lated for a larger number of different measurement times
and, in particular for strong driving, we have observed
that most of the information about the Rabi frequency is
hidden in multi-time correlations in the current and can
be retrieved efficiently only by the Bayesian analysis.
Our methods of analysis are general and apply to de-
tection of signals from any quantum system and for the
estimation of any physical parameter governing the evo-
lution of that system. There have been theories sug-
gesting that a sufficiently weak measurement back ac-
tion might lead to an asymptotic resolution scaling bet-
ter than 1/
√
T [20], and that more complex systems will
offer similar improvement [14, 21]. Our two-level exam-
ple system does not offer long memory times and, despite
the weak homodyne probing, it is subject to the ergod-
icity arguments given in Sec. I, implying a 1/
√
T scaling
of sensitivity. The QFI and the theory for the classical
Fisher information, however, constitute a good starting
point for a general investigation of the parameter resolu-
tion limit offered by quantum systems.
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