In this paper we consider the problem of determining the minimal number of layers required by a multi-layered perceptron for solving the sorting problem. We discuss two formulations of the sorting problem; ABSSORT, which can be considered as the standard form of the sorting problem, and where, given an array of numbers, a new arra.y with the original numbers in non-decrea.sing order is requested, a.nd RELSORT, where, given an array of numbers, one wants to find the smallest number and for each number --except the largest-one wants to find the next largest number. We show that, if one uses classical multi-layered perceptrolls with the hard-limiting response function, the minimal number of layers needed is 3 and 2 for solving ABSSORT and RELSORT, respectively.
Introduction
An important issue in the design of feedforward neural networks is the choice of the number of layers. It is known that two-layered perceptrons can approximate any reasonable mapping with arbitrary precision if one uses a sufficiently large number of hidden units; see Cybenko [2] , Funahashi [3] and Hornik, Stinchcombe & White [5] . As a special case it follows that every function representing a three-layered perceptron can be approximated with atbitrary precision by a two-layered perceptron. Therefore the approximative capabilities of twoand three-layered perceptrons are considered equivalent. However, if the number of hidden units is limited this equivalence is no longer true. This follows from the difference between the classification capabilities of two-and three-layered perceptrons that use the hard-limiting response function; see Gibson & Cowan [4] , Huang & Lippmann [6] , Li [8] , Lippmann [9] , Makhoul, Schwartz & EI-Jaroudi [10] , Wieland & Leighton [13] and Zwietering, Aarts & 'Vessels [14, 15] . The idea is that the existence of a hard-limiting m-Iayered percept ron with k hidden units that solves a given problem is a necessary condition for the existence of a class of sigmoid m-Iayered perceptrons with k hidden units that approximate the problem with arbitrary precision, for some fixed m and k.
In this paper we demonstrate the difference between the capabilities of hard-limiting twoand three-layered perceptrons by applying them to different formulations of the sorting problem. Over the years the sorting problem has served as test-bed for new computing paradigms. Numerous sequential and parallel algorithms and circuits have been designed to solve this problem, each of which provides information about its sequential and parallel time and space complexity. For this reason, we use the sorting problem for examining the neural network model as a new massively parallel computing paradigm and for obtaining information about the neural complexity of sorting.
In a previous paper we showed that the sorting problem can be solved by a three-layered perceptron with an exponential number of hidden units; see [14] . However, the corresponding network was obtained by a general construction which does not guarantee any optimality, neither with respect to the required number of hidden units, nor with respect to the required number of layers. In a recent paper, Chen and Hsieh describe a feedforward neural network solution to the standard sorting problem that uses O(n 2 ) hidden units and 5 layers; see Chen & Hsieh [1] . Although this solution has a polynomial number of hidden units, the number of required layers is not minimal. Furthermore, their somewhat ad hoc approach uses several response functions, unbounded weights and can only sort numbers of equal sign.
In this paper we discuss two formulations of the sorting problem and the corresponding solution with a multi-layered perceptron. The first formulation, which can be considered as the standard formulation of the sorting problem, is ABSSORT, where, given an array of n numbers, one wants to find a new array with the original numbers in non-decreasing order. We prove that three layers is the minimum for solving ABSSORT by a multi-layered perceptron. This is done by presenting a three-layered perceptron with O(n 2 ) hidden units that solves ABSSORT and proving that ABSSORT cannot be solved by a two-layered perceptron, whatever the size of the first hidden layer. The second formulation discussed is RELSORT, where, given an array of numbers, one wants to find the smallest number and for each number except the largest number one wants to find the next largest number. We prove that RELSORT can be solved by a two-layered perceptron with O(n 2 ) hidden units, which is again minimal with respect to the number of layers. Both the presented multilayered perceptrons that solve ABSSORT and RELSORT have ~n(n 1) units in the first hidden layer and a total of O( n 2 ) units. It can be shown that the number of ~n( n -1) units in the first hidden layer is minimaL However, since the proof of this result falls outside the scope of this paper it is left out (cf. [16] ).
The paper is organized as follows. Section 2 introduces the type of neural networks used in this paper, formalizes the considered problems and gives some preliminary results. In Section 3 the main results are presented. In Section 3.1 we prove that ABSSORT can be solved by a three-layered perceptron, in Section 3.2 we prove that ABSSORT cannot be solved by a two-layered perceptron and in Section 3.3 we prove that RELSORT can be solved by a two-layered perceptron, respectively. The paper ends with some concluding remarks and references.
Preliminaries
In this paper we consider the standard multi-layered perceptron architecture; see also Rumelhart , Hinton & Williams [12] . An m-Iayered perceptron (m-LP for short) consists of one output layer and m -1 hidden layers. Every layer can have a different number of units and there are weighted connections only between units in subsequent layers. The output of a node is determined by a computation consisting of a summation of the bias and the weighted inputs of that node and passing the result passed through the hardlimiting response function 0. The output of a node is thus given by B (Li aixi 
Xi, ai, b E IR are the inputs, weights and bias, respectively and 0 is defined by:
Hence, an m-LP with n inputs and one output can be represented by a function f : IR n -+ {O,l} and solves a given classification problem (IRrt,{V, V*}) for some V ~ IRn, if it satisfies f(x) = 1 for all X E V and f(x) = 0 for all X E V* = IR n \ V; for a discussion of the classification capabilities of m-LPs we refer to [14, 15] by the present authors.
The main issue of this paper concerns the existence and construction of an m-LP for the sorting problem. Sorting is the problem of finding a non-decreasing ordering of a given array of n real-valued numbers. Instead of presenting the requested ordering by a sorted array of the original numbers, we use indirect addressing by presenting an array of the indices of the sorted numbers. Since such an array can he viewed as a one-to-one mapping from {I, ... , n} to {I, ... , n}, we use a permutation to denote such an array. If we assume for a moment that the given numbers are all distinct, then the solution to the problem is unique, in the sense that there exists only one non-decreasing ordering. We distinguish between the following two formulations of the sorting problem, that differ in the way a solution to the sorting problem is presented. Formulation 1 (ABSSORT) Given an army of n real numbers, the problem is to find the absolute sequence in which the numbers have to be placed in 01'der to obtain a sorted list, i.e., give the index of the smallest numbe1', g£1'e the inde:r of the one but smallest number, etc. Let 1r( i) denote the index of the nU1nber thai takes position i in the sorted list. Then the problem can be formulated mathematically as:
• Given Xl, ... , Xn E JR.,
• Find a mapping 1r : {I, ... , n} -+ {I, ... , n} such that
Formulation 2 (RELSORT) Given an a1'ray of n 1'eal numbe1's, the p1'oblem is to find the relative sequence in which the numbe1's have to be placed in O1'der to obtain a sorted list, i.e., give the index of the smallest numbe1' and for each number, except the largest, give the index of the number that follows this number in the sorted list. Let s denote the index of the smallest number and 0:( i) denote the index of the number that is the successor of number i in the sorted list. Then the problem can be formulated mathematically as: Above we assumed for a moment that all numbers Xl, . .. ,X n were distinct. This was necessary because otherwise the definitions of 71", s and a are ambiguous. However, in order to be able to solve a problem with an m-LP the solution has to be defined unambiguously; see also [14] . A formal way to treat the situation with possibly equal numbers in the array to be ordered, is to define the ordering:::; on the numbers Xl, . .. ,X n as is done in the following lemma, where equal numbers are ordered according to their index value. Since the proof of the lemma is straightforward it is omitted.
Lemma 1 If the ordering:::; on {Xl, ... , Xn} is defined as
the"n the solutions of ABSSORT and RELSORT are unique.
In the rest of the paper we use the ordering given by (2) . One can use the result of Leinma 1 to show that the solutions of ABSSORT and RELSORT are related.
Corollary 1
The solutions to ABSSORT and RELSORT are related as follows:
ABSSORT -t RELSORT: s = 71"(1), 1= 7I"(n), a(i) = 71"(71"-1 (i) + 1), i =I I and a(l) = s.
. Main Results
In this section we show that ABSSORT can be solved by a 3-LP but cannot be solved by a 2-LP, which shows that three layers is minimal for ABSSORT. Furthermore, we show that RELSORT can be solved by a 2-LP and, since it cannot be solved by a l-LP, this is also minimal. By solving we mean that there exists an m-LP, such that for each array of n numbers XI, .. . , Xn E lR n , given as inputs to the m-LP, its output is the solution of ABSSORT, respectively RELSORT, for this array of numbers. Since we use hardlimiting response functions, we use a a-I-representation for the solutions of ABSSORT and RELSORT. To this end, we introduce two a-I-matrices y,W E {a,l}nxn and a a-I-vector U E {a, l}n to represent 71", a and s, the solutions of ABSSORT and RELSORT, respectively: Yij = 111"(i)=j, Wij = l a (i)=j and Ui = Is=i.l Obviously y, wand s depend on the numbers XI, . .• , x n • Wherever needed, this functionality is written explicitly as y(x), w(x) and s(x), where X denotes (xt, ... , x n ).
A 3-LP for ABSSORT
In this section we prove that there exists a 3-LP represented by the function f(x) that solves ABSSORT. The first step is to give a reformulation of ABSSORT, in which Conditions (i) and (ii) given in the original formulation are combined. Lemma 2 Let XI, ••• ,Xn E R and let the mapping K : {I, ... , n} -t {I, ... , n} be defined by
for all j = 1, ... , n. Then K is a permutation and K-1 solves ABSSORT.
Proof
That K defined by (3) is a permutation follows straightforwardly. Furthermore, K(j) gives the position of Xj in the sorted list. This is equivalent to saying that x:-1(i) is the index of the number that takes position i in the sorted list, which implies that x:-1 solves ABSSORT. o Next, we show that ABSSORT can be solved by a 3-LP, if one uses the formulation given by Lemma 2. We therefore note that for all j = 1, ... ,n we have
where the functions hjj(x) are given by (5) for all i,j E {l, ... ,n}. From (2) and (1) we conclude that the functions given by (5) 
which shows that these functions essentially represent I-LPs. This is the basic idea for the following construction of a 3-LP for y, which is the 0-I-representation of 7r, the solution of ABSSORT. 
k=l k=l
Using (6) Let 9n+l,j(X) = 0 for all j, then using (7) we find
for all i, j = 1, ... ,n, which proves the following theorem.
Theorem 1 ABSSORT can be solved by a 3-LP with ~n(n -1) units in the first hidden layer, n 2 units in the second hidden layer and n 2 output units.
"-Th-eo< basic idea behind the above given construction of a 3-LP for ABSSORT is the same idea as used by Chen and Hsieh in [1] for their construction of a 5-LP that solves the sorting problem. It is also the same idea as used by Preparata for his well-known parallel sorting algorithm that uses O(log n) time and O( n 2 ) processors; see Preparata [11] and Kronsjo [7] .
No 2-LP for ABSSORT
In this section we prove that ABSSORT cannot be solved by a 2-LP. We start by considering the case n = 3.
Suppose there exists a 2-LP that solves ABSSORT. Without loss of generality we assume that there exists an output unit z, satisfying z = 1 if and only 11"(2) = 2. Then z = 1 if and only if x E V, where V is given by
A two-dimensional cut of V is shown in Figure 1 . In other words there exists a 2-LP with one output, namely the part of the 2-LP tha.t corresponds with the output z, that solves the classification problem (lR?, {V, V*}). We complete our argument by showing that this is impossible. To this end we use Lemma 3 below, which gives a sufficient condition for a classification problem to be unsolvable by a 2-LP. \Ve formulated and proved this lemma in [15) . Lemma 3 ( [4, 15] ) Let V be a subset of nt n for which there exist two spheres B l , B2 and a closed linear half-space ltV such that:
then the classification problem (nt n , {V, V·}) cannot be solved by a two-layered perceptron.
One can easily verify that (9) holds if V is given by (8) , Bl  B((1, 1,2) ,1), B2 = B ((3,3,2) ,1) and W = W ((-1,1,O) ,O), which proves that there does not exist a 2-LP for ABSSORT for n = 3. For n > 3 exactly the same argument can be used as for n = 3; in this case (9) holds for V = {x E nt n l7r(2) = 2}, Bl = B ((1,1,2,4 , ... ,4),1), B2 = B ((3,3,2,4, ... ,4) ,1) and W = W ((-1,1,O,O, ... ,O) ,O). This completes the proof of the following theorem.
Theorem 2 There does not exist a 2-LP that solves ABSSORT.
A 2-LP for RELSORT
In this section we prove that there exist two 2-LPs represented by the functions f(x) and g(x) such that w(x) = f(x) and sex) = g(x) for all x E lRn. Combined they form a 2-LP that solves RELSORT. We start by giving a reformulation of RELSORT. This reformulation is necessary since Condition (i), demanding that a is a cyclic permutation, is a hard condition to verify in a distributed environment. In the following lemma we show that this condition can be replaced by a set of local constraints if we simultaneously strengthen condition (ii). Let a be a mapping from {I, ... , n} to {I, ... , n} satisfying (i ') and (ii ') given above. It is obvious that a satisfies (ii) and hence it rema.ins to prove that a is a cyclic permutation. Since the proof is trivial for n 1 we assume 11 :::: 2, which impJies s # 1 and, hence, a(s)#8.
First, we show that a( i) # a(j) for all i # j, which implies that a is a permutation.
Assume a( i) = aU) for some i # j. \Vithout loss of generality we assume Xi ::; xj, which implies that i # I.
If j
I, then Xs ::; Xi ::; Xa(i) Xa(j) = Xa(l) Xs, contradicting a(i) # i. If j # 1, then, since Xi ::; Xi, we have xa(j) = Xa(i) ::; Xj ::; xa(j), contradicting a(j) # j.
Next, we show that {aO(s), a 1 (s), ... ,a n -1 (s)} = {l, ... ,n}, which proves that a is a cyclic permutation. Since a is a permuta.tion, one can easily argue that there exists a k E {I, ... , n -I} such that ak(s) = I and ai(s) # I for all i = 0, ... , k -1. This implies (10) Let j E {I, ... , n}, then from (10) we conclude that Xai-1(s) ::; Xi ::; xai(s) for some i E {I, ... , k}. If j # ai-~(s), then, using a i -1 (s) # i, it follows that xai(s) ::; Xi ::; xai(s), which implies that j = at (s ).
[J Next, we show that RELSORT can be solved by a. 2-LP, if one uses the conditions given by Lemma 4. First, we consider the case n = 3, let X (X],X2,X3) E lR a .
That u(x) can be solved by a 2-LP follows straightforwardly:
ui(x)=l ¢:} S=Z ¢:} Xi:::; Xl /\ Xi :::; Xl /\ Xi :::; X3 ¢:} hi1 (X) 2:: 1 /\ hil (:r) 2:
where the functions hij(x) are given by (5) in Section 3.1. Hence, using (6) , it follows that U1(X)
which completes the construction of a 2-LP for u. It remains to show that W can be solved by a 2-LP.
First, since a(i) =J. i for i = 1,2,3, we have Wll(X) = W22(X) = W33(X) = O. Next, consider 
For a given X3 E R the subset of lR? defined by (11) is depicted in Figure 2 . Proving that W12 can be solved by a 2-LP is equivalent to proving that the subset given in Figure 2 can be classified by a 2-LP for all X3 E R.
One can easily show that (11) is equivalent to (12) where the functions hij{x) are given by (5) , in Section 3.1. Hence, using (6) , it follows that
which proves that w12(x) can be solved by a 2-LP. Similarly, one can show that W23(X) = W31(X) = Wll(X) and Next, we consider the general case n 2:: 3. In genera.! the construction of a 2-LP for u is not harder than for n = 3. We find that n Ui(X) = 0(2: hik(:r) -n), k=l which can be shown to represent a 2-LP using (6) , similarly as was done for the functions gij (x) that were introduced in Section 3.l.
The construction of a 2-LP that solves w in the general case, starts by noting that for all
x E JRn and i,j, k = 1, ... , n, i =/: j This will enable us to use the same approach for n > 3 as we used for n = 3.
Again we have Wii(X) = 0 for all i = 1, ... ,n. For i =/: j we find
where we used (13) in the last step. This proves tha.t w( x) can be solved by a 2-LP and, hence, completes the proof of the following theorem.
Theorem 3 RELSORT can be solved by a 2-LP with ~n(n 1) units in the first hidden layer and n( n + 1) output units.
In the above theorem n(n+l) output units are used, n for u and n 2 for w. However, since the units Wii (i = 1, ... , n) are identical to zero, they can be left out in order to reduce th~,total number of output units to n 2 .
The fact that a 2-LP can be found that solves RELSORT in the general case, is due to property (13) , which in its turn is due to the addition of the constraint 0:(/) = s; see also Figure 2 , where the addition of 0:( l) = s corresponds to the addition of the bottom-right part, which makes the total figure symmetrical Hence, a.lthough the constraint 0:( l) = s is not necessary for the problem formulation, it turns out to be crucial for the solution by a 2-LP.
Concluding Renl.arks
This paper discussed the following question: what is the minimal number of layers that a multi-layered perceptron must have for solving the sorting problem. We discussed two formulations of the sorting problem: ABSSORT, which can be considered as the standard sorting problem, and RELSORT, where, given an array of numbers, one wants to find the smallest number, and for each number, except the largest, one wants to find the next largest number. We showed that ABSSORT and RELSORT can be solved by a threelayered perceptron (3-LP) and two-layered perceptron (2-LP), respectively, and that this is minimal with respect to the number of layers. Both the presented m-LPs have n inputs, 0(n2) hidden units and n 2 output units. In the introduction of this paper we stated that the solutions of ABSSORT and RELSORT are related. Therefore, one might wonder whether there exist a l-LP, which, if put on top of the 2-LP that solves RELSORT, yields a 3-LP that solves ABSSORT. The answer is negative, as one can straightforwardly show that the posed question leads to a classification problem that is not separable.
We considered the classical m-LP-architecture. One implication is that we assumed the inputs to be real-valued numbers. Therefore, the discussed sorting problems are also defined for an array of real-valued numbers and the minimality results derived in this paper are valid in this situation only. If the numbers that have to be sorted are for instance integer and bounded, then there exists a 2-LP that solves ABSSORT. This follows from the observation that the intersection of the set depicted in Figure 1 results found for n = 3 we expect that the bounded integer sorting problem can be solved by a 2-LP with O(k . n!) hidden units in general. Since the 3-LP presented in this paper solves the same problem with O(n 2 ) hidden units this extension supports our basic results about the difference between the capabilities of two-and three-layered perceptrons.
A second implication of our choice for classical m-LPs is that we allow connections between units in subsequent layers only. This, combined with the use of the hard-limiting response function can be shown to imply that ~n(n -1) is the minimal number of first layer units that is required by an m-LP for solving ABSSORT and RELSORTj see Zwietering, Aarts & Wessels [16J. This implies that the 3-LP and 2-LP presented in this paper for solving ABSSORT and RELSORT, are also minimal with respect to the number of units in the first hidden layer. If connections between units in non-subsequent layers are admitted, then it is not hard to construct a 0(log2 n)-LP with O(n) units in every hidden layer that solves ABSSORT, using the principles of so-called comparator networks; see also Kronsjo [7] .
