We discuss generation of subwavelength optical barriers on the scale of tens of nanometers, as conservative optical potentials for cold atoms. These arise from nonadiabatic corrections to BornOppenheimer potentials from dressed 'dark states' in atomic Λ-configurations. We illustrate the concepts with a double layer potential for atoms obtained from inserting an optical subwavelength barrier into a well generated by an off-resonant optical lattice, and discuss bound states of pairs of atoms interacting via magnetic dipolar interactions. The subwavelength optical barriers represent an optical 'Kronig-Penney' potential. We present a detailed study of the bandstructure in optical 'Kronig-Penney' potentials, including decoherence from spontaneous emission and atom loss to open 'bright' channels.
We discuss generation of subwavelength optical barriers on the scale of tens of nanometers, as conservative optical potentials for cold atoms. These arise from nonadiabatic corrections to BornOppenheimer potentials from dressed 'dark states' in atomic Λ-configurations. We illustrate the concepts with a double layer potential for atoms obtained from inserting an optical subwavelength barrier into a well generated by an off-resonant optical lattice, and discuss bound states of pairs of atoms interacting via magnetic dipolar interactions. The subwavelength optical barriers represent an optical 'Kronig-Penney' potential. We present a detailed study of the bandstructure in optical 'Kronig-Penney' potentials, including decoherence from spontaneous emission and atom loss to open 'bright' channels. Optical potentials generated by laser light are a fundamental tool to manipulate the motion of cold atoms with both conservative and dissipative forces [1, 2] . Paradigmatic examples of conservative optical potentials are optical dipole traps from a focused far off-resonant light beam, or optical lattices (OL) generated by an offresonant standing laser wave, as basis of the ongoing experimental effort to realize atomic Hubbard models [2] . The underlying physical mechanism is the secondorder AC Stark shift of an electronic atomic level, which is proportional to the light intensity. Optical potential landscapes, which can be designed, will thus reflect, and be limited by the achievable spatial variation of the light intensity. For light in the far-field, i.e. for optical trapping far away from surfaces (compare [4] [5] [6] [7] [8] ), this spatial resolution will thus be given essentially by the wavelength of the light λ. In the quest to realize freespace optical subwavelength structures for atoms [9] [10] [11] [12] [13] [14] [15] we will describe and study below a family of conservative optical potentials, which arise as nonadiabatic corrections to dark states (DSs) in atomic Λ-type configurations [16, 17] , building on the strong nonlinear atomic response to the driving lasers. The present scheme should allow the realization of optical barriers for atoms on the scale of tens of nanometers, and in combination with traditional optical potentials and lattices the formation of a complex 'nanoscale' optical landscape for atoms. Our discussion should be of particular interest for realizing many-atom quantum dynamics as a strongly interacting many-body systems, where atomic energy scales and interactions, such as magnetic dipolar couplings [18] [19] [20] [21] [22] , are strongly enhanced by subwavelength distances.
To illustrate the 'nanoscale' optical potentials we can construct, we show in Fig. 1 a setup, where a subwavelength barrier of width is inserted into a potential well. This potential well can be created, for example, with a (standard) off-resonant OL
2 with λ L ≡ 2π/k L the wavelength of the trap-
FIG. 1. (Color online) (a) A double well potential for atoms is created by inserting an optical subwavelength barrier Vna(x)
with width into a potential well generated with an offresonant OL VL(x) with lattice period λL/2, and size of the vibrational ground state aL, such that aL λL/2. The subwavelength barrier is obtained with an atomic Λ-system supporting a 'dark state' as superposition of the two atomic ground states |g1 and |g2 (b), where a resonant Raman coupling from a strong control field Ωc(x) = Ωc sin(kx) (k = 2π/λ) and a weak probe field Ωp connects the two ground states (see text).
ping laser, and we denote its ground state size by a L . Thus our aim is to create a double well potential for atoms on the subwavelength scale a L λ L /2. By adjusting the height, and by displacing the subwavelength barrier we can control the tunnel coupling between the wells, strongly enhanced relative to the standard OL with lattice period λ L /2. In a 3D (2D) setup this realizes a double layer (wire), with subwavelength separation. Loading magnetic atoms or polar molecules with dipolar interactions into these structures we benefit from the strongly enhanced energy scales for interlayer(wire) interactions.
We propose and analyze below the physical realization of such a setup, and we will mainly focus on a 1D model considering atomic motion along x. The subwavelength barrier is obtained by choosing an atomic Λ-transition with two long-lived ground (spin) states |g 1 ≡ |↓ , |g 2 ≡ |↑ (Fig. 1b) [23, 24] , which are coupled by a Raman tran-sition. The first leg of the Raman coupling is a strong control laser with Rabi frequency Ω c (x) = Ω c sin(kx) as a standing wave with wavelength λ = 2π/k along x, and the second is a weak probe laser with Rabi frequency Ω p with propagation direction perpendicular to the axis x [25] . We denote the ratio of Rabi frequencies as ≡ Ω p /Ω c 1. The lasers are tuned to satisfy the Raman resonance condition, while the detuning ∆ from the excited state |e can be near or off-resonant. The relevant Hamiltonian is
, as a sum of the kinetic energy and the internal atomic Hamiltonian
written in a rotating frame and with Γ the spontaneous decay rate of |e . We can add to the above Hamiltonian a trapping potential for the ground states V (x) to generate the well of Fig. 1 . This is realized, e.g. as a 1D off-
This far off-resonant OL potential acts equally on both ground states, and thus preserves the resonance Raman condition independent of x.
We are interested in the regime of slow atomic motion, where the kinetic energy (and trapping potential V (x)) are small relative to the energy scales set by H a . In the spirit of the Born-Oppenheimer (BO) approximation [26] [27] [28] [29] we diagonalize H a (x) |E σ (x) = E σ (x) |E σ (x) (σ = 0, ±) to obtain position dependent dressed energies,
, playing the role of adiabatic BO potentials for the atomic motion. Such a Λ-configuration supports an atomic DS E 0 = 0 as a linear combination of the ground states, |E 0 (x) = − cos α(x) |g 1 +sin α(x) |g 2 with α(x) = arctan[Ω c (x)/Ω p ], which for an atom at a given position x (at rest) is decoupled from the exciting Raman beams. The identity of this DS changes in space on a subwavelength scale [10, 24] 
λ with |E 0 ∼ |g 1 and thus a spatial subwavelength spin structure (bottom of Fig. 1a ).
An atom prepared in the DS, and moving slowly in space will, in accordance with an adiabaticity requirement [30] , remain in this DS, and the internal state will change its internal spin identity according to |E 0 (x) on the scale λ. Correspondingly, there will be nonadiabatic corrections to this motion. As shown below, these nonadiabatic corrections take on the form of a subwavelength optical barrier representing a conservative potential
with E R = 2 k 2 /2m the recoil energy and atomic mass m. The effective 1D Hamiltonian for the atomic motion 
In Fig. 1a this realizes the subwavelength barrier, where the vibrational ground state of the OL potential V L (x) of size a L is split into a double well for a L . We note that V na (x), apart from the overall scale E R , depends only on
is a sequence of potential hills with spacing λ/2, width ≡ λ/2π λ/2 and height E R / 2 E R (c.f. Fig. 2b ), and has for 1 a form reminiscent of a repulsive Kronig-Penney δ-like comb V na (x) → n E R λ/(4 )δ(x−nλ/2) [1] . For Raman beams derived from the same laser source this potential is insensitive to both intensity and phase fluctuations. We emphasize that the mechanism behind (1) is related to nonadiabatic corrections, as described by Olshanii and Dum [27] , and is conceptually different from schemes relying on a substructuring AC Stark based OLs by radio frequency or laser fields [9, 11] , or in combination with DSs [10] . Fig. 2a is a plot of the BO potentials E 0,± (x) for blue detuning Ω = ∆ > 0 and = 0.16 with parameters chosen to illustrate the main features (with similar results for red detuning). For ∆ Ω c,p , the bright state (BS) |E + (x) → sin α(x) |g 1 + cos α(x) |g 2 corresponds to the standard OL E + (x) → 4 [Ω To quantify the above discussion and assess the validity of the BO approximation we present now a derivation and analysis of optical potentials arising from nonadiabatic corrections to atomic motion, and effects of spontaneous emission (due to admixture of bright channels). Expanding the atomic wavefunction in the BO channels, |Ψ(x) = σ Ψ σ (x) |E σ (x) , results in the coupled channel equation for Ψ σ (x) [27, 29] . The correspond-
, where the diagonal matrix V µσ (x) = E σ (x)δ µσ contains BO potentials (see Fig. 2 ). Nonadiabatic processes, coupling the BO channels, arise from the spatial variation of the internal eigenstates, −i ∂ x |E σ (x) = µ |E µ (x) A µσ (x) with scaling A µ,σ ∼ / (see [32] ). We are interested in the regime of approximate adiabatic decoupling of BO channels. This requires that the separations between DS and BS are larger than the channel couplings. For the DS, the lowest order contribution from the A 2 -term gives rise to the nonadiabatic (conservative) potential (1) (see Fig. 2b ), with consistency requirement V na (x) min|E ± (x)|. We discuss this by setting the external potential V (x) = V L (x) = 0, and studying the 1D bandstructure for the Λ-scheme of Fig. 1b . We compare below the results for (i) the singlechannel DS potential V na (x) with (ii) the exact diagonalization of the (non-Hermitian) Hamiltonian H, using a Bloch ansatz Ψ(x) = e iqx u n,q (x) with quasimomentum q to obtain the (complex) energies n,q . In the first case we have a unit cell λ/2 and thus a Brillouin zone |q| < 2π/λ, while H has periodicity λ, and thus |q| < π/λ, so that the bands of the first case appear as 'folded back' in the second case (see Figs. 2c,d,e).
For the DS potential V na (x) the band structure is for 1 analogous to that of a Kronig-Penney model [1] . For the lowest Bloch bands n = 1, 2 . . . in the DS channel 0 we obtain (see [32] )
in very good quantitative agreement with the band structure obtained from H. These bands have narrow width ∼ , corresponding to a hopping amplitude J n = 2E R n 2 /π 2 in the terminology of the tight-binding Hubbard model [2] . The energy offset of these bands E R n 2 is close to the levels in the infinitely deep rectangular well of the width λ/2, with anharmonic band spacing (independent of , and thus the height of the potential). The Wannier functions associated with these bands resemble the eigenfunctions of a box potential. This is in marked contrast to the band structure in a V (x) = V 0 sin 2 (kx) OL, where energies of low lying bands are harmonic oscillator-like, and the Wannier functions are strongly localized a L λ/2 (Lamb-Dicke regime) [2] . The spectroscopy of these bands could be investigated with time-of-flight, and by modulating the lattice. A discussion of this and of loading the lowest Bloch band can be found in [32] .
For the DS channel 0, the nonadiabatic couplings to the bright (dissipative) BO channels ± result in a small correction δ n,q to the dispersion, which contains a imaginary part Im δ n,q = − γ n,q /2 < 0 signalling decay of atoms in the Bloch band. 
'small' decay width Γ (see [32] ). We note that in both cases γ 1,q J 1 , i.e. dissipative corrections are typically very small, while γ 1,q shows a nontrivial q-dependence. In Fig. 2d we can parametrize
(see [32] ), where for the lowest Bloch band the decay increases with q ( Fig. 2d ) -something we expect from a STIRAP scenario [17] , where faster atomic motion leads to a stronger violation of adiabaticity and thus depopulation of the DS. In contrast, Fig. 2e shows the appearance of resonances in q: as discussed in [32] these appear when for a given q = q the energies in the dark channel 0 becomes energetically degenerate with energies in the bright open channel −,
n,q +k . With increasing Γ relative to the strength of the nonadiabatic couplings these resonance get successively washed out, transitioning to the generic behavior of Fig. 2d . We refer to [32] for a detailed discussion of γ n,q , and in particular scaling with system parameters.
Returning to Fig. 1a we point out that the above discussion can be generalized to DSs in 2D and 3D configurations. Thus we can replace
, while preserving the existence of a DS |E 0 (x, y) , allowing to add a (standard) OL for motion in the y-direction, or the realization of an atomic double wire with separation .
We now turn to a study of quantum many-body physics, and discuss as an illustrative example motion of two atoms confined in the subwavelength structure of Fig. 1 , and interacting via magnetic dipolar interactions. The validity of (1) in a many-body Schrödinger equation will be discussed below. We assume that the two-body physics can be modeled by the external motion of each atom governed by V L (x) + V na (x), while the internal state is the BO channel |E 0 (x) , with the unique feature of an x-dependent internal state (see bottom of Fig. 1a ). We consider two ground states (spins) with associated magnetic dipole moments d 1 , d 2 , oriented according to a quantization axis defined by an external magnetic field, so that each atom acquires an effective position-dependent dipole moment, Fig. 3a is a plot of this dipole moment for a choice of states with −d 1 = d 2 ≡ d, with the spatial variation of |E 0 (x) now imprinted as a variation of d(x) on the scale . The magnetic (dipolar) interactions between the atoms is thus modulated by this spatial dependence. There are two generic situations, the first (i) with the dipole moments oriented along x, and the second (ii) with dipole oriented perpendicular. In the first case, two atoms on opposite sides of the barrier in the double layer attract each other in a head-to-tail configuration. For the case of electric dipole moments as realized with polar molecules, stored in a 2D double layer from a OL with λ/2 separation, the formation of bound states as building block for quantum phases has been studied [33] [34] [35] [36] . Here we note that this physics of strong interactions becomes accessible, when the dipolar length, a D = md 2 / 2 [18, 19] characterizing the dipolar interactions [? ] , is comparable to the average distance between the atoms (here ∼ a L with a L λ L ). Instead, we focus here on physics of perpendicular dipole moments (ii) at the interface between the spin structure, |g 1 ↔ |g 2 , as shown in Fig. 3 . If the dipoles are oriented perpendicular to x, atoms on opposite sites of the interface attract each other, thus allowing for the formation of a bound state as a 'domain wall' molecule. The situation is illustrated by the following two-particle Hamiltonian (see [32] for detailed description):
with d(x) modulated on the scale , assuming strong confinement ⊥ < in the transverse plane (and setting V L = 0). According to Fig. 3 we find that the requirement for a bound state of size to form is a D / ∼ 6 [37] [38] [39] , where the 'domain wall' molecules sit on the slope of the nonadiabatic potential. These molecules exist at both the left and right interfaces ± , and can hop between them, realizing a double layer with subwavelength distance. The (potentially large) amplitude J pair for hopping is reflected as a hybridization of molecular orbitals on the left and right interfaces, seen in Fig. 3 as a splitting between the even and odd states. We can also obtain trimers as bound states of three atoms, where two spin-up dipoles sit to the left (right) of − (+ ) and a spin-down in the middle.
From an atomic physics point of view, a Λ-scheme and a nonadiabatic DS potential can be realized with both Alkali and Alkaline Earth atoms, where two ground states are chosen from a Zeeman or hyperfine manifold. Remarkably, these nonadiabatic potentials exist, on the level of single-atom physics, as conservative optical potentials even on-resonance (∆ = 0) and for short lived excited states (but still Ω c,p Γ). In going offresonance the nonadiabatic conservative potential will persist albeit with an increasing requirement for laser
a) Atomic zig-zag (double-Λ) configuration with Ωc i (x) strong standing waves and Ωp i weak probe beams, and b) the corresponding nonadiabatic optical potentials on the subwavelength scale λ for an atomic angular momentum Jg = Je ≡ J transition, where the Zeeman levels are coupled by circularly polarized laser fields. With increasing J a double barrier structure develops.
power to satisfy the adiabaticity requirement, in partic-
With increasing detuning the three-level model will eventually break down, and the coupling to several excited states may become important. This situation parallels the challenges in realizing spin-dependent OLs [40] [41] [42] [43] , and spin-orbit coupling in Λ-systems with Alkali atoms [44] [45] [46] [47] [48] [49] [50] [51] , where the electronic spin-flip implicit in coupling two ground states via Raman transition is suppressed for detunings larger than the fine structure splitting of the excited state. We note, however, the encouraging prospects provided by Lanthanides in realizing spin-orbit couplings [19, 52, 53] and synthetic gauge fields [54, 55] . In a many-atom context, going to off-resonant laser excitation is a necessary requirement to suppress inelastic collision channels (involving laser excitation at the Condon point), and we expect a similar requirement here. As discussed in the context of polar molecules, long range repulsive dipolar interactions in combination with low-dimensional trapping (1D or 2D) can provide a shield in atom-atom collisions at low energies [? ], thus suppressing inelastic loss and instabilities from short range physics [56] .
To conclude, Λ-type configurations with nonadiabatic DS optical potentials [57] are readily generalized to zigzag configurations as in Fig. 4a (see also [32] ). This yields a double-peaked structure on the scale as in Fig. 4b . These ideas enable writing complex spatial spin patterns [10] and associated landscapes of nonadiabatic potentials. On the many-atom level spatially varying internal structures result in position-dependent interparticle interactions. This provides a novel setting for many-body atomic systems, illustrated here for magnetic dipoledipole interactions, and poses interesting questions as quantum chemistry in atomic collisions at subwavelength distances. Here we present details of the Born-Oppenheimer (BO) approach used for the analysis of the Λ-system described in the main text. In the bare atomic basis |g 1 , |e , and |g 2 , the Hamiltonian of the system reads
This Hamiltonian is non-Hermitian (for Γ = 0) and has complex eigenvalues and a biorthogonal set of the left and right eigenstates. In the BO approximation we drop the kinetic energy term, and corresponding right (adiabatic) eigenstates are the dark |E 0 and bright |E ± eigenstates
, and N ± = (1+
We emphasize that these eigenstates and eigenenergies depend parametrically on the position x. Straightforward calculations of the derivatives of the eigenstates |E σ (x) for σ = 0, ± in the expression
such that the Hamiltonian H for the wave functions
The Hamiltonian is naturally split into a diagonal part H D (the first two lines) which determines the BO bandstructures for the dark and bright channels, and offdiagonal terms H C (the last two lines) determining the coupling between them. The coupling contains α (x) and, therefore, mostly takes place in the narrow regions with the width ∆x ∼ /k ∼ λ around the points x s = πs/k = sλ/2 with integer s. The strength of the coupling is essentially determined by the ratio κ of the strength of the non-adiabatic potential V na (x = 0) = E R / 2 and the energy gap between the dark and the bright states. The latter depends on the detuning and is of the order of Ω p for the resonant case ∆ = 0, and Ω
In the following we provide details on the band structure of the dark and bright channels in the BO approximation. We first analyze the case of uncoupled BO channels and then discuss the effects of non-adiabatic couplings between them.
The diagonal Hamiltonian describing uncoupled BO dark and bright channels reads
where for κ 1 we neglect the nonadiabatic contribution to the bright channels.
The second term in H D is periodic with λ/2 = π/k, and, therefore, the single-particle eigenstates are Bloch wave functions ψ n,q (x) characterized by the quasimomentum q in the Brillouin zone, q ∈ [−k, k], such that ψ n,q (x + λ/2) = exp(iqλ/2)ψ n,q (x), and by the band index n = 1, 2, . . ., with the corresponding eigenenergies n,q forming the band structure. Note that the periodicity of the Hamiltonian H is 2π/k = λ (because of the coupling terms proportional to α ), while the diagonal part H D has periodicity π/k = λ/2 (α changing sign under x → x + π/k). For this reason, for describing the band structure we will use both the Brillouin zone (BZ) of H D with quasimomenta q ∈ [−k, k] and the (folded) Brillouin zone (FBZ) of H with q ∈ [−k/2, k/2], with the obvious mapping between them: q = q for q ∈ [−k/2, k/2] and
respectively. Under this folding, the dispersion relation n,q for the Bloch states in BZ is mapped on the continuous dispersion relation n,q for states in FBZ, which has two branches n,q and n,q+k continuously matching at q = ±k/2. 
is Hermitian and describes the motion of particle in the periodic (with π/k) set of sharp δ-like potential peaks of the width ∆x ∼ /k π/k around points x n = (π/k)n, and height E R / 2 E R (analog of the Kronig-Penney model). In this case, the structure of the low-energy bands with n,q 2 /m(∆x) 2 is fully determined by the transmission amplitude t(E) through a single barrier [1] . The corresponding relation between the quasimomentum q and the energy n,q reads
where Q = 2m n,q / 2 and we took into account that the length of the unit cell is π/k. To find the transition amplitude t(E) as a function of energy E we have to solve the scattering problem for a single barrier located at x = 0, which for 1 can be approximated as
The corresponding Schrödinger equation reads
and the boundary conditions are
where Q = 2mE/ 2 . In the units s = kx/ we get
Inside the barrier (|s| 1/ √ or |x| √ /k) we can neglect the right-hand-side and reduce the equation to the form
Outside the barrier (|s| 1/ √ ), the potential is negligible, and the resulting equation
has general solution
(B4) For the scattering problem we have to set C = 1, D = r(E) for large negative s, and C = t(E), D = 0 for large positive s, respectively. After matching Eqs. (B3) and (B4) at |s| = |s * | ∼ 1/ √ (1 |s * | 1/ ) where the barrier potential is comparable with the energy, we obtain
This result, although being similar, is not identical with that for the δ-functional potential V δ (x) = ( 2 /2m)(πk/2 )δ(x) of the strength dxV (x). The latter is equivalent to imposing the boundary conditions at the origin
where ψ ± = ψ(±0) and ψ ± = ∂ x ψ(±0) are the values of the wave function and its derivative, respectively, on the left (x = −0) and on the right (x = +0) of the δ-functional barrier V δ (x). Similar boundary conditions can also be written for the potential V (x), although they are applicable only for the wave functions with energies E E R / 2 : After writing the asymptotic of the wave function in the form ψ(x) → ψ ± + ψ ± x for x ∼ ± √ /k and matching them with the asymptotic of Eqs. (B3), we obtain
To demonstrate the difference between the two sets of boundary conditions, we present the result for the transition amplitude t δ (E) through the potential V δ (x):
which has similar scaling for Q → 0 as t(E) but different coefficient and subleading terms.
Dispersion relation for the Bloch bands
With the expression (B5) for the transition amplitude, Eq. (B1) for the dispersion relation for the Bloch bands reads cos πq/k = − cos(πQ/k) + πk 2Q sin(πQ/k).
For 1, the solutions for Q are located near the points kn, n = 1, 2, . . . After linearizing around these points we obtain for 1 ≤ n < 
a. Wave functions for the Bloch band Eqs. (B3) and (B4) can also be used for finding the Bloch wave functions ψ n,q (x), as we demonstrate for the lowest band n = 1 with energies 1,q E R . The wave functions for higher bands can be found in the same way, and the answer will be given at the end of this section). The expression for ψ 1,q (x) will be given for
For other values of x, the wave function can be calculated from the relation
With the approximation V na (x) ≈ V (x), Eq. (B2), and new variable s = kx/ ∈ [−π/2 , π/2 ], the equation for ψ 1,q (s) reads
where we used the fact that 1,q E R . The two solutions (B3) and (B4) have to be matched at |s * | ∼ 1/ √ in such a way that
This gives in the original variable
where N is the normalization coefficient, N ≈ 2k/π, corresponding to the unity of the integral of |ψ 1,q (s)| 2 over the unit cell x ∈ [−π/2k, π/2k]. Note the substitution tan(kx)/ instead of s = kx/ in the argument of the arctan function, which provides the second independent solution [∼ cos(kx)] outside the barrier in addition to sin(kx).
For the wave functions of the higher bands similar considerations give the following approximate expression:
, and the band index n should satisfy the condition n 1.
b. Band structure of the bright-state channels ±
The Hamiltonians for the bright-state BO channels
describe the motion in the complex potentials of local bright-state eigenenergies.
For the near-resonant case ∆ = 0, we have
while for the off-resonant case |∆| Ω c
4∆ .
Note that, in contrast to E 0 (x), the potentials E ± (x) have imaginary part due to the presence of the excited state |e in the wave functions of the bright states. This leads to the decay of the corresponding Bloch states in the bright bands already on the level of the diagonal Hamiltonians H ± , in contrast to the Bloch states for the dark state with Hermitian H 0 . The potentials E ± (x) are the standard optical lattice potentials, giving rise to the standard band structures (see, for example, the review [2] and references therein). The resulting band structure for the off-resonant case with positive detuning and Γ = 0 is shown in Fig. 6 .
Appendix C: Bloch bands of the Λ-systemnumerical solution
Our numerical analysis of the system is based on the Hamiltonian (A1) written in the basis |g 1 , |g 2 , |e and uses the Bloch ansatz ψ q (x) = u(x)e iqx . Here u(x) = (u g1 (x), u e (x), u g2 (x))
T is a periodic function with period λ [the periodicity of the Hamiltonian (A1)], and q ∈ [−π/λ, π/λ] is the quasimomentum.
With this ansatz, the Schrödinger equation for the quasiperiodic Bloch function ψ(x) turns into an equation for a periodic function u(x):
with q being an external parameter. Fourier expansion of the functions u a (x) with a = g 1,2 , e gives
which is truncated to |n| ≤ N , Eq. (C1) reduces the above equation to the matrix eigenvalue problem for a nonHermitian 3(2N + 1) × 3(2N + 1) sparse matrix.
The value N necessary for the convergence of the solution is determined by the requirement that the expansion (C2) correctly represents rapidly oscillating wave function of the bright channels, which have visible coupling to the dark channel. For ≈ 0.1, Ω c , ∆ ∈ O(10 4 )E R , values N ≈ 200 − 400 are found to be sufficient. In this section we present the details of the protocol for loading into the lowest Bloch band for the 'dark state' channel 0, referred to in the main text.
We assume a laser configuration, where the control field is switched off initially, Ω c = 0, while the probe laser Ω p = const, i.e. the dark state is simply |g 1 ). Initially, we turn on an additional off-resonant optical lattice potential V L (x) = V 0 cos 2 (k L x) acting on the ground states. Note that this potential is chosen so that peaks of the periodic potential V L (x) at positions nλ L /2 (n = 0, ±1, . . .) match those of V na (x) (we consider k L = k). The protocol consists of adiabatically turning off the OL V L (x), while turning on Ω c to its final value. The lowest Bloch band in the OL V L (x) is thus mapped to the lowest Bloch band of V na (x), and an atom prepared in the lowest Bloch band of V L (x) will be adiabatically transferred to the lowest band of V na (x). Adiabaticity during the transfer in a time period τ is guaranteed by the finite excitation gap during this process, as indicated in Fig. 5a (and similarly for gaps between the dark and the bright states). To be specific we choose a linear ramp V 0 (t) = V 0 · (1 − t/τ ) and Ω c (t) = Ω c · t/τ , where V 0 = 30E R .
As an initial state we choose the state |ψ q with the quasimomentum q in the lowest Bloch band of the potential V L (x). The evolution of this state |ψ q (t) during the protocol is calculated using the complete Hamiltonian of the system, and Fig. 5b shows the results for the overlap (fidelity) of the final state of this evolution |ψ q (τ ) with the target state |ψ q,ad (t) in the lowest dark-state Bloch band in the non-adiabatic potential V na (x) for several values of q as a function of τ . We see that the fidelity approaches unity for τ being already few inverse recoil frequencies /E R . For shorter τ , the fidelity rapidly decreases first when /τ becomes of the order of the gap between the first dark-state Bloch bands (∼ E R ), and then of the order of the gap to the bright states (∼ Ω p ).
In conclusion, an efficient transfer protocol exists to prepare atoms in the lowest Bloch band of the 'dark state' channel 0.
Appendix E: Effects of couplings between
Born-Oppenheimer channels
Here we present analytic considerations of the decay of the dark-state BO channel due to non-adiabatic couplings to the bright-state channels, supporting our numerical findings shown in Figs. 2d and 2a in the main text. We limit the discussion to the lowest dark-state Bloch band.
The dominant coupling of the dark state to the bright ones is given by Eq. (A4). Being proportional to α (x) which is anti-periodic with π/k, these terms couple quasimomenta q and q + k (or to q − k = q + k − 2k). The second order correction to the energy of the lowest dark FIG. 6 . Band structure for uncoupled BO dark and bright channels. Panel a) shows lowest levels for BO channel +, a ladder of (for low energies) harmonic levels tightly bound in the BO potential E+(x). Panel b) band structure for 0 channel, for BO potential Vna with accompanying magnification in b2) of lowest few, gapped bands. Panel c) shows extent of bands for the BO channel −, from the minimum of BO − potential E−(x). through potential threshold, up to high-abovethreshold regime [shown also in the accompanying magnification c2)] where the particle is in almost freely-moving with a high-momentum, with a large slope of dispersion relation state with the quasimomentum q is
where σ = ± refers to the upper and lower bright states, (σ) nσ,q are the corresponding dispersions for the n σ -th band, and M σn (q) are the coupling matrix elements
where ψ (σ) n,q (x) and ψ 1,q (x) are the wave functions of the bright σn and lowest dark [see Eq. (B9)] states, respectively, and we performed integration by part in the first term.
The imaginary part of δ 1,q is
where we write explicitly the contributions from the upper (+) and the lower (−) bright states. Keeping in mind that both 1,q and Im
n,q+k are much smaller than the energy gap to the upper bright state, the contribution Im δ 1,q+ from the upper bright states can be written as
The dominant terms come from the lowest bands which are well-described in the tight-binding approximation by using the localized states φ n (x) in local potential wells. The coupling matrix element (E1) involves the first derivative and, as a result, the part ψ π of the dark state wave function [see Eq. (B10)] couples to the even bands, while ψ 0 to the odd ones. One can see that the combination in the bracket in Eq. (E1) pushes the zeroes of φ n (x) outside the center of the well for even n, and towards the center for odd n. For this reason the couplings to even n are larger, and keeping them as the sole contribution we get
where
The q-dependence of the dispersion
n,q+k of the lowest bands can also be neglected,
, and we obtain
The contribution [see Eq. (E3)] from the lower bright state has two different parts: A resonant contribution Im δ 1,q−res from the band n 0 with the states, which are resonant to the dark state for some resonant quasimomentum q * , Re
n0,q * +k ≈ 1,q * , and a regular one Im δ 1,q−reg from the other bands with Re (−) n0,q+k being far from 1,q . The dominant contributions to Im δ 1,q−reg come from the bands with energies close to the top of the optical potential E − (x), for which the wave functions have substantial amplitudes and oscillate slowly in the coupling region α (x) = 0. In this region, the wave functions of the relevant states depend only weakly on q, such that the leading q-dependence of the coupling matrix elements is again determined by the coupling to the darkstate wave function ψ π (x), M −n (q) ≈ sin(πq/2k)M −n . The decay rates Im can be considered as q-independent, Im
n . On the other hand, the q-dependence of Re (−) n,q cannot be ignored, but the widths of Re (−) n,q for the relevant bands are much smaller than the gap (≈ min |E − (x)|) between them and the dark state. As a result, the energy denominator in the expression for Im δ 1,q−reg can be considered as q-independent, and Im δ 1,q−res , therefore, has the same form as Im δ 1,q+reg with a different function γ
The sum of the two regular contributions from the + and − channels give the function γ 1 mentioned in the main text, Eq. (3). Similar considerations for the higher Bloch bands in the dark-state channel give that the dominant q-dependence of the decay rate originates from the antisymmetric part of the Bloch wave function (B11), and we obtain γ n,q = γ n cos 2 (πq/2k − πn/2). In Figs. 7a and 7b we show the numerical results for the dependence of the functions γ 1 and γ 2 on the parameters of the system, both for the resonant and the off-resonant cases. We find out that the functions γ n depend almost linearly on the parameter ΓE 2 R /Ω 2 p . In calculating the resonant contribution δ 1,q−res = δ 1,qres , we can take into account the semiclassical character of the band n 0 and write 1,q −Re (−) n0,q+k ≈ v(q−q * ) for q close to q * (see Fig. 2e in the main text) . Here v is the group velocity (slope of the band n 0 ) at q = q * . Keeping in mind that M −n0 (q) and Im (−) n0,q are slow functions of q, we can write the resonant contribution in the form
,
n0,q * +k . The imaginary part of this expression has the typical resonant Lorentzian structure with the width proportional to Γ * , and the height scales with Γ −1 * . This structure is, therefore, visible if Γ * is much smaller than the bandwidth B n0 ∼ vk of the band n 0 (Fig. 2e in the main text) . Another condition is related to the strength of the coupling M −n0 (q * ). This matrix element is visible only for zero and negative detunings, and is exponentially small for positive detun- ing when the wave function of the bright state in the band n 0 strongly oscillates in the coupling regions. The resonant contribution is therefore invisible in the latter case. For the resonant case with Γ * = Γ/4 and B n0 ∼ √ Ω c E R , the visibility condition reads Γ/Ω p √ κ, while for the negatively-detuned off-resonant case
To conclude, the discussion of the decay of the darkstate Bloch bands, we compare our results with those of the Kronig-Penney model for the periodic set of δ-functional potentials V δ (x) = ( 2 A/2m)δ(x) which strength has a small (negative) imaginary part, A = πk/2 − iB with 0 < B πk/2 , mimicking the decay due to the coupling to other channels. The simplest way to obtain the energy spectrum in this case is by using the analytic continuation to the complex interaction strength in Eq. (B7) with the result for the decay rate in the lowest band
which, in contrast to the expression (3) from the main text, is maximal in the center of the Brillouin zone.
Appendix F: Domain wall molecules -details of numerical analysis
The wave functions and the eigenenergies for the domain-wall molecules shown in Fig. 3 of the main text, are obtained by the numerical diagonalization of the twoparticle Hamiltonian (4) of the main text with V L (x) = 0. We performed our calculations for the case d 1 = −d 2 = d such that the position-dependent dipolar moment of the dark state d(x) crosses zero at x = ± [d(x) < 0 for |x| < ], see Fig. 3a of the main text. In our calculations we limit the coordinates of the particles to the intervals |x 1,2 | ≤ 6 with zero boundary condition for the wave function. This region is then discretized into a uniform grid of dimension 500 × 500. We also assume strong harmonic confinement for the motion in the transverse directions, such that the particles occupy only the lowest transverse Gaussian modes φ 0 (ξ = y, z) = exp(−ξ 2 /2 2 ⊥ )/ 2π 1/2 ⊥ , with ⊥ . Under this condition, the effective interparticle interaction V (x 1 ,x 2 ) is obtained by projecting the 3D dipole-dipole interaction onto the lowest transverse Gaussian modes,
where we assume dipoles oriented along the z-axis, r 12 = r 1 − r 2 , and F (s) = √ π(2s 2 + 1) exp(s 2 )[1 − erf (s)] − 2s with erf (s) being the error function. We neglect here the contact term in the pseudopotential for the quasi-1D scattering with dipole-dipole interaction [3] [4] [5] , as well as the short-range part of the interparticle interaction. The effect of these term is negligible because the wave function of the bound state becomes very small when two particles approach each other, see Fig. 8 . This results from the strong repulsive interaction when the two particles are close on the same side of the interface. On the other hand, when they approach each other from different sides, the attractive interaction between them vanishes. This makes such configurations unfavorable for the bound state. Note that effective interaction V (x 1 ,x 2 ) depends on l ⊥ . This dependence, however, manifests itself only for |x 12 | ⊥ , and practically does not affect the results of our calculations (for ⊥ /6) because the wave functions for the states of interest are very small in this region (see Figs. 8a and b) .
The lowest two eigenstates are found to be symmetric (even) and antisymmetric (odd) superpositions of the two states in which the molecular wave function is located around x = − or x = (dashed circles in Fig. 3a of the main text and Fig. 8) , with the corresponding wave functions ψ even (x 1 , x 2 ) and ψ odd (x 1 , x 2 ). To demonstrate the structure of these states we plot the modulus squared of the sum (Fig. 8a ) and of the difference (Fig. 8b) of their wave functions for the case a D = 6.3l. The dependence of the eigenenergies of these states on the strength of the interparticle interaction is presented in Fig. 3a of the main text. The energy difference ∆E between the two eigenstates provides the molecular hopping element, J pair = ∆E/2 (see Fig. 3c of the main text) , between the domain-wall molecular states at x = − (Fig. 8a ) and x = (Fig. 8a) .
We also performed the analogous calculations for the case of three particles and found the formation (for a d 5 ) of the three-body bound state (trimer) in which one particle is in the region |x| < and the other two are on the opposite sides of this region. The formation of the trimer can be intuitively understood by considering the interaction of the two particles forming a domain molecule, say at the interface x = − , with the third particle in the region x > . It is easy to see that this interaction is attractive, thus giving rise to the formation of the bound state. This also explains why the threshold for the formation of the trimer is slightly lower than that (a d / ≥ 6) for the dimer (molecule).
