Abstract: A clustering algorithm which is based on density and adaptive density-reachable is developed and presented for arbitrary data point distributions in some real world applications, especially in geophysical data interpretation. Through comparisons of the new algorithm and other algorithms, it is shown that the new algorithm can reduce the dependency of domain knowledge and the sensitivity of abnormal data points, that it can improve the effectiveness of clustering results in which data are distributed in different shapes and different density, and that it can get a better clustering efficiency. The application of the new clustering algorithm demonstrates that data mining techniques can be used in geophysical data interpretation and can get meaningful and useful results, and that the new clustering algorithm can be used in other real world applications. 
Introduction
Data mining is a technology that blends traditional data analysis methods with sophisticated algorithms for processing large amounts of data. It has also opened up exciting opportunities for exploring and analyzing new types of data and for analyzing old types of data in new ways. Clustering is one of data mining techniques. Cluster analysis seeks to find groups of closely related observations so that observations that belong to the same cluster are more similar to each other than observations that belong to other clusters. Cluster analysis has played an important role in a wide variety of fields. Many different clustering algorithms have been developed for meeting different applications, such as K-means algorithm.
In this paper we develop a cluster algorithm -CADD (Clustering Algorithm based on Density and adaptive Density-reachable) and try to use it to cluster a set 3 of geophysical data from Ningxia Autonomous Region in China. The two different algorithms, K-means algorithm and the CADD algorithm, are applied in the real word application (geophysical data interpretation) so that it will be shown that if the new algorithm is good for geophysical prospecting application. By comparing the two pictures, the original geomorphological map in Ningxia and the clustering result using the CADD algorithm, it will be shown that whether the new algorithm is effective in this particular area application.
The rest of the paper is organized as fallows: In the section 2, Background and Related Research. In the section 3, the development of the new algorithm will be introduced after some main problems are analyzed. In the section 4 is the design and implementation of the algorithm which includes the concepts and description of the clustering algorithm. In the section 5, performances of the new algorithm will be tested so that the new algorithm would be suited for some real word applications, such as arbitrary data point distributions and time and space complexity. In the section 6, the new algorithm is applied to a real world application, geophysical prospecting. The conclusion and future works will be presented in section 7.
Background and Related Research
Cluster analysis is an active research area in data mining technology. In general, the major clustering algorithms can be divided into followings: the prototype-based clustering method, the grid-based clustering method, the partitioning method, the density-based clustering method, etc.
In the prototype-based method [34] , a cluster is a set of objects in which an object is closer or similar more to the prototype that defines the cluster than to the prototype of any other cluster.
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The grid-based clustering methods [16, 18, 25] first quantize the clustering space into a finite number of cells (hyper-rectangles) and then perform the required operations on the quantized space. Cells that contain more than a certain number of points are treated as dense and the dense cells are connected to form the clusters.
Partitioning methods [34, 14, 21, 6 ] are divided into two major subcategories.
One of the partitioning methods is the centroid algorithm [35, 14] which represents each cluster by using the gravity centre of the instances. The most wellknown centroid algorithm is the K-means algorithm [19, 1, 13, 34] which partitions the data set into k subsets such that all points in a given subset are closest to the same centre. K-means algorithm randomly selects k of the instances to represent the clusters and if k cannot be known ahead of time, varies values of k can be evaluated until the most suitable one is found. K-means algorithm is efficient in processing large data sets [12] and it handles spherical shapes well [34] . But K-means has the weaknesses [23, 24] that it often terminates at a local optimum, it is sensitive to noise, it cannot handle non-globular clusters and it cannot detect outliers.
Density-based methods [4, 26] , such as the DBSCAN algorithm [4, 26, 32, 2, 5, 36] and the DENCLUE algorithm [9, 28 ] , cluster objects based on the notion of density. The DBSCAN algorithm locates regions of high density that are separated from one another by regions of low density. The DBSCAN algorithm is a typical and effective density-based clustering algorithm which can find different types of clusters, can identify outliers and noise, but it cannot handle the clusters of varying density. The DENCLUE algorithm has a solid theoretical foundation. It models the overall density of a set of points as the sum of influence functions associated with each point. The DENCLUE algorithm is good at handling noise 5 and outliers and it can find clusters of different shapes and size, but it has trouble with high-dimensional data and data that contains clusters of widely different densities, and it can be more computationally expensive than other density-based clustering techniques.
Different clustering algorithms are selected for different application areas [26, 29, 30, 20, 22, 7, 33, 10, 31, 11, 17, 40, 3] . A variety of factors need to be considered when deciding which type of clustering techniques to use. Our goal is that clustering algorithm can be appropriate for a particular clustering task.
Generally, the task of choosing the proper clustering algorithm involves considering these issues such as type of clustering, type of cluster, number of data objects and number of attributes, and domain-specific issues as well.
The development of the new algorithm
According to the analysis above, some main problems in existing algorithms are as following:
Selection of cluster shapes
Generally, shapes of original clusters are divided into several different types [34, 15] : ①Well-separated clusters, each point is closer to all of the points in its cluster than to any point in another cluster. ②Centre-based clusters, each point is closer to the centre of its cluster than to the centre of any other cluster. ③ Contiguity-based clusters, each point is closer to at least one point in its cluster than to any point in another cluster. ④Density-based clusters, clusters are regions of high density separated by regions of low density. Because the structures of data sets are complicated in some real world applications, and distributions of data 6 points are different and cluster shapes cannot be predicted, clustering algorithms are needed to handle different shapes of original clusters.
Dependency on domain knowledge
For some algorithms it is necessary to input the parameters of the number of clusters and the initial centroids of clusters. This is difficult for unsupervised data mining when there is lack of relevant domain knowledge [29, 30] . At the same time, different random initializations of numbers and centroids of clusters produce different clustering results, which have an effect on the stability of clustering methods.
Sensitivity to noise or outliers
There are large amounts of noise or outliers in some real word applications.
Some algorithms are sensitive to noise or outliers, such as partitioning methods, prototype-based clustering methods, and grid-based methods. For example, if there are some maximum value existed, the data point distribution may be highly distorted. So a better clustering algorithm is needed to be less sensitive to noise or outliers, also it can handle noise or outliers effectively.
From the above analyses, we develop CADD algorithm, especially for some real world applications, such as geophysics or geochemistry. The aim is that it can promote the ability of finding clusters of arbitrary distribution and handling noise or outliers in some real world applications, that it has better performances and scalabilities in high dimensional data sets, and that it can automatically get some parameters and make such parameters less dependent on domain knowledge.
Design and implementation of the algorithm

The concepts of the clustering algorithm
Based on the notions of density and adaptive density-reachable, the CADD algorithm which is designed and implemented in this paper has ability to find clusters of arbitrary shapes and sizes, to handle clusters of varying densities, and ③ Density-reachable distance: Density-reachable distance is used to determine a circular area of data point x, labeled as δ={x| 0<d(x i ,x j )≤R}, the data points in which are belong a same cluster. The definition formula is:
Where, mean(D) is the mean distance between all data points in dataset D, and coefR (0<coefR<1) is named as the original adjustment coefficient of densityreachable distance.
④Density-reachable: Density-reachable means that if there is an object chain p 1 , p 2 ,…,p n =q, q is a local density attractor, and p n-1 is density-reachable from q,
is density-reachable from q.
⑤Adaptive density-reachable distance: In handling the clusters of varying densities, it is important to adjust the density-reachable distance R step by step during clustering. The adaptive adjustment is carried out through multiplying the original density-reachable distance R with an adjustment coefficient α:
Where, R Adap is adaptive density-reachable distance, and α is defined as: This is because that when the density value of local density attractor of a cluster is greater , the distance between objects in the cluster is smaller, and on the contrary, when the density value of local density attractor of a cluster is smaller, the distance between objects in the cluster is larger. When i=1, let Density(Attractor 0 )= Density(Attractor 1 ), and so α≥1. It is necessary to note that adaptive adjustment coefficient α may be also other function. 5： Assign the data objects which are density reachable within adaptive densityreachable distance from O DensityMaxi to cluster C i ,and at the same time delete the clustered objects from original data set.
6： i←i+1
7：until The original data set is empty.
8：Assign the clusters which have fewer objects (such as less 5 or 10) into outlier or noise group.
The performances of the algorithm
In this section, the performances of the CADD algorithm are tested by comparing the CADD algorithm and other algorithms. The testing of the performances include comparing of the clustering results between the clusters of 9 different data point distributions, the comparing time and space complexities using different algorithms.
Arbitrary data point distributions
According to data point distributions in some certain real world applications, there are different shapes of original clusters which are well-separated clusters, centre-based clusters, contiguity-based clusters and density-based clusters, etc.
The following experiments will show that the CADD algorithm can handle arbitrary data point distributions, such as non-globular clusters of different shapes, different sizes and different densities, in some real world applications. Figure 2 shows the clustering results of non-globular clusters by using the CADD algorithm and using K-means algorithm, respectively. In Figure 2 (a) using the CADD algorithm, Cluster 1 is a globular cluster, Cluster 2 is a nonglobular cluster, and the outliers scatter around the two clusters. The CADD algorithm handles non-globular clusters very well and can recognize outliers. In Figure 2 (b) using K-means algorithm, because one of the clusters is non-globular shape, so it makes the globular cluster divided into two parts and the non-globular cluster also into two parts. K-means cannot handle non-globular clusters and cannot recognize outliers. This experiment clearly shows that the CADD algorithm in handling non-globular clusters is better than K-means algorithm. The two experiments show that the CADD algorithm has good property in handling both non-globular clusters and unequal density data distribution.
Time and space complexity
The two experiments of the time and space complexities are carried out so that the time and space complexity of the CADD algorithm can be compared with that of K-means algorithm. The curves of experimental results are shown in Figure 3 . Figure 3 shows the time and space complexities using the CADD algorithm and K-means algorithm. When the amount of data objects is less than 3000, the running time of the CADD algorithm is the same as that of K-means algorithm.
As the amount of data objects increases greatly, more than 3000, the running time of the CADD algorithm is much less than that of K-means algorithm. It is mainly because that as the amount of data objects increases, the iteration of K-means algorithm increases, and the running time increases. Because the CADD algorithm only necessary to search the density-reachable objects in data set one time for each cluster, its running time is lower than that of K-means algorithm. Through the previous experiment and comparing analysis, the performances of the CADD algorithm, which include the ability to handle the non-globular and unequal density of data distribution, the time and space efficiency, are better than that of K-means algorithm. Through the special design of the CADD algorithm, k value of the number of clusters and cluster centers are can be determined automatically. The CADD algorithm is insensitive to abnormal data and can be able to discover outliers. So we can conclude that the most performances of the CADD algorithm are good for some real world applications.
A real world application
The geophysical data are automatically measured and recorded by geophysical instruments. Generally, the amount of data is very large and relatively standard. It is suitable to be processed and be analyzed by data mining techniques. Using clustering algorithm of data mining, we can process some real word data which are measured in geophysical prospecting [8, 37, 27] , such as Electrical Method, Gravity Exploration, and Magnetic Exploration, etc. We can also process the real word data which are obtained in different geophysical prospecting measurements 13 comprehensively. For example, we can store the geophysical prospecting data in spatial database, and every data point in the spatial database has some attributes associated with geophysical parameters measured in field. This is a very new approach of the real word application in geophysical data interpretation.
The apparent resistivity curves of electrical sounding are stored in spatial database, which were measured in the whole province region, Ningxia province of China ( Figure 5(a) ). We try to test and analyze the clustering results of the electrical sounding data by using the CADD algorithm. By comparing the clustering results obtained by using different clustering algorithms, we can know that ①whether the CADD algorithm is effective and reasonable in the real word application of geophysical prospecting; ②whether the clustering results can describe the characteristic of underground electrical distribution of the real word application objectively and accurately.
Data preparation
In the measuring region, a whole province region [39, 38] , there are about 1100 electrical sounding points. At every sounding point, apparent resistivity is measured at 14 different AB/2={3, 4.5, 7, 12, 20, 30, 45, 70, 120, 200 , 300, 450, 700, 1000m}, and every sounding curve has 14 apparent resistivity values The purpose of clustering analysis is to divide electrical sounding curves into different types at different part of the measuring regions, and the types of sounding curves reflect the geo-electrical features of the region.
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The clustering results
Figure 4 (a) shows the clustering result distribution of the apparent resistivity curves of electrical sounding by using K-means algorithm. As can be seen, there are two main clusters in the clustering result. The blue area distributes widely and continuously, which is Cluster 1. The orange area distributes in small area and continuously partly, which is Cluster 2. There are two other clusters which include only less than 5 points, so they are shown in the same color as no-data sample points, and also there is no meaning in practice. It can be seen in Figure 4 (a) that the clustering result distributions by using K-means algorithm is simple and it cannot reflect the real distribution of the apparent resistivity curves of electrical method in the measured area. 
Conclusion and future works
In this paper, we have developed a new clustering algorithm for the real word application of geophysical prospecting. Firstly, the clustering analysis, one of the data mining techniques, has successfully been applied in geophysical data interpretation and the meaningful and useful results can be got by CADD algorithm. Secondly, the new algorithm was based on density and adaptive 18 density-reachable so that it could handle the data sets with arbitrary data point distributions. After it had been tested by using different data sets, the new algorithm could have many anticipative performances such as time and space complexity. Thirdly, the results for both test data sets and real data sets indicated that the new algorithm was effective and efficient and that it could eliminate the effect of abnormal data (noise or outliers), and suitable for large data sets and high-dimensional data sets.
Since the CADD algorithm is especially designed for the applications of geophysical prospecting, future research will have to consider the applications of different geophysical prospecting in many different ways. Also, we may try to extend it to other domains such as wireless sensor network or even some social data sets. At the same time, the performances of the CADD algorithm can be tested in many different domains and it can be improved further.
