Abstract Generalized linear mixed models (GLMMs) are used to model responses from exponential families with a combination of fixed and random effects. For variance components in GLMMs, we propose an approximate restricted likelihood ratio test that conducts testing on the working responses used in penalized quasi-likelihood estimation. This presents the hypothesis test in terms of normalized responses, allowing for application of existing testing methods for linear mixed models. Our test is flexible, computationally efficient, and outperforms several competitors. We illustrate the utility of the proposed method with an extensive simulation study and two data applications. An R package is provided.
such as subject-specific differences, and complex correlation structures. However, model estimation and inference becomes computationally more challenging with the presence of random effects. Thus, there is both scientific and computational interest in determining if random effects are truly necessary. In this paper, we consider testing random effects, or equivalently zero-value variance components, in GLMMs.
For example, consider the iconic salamander mating experiment from [14] . Researchers are interested in factors that affect mating behavior, and may model binary mating success using a GLMM with population-level fixed effects and subject-specific random factors. Determining the significance of individual differences is as simple as testing the random effects in this GLMM. Another application is testing unspecified smooth functions in semiparametric or functional data models, such as in [29] and [6] . Using the mixed effects representation of penalized splines to approximate smooth functions, a test of the functional form can be formulated in terms of random effects. Thus, there is need for accurate and flexible testing methods for random effects in GLMMs.
Testing variance components is difficult for GLMMs due to the lack of a closed-form likelihood for non-normal responses [16] . As a result, existing testing methods are closely tied to the availability of parameter estimation techniques. We briefly review several key estimation methods and related hypothesis tests. Penalized quasi-likelihood (PQL; [22] , [3] , [28] ) extends the quasi-likelihood approach for estimating GLMs [14] . When applied to GLMMs, PQL allows for efficient parameter estimation but can return inaccurate estimates when the quasi-likelihood approximation is poor, and is also asymptotically biased estimates when applied to Bernoulli and Binomial responses with small denominators [4] , [2] . A number of bias corrections have been proposed, but generally lack software implementations [4] , [12] . Because PQL maximizes quasi-likelihood rather than likelihood, it cannot be used with standard likelihood-based tests. Instead, [13] proposes score tests for variance components in GLMMs by directly testing the "normalized" working responses used for parameter estimation. This allows for calculation of the test statistic and its asymptotic null distribution. [29] extend these tests to generalized semiparametric additive models. However, these score tests have similar limitations to PQL, particularly for Bernoulli responses, for which the tests are conservative [13] . Additionally, there is no standard software implementation, making application of the test infeasible for many practitioners.
Besides PQL, methods that directly approximate the likelihood (Laplace approximation [21] ; Gauss-Hermite quadrature [20] ; Monte Carlo-based sampling [15] , [10] ), have been developed to allow for testing using standard methods. While these estimation methods are generally more accurate than PQL, they are also slower, less flexible, and cannot be applied to all models. When the likelihood can be directly approximated, [17] compare likelihood ratio, score, and Wald tests for testing variance components, ultimately recommending likelihood ratio tests (LRTs) for their ease of implementation. However, because the null parameter value lies on the boundary of the parameter space, these tests rely on the nonstandard asymptotic null distribution [24] , a mixture of chi-square distributions. The asymptotic LRT is known to be conservative when applied to normal responses when (a) the sample size is small to moderate or (b) the assumption that responses can be divided into independent and identically distributed (iid) subvectors is violated [19] , [6] . [30] show that the LRT is conservative for testing binary responses, and we will show via simulation study that it is similarly conservative for Poisson and Binomial responses. While [6] derive the finite sample null distribution for LMMs (normal responses) and show that it improves performance [7] , [23] , it remains unclear how to extend these results to generalized responses. Wald tests are also available and commonly used for testing fixed effects in GLMMs, but are highly conservative when applied to variance components and are strongly discouraged [26] . In summary, while asymptotic methods are available for testing variance components in GLMMs, these methods tend to be inaccurate and may be inapplicable for many scenarios.
To address these limitations, we propose an approximate restricted likelihood ratio test applied to the "normalized" PQL working responses to test variance components in GLMMs. We calculate the test statistic from an approximate working LMM and compare it to the finite-sample null distribution from [6] . This approach improves on the score tests developed by [13] and [29] , and a user-friendly R implementation is provided.
The remainder of this paper is organized as follows. Section 2 presents the model and testing framework, and Section 3 describes the proposed methodology. Section 4 describes the software implementation. Section 5 presents a simulation study with comparison to three competing methods. Section 6 describes two data applications and Section 7 summarizes the paper.
Statistical Framework
Let Y be a vector of outcomes from an exponential family distribution with a known link function g(x) and linear predictor η, and assume that it follows the generalized linear mixed model (GLMM)
where X is the design matrix for the fixed effects, β, and Z s is the design matrix for the s th random effects vector u s . We assume that each q s -length random effects vector, u s has a shared variance component, σ 2 s , and a known positive semi-definite matrix, D s , and are independent between s. Thus, the individual outcomes of Y are independent conditional on the random effects.
We are interested in testing for the presence of a single random effect vector, u S , or equivalently
Examples
To illustrate the importance of the testing problem in (2), we describe three general cases. For simplicity, we only consider examples with one random effect, but variants or combinations of these basic structures are common in application (see [16] , and [26] , and [31] for examples).
Example 1: Consider the i th subject's j th observation, Y ij , modeled with a generalized mixed effects model and linear predictor η ij of the form
where x ij is a vector of covariates for fixed effects β and u i ∼ N (0, σ 2 ) are independent and identically distributed (iid) subject-specific random effects. In matrix form, u = (u 1 , . . . , u n )
T is the vector of unique random subject intercepts with covariance σ 2 I, where I is an identity matrix and Z is the design matrix, which for the i th column, has value 1 for observations from the i th subject and 0 otherwise. This model has been applied to the salamander mating study from [14] , where Y ij is the binary outcome for mating success between the i th female and j th male salamander, x ij are population-level characteristics, and u i is the random effect for the i th female. For now, ignore the impact of individual male behavior. Modeling the probability of mating success using the above linear predictor accounts for individual behavior of the i th female through the random effect, u i . Determining if there is a significant difference in mating success between individual females is equivalent to testing if σ 2 = 0. Example 2: Consider the i th group's j th observation, modeled with the generalized ANOVA-type model
where x ij is a vector of covariates for fixed effects β and u i ∼ N (0, σ 2 ) are iid random group effects for a fixed number of groups, n. Note that in the previous example, the number of random effects, n, could increase with additional sampling. In matrix form, u = (u 1 , . . . , u n )
T is the vector of unique group intercepts with covariance σ 2 I and design matrix Z, which, for the i th column, has value 1 for observations from the i th group and 0 otherwise.
This model has been used to study benthic species richness in the Netherlands (described in [31] ), where Y ij is the Poisson-distributed species richness at the j th coastal station in one of i = 1, . . . , 9 intertidal areas ("beaches"), and x ij measures the amount of available food at that station. To determine if there are differences in species richness amongst these nine beaches, represented by the random beach effect, u i , we can test if σ 2 = 0. In this scenario, sampling additional stations does not increase the number of beaches (random effects).
Example 3: Consider the nonparametric regression model from [6] , where Y ij is the generalized response as previously described, and η ij is assumed to vary smoothly with covariate t ij such that η ij = f (t ij ) for an unknown smooth function f (t). Our goal is to test if f (t) has a specific polynomial form, such as linear or quadratic. Equation (1) arises as a choice of modeling the unknown f (t) as a combination of known basis functions with penalized coefficients. Specifically, we take the approach of [23] to model f (t) using penalized spline bases with the mixed model
where β contains coefficients for polynomial basis functions and u contains coefficients for non-polynomial basis functions. Thus, testing the form of f (t) is equivalent to testing if the coefficients of the non-polynomial basis functions have zero variance. In this scenario, the number of random effects (dimension of u) depends only on the number of basis functions, and not directly on n or m.
This model is used by [29] in a longitudinal study of childhood respiratory infections, where Y ij is a binary outcome for presence of infection for the i th child at their j th visit, t ij is the child's age, and f (t) is a smooth function for the effect of age on risk for infection. The data suggests a strongly nonlinear effect of age. We can test this observation using the described mixed model framework and testing if σ 2 = 0 for the nonlinear coefficients, u.
Likelihood of GLMMs
Standard methods for likelihood-based estimation and hypothesis testing are difficult to directly apply due to the lack of a closed-form GLMM likelihood. Specifically, let u = (u 1 , . . . , u S ) T be the S s q s -dimensional vector of all random effects in equation (1), and denote by f U (u) its probability density function (pdf). If f Y |u is the conditional pdf of Y corresponding to the exponential family model assumed for Y , then the likelihood for equation (1) can be expressed as
which involves a S s=1 q s -dimensional integral over the random effects. Numerical calculation is generally impractical, and the likelihood lacks a closed-form expression unless Y |u follows a normal distribution.
Methods such as Laplace approximation [21] and Gauss-Hermite quadrature [20] can be used to approximate the likelihood, allowing for the use of standard testing methods. However, these estimation methods can be slow and inflexible, and their standard R implementation via the glmer function in the lme4 package [1] cannot be used for the nonparametric regression example described in Section 2.1. MCMC based methods are also popular due to their flexibility and have several R implementations (MCMCglmm [8] , glmm [11] ). These methods are generally slow and difficult to generalize, and will not be considered in this paper. We will focus on penalized quasi-likelihood (PQL, [22] , [3] , [28] ) estimation because of its flexibility, computational efficiency, and convenient implementation in the glmmPQL function [27] . However, PQL does not estimate the likelihood directly and cannot be used with standard hypotheses tests. In the following section, we propose a testing method that circumvents this limitation by conducting testing directly on the "normalized" PQL working responses.
Methodology

Overview
To test variance components in GLMMs, we propose an approximate restricted likelihood ratio test (RLRT) using the "normalized" responses from PQL estimation. Briefly, the PQL algorithm iterates between (a) calculation of a "normalized" working responses using parameter estimates to transform the generalized responses and (b) updating parameter estimates using a working LMM for the "normalized" responses (see [22] , [3] , and [28] for details). Our proposed test extends this approach by conducting testing on the PQL working responses at convergence, and consists of three steps: (a) transform the generalized responses to follow a normal distribution, (b) estimate the induced working LMM, and (c) use a RLRT to test the null hypothesis in equation (2).
Proposed Test
Following the PQL method for GLMM parameter estimation, consider the vector of standardized working responses
where, at convergence, η * is the linear predictor from equation (1) 
, and the Jacobian of the transformation is the slope. The "normalized" working responses can then be modeled with the working LMM
where X and Z s are X and Z s in equation (1) right-multiplied by W * 1 2 , respectively, β and u s are as defined in equation (1), and ∼ N (0, σ 2 e I), where I is the identity matrix.
As a result, inference for the variance component σ 2 S in equation (4) is approximately equivalent to inference on σ 2 S in the original GLMM in equation (1) . Since variance component estimates using restricted likelihood are generally better than those estimated using maximum likelihood [19] and lead to better hypothesis testing performance [23] , we focus on restricted likelihood ratio tests. For testing the null hypothesis in (2), we propose an approximate restricted likelihood ratio test (aRLRT ) for the original generalized responses, Y , that is equivalent to a RLRT for the "normalized" responses (aRLRT Y = RLRT Y ), of the form
where REL(θ) denotes the restricted log-likelihood of the working LMM for Y and θ = (β, σ
is a projection matrix, N is the total sample size, and p is the dimension of β. We compare this statistic to the finite-sample null distribution derived in [6] . Using a finite-sample distribution improves performance over the asymptotic null distribution from [24] and [25] by relaxing the assumptions that (a) responses can be divided into iid subvectors and (b) the number of subvectors tends to ∞. Notably, the former assumption is violated for the ANOVA and nonparametric regression models discussed in Section 2.1. However, this finite-sample result cannot be easily applied to the GLMM in equation (1) due to the difficulty of deriving and calculating the marginal model for generalized responses.
Implementation
To calculate the working responses Y in equation (3), we use PQL to estimate η * , µ * , and W * at convergence under the alternative hypothesis with the glmmPQL function in R package MASS [27] . Initial estimates can be obtained by setting the random effects to zero and estimating the fixed effects from the resulting generalized linear model. We make minor modifications to the glmmPQL function to use restricted maximum likelihood estimation and produce necessary output to standardize Y . While we use PQL for estimation due to its fast computational speed and convenient interface, any method that estimates fixed and random effects can be used. The Supplementary Materials includes testing results using estimates from Laplace approximation via the glmer function in package lme4 [1] . Equation (4) is then estimated under the null and alternative hypotheses using the lme function in package nlme [18] to calculate the test statistic. The finitesample null distribution is available in the exactRLRT function in package RLRsim [23] , and we compare the test statistic to 10,000 values from the finite sample distribution. An R package glmmVCtest implementing our method is available online [5] .
Simulation Study
We conduct a simulation study to evaluate the performance of the proposed aRLRT method compared with three competing methods, described in Section 5.2. Generate outcomes Y ij for i = 1, . . . , n and j = 1, . . . , m i as
where g(x) is the canonical link function and η ij is the linear predictor, to be described in Section 5.1. We consider a factorial combination of four factors: (a) distribution of Y ij [Normal, Bernoulli, Poisson, and Binomial (denominator = 4)]; (b) number of subjects or groups, n; (c) number of observations per subject or group, m i ; and (d) generating model. Details for the last three factors are given in Section 5.1. For each setting, we generate 5000 datasets for type I error rate and 1000 datasets for power.
Generating Models
M1. Random coefficient model -intercept
Consider a random coefficients model for the i th group or subject's j th observation, with fixed intercept β 0 , fixed slope β 1 , and random intercept u 0,i
Our goal is to test if the random intercept is present, or H 0 : σ 
M3. Linearity for nonparametric regression
Consider the nonparametric regression model η ij = f (t ij ) for an unknown smooth function, f (t), evaluated at covariate t ij for the i th subject's j th observation. We are interested in testing if f (t) is a linear function, such that f (t) = a+bt for some a and b, against a nonlinear alternative, that is, H 0 : f (t) linear versus H A : f (t) nonlinear. To do so, we can use a penalized spline basis to re-frame this test in terms of variance components in a GLMM. Following [23] , let B k be B-splines with basis coefficients δ k and second-order order penalty matrix P such that
T are fixed coefficients corresponding to linear basis functions, x ij , and u ∼ N (0, σ For the simulation study, we follow [29] and let f (t) = 0.5−t+(0.25δ)te 2−2t for t ∼ U nif orm[0, 2], where δ > 0 is a scalar coefficient controlling deviation from the null hypothesis. We consider n = 20, 100 subjects and m i = m = 5, 10, 30 observations per subject and use K = 30 cubic B-splines for the approximation.
M4. Linearity for nonparametric regression | random intercept
Consider the nonparametric regression model η ij = f (t ij ) + u 0,i for unknown smooth function, f (t), and random intercept u 0,i iid ∼ N (0, σ 2 0 ). We are again interested in testing if f (t) is a linear function against a nonparametric alternative, that is H 0 : f (t) linear versus H A : f (t) nonlinear, and can approximate f (t) using the GLMM
where the terms are as defined for model M3. Thus, testing if f (t) is a linear function is equivalent to testing H 0 : σ 
Competing Methods
We consider three additional likelihood-based methods for the hypothesis test in equation (2) . The first two methods use the same procedure of conducting testing on the "normalized" working responses and LMM in equation (4) . The third method conducts testing directly on the generalized responses and GLMM. While Wald tests are also available and frequently used to test fixed effects in GLMMs, their use is strongly discouraged for testing variance components [26] and are not considered in this paper.
Asymptotic-Approximate Restricted Likelihood Ratio Test (as-aRLRT)
We consider an asymptotic variant of the proposed aRLRT method by comparing the statistic in (5) to the asymptotic null distribution from [24] . When responses can be divided into iid subvectors tending to infinity, the test statistic for a single variance component follows a mixture of chi-square distributions, specifically 0.5χ is a point mass at value zero. This assumption is violated for the ANOVA-type variants of models M1 and M2 when the number of groups is fixed, and the nonparametric regression models M3 and M4. We refer to this method as as-aRLRT.
Approximate Score Test (aScore)
[13] develop asymptotic score tests for global and individual variance components, and [29] extend their methods to testing smooth functions in semiparametric additive models. Their method conducts testing on the working responses and LMM as described in Section 3, but instead of the likelihood ratio statistic, uses a score-based statistic with an asymptotic null distribution. We consider the bias-corrected Score test described in [29] , referred to as the aScore test, using 10,000 samples from the asymptotic weighted chi-squared distribution.
Asymptotic Likelihood Ratio Test (asLRT)
[17] recommends the likelihood ratio test (LRT) with the asymptotic null distribution from [24] for testing variance components in GLMMs. Unlike the previously described methods, this test is applied directly to the GLMM in equation (1) . We use the glmer function in R package lme4 [1] for estimation, which uses higher-order Laplace approximation to calculate the GLMM likelihood. However, this function cannot be used for the nonparametric regression models M3 or M4 due to the lack of a grouping variable. Additionally, as mentioned for the as-aRLRT method, the assumptions for the asymptotic null distribution are violated for the ANOVA-type variants of M1 and M2 when the number of groups is fixed. We refer to this method as asLRT. For Normal responses where the likelihood can be directly calculated, this method is equivalent to the as-aRLRT method using maximum likelihood instead of restricted maximum likelihood.
Results
For conciseness, only type I error results for Normal, Bernoulli, and Poisson responses and power results for Bernoulli responses are shown in the main text; all others are included in the Electronic Supplementary Materials.
Type I error
To compare performance between methods, we first consider the type I error rates for testing Normal responses (Table 1) where the "normalizing" approximation is not required. The aRLRT method maintains error rates close to the nominal level for α = 0.05 for all settings. The aScore method is slightly conservative for model the linear mixed effects type-model M2, but otherwise maintains error rates close to α = 0.05. For normal responses, the as-aRLRT and asLRT methods are equivalent except for the use of restricted maximum likelihood versus maximum likelihood, respectively. The as-aRLRT method has type I error rates closer to α = 0.05, but both methods are typically conservative. Testing Binomial responses ( For Bernoulli responses, PQL is known to produce parameter estimates that become more biased as magnitude of the variance components increases [4] . As a result, the aRLRT and aScore methods maintain type I error rates for models without nuisance random effects (M1 and M3), but are somewhat inflated or conservative, respectively, for models M2 and M4 (Table 2 ). In particular, the aRLRT method is inflated and the aScore method is highly conservative for the linear mixed effects-type model M2 when m is small, but improves with sample size. The as-aRLRT method is conservative for all models that violate assumptions for the asymptotic null distribution (ANOVA- type M1 and M2, nonparametric regression M3 and M4). The asLRT method is conservative for all models and sample sizes. In comparison, type I error rates for all methods are closer to the α = 0.05 level for testing Poisson responses, with the exception of models M2 (linear mixed effects type) and M4 (Table 3) . For these models, error rates improve as m increases. Additionally, PQL estimates are known to be poor when the mean (Poisson parameter) is small [2] . This is reflected by the improvement in error rates for testing model M2 when the mean (β 0 ) increases from 0 to 2. Again, the as-aRLRT method is conservative when assumption for the asymptotic null Table 2 Empirical type I error rates for testing Bernoulli (binary) responses at the nominal α = 0.05 level based on 5000 datasets, by generating model. The bolded term indicates the random effect or smooth function being tested. Legend: n: number of subjects or groups, m: number of observations per subject or group.
Model: i = 1, . . . , n, j = 1, . . . , m n m aRLRT as-aRLRT aScore asLRT distribution are violated (ANOVA-type M1 and M2, nonparametric regression M3 and M4), and the asLRT method is conservative for all models and sample sizes.
Power
While we only show results for Bernoulli responses (Figure 1 ) in the main text, we observe similar performance patterns for Normal, Binomial, and Poisson responses ( Figures 1, 2, 3 in Supplementary Materials). For all methods, power is higher when testing models without nuisance random effects (models M1 and M3) and increases with sample size (both n and m). The aRLRT method has similar or higher power than all other methods. The aScore test has comparable power to the aRLRT method for testing most models, but can have 5-20% lower power for the random coefficients model M2. The as-aRLRT and asLRT methods have consistently lower power. For models M3 and M4 when the sample size is small, power may not converge to 100% as deviation from the null hypothesis increases. For example, power peaks at 95% when testing model M3 with n = 100 subjects and m = 5 observations per subject. In these scenarios, the probability of Bernoulli events converges to 0% and/or 100%, making logistic regression and hypothesis testing unsuitable for the data. This issue occurs only when testing Bernoulli responses, and power is higher for all methods when applied to Normal, Binomial, or Poisson responses (Supplementary Materials).
Summary
Existing likelihood-based methods for testing variance components in GLMMs may have conservative type I error rates and low power for typical models. Conducting testing on the "normalized" responses from PQL estimation allows for use of finite-sample null distributions to improve testing performance, particularly for small sample sizes. This approach outperforms existing methods applied directly to generalized responses. However, there were two scenarios where PQL estimation is known to be unreliable that impacts hypothesis testing performance. First, Bernoulli models with nuisance random effects may have biased estimates that lead to somewhat inflated type I error rates (6-8% instead of 5%). A related issue may occur for small sample sizes when the probability of Bernoulli events converges to 0% or 100%, so power does not reach 100%. Second, estimates for Poisson models with a combination of (a) nuisance random effects, (b) small means (high proportion of zero-values), and (c) small sample size can be unreliable, leading to inflated type I error rates (6-11%). Caution should be used for testing in these scenarios regardless of method used. Overall, the proposed aRLRT method is fast, flexible, and has good performance for the range of models, distributions, and sample sizes considered in this study.
Applications
Salamander Mating Behavior
We return to the salamander mating study described in Sections 1 and 2.1, available in the glmm package [11] . Briefly, 60 female and 60 male salamanders from Rough Butt (R) and White Side (W) populations were paired to determine if mating was more likely to occur between individuals from the same population. Individuals were paired for a total of 90 trials for each of the R/W and female/male combinations, for a total of 360 binary mating outcomes (see [14] for study details). We consider the GLMM from [9] and [10] for Y ij , the binary mating outcome between the i th female and j th male salamander
where g(x) is the logit function, x ij is a vector of indicators for the popula-
) is the random subject-specific female effect, and u 2,j iid ∼ N (0, σ 2 2 ) is the random subjectspecific male effect. We consider testing the significance of a male effect in the presence of a female effect, or H 0 : σ 
Benthic Species Richness in the Netherlands
We return to the species richness study described in Section 2.1 from [31] . Let Y ij be the species richness (assumed to follow a Poisson distribution) at the j th location in the i = 1, . . . , 9 beach. Our goal is to determine if there are significant differences in species richness across the nine beaches. Consider the GLMM
where g(x) is the log function, β 0 is a fixed intercept, x ij is the Normal Amsterdams Peil (NAP), a measure of available food with slope β 1 , and u i iid ∼ N (0, σ 2 ) is the random beach effect for the i th beach. To test for a significant difference in richness across beaches, we test H 0 : σ 2 = 0 versus H A : σ 2 > 0.
The parameter estimates for equation (7) using PQL are β 0 = 1.684, β 1 = −0.504, and σ 2 1 = 0.492. The aRLRT and as-aRLRT methods estimate a test statistic of 16.654, the aScore test estimates a statistic of 1015.228, and the asLRT method estimates a statistic of 40.396, all corresponding to p < 0.001. All four methods indicate that species richness differs significantly across the nine beaches.
Concluding Remarks
In this paper, we propose an approximate restricted likelihood ratio test for variance components in generalized linear mixed models and develop an R package [5] for easy implementation. Our method extends the PQL framework to conduct testing on a "normalized" working response and linear mixed model. This allows for testing using restricted likelihood and a finite-sample null distribution with existing results and software. We find that the proposed aRLRT method is computationally efficient and has better performance than three competitor methods for testing Normal, Bernoulli, Poisson, and Binomial responses for a range of common models and settings. In particular, all approximate methods applied to "normalized" responses outperformed asymptotic methods applied directly to the generalized responses. However, the method can have inflated type I error rates in two scenarios when PQL estimation is known to be poor: (a) models for Bernoulli responses with nuisance random effects and (b) Poisson data with a small mean and sample size.
Supplementary Materials
The Electronic Supplementary Materials referenced in Sections 4 and 5 are available online with this article and contain additional simulation results for testing Normal, Binomial, and Poisson responses. It also includes alternative results using Laplace approximation to estimate Y . An glmmVCtest package implementing all methods is available online [5] .
