1. The differential complex under study.
Statement of the theorem
Let M n+1 be a manifold of class C ω , and let a real-analytic vector subbundle T of the complex(ified) cotangent bundle CT * M be given, which is spanned, locally, by the differential of a single analytic function. The orthogonal V of T for the duality between tangent and cotangent vectors is a vector subbundle of CT M of rank n = dim M−1, which satisfies the Frobenius condition [V, V] ⊂ V. Conversely, given any real-analytic vector subbundle V of CT M whose fibre dimension (i.e., rank) is equal to n and which is such that [V, V] ⊂ V, its orthogonal T is locally generated by a single closed one-form of class C ω . A differential complex on M is naturally associated to a structure of this type. We quickly recall the coordinate free definition of this complex. Let Λ p (CT * M) denote the pth exterior power of CT * M, and let Λ 1,q denote the vector subbundle of Λ q+1 (CT * M) spanned by exterior products of ω 0 ∧ω 1 ∧· · ·∧ω q (0 ≤ q ≤ n) with ω 0 a smooth section of T and ω 1 , . . . , ω q smooth one-forms in M. We have dω 0 In well-chosen local coordinates one can get concrete and convenient representations of these differential complexes. In a suitably small open neighborhood Ω of an arbitrary point O of M we can select a C ω function Z whose differential dZ spans T | Ω , and real-analytic coordinates x, t 1 , . . . , t n vanishing at O and such that Z| t=0 = x. Possibly after contracting Ω about O, we change our choice of the coordinate x to x = Re Z. These coordinates identify Ω to an open subset of R 
form a basis of V| Ω . This will be our framework throughout the remainder of the article. The point O becomes the origin of R n+1 . If z 0 ∈ C and if S is a subset of Ω, then we shall refer to the pre-image F (z 0 , S) = {(x, t) ∈ S; Z(x, t) = z 0 } as a fibre of Z in S. Of course, F (z 0 , S) = ∅ if z 0 / ∈ Z(S). The germs of sets at O represented by the fibres of Z in neighborhoods of O are invariants of the locally integrable structure defined by T and V (Baouendi-Treves [1] ; also Treves [20, Corollary II.3 
.1]).
It is also convenient to introduce the vector field L 0 defined by 
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As for the elements of C ∞ (U ; Λ 1,q ) they are the differential forms f ∧ dZ with f as in (1.6). Of course, f → f ∧ dZ is an isomorphism of C ∞ (U ; Λ 0,q ) onto C ∞ (U ; Λ 1,q ). The vector fields L j define an operator L acting on forms (1.6):
According to (1.4) we may write (1.8) with the vector field L 0 acting coefficientwise on f . We obtain a differential complex Now denote by H * (. . . ) the reduced singular homology with complex coefficients. Outside of the trivial case Φ ≡ 0 the codimension of a generic fibre F (z 0 , U) is equal to two, i.e., dim F(z 0 , U) = n − 1 [of course, the dimension of a nongeneric fibre F (z 0 , U) can be equal to any number between 0 and n, as when Φ = t 
The vanishing of the map H q (F (z 0 , V )) → H q (F (z 0 , U)) has the following meaning: when q = 0 :
[When q = n − 1, the presence of the larger neighborhood U is irrelevant.]
It should be pointed out that the validity of Property ( ) q for regular fibres F(z 0 , U) [i.e., z 0 is a noncritical value of Z or, equivalently, y 0 is not a critical value of t → Φ(x 0 , t)] implies its validity for all fibres. The proofs of all the results stated below make use only of the validity of ( ) q for regular fibres F (z 0 , U).
Under the hypotheses of the present work, i.e., Z ∈ C ω , Treves [19] conjectured, and proved in the case q = 1, the following In other words, the following entailments are true:
Actually, in the case q = 1 a slightly weaker version of Theorem 1.1 was proved in [19] : to establish Property (1.12) 1 the validity of (1.13) 0 was needed not only at O but at every point in a full neighborhood of O.
In full generality, i.e., under the sole hypothesis Z ∈ C ∞ (Ω), Cordaro and Treves [5] established that (1.12 ) q ⇒ (1.13) q−1 for all q = 1, . . . , n.
In the present paper we limit our attention to the entailment (1.13) q−1 ⇒ (1.12) q . For q = 1 it was proved by Mendoza and Treves in [14] in full generality, i.e., under the hypothesis Z ∈ C ∞ . For q = n and Z ∈ C ω the same result was proved by Cordaro and Hounie [4] .
Concerning this background two more remarks are in order:
1. When n = 1 Property (1.13) 1 coincides with the solvability condition (P) ( [15] ), as it should, since (P) ⇔ (1.12) 1 ⇔ (1.12 ) 1 when n = 1. [That (P) ⇒ (1.12) 1 is a particular case of [10, Theorem 7.3] . A fully general proof of the fact that (1.12 ) 1 ⇒ (P) was first given by Hörmander [11] and follows from an argument of R. Moyer. For a locally integrable vector field L both proofs can be simplified, as shown in Sections VIII.8, VIII.9, VIII.10 of [20] .] If n = 1, one is dealing with a single vector field with smooth coefficients,
is equal to Φ t ξ on any null bicharacteristic of the imaginary part. Condition (P) states that, for each fixed x, the function t → Φ t (x, t) does not change sign, which is the same as saying that the level sets of its primitive, t → Φ(x, t), are connected.
The work [6]
formulates a hyperfunction version of Property (1.12) q , and proves that it implies (1.13) q−1 , when Z ∈ C ∞ (generalizing the obvious hyperfunction version when the coefficients of the vector fields L j are analytic). The converse entailment is established in [7] . In other words, the hyperfunction version of Theorem 1.1 has been proved. What we still don't know is whether (1.13) q−1 ⇒ (1.12) q [or even (1.13) q−1 ⇒ (1.12 ) q ] when q ≥ 2 and Z is smooth but not analytic.
The present work is devoted to the proof that (1.13) q−1 ⇒ (1.12) q for 1 ≤ q ≤ n and Z ∈ C ω , thus completing the proof of Theorem 1.1 when Z ∈ C ω . The proof will rely on the following consequence of the Approximate Poincaré Lemma [20, Corollaries II.6. 4 
(1.14) q Property (1.14) q will allow us to apply De Rham's theorem and assert that the pullback to any 
We pull back to I × S n the integrable structure on Ω defined by the function Z.
acting on the coefficients of differential forms. We get the differential complexes (for j = 0, 1):
. By (1.14) q we have γ π * f = π(γ) f = 0 and De Rham's theorem leads to the following conclusion: 
Y is said to vanish to infinite order on E if every one of its coefficients does. Theorem 1.1 will be a consequence of the following two lemmas: 
Given any set of p − 1 integers i α , 1 ≤ i 1 < · · · < i p−1 < n, we derive from (2.6):
which shows that the coefficients of F 2 and their derivatives can be estimated uniformly in terms of the corresponding quantities for 
Next we show how Theorem 1.1 follows from the preceding lemmas. We deal with a form f ∈ C ∞ (I × S n ; Λ q ) which satisfies the hypotheses of Lemma 2.1 (for p = q). It is convenient to introduce the differential form
Let w and F 1 be as in (2.5) 
Taking into account the fact that g vanishes to infinite order on every singular fibre of Z π we conclude that the pullback of g to any smooth submanifold of any fibre of Z π contained in U π is closed. It is at this juncture that we avail ourselves of Hypothesis (1.13) q−1 . We use the map π to project the open "Northern" hemisphere S n ⊂ U and that, given any z 0 ∈ C such that F (z 0 , I × r B n ) = ∅, the following is true: if
Case q = 1. Here it suffices to note that the function π * g must be constant on each fibre 
Case q ≥ 2. Call G the pullback of π * g to I × S n under the map π : (x, t 1 , . . . , t n , t n+1 ) → (x, r t 1 , . . . , r t n ); G satisfies the same hypotheses as F in Lemma 2.2, for p = q − 1 and with I substituted for I. Returning to the original product I × S n we conclude that there are an open neighborhood
Proof of Lemma 2.1
We begin with a few remarks aimed at simplifying the situation and at laying the ground for the formal proofs.
There are two cases in which the Poincaré Lemma is known to hold at every point of Ω and in each degree q = 1, . . . , n: the "essentially real case" Φ ≡ 0, in which V is spanned by ∂/∂t 1 , . . . , ∂/∂t n ; and the "elliptic case", in which d t Φ never vanishes and Φ can be chosen as one of the local coordinates. If x, y = Φ, t 1 , . . . , t n−1 form a complete coordinate system in a neighborhood of the origin, then Z = x + ιy, and V is spanned over U by the vector fields ∂/∂z, ∂/∂t 1 , . . . , ∂/∂t n−1 ([20, end of Section VI.7]). We shall assume that none of these two extreme cases obtains: the singular set of the function Z, {(x, t) ∈ Ω; d t Φ(x, t) = 0}, will be a proper analytic subset of Ω which contains the origin.
By a singular fibre of Z π we mean a fibre F π (z 0 ) that intersects the singular set of Z π ; then z 0 is a critical value of Z π . Off the equator, i.e., when t n+1 = 0, the projection π is a bijection of the singular set of Z π onto that of Z in I × B n . But Φ π will have singular points on the equator (where t
The range of
The critical values of Z π form a subanalytic subset S π of the range of Z π . For fixed x ∈ I the analytic subvariety of S n defined by the equation d t Φ π (x, t) = 0 has finitely many connected components, on each one of which Φ π (x, t) = const. Thus the intersection of S π with any vertical line x = const. is a finite set, which means that S π is a finite union of analytic curves j = {x + ιy; x ∈ I j , y = ψ j (x)} (j = 1, . . . , r; I j : open subinterval of I) and of single points ζ k (k = 1, . . . , s). The curves j are pairwise disjoint; the points ζ k are either isolated or lie on the boundaries of one or more curves j . In passing, note that, except in the trivial case Φ ≡ 0, which we shall not consider, the points x ∈ I such that d t Φ(x, t) ≡ 0 for all t are isolated. We select the rectangle R = {x + ιy; |x| < a, |y| < b} (Lemma 2.1) so small that: (i) if |x| < a and if d t Φ(x, t) ≡ 0 for all t, then x = 0; (ii) the only point ζ k lying in R is the origin and the only curves j intersecting R are those passing through the origin. By a good choice of a and b we can ensure that the curves j only meet the boundary of R on its vertical sides, y = ±b. It is also convenient to replace each curve j which is analytic at 0 by its left and right halves. Thus we can subdivide the family of curves j that intersect R into two subfamilies: those curves, called + j from now on, defined by 0 < x < a, y = ψ + j (x), j = 1, . . . , r + ; and those, called
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The preimage under the map Z π of S π ∩ R is a subanalytic set A. We shall call A + (resp., A − ) the part of A on which x > 0 (resp., [17] will enable us to complete the proof of Lemma 2.1. We describe now how we shall apply that result. We regard A as a fibre bundle over (−a, a) whose fibre at x is the union A x of the fibres F π (x+ιy), x+ιy ∈ S π ∩R. Sussman's theorem states that there is a stratification of A and one of (−a, a) such that the fibre bundle A can be subanalytically trivialized over any stratum of (−a, a). The meaning of the latter is as follows. The base projection (x, t) → x maps an arbitrary stratum Σ of A onto one, S Σ , of (−a, a); there are an analytic submanifold M 0 of S n and a subanalytic isomorphism τ Σ :
The map τ Σ is an analytic diffeomorphism; moreover, both τ Σ and its inverse are subanalytic in (−a, a) × S n : as we approach the boundary points of S Σ × M 0 they behave "subanalytically". In particular, their derivatives cannot "blow up" faster than some negative power of the distance to the boundary.
Any stratification of an interval consists of finitely many points and of finitely many open intervals. After decreasing a > 0 we may, and shall, assume that the only strata of (−a, a) are (0, a), {0} and (−a, 0).
We now proceed with the formal proofs; throughout the sequel p will be an integer, 1 ≤ p ≤ n.
Our first concern will be with the fibre of
Possibly after rescaling we may write 1 + ιΦ 1 
is another form with the same properties, the following can be said. When p ≥ 2, there is v ∈ C ∞ (I × rB n ; Λ 0,p−2 ) such that u −ũ − Lv vanishes to infinite order at x = 0 and v| x=0 ≡ 0. When p = 1, the Taylor expansion of u −ũ with respect to x, about x = 0, is equal to a formal power series
Note that Lf k+1 = Lf k vanishes to infinite order at x = 0. We can therefore repeat the preceding argument. Starting with f 0 = f and v 0 = ω this procedure produces a sequence of forms
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χ(τ ) = 0 if |τ | > 2, and numbers ν → +0 such that the series
It is checked at once that Lu − f vanishes to infinite order at x = 0; and of course u| x=0 = ω. Now letũ ∈ C ∞ (I × rB n ; Λ 0,p−1 ) have the same properties as u. If p ≥ 2 we may apply the result just proved to w = u −ũ since w| x=0 = 0 and Lw vanishes to infinite order at x = 0.
Lastly, assume p = 1. Write the Taylor expansion of w with respect to x about zero as 
We now focus on the case F π (0) = {0} × S n . We are going to use a subanalytic stratification of F π (0) [for instance the natural one, defined by the vanishing of the partial derivatives of the function Φ π (·, 0)]. We shall avail ourselves of the basic property of any subanalytic stratification, namely that the closure of any stratum is a union of strata (see, e.g., [17, Theorem 9 
n . After relabeling we may assume that
is the regular part of K; K = Cl K 0 and one may think of K \ K 0 as the boundary of K 0 . We make use of the standard Riemannian metric on S n and of the associated norms on the tangent bundle T S n and on the exterior algebra ΛCT * S n ; and of a tubular neighborhood T of K 0 in S n which "tapers off" at the boundary K \ K 0 , as we now make precise. For each t 0 ∈ K 0 let σ t 0 denote the open geodesic κ-ball of radius δ(t 0 ) centered at t 0 , whose tangent space at t 0 is equal to the normal space
We require that the exponential map induce a diffeomorphism onto T of the neighborhood of the zero section in 
It is not precluded that K 0 be closed (i.e., compact), in which case, of course, {0} × K 0 is equal to a single stratum of F π (0) and the validity of (3.3) is obvious. We coordinatize T \ K 0 by "blowing up" the set T 1 ⊂ N K 0 at the zero section. Precisely, we introduce, as a "radial coordinate" in T \ K 0 , the geodesic distance ρ(t) = dist(t, t 0 ) between t 0 ∈ K 0 and t ∈ σ t 0 . We call θ the fibre variable in the normal sphere bundle SN K 0 and Θ the total variable in SN K 0 : Θ = (t 0 , θ). We shall make use of the manifold
The exterior algebra ΛCT * T gets the structure of a Hilbert vector bundle from the Riemannian structure of T ⊂ S n . We use it to define, for each q = 0, 1, . . . , n, a vector subbundle of Λ q CT * (T \ K 0 ):
we have the orthogonal sum decomposition
We may now introduce the differential operators
, and
. Using the isomorphism (3.5) we can transform these operators into operators acting on sections of E (q) over I × (T \ K 0 ) which we continue to call L ρ and L Θ , and decompose the differential operator
. Later we shall substitute x = x(Z π , t) in analytic functions and in formal power series expansions with respect to x, or to (x, ρ). Note, for later reference, that 
and has the following properties:
It follows from (A) that ρL ρ u, a priori defined for ρ = 0, extends as a C ∞ section of Λ 0,q−1 to the whole of I × S n , of course supported in I × Cl T by (C).
Proof. We exploit the property that any C ∞ function in the open subset T 1 of N K 0 , or for that matter any C ∞ section of a smooth vector bundle over T 1 , has a (formal) Taylor expansion at the zero section in powers of the Euclidean distance ρ. The Taylor coefficients are functions (resp., sections) defined in the sphere bundle SN K 0 . In our case, taking into account the presence of the variable x and making the change of indeterminate x → Z π (x, t), we are allowed to deal with the Taylor expansion of f with respect to (Z π , ρ) about (0, 0), 
At the left | · | is the Riemannian norm in the exterior algebra and P (t, ∂ t ) acts on the coefficients of ϕ ab in local charts of S n . Thanks to (3.6) we have
We select (cf. proof of Lemma 3.1) a function χ ∈ C ∞ (R), χ(τ ) = 1 if τ < 1, χ(τ ) = 0 if τ > 2, and positive numbers ν 0 (ν = 0, 1, 2, . . . ) such that
converges to a section u ∈ C ∞ (I × T ; Λ 0,q )-thanks to the fact that the products ρ b f ab (Θ) are smooth sections in T . As a matter of fact ρ b f ab (Θ) is a smooth section of E (q) for ρ > 0 (the region in which the bundle E (q) is defined), and thus the restriction of u to I ×(T \K 0 ) is a section of E (q) . Note also that if 0 is sufficiently small, then the supports of all the functions χ(x/ a )χ(ρ/ b δ(t 0 )) are contained in 
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405 First, let (L π 0 ) k (L ρ ) l act
on the series (3.8). There are positive constants
We require
which yields, for some constant
k P (t, ∂/∂t) act on each term of the series (3.8). We repeat the preceding argument. We can compensate for the negative powers of δ Thanks To Hypothesis (3.3) and to (3.7) applied to the coefficients f ab . We must now impose a condition of the kind (3.9) with constants that depend also on P . That the section u fulfills the requirements in Lemma 3.2 is easily checked.
The forthcoming argument will be predicated on the property that the pullback of every form (
The following lemma will be applied:
Lemma 3.3. Let K be as in Lemma 3.2. Let a form f ∈ C
∞ (I × S n ; Λ 0,p ) have the following properties: 
is exact, and (3.10) that f k is flat at K \ K 0 . By (3.3) there are countable triangulations of a neighborhood of (Cl T ) \ (K \ K 0 ) with a good control of the size of the
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simplices in terms of their distance to K \K 0 . We use the method of [18] to integrate the equation d t ω k = f k with estimates ensuring that ω k ∈ C ∞ (Cl T ; Λ p CT * S n ) and that ω k is flat at K \ K 0 . We can now extend ω k as a C ∞ (p − 1)-form to the whole sphere S n−1 . To do this we introduce a finite covering of Cl T by open sets in which the boundary ∂T can be desingularized and Λ p−1 T * S n admits smooth bases. We extend across ∂T each coefficient of ω k in one of these bases. Away from K \ K 0 our integration of the equation d t ω k = f k is carried out in simplices that cross the boundary ∂T and thus yields an automatic extension. At points of K \ K 0 the coefficients are flat and desingularization transforms the geometry into that of corners.
We identify the extension of ω k to a differential form k on I × S n via the pullback (x, t) → t and we define
where the variable ρ and the cutoff function χ have the same meaning as in the proof of Lemma 3.2, and the selection of the numbers k (> k+1 → +0) is similar to their selection in that proof. Observe that
] if the numbers k are sufficiently small; and, as a consequence, the coefficients of
Lemma 3.3 reduces the situation to the one dealt with in the following Lemma 3.4. To each f ∈ C ∞ (I × S n ; Λ 0,p ) with Properties (3.10), (3.11) and
Proof. We use the same notation as in the proof of Lemma 3.2. The direct sum decomposition (3.4) allows us to write
). The following consequence of the smoothness of f is crucial for the rest of the argument: f 1 ≡ 0 when ρ = 0 and f 1 extends as a smooth (p − 1)-form to I × T . To prove this claim one can, by (3.5), identify f 1 to a section of Λ p−1 CT * SN K 0 which depends smoothly on ρ > 0, and then use local coordinates in the (spherical) fibres of SN K 0 . Furthermore, (3.10) implies that both f 0 and f 1 are flat on {0} × (K \ K 0 ). Here we are extending slightly the concept of flatness introduced in the proof of Lemma 3.2: now it also involves the variable x and (3.7) must be replaced by estimates of the kind Observe that
The forms F ab depend only on Θ = (t 0 , θ) ∈ SN K 0 , and only on t 0 when b = 0. We have
Strictly speaking, the formal series 
We also make use of the Taylor expansion of the coefficients of the vector field L ρ , which provides us with the formal vector field
The coefficients c ab depend solely on
or, equivalently,
Since F k0 ≡ 0 for each k ∈ Z + , necessarily F ab ≡ 0 for all a, b ∈ Z + . This proves that f − L π u vanishes to infinite order at x = ρ = 0.
We are now in a position to prove the following part of Lemma 2.1:
Proof. By Lemma 3.1 the claim is evidently true when 
Now suppose f vanishes to infinite order on any stratum of F π (0) whose codimension is > κ ≥ 1. By the preceding argument we know this to be the case if κ is equal to the maximum of the codimension of the noncompact strata (in which case κ < n). Now let K 1 , . . . , K sκ be the connected components of the set
lκ . [We are changing the notation a bit: above, these connected components would have been called {0} × K i but this precision is not needed here.]
Thus descending induction on κ proves the assertion.
Henceforth we assume that the form f vanishes to infinite order on the fibre F π (0). We reason in the region x > 0; the same reasoning applies to the region
. . , q κ ) the strata of A + whose codimension is equal to κ.
Below K will be an arbitrary connected component of the union (Cl Σ
iα ; we write K 0 x = {t ∈ S n ; (x, t) ∈ K 0 } (0 < x < a). We shall duplicate the argument dealing with F π (0) except that we shall "inject" the coordinate x. Thus we introduce a tubular neighborhood T of K 0 in (0, a) × S n which tapers off at the boundary
n of radius δ(x, t 0 ), centered at t 0 , whose tangent space at t 0 is equal to the normal space to K
We require δ(x, t 0 ) to be a positive C ∞ function in T , sufficiently small to ensure that the exponential map in S n induces a diffeomorphism onto T of the set
On the other hand we don't allow δ(x, t 0 ) to be too small: we require
Such a choice of δ(x, t 0 ) is permitted thanks to the properties of analytic sets. The geodesic distance in S n between t 0 ∈ K 0 x and t ∈ σ x,t 0 , ρ(t) = dist(t, t 0 ), is the "radial coordinate". Now θ is the fibre variable and Θ = (t 0 , θ) the total variable in the normal sphere bundle SN K 0 x of K 0 x in S n . As x ranges over I these bundles SN K 0 x make up a fibre subbundle SN K 0 of the normal sphere bundle
under the coordinate map (x, t 0 ) → x is equal to zero. We introduce the manifold
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and the natural diffeomorphism of T 2 onto T \ K 0 obtained by composing
Here the exponential map is defined on the slices corresponding to a fixed x. As before, we call E (q) the vector subbundle of Λ 0,q over T \ K 0 orthogonal (for the Hilbert space structure induced on the fibres by the Riemannian structure of S n ) to the vector subbundle dρ ∧ Λ 0,q−1 (q ≥ 1). Agreeing that
To this decomposition there corresponds the decomposition of the differential op- 
can be regarded as an operator depending smoothly on the parameter ρ (in a neighborhood of zero whose size depends on the base point in T 2 ) and, as such, admits a Taylor expansion about ρ = 0. We can retransform L π 0 into L π 0 and thus obtain the Taylor expansion of the latter with respect to ρ about zero.
These remarks will now be used in the proof of the analogue of Lemma 3.2:
which is a section of E (q) over T \ K 0 and has the following properties :
Proof. Pullback to T 2 shows (cf. beginning of the proof of Lemma 3.2) that we have the right to form the Taylor expansion
k is a smooth section of Λ 0,q−1 over T and vanishes to infinite order on
It is important to note that, for each k, c k (x, Θ)∂/∂x defines an endomorphism of C ∞ (T \ K 0 ; E (q) ); and also that, except in trivial cases, ∂Φ π /∂ρ does not extend as a C ∞ function to T , but that ρ∂Φ π /∂ρ does. It follows that each ρ k+1 c k (x, Θ) extends as a C ∞ function in T . This said we seek a power series
We use recurrence on k = 1, 2, . . . to solve the equations
Induction on k and the smoothness of ρ a+1 c a and
and select positive numbers
We take 0 sufficiently small to ensure that the supports of all the functions χ(ρ/ k δ(x, t 0 )) are contained in T ∪ (K \ K 0 ). The claim follows in the usual manner from (3.14) and from the flatness of the f k (x, Θ) on K \ K 0 . Furthermore we can extend u to I ×S n setting u ≡ 0 in the complement of T (in particular in the region x ≤ 0). 
Proof. Let T be the tubular neighborhood of K 0 used in the proof of Lemma 3.6. We set
By applying Lemma 3.6 to f 1 we get a form v 1 ∈ C ∞ (I × S n ; Λ 0,p−1 ) which is a section of E (p) over T \ K 0 and has the following properties:
When p = n the proof ends here, since f 0 ≡ 0 and Lemma 3.4) . In the remainder of the proof we assume p ≤ n − 1.
The following is a C ∞ section of Λ 0,p over T :
it is a section of E (p) over T \ K 0 and vanishes to infinite order on K \ K 0 ; and
vanishes to infinite order on K 0 , i.e., at ρ = 0. Next we expand the coefficients of the differential operators L ρ and L Θ in powers of ρ:
Since λ 0 is proportional to the pullback of d t Φ π to K 0 and since each stratum of K 0 x is contained in a level set of Φ π (x, ·), necessarily λ 0 ≡ 0. We use now the Taylor expansion in powers of ρ of the section F :
Explicitly the first one of these equations reads
On the other hand, since F is a section of
. . : in this case F vanishes to infinite order on K, and we can take u K = v 1 .
If F 0 does not vanish identically we seek a power series
In particular w # satisfies Equation (3.16) just like F # :
As a consequence, once w 0 is selected the forms w k are determined for all k ≥ 1. Moreover, multiplying (3.17) by ρ k+1 and recalling that ρ a+1 c a ∈ C ∞ (T ) shows, by induction on k, that every form ρ k w k is smooth in T . On the other hand, pulling back the equation
It is at this juncture that we avail ourselves of [17, Theorem 9.2] . There is an analytic and subanalytic submanifold M 0 of S n and a subanalytic isomorphism τ 0 : (0, a) × M 0 → K 0 which commutes with the coordinate projection (
By hypothesis the pullback τ 0 (x) * F 0 is exact on M 0 for any x ∈ (0, a). We seek a solution, for each x ∈ (0, a), of the equation in M 0 ,
The (p − 1)-sectionw 0 must be smooth in (0, a) × M 0 and we need estimates of the derivatives of the coefficients ofw 0 in terms of those of τ 0 (x) * F 0 . We can use a subanalytic triangulation of M 0 [9, Theorem 2] . We integrate Equation (3.19) with the concomitant estimates, in each simplex of the triangulation (say, by the standard homotopy formula), starting with the simplices of highest dimension and descending to those of ever lesser dimension, in the manner, for instance, of [18] .
To formulate the estimates it is convenient to use a tubular neighborhood T 0 of M 0 in S n which tapers off at the boundary, defined in the manner of (3.2): T 0 = µ∈M0 s µ (s µ is a geodesic ball centered at µ and perpendicular to M 0 ); we view T 0 as a fibre bundle over M 0 with base projection s µ → µ. We can pullback the formw 0 to T 0 under the base projection, and make use of the differential operators in the whole sphere S n . Given any coefficient ofw 0 , γ I , any integer j ≥ 0 and any differential operator P (t, ∂ t ) in S n , there are constants C, R > 0 and differential operators Q l (t, ∂ t ) (l = 1, . . . , N) such that, for every x ∈ (0, a),
(3.20)
Since F vanishes to infinite order on K \K 0 , we may regardw 0 as a C ∞ (p−1)-form in (0, a) × T 0 which does not involve dx and vanishes to infinite order at x = 0. Now we view (0, a) × T 0 as a fibre bundle over (0, a) × M 0 with fibres {x} × s µ ; we also view T as a fibre bundle over K 0 (with fibres σ x,t 0 ). Assuming that T 0 and T are sufficiently "thin", we can extend τ 0 as a subanalytic fibre bundle isomorphism τ of (0, a) × T 0 onto a neighborhood of K 0 which contains T . The pushforward of w 0 under the map τ is the sought solution w 0 of (3.18).
An important consequence of the estimates (3.20) is that w 0 ∈ C ∞ (Cl T ; Λ 0,p−1 ), by which we mean that the (p − 1)-form w 0 and its partial derivatives of all orders extend continuously to the closure of T in [0, a) × S n ; moreover, they tend to zero as x → +0. The same will therefore be true of the forms ρ k w k (k = 1, 2, . . . ) determined by the recurrence relations (3.17) (recall that the functions ρ a+1 c a are C ∞ in Cl T if T is sufficiently thin). At this juncture we use once again a cutoff
We determine inductively the numbers k +0 in such a way that the series
to a form w which vanishes to infinite order at x = 0. By an argument like that used in the proof of Lemma 3.3 to extend the forms ω k we extend w to (0, a) × S n−1 as a C ∞ form which vanishes to infinite order as x → +0; and lastly, we extend w to I × S n−1 by setting w ≡ 0 if x < 0. By construction F − L π w vanishes to infinite order on K 0 and therefore also on K.
We are now ready to complete the proof of Lemma 2.1. As before we call Σ
lκ the strata of A + of codimension equal to κ; and we consider an
If κ is equal to the maximum codimension κ + of all the strata of A + , then perforce K \ K 0 ⊂ F π (0). Lemma 3.5 allows us to assume that f vanishes to infinite order on K \ K 0 . Now suppose f vanishes to infinite order on every stratum of A + of codimension > κ, as well as on F π (0). By Lemma 3.7 we can find a form u K ∈ C ∞ (I × S n ; Λ 0,p−1 ) such that f − L π u K vanishes to infinite order on K. We may assume that the supports of the forms u K do not intersect, for different connected components K of (Cl Σ 
Proof of Lemma 2.2. Preparatory estimates
We refer the reader to the description at the beginning of Section 3. The set of critical values of Z π in the rectangle R = {z = x + ιy ∈ C; |x| < a, |y| < b} (see Lemma 2.1), R ∩ S π , consists of {0} and of the curves
These curves are real-analytic; they are subanalytic sets; ψ
In other words U is one of the following sets:
We shall exploit the following obvious facts: O is a connected component of (
n is a compact C ω manifold without boundary. As z ranges over U these manifolds L z are diffeomorphic to one another (see below; O is a fibre bundle over U whose fibres are the manifolds L z ). We endow each submanifold L z with the Riemannian metric g (z) induced by the standard metric on S n and we use the classical Hodge theory in L 2 (L z ; Λ * ) defined by means of that metric. To keep this in mind we denote by ( , ) (z) the inner product on each fibre of the exterior algebra ΛCT * L z ; and by d (z) , d * (z) and ∆ (z) the exterior derivative, its adjoint and the Hodge-Laplacian on the Riemannian manifold L z .
Unless specified otherwise we shall denote the variable point in S n by t and we shall regard L z as a submanifold of S n . By ∇ t Φ π we shall mean the gradient of Φ π on the sphere. We introduce the quantity
Lemma 4.1. There are constants c, µ > 0 such that, for all z ∈ U, 
where
with M > 0 independent of x, t, x * , t * . If z = x + ιΦ π (x, t) and if we take (4.2) into account, it follows that
. Taking the minimum of the left-hand side over t ∈ L z yields (4.1).
The forthcoming argument will make use of estimates of the metric g (z) and of its derivatives, both tangential to L z and transversal to it, i.e., in the z-directions. It is convenient to limit the variation of z to a small open disk ∆ U centered at an arbitrary point z 0 ∈ U, whose radius r 0 shall be chosen later.
We shall now reason in a neighborhood of an arbitrary point O in L z0 . After a rotation we may assume that O is the North Pole (0, . . . , 0, 1) of S n and that the tangent space to L z0 at O is the affine subspace of R n+1 defined by t n = 0, t n+1 = 1. We use the coordinates t 1 , . . . , t n in the open Northern Hemisphere S n + of S n . We shall make systematic use of the notation t = (t , t n ), t = (t 1 , . . . , t n−1 ); O now becomes the origin of R n . For any z ∈ U the submanifold L z can be defined, in a neighborhood of O, by the equation Φ π (x, t) = y. At O, i.e., when x = x 0 and t = 0, ∂Φ π /∂t j = 0 (1 ≤ j < n), ∂Φ/∂t n = ±|∇ t Φ π |. If the radius r 0 of the disk ∆ and the neighborhood ω of 0 in R n are sufficiently small, in ∆ × ω ( U × R n ), then L z is also defined by an equation t n = ψ(z, t ), with ψ real-valued and real-analytic, ψ(z, 0) = 0, d t ψ(z, 0) = 0. The standard proof of the Implicit Function Theorem shows that we may take r 0 = κρ(z 0 ) and ω = {t ∈ R n ; |t | < κρ(z 0 ), |t n | < κρ 2 (z 0 )} (4.3) for some suitably small κ > 0 independent of z 0 (and a fortiori of the point O). More precisely, we can select κ > 0 in such a way that, in ∆ × ω, 
uv[det(g ij )]
1/2 dt 1 · · · dt n−1 .
We avail ourselves of (4.5), (4.6), (4.7), (4.8). If u ∈ C ∞ (L z0 ; Λ p−1 ), in ω ∩ L z0 , we may write u = |I|=p−1 u I dt I with multi-indices I that consist of integers i < n. We begin by observing that to each integer k ≥ 0 there is a constant B k > 0 (independent of z 0 and of u) such that
where we have used the notation ∆ t = n−1 j=1 (∂/∂t j ) 2 . Next we exploit the fact that the expression of the Laplace-Beltrami operator in the coordinates t 1 , . . . , t n−1 is close to ∆ t . More precisely, if the constant κ is sufficiently small there will be M > 0, independent of z 0 and of u, such that By taking Formula (4.11) and the estimates (4.12) into account, we obtain, for suitably large constants C k and µ k (independent of z 0 and of u),
Now select a function χ 1 ∈ C ∞ c (ω ∩ L z0 ), χ 1 ≡ 1 in a neighborhood of supp χ, 0 ≤ χ 1 ≤ 1 everywhere, and satisfying estimates similar to (4.13) with larger constants A k . Due to the inequality
we obtain |I|=p−1 |α|=k
where the positive constants C k , µ k are independent of z 0 and u. We apply this to u = K (z0) f . By combining the preceding inequality with (4.10) and by taking (4.1) into account once again we get
Since the cutoff function χ 1 is of the same type as χ, a simple induction argument (and an increase of the constants C k , µ k ) yields the inequality
Applying a rough version of the Sobolev Lemma to (4.15) allows us to conclude that to every integer k ≥ 0 there are positive constants C k , µ k (independent of z 0 ) (B(t i , r) 
