The scale of scientific data generated by experimental facilities and simulations in high-performance computing facilities has been proliferating with the emergence of IoT-based big data. In many cases, this data must be transmitted rapidly and reliably to remote facilities for storage, analysis, or sharing, for the Internet of Things (IoT) applications. Simultaneously, IoT data can be verified using a checksum after the data has been written to the disk at the destination to ensure its integrity. However, this end-to-end integrity verification inevitably creates overheads (extra disk I/O and more computation). Thus, the overall data transfer time increases. In this article, we evaluate strategies to maximize the overlap between data transfer and checksum computation for astronomical observation data. Specifically, we examine file-level and block-level (with various block sizes) pipelining to overlap data transfer and checksum computation. We analyze these pipelining approaches in the context of GridFTP, a widely used protocol for scientific data transfers. Theoretical analysis and experiments are conducted to evaluate our methods. The results show that block-level pipelining is effective in maximizing the overlap mentioned above, and can improve the overall data transfer time with end-to-end integrity verification by up to 70% compared to the sequential execution of transfer and checksum, and by up to 60% compared to file-level pipelining.
Introduction
With rapid advances in networking, computing, and electronic device technologies, the Internet has been applied to all significant parts of people's lives. Not only computers, but any device can also be connected to the Internet anytime and anywhere. For example, people can easily access any information and contact each other using smartphones or tablets. This has lead social network services (SNSs) to become very common (e.g., Facebook, Twitter).
Furthermore, the progress of the network and device technologies enable devices to be connected to the Internet; thereby, forming the Internet of Things (IoT) architectures [1] - [3] . Conventionally, this is referred to as Machine-to-Machine (M2M) services, which are served by network-enabled electronic devices such as TVs, refrigerators, and air conditioners. Gradually, even tiny devices become part of the network. The acceleration of M2M services by ubiquitous computing has been extended to IoT. Thus, any object or device can be connected to the Internet; therefore, enabling data to be easily obtained or monitored in real-time. For example, the advent of IoT has enabled the effective monitoring of forest fires in real-time.
Once Internet-connected fire/smoke sensors or cameras are installed in a forest, we can monitor the forest in real-time. Interestingly, these Internet-related activities based on IoT services can generate a lot of real-time data; thus, causing a Big Data phenomenon. In general, the big data is defined by massive data sets that may be analyzed computationally to reveal patterns, trends, and associations, especially concerning human behavior and interactions [4] - [6] . Big data has four major characteristics, volume, velocity, variety, and veracity [5] - [7] . The volume refers to the size of generated data, the velocity relates to the speed of the generated data, the variety refers to the different forms/types of the generated data, and the veracity refers to the degree of inaccuracy in the generated data. That is, real-time IoT services can accumulate big data with very large, fast, various, and inaccuracy-prone aspects. Thus, it is necessary to determine the patterns/trends, to collect meaningful data sets, and to ensure the accuracy of the collected big data.
In the context of science, astronomical observation data is an example of real-time IoT-based big data [8] , [9] . In general, the scale of scientific data generated by experimental facilities and simulations on high-performance computing environments has been growing rapidly. For example, the Dark Energy Survey (DES) telescope in Chile captures terabytes (TBs) of data each night. Another cosmology project, the Square Kilometer Array [10] will generate an exabyte every 13 days when it becomes operational in 2024. The Department of Energy (DOE) light source facilities generate tens of TBs of data per day now. This number is set to increase by two orders of magnitude in the next few years. The Compact Muon Solenoid (CMS) experiment is one of the four detectors located at the large hadron collider (LHC) [11] . It is designed to record particle interactions occurring at its center. Every year, the CMS records and simulates six petabytes of proton-proton collision data to be processed and analyzed.
In terms of the veracity characteristic of the big data, it is essential to ensure the integrity of scientific data (e.g., astronomical observation) especially because these large Copyright c 2019 The Institute of Electronics, Information and Communication Engineers datasets are often transmitted over wide-area networks for multiple purposes, such as storage, analysis, and visualization. When transferring large quantities of data across endto-end storage system-to-storage system paths, it is necessary to perform an end-to-end checksum verification. Even though some of the components in the end-to-end path implement their own data integrity check (these checks are insufficient). For example, the transfer control protocol (TCP) in network communication performs the TCP checksum [12] , and storage controllers in data storage systems implement their own data integrity methods [13] . However, these are insufficient for two reasons: 1) it does not cover the complete end-to-end path of the data transfer and 2) the probability of integrity failure increases exponentially as the number of components increase (a transfer involving 10 components, each with their integrity check that captures 99% of data corruption would result in 10% (1 − 0.99 10 ) of undetected data corruption).
J. Stone et al. [14] showed through extensive real-world experiments that the TCP checksum is not sufficient to guarantee end-to-end data integrity. A 16-bit checksum means that 1 in 65,536 bad packets will be erroneously accepted as valid. According to [15] , approximately 1 in 5,000 Internet data packets is corrupted during transit. Thus, approximately 1 in every 300,000,000 (65 K × 5 K) packets are accepted with corruption. It has been reported that an average of 40 errors per 1,000,000 transfers is detected on data transferred by the D0 experiment [16] . Projects such as DES require verification of checksums as part of their regular data movement process in order to detect file corruption due to software bugs or human error. To guarantee the data integrity despite network packet errors, we can take approaches of either integrity check at each of multiple data processing layers or the end-to-end integrity check. Due to redundant computation and still no guarantee on end-to-end integrity in case of integrity check at each of various data processing layers, we propose end-to-end integrity verification methods [17] , [18] .
While end-to-end data integrity check is crucial in big data transfer, it comes at a price. It creates additional overhead in terms of disk I/O and computation, which increases the overall data transfer time. Based on the tests we conducted with Globus [19] , the analysis of GridFTP transfer logs indicates that the checksum overhead can be anywhere between 30% and 100%. In this article, we evaluate the file-level and block-level (with various block sizes) pipelining strategies to overlap data transfer and checksum computation. We conduct both theoretical analysis and experiments on real testbeds to evaluate these strategies. File-level pipelining is employed in production data transfer mechanisms such as Globus. To the best of our knowledge, blocklevel pipelining, in an end-to-end method, is not employed for large-scale file transfers. Our results show that blocklevel pipelining is an effective method in maximizing the overlap between data transfer and checksum computation. Block-level pipelining can improve the overall data transfer time with end-to-end integrity verification by up to 70% compared to the sequential execution of transfer and checksum, and by up to 60% compared to file-level pipelining, for synthetic datasets. For a real scientific dataset, the improvement is up to 57% compared to the sequential execution and 47% compared to file-level pipelining.
Overall, our contribution in this article is three-fold. First, we empirically show that the end-to-end data integrity check in IoT-based big data transfer incurs considerable overhead while using the current file-level pipelining technique. Second, we propose a novel block-level pipelining method and compare it with the current file-level pipelining technique using to real experiments and mathematical analysis. Third, we improve the novel block-level pipelining technique by adaptively adjusting the pipeline stages based on whether the pipeline is checksum-dominant or transferdominant.
The rest of the article is organized as follows. In Sect. 2, we summarize the related work on highperformance data transfer and the associated data integrity issues. In Sect. 3, we describe pipelining approaches to optimize high-performance data transfer with an end-to-end data integrity check. In Sect. 4, we present the experimental results on real testbeds to evaluate the effectiveness of the pipelining approaches. We conclude with a summary of the work and future work in Sect. 5.
Related Work
Recently, Big Data has emerged as a hot topic, and many studies have discussed the definitions and basic concepts of big data [4] - [6] . In particular, the primary features of big data, namely, volume, velocity, variety, and veracity (4V), have also been discussed [5] - [7] . IoT-based big data is an important source of big data that has 4V features. An example of such IoT-based big data, astronomic observation data, is described in detail in [8] , [9] . Often, data are transferred to remote sites for further in-depth analysis or data sharing for the research community. In general, the integrity of transferred data is not perfect, and a recent study reveals that 1 in 121 data transfers had at least one checksum error [20] . This article focuses on improving the performance of IoT-based big data transfers while guaranteeing data integrity.
Many tools have been developed for file transfers -GridFTP [21] , Globus file transfer [19] , bbcp [22] , FDT [23] , and XDD [24] , to name a few. A number of approaches have been proposed to optimize large-scale widearea data transfers. In [25] , an algorithm that dynamically schedules a batch of data transfer requests to minimize the overall transfer time is proposed. The use of multiple TCP streams and concurrent file transfers are often required to achieve file transfer rates comparable to network speeds [26] , [27] . Kettimuthu et al. incorporated on-the-fly checksum capabilities in GridFTP; however, it is not truly end-to-end in the sense that it does not account for any data corruption in the path between the host and the storage system at the data receiver. To address the need for end-toend checksum as well as the limitations of the 16-bit TCP checksum, Globus transfer service incorporated an additional 128-bit checksum computation (reduces the number of undetected bad packets to 1 in 2×10 13 ) by reading the file at the destination after it is written to the disk. Globus supports file-level pipelining for transfer and checksum by overlapping the checksum computation of a previously transferred file with the transfer of another file for multi-file transfers. Globus manages the data transfer logs for successful data transfers and integrity checks. We evaluate this file-level approach and perform comparisons to our novel block-level pipelining of transfer and checksum computation technique (which is not currently employed for production scientific data transfers, to the best of our knowledge). Table 1 summarizes the comparison of various data transfer tools with regard to data integrity check.
Many studies have been conducted on parallel data movement in distributed systems [28] - [32] . These studies usually address the issue of improving only data transfers by parallelizing and aggregating multiple data transfers. However, our work focuses more on the efficient endto-end integrity verification method using parallel data integrity check and data transfer.
In [28] , [33] - [36] , IoT security issues were studied. However, it is not an easy and straightforward task, given that IoT architectures and devices have significant intrinsic variances and are heterogeneous with very limited computational capabilities. Nonetheless, several approaches have been introduced considering the characteristics of IoT. The major IoT security subjects (e.g., handling security keys, encrypting mechanisms, and cryptographic algorithms) have been presented in [28] , [33] . In [34] , [35] , the authors discussed the layer-based IoT securities such as perception, network, and application layer. In [1] , the applicationspecific securities are considered such that various IoT applications can be appropriately supported; however, primary security issues such as authentication, data integrity, and privacy are yet to be resolved. In [36] , the specific network protocol facilitations for the IoT securities have been addressed. In this article, we focus on improving the efficiency of the integrity check for the end-to-end transferred IoT data. The data integrity check is relevant to guaranteeing secured data because both tasks, in general, utilize data encryption algorithms. Additionally, secured data encoding such as the secured hashing algorithm (SHA) [28] can also be combined 
Pipelining Data Transfer and End-to-End Data Integrity Check
In this section, we describe our methods for highperformance end-to-end data integrity check. Figure 1 shows the comparison between network data integrity check and end-to-end data integrity check. The network data integrity check performs the data integrity only during network transfer. Even though other layers such as file systems can do an additional data integrity check, such layers still cannot guarantee the end-to-end data integrity [14] . Only the end-to-end data integrity check ensures that the stored files at the receiver are the same as the stored files at the sender. We propose high-performance data transfer methods combined with end-to-end data integrity check in this article. More specifically, we propose methods providing endto-end data integrity check at the block level. We describe our proposed methods below in detail. First, we introduce the main "pipelining" strategy in our methods, which are classified into file-level pipelining and block-level pipelining. The analytical modeling for performance analysis is also established and illustrated in this part. Second, we explore the potential to enhance the block-level pipelining.
Pipelining
Pipelining is a useful parallelizing technique to improve the repetitive tasks composed of multiple steps. We apply pipelining to achieve high-performance data transfer with data integrity check. Figure 2 shows an example of the pipelining data transfer and data integrity check. T represents the data transfer, and C represents data the integrity check.
File-Level Pipelining vs. Block-Level Pipelining
File-level pipelining overlaps a file transfer and a file integrity check while block-level pipelining overlaps a block (whose size is less than the average file size in a dataset) transfer and block data integrity check. Theoretically, pipelined operations work best when all the operations take the same amount of time. In other words, the performance of the pipelined operations are dependent on operations (i.e., Fig. 1 Network data integrity check vs. end-to-end data integrity check data transfer and data integrity check) and the executions times vary depending on running platforms. For example, the data transfer time may be longer than the data integrity check time in case of slow network connections, and the data integrity check time may be longer in case of high-speed network connections and low-end (or highly loaded) CPU and/or storage systems. Block-level pipelining can reduce the gap between the data transfer time and data checksum time because file-level pipelining overlaps two operations for two different files. Suppose a 10 MB file transfer is overlapped with the data checksum for the previous file of size 10 GB (or vice versa), then the gap between transfer time and checksum time could be huge. This problem can be resolved in block-level pipelining, in which the gap (e.g., the difference in data transfer time for 10 MB and data checksum time for 10 MB if the block size is 10 MB.) is always constant.
Analytical Modeling
We analyzed the performance of block-level pipelining using data transfer time and data checksum time. We can model the performance of the block-level pipelining for two cases: 1) When data transfer time is longer than data checksum time (Transfer-Dominant Case), and 2) when data checksum time is longer than data transfer time (ChecksumDominant Case). Based on tests, we found that both transfer time and checksum time (md5 sum) are a linear function of the data size in a relatively contention free environment. Because it is hard to analytically model the performance of a dataset consisting of multiple random files, we generated two extreme cases of synthetic datasets having distinctive file size patterns. The first dataset consisted of twenty 10 GB files (20-10 GB). The second dataset consisted of ten repetitions of a 10 GB file and a 500 MB file (10 GB-500 MB), in which a 10 GB file transfer precedes 
the transfer of a 500-MB file. We use these two datasets, to perform analytical modeling. We also experimentally evaluated the performance for these datasets and verified that the results agree with the analytical models. For mathematical analysis, we define t and c as follows.
• t: Transfer time for 500 MB of data • c: Checksum time for 500 MB of data
For our experiments, we deliberately chose two different testbeds, one of which is transfer time dominant and the other is the checksum computation time dominant. Thus, we have separate analytical models for these two cases, as summarized in Table 2 . The analytical formulations in Table 2 do not require the development of complex mathematical expressions. Consider the expression 400 × t + 1/5 × c for a 100 MB block-level pipeline in the 20-10 GB dataset in the transfer-dominant case. As the case is transfer-dominant, the checksum time is hidden by transfer time, which is the time taken for transferring a 100 MB block given by the following expression: 1/5 × 500MB = 1/5 × t. A total transfer of 200 GB (100MB × 2000) is performed by the transfer of 2000 × 100 MB blocks, followed by the last block's checksum computation, which takes 400×t +1/5×c
Note that the factor of 1/5 comes from the fact that c is the checksum time for 500 MB and the checksum time for 100 MB is one-fifth of c because the checksum time is a linear function of the data size for md5sum. Note also that we transfer the whole file of 500 MB for the 10 GB-500 MB dataset for 100 MB block size while transferring 10 GB files in 100 MB blocks for simplicity. Each model is generated based on the number of pipeline stages in each case and the execution time for each stage. Both of the factors mentioned above are decided by the number of blocks and the transfer and checksum time of each block over 500 MB.
Improving Block-Level Pipelining
The analytical performance modeling of the block-level pipelining and general pipelining behaviors suggests that we can achieve the best performance when the data transfer time is approximately equal to the data checksum time. Hence, we explore possibilities to minimize the gap between the two operations as much as possible. In this study, the case in which the checksum and transfer times are similar is called the equilibrium case. Figure 3 shows that the transfer-dominant and checksum-dominant pipelines are transformed into the equilibrial pipeline for better performance. In Checksum-Dominant Case, the time of the two operations can be approximately equal by reducing the data checksum time. We use multiple threads (and cores) to compute checksums of multiple parts of a block in parallel. However, the checksum computing time usually varies depending on the content of a block. To obtain predictable results, we must choose checksum computing algorithms whose computing time linearly increases with the block size. In this work, we reduce the gap between the block transfer time and block checksum time for Checksum-Dominant Cases by parallelizing the checksum computation.
Transforming a Transfer-Dominant Pipeline into an Equilibrial Pipeline
In Transfer-Dominant Case, we reduce the transfer time by compressing the data size of a block. However, this approach also has issues because the varying compression ratio depends on the content of the block and the compression algorithm. In this work, we reduce the gap between the block transfer time and block checksum time for Transfer-Dominant Cases by parallelizing the compression computation.
Experimental Evaluation
In this section, we describe the testbeds for real-data transfer tests and present the experimental results followed by in-depth discussion. We first describe two experimental testbeds, Cooley and Rains, with different configurations representing Checksum-Dominant Case and TransferDominant Case, respectively. We then present our evaluation methodology and the experimental results.
Experimental Testbeds
We evaluate the following three schemes:
1. Sequential (baseline), where the file transfer and checksum computation are completely serialized. 2. File-level Pipeline, where the checksum computation of file X is performed in parallel with the transfer of file X + 1 (for all X < M, where M is the number of files in the dataset). 3. Block-level Pipeline, where the checksum computation of block Y of file X is performed in parallel with the transfer of block Y + 1 of file X (for all Y < N, where N is the number of blocks in file X) and the checksum computation of block N of file X is performed in parallel with block 1 of file X + 1.
We evaluated the block-level pipeline for various block sizes. For extensive experiments, we configured testbeds on both LAN and WAN environments. For a LAN environment, we conducted experiments on two different clusters at Argonne National Laboratory -Cooley at the Argonne Leadership Computing Facility (ALCF) and Rains at the Joint Laboratory for System Evaluation (JLSE). Cooley is Checksum-Dominant and Rains is Transfer-Dominant. Both clusters have parallel/shared file systems, i.e., GPFS, as storage systems. We selected two nodes (one sender and one receiver) on each cluster to run our tests. Because all nodes in a particular cluster have the same hardware configurations, we selected two nodes in the cluster for our experiments. For a WAN environment, we conducted partial experiments on the wide-area-network testbed comprised of two nodesone is at the JLSE in the USA, and the other is at Hongik University in South Korea. The two nodes are connected via a 1-Gb research network connection, and the RTT between two nodes is approximately 160 ms. However, unlike the LAN environments, the network connection is not dedicated but shared by multiple users. Therefore, we averaged multiple runs to collect reliable data. This testbed is called the WAN testbed henceforth in this article, also called the Transfer-Dominant Case.
We used GridFTP toolkit for simulation. We installed GridFTP servers on both sender and receiver sites. Among GridFTP utilities, globus-url-copy is the command-line utility for data transfer, and globus-url-copy coordinated with two servers to move files from a sender site to a receiver site. We used md5sum for checksum computation because the algorithm shows that the computation time is a linear function of data size. We assumed that verification occurs once the checksum for data at both the sender and receiver sites is computed; further, the verification is merely the comparison of the checksum values. We also assumed that checksum errors do not occur during the simulation (It has been reported that an average of 40 errors per million transfers is detected on data transferred by the D0 experiment [19] .)
In addition, we applied a simple simulation mechanism to implement multi-threaded checksum computation based on the Linux multi-thread scheduling policy. The basic Linux multi-thread scheduling policy tries to allocate different cores to multiple threads as long as the number of cores suffices. In our testbed, the cores of testbed machines are between 8 and 20. Therefore, the number of cores in our testbed is sufficient to simulate multi-threaded checksum computation by running multiple checksum threads on different partitions of a file. We explain the testbed environments below, and we present the detailed specifications of each testbed in Table 3. 1. Cooley (Checksum-Dominant Case)
• Cooley [37] is an analysis and visualization cluster at ALCF.
• Two nodes in the Cooley testbed, a cluster of 126 nodes, is used.
Rains (Transfer-Dominant Case)
• Two nodes in the Rains testbed, a cluster of 16 nodes, are used.
WAN (Transfer-Dominant Case)
• One sender node at the JLSE in the USA and one receiver node at Hongik University in South Korea are used.
Evaluation Methodology
We employed GridFTP as a data transfer tool for our experiments. We have chosen GridFTP for two reasons. Firstly, some of us have been a part of GridFTP software development, which makes it easy to adjust parameters for experiments and modify the internal codes if needed. Secondly, GridFTP, on top of which Globus online web service is available, is the most successful data transfer tool in research communities compared to other tools in terms of subscribed users and business. This method can be applied to other data transfer tools without loss of generality. Globus transfer service [19] and globus-url-copy are the commonly used clients for GridFTP. Both support only file-level checksum; we used the latter for our tests. Because it supported only file-level checksum, we computed the checksums for all the three schemes by running the Linux system command md5sum in a separate thread. For multi-threaded checksum computation, we used external checksum computation emulation using Linux system command md5sum rather than modifying built-in checksum function in globus-url-copy. We verified that the performance of built-in checksum in globus-url-copy is close to that of Linux system command md5sum.
We generated three synthetic datasets to evaluate the performance of different data transfer methods. The first two datasets, 10 GB-500 MB and 20-10 GB, represent the extreme cases to demonstrate the effects of pipelining methods. The real dataset evaluates the performance of pipelining methods for real-world use cases. The 10-500 MB dataset is composed of files with only two sizes, one is large, and the other one is small. This type of dataset will benefit the most from the block-level pipeline. The 20-10 GB dataset is composed of files of the same size where the block-level pipeline benefits slightly over the file-level pipeline. The real dataset is composed of files with sizes ranging from megabytes to gigabytes. We expect the performance of the block-level pipeline for this case to be in between the block-level pipeline for 10-500 MB dataset and that for the 20-10 GB dataset.
We measured the performance of sequential file transfer, file-level pipeline transfer, and block-level pipeline transfer with block sizes of 100 MB, 500 MB, 1 GB, and 2 GB for all the experiments. We used block sizes of 50 MB, 100 MB, 500 MB, and 1 GB for the real dataset because the file size in the real dataset varied considerably from 10 MB to 2.1 GB with one-third of files less than 50 MB and only a few files larger than 2 GB.
We used the partial file transfer feature in GridFTP to perform block-level transfers, which introduces startup (connection setup, additional protocol, and TCP ramp-up) overhead for transferring each block. In practice, the blocklevel pipeline will be performed inside the data transfer tool and will not result in a separate startup overhead for each block. Thus, we removed the additional startup overhead for block-level transfers. We measured the startup overhead on two testbeds, Cooley and Rains, based on the following On the Cooley testbed, we measured t ≈ 0.5s, c ≈ 1s. We can obtain analytical performance as follows. Substituting t with value 0.5 and c with value 1 in the formulas in Table 2 , we can calculate the approximate performance gain of the block-level pipelining over the file-level pipelining and file sequential transfers. For the 20-10 GB dataset, the maximum performance gain over the file-level pipelining is ∼10 s; For the 10 GB-500 MB dataset, the maximum performance gain over the file-level pipelining is ∼80 s. Compared to file sequential transfers, the block-level pipelining outperforms by ∼200 s and 100 s, respectively, for 20-10 GB and 10 GB-500 MB datasets. Figure 4 shows the performance of sequential transfer, file-level pipeline, and block-level pipeline (for different block sizes) for different datasets on Cooley. The results are consistent with the theoretical analysis: For the 10-500 MB dataset, the performance gain of block-level pipeline over file-level transfers is 100 s (∼30%); For the 20-10 GB dataset, performance gain is less than 10 s; for the real dataset, the performance gain percentage (∼16%) is in between the other two datasets. The 100-GB block size is the best for all three datasets. Moreover, performance seems to degrade with increasing block size with the exception of 1 GB performing better than 500 MB for the 20-10 GB dataset. We suspect that the transfer time is not perfectly linear with respect to the dataset size (the same is the case 
Results on Rains (Transfer-Dominant Case, t > c)
On the Rains testbed, we measured t ≈ 7 s, c ≈ 1 s. We can obtain analytical performance as follows. Substituting t with value 7 and c with value 1 in the formulas in Table 2, we can calculate the approximate performance gain of block-level pipelining over file-level pipelining and file sequential transfers. For the 20-10 GB dataset, the maximum performance gain over file-level pipelining is ∼20 s; for the 10-500 MB dataset, the maximum performance gain over file-level pipelining is ∼200 s. Compared to file sequential transfers, the file-level pipelining outperforms by ∼400 s and 200 s, respectively, for 20-10 GB and 10 GB-500 MB datasets. Figure 5 shows the performance of sequential transfer, file-level pipeline, and block-level pipeline (for different block sizes) for different datasets on Rains. The results are consistent with the theoretical analysis: For the 10-500 MB dataset, the performance gain of block-level pipeline over file-level pipeline is ∼280 s (∼22%); for the 20-10 GB dataset, performance gain is less than 10 s; for the real dataset, the performance gain percentage (∼14%) is in between the other two datasets. With a significant gap between the block transfer and block checksum times, we do not expect any significant difference in performance between different block sizes. From Fig. 5 , we observe that this is the case for 10-500 MB and 20-10 GB datasets, but for the real dataset, the performance of 1 GB block size is slightly worse than the others.
Equilibrial Pipeline
The results of the previous experiments showed that the block-level pipeline transfer is an effective method to achieve high-performance transfer with data integrity check. However, we could not achieve an optimal pipeline owing to the difference between the block transfer time and block checksum computation time. In Checksum-Dominant Case, the checksum computation time is longer than the transfer time whereas, in Transfer-Dominant Case, the transfer time is longer than the checksum computation time. The unbalanced pipeline can be enhanced by reducing the longer processing element time. We conducted experiments to evaluate the effectiveness of balancing processing element times in a pipeline in both Checksum-Dominant Case and Transfer-Dominant Case.
(1) Transforming a Checksum-Dominant Pipeline into an Equilibrial Pipeline
Next, we intend to observe the impact of the perfect pipeline. To achieve the perfect pipeline between block transfer and block checksum computation, we parallelized the checksum computation using two threads (cores). We have two checksum threads -one responsible for computing the checksum of the first half of a block and the other responsible for computing the checksum of the second half of the block. Figure 6 shows performance comparisons between the 1-Checksum-Thread Case and the 2-ChecksumThread Case. The execution time of 2-Checksum-Thread is almost half of 1-Checksum-Thread in most block-level cases in each dataset except for the smallest block size (where the overhead of using two threads possibly dominates). In 2-Checksum-Thread Case, the 500 MB block size is the best for all three datasets (note that the 500 MB block size is the penultimate bar for the real dataset and the antepenultimate bar for the other two datasets). This is because the number of threads for checksum computation is selected in a manner to obtain a complete overlap for the 500 MB block size. Further, the 500 MB block size achieves almost a linear speedup with two threads. Other block sizes achieve significant performance improvement with two threads for checksum computation as it dominates the transfer time in the Cooley testbed. The performance of the 2-Checksum-Thread Case is almost two times better than the 1-Checksum-Thread Case.
(2) Transforming a Transfer-Dominant Pipeline into an Equilibrial Pipeline
Unlike the Cooley testbed, the Rains/WAN testbed is dominated by the transfer time. Based on the results on Cooley, we believed that similar performance gain could be achieved if the transfer time can be reduced to match the checksum computation time. Compressing the data prior to transferring over the networks is one possible way of reducing the transfer time when the network bandwidth is a bottleneck. We evaluated this approach on the WAN testbed where two nodes are connected via a shared 1 Gb network path. Because the RTT on the WAN testbed is ∼160 ms, the startup time due to TCP slow start takes longer than in LAN environments, which also worsens data transfer throughput on the WAN testbed. We evaluated only with the 20-10 GB dataset for proof-of-concept. The experimental results are shown in Fig. 7 . The first row in the x-axis denotes block sizes for block pipeline and file size for file-based sequential/pipeline transfer. The second row in the x-axis denotes whether the transfer is block pipeline transfer or file-based transfer. The last row in the x-axis denotes whether the transfer is pipeline transfer or sequential transfer. The blue bars represent the normal transfer, and the orange bars represent the compressed transfer. For example, of the last two bars, the blue bar represents the transfer time of sequential file-based normal transfer, and the orange bar represents the transfer time of sequential file-based compressed transfer. The results in Fig. 7 show that reducing the transfer time by compressing data on the WAN testbed improves the overall transfer time. However, performance improvement is dependent on the compressibility of the dataset and Fig. 7 Performance comparison of normal transfer and compressed transfer in sequential, file-level pipeline, and block-level pipeline (for different block sizes) on the WAN testbed available CPU resources. In our experiments, because the data are readily compressible and sufficient CPU resources are available for compression, we could improve the overall transfer time. Compared with the baseline test (file-based sequential transfer), the block pipeline transfer with compression could reduce almost 30% transfer time. In general, data transfer with data integrity verification is involved in various computer resources. The number of CPU cores is related to possible improvement through data compression. The network speed may be the bottleneck for the overall data transfer if all the other resources are sufficiently provided, and the minimum size of TCP buffer memory should be reserved to guarantee high network bandwidth utilization. In terms of equilibrial pipeline, the checksumdominant pipeline and transfer-dominant pipeline can be improved by the increased number of cores on which multiple checksum/compression threads can run concurrently.
Discussion
What if a block goes through multiple pipeline steps such as a block generation step? Even though the block generation time is not considered in this article, there is a way to apply the proposed method to such a case. For example, if a block goes through three steps (generation, transfer, and data integrity check), we can merge the first two steps and regard two steps as one transfer step. In case that we really want to deal with three steps separately, we can also take a similar approach as transforming a three-step pipeline into an equilibrial pipeline.
Regarding transfer-dominant pipeline, as the compression time grows, it becomes hard to transform a transferdominant pipeline into an equilibrial pipeline. For such reasons, the experiments were conducted on the WAN environment where the transfer time is much longer than the LAN environment, and it is highly likely that the compression will help transform into an equilibrial pipeline. However, assuming that compression time will linearly decrease as the more number of cores/threads are used (this is the case of md5sum), we can expect the negative impact of compression time to be nullified to some extent.
The block-level pipeline benefits transferring datasets composed of various file sizes. As analyzed in Table 2 , in both cases of the transfer-dominant pipeline and checksumdominant pipeline, the block-level pipeline transfer outperforms the file-level pipeline transfer, especially for the 10GB-500MB dataset. The 10GB-500MB dataset is composed of alternating a10 GB file and a 500 MB file whereas the 20-10GB dataset is just twenty files of same size 10 GB. Intuitively, this makes sense because alternating different sized files make it difficult to make an equilibrial pipeline. In experiments, Figs. 4 and 5 show the same results as the analytical results, i.e., in case of the 10G-500M dataset, the block-level pipeline outperforms the file sequential transfer and the file pipeline transfer. Therefore, we can infer that regarding datasets composing of various sized files, we should prefer the block-level pipeline transfer to the filelevel pipeline transfer, and we should select the block size such that the multiples of the block size should be sizes of most files.
Conclusion
To effectively support the veracity feature of the IoT-based big data, we proposed an efficient scheme to promote endto-end integrity verification using climate data. Specifically, the work presented herein is a summary of our work on block-level pipelining to overlap data transfer and checksum computation. Based on the theoretical analysis and experimental results, we concluded that the block-level pipeline is an effective approach to optimize data transfers with endto-end integrity checking. We further showed that blocklevel pipeline could improve the overall data transfer time with end-to-end integrity verification by up to 57% compared to the sequential execution of transfer and checksum, and by up to 47% compared to file-level pipelining for a real-scientific dataset. The results obtained the motivation to explore more optimized methods based on current work. The experimental results demonstrated that the performance of block-level pipelining varies for different block sizes. In addition, as per the 2-Checksum-Thread experiment results, highest performance gains can be achieved when the transfer time and checksum time match (or are approximately equal). We intend to study how to determine the appropriate block size, data integrity algorithm (in addition to MD5, other data integrity algorithms such as CRC [38] , adler32 [39] are used for wide-area data transfers), data compression methods, and number of threads to use for checksum computation and/or compression based on the environment and dataset. Some of these choices (e.g., block size) may have to be varied dynamically during the transfer, considering various IoT-based big data applications.
