Three Generalizations Regarding Limit Sets for Complex Kleinian Groups by Toledo-Acosta, Mauricio
Three Generalizations Regarding Limit Sets
for Complex Kleinian Groups
Gerardo Mauricio Toledo Acosta
December 6, 2019
ar
X
iv
:1
91
2.
02
36
9v
1 
 [m
ath
.D
S]
  5
 D
ec
 20
19
Contents
1 Preliminaries 12
1.1 The complex projective space CPn . . . . . . . . . . . . . . . . . . . 12
1.2 The group of automorphisms of CP2 . . . . . . . . . . . . . . . . . . 14
1.2.1 Quasi-projective maps . . . . . . . . . . . . . . . . . . . . . . 15
1.3 Complex Kleinian groups . . . . . . . . . . . . . . . . . . . . . . . . 16
1.3.1 Classification of elements of PSL(3,C) . . . . . . . . . . . . . 20
1.4 Groups with a control group . . . . . . . . . . . . . . . . . . . . . . 25
1.4.1 Non-discrete subgroups of PSL(2,C) . . . . . . . . . . . . . . 26
1.5 The Conze-Guivarc’h limit set . . . . . . . . . . . . . . . . . . . . . . 27
1.5.1 The dual space
(
CP2
)∗
. . . . . . . . . . . . . . . . . . . . . . 28
1.6 Grassmanians and flags . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.7 Intrinsic metrics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
1.7.1 The Kobayashi metric . . . . . . . . . . . . . . . . . . . . . . 30
1.7.2 The Eisenman metric . . . . . . . . . . . . . . . . . . . . . . 32
2 Dynamics of solvable groups 34
2.1 Notation and properties of solvable groups . . . . . . . . . . . . . . 34
2.2 Solvable groups have an invariant full flag . . . . . . . . . . . . . . 37
2.3 Solvable groups are virtually triangularizable . . . . . . . . . . . . . 42
2.4 Commutative triangular groups . . . . . . . . . . . . . . . . . . . . 49
2.4.1 Case 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
2.4.2 Case 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
2.5 Non-commutative triangular groups . . . . . . . . . . . . . . . . . 71
2.5.1 Restrictions on the elements of a non-commutative group 71
2.5.2 Decomposition of non-commutative discrete groups of U+ 88
2.5.3 Consequences of the theorem of decomposition of non-
commutative groups . . . . . . . . . . . . . . . . . . . . . . . 117
2.5.4 Representations of non-commutative triangular groups . . 124
2
CONTENTS 3
3 The Frances limit set 156
3.1 The Cartan decomposition . . . . . . . . . . . . . . . . . . . . . . . 156
3.1.1 The diagonal case . . . . . . . . . . . . . . . . . . . . . . . . . 156
3.2 The polygon associated to a sequence . . . . . . . . . . . . . . . . . 161
3.3 Description of the dynamics of sequences . . . . . . . . . . . . . . 162
3.4 The Frances limit set . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
3.5 Purely dimensional sets . . . . . . . . . . . . . . . . . . . . . . . . . 170
4 Measures on limit sets of complex Kleinian groups 173
4.1 The space of configurations of 4 lines in general position in C2 . . 174
4.1.1 The parameter space . . . . . . . . . . . . . . . . . . . . . . . 177
4.2 Estimating the entropy volume . . . . . . . . . . . . . . . . . . . . . 182
4.2.1 Estimate of the Kobayashi volume in domains of CP1 . . . . 189
4.3 Construction of the measure . . . . . . . . . . . . . . . . . . . . . . 198
Bibliography 205
Acknowledgements
Undertaking and completing this PhD has been truly a life-changing journey
and a dream come true. This would not be possible without the support and
guidance I received from many people and institutions.
First, I would like to express my sincere gratitude to my advisor Dra. Mónica
Moreno Rocha for the continuous support during this five year period. Her
guidance helped me in the time of research and writing. I’m also very grateful
for helping me getting support to assist to several great and very useful work-
shops and events in these years.
I also want to say a big thank you to my co-advisor Dr. Ángel Cano Cordero.
His patience, dedication and ideas motivated me and helped me greatly, espe-
cially in the hardest parts of the work.
My sincere thanks also goes to Dr. Manuel Cruz López for his guidance dur-
ing the first three years. The work in Chapter 4 started based on his insightful
ideas and suggestions.
I would like to thank the rest of the thesis committee: Dr. Xavier Gomez-
Mont, Dr. Carlos Cabrera and Dr. Waldemar Barrera for the helpful advice, in-
sightful comments and their crucial remarks that shaped this final dissertation.
I want to thank CONACYT for the PhD scholarship during the four years of
the program. I also want to thank Dr. José Seade for the scholarship during this
last year through his project 282937 Dinámica y Geometría Real y Compleja.
The work of this thesis would not have come to a successful completion
without the support of the community and staff of CIMAT and IMATE, Cuer-
4
CONTENTS 5
navaca. Both places were great environments for working, learning and devel-
oping the ideas of this work.
Finally, but not least, I would like to express my gratitude to my wife María
and my family: my parents, my sister and her husband, my brother and my
little nephew and niece. I owe them a lot, they kept me going through all these
years.
Introduction
Kleinian groups are discrete subgroups of PSL(2,C), the group of biholomor-
phic automorphisms of the complex projective line CP1, acting properly and
discontinuously on a non-empty region of CP1. Equivalently, these groups can
be viewed as groups of orientation-preserving isometries of the hyperbolic 3-
spaceH3
R
or as groups of conformal autormorphisms of the sphereS2. Kleinian
groups have been thoroughly studied since the end of the 19th century. They
were first studied by Lazarus Fuchs, when he wanted to understand whether
the solutions of certain ordinary differential equations were algebraic or not.
Felix Klein then improved on Fuchs’ solution, thus starting the field of Kleinian
Groups.
Kleinian groups have important applications to Riemann surfaces, Teich-
müller theory, holomorphic dynamics and automorphic forms, among others.
For further reading, see [Mas87], [MT98], [Hub06], [Hub16].
There are two ways to generalize Kleinian groups to higher dimensions: One
can either look at conformal automophisms of the n-sphereSn or one can look
at holomorphic automorphisms of the complex projective space CPn . This dis-
tinction occurs because in higher dimensions, conformality is not equivalent to
holomorphicity in general. In the first case one studies groups of isometries of
real hyperbolic spaces, there is a rich body of knowledge in this subject thanks
to the work of people like Ahlfors, Sullivan, Kapovich, Mostow, Thurston and
many others. In the second case one is dealing with an area of mathematics
that is still in its childhood. It has been studied by José Seade, Angel Cano, Juan
Pablo Navarrete, Waldemar Barrera and others (see [CNS13] for a detailed in-
troduction).
When dealing with complex Kleinian groups, there are several differences
6
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with the complex 1-dimensional case. One of these differences is the concept
of limit set. In the classic case of Kleinian groups there are several equivalent
characterizations for the limit set:
• It is the closure of fixed points of loxodromic elements.
• It is the set of accumulation points of orbits.
• It is the complement of the maximal region where the action of the group
is proper and discontinuous.
• It is the maximal region where the action is equicontinuous.
In complex dimension 2, these notions no longer coincide in general. Each of
these statements might define a different limit set for the action of a complex
Kleinian group. Because of this distinction there are several possible defini-
tions of limit set. One of these definitions is the Kulkarni limit set (see definition
1.3.6), it is the most appropriate definition for our needs and it’s one of the most
used notions of limit set, at least in complex dimension 2. It was first defined
on [Kul78], as a limit set of a group acting on very general topological spaces
and then it was adapted for complex Kleinian groups on [CNS13].
Some other definitions of limit set are: the Conze-Guivarc’h limit set (see
[CG00]) and the Myrberg limit set (see [BCN16]). There are relations between
them under certain hypotheses. For example, the Kulkarni limit set and the
Conze-Guivarc’h limit set are dual to each other in complex dimension 2 (see
[BGUN18] and [GU18]).
In chapter 3 we propose a definition for a new limit set for the action of a
discrete subgroup of PSL(n+1,C) acting on CPn that will be called the Frances
limit set. This limit set has the advantage of being purely dimensional, this will
mean that the limit set is made up entirely of subspaces of the same dimen-
sion. The Kulkarni limit set does not have this property, as it can be the union
of a line and a point (see Example 2.4.21). In this chapter we will prove some
additional properties and give a few examples of this new limit set.
The Sullivan Dictionary gives relations between classical Kleinian groups
and iteration of rational maps on CP1. It was first described by Dennis Sullivan
in his 1985 paper [Sul85], where he introduced quasiconformal methods to the
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setting of rational maps and thus translated Ahlfors’ finiteness theorem into the
problem of wandering domains. The dictionary provides a conceptual frame-
work for understanding the connections between dynamics of rational maps
and Kleinian groups. In most cases, this dictionary suggests analogies which
motivate research in both areas; in other cases, similar proofs can be given of
related results in the two subjects. Some examples of this dictionary are the
following (see [BF14]):
Complex Dynamics Kleinian Groups
Julia Set Limit Set
Fatou Set Region of discontinuity
Rational or Entire function Non-elemental group
Rational function with degree ≥ 2 Non-elemental, finitely generated
group
No wandering domains theorem Ahlfors finiteness theorem
Blaschke product Fuchsian group
Hyperbolic rational map with two
completely invariant components
Schottky group
Non-attracting cycles Non-elliptic fixed points
This dictionary has been enriched by Curtis McMullen and others, for fur-
ther reading see [BF14]. When one considers the generalization of Kleinian
groups to complex dimension 2, it is natural to look for a similar dictionary be-
tween complex Kleinian groups and the dynamics of iteration of holomorphic
functions ofCP2. This latter field has been extensively studied by John Erik For-
naess and Nessim Sibony, among others (for further reading see [FS94], [FS95]).
In chapter 2 we study one of these possible correspondences. In the classic
theory of Kleinian groups, elemental groups are discrete subgroups of PSL(2,C)
such that the limit set is a finite set (in other words, it is empty or it consists of
1 or 2 points). In complex dimension 2, the Kulkarni limit set is either a finite
union of complex lines (1, 2 or 3) or it contains an infinite number of com-
plex lines. Analogously, the limit set either contains a finite number of lines in
general position (1, 2, 3 or 4) or it contains infinitely many lines in general po-
sition (see [BCN16]). Therefore, one could define elemental groups in complex
dimension 2 as discrete subgroups of PSL(3,C) such that its Kulkarni limit set
contains a finite number of lines or discrete subgroups of PSL(3,C) such that
its Kulkarni limit set contains a finite number of lines in general position. In
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bigger dimensions the situation is unknown. Another way one could define el-
emental subgroups of PSL(3,C) is to consider groups with reducible action. In
this chapter, we propose solvable subgroups of PSL(3,C) as elemental groups.
We will describe the dynamics of discrete solvable subgroups of PSL(3,C) by
describing the Kulkarni limit set. We will also describe the groups themselves,
by giving their representations.
One of the main goals in the study of complex Kleinian groups is the de-
scription of their dynamics through the description of the Kulkarni limit set.
This study has been developing through the last 10 years in the following way:
• In [Nav06], it was proven that, for a discrete subgroup Γ ⊂ PU(2,1) the
Kulkarni limit set is made up of the tangent lines to the unitary open ball
in the points of the Chen-Greenberg limit set.
• In [BCN11a], it was studied the case of subgroups of PSL(3,C) leaving
no proper subspace invariant, it was found that the Kulkarni limite set
agreed with the equicontinuity region.
• In [BCN11b], it was described the Kulkarni limit sets consisting of 4 lines
in general position, furthermore, it was proven that this limit set coin-
cides with the equicontinuity region in this case.
• In [BCN14] was described the Kulkarni limit set of subgroups of PSL(3,C)
such that the limit set contains exactly one line.
• In [BCNS18], the purely parabolic subgroups of PSL(3,C) are studied.
Consider the following classes of groups.
A: Solvable Groups
B: Groups with 1 line in the limit set
C: Groups with 1 line and 1 point in the limit set
D: Groups with 2 lines in general position in the limit set
E: Groups with 3 lines in general position in the limit set
F: Groups with 4 lines in general position in the limit set
G: Purely parabolic groups
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Summarizing, the description of the Kulkarni limit set has been provided
for groups B, C, E, F and G (colored in red in figure 1).
Figure 1: Different classes of groups.
In chapter 2 we give a full description of solvable groups (colored in blue
in figure 1). With this description, the full description of the Kulkarni limit set
for general discrete subgroups of PSL(3,C) will be almost complete. The main
result we prove in this Chapter 2 is the following theorem (see Theorem 2.5.31).
Theorem. Let Γ ⊂ PSL (3,C) be a solvable complex Kleinian group such that its
Kulkarni limit set does not contain exactly four lines in general position. Then,
there exists a non-empty open regionΩΓ ⊂CP2 such that
(i) ΩΓ is the maximal open set where the action is proper and discontinuous.
(ii) ΩΓ is homeomorphic to one of the following regions: C2,C2\{0},C×
(
H+∪H−)
or C×C∗.
(iii) Γ is finitely generated and rank(Γ)≤ 4.
(iv) The group Γ can be written as
Γ= ΓpoΓLP oΓL ,
where Γp is the subgroup of Γ consisting of all the parabolic elements of Γ,
ΓLP is the subgroup of Γ consisting of all the loxo-parabolic elements of Γ
and ΓL is the subgroup of Γ consisting of all the strongly loxodromic and
complex homotheties of Γ.
(v) The group Γ, up to a finite index subgroup, leaves a full flag invariant.
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In chapter 4 we study the existence of quasi-invariant measures of proba-
bility supported on the Kulkarni limit set (or the Conze-Guivarc’h limit set) of
a discrete subgroup of PSL(3,C). In complex dimension 1, these measures are
the Patterson-Sullivan measures. They were first hinted in [Bea71], when Alan
Beardon was studying the Hausdorff dimension of the limit sets of Fuchsian
groups. In [Pat76], Patterson introduced a measure of probability whose expo-
nent of convergence was the desired Hausdorff dimension. In [Sul79], Sullivan
generalized these measures for Kleinian groups. In this chapter we study the
generalization of these measures to complex dimension 2 and present some
advances towards said generalization. As we will prove, the existence of these
measures depends on the finiteness of the entropy volume of the Kobayashi
metric. We prove the following:
Theorem. Let Γ ⊂ PSL (3,C) be a strongly irreducible complex Kleinian group
acting on Ω = ΩKul(Γ) and let z ∈ Ω such that e(Ω, z) <∞. Then, there exists a
family of quasi-invariant measures supported on the Kulkarni limit set of Γ.
We also give a strategy to estimate the entropy volume of the Kobayashi
metric and present some partial results in this direction.
In chapter 1 we introduce the definitions and properties needed to under-
stand complex Kleinian groups and we cover some additional topics, like the
Kobayashi metric needed for Chapter 4 or the Plucker embedding needed for
Chapter 3.
Chapter 1
Preliminaries
In this chapter we review briefly the concepts and tools needed for the rest of
this work. In general, we present the results without proof.
1.1 The complex projective space CPn
The complex projective space CPn is defined by
(
Cn+1 \ {0}
)/∼, where ∼ is the
equivalence relation on C3 \ {0} given by
Z ∼W ⇐⇒ ∃λ ∈C∗, such that Z =λW,
where C∗ = C \ {0}. CPn is a compact complex n-manifold, it is the space
of complex projective lines through the origin. We will denote by [z] ∈CPn the
projectivization of z ∈Cn+1, that is, the equivalence class of z.
In the same way, if A ⊂Cn+1 is a subset, we denote by [A]⊂CPn to the pro-
jectivization of A. If A is a vector subspace of Cn+1 then we say that [A] is a
projective subspace of CPn .
If x ∈ CPn is a point (resp. a subset A ⊂ CPn) we denote by x ∈ Cn+1 (resp.
A⊂Cn+1) to any lift of x (resp. A).
In the particular case when n = 2 we call CP2 the complex projective plane.
Definition 1.1.1. Let p, q ∈CPn , we define the complex projective line←→p, q as the
intersection of all the projective subspaces A ⊂CPn such that {p, q}⊂ A.
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Proposition 1.1.2. If p, q ∈CPn , let p,q ∈Cn+1 are lifts and if 〈p,q〉 ⊂Cn+1 is the
complex vector subspace generated by p and q, then
←→p, q = [〈p,q〉] .
From the previous description of a complex projective line it follows that,
for any two distinct points in CPn , there exists a unique complex projective
line containing both points. Analogously, if `1 and `2 are two distinct complex
projective lines in CP2, then `1∩`2 contains exactly one point.
Definition 1.1.3. Consider an array of k ≥ 2 complex projective lines in CPn . If
exactly two lines of the array pass through a point, we call this point regular. If
more than two lines pass through a point, we call this point singular. We say that
the array is in general position if it only contains regular points.
In Figure 1.1 we have an array of lines in general position (right) and an array
not in general position (left).
Figure 1.1: An array of lines not in general position (left) and in general position
(right). The round point is a singular point and the square points are regular.
In the previous figure and every time we draw complex projective lines, we
have to keep in mind that the drawings are just illustrative and don’t exactly
represent the lines.
The following classical decomposition ofCPn in terms ofCn will be very use-
ful through the rest of this work.
Proposition 1.1.4. CPn is homeomorphic to Cn ∪CPn−1.
This proposition says that we can realize CPn as Cn together with a hyper-
space at infinity in the same way as we can see CP1 as C together with a point
at infinity.
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1.2 The group of automorphisms of CP2
Let M3×3 (C) be the group of all 3× 3 matrices with complex coefficients and
let SL(3,C) ⊂M3×3 (C) be the subgroup of matrices with determinant equal to
1. The elements of SL(3,C) act linearly on C3, therefore they induce a transfor-
mation on CP2 in the following way: if A ∈ SL(3,C), we define γA : CP2 → CP2
as
γA(z)= [Az]
where z ∈ C3 is a lift of z as before. It is clear that γA is well defined and is
an automorphism of CP2. Furthermore, it is well known that every biholomor-
phism ofCP2 arises in this way. Then we have a group homomorphism between
SL(3,C) and Aut(CP2), the group of biholomorphic automorphisms of CP2.
On the other hand, two matrices A,B ∈ SL(3,C) induce the same automor-
phism on CP2 if and only if A = ωB where ω is a cubic root of the unity. If we
denote by C3 =
{
ω,ω2,1
}
the group of cubic roots of the unity, then the kernel
of the group homomorphism is C3, and therefore we have the following group
isomorphism
PSL(3,C) := SL(3,C)
/
C3 ∼=Aut(CP2).
From now on, we will simply say automorphisms instead of biholomorphic au-
tomorphisms. We denote by Fix(g )⊂CP2 the set of fixed points of an automor-
phism g ∈ PSL(3,C).
Observation 1.2.1. If γ ∈ SL (3,C) and v ∈ C3 is an eigenvector of γ then [v] ∈
Fix
[
γ
]
. Furthermore, linearly independent eigenvectors of γ define distinct fixed
points of
[
γ
]
.
In the same way we define PSL(n+1,C), the group of automorphisms of
CPn , as
PSL(n+1,C) := SL(n+1,C)
/
Cn ∼=Aut(CPn).
As before, if A = (ai j ) ∈ SL(n+1,C) we denote by [A]=
[
ai j
] ∈ PSL(n+1,C)
the projectivization of A. If g ∈ PSL(n+1,C), we denote by g ∈ SL(n+1,C) to
any lift of g .
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For a1, ..., an+1 ∈ C∗, we will denote by A =Diag(a1, ..., an+1) to the diagonal
element
A =
 a1 ... 0... . . . ...
0 ... an+1
 ∈ PSL(3,C) ,
or to any of its lifts A ∈ SL(3,C).
1.2.1 Quasi-projective maps
Quasi-projective maps will be a very useful tool to describe the Kulkarni limit
set and the equicontinuity region of a discrete subgroup of PSL(3,C) (see Propo-
sitions 1.3.12 and 1.3.11). For a more detailed overview, see Section 3 of [CS10]
or Section 7.4 of [CNS13].
Let M ∈M3×3 (C), consider the kernel of M , that is
Ker(M)= {z ∈C3 ∣∣M z = 0 ∈C3} .
Consider the projectivization of this set, [Ker(M) \ {0}]. Then M induces a well
defined map
[M ] :CP2 \ [Ker(M) \ {0}]→CP2,
given by
[M ] (z)= [Mz] .
We define in this way the quasi-projective maps QP(3,C) as
QP(3,C)= (M3×3 (C) \ {0})
/
C∗.
This space is the closure of PSL(3,C) in the spaceM3×3 (C) and therefore every
sequence of elements in PSL(3,C) converge to an element of QP(3,C). For an
element T ∈QP(3,C) we define its kernel as
Ker(T )= [Ker(T) \ {0}] .
We define QP(n+1,C) in a similar way.
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1.3 Complex Kleinian groups
In this section we define complex Kleinian groups and give some of their pro-
perties. We also classify the automorphism of CP2 in three main types: elliptic,
parabolic and loxodromic. For a more complete background see [CNS13]. We
start by giving some general definitions.
Definition 1.3.1. An element g of a group G is called a torsion element if it has
finite order, i.e., if there is a positive integer m such that g m = id. A group is called
torsion free group if the only torsion element it contains is the identity.
Definition 1.3.2. Let G be a group acting on a space X and let x ∈ X , we define
the isotropy group of x by
Isot(x,G)= {g ∈G ∣∣g x = x} .
Definition 1.3.3. Let Γ be a subgroup of PSL (3,C) and let Ω ⊂ CP2 be an open
Γ-invariant set. We say that the action of Γ on Ω is proper and discontinuous if,
for every compact set K ⊂Ω,∣∣{γ ∈ Γ ∣∣K ∩γ(K ) 6= ;}∣∣<∞.
Definition 1.3.4. A discrete subgroupΓ of PSL (3,C) is said to be a complex Kleinian
group if it acts properly and discontinuously on some non-empty open subset of
CP2.
In the following example we introduce a family of complex Kleinian groups
that will play an important role in Chapter 2.
Example 1.3.5. Let us define:
Sol40 =

 λ 0 a0 |λ|−2 b
0 0 1
∣∣∣∣∣∣ (λ, a,b) ∈C∗×C×R

Sol41 =

 ε a b0 α c
0 0 1
∣∣∣∣∣∣α, a,b,c ∈R, α> 0, ε=±1

Sol’41 =

 1 a b+ i logα0 α c
0 0 1
∣∣∣∣∣∣α, a,b,c ∈R, α> 0
 .
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We identify C2 with the affine chart
{
[z1 : z2 : 1] ∈CP2
∣∣z1, z2 ∈C2}. Consider a
compact complex projective 2-manifold
M = (C×H)/Γ,
where Γ = pi1(M) is a torsion free group contained in one of the Lie groups Sol40,
Sol41 or Sol’
4
1. The manifold M is called an Inuoue surface and Γ, a fundamental
Groups of Inuoe surfaces. The groupΓ is an example of complex Kleinian groups
(see [Bru10] and Section 8.3 of [CNS13] for further details).
There is no standard definition of limit set for the action of subgroups of
PSL(3,C), as in the case of subgroups of PSL(2,C). We first define the Kulka-
rni limit set (see [Kul78]), this definition has the advantage that the group acts
properly and discontinuously on its complement, however these region is not
maximal in general.
Definition 1.3.6. Let Γ be a discrete subgroup of PSL (n+1,C) acting onCPn . Let
us define the following sets:
• Let L0(Γ) be the closure of the set of points in CPn with infinite group of
isotropy.
• Let L1(Γ) be the closure of the set of accumulation points of orbits of points
in CPn \ L0(Γ).
• Let L2(Γ) be the closure of the set of accumulation points of orbits of com-
pact subsets of CPn \ (L0(Γ)∪L1(Γ)).
We define the Kulkarni limit set of Γ as
ΛKul(Γ) := L0(Γ)∪L1(Γ)∪L1(Γ).
The Kulkarni region of discontinuity of Γ is defined as
ΩKul(Γ) :=CPn \ΛKul(Γ).
From the previous definition is clear that ΛKul(Γ) is a closed subset. For
simplicity we will write ΛKul(g ) instead of ΛKul
(〈
g
〉)
for any g ∈ PSL(n+1,C),
analogously forΩKul(g ).
In the following proposition we summarize some properties of the Kulkarni
limit set.
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Proposition 1.3.7.
(i) ΛKul(Γ) is a Γ-invariant set and it might be empty. ΩKul(Γ) is a Γ-invariant
open set and might also be empty, besides Γ acts properly and discontinu-
ously onΩKul(Γ).
(ii) If Γ⊂ PSL (3,C) is a discrete infinite subgroup thenΛKul(Γ) contains always
a complex projective subspace of dimension at least 1.
The proof of (i) is given in [Kul78] and the proof of (ii) is given in [CNS13].
Definition 1.3.8. Let Γ ⊂ PSL (3,C) be a discrete subgroup. We say that Γ is ele-
mental ifΛKul(Γ) is a finite union of complex projective subspaces.
The following theorem gives a description of ΛKul(Γ) when Γ is elemental
(see [BCN11a]). In Chapter 2 we will give a more detailed description of this
situation.
Theorem 1.3.9. Let Γ ⊂ PSL (3,C) be a discrete elemental subgroup, then one of
the following conclusions hold:
(i) ΛKul(Γ) is a complex projective line.
(ii) ΛKul(Γ) is the union of two complex projective lines.
(iii) ΛKul(Γ) is the union of three complex projective lines in general position.
(iv) ΛKul(Γ) is the union of a complex projective line and a point not belonging
to this line.
Definition 1.3.10. The equicontinuity region for a familiy Γ of automorphisms
of CPn , denoted Eq(Γ), is defined to be the set of points z ∈CPn for which there is
an open neighborhood U of z such that Γ restricted to U is a normal family.
The following propositions, will be very useful to compute the Kulkarni limit
set in terms of the quasi-projective limits (see Proposition 7.4.1 of [CNS13],
Proposition 2.5 and Corollary 2.6 of [CLUP17] respectively). The next propo-
sition is known as the λ-lemma.
Proposition 1.3.11. Let
{
γk
} ⊂ PSL (n+1,C) a sequence of distinct elements,
then there is a subsequence of
{
γk
}
, still denoted by
{
γk
}
, and a quasi-projective
map γ ∈ QP (n+1,C) such that γk k→∞−→ γ uniformly on compact sets of CPn \[
Ker(γ)
]
.
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Proposition 1.3.12. Let Γ ⊂ PSL (n+1,C) be a group, we say γ ∈ QP (n+1,C) is
a limit of Γ, in symbols γ ∈ Lim(Γ), if there is a sequence {γm} ⊂ Γ of distinct
elements satisfying γm → γ. Thus we have
Eq(Γ)=CPn \ ⋃
γ∈Lim(Γ)
Ker(γ).
Proposition 1.3.13. Let Γ ⊂ PSL (n+1,C) be a discrete group, then Γ acts pro-
perly discontinuously on Eq(Γ). Moreover
Eq(Γ)⊂ΩKul(Γ).
The following theorem (see Theorem 6.3.3 of [CNS13]) describes when the
equicontinuity region andΩKul(Γ) coincide. This suggest that the Kulkarni limit
set is the right notion of limit set in complex dimension 2.
Theorem 1.3.14. LetΓ⊂ PSL (3,C) be a complex Kleinian group such thatΛKul(Γ)
contain four lines in general position. Then:
(i) ΩKul(Γ)= Eq(Γ).
(ii) If the group acts without fixed points or fixed lines thenΩKul(Γ) is the largest
open set where Γ acts properly and discontinuously.
We give now some more definitions and general results of complex Kleinian
groups which will be used in the following chapters. These can be found in
[CNS13], [BCN11a], [BCN16] and [CS14].
Proposition 1.3.15. Let Γ⊂ PSL (n+1,C) be a discrete group acting properly and
discontinuously on some open subsetΩ⊂CPn . Then, for any compact set K ⊂Ω,
the set of accumulation points of Γ-orbits is a subset of CPn \Ω.
Definition 1.3.16. Let Γ⊂ PSL (3,C) be a discrete subgroup.
(i) We say that the action of Γ is irreducible if there is no proper non-empty
subspace, invariant under the action of Γ. In any other case, we say that the
action is reducible.
(ii) We say that the action of Γ is strongly irreducible if there is no proper non-
empty subspace, invariant under the action of some finite index subgroup
of Γ.
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Definition 1.3.17. If Γ⊂ PSL (2,C) is a discrete subgroup, the suspension of Γ in
PSL (3,C) is the subgroup given by{[
γ 0
0 1
]∣∣∣∣γ ∈ Γ}
where γ ∈ SL (2,C) is a lift of γ ∈ Γ. The suspension can also be defined as{[
1 0
0 γ
]∣∣∣∣γ ∈ Γ}
Example 1.3.18.
(i) Suspensions and upper triangular groups are examples of complex Kleinian
groups with reducible action.
(ii) Some examples of groups with strongly irreducible action are: Schottky-
like groups (see Definition 2.2.1) and Veronesse groups (see Chapter 2 of
[Puc19]).
1.3.1 Classification of elements of PSL (3,C)
In this subsection we define the classes and subclasses of elements of PSL(3,C).
This classification will be needed in Chapter 2. For examples of the different
classes of elements, their Kulkarni limit sets and more details, see Chapter 3 of
[CNS13].
Before defining the different types of elements of PSL(3,C), consider the
following description of unitary balls in CP2.
Observation 1.3.19. We can identify the set
T = {[z1 : z2 : z3] ∈CP2 ∣∣ |z1|2+|z2|2 = |z3|2}
with the unitary 3-sphere in C2. We consider this 3-sphere the unitary 3-sphere
in CP2, observe that ∂H2
C
= T . In the same way, we can identify
B = {[z1 : z2 : z3] ∈CP2 ∣∣ |z1|2+|z2|2 < |z3|2}
with the unitary open 4-ball in C2 and
D = {[z1 : z2 : z3] ∈CP2 ∣∣ |z1|2+|z2|2 ≤ |z3|2}
with the unitary closed 4-ball.
Definition 1.3.20. We call the images of T (resp. B) under elements of PSL (3,C)
the 3-spheres (resp. open 4-balls) of CP2.
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Elliptic Elements
We define the family of 3-spheres of CP2
Tr =
{
[z1 : z2 : z3] ∈CP2
∣∣ |z1|2+|z2|2 = r |z3|2}
for r > 0. Then {Tr }r>0 is a foliation of CP2 \
(←−−→e1,e2∪ {e3}). We think of e3 as the
origin of CP2 andL1 =←−−→e1,e2 as the line at infinity (see figure 1.2).
Figure 1.2: Foliation of CP2 \ (L1∪ {e3}) by the family of 3-spheres {Tr }r>0.
Observation 1.3.21. The elements of the family {Tr }r>0 are 3-spheres centered in
e3, in fact, Tr = gr (T ) where
gr =
 λ1 0 00 λ2 0
0 0 λ3
 ∈ PSL (3,C) ,
where |λ1| = |λ2| and λ3 = λ1pr . On the other hand, the images of T under
arbitrary elements of PSL (3,C) are not centered in e3 in general.
Definition 1.3.22. We say that the element g ∈ PSL (3,C) is elliptic if it preserves
each leaf of the foliation {Tr }r>0. In other words, there exists h ∈ PSL (3,C) such
that h−1g h (Tr )= Tr for every r > 0.
We have the following characterizations of elliptic elements of PSL(3,C) (see
Section 4.2.1 of [CNS13]).
Proposition 1.3.23. An element g ∈ PSL (3,C) is elliptic if and only if it has a
lift g ∈ SL(3,C) such that g is diagonalizable and every eigenvalue λi satisfies
|λi | = 1. In other words, it has a canonical Jordan form D such that
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D =
 e2piiθ1 0 00 e2piiθ2 0
0 0 e2piiθ3
 ,
with θ1,θ2,θ3 ∈R.
Proposition 1.3.24. An element g ∈ PSL (3,C) is elliptic if and only ifΛKul(g )=;
orΛKul(g )=CP2 (according to whether the order of g is finite or infinite).
Subgroups of PSL(3,C) containing elliptic elements of infinite order cannot
be discrete.
Parabolic Elements
Definition 1.3.25. An element g ∈ PSL (3,C) is parabolic if there exist a family of
g -invariant 3-spheresF and a point z0 ∈ Fix(g ) such that
1. For any different T1 and T2 ∈F , it holds T1∩T2 = {z0}.
2.
⋃
F is a closed 4-ball in CP2.
Observation 1.3.26. Unlike the case of parabolic elements of PSL (2,C), a parabolic
element of PSL (3,C) might have two fixed points or a whole complex projective
line made of fixed points.
There are two subclasses of parabolic elements in PSL(3,C).
Definition 1.3.27. A parabolic transformation is:
• Unipotent, if it has a lift in SL(3,C) such that every eigenvalue is 1.
• Ellipto-parabolic, if it is not unipotent.
Observation 1.3.28. From the previous definiton it follows that an element g ∈
PSL (3,C) is parabolic if and only if it has a non-diagonalizable lift g ∈ SL (3,C)
such that every eigenvalue has norm 1. If g is unipotent, the canonical Jordan
form of g is  1 1 00 1 0
0 0 1
 or
 1 1 00 1 1
0 0 1
 .
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If g is ellipto-parabolic, the canonical Jordan form of g is λ 1 00 λ 0
0 0 λ−2
 ,
with |λ| = 1 and λ 6= 1.
Definition 1.3.29. Let g ∈ PSL (3,C) be an ellipto-parabolic element with a lift
conjugate to  e2piiθ 1 00 e2piiθ 0
0 0 e−4piiθ
 ,
we say that g is rational (resp. irrational) ellipto-parabolic if θ ∈ Q (resp. θ ∈
R\Q).
Loxodromic Elements
Definition 1.3.30. An element g ∈ PSL (3,C) is loxodromic if there is an open set
W ⊂CP2 such that
g (W ∪Xi )⊂Xi
for i = 1 or i = 2, where X1 and X2 are the connected components of CP2 \W .
Now we define the four subclasses of loxodromic elements of PSL(3,C).
Definition 1.3.31. A loxodromic element is called:
1. Loxo-parabolic if it is conjugated to an element h ∈ PSL (3,C) such that
h=
 λ 1 00 λ 0
0 0 λ−2
 ,
with |λ| 6= 1.
2. Complex homothety if it is conjugated to an element h ∈ PSL (3,C) such
that
h=
 λ 0 00 λ 0
0 0 λ−2
 ,
with |λ| 6= 1.
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3. Rational screw (resp. irrational screw) if it is conjugated to an element
h ∈ PSL (3,C) such that
h=
 λ1 0 00 λ2 0
0 0 λ3
 ,
with |λ1| = |λ2| 6= |λ3| and λ1λ2 = e2pii x with x ∈Q (resp. x ∈R\Q).
4. Strongly loxodromic if it is conjugated to an element h ∈ PSL (3,C) such
that
h=
 λ1 0 00 λ2 0
0 0 λ3
 ,
where the elements {|λ1| , |λ2| , |λ3|} are pairwise different.
We summarize the classification of elements of PSL(3,C) in the following
table.
R Pairwise distinct unitary eigenvalues.
E CR Two different eigenvalues (all eigenvalues are unitary). Diag
U All eigenvuales equal to 1.
P EP Not unipotent. N-Diag
LP Two different eigenvalues, Jordan block of size 2×2, |λ1| 6= |λ2|.
S Three different eigenvalues, |λ1| = |λ2| 6= |λ3| Diag
L CH Two different eigenvalues, |λ1| 6= |λ2|.
SL Three different eigenvalues, |λ1| 6= |λ2| 6= |λ3| 6= |λ1|.
E Elliptic R Regular
P Parabolic CR Complex Reflection
L Loxodromic U Unipotent
EP Ellipto-Parabolic
Diag Diagonalizable LP Loxo-Parabolic
N-Diag Non-diagonalizable S Screw
CH Complex Homothety
SL Strongly-Loxodromic
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1.4 Groups with a control group
In this section we describe a construction useful for reducing the action of a
group Γ ⊂ PSL(3,C) on CP2 to the action of a subgroup of PSL(2,C) on a com-
plex line in CP2, thus, simplifying the study of the dynamics of Γ. The details
and proofs of this construction are given in chapter 5 of [CNS13].
Consider a subgroup Γ ⊂ PSL(3,C) acting on CP2 with a global fixed point
p ∈CP2. Let `⊂CP2 \{p} be a projective complex line, we define the projection
pi=pip,` :CP2 → `
given by pi(x)= `∩←→p, x. This function is holomorphic, and it allows us to define
the group homomorphism
Π=Πp,` : Γ→Bihol(`)∼= PSL(2,C)
given byΠ(g )(x)=pi(g (x)) for g ∈ Γ (see Lemma 6.11 of [CS14]).
Figure 1.3: Definition of pip,` andΠp,`.
If we choose another line, `′ ⊂ CP2 \ {p}, we obtain a projection pi′ = pip,`′
and a group homomorphisms Π′ = Πp,`′ . The homomorphisms Π and Π′ are
equivalent in the sense that there exists a biholomorphism h : `→ `′ inducing
an automorphism H of PSL(2,C) such that H ◦Π = Π′. The line ` is called the
horizon.
To simplify the notation we will write Ker(Γ) instead of Ker(Π)∩Γ.
Definition 1.4.1. Let Γ⊂ PSL (3,C) be a discrete subgroup. We say that the group
Γ is weakly semi-controllable if it acts with a fixed point in CP2. In this case,
a choice of a horizon ` determines a control group Π(Γ) ⊂ PSL (2,C), which is
well-defined and independent of ` up to and automorphism of PSL (2,C).
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1.4.1 Non-discrete subgroups of PSL (2,C)
In this subsection we give a quick overview of non-discrete subgroups of PSL(2,C).
This will be needed in Chapter 2 as the control group of discrete subgroups of
PSL(3,C) may be conjugated to a non-discrete subgroup of PSL(2,C). For more
details, see Chapter 5 of [CNS13] and Section 2 of [CS14].
Definition 1.4.2. LetΣ be a non-discrete subgroup of PSL (2,C). The limit set ofΣ
in the sense of Greenberg, denoted byΛGr (Σ), is the intersection withS2∞ := ∂H3R
of the set of accumulation points of de orbits of points inH3
R
.
Definition 1.4.3. A non-discrete group Σ⊂ PSL (2,C) is elemental if its equicon-
tinuity set omits at most 2 points in CP1.
Theorem 1.4.4. Let Σ⊂ PSL (2,C) be a non-discrete subgroup then
ΛGr (Σ)=CP1 \ Eq(Σ).
Theorem 1.4.5. Let Σ⊂ PSL (2,C) be non-discrete subgroup such that |ΛGr (Σ)| ≥
2. ThenΛGr (Σ) is the closure of fixed points of loxodromic elements of Σ.
Example 1.4.6. The following are important examples of non-discrete subgroups
of PSL (3,C) that will appear in the sequel (see Section 2 and 13 of [CS14]):
• We denote by Rot∞ the group generated by all rotations around the origin.
• The infinite dihedral group, is given by
Dih∞ = 〈Rot∞, z 7→ −z〉 .
It satisfies
Eq (Rot∞)= Eq (Dih∞)=S2.
• The special orthogonal group, denoted by SO(3), can be embedded in PSL (2,C)
as follows:
SO(3)=
{[
a −c
c a
]∣∣∣∣ |a|2+|c|2 = 1} .
This is a purely elliptical group satisfying
Eq (SO(3))=CP1.
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• We denote by Epa (C) to the group of all affine Möbius transformations
which are either parabolic or elliptic,
Epa (C)=
{[
a b
0 a−1
]∣∣∣∣ |a| = 1, b ∈C} .
It satisfies Eq
(
Epa (C)
)=C.
• The group Aut (C∗) is the group of all Möbius transformations that leave
C∗ invariant. It can be embedded in PSL (2,C) as follows
Aut
(
C∗
)=〈{[ a 0
0 a−1
]∣∣∣∣a ∈C∗} ,[ 0 11 0
]〉
.
It satisfies Eq (Aut (C∗))=C∗.
In the following proposition we summarize Theorem 2.14, Corollary 13.4
and Proposition 13.15 of [CS14]. This proposition lists all the possibilities for
the Greenberg limit set of a non-discrete subgroup of PSL(2,C) and describe
each possibility.
Proposition 1.4.7. Let Σ ⊂ PSL (2,C) be a non-discrete group, then one of the
following cases happen:
• ΛGr(Σ)=; if and only if Σ is finite or Σ is conjugated to a dense subgroup
of SO(3), Rot∞, or Dih∞.
• |ΛGr(Σ)| = 1 if and only if Σ is conjugated to a subgroup of Epa (C), whose
closure contains parabolic elements.
• |ΛGr(Σ)| = 2 if and only if Σ is conjugated to a subgroup of Aut (C∗), whose
closure contains loxodromic elements.
• ΛGr(Σ)=S1 if and only if Σ is conjugated to a subgroup of PSL (2,R).
• ΛGr(Σ)=CP1 if and only if Σ is conjugated to a subgroup of PSL (2,C).
1.5 The Conze-Guivarc’h limit set
In this section we define another limit set for the action of discrete subgroups
of PSL(3,C), this definition is based on [CG00]. This limit set is smaller than the
Kulkarni limit set.
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Definition 1.5.1. We say that an element γ ∈ GL(3,C) is proximal if it has an
unique eigenvalue λ0 such that |λ0| > |λ| for any other eigenvalue λ of γ. An
eigenvector v0 corresponding to λ0 is called a dominant eigenvector for λ0.
We say that v0 ∈ C3 is a dominant vector for Γ if there exists an element γ ∈ Γ
such that v0 is a dominant eigenvector for γ0.
Definition 1.5.2. Let Γ⊂ PSL (3,C) be a discrete group. Denote by
ΛCG(Γ)=
{
[v0]
∣∣v0 is a dominant vector for Γ}.
We call ΛCG(Γ) the Conze-Guivarc’h limit set of Γ.
Definition 1.5.3. Let F ⊂ CPn be a Γ-invariant closed subset. We say that F is
minimal if it contains no proper closed Γ-invariant subspace.
Observation 1.5.4. Observe that ΛCG(Γ) ⊂ ΛKul(Γ). This follows from the fact
that ΛCG(Γ) has two types of points: attractive fixed points of loxodromic ele-
ments and accumulation points of these attractive fixed points, the former are in
L0(Γ) and the latter in L1(Γ).
Observation 1.5.5.
1. From Definition 1.5.2, it follows that ΛCG(Γ) = ; whenever Γ contains no
loxodromic elements.
2. From Theorem 1.3.9 it follows that if Γ is elemental,ΛCG(Γ) contains 1, 2 or
3 points. When Γ is non-elemental,ΛCG(Γ) is a perfect set (see [BCN11a]).
1.5.1 The dual space
(
CP2
)∗
In this subsection we give a quick review of the dual projective complex plane
and the action of a discrete subgroup of PSL(3,C) in this dual space, for more
details see [BGUN18] and [GU18]. Dualization will be useful in Section 2.5.8,
when we need to determine the set of acumulation points of orbits of compact
sets. Dualization also provide a relation between the Kulkarni limit set and the
Conze-Guivarc’h limit set (see [BGUN18] and [GU18]).
Denote by
(
CP2
)∗
to the space of all complex projective lines in CP2. Each
line in CP2 is the projectivization of a complex plane in C3 passing through the
origin, this plane is the set of points (x, y, z) ∈C3 such that
Ax+B y +C z = 0
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where A,B ,C ∈ C3. So, we associate with every plane in C3 passing through
the origin the point (A,B ,C ) ∈ C3, this is well defined up to multiplication by
elements of C∗. Then, projecting we have(
CP2
)∗ ∼=CP2,
the equivalence is given by the map
[A : B : C ] 7→ [Ax+B y +C z = 0].
Under this identification, the natural action of g ∈ PSL(3,C) on (CP2)∗ is
given by
g ·`←→ (g−1)T
 AB
C
 ,
where the line ` ∈ (CP2)∗ is identified with [A : B : C ] ∈CP2.
1.6 Grassmanians and flags
In this subsection we define the Grassmanian, which will be needed in Chapter
3. We also state some of their properties (ver [Har92]).
Definition 1.6.1. Let 0≤ k < n, we define the Grassmanian Gr (k,n) as the space
of all the k-dimensional projective subspaces of CPn .
Gr (k,n) is a compact connected complex manifold of dimension k(n−k).
We define the function
ψ : Gr (n,k) 7→P
(
k+1∧
Cn+1
)
given by
V
ψ7→ [v1∧ ...∧ vk+1]
where {v1, ..., vk+1} is a base of V . This function is well defined since, if {w1, ..., wk+1}
is another base for V and if W ∈Mk+1 (C) is the matrix of change of basis, then
v1∧ ...∧ vk+1 = det(W ) (w1∧ ...∧wk+1) .
The function ψ is an embedding, called the Plücker embedding. The homoge-
neous coordinates inP
(∧k+1Cn+1) are called the Plücker coordinates in Gr (k,n).
30 CHAPTER 1. PRELIMINARIES
Observation 1.6.2. If γ ∈ SL (n+1,C), then γ acts on ∧i Cn+1 in the following
way
γ (v1∧ ...∧ vi )= γv1∧ ...∧γvi ,
where v1, ..., vi ∈Cn+1 and i < n+1.
Definition 1.6.3. A flag in CPn is a sequence of k-dimensional projective sub-
spaces Vk ⊂CPn such that
V1 V2 ... Vr
where r ≤ n. We denote this flag as {V1, ...,Vr }. If dim(Vk )= k for all k = 1, ...,r = n
then the flag is called complete or full.
1.7 Intrinsic metrics
In this section we review two instrinsic metrics, the Kobayashi metric and the
Eisenman metric. These metrics, along with a few others, are defined on com-
plex manifolds and depend only on the complex structure of the manifold and
nothing else.
In subsection 1.7.1 we study the main facts about the Kobayashi metric,
these definitions and properties will be used in Chapter 4. For details and
proofs, see [Kob98] and [Kob05]. In Subsection 1.7.2, we will define the Eisen-
man metric, which shares similarities and properties with the Kobayashi met-
ric, for more details, see [GW85]. The main difference between them is that
the Kobayashi volume uses complex poly-discs and the Eisenman volume uses
complex balls embedded in the manifold.
1.7.1 The Kobayashi metric
Let M be a complex manifold. Let us define a pseudo-distance dM on M in the
following way: Given two points p, q ∈M , we choose points
p = p0, p1, ..., pk−1, pk = q ∈M ,
points
a1, ..., ak ,b1, ...,bk ∈D
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and holomorphic functions f1, ..., fk :D→M such that fi (ai )= pi−1 and fi (bi )=
pi for i = 1, ...,k. We call a chain of holomorphic disks to every such collection of
points and functions. The length of the chain of holomorphic disksα is defined
as
`(α)= ρ(a1,b1)+ ...+ρ(ak ,bk ).
We define then
dM (p, q)= inf
α
`(α),
where the infimum is taken over all the chains of holomorphic disks α. It can
be shown that dM is a pseudo-distance, that is, there can be two distinct points
p, q ∈M such that dM (p, q)= 0.
Definition 1.7.1. If M is a complex manifold such that dM is a metric, we say
that M is Kobayashi hyperbolic. A Kobayashi hyperbolic space M is complete if
it is Cauchy complete respect to dM .
If M is a Kobayashi hyperbolic complex manifold, we will always denote by
dM the Kobayashi metric on M . Finally, for z ∈M and r > 0, we denote by BrM (z)
to the open ball respect to the Kobayashi metric,
BrM (z)= {w ∈M |dM (z, w)< r } .
Proposition 1.7.2. Let M and N be two complex manifolds and let f : M → N
be a holomorphic function. Then
dM (p, q)≥ dN
(
f (p), f (q)
)
for any p, q ∈M.
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As a immediate consequence of the previous result we have the following
proposition.
Proposition 1.7.3. LetΓ⊂ PSL (3,C) be a subgroup and letΩ⊂CP2 be a Kobayashi
hyperbolic subspace such that Ω is Γ-invariant. Then Γ acts by isometries on Ω,
with respect to the Kobayashi metric dΩ.
We will need the following theorem (see Theorem 1.3 of [BCN11a]).
Theorem 1.7.4. Let Γ ⊂ PSL (3,C) be a discrete subgroup without fixed points
and without fixed lines, suppose thatΛKul(Γ) has more than 4 projective complex
lines in general position, then each connected component of ΩKul(Γ) is complete
Kobayashi hyperbolic.
1.7.2 The Eisenman metric
The construction of these metrics was modelled on the construction of the
Kobayashi metric. As we will see in Chapter 4, there are some advantages of
this metric over the Kobayashi metric. There are not many sources studying
these metrics, unlike the other intrinsic metrics (see [GW85]).
Again, let M be an n-dimensional complex manifold. We denote by Bn the
unitary open ball in Cn and B(0,R) ⊂ Cn the usual open ball with radius R > 0
centered in the origin. For p ∈ M , we denote by Tp M the holomorphic tan-
gent space to M at p. Let
∧k Tp M be the k-th exterior power of Tp M . The de-
composable elements of
∧k Tp M will be denoted by Dkp M (i.e. the elements of∧k Tp M that can be expressed as the exterior product of elements of k elements
of Tp M).
Definition 1.7.5. Let k ∈ Z, 1 ≤ k ≤ n. Let α ∈ Dkp M and p ∈ M. The intrinsic
Eisenman norm of α is
Ek (p,α)= inf
{
R−2k
∣∣∣∣∣ ∃ holomorphic f : Bk (R)→M such thatf (0)= p and f∗ ( ∂∂z1 ∧ ...∧ ∂∂zk (0))=α
}
.
Let p ∈ M and let {w1, ..., wn} be complex coordinates near p. When k = n,
we can re-formulate Ek in the following way
En
(
p,
∂
∂w1
∧ ...∧ ∂
∂wn
(p)
)
= inf
{∣∣J f (0)∣∣−2 ∣∣∣∣ ∃ holomorphic f : Bn →Msuch that f (0)= p
}
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where J f denotes the complex Jacobian determinant of f . Now we intro-
duce the Eisenman volume form τM on M defined by
τM (p)= En
(
p,
∂
∂w1
∧ ...∧ ∂
∂wn
(p)
)(
i
2
)n
d w1∧d w 1∧·· ·∧d wn ∧d w n .
Let U ⊂M be an open subset, then the intrinsic Eisenman volume of U is given
by
VolM (U )=
∫
U
τM .
If there is no ambiguity, we will write Vol(U ) instead of VolM (U ). The Eisenman
metric and volume satisfies the same contraction property given by Proposition
1.7.2 (see Lemma 2.16 of [GW85]).
Chapter 2
Dynamics of solvable groups
In this chapter we study the dynamics of discrete solvable subgroups of PSL(3,C).
These groups present simple dynamics contrary to the rich dynamics of strongly
irreducible discrete subgroups of PSL(3,C), which have been studied exten-
sively (see [BCN11a] or [CNS13]). The study of solvable groups will help to
complete the classification and understanding of the dynamics of all complex
Kleinian groups of PSL(3,C).
In the first section we give the necessary general definitions and results for
the next sections. In Section 2.2 we give a dynamical characterization of solv-
able subgroups of PSL(3,C), in Section 2.3 we prove that solvable groups always
contain a finite index triangularizable group. Therefore, if we want to describe
solvable groups, a first step is to describe the discrete triangular subgroups of
PSL(3,C). In Section 2.4, we first give a full description of commutative dis-
crete triangular subgroups of PSL(3,C) and, in Section 2.5, we describe the non-
commutative case. The description of the dynamics of solvable groups is sum-
marized in Theorem 2.5.31.
2.1 Notation and properties of solvable groups
In this section we give some definitions and algebraic results necessary for the
next sections. We will use some standard concepts from algebraic geometry, see
for example Chapter 2 of [Har92], Chapter 2 of [OV90] or Section 1.2 of [Har13].
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If g and h are two elements of a group G , we denote its commutator by[
g ,h
]= g−1h−1g h ∈G .
If g and h commute then
[
g ,h
]= id. In the same way, we define the commuta-
tor subgroup
[G ,G]= {[g ,h]∣∣g ,h ∈G}⊂G .
If G is commutative then [G ,G] is the trivial group.
Definition 2.1.1. Let G be a group. The derived series G (i ) of G is defined induc-
tively in the following way
G (0) =G , G (i+1) = [G (i ),G (i )] .
We say that G is solvable if, for some n ≥ 0, we have G (n) = {id}. The least integer
n such that G (n) = {id} is called the solvability length of G.
Example 2.1.2.
1. The infinite dihedral group Dih∞ is solvable (see definition 1.4.6).
2. The group SO(3) is not solvable.
3. Any triangular group is solvable, with solvability length at most 3. In par-
ticular, the fundamental groups of Inoue surfaces are solvable groups (see
example 1.3.5).
4. Cyclic groups are solvable.
5. Suspensions of solvable groups are solvable.
Observation 2.1.3. It follows directly from the definition above that a subgroup
G ⊂ PSL (3,C) is solvable if and only if any of its lifts G ⊂ GL (3,C) is solvable. In
the same way, G is triangular if and only if any of its lifts G⊂GL (3,C) is triangu-
lar.
The previous observation allows us to treat indistinctly a complex Kleinian
group and any of its lifts in the matrix group SL(3,C) when we prove that solv-
able groups are virtually triangularizable.
The next result is stated in Section 1.2.1 of [Bor91].
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Lemma 2.1.4. Let Γ be an algebraic group, then Γ×Γ is Zariski dense in Γ×Γ.
Proposition 2.1.5. Let Γ ⊂ GL (n+1,C) be a subgroup group, if Γ is the Zariski
closure of Γ, then Γ is solvable if and only if Γ is solvable.
Proof. Consider the continuous function (respect to the Zariski topology) c :
GL(n+1,C)×GL(n+1,C) → GL(n+1,C) given by c(g ,h) = g−1h−1g h. Using
lemma 2.1.4 we know that Γ×Γ is Zariski dense in Γ×Γ. Then c (Γ×Γ) is Zariski
dense in c
(
Γ×Γ
)
, that is,
[Γ,Γ]=
[
Γ,Γ
]
. (2.1.1)
Now, using induction on k ∈N, we will verify that
Γ(k) = Γ(k). (2.1.2)
Using (2.1.1) we have:
Γ
(1) =
[
Γ,Γ
]
= [Γ,Γ]= Γ(1)
Γ
(2) =
[
Γ
(1)
,Γ
(1)
]
=
[
Γ(1),Γ(1)
]
= [Γ(1),Γ(1)]= Γ(2)
· · ·
Γ
(k) =
[
Γ
(k−1)
,Γ
(k−1)]= [Γ(k−1),Γ(k−1)]= [Γ(k−1),Γ(k−1)]= Γ(k).
This proves (2.1.2).
Now, assumeΓ is solvable and that the solvability length ofΓ is k, thenΓ(k) =
{id} and therefore,
Γ
(k) = Γ(k) = {id}.
Since {id} is closed in the Zariski topology, then {id} = {id} and therefore Γ(k) =
{id}, which proves that Γ is a solvable group.
Finally, if Γ is solvable, with solvability length k, then Γ
(k) = {id}. From this
and (2.1.2) it follows that Γ(k) = {id}, which proves that Γ is solvable, with solv-
ability length k.
Now we list some results and definitions necessary for the rest of this chap-
ter. The following theorem is proven in Chapter 1 of [Ser05].
2.2. SOLVABLE GROUPS HAVE AN INVARIANT FULL FLAG 37
Theorem 2.1.6. Let G be a discrete group of Möbius transformations, then G is
elemental if and only if it is solvable.
The next theorem is known as the topological Tits alternative (see Theorem
1 of [Tit72] or Theorem 1.3 of [BG07]).
Theorem 2.1.7. Let K be a local field and let Γ⊂GL(n,K ) be a subgroup. Then,
either, Γ contains an open solvable group or Γ contains a dense free subgroup.
Before stating Theorem 2.1.10, we need the following definition.
Definition 2.1.8. Let G be an algebraic group, V a variety, and let α : G×V →V
be an action of the group G in V , (g , x) 7→ g x = α(g , x). One says that G acts
morphically on V if the action α satisfies the following axioms:
(i) α(e, x)= x, for any x ∈V , where e ∈G is the identity element.
(ii) α(g ,hx)=α(g h, x) for any g ,h ∈G and x ∈V .
Example 2.1.9. Clearly PSL (n+1,C) acts morphically on CPn .
The next theorem is called the Borel fixed point theorem (see Theorem 10.4
of [Bor91]).
Theorem 2.1.10. Let G be a connected solvable group acting morphically on a
non-empty complete variety V . Then G has a fixed point in V .
The next theorem is proved on [Aus60].
Theorem 2.1.11. Let G ⊂ GL (n+1,C) be a solvable matrix group, then G is
finitely generated.
2.2 Solvable groups have an invariant full flag
In this section we are going to show that solvable subgroups of PSL(3,C) have
an invariant full flag in CP2.
Recall that Schottky groups are the “simplest” examples of Kleinian groups
and enjoy very interesting properties (see Chapter 4 of [MSW02]). Unfortu-
nately they are not always realizable in the higher dimensional setting (see [CNS13]).
For this reason a weaker form of Schottky groups are introduced.
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Definition 2.2.1. Let Σ ⊂ PSL (n+1,C) be a finite set which is symmetric (i.e.,
a−1 ∈Σ for all a ∈Σ) and Aσ = {Aa}a∈Σ a family of compact non-empty pairwise
disjoint subsets of CPn such that for each a ∈Σwe have⋃
b∈Σ\{a−1}
a(Ab)⊂ Aa . (2.2.3)
The group Γ generated by Σ is called a Schottky-like group. The dynamics deter-
mined by (2.2.3) are known as ping-pong dynamics (see Figure 2.2).
Figure 2.1: Ping-pong dynamics in a Schottky-like group.
Example 2.2.2. Every Schottky group of PSL (2,C) acting on CP1 is a Schottky-
like group.
As a consequence of the ping-pong dynamics it is possible to deduce that a
Schottky-like group are free and discrete.
Lemma 2.2.3. Let γ1,γ2 ∈ PSL (3,C) be loxodromic elements and let
τ+1 ,τ
+
2 ,τ
−
1 ,τ
−
2 ∈QP (3,C) \ PSL (3,C)
be elements such that all the following conditions hold:
• γ±ni →n−→∞ τ
±
i ,
• Im(τ+1 ) and Im(τ
+
2 ) are distinct points,
• Im(τ−2 )*Ker(τ
+
1 ) and Im(τ
−
1 )*Ker(τ
+
2 )
then 〈γ1,γ2〉 contains a strongly loxodromic element.
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Proof. Let us define σn = γn1γ−n2 , then it is clear that
σn −→
n→∞ τ
+
1 τ
−
2
σ−1n −→n→∞ τ
+
2 τ
−
1
to conclude the proof observe that Im(τ+1 τ
−
2 )= Im(τ+1 ) and Im(τ+2 τ−1 )= Im(τ+2 ).
Lemma 2.2.4. Let a, x, w, z ∈ C∗, θ ∈ R and y,u ∈ C such that ∣∣y∣∣+ |u| 6= 0 and
|a| < 1, then the group〈
γ1 =
ae2piiθ 0 00 a 0
0 0 a−2e−2piiθ
 , γ2 =
x 0 y0 z u
0 0 w
〉
is not discrete.
Proof. A straightforward calculation shows that
γn1γ2γ
−n
1 γ2 =
1 0 − yw
(
1−a3ne4piiθ)
0 1 − uw
(
1−a3ne2piiθ)
0 0 1

n→∞ //
1 0 −yw0 1 −uw
0 0 1

which shows the assertion.
Lemma 2.2.5. Let Γ ⊂ PSL (3,C) be a complex Kleinian group with strongly ir-
reducible action on CP2 and ` ⊂ CP2 a complex line. Then L = {γ(l ) ∣∣γ ∈ Γ}
contains infinite lines in general position.
Proof. Since the action of Γ on CP2 is strongly irreducible, we deduce that L
cannot have exactly two lines in general position (otherwise
⋂
L is a fixed point
of Γ and therefore, a non-empty invariant space for the action of Γ, see Figure
2.2).
Figure 2.2: Two lines in general position.
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So L must contain at least three lines in general position. On the other
hand, CP2 \∪L is Γ-invariant, then, CP2 \∪L ⊂ Eq(Γ) (see Theorem 3.5 in
[BCN11a]). As a consequence of the main Theorem in [BCN10], the number
of lines contained in CP2 \ Eq(Γ) lying in general position is 1,2,3,4 or infinite,
where the case of finite lines implies that the action of Γ on CP2 is reducible,
thereforeL contains infinite lines in general position.
Lemma 2.2.6. Let Γ⊂ PSL (3,C) be an irreducible complex Kleinian group, then
Γ contains a strongly loxodromic element.
Proof. By Lemma 4.1 in [BCNS18], we know Γ contains a loxodromic element
γ. Let τ+,τ− ∈QP(3,C) \ PSL(3,C) be such that
γ±n n→∞ // τ±
as pseudo projective transformations. Since γ is loxodromic we can assume
Im(τ+) is a point and Im(τ+) 6∈Ker(τ+). Let us assume that γ is not strongly lox-
odromic. Then, we have two possibilities:
• γ is a complex homothety. In this case Im(τ+) = Ker(τ−) and Im(τ−) =
Ker(τ+). Since Γ is irreducible there is τ ∈ Γ such that τ(Im(τ+)) 6= Im(τ+).
Applying Lemma 2.2.4 to
〈
γ,τγτ−1
〉
we deduce τ(Ker(τ+)) 6= Ker(τ1). To
conclude the proof in this case just apply Lemma 2.2.3 to γ and τγτ.
• γ is loxo-parabolic. In this case Fix(γ) = {p+, p−} and γ leaves invariant
exactly 2 complex lines, say `+ and `−. Let ρ+,ρ− ∈ QP(3,C) \ PSL(3,C)
such that γ±n n→∞ // ρ±, thus we can assume Im(ρ±) = p±, Ker(ρ±) = `±
and `− = 〈p+, p−〉. Applying Lemma 2.2.5 we conclude that there is τ ∈ Γ
such that τ`−∩`−∩ {p+, p−}=;. To conclude, apply Lemma 2.2.3 to
–
〈
τγ−1τ−1,γ
〉
, if τp+ ∈ `−,
–
〈
τγτ−1,γ−1
〉
, if τp+ ∈ `+,
–
〈
τγτ−1,γ
〉
in any other case.
Now the proof of the following corollary is straightforward.
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Corolary 2.2.7. LetΓ⊂ PSL (3,C) be an irreducible complex Kleinian group, then
ΛCG(Γ) is the closure of repelling fixed point of strongly loxodromic elements.
Lemma 2.2.8. Let Γ⊂ PSL (3,C) be an irreducible complex Kleinian group, then
Γ contains a Schottky-like group.
Proof. Let γ1 ∈ Γ be a strongly loxodromic element and xa , xs , xr be respectively
its attracting, saddle and repulsive point. Applying Lemma 2.2.5 to `=←−−→xa , xr we
deduce there is τ ∈ Γ such that
τ (`)∩`∩ {xa , xr }=;
Figure 2.3: The element τ moving the line `.
Thus γ2 = τγ1τ−1 is a strongly loxodromic element and τxa ,τxs ,τxr are its
attracting, saddle and repulsive points respectively. Clearly, |{xa , xr ,τxa ,τxr }| =
4. Now, it is trivial that we can find N ∈ N and four mutually disjoint closed
balls B+1 ,B
−
1 ,B
+
2 and B
−
2 such that Int(B
+
i )∩Fix(γi ) (resp. Int(B−i )∩Fix(γi )) is the
attracting (resp. repelling) fixed point of γi (see Figure 2.2). Furthermore,
γ±Ni (B
±
j )⊂ Int(B±i ), i 6= j
γ±Ni (B
±
i )⊂ Int(B±i )
thus 〈γN1 ,γN2 〉 is a Schottky-like group of rank two, which concludes the proof.
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Figure 2.4: The balls B+1 ,B
−
1 ,B
+
2 ,B
−
2 around the points xa , xr ,τxa ,τxr .
This last lemma shows that complex Kleinian groups with irreducible ac-
tion on CP2 contain a free subgroup of rank at least 2. As a consequence of
the topological Tits alternative (Theorem 2.1.7), they cannot contain solvable
groups. Thus, we have the following corollary.
Corolary 2.2.9. Let Γ ⊂ PSL (3,C) be a solvable complex Kleinian group, then Γ
contains a finite index subgroup leaving a full flag invariant.
The converse is also true, if Γ ⊂ PSL(3,C) is a group leaving a full flag inva-
riant, up to conjugation, we can assume that the invariant flag is
{
e1,
←−−→e1,e2
}
.
Then Γ is upper triangular and therefore, solvable. This proof the following
dynamic characterization of solvable groups.
Corolary 2.2.10. Let Γ⊂ PSL (3,C) be a discrete group. Γ is solvable if and only if
Γ contains a finite index subgroup leaving a full flag invariant.
2.3 Solvable groups are virtually triangularizable
In this section we will prove one of the main theorems of this chapter (Theorem
2.3.3). We will give two proofs, one is algebraic and the other one is dynamical.
The algebraic proof is the most appropriate because it is valid for solvable
subgroups of PSL(n+1,C) acting on CPn for any n ≥ 2. On the other hand, the
dynamical proof is only valid for the case n = 2, since it strongly depends on
what is known for the classic case of subgroups of PSL(2,C). However, we give
this proof to make a case about the importance of Schottky groups in this di-
mension.
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Before stating the main theorem of this section, we prove several auxiliary
lemmas that will be needed.
Lemma 2.3.1. Let Σ ⊂ PSL (2,C) be a non elemental subgroup (discrete or non-
discrete) acting on CP1 without fixed points. Then there are two loxodromic ele-
ments γ1,γ2 ∈Σ such that
Fix(γ1)∩Fix(γ2)=;. (2.3.4)
Proof. Let’s assume that Σ is discrete, we denote by Λ(Σ) the limit set of Σ. If Σ
is not discrete, the proof is similar.
SinceΣ is a non-elemental group then |Λ(Σ)| =∞ and,Λ(Σ) is the closure of
all the fixed points of loxodromic elements. Therefore,Σ has an infinite amount
of loxodromic elements.
Suppose that there are not two loxodromic elements in Σ such that (2.3.4)
holds, then we have two cases:
(i) All loxodromic elements of Σ share the same fixed points, that is
Fix(γ)= {a,b}
for any loxodromic element γ ∈Σ, and for some points a,b ∈CP1. Then
Λ(Σ)= {a,b}= {a,b} ,
contradicting that Σ is non-elemental.
(ii) All loxodromic elements of Σ share one fixed point, that is,
Fix(γ)= {p, qγ} (2.3.5)
for any loxodromic element γ ∈Σ, and for some point p ∈CP1.
Since Σ acts on CP1 without fixed points then ∃ τ ∈Σ such that
τ(p) 6= p. (2.3.6)
Let γ ∈Σ be a loxodromic element such that
τ(qγ) 6= p. (2.3.7)
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If there is no loxodromic element satisfying (2.3.7), then τ(qγ)= p for any
loxodromic γ ∈Σ, contradicting that τ ∈ PSL(2,C) is injective.
Consider the conjugation τγτ−1 ∈ Σ, it is a loxodromic element of Σ with
fixed points
Fix(τγτ−1)= {τ(p),τ(qγ)} .
But, as a consequence of (2.3.6) and (2.3.7) we have that p 6∈ Fix(τγτ−1).
This contradicts the assumption (2.3.5).
Therefore, none of the previous two cases can occur. This proves the lemma.
Lemma 2.3.2. Letγ1,γ2 be two loxodromic elements of a subgroupΣ⊂ PSL (2,C).
If
Fix(γ1)∩Fix(γ2)=; (2.3.8)
then there exists a large enough integer n > 0 such that the subgroup 〈γn1 ,γn2 〉⊂Σ
is a Schottky group.
Proof. Let’s denote the fixed points of γi by Fix(γi ) = {ai ,bi } for i = 1,2. We
can take a large enough n > 0 such that there are open balls U1,V1,U2,V2 ⊂CP1
around the points a1, b1, a2, b2 respectively such that
〈
γn1 ,γ
n
2
〉⊂Σ is a Schottky
group. We can take this balls as a consequence of the hypothesis (2.3.8) and the
fact that γ1,γ2 are loxodromic elements.
Now we state and prove the main theorem of this section.
Theorem 2.3.3. Let G ⊂GL (3,C) be a discrete solvable subgroup then G is virtu-
ally triangularizable.
We will give the two proofs in the following two subsections.
Dynamical proof
First we give the dynamical proof.
Proof. Let G ⊂ GL(3,C) be a solvable discrete subgroup. Since G is solvable, it
is not strongly irreducible; if it were strongly irreducible it would contain a free
subgroup of rank at least 2, contradicting that its solvability (see Lemma 2.2.8).
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Since G is not strongly irreducible, there exists a non-empty proper sub-
space p ⊂ CP2 (i.e. p is a point or a line) such that the orbit G(p) is finite. As-
sume first that p is a point.
Let G1 = Isot(p,G)⊂G , then G1 is finite index subgroup of G , which acts on
CP2 fixing p. Then G1 is weakly semi-controllable, let ` ⊂ CP2 be a line such
that p 6∈ ` and let
Π=Πp,` : PSL(3,C)→Aut(`)∼= PSL(2,C)
the group homomorphism defined in Subsection 1.4.1. Denote Σ = Π(G1) ⊂
PSL(2,C), the subgroup Σ can be either discrete or non-discrete.
If Σ is discrete then, by Theorem 2.1.6, Σ is elemental and therefore one of
the following cases hold:
1. Λ (Σ)=;, or
2. |Λ (Σ)| ∈ {1,2}.
If Σ is non-discrete, it can be elemental or non-elemental. If it is elemental,
there are two cases:
3. ΛGr (Σ)=;, or
4. |ΛGr (Σ)| ∈ {1,2}.
If Σ is non-elemental, there are two cases (see Proposition 13.15 of [CS14]):
5. ΛGr (Σ)=S1, or
6. ΛGr (Σ)=CP1.
Now we analyze each of the previous 6 cases.
1. Observe that all points in CP1 have finite G-orbit. If there would be a
point with infinite G-orbit, and since CP1 is compact, there would be
a subsequence of
{
γq
}
γ∈Σ converging to a point in CP
1, and this point
would have to be inΛ(Σ), contradicting thatΛ(Σ)=;.
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Let x ∈CP1 be an arbitrary point and let us define
G0 =Π−1 (Isot(x,Σ)) .
Clearly G0 is a subgroup of G , furthermore, it has finite index in G, since
the cosets of Isot(x,Σ) in Σ correspond to the Σ-orbit of x, which is finite,
as we already stated.
Observe that the elements of Isot(x,Σ) are elements γ ∈Σ such that γ(x)=
x, but, by the definition ofΠ, the elements ofΠ−1 (Isot(x,Σ)) are elements
leaving invariant the line←→p, x, besides fixing the point p. This means that
G0 leaves invariant the full flag
{
p,←→p, x}.
We have proved that G has a finite index subgroup which is triangulariz-
able.
2. Let x ∈Λ(Σ), define
G0 =Π−1 (Isot(x,Σ)) .
Observe that G0 is a subgroup of G . Furthermore, Isot(x,Σ) has finite in-
dex in Σ, since the cosets of Isot(x,Σ) are the points of Λ(Σ), which are
finite.
By the same argument used in case 1, G0 leaves invariant the full flag{
p,←→p, x}. Which means that G has a triangularizable subgroup of finite
index.
3. Since Σ is not discrete, it is an infinite group. Since ΛGr (Σ)=;, then Σ is
a subgroup of Dih∞ or SO(3) (see Theorem 1.14 of [CS14]). We have the
following two subcases:
(a) If Σ is a subgroup of Dih∞, then the point {0} has a finite Σ-orbit,
analogously to the previous cases, we define the subgroup of G ,
G0 =Π−1 (Isot(0,Σ)) ,
which has finite index in G and leaves a full flag invariant.
(b) If Σ is a subgroup of SO(3), it can be dense or Σ is finite (see Propo-
sition 1.4.7). We consider both cases:
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i. A similar proof of Lemma 4.3 of [BCNS18] dismisses thatΣ could
contain a dense subgroup of SO(3).
ii. If Σ = Π(Γ) is finite then Γ0 := Ker(Γ) has finite index in Γ and,
by the definition ofΠ, leaves the full flag
{
e1,
←−−→e1,e2
}
invariant.
4. We use the same argument, used in case 2, on the limit setΛGr (Σ).
5. We have two cases:
(a) If Σ has a global fixed point, we denote it by x ∈ΛGr (Σ) and define
G0 =Π−1 (Σ)=G1.
Analogously to the other cases, this finite index subgroup of G leaves
invariant the full flag
{
p,←→p, x}. Therefore, G is virtually triangulariz-
able.
(b) IfΣ doesn’t have a global fixed point, and since the limit setΛGr (Σ)=
S1 is the closure of fixed points of Σ, these fixed points are dense in
S1. Therefore as consequence of Lemma 2.3.1, we can choose two
loxodromic elements γ1,γ2 ∈Σ such that
Fix(γ1)∩Fix(γ2)=;.
Therefore using Lemma 2.3.2, we can guarantee that, for a suffi-
ciently large n, the subgroup
〈
γn1 ,γ
n
2
〉 ⊂ Σ is a Schottky group. This
means that Σ contains a free subgroup of rank 2, contradicting that
Σ is solvable (see Theorem 2.1.7).
6. As in the last case, we have the same two cases:
(a) If Σ has a global fixed point, this point determines the invariant full
flag, in the same way as in case (a) of the previous case.
(b) If Σ doesn’t have a global fixed point, Lemmas 2.3.1 and 2.3.2 guar-
antee that Σ contains a Schottky subgroup and therefore that Σ is
solvable.
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Algebraic proof
Now we give the algebraic proof of Theorem 2.3.3. The proof is given for dis-
crete solvable subgroups G ⊂GL(3,C) but the same arguments are valid for the
general case of discrete solvable subgroups G ⊂GL(n+1,C).
Proof. Let G ⊂ GL(3,C) be a discrete and solvable subgroup. Since G is dis-
crete, G is not connected, however the Zariski closure G is a solvable subgroup
(Proposition 2.1.5), which acts morphically on CP2. Denote by G0 the con-
nected component of G which contains the identity, then G0 is a solvable con-
nected group, furthermore it is a finite index subgroup of G . By Theorem 2.1.10,
G0 has a global fixed point in CP2.
Up to conjugation by an element of GL(3,C), we can assume that this fixed
point is e1 = [1 : 0 : 0] and therefore every element of G0 has the form a11 a12 a130 a22 a23
0 a32 a33
 .
Let a : G0 → a(G0)⊂GL(2,C ) be the group morphism given by a11 a12 a130 a22 a23
0 a32 a33
 a7→ ( a22 a23
a32 a33
)
.
Since G0 is solvable and a is a suprajective group morphism, then a(G0) is solv-
able. Repeating the same argument we applied before to G ⊂GL(3,C), we now
have a connected solvable subgroup with finite index H0 ⊂ H = a(G0) acting
with a fixed point on CP1. Therefore, up to conjugation, every element of H0
has the form (
a22 a23
0 a33
)
.
Taking the inverse image a−1(H0) we get a finite index subgroup of G with
the form  a11 a12 a130 a22 a23
0 0 a33
 .
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This proofs that G is virtually triangularizable and, since G is a finite index
subgroup of G , then G is virtually triangularizable.
Theorem 2.3.3 states that every solvable subgroup Γ ⊂ PSL(3,C) has a fi-
nite index subgroup Γ0 ⊂ Γ such that, up to conjugation, is upper triangular.
Since ΛKul(Γ0) = ΛKul(Γ) (see Proposition 3.6 of [BCN16]), we can restrict our
attention to the upper triangular subgroups of PSL(3,C). We will study first the
commutative triangular groups in Section 2.4 and then the non-commutative
triangular groups in Section 2.5.
2.4 Commutative triangular groups
In this section we describe the commutative triangular groups. The following
notation and definitions will be used through the rest of the chapter.
We denote the upper triangular elements of PSL(3,C) by
U+ =

 a11 a12 a130 a22 a23
0 0 a33
∣∣∣∣∣∣a11a22a33 = 1, ai j ∈C
 .
Now we define the group morphismsλ12,λ23,λ13 : (U+, ·)→ (C∗, ·) which are
given by
λ12
([
ai j
])= a11a−122
λ23
([
ai j
])= a22a−133
λ13
([
ai j
])= a11a−133 .
To simplify the notation we will write Ker
(
λi j
)
instead of Ker
(
λi j
)∩Γ for
subgroups Γ⊂U+. We also define the projections
pikl
([
ai j
])= akl .
Whenever we have a discrete subgroup Γ ⊂U+, we have a finite index tor-
sion free subgroup Γ′ ⊂ Γ such thatλ12(Γ′) andλ23(Γ′) are torsion free groups as
well (see Lemma 5.8 of [BCNS18]). This subgroup and the original group satisfy
ΛKul(Γ) = ΛKul(Γ′) (see Proposition 3.6 of [BCN16]). Therefore we can assume
for the rest of the chapter that all discrete subgroups Γ⊂U+ are torsion free.
The following immediate result will be used often.
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Proposition 2.4.1. If Γ⊂ PSL (3,C) is a torsion free, commutative subgroup then
Γ∼=Zr
where r = rank(Γ).
The following result (see Lemma 5.11 of [BCNS18]) describe the form of the
upper triangular commutative subgroups of PSL(3,C).
Lemma 2.4.2. Let Γ ⊂U+ be a commutative group, then there is a matrix τ ∈
SL (3,C) such that one of the following cases occurs:
1. Each element of τΓτ−1 has the form α−2 0 00 α β
0 0 α
 .
2. Each element of τΓτ−1 has the form α 0 β0 α−2 0
0 0 α
 .
3. The group τΓτ−1 is diagonal.
4. Each element of τΓτ−1 has the form α 0 β0 α γ
0 0 α
 ,
where α is a cubic root of the unity.
5. Each element of τΓτ−1 has the form α β γ0 α 0
0 0 α
 ,
where α is a cubic root of the unity.
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6. Each element of τΓτ−1 has the form α β γ0 α µ
0 0 α
 ,
where α is a cubic root of the unity.
In all cases, β,γ,µ ∈C and α ∈C∗.
Observation 2.4.3. The previous lemma states that if we have an upper trian-
gular commutative group, the group has one of the 6 described forms. However,
the opposite doesn’t necessarily holds: if we have a group of the sixth form, it is
not commutative in general.
Observe that cases 4, 5 and 6 stated in Lemma 2.4.2 are purely parabolic,
they have been already studied in [BCNS18]. Cases 1, 2 and 3 can be purely
parabolic or they can have loxodromic elements, therefore we will only study
cases 1, 2 and 3, assuming that they contain loxodromic elements.
So, now we describe, in each of the 3 cases, how the groups should be in
order to be commutative and discrete. We will also describe the Kulkarni limit
set in each case.
2.4.1 Case 1
This case will be treated in greater detail since the other cases will have simila-
rities with this one. First we describe the form of the groups of this case.
First, we describe the explicit form of these groups.
Proposition 2.4.4. Let Γ ⊂U+ be a commutative subgroup such that each ele-
ment of Γ has the form  α−2 0 00 α β
0 0 α
 ,
for some α ∈ C∗ and β ∈ C. Then there exists an additive subgroup W ⊂ (C,+)
and a group morphism µ : (W,+)→ (C∗, ·) such that
Γ= ΓW,µ =

 µ(w)−2 0 00 µ(w) wµ(w)
0 0 µ(w)
∣∣∣∣∣∣w ∈W
 .
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Proof. Let ζ : (Γ, ·)→ (C,+) be the group homomorphism given by[
αi j
] ζ7→α23α−133 .
Clearly, we have Ker(ζ) = {id}. Thus we can define the group homomorphism
µ : (ζ(Γ),+)→ (C∗, ·) as
x
µ7→pi22
(
ζ−1(x)
)
.
Define the additive group W = ζ (Γ). It is straight forward to verify that
Γ=

 µ(w)−2 0 00 µ(w) wµ(w)
0 0 µ(w)
∣∣∣∣∣∣w ∈W
 .
For a commutative group ΓW,µ ⊂ U+ with the form given by the previous
proposition, and for w ∈W , we denote
γw =
 µ(w)−3 0 00 1 w
0 0 1
 ∈ ΓW,µ.
Proposition 2.4.5. Let Γ= ΓW,µ ⊂U+ be a commutative subgroup with the form
given by Proposition 2.4.4. If rank(Γ)= r , then rank(W )= r .
Proof. Let r = rank(Γ) and γ1, ...,γr ∈ Γ such that Γ=
〈
γ1, ...,γr
〉
. Let w1, ..., wr ∈
W such that γ j = γw j , for j = 1, ...,r . Let w ∈W and consider γw ∈ Γ, then there
exist n1, ...,nr ∈Z such that γ= γn11 · · ·γnrr , that is
γ=
 µ(w1)−3n1 ...µ(wr )−3nr 0 00 1 n1w1+ ...+nr wr
0 0 1
 . (2.4.1.9)
On the other hand,
γ=
 µ(w) 0 00 1 w
0 0 1
 . (2.4.1.10)
From (2.4.1.9) and (2.4.1.10), it follows
w = n1w1+ ...+nr wr .
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This means that W = 〈w1, ..., wr 〉 and therefore, rank(W ) ≤ r . To prove that
rank(W )= r , assume without loss of generality that wr = n1w1+ ...+nr−1wr−1,
then
γr =
 µ(w1)−3n1 ...µ(wr−1)−3nr−1 0 00 1 n1w1+ ...+nr−1wr−1
0 0 1
= γn11 · · ·γnr−1r
contradicting that rank(Γ)= r . This completes the proof.
Lemma 2.4.6. Let W ⊂C be a discrete additive subgroup and µ : (W,+)→ (C∗, ·)
a group morphism. Then ΓW,µ is a discrete subgroup of PSL (3,C).
Proof. Suppose that Γ = ΓW,µ is not discrete. Then there is a sequence of dis-
tinct elements
{
gn
} ⊂ Γ converging to the identity in PSL(3,C). Denote this
sequence by
gn =
 µ(wn)−2 0 00 µ(wn) wnµ(wn)
0 0 µ(wn)
=
 µ(w)−3 0 00 1 wn
0 0 1
 ,
for some sequence {wn} ⊂ W . Then wn → 0 ∈ W , but this cannot occur be-
cause W is discrete, unless wn = 0 for all n, which implies that µ(wn) = 1 for
all n, since µ is a group morphism. Then
{
gn
} = {i d} is a constant sequence,
contradicting that it is a sequence of distinct elements. This proves that Γ is
discrete.
We will need the following lemma to produce examples of non-discrete a-
dditive subgroups W such that ΓW,µ is discrete.
Lemma 2.4.7. If α and β are two rationally independent real numbers then
W = SpanZ(α,β)
is a non-discrete additive subgroup of C.
Proof. Let h : (W,+)→ (S1, ·) be a group homomorphism given by
x 7→ e2pii xα .
Since
{
α,β
}
are rationally independent, so are
{
1, βα
}
. As a consequence of this,
h(W ) is a sequence of distinct elements in S1, which is compact and therefore
there a subsequence, denoted by
{
gn
}⊂ h(W ), such that
gn = e2pii qn
β
α → ξ ∈S1,
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for some
{
qn
} ⊂ Z and some ξ ∈ S1. Define the sequence {hn} ⊂ S1 by hn =
gn g−1n+1, then hn → 1. Denoting
hn = e2pii rn
β
α
for some {rn}⊂Z, and taking the logarithm of the sequence we have
2pii rn
β
α
+2pii sn → 0 (2.4.1.11)
for some logarithm branches defined by {sn}⊂Z. As a consequence of (2.4.1.11)
we have a sequence
{
rnβ+ snα
} ⊂ W converging to 0 and therefore, W is not
discrete.
In the following two examples we have discrete groups ΓW,µ such that W is
not discrete.
Example 2.4.8. Let W = SpanZ(1,
p
2). This is an abelian and free group of rank
2, besides W is not discrete (see Lemma 2.4.7).
Since W is a free group, to define any group morphism in W , it is enough to
define it in a generator set. Let µ : (W,+)→ (C∗, ·) be the group morphism given
by
µ(1)= 1,
∣∣∣µ(p2)∣∣∣ 6= 1.
Suppose that Γ= ΓW,µ is non-discrete. Then there exists a non-constant sequence{
gn
}⊂ Γ converging to the identity in W . As we did in the proof of lemma 2.4.6,
we denote
gn =
 µ(w)−3 0 00 1 wn
0 0 1
 ,
then wn → 0. If we write wn = pn +qn
p
2, then∣∣pn∣∣ , ∣∣qn∣∣→∞.
On the other hand,
µ(wn)=µ
(
pn +qn
p
2
)
=µ(pn)µ(qnp2)
=µ (1)pn µ
(p
2
)qn =µ(p2)qn .
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Since
∣∣µ(p2)∣∣ 6= 1, either ∣∣µ (wn)∣∣→ 0 or ∣∣µ (wn)∣∣→∞ and therefore, ∣∣µ (wn)∣∣−3 →
∞ or ∣∣µ (wn)∣∣−3 → 0 respectively. In both cases is not possible to have gn → id.
This implies that Γ is discrete.
Example 2.4.9. Let W = SpanZ(1,
p
2, i ). This is again a non-discrete, abelian
and free group of rank 3. Let µ : (W,+)→ (C∗, ·) be a group morphism given by
µ(1)= 1,
∣∣∣µ(p2)∣∣∣ 6= 1.
and µ(i ) arbitrary. Analogously to the previous example, assume that Γ = ΓW,µ
is not discrete, then there is a non-constant sequence
{
gn
}⊂ Γ converging to the
identity in W and this sequence determines a sequence {wn}⊂W such that wn →
0.
Denote wn = pn + qn
p
2+ rni and, since i is R-linearly independent of
{
1,
p
2
}
,
we have that rn → 0 and
{
pn
}
,
{
qn
}
are as in the previous example. Then it holds
again that ∣∣µ(wn)∣∣=µ(p2)qn .
Using the same argument as in the last example,
{
gn
}
cannot converge to the
identity, contradicting that Γ is not discrete. Therefore, Γ is discrete.
Examples 2.4.8 and 2.4.9 show non-discrete additive groups W with range
2 and 3 such that ΓW,µ is discrete. Proposition 2.4.12 says that we cannot found
such a group with range 4 or higher. Besides, this proposition gives the full de-
scription of discrete commutative subgroups of U+ belonging to the case 1. In
order to prove that proposition, we first need to determine the equicontinuity
region for case 1 groups.
Propositions 1.3.11, 1.3.12 and 1.3.13 remark the importance of knowing all
the possible quasi-projective maps that the sequences of distinct elements of
Γ can converge to. In the following table we list all of these possible quasi-
projective limits.
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Case τ Conditions Ker(τ) Im(τ)
(i)
 1 0 00 0 0
0 0 0
 wn → b ∈C and µ(wn)→ 0or
wn →∞, µ(wn)→ 0 and wnµ(wn)3 → 0
←−−→e2,e3 {e1}
(ii)
 0 0 00 1 b
0 0 1
 wn → b ∈C and µ(wn)→∞ {e1} ←−−→e2,e3
(iii)
 0 0 00 0 1
0 0 0

wn →∞ and µ(wn)→∞
or
wn →∞ and µ(wn)→ a ∈C∗
or
wn →∞, µ(wn)→ 0 and wnµ(wn)3 →∞
←−−→e1,e2 {e2}
(iv)
 1 0 00 0 b
0 0 0
 wn →∞, µ(wn)→ 0 and wnµ(wn)3 → b ∈C∗ {e2} ←−−→e1,e2
Table 2.1: Quasi-projective limits of sequences of distinct elements in Γ.
Proposition 2.4.10. Let Γ⊂ PSL (3,C) be a commutative discrete group with the
form given in Proposition 2.4.4. If Γ contains loxodromic elements then
Eq(Γ)=CP2 \ (←−−→e1,e2∪←−−→e2,e3) .
Proof. We use Proposition 1.3.12 to determine Eq(Γ). Let
γw =
 µ(w)−3 0 00 1 w
0 0 1
 ∈ Γ
be a loxodromic element, then
∣∣µ(w)∣∣ 6= 1. Let us suppose, without loss of gen-
erality, that
∣∣µ(w)∣∣> 1. Consider the sequence {γnw}n∈N ⊂ Γ, then
γnw → τ1 =
 0 0 00 0 1
0 0 0
 , with Ker(τ1)=←−−→e1,e2. (2.4.1.12)
Considering the sequence
{
γ−nw
}
n∈N ⊂ Γ instead, we have
γ−nw → τ2 =
 1 0 00 0 0
0 0 0
 , with Ker(τ2)=←−−→e2,e3. (2.4.1.13)
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Proposition 1.3.12 together with (2.4.1.12) and (2.4.1.13) imply that
CP2 \
(←−−→e1,e2∪←−−→e2,e3)⊂ Eq(Γ). (2.4.1.14)
Proposition 1.3.12 and the table in Figure 2.4.1 imply that
Eq(Γ)⊂CP2 \ (←−−→e1,e2∪←−−→e2,e3) . (2.4.1.15)
(2.4.1.14) and (2.4.1.15) prove the proposition.
Observation 2.4.11. The previous proposition implies that, for a group Γ of this
first case, if we determine that
←−−→e1,e2∪←−−→e2,e3 ⊂ΛKul(Γ)
then, using Proposition 1.3.13, we have in fact,
ΛKul(Γ)=←−−→e1,e2∪←−−→e2,e3.
This observation will be very useful when we determine the Kulkarni limit set in
the different subcases in the proof of Theorem 2.4.20.
Now we give the description of discrete subgroups of case 1.
Proposition 2.4.12. Let Γ = ΓW,µ ⊂U+ be a group as described in Proposition
2.4.4. The group Γ is discrete if and only if rank(W ) ≤ 3 and the morphism µ
satisfies the following condition:
(C) Whenever we have a sequence {wk } ∈W of distinct elements such that wk →
0, either µ(wk )→ 0 or µ(wk )→∞.
Proof. First, assume that rank(W )≤ 3 and that the group morphism µ satisfies
the condition (C). First, let us suppose that W is discrete, then by Lemma 2.4.6,
Γ is discrete.
Now, assume that W is not discrete. Suppose that Γ is not discrete, then let{
γk
}⊂ Γ be a sequence of distinct elements such that γk → id, denote
γk =
 µ(wk )−3 0 00 1 wk
0 0 1
 .
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Then µ(wk ) converges to some cubic root of the unity and wk → 0. Since µ
satisfies condition (C) then µ(wk )→ 0 or µ(wk )→∞ contradicting that µ(wk )
converges to some cubic root of the unity. This contradiction proves that Γ is
discrete.
Now assume that Γ is discrete, by Propositions 1.3.13 and 2.4.10, Γ acts
properly and discontinuously on
Eq(Γ)=CP2 \ (←−−→e1,e2∪←−−→e2,e3)∼=C×C∗.
Consider the universal covering
pi= (id,exp) :C×C→C×C∗,
where exp(z)= ez for z ∈C. The group Γ can be written as Γ∼= Γ1×Γ2 with
Γ1 =
{[
µ(w)−3 0
0 1
]∣∣∣∣w ∈W }
Γ2 =
{[
1 w
0 1
]∣∣∣∣w ∈W }
with the multiplicative group Γ1 acting on C∗ and the additive group Γ2 acting
on C. Let Γ˜ and Γ˜2 be covering groups of Γ and Γ2 respectively (see Theorem
9.1 of [Bre72]), let Γ˜1 = Γ1. As a consequence of this, there is a group morphism,
induced by pi and still denoted by pi, given by
pi= (id,exp) : Γ˜∼= Γ˜1× Γ˜2 → Γ1×Γ2
(α,β) 7→ (α,eβ)
Since Γ1 and Γ2 are both commutative and torsion free then, by Proposition
2.4.1
Γ1 ∼=Zk1 and Γ2 ∼=Zk2
with k1 = rank(Γ1) and k2 = rank(Γ2). Then Γ ∼= Γ1×Γ2 ∼= Zk1 ×Zk2 = Zk , with
k = k1+k2 = rank(Γ). Observe that the kernel of the group morphism pi is given
by
Ker(pi)=Ker(id)×ker(exp)∼=Z
then,
Γ˜∼=Ker(pi)×Γ∼=Z×Zk ,
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and therefore,
rank(Γ)= k+1. (2.4.1.16)
On the other hand, since Γ acts properly and discontinuously on C×C∗, then Γ˜
acts properly and discontinuously on C×C, which is simply connected. Then,
by Theorem 2.5.25, rank
(
Γ˜
)≤ 4. This, together with (2.4.1.16) yields rank(Γ)≤ 3.
Using Proposition 2.4.5 we conclude that rank(W )≤ 3.
Now we will verify that µ satisfies the condition (C). Let {wk } ⊂ W be a
sequence of distinct elements such that wk → 0 (in the case that W is non-
discrete). Consider the sequence
{
µ(wk )
} ⊂ C∗, assume that it does not con-
verge to 0 or ∞, then there are open neighborhoods U0 and U∞ of 0 and ∞
respectively such that
{
µ(wk )
} ⊂ CP1 \ (U0∪U∞). Since CP1 is compact and
CP1 \ (U0∪U∞) is a closed subset of CP1, then CP1 \ (U0∪U∞) is compact and
therefore, there is a converging subsequence of
{
µ(wk )
}
, still denoted the same
way. Let z ∈C∗ such that µ(wk )→ z, then
γk =
 µ(wk )−3 0 00 1 wk
0 0 1
→
 z−3 0 00 1 0
0 0 1
 .
Then Γ cannot be discrete. This proves that µ satisfies the condition (C).
We say that z ∈ C is a rational rotation (resp. irrational rotation) if z = e2piiθ
for some θ ∈Q (resp. θ ∈R\Q).
Now we describe the Kulkarni limit set of these groups. In order to do this,
we will divide all groups of case 1 into subcases according to the following dia-
gram:
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Does µ(W )
have rational
rotations?
Is W discrete? C1.2 Is W discrete?
C1.1
Does µ(W )
have irrational
rotations?
Does µ(W )
have irrational
rotations?
C1.3 C1.4 C1.5 C1.6
yes
no
yes
no
yes
no
yes
no yes
no
Figure 2.5: Diagram of the six subcases for case 1.
Before describing the Kulkarni limit set of case 1 groups, we will need the
following proposition (see chapter 2 of [Wal94]).
Proposition 2.4.13. The closed subgroup H ⊂Rn is additive if and only if
H ∼=Rp ⊕Zq
with non-negative integers p, q such that p+q ≤ n.
Observation 2.4.14. If Γ is cyclic then W is cyclic (see Proposition 2.4.5), de-
note W = 〈w〉. The group Γ is either generated by a loxo-parabolic or an ellipto-
parabolic element depending on whether
∣∣µ(w)∣∣ 6= 1 or ∣∣µ(w)∣∣ = 1 respectively.
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According to Proposition 4.2.10 and 4.2.19 of [CNS13],
ΛKul(Γ)=
{←−−→e1,e2∪←−−→e2,e3, ∣∣µ(w)∣∣ 6= 1
←−−→e1,e2,
∣∣µ(w)∣∣= 1 .
Therefore, we can assume that the group Γ is not cyclic.
Lemma 2.4.15. Let Γ ⊂U+ be commutative discrete group with the form given
in Proposition2.4.12, then
L0(Γ)=
{
{e1,e2} , If µ(W ) does not contain rational rotations
←−−→e1,e2, If µ(W ) contains rational rotations
Proof. In both cases {e1,e2} ⊂ L0(Γ) since both are global fixed points of Γ. A
direct computation shows that if X ∈ L0(Γ) then X ∈←−−→e1,e2, that is, L0(Γ)⊂←−−→e1,e2.
It is straight-forward to verify that, if µ(W ) contains rational rotations, then
every point in←−−→e1,e2 is in L0(Γ) and therefore L0(Γ)=←−−→e1,e2. Also, if µ(W ) doesn’t
contain rational rotations, then L0(Γ)= {e1,e2}.
Lemma 2.4.16. Let Γ = ΓW,µ ⊂ U+ be a commutative discrete group with the
form given in Proposition2.4.12, if W is discrete and µ(W ) contains rational ro-
tations then
ΛKul(Γ)=←−−→e1,e2.
Proof. Sinceµ(W ) contains rational rotations, L0(Γ)=←−−→e1,e2 (see Lemma 2.4.15).
Since W is discrete, then Γ has no sequences with quasi-projective limit with
the form (ii) in Table 2.4.1, this implies ΛKul(Γ)⊂←−−→e1,e2 (see Proposition 1.3.13).
All of this yields ←−−→e1,e2 = L0(Γ)⊂ΛKul(Γ)⊂←−−→e1,e2.
This proves the proposition.
Lemma 2.4.17. Let Γ = ΓW,µ ⊂ U+ be a commutative discrete group with the
form given in Proposition2.4.12, if µ(W ) contains rational rotations and W is
not discrete, then
ΛKul(Γ)=←−−→e1,e2∪←−−→e2,e3.
Proof. Since W is not discrete, there is a sequence {wn}⊂W such that wn → 0
and therefore, either µ(wn)→∞ or µ(wn)→ 0 (see Proposition 2.4.12). We can
62 CHAPTER 2. DYNAMICS OF SOLVABLE GROUPS
assume without loss of generality that the former happens (otherwise, consider
the sequence {−wn} instead).
Then, the quasi-projective limit of the sequence
{
γwn
}
is
τ=
 0 0 00 1 0
0 0 1
 .
Let z ∈CP2 \ L0(Γ), then z 6∈Ker(τ)= {e1} (see Lemma 2.4.15). Therefore, the set
of accumulation points of points in CP2 \ L0(Γ) is Im(τ)=←−−→e2,e3. Then,
←−−→e1,e2∪←−−→e2,e3 ⊂ L0(Γ)∪L1(Γ).
Using Observation 2.4.11 we conclude that
ΛKul(Γ)=←−−→e1,e2∪←−−→e2,e3,
whenever W contains rational rotations and is not discrete.
As an immediate consequence of the last lemma we conclude that groups Γ
belonging to the case C1.2 satisfyΛKul(Γ)=←−−→e1,e2∪←−−→e2,e3.
We say that the commutative groupΓ= ΓW,µ satisfy the condition (F) if there
is a sequence {wk }⊂W such that wk →∞, µ(wk )→ 0 and wkµ(wk )3 → b ∈C∗.
If W is discrete, using Table 2.4.1 we conclude that ←−−→e2,e3 cannot be con-
tained inΛKul(Γ). Then, if µ(W ) contains no rational rotations, either ΛKul(Γ)=
{e1,e2} or ΛKul(Γ) =←−−→e1,e2. This argument, together with Table 2.4.1 proves the
following lemma.
Lemma 2.4.18. Let Γ = ΓW,µ ⊂ U+ be a commutative discrete group with the
form given in Proposition2.4.12, if µ(W ) contains no rational rotations and W is
discrete, then
ΛKul(Γ)=
{←−−→e1,e2, if Γ satisfy condition (F)
{e1,e2} , any other case
.
This previous lemma describes cases C1.3 and C1.4.
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Lemma 2.4.19. Let Γ = ΓW,µ ⊂ U+ be a commutative discrete group with the
form given in Proposition2.4.12, if µ(W ) contains no rational rotations and W is
not discrete, then
ΛKul(Γ)=
{←−−→e1,e2∪←−−→e2,e3, if Γ satisfy condition (F)
{e1}∪←−−→e2,e3, any other case
.
Proof. Since µ(W ) contains no rational rotations, L0(Γ) = {e1,e2} (see Lemma
2.4.15). Since W is not discrete then there is a sequence {wk } ⊂ W such that
wk → 0, and then µ(wk )→∞ or µ(wk )→ 0 (see Proposition2.4.12). In the for-
mer case, we can conclude, using Table 2.4.1, that ←−−→e2,e3 ⊂ΛKul(Γ). In the latter
case we can consider the sequence {−wk } which satisfies µ(−wk )→∞ and we
conclude again that←−−→e2,e3 ⊂ΛKul(Γ).
If the group Γ satisfies condition (F), using Table 2.4.1, it follows that←−−→e1,e2 ⊂
ΛKul(Γ) and using Observation 2.4.11, we conclude that ΛKul(Γ)=←−−→e1,e2∪←−−→e2,e3.
Analogously, if Γ doesn’t satisfy condition (F),ΛKul(Γ)= {e1}∪←−−→e2,e3.
This previous lemma describes cases C1.5 and C1.6. Finally, Lemmas 2.4.16,
2.4.17, 2.4.18 and 2.4.19 together prove the following theorem.
Theorem 2.4.20. Let Γ⊂ PSL (3,C) be commutative discrete group with the form
given in Proposition2.4.12, then
ΛKul(Γ)=

{e1,e2} , Cases C1.3 or C1.4 with condition (F) not holding.
←−−→e1,e2,
{
Cases C1.3 or C1.4, satisfying condition (F)
Case C1.1
{e1}∪←−−→e2,e3, Cases C1.5 or C1.6 with condition (F) not holding.
←−−→e1,e2∪←−−→e2,e3,
{
Cases C1.5 or C1.6, satisfying condition (F)
Case C1.2
In the following example we give a group belonging to the case C1.6 and
determine its Kulkarni limit set. This example is important because it was be-
lieved that only fundamental groups of Hopf surfaces had a Kulkarni limit set
consisting of a line and a point. This is an example of a group with this limit
set, which is not a fundamental group of a Hopf surface (since these groups are
cyclic, see [Kat75]).
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Example 2.4.21. Let W = SpanZ
{
1,
p
2
}
be an additive subgroup of C and let
µ : (W,+)→ (C∗, ·) a group homomorphism given by
µ(1)= e−1, µ(p2)= e
p
2.
Consider the group Γ = ΓW,µ defined as before. Γ is a commutative group (see
Proposition 2.4.4). The rank of W is 2 and if {wn} ⊂W is a sequence of distinct
elements such that wn = pn +qn
p
2→ 0, then, without loss of generality assume
that pn ,−qn →∞, then
µ(wn)=µ(1)pnµ(
p
2)qn = e−pn+qn
p
2 → 0,
and therefore Γ is discrete (see Proposition 2.4.12).
On the other hand, if x ∈ µ(W ) then x = µ(p + qp2) for some p, q ∈ Z and
then
|x| =
∣∣∣µ(1)pµ(p2)q ∣∣∣= e−p+qp2 6= 1.
Observe that, |x| = 1 if and only if −p+qp2= 0 but this cannot happen because
set1,
p
2 are rationally independent. This verifies that µ(W ) doesn’t have rota-
tions and therefore belongs to the case C1.6.
Now we determine its Kulkarni limit set. As we see in Theorem 2.4.20,
ΛKul(Γ)= {e1}∪←−−→e2,e3,
unless condition (F) is satisfied. That is, unless there is a sequence {wn}⊂W such
that wn →∞, µ(wn)→ 0 and
wnµ(wn)
3 → b ∈C∗.
Assume that this happens, since wn →∞, there are the following possibilities for
the sequences
{
pn
}
,
{
qn
}⊂Z:
1. If both sequences
{
pn
}
,
{
qn
}
are bounded, then there exists R > 0 such that∣∣pn∣∣ , ∣∣qn∣∣<R and then ∣∣∣pn +qnp2∣∣∣<R(p2+1).
Therefore it’s impossible that wn →∞.
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2. If µ(wn)→ 0 with pn →∞ and
{
qn
}
bounded. Then
wnµ(wn)
3 =
(
pn +qn
p
2
)
e−3pn+3qn
p
2
= pne−3pn+3qn
p
2+qn
p
2e−3pn+3qn
p
2
= pne−3pn︸ ︷︷ ︸
→0
e3qn
p
2︸ ︷︷ ︸
bounded
+ qn
p
2︸ ︷︷ ︸
bounded
e−3pn+3qn
p
2︸ ︷︷ ︸
→0
→ 0
3. If µ(wn)→ 0 with qn →−∞ and
{
pn
}
bounded. Then
wnµ(wn)
3 =
(
pn +qn
p
2
)
e−3pn+3qn
p
2
= pne−3pn+3qn
p
2+qn
p
2e−3pn+3qn
p
2
= pn︸︷︷︸
bounded
e−3pn+3qn
p
2︸ ︷︷ ︸
→0
+qn
p
2e3qn
p
2︸ ︷︷ ︸
→0
e−3pn︸ ︷︷ ︸
bounded
→ 0
Then neither of these 3 cases occur and therefore condition (F) doesn’t hold. Using
Theorem 2.4.20, we conclude
ΛKul(Γ)= {e1}∪←−−→e2,e3.
2.4.2 Case 2
Finally, we study the case where Γ is conjugate to a diagonal group. We start by
describing the form of these groups.
Proposition 2.4.22. Let Γ⊂U+ be a commutative subgroup such that each ele-
ment of Γ has the form  α 0 00 β 0
0 0 α−1β−1
 . (2.4.2.17)
Then there exist two multiplicative subgroups W1,W2 ⊂ (C∗, ·) such that
Γ= ΓW1,W2 =

 w1 0 00 w2 0
0 0 1
∣∣∣∣∣∣w1 ∈W1, w2 ∈W2
 . (2.4.2.18)
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Proof. Let Γ ⊂U+ be a commutative group with the form given by (2.4.2.17).
Let γ = Diag(α,β,α−1β−1) ∈ Γ, then γ = Diag(α2β,αβ2,1). Let W1,W2 ⊂ C∗ be
the two multiplicative groups given by W1 = λ13(Γ) and W2 = λ23(Γ), then γ =
Diag(w1, w2,1), where
w1 :=α2β=λ13(γ) ∈W1
w2 :=αβ2 =λ23(γ) ∈W2.
Then Γ has the form given by (2.4.2.18).
Proposition 2.4.23. Let Γ⊂U+ be a diagonal discrete group such that every ele-
ment has the form
γ=
 w1 0 00 w2 0
0 0 w−11 w
−1
2

then rank(Γ)≤ 2.
Proof. Recall the group morphisms λi j defined in Section 2.4. Let µ : Γ→ R2
given by
µ(γ)= (log ∣∣λ13(γ)∣∣ , log ∣∣λ23(γ)∣∣) .
Clearly µ is well defined and it’s a group homomorphism between Γ and the
additive subgroup µ(Γ)⊂R2. Furthermore,
Ker(µ)= {γ ∈ Γ ∣∣ ∣∣λ13(γ)∣∣= ∣∣λ23(γ)∣∣= 1}= {id} .
Then, µ : Γ→ µ(Γ) is a group isomorphism. Since Γ is discrete, then µ(Γ) is
discrete and therefore rank
(
µ(Γ)
)≤ 2, then rank(Γ)≤ 2.
Proposition 2.4.24. Let Γ = ΓW1,W2 be a subgroup of U+ with the form given by
Proposition 2.4.22. Then
Γ∼=W1⊕W2.
Proof. Let H1, H2 ⊂ Γ be two subgroups given by
H1 =
{
Diag(w,1,1)
∣∣w ∈W1} , H2 = {Diag(1, w,1) ∣∣w ∈W2} .
Observe that Hi ∼=Wi . Both H1 and H2 are normal in Γ and Γ= 〈H1, H2〉. Also,
H1∩H2 = {id}, therefore
Γ=H1⊕H2 ∼=W1⊕W2.
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The previous proposition, together with Proposition 2.4.23, imply that
rank(W1)+ rank(W2)≤ 2.
If rank(W1)= 1, rank(W2)= 0 or rank(W1)= 0, rank(W2)= 1, then Γ is cyclic and
therefore, its Kulkarni limit set is described in Section 4.2 of [CNS13].
The case rank(W1)= 2, rank(W2)= 0 is conjugated to the case rank(W1)= 0,
rank(W2) = 2. However, both cases imply that Γ is not discrete. Therefore we
just have to describe the case:
Γ := Γα,β =

 αn 0 00 βm 0
0 0 1
∣∣∣∣∣∣n,m ∈Z
 . (2.4.2.19)
for some α,β ∈C∗ such that |α| 6= 1 or ∣∣β∣∣ 6= 1.
Consider a sequence of distinct elements
{
γk
}⊂ Γ given by
 αnk 0 00 βmk 0
0 0 1

In the following table we show all the possible quasi-projective limits of se-
quences in the diagonal case.
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Case τ Conditions Ker(τ) Im(τ)
(i)
 1 0 00 0 0
0 0 0
 αnk →∞, βmk →∞ and αnkβ−mk →∞
αnk →∞ and βmk → b ∈C
←−−→e2,e3 {e1}
(ii)
 0 0 00 1 0
0 0 0
 αnk →∞, βmk →∞ and α−nkβmk →∞
αnk → 0 and βmk →∞
←−−→e1,e3 {e2}
(iii)
 0 0 00 0 0
0 0 1
 αnk → 0 and βmk → 0 ←−−→e1,e2 {e3}
(iv)
 b 0 00 0 0
0 0 1
 αnk → b ∈C∗ and βmk → 0 {e2} ←−−→e1,e3
(v)
 b 0 00 1 0
0 0 0
 αnk →∞, βmk →∞ and αnkβ−mk → b ∈C∗ {e3} ←−−→e1,e2
(vi)
 0 0 00 b 0
0 0 1
 αnk → 0 and βmk → b ∈C∗ {e1} ←−−→e2,e3
Table 2.2: Quasi-projective limits of sequences of distinct elements in Γ.
The following lemmas will be useful to determine the Kulkarni limit set of
the groups Γα,β.
Lemma 2.4.25. Let Γα,β ⊂ U+ be a discrete group containing loxodromic ele-
ments such that
αn =βm , (2.4.2.20)
for some n,m ∈Z, then
L0(Γ)=←−−→e1,e2∪ {e3} .
If (2.4.2.20) does not hold, then
L0(Γ)= {e1,e2,e3} .
Proof. Let Γ = Γα,β as in the hypothesis of the lemma and let z = [z1 : z2 : z3] ∈
L0(Γ). Then
[
αp z1 :βq z2 : z3
]= [z1 : z2 : z3] for an infinite number of p, q ∈Z.
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If z3 6= 0 then, either α and β are rational rotations or z1 = z2 = 0. If the
former happens, then Γ contains no loxodromic elements, contradicting the
hypothesis. If the latter happens, then z = e3.
If z3 = 0, we can assume without loss of generality that z1 6= 0. If z2 = 0,
then z = e2. If z2 6= 0, then αp = βq for an infinite number of integers p, q
(this holds because (2.4.2.20) implies that α j n = β j m for any j ∈ Z). Then z ∈←−−→e1,e2. If (2.4.2.20) doesn’t hold, then no point in ←−−→e1,e2 \ {e1,e2} satisfies that[
αp z1 :βq z2 : z3
]= [z1 : z2 : z3] for an infinite number of p, q ∈Z.
All of these, together with Proposition ?? proves the lemma.
Lemma 2.4.26. Let Γα,β ⊂ U+ be a discrete group containing loxodromic ele-
ments, then
• L1(Γ)= {e1,e2}, if |α| > 1>
∣∣β∣∣ or |α| < 1< ∣∣β∣∣.
• L1(Γ)= {e1,e3}, if |α| >
∣∣β∣∣> 1 or |α| < ∣∣β∣∣< 1.
• L1(Γ)= {e1}∪←−−→e2,e3, if β is an irrational rotation.
Proof. Letα,β ∈C∗, as before, since Γ= Γα,β contains loxodromic elements, we
can assume without loss of generality that |α| 6= 1. Let {γk} ⊂ Γ be a sequence
of distinct elements given by γk =Diag(αk ,βk ,1).
The set L0(Γ) is given by Lemma 2.4.25 and let z = [z1 : z2 : z3] ∈CP2 \ L0(Γ).
In any of the two possible outcomes for L0(Γ) described in Lemma 2.4.25, we
have
γk
 z1z2
z3
=
 αk z1βk z2
z3
 .
We have two essentially different sequences in Γ,
{
γk
}
and
{
γ−k
}
. Since |α| 6= 1,
we can assume, without loss of generality that |α| > 1, then αk →∞ as k →∞.
We have three cases:
(i)
∣∣β∣∣< 1, then αk → 0 k →∞, then γk z → e1 as k →∞. Analogously, γk z →
e2 as k →−∞.
(ii)
∣∣β∣∣ = 1, β cannot be a rational rotation because Γ is torsion free, then β
is an irrational rotation. Then, there are subsequences (still denoted by
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{
γk
}
) converging to any b ∈C, |b| = 1. Then γk z → e1 as k →∞ and γk z →[
0 : b−1z2 : z3
]
as k →−∞.
(iii)
∣∣β∣∣> 1, then αk →∞ as k →∞. We have three subcases:
• αkβ−k →∞ as k →∞, then γk z → e1 as k →∞. Also, γk z → e3 as
k →−∞.
• αkβ−k → b ∈ C∗ as k →∞, then γk z → [b : z2 : 0] as k →∞, contra-
dicting that Γ is discrete.
• αkβ−k → 0 as k →∞, γk z → e2 as k →∞ and γk z → e2 as k →∞, and
γk z → e3 as k →−∞.
This concludes the proof.
If Γ = Γα,β ⊂U+ is a discrete group containing loxodromic elements, then,
putting together Lemmas 2.4.25 and 2.4.26 we have the following cases: If αn =
βm for some n,m ∈Z:
[D1] L0(Γ)∪L1(Γ)=←−−→e1,e2∪ {e3}, if |α| > 1>
∣∣β∣∣ or |α| < 1< ∣∣β∣∣.
[D2] L0(Γ)∪L1(Γ)=←−−→e1,e2∪ {e3}, if |α| >
∣∣β∣∣> 1 or |α| < ∣∣β∣∣< 1.
If there are no integers n,m such that αn =βm :
[D3] L0(Γ)∪L1(Γ)= {e1,e2,e3}, if |α| > 1>
∣∣β∣∣ or |α| < 1< ∣∣β∣∣.
[D4] L0(Γ)∪L1(Γ)= {e1,e2,e3}, if |α| >
∣∣β∣∣> 1 or |α| < ∣∣β∣∣< 1.
[D5] L0(Γ)∪L1(Γ)=←−−→e1,e2∪←−−→e2,e3, if β is an irrational rotation.
The following proposition gives the full description of the Kulkarni limit set
for groups in this case, we will use the notation described in the previous para-
graph.
Proposition 2.4.27. Let Γα,β ⊂ U+ be a discrete group containing loxodromic
elements, then
(i) ΛKul(Γ)=←−−→e1,e2∪ {e3} in Cases [D1] and [D2].
(ii) ΛKul(Γ)= {e1,e2,e3} in Cases [D3] and [D4].
(iii) ΛKul(Γ)=←−−→e1,e2∪←−−→e2,e3 in Case [D5].
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Proof. We consider a sequence
{
γk
}⊂ Γ. We will determine the quasi-projective
limits of this sequence using Table 2.2 and then, using the λ-lemma (Proposi-
tion 1.3.12) we determine the set L2(Γ) and therefore,ΛKul(Γ).
• In Case [D1], αk →∞ and βk → 0 and the quasi-projective limit is given by
(i) of Table 2.2. Therefore, the orbits of compact subsets of CP \ L0(Γ)∪
L1(Γ) accumulate on {e1} and {e2} under the sequences
{
γk
}
and
{
γ−k
}
respectively. ThenΛKul(Γ)=←−−→e1,e2∪ {e3}.
• In Case [D2], αk →∞, βk →∞ and αkβ−k →∞, then the quasi-projective
limit is also given by (i) of Table 2.2. We have again,ΛKul(Γ)=←−−→e1,e2∪ {e3}.
• In Cases [D3] and [D4], the orbits of compact subsets ofCP\L0(Γ)∪L1(Γ) ac-
cumulate on {e1} (and accumulate on {e1} under the sequence of
{
γ−k
}
).
Then,ΛKul(Γ)= {e1,e2,e3}.
• In Case [D5], we have
∣∣β∣∣= 1 and we can assume without loss of generality
that |α| > 1. Then, the quasi-projective limit of the sequence {γk} is τ =
Diag(1,0,0) and therefore, the orbits of compact subsets of CP2 \ Ker(τ)=
CP2 \←−−→e2,e3 accumulate on Im(τ) = {e1}. If K ⊂ CP2 \
(←−−→e1,e2∪←−−→e2,e3), then
K ⊂CP2 \←−−→e2,e3. Therefore L2(Γ)= {e1}, we finally conclude that
ΛKul(Γ)=←−−→e1,e2∪←−−→e2,e3.
This concludes the proof.
2.5 Non-commutative triangular groups
In this section we describe non-commutative upper triangular discrete sub-
groups of PSL(3,C). The main theorem of this Section describes these groups
(Theorem 2.5.23). Before we state it and prove it, we will need to prove several
propositions and lemmas.
2.5.1 Restrictions on the elements of a non-commutative group
The following propositions and corollaries hint that complex homotheties, ir-
rational screws and irrational ellipto-parabolic elements impose strong restric-
tions on the groups they belong to, if we want these groups to be discrete. These
propositions generalize the results presented in Chapter 5 of [GU18] (see for
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example, Propositions 5.12 and 5.13 of [GU18], which are generalized in Propo-
sitions 2.5.1 and 2.5.11 respectively).
We start studying the case of complex homotheties.
Proposition 2.5.1. Let γ ∈ PSL (3,C) be a complex homothety given by
γ=Diag(λ−2,λ,λ)
for some λ ∈ C∗ with |λ| 6= 1. Let α ∈U+ \
〈
γ
〉
such that α is neither a complex
homothety or a screw, then the group
〈
α,γ
〉
is discrete if and only if α leaves
ΛKul(γ) invariant.
Proof. We have that ΛKul(γ) = {e1}∪←−−→e2,e3 (see Proposition 4.2.23 of [CNS13]).
Denote α = [αi j ], a straight forward calculation shows that α leaves ←−−→e2,e3 in-
variant if and only if α12 =α13 = 0.
First we prove that if
〈
α,γ
〉
is discrete then α leaves ΛKul(γ) invariant. As-
sume thatα doesn’t leaveΛKul(γ) invariant, this means that |α12|+|α13| 6= 0. Let{
gn
}⊂ 〈α,γ〉 be the sequence of distinct elements given by
gn := γnαγ−n =
 α11 α12λ3n α23λ3n0 α22 α23
0 0 α33
 .
Clearly,
gn →
 α11 0 00 α22 α23
0 0 α33
 ∈ PSL(3,C) .
Therefore
〈
α,γ
〉
is not discrete.
Now we prove that if α leaves ΛKul(γ) invariant then
〈
α,γ
〉
is discrete. We
rewrite γ=Diag(λ−3,1,1). Suppose that 〈α,γ〉 is not discrete, then there exists
a sequence of distinct elements {wk }⊂
〈
α,γ
〉
such that wk → id. Since α leaves
ΛKul(γ) invariant then
α=
 α11 0 00 α22 α23
0 0 α33

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and therefore
[
α,γ
]= id. Then the sequence wk can be expressed as
wk = γikα jk . (2.5.1.21)
Observe that hγh−1 = γ for any h ∈ PSL(3,C) with the form
h =
 h11 0 00 h22 h23
0 0 h33
 .
Furthermore, there exists an element h ∈ PSL(3,C) with the previous form such
that hαh−1 has one of the following forms:
1.
hαh−1 =
 α−122α−133 0 00 α22 0
0 0 α33
 ,
ifΠ(α) is loxodromic. In this case, from the previous equation and (2.5.1.21)
it follows
wk =
 λ
−3ikα− jk22 α
− jk
33 0 0
0 α jk22 0
0 0 α jk33
→ id.
Therefore α jk22, α
jk
33 → 1, but then we cannot have
λ−3ikα− jk22 α
− jk
33 → 1,
since |λ| 6= 1.
2.
hαh−1 =
 α11 0 00 1 1
0 0 1
 ,
ifΠ(α) is parabolic. Then we have
wk =
 λ−3ikα jk11 0 00 1 1
0 0 1
→ id.
But this is clearly impossible.
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3.
hαh−1 =
 α11 0 00 α22 0
0 0 α22
 ,
with |α22| = 1, ifΠ(α) is elliptic. But in this caseα is a complex homothety
or a screw.
Therefore neither of the three cases can occur and thus,
〈
α,γ
〉
is discrete.
From the proof of the previous proposition, we have the following imme-
diate consequence.
Corolary 2.5.2. If Γ ⊂U+ is a discrete subgroup and Γ contains a complex ho-
mothety as in the previous proposition, then every element of Γ has the form
α=
 α11 0 00 α22 α23
0 0 α33
 .
Proposition 2.5.3. Let Γ ⊂U+ be a discrete group containing a complex homo-
thety as in the previous proposition, if the control groupΠ(Γ) is discrete then
1. Π(Γ) is purely parabolic or purely loxodromic.
2. Γ is commutative.
Proof. Using Corollary 2.5.2 we know that every element of Γ has the form
α=
 α11 0 00 α22 α23
0 0 α33
 .
Consider the elements of the control group Σ=Π(Γ):
1. If Σ contains an elliptic element
Π(α)=
[
e2piiθ1 0
0 e2piiθ2
]
,
then
α=
 e−2pii (θ1+θ2) 0 00 e2piiθ1 0
0 0 e2piiθ2
 ∈ Γ
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is elliptic. If α has infinite order, this contradicts that Γ is discrete and if
α has finite order, this contradicts that Γ is torsion free. Therefore, Σ has
no elliptic elements.
2. If Σ has a parabolic element Π(α) then Σ is purely parabolic. In order to
verify this, assume that there exists β ∈ Γ such that Π(β) is loxodromic
then, denoting A = Π(α) and B = Π(β), a direct calculation shows that
[A,B ] is parabolic and
Tr(A)=Tr([A,B ])= 2
then ∣∣Tr(A)2−4∣∣+|Tr([A,B ])−2| ≥ 1.
Using the Jørgensen inequality, it follows that 〈A,B〉 ⊂ Σ is not discrete,
contradicting that Σ is discrete. This verifies that Σ is purely parabolic.
Then every element of Γ has the form
α=
 α11 0 00 1 α23
0 0 1
 .
A simple calculation shows that Γ is commutative.
3. If Σ has a loxodromic element Π(α), the previous case shows that Σ is
purely loxodromic. LetΠ(β) ∈Σ\{α} be another loxodromic element, ob-
serve that Π(α) and Π(β) share at least one fixed point, since they both
are upper triangular elements. We have two cases:
(a) If Π(α) and Π(β) share exactly one fixed point then they have the
form
Π(α)=
[
α22 α23
0 α33
]
, Π(β)=
[
β22 β23
0 β33
]
with α23,β23 6= 0 and
[α23 :α33−α22] 6= [β23 :β33−β22].
Then the element [Π(α),Π(β)] 6= id is parabolic, contradicting that Σ
is purely loxodromic. This shows that this case cannot happen.
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(b) If Fix(Π(α))= Fix(Π(β)), then every element of Γ has the form
α=
 α11 0 00 1 α23
0 0 1
 ,
with Fix(α1) = {e1,e2} and Fix(α2) =
{
e2, p
}
for some point p. Then,
using the calculations described in the proof of proposition 2.5.27
we see that Γ is commutative.
Then, under the hypothesis of the proposition, Σ is purely parabolic or purely
loxodromic and in both cases, Γ is commutative.
Last proposition describes the restrictions complex homotheties impose on
discrete subgroups of U+ whose control group is discrete. The following propo-
sition analyzes the case of discrete subgroups of U+ with non-discrete control
group.
Proposition 2.5.4. Let Γ ⊂U+ be a discrete group such that Σ =Π(Γ) is not dis-
crete and ΛGr (Σ) = S1. Then Γ cannot contain a complex homothety with the
form Diag(λ−2,λ,λ), |λ| 6= 1.
Proof. Suppose that Γ contains such a complex homothety. Then, by Corollary
2.5.2, each element in Γ has the form
α=
 α11 0 00 α22 α23
0 0 α33
 . (2.5.1.22)
Since ΛGr (Σ) = S1, then Γ is a non-elemental, non-discrete group and there-
fore,ΛGr (Σ) is the closure of fixed points of loxodromic elements ofΣ (Theorem
1.4.5). This means that there are an infinite number of loxodromic elements in
Σ sharing exactly one fixed point. Let f ∈ Σ such that Π( f ) is a loxodromic ele-
ment and
f =
 α−1 0 00 α 0
0 0 1
 ,
with |α| < 1. Let h1,h2 ∈ Γ such thatΠ(h1),Π(h2) are loxodromic elements,
Fix(Π(h1)) 6= Fix(Π(h2)) (2.5.1.23)
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and hi 6= f , for i = 1,2. As a consequence of (2.5.1.23), h := [h1,h2] 6= id and
then
h =
 1 0 00 1 h0
0 0 1

is a parabolic element. Let
{
f k h f −k
}⊂ Γ be the sequence given by
f k h f −k =
 1 0 00 1 αk h0
0 0 1
 .
Then f k h f −k → id, contradicting that Γ is discrete. If |α| > 1, we consider the
sequence
{
f −k h f k
}
instead and get the same contradiction. This proves that Γ
cannot contain a complex homothety with the form Diag(λ−2,λ,λ).
Proposition 2.5.5. Let Γ ⊂U+ be a non-commutative discrete group such that
Σ =Π(Γ) is not discrete and |ΛGr(Σ)| = 2. Then Γ cannot contain a complex ho-
mothety with the form Diag(λ−2,λ,λ), |λ| 6= 1.
Proof. Suppose that Γ contains such a complex homothety. Then, by Corollary
2.5.2, each element in Γ has the form
α=
 α11 0 00 α22 α23
0 0 α33
 . (2.5.1.24)
If |ΛGr(Σ)| = 2, then, up to conjugation, every element ofΣhas the form Diag(β,δ)
for some β,δ ∈ C∗. Then, using 2.5.1.24, it follows that each element in Γ has
the form
α=
 α11 0 00 α22 0
0 0 α33
 .
In other words, every element of Γ is diagonal and hence, Γ would be commu-
tative. This contradiction proves the proposition.
Proposition 2.5.6. Let Γ ⊂U+ be a non-commutative discrete group such that
Σ =Π(Γ) is not discrete and |ΛGr(Σ)| = 1. Then Γ cannot contain a complex ho-
mothety with the form Diag(λ−2,λ,λ), |λ| 6= 1.
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Proof. Suppose that there exists such a complex homothety in Γ, denote it by
γ. Then, by Corollary 2.5.2, each element in Γ has the form given by Equation
(2.5.1.24) of the proof of the previous proposition.
Since Σ = Π(Γ) is not discrete and |ΛGr(Σ)| = 1, then Proposition 1.4.7 im-
plies thatΣ is a dense subgroup of Epa(C) containing parabolic elements. Then,
every element of Σ looks like
Π(µ)=
[
a b
0 a−1
]
,
for |a| = 1 and b ∈C∗. This, together with (2.5.1.24), implies that every element
of Γ has the form
µ=
 α−2 0 00 αa αb
0 0 αa−1
 ,
for some α ∈C∗. Now, we have two possibilities:
(1) If every element ofΣ is parabolic, then every element of Γ\{id} has the form
µ=
 α−2 0 00 α αb
0 0 α
 , for some α ∈C∗.
A direct calculation shows that Γ would be commutative in this case, this
contradiction doesn’t allow this case to happen.
(2) If there is an elliptic elementΠ(γ) ∈Σ then
Π(γ)=
[
e2piiθ 0
0 e−2piiθ
]
, for some θ 6∈Z.
Then
γ=
 β−2 0 00 βe2piiθ 0
0 0 βe−2piiθ
 , (2.5.1.25)
for some β ∈ C∗. Observe that, if θ ∈ Q then λ23(γ) = e4piiθ would be a tor-
sion element in λ23(Γ). This contradictions implies that, if there exists an
elliptic element in Σ, then θ ∈R\Q.
On the other hand, since Σ is not discrete, there is a sequence of distinct el-
ements
{
Π(µk )
}⊂Σ such thatΠ(µk )→ id. We have the following two cases:
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(i) If the sequence
{
Π(µk )
}
contains an infinite number of parabolic el-
ements, then, considering an adequate subsequence, we can assume
that
{
Π(µk )
}
is a sequence of distinct parabolic elements and we de-
note
Π(µk )=
[
1 bk
0 1
]
,
with {bk }⊂C∗ a sequence of distinct elements such that bk → 0. Then,
µk =
 α−2k 0 00 αk αk bk
0 0 αk
 ,
for some {αk } ⊂ C∗. Let {ξk } ⊂ Γ be the sequence of distinct elements
given by
ξk =
[
γ,µk
]=
 1 0 00 1 bk (1−e−4piiθ)
0 0 1
 ,
where γ is an elliptic element in Σ given by (2.5.1.25). Then ξk → id,
which is impossible, since Γ is discrete.
(ii) If the sequence
{
Π(µk )
}
contains only a finite number of parabolic el-
ements, then we can assume that the whole sequence
{
Π(µk )
}
is a se-
quence of irrational elliptic elements. We denote,
Π(µk )=
[
e2piiθk bk
0 e−2piiθk
]
,
with bk → 0. Since {θk }⊂R\Q, we can pick an adequate subsequence
of
{
Π(µk )
}
, still denoted in the same way, such that θk → 0 by distinct
elements {θk }. Let {Π(σk )}⊂Σ the sequence of distinct elements given
by
Π(σk )=
[
Π(µk ),Π(µk+1)
]
=
[
1 e
−4pii (θk+θk+1)
(
bk e
2piiθk
(
1−e4piiθk+1
)
−bk+1e2piiθk+1
(
1−e4piiθk
))
0 1
]
.
The sequence {Π(σk )} is made up of distinct parabolic elements of Σ,
and since θk → 0, we have that
e
−4pii (θk+θk+1)
(
bk e
2piiθk
(
1−e4piiθk+1
)
−bk+1e2piiθk+1
(
1−e4piiθk
))
→ 0.
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This implies that Π(σk ) → id. Applying the same argument as in the
last case (i), we get a contradiction.
The previous two contradictions imply that this case cannot happen either.
This concludes the proof.
Together, Propositions 2.5.3, 2.5.4, 2.5.5, 2.5.6 and Lemma 2.5.15 imply the
following conclusion.
Corolary 2.5.7. Let Γ ⊂ U+ be a non-commutative, torsion-free discrete sub-
group, thenΓ cannot contain a complex homothety with the form Diag(λ−2,λ,λ),
|λ| 6= 1.
The proof of Proposition 2.5.1 can be repeated in a similar way to get the
same conclusion but with a complex homothety with the formγ=Diag(λ,λ,λ−2),
|λ| 6= 1. Repeating the proofs of Corollary 2.5.2 and Propositions 2.5.3, 2.5.4,
2.5.5 and 2.5.6, we can prove the following corollary.
Corolary 2.5.8. Let Γ ⊂ U+ be a non-commutative, torsion-free discrete sub-
group, thenΓ cannot contain a complex homothety with the form Diag(λ,λ,λ−2),
|λ| 6= 1.
Observation 2.5.9. Corollary 2.5.7 state that, the presence of certain diagonal
complex homotheties in discrete subgroups of U+ imply that Γ is commutative.
The same can be said about general complex homotheties with the same form in
their eigenvalues.
Lemma 2.5.10. Let Σ be a non-discrete, upper triangular subgroup of PSL (2,C)
such thatΛGr (Σ)=S1. Then the parabolic part of Σ is a non-discrete group.
Proof. Let Σp be the parabolic part of Σ. It is straightforward to verify that Σp is
a subgroup of Σ. We will find a sequence
{
fk
}⊂Σp such that fk → id.
Let g ∈Σ be a loxodromic element such that
g =
[
α 0
0 α−1
]
,
for |α| < 1. Let h1,h2 ∈Σ loxodromic elements such that
Fix(h1) 6= Fix(h2) Fix(hi ) 6= Fix(g ).
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Let h = [h1,h2], as in the proof of Proposition 2.5.4, h 6= id is a parabolic element
in Σ,
h =
[
1 h0
0 1
]
.
Hence,
fk := g k hg−k =
[
1 α2k h0
0 1
]
is the sequence of distinct elements in Σp such that fk → id. Again, if |α| >
1, we take the sequence fk := g−k hg k instead. The fact that one can take the
elements g ,h1,h2 is a consequence of
ΛGr (Σ)=S1.
This finishes the proof of the lemma.
Now we look at the case of irrational screws.
Proposition 2.5.11. Let γ ∈U+ be an irrational screw given by
γ=
 β−2 0 00 βe4piiθ 0
0 0 βe2piiθ
 , ∣∣β∣∣ 6= 1, θ ∈R\Q.
Let α ∈U+ \
〈
γ
〉
, if
〈
α,γ
〉
is discrete then α is diagonal.
Proof. Let γ,α ∈U+ be as in the statement of the proposition, denoteα=
[
αi j
]
.
Suppose that α is not diagonal, then α12 6= 0, α13 6= 0 or α23 6= 0.
Since θ ∈ R \Q, there is a subsequence, still denoted by the index k, such
that e2kpiiθ→ 1. If ∣∣β∣∣> 1, consider the sequence {γ−kαγk}⊂ 〈α,γ〉 given by
γkαγ−k =
 α11 α12β−3k e−4kpiiθ α13β−3k e−2kpiiθ0 α22 α23e2kpiiθ
0 0 α33
 .
Since α12 6= 0, α13 6= 0 or α23 6= 0, this is a sequence of distinct elements such
that
γ−kαγk →Diag(α11,α22,α33) .
Then
〈
α,γ
〉
is not discrete.
If
∣∣β∣∣ < 1, consider instead the sequence {γkαγ−k} ⊂ 〈α,γ〉 and we get the
same conclusion. This proofs the proposition.
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Observe that the converse is not necessarily true. Let β ∈C with ∣∣β∣∣ 6= 1 and
let γ,α ∈U+ be two elements given by
γ=Diag
(
β−2
p
2,β
p
2e4pii
p
2,β
p
2e2pii
p
2
)
α=Diag
(
β−2
p
3,β
p
3e4pii
p
3,β
p
3e2pii
p
3
)
.
Then α is diagonal but
〈
α,γ
〉
is not discrete. To verify this observe that
the additive group SpanZ
(p
2,
p
3
)
is not discrete and therefore there exist se-
quences
{
pk
}
,
{
qk
}⊂Z such that
pk
p
2+qk
p
3→ 0.
The sequence of distinct elements
{
γpkαqk
}⊂ 〈α,γ〉 satisfies
γpkαqk → id.
We have the following consequences of proposition 2.5.11.
Corolary 2.5.12. Let Γ⊂U+ be a discrete subgroup and γ ∈ Γ an irrational screw
as in proposition 2.5.11, then Γ is commutative.
Proof. Let α ∈U+ \
〈
γ
〉
be an arbitrary element. Since Γ is discrete, then
〈
α,γ
〉
is discrete and, by Proposition 2.5.11, α=Diag(α11,α22,α33). Since both α and
γ are diagonal,
[
γ,α
]= id and thus, Γ is commutative.
Corolary 2.5.13. Let Γ ⊂U+ be a discrete subgroup such that Σ = Π(Γ) is non-
discrete and Σ=Rot∞. Then Γ is commutative.
Proof. The elements of Σ have the form
Π(γ)=
[
e2piiθ 0
0 e−2piiθ
]
.
Then every element of Γ\ {id} has the form
γ=
 β−2e−2piiθ γ12 γ130 βe2piiθ 0
0 0 β
 ,
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with
∣∣β∣∣ 6= 1. Then γ is diagonalizable and therefore an irrational screw, then we
can assume that γ12 = γ13 = 0 and therefore,
γ=
 β−2e−2piiθ 0 00 βe2piiθ 0
0 0 β
=
 β−2 0 00 βe4piiθ 0
0 0 βe2piiθ
 .
This means that Γ contains only screws.
If there were a rational screw γ ∈ Γ then λ23 would be a torsion element in
λ23(Γ), contradicting that λ23(Γ) is torsion free. Then Γ contains only irrational
screws, it follows from corollary 2.5.12 that Γ is commutative.
Proposition 2.5.14. Let Γ ⊂ U+ be a discrete group containing an irrational
ellipto-parabolic element γ with one of the following two forms:
γ=
 e−4piiθ β γ0 e2piiθ µ
0 0 e2piiθ
 , γ=
 e2piiθ β γ0 e2piiθ µ
0 0 e−4piiθ

µ 6= 0 β 6= 0
,
with θ ∈R\Q. Then Γ is commutative.
Proof. If γ has the first form then λ12(γ) has infinite order in λ12(Γ). If γ has
the second form then λ23(γ) has infinite order in λ23(Γ). Since γ is parabolic, it
follows from Lemma 5.10 of [BCNS18] that Γ is abelian in both cases.
Lemma 2.5.15. Let Γ ⊂U+ be a torsion free, non-commutative, discrete group
such that Σ=Π(Γ) is not discrete. Then
ΛGr(Σ) 6= ;.
Proof. Let us suppose that ΛGr(Σ)=;. Using Proposition 1.4.7, up to conjuga-
tion, we have the following two possibilities:
(i) Σ= SO(3). Since Γ⊂U+, Γ is solvable and, by Proposition 2.1.5, Σ is solv-
able. On the other hand, SO(3) is not solvable. Therefore this case cannot
occur.
(ii) Σ=Dih∞ or Σ=Rot∞. By definition,
Dih∞ = 〈Rot∞, z 7→ −z〉 .
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ThenΣ∩Rot∞ 6= ;, otherwiseΣwould be discrete. LetΠ(γ) ∈Σ∩Rot∞ and
therefore
Π(γ)=
[
e2piiθ 0
0 e−2piiθ
]
and
γ=
 β−2e−2piiθ γ12 γ130 βe4piiθ 0
0 0 β
 .
If θ ∈ Q then λ23(γ) is a torsion element in λ23(Γ), contradicting that Γ is
torsion free. Then θ ∈R\Q, henceγ is an irrational screw. Conjugatingγby
a suitable element of PSL(3,C) and applying Corollary 2.5.13, we conclude
that Γ is commutative. This contradiction means that this case cannot
occur either.
These contradictions verify the lemma.
Propositions 2.5.3, 2.5.12 and 2.5.14 say that whenever a discrete subgroup
of U+ contains either a complex homothety, an irrational screw or an irrational
ellipto-parabolic element, the group has to be commutative.
Before stating the main theorem of this section, we need to define and study
an important purely parabolic subgroup of Γ, which determines the dynamics
of Γ. Let us define
Core(Γ)=Ker(Γ)∩Ker(λ12)∩Ker(λ23).
We denote the elements of Core(Γ) by gx,y , with
gx,y =
 1 x y0 1 0
0 0 1
 .
Lemma 7.11 of [BCNS18] states that
ΛKul (Core(Γ))=
⋃
gx,y∈Core(Γ)
←−−−−−−−−→
e1, [0 :−y : x].
We denote this pencil of lines by C (Γ)=ΛKul (Core(Γ)).
Proposition 2.5.16. LetΓ⊂U+ be a discrete group, then every element ofΓ leaves
C (Γ) invariant.
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Proof. For gx,y ∈Core(Γ), denote by
`x,y =←−−−−−−−−→e1, [0 :−y : x]
the line in C (Γ) determined by the element gx,y . Let γ=
[
γi j
] ∈ Γ, observe that
γgx,yγ
−1 =
 1
γ11
γ22
x γ11
γ22γ33
(γ22 y −γ23x)
0 1 0
0 0 1
 ∈Core(Γ).
This element determines the line
←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
e1,
[
0 :− γ11
γ22γ33
(γ22 y −γ23x) : γ11
γ22
x
]
=←−−−−−−−−−−−−−−−−−−−→e1,
[
0 : γ23x−γ22 y : γ33x
]
= `γ33x,γ22 y−γ23x .
Therefore, this is a line in C (Γ). On the other hand, a direct calculation shows
that
γ(`x,y )= `γ33x,γ22 y−γ23x .
The last two equations show that γ leaves C (Γ) invariant.
This last proposition says that the elements of Core(Γ) determine a pencil of
lines passing through e1, whose closure is a cone in CP2), and this cone deter-
mines, in certain way, the dynamics of the group Γ. Every element γ ∈ Γ moves
the line `x,y to the line γ(`x,y ) according to the proof of the last proposition, the
line←−−→e1,e2 is fixed by every element of Γ (see figure 2.6).
Figure 2.6: The elements of Γmoving the line `x,y .
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In Subsetion 2.5.4 we will study in greater detail how a loxodromic element
interacts with C (Γ) and leaves it invariant. As we will see, this invariance im-
poses strong restrictions on these loxodromic elements.
We say that the discrete group Γ⊂U+ is conic if C (Γ) is a cone homeomor-
phic to the complement of C× (H+∪H−). If C (Γ) is a line, we say that Γ is non-
conic. In [BCNS18], conic groups are called irreducible and non-conic groups,
reducible. This nomenclature is taken from [BO10], however it was decided to
change it in order to avoid confusion with reducible/irreducible groups, which
are groups that leave a proper subspace invariant (or leave no proper subspace
invariant respectively) (see Definition 1.3.16).
Example 2.5.17. If Γ ⊂U+ is such that Core(Γ) =
〈
g0,1, g1,0
〉
then the set C (Γ)∩←−−→e2,e3, viewed as a subset of Cˆ∼=←−−→e2,e3, is the set of rational numbersQ.
The next proposition follows immediately from Propositions 2.5.3 and 2.5.11.
Proposition 2.5.18. Let Γ⊂U+ be a discrete torsion free group. If Ker(Γ) is finite,
then
Ker(Γ)= {id} .
Proposition 2.5.19. Let Γ⊂U+ be a non-commutative discrete group such that
one of the following hypothesis hold:
• Its control group Σ=Π(Γ) is discrete.
• Σ is not discrete andΛGr(Σ)=S1.
• Σ is not discrete and |ΛGr(Σ)| = 2.
Then Ker(Γ)=Core(Γ).
Proof. Clearly Core(Γ) ⊂ Ker(Γ), we only have to prove that Ker(Γ) ⊂ Core(Γ).
Let γ ∈Ker(Γ), then
γ=
 α−2 γ12 γ130 α 0
0 0 α
 ,
for some α ∈C∗.
• If |α| 6= 1 then γ is a complex homothety.
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– If Σ is discrete, then by Proposition 2.5.3, Γwould be commutative.
– If Σ is not discrete and ΛGr(Σ) = S1, we get a contradiction using
Proposition 2.5.4.
– Σ is not discrete and |ΛGr(Σ)| = 2, Γwould be commutative as a con-
sequence of Proposition 2.5.5 and we get a contradiction.
• If |α| = 1 but α 6= 1 we have two possibilities:
– If α is a rational rotation then λ12(γ) is a torsion element in the tor-
sion free group λ12(Γ).
– If α is an irrational rotation then γ is a irrational ellipto-parabolic
element, and then Γ would be commutative, by using Proposition
2.5.14.
Then α= 1 and then γ ∈Core(Γ).
The proof of the following corollary is similar to the proof of the previous
proposition.
Corolary 2.5.20. Under the hypothesis of the previous proposition, we can con-
clude that if
γ=
 α−2 γ12 γ130 α γ23
0 0 α
 ∈ Γ,
then α= 1.
Proposition 2.5.21. Let Γ⊂U+ be a non-commutative, discrete group such that
|ΛGr(Π(Γ))| = 2. Let ` be a line passing through e1 such that ` 6= ←−−→e1,e2, ` 6= ←−−→e1,e3
and `⊂C (Γ), then Γ is conic.
Proof. If |ΛGr(Π(Γ))| = 2 then, up to conjugation, every element of Σ has the
form
γ=
[
β 0
0 δ
]
,
with
∣∣β∣∣ 6= |δ|. Then, every element of Γ has the form
γ=
 γ−122 γ−133 γ12 γ130 γ22 0
0 0 γ33
 , with ∣∣γ22∣∣ 6= ∣∣γ33∣∣ . (2.5.1.26)
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Let us assume that Γ is not conic, withC (Γ)= `. Let [0 :−y : x] ∈←−−→e2,e3 such that
`= `x,y , then by hypothesis, x 6= 0 and y 6= 0.
Since |Ker(Γ)| =∞, using Proposition 2.5.19 it follows that Ker(Γ)=Core(Γ).
Since Ker(Γ) is a normal subgroup of Γ, so is Core(Γ). Therefore, if γ= [γi j ] ∈ Γ,
γgx,yγ
−1 =
 1
x
γ222γ33
y
γ22γ
2
33
0 1 0
0 0 1
 ∈Core(Γ).
Furthermore, this elementγgx,yγ−1 determines the same line`x,y inC (Γ). Then[
− y
γ22γ
2
33
:
x
γ222γ33
]
= [−y : x] ,
which means that γ22 = γ33, contradicting (2.5.1.26). This contradiction proves
the proposition.
We can re-state Lemma 3.4 of [BCNS18] in the following way.
Proposition 2.5.22. Let W ⊂ C2 be an additive group, then [W \ {0}] is either a
point, a circle or CP1.
2.5.2 Decomposition of non-commutative discrete groups of
U+
In this subsection we state and prove the main theorem of this section. For the
sake of clarity, we will divide the theorem in two parts (Theorems 2.5.23 and
2.5.26). In the first part we give a decomposition of the group in four layers,
the first two containing only parabolic elements and the last two containing
only loxodromic elements. In the second part we bound the rank of the group.
Finally, we give some consequences of these theorems.
First theorem
Theorem 2.5.23. LetΓ⊂U+ be a non-commutative, torsion free, complex Kleinian
group, then Γ can be written in the following way
Γ=Core(Γ)o 〈ξ1〉o ...o 〈ξr 〉o
〈
η1
〉
o ...o
〈
ηm
〉
o
〈
γ1
〉
o ...o
〈
γn
〉
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where
λ23(Γ)=
〈
λ23(γ1), ...,λ23(γn)
〉
, n = rank (λ23(Γ)) .
λ12 (Ker(λ23))=
〈
λ12(η1), ...,λ12(ηm)
〉
, m = rank (λ12(Ker(λ23)) .
Π (Ker(λ12)∩Ker(λ23))= 〈Π(ξ1), ...,Π(ξr )〉 , r = rank (Π (Ker(λ12)∩Ker(λ23))) .
Proof. Part I. Decomposition of Γ in terms of Ker(λ23). Let Γ ⊂U+ be a torsion
free complex Kleinian group. Since Γ is triangular, it is solvable and therefore
it is finitely generated (see Theorem 2.1.11), then λ23(Γ) is finitely generated.
Let n = rank(λ23(Γ)) and let
{
γ˜1, ..., γ˜n
} ⊂ C∗ be a generating set for λ23(Γ). We
choose elements γ1, ...,γn ∈ Γ such that γi ∈λ−123 (γ˜i ). Observe that
Γ= 〈Ker(λ23),γ1, ...,γn〉 . (2.5.2.27)
Furthermore, we will prove that
Γ= ((Ker(λ23)o〈γ1〉)o ...)o〈γn〉 . (2.5.2.28)
Since λ23 is a group homomorphism, Ker(λ23) is a normal subgroup of Γ and
therefore, it is a normal subgroup of 〈Ker(λ23),λ1〉.
Now, assume that Ker(λ23)∩λ1 is not trivial, then there exist p ∈ Z such that
γ
p
1 ∈ Ker(λ23). If γ1 =
[
ai j
]
then the previous assumption means that either
a22 = a33 or ap22 = a
p
23. In the latter case, this means, without loss of generality
that
a22a
−1
33 =ω, (2.5.2.29)
where ω is a p-th root of the unity, with p > 1. On the other hand, since Γ
is torsion free, the group λ23(Γ) ⊂ C∗ is torsion free. However, it follows from
(2.5.2.29) that a22a−133 is a torsion element of λ23(Γ), contradicting that λ23(Γ) is
torsion free; thus a22 = a33. But if this is the case then γ1 ∈Ker(λ23) contradict-
ing that λ23(γ1)= γ˜1 belongs to a generating set for λ23(Γ).
Thus, we can form the semi-direct product Ker(λ23)o
〈
γ1
〉
. Now we verify
that we can form the semi-direct product
((
Ker(λ23)o
〈
γ1
〉))
o
〈
γ2
〉
.
First we verify that Ker(λ23)o
〈
γ1
〉
is a normal subgroup of
〈
Ker(λ23)o
〈
γ1
〉
,γ2
〉
.
Let g ∈ Ker(λ23) and consider arbitrary elements gγn1 ∈ Ker(λ23)o
〈
γ1
〉
and
γm2 ∈
〈
γ2
〉
, then
λm2
(
gλn1
)
λ−m2 =
(
λm2 gλ
−m
2
)︸ ︷︷ ︸
Ker(λ23)/Γ
λm2 λ
n
1λ
−m
2
= g1 ·
(
λm2 λ
n
1λ
−m
2
)
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where g1 = λm2 gλ−m2 ∈ Ker(λ23). Since λ23
(
g1λm2 λ
n
1λ
−m
2
) = λ23 (λn1 ), we know
that there exists g2 ∈Ker(λ23) such that g1λm2 λn1λ−m2 = g2λn1 . Thus
λm2
(
gλn1
)
λ−m2 = g2λn1 ∈Ker(λ23)o
〈
γ1
〉
.
Therefore Ker(λ23)o
〈
γ1
〉
is a normal subgroup of
〈
Ker(λ23)o
〈
γ1
〉
,γ2
〉
.
Now we verify that
(
Ker(λ23)o
〈
γ1
〉)∩ 〈γ2〉 = {id}. Assume that there exist
p, q ∈Z such that γp2 = gλ
q
1 for some g ∈Ker(λ23) with γ
p
2 6= id, then
γ
p
2γ
−q
1 ∈Ker(λ23) (2.5.2.30)
If we write λ1 =
[
αi j
]
and λ2 =
[
βi j
]
, then (2.5.2.30) means that(
β22α
− qp
22
)p
=
(
β33α
− qp
33
)p
,
which means that
β22α
− qp
22
(
β33α
− qp
33
)−1
=ω, (2.5.2.31)
whereω is a p-th root of the unity. As before, λ23(Γ)⊂C∗ is a torsion free group,
but (2.5.2.31) gives a torsion element in λ23(Γ). This contradiction proves that(
Ker(λ23)o
〈
γ1
〉)∩〈γ2〉= {id} .
Therefore we can define the semi-direct product(
Ker(λ23)o
〈
γ1
〉)
o
〈
γ2
〉
.
In the same way we can form the semi-direct product((
Ker(λ23)o
〈
γ1
〉)
o ...
)
o
〈
γn
〉
.
For clarity we will just write Ker(λ23)o
〈
γ1
〉
o ...o
〈
γn
〉
instead. Using (2.5.2.27)
we have proven (2.5.2.28).
Part II. Decompose Ker(λ23) in terms of Ker(λ12). Now consider the restric-
tion
λ12 : Ker(λ23)→C∗. (2.5.2.32)
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Then, again, λ12 (Ker(λ23)) is finitely generated and let m be its rank. Let{
η˜1, ..., η˜m
}
be a generating set, we choose elements ηi ∈λ−112
(
η˜i
)
. Denote
A =Ker(λ12)∩Ker(λ23),
observe that
Ker(λ23)=
〈
A,η1, ...,ηm
〉
. (2.5.2.33)
Observe that every element of A has the form 1 x y0 1 z
0 0 1
 .
Since A is the kernel of the morphism defined in (2.5.2.32), A is a normal sub-
group of
〈
A,η1
〉
.
Now suppose that A∩〈η1〉 is not trivial, let ηp1 ∈ A with ηp1 6= id. Denote η1 =[
ai j
]
, since ηp1 ∈ A it must hold a
p
11 = a
p
22 = a
p
33, which means that a11a
−1
22 = ω,
where either ω 6= 1 is a p-th root of unity or ω = 1. In the former case, a11a−122
is a torsion element in λ12 (Ker(λ23)), which is a torsion free group, so this case
cannot happen. If ω= 1 then a11 = a22 and since η1 ∈ Ker(λ23), a22 = a33 it fol-
lows that a11 = a22 = a33 and thus, η1 ∈ A which contradicts that η1 is part of
the generating set. All this proves that A∩〈η1〉=;.
This guarantees that we can form the semi-direct product Ao
〈
η1
〉
.
Now we verify that we can make the semi-direct product with
〈
η2
〉
. The
same argument used in part I to prove normality when we addedγ2 to Ker(λ23)o〈
γ1
〉
can be applied in the same way now to prove that Ao
〈
η1
〉
is a normal sub-
group of
〈
Ao
〈
η1
〉
,η2
〉
and that
(
Ao
〈
η1
〉)∩〈η2〉 is trivial. Using this argument
for η3, ...,ηm we get,
Ker(λ23)= Ao
〈
η1
〉
o ...o
〈
ηm
〉
. (2.5.2.34)
Part III. Decompose A in terms of Ker(Γ). Consider the restriction of the pre-
viously defined group homomorphism
Π : A→ PSL(2,C)
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As before, Core(Γ) it is a normal subgroup of Γ. Since A is solvable, it is finitely
generated and soΠ(A)⊂ PSL(2,C) is finitely generated, denote by r its rank. Let{
ξ˜1, ..., ξ˜r
}⊂Π(A) be a generating set forΠ(A), choose ξi ∈ ξ˜−1i ⊂ A, then
A = 〈Core(Γ),ξ1, ...,ξr 〉 (2.5.2.35)
Core(Γ) is a normal subgroup of 〈Core(Γ),ξ1〉. Assume that Core(Γ)∩ξ1 is not
trivial, in other words, assume that ξp1 ∈Core(Γ) for some p ∈Z\0. Since ξ1 ∈ A,
we write
ξ1 =
 1 x y0 1 z
0 0 1
 .
Then
ξ
p
1 =
 1 x ′ y ′0 1 pz
0 0 1
 , for some x ′, y ′ ∈C.
Observe that ξp1 ∈ Core(Γ) if and only if z = 0, which contradicts that ξ˜1 is a
generator ofΠ(A). Then we can form the semi-direct product
Core(Γ)o 〈ξ1〉 .
Observe that Π(A) is a commutative subgroup of PSL(2,C), then we can apply
the same argument we used when we formed the semi-direct product with λ2
to conclude that Core(Γ)o〈ξ1〉 is a normal subgroup of 〈Core(Γ)o 〈ξ1〉 ,ξ2〉. This
concludes the proof of the first part of the theorem.
Second theorem
Before proving Theorem 2.5.26, we state some results needed through the proof.
The following result can be viewed in [BKK02] (see Theorem 1).
Theorem 2.5.24. Let Γ be a group acting properly and discontinuously on a con-
tractible manifold of dimension m, then obdim(Γ)≤m.
In the statement of the previous Theorem, obdim(Γ) is called the obstructor
dimension. Instead of giving its definition, we will determine its value using the
hypothesis of our Theorem 2.5.23 and the following properties (see Corollary
27 of [BKK02] and [BF02] respectively):
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• If Γ=HoQ with H and Q finitely generated and H weakly convex, then
obdim(Γ)≥ obdim(H)+obdim(Q).
• In the particular case when Γ=Zn , it holds
obdim(Zn)= n.
Under the hypothesis of Theorem 2.5.23 and using the alternative decom-
position described in Corollary 2.5.29, the previous properties imply the follow-
ing reformulation of Theorem 2.5.24.
Theorem 2.5.25. LetΓ⊂U+ be a non-commutative, torsion free, complex Kleinian
group acting properly and discontinuously on a simply connected domain Ω ⊂
CP2, then
k+ r +m+n ≤ 4.
The strategy to prove Theorem 2.5.26 will be to find a simply connected do-
main Ω⊂ CP2 where Γ acts properly and discontinuously and then apply The-
orem 2.5.25. In some cases, we will obtain the explicit decomposition of Γ and
verify that rank(Γ)≤ 4.
Theorem 2.5.26. LetΓ⊂U+ be a non-commutative, torsion free, complex Kleinian
group, then rank(Γ)≤ 4. Using the notation of Theorem 2.5.23 it holds
k+ r +m+n ≤ 4.
where k = rank (Core(Γ)).
Proof. We denote the control group by Σ = Π(Γ). If k,r,m,n are defined as in
the proof of Theorem 2.5.23, then
rank(Γ)≤ k+ r +m+n. (2.5.2.36)
We will divide the proof in the following cases:
(i) Σ is discrete and Ker(Γ) is finite.
(ii) Σ is discrete and Ker(Γ) is infinite.
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Figure 2.7: Subcases for the proof of Theorem 2.5.26.
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(iii) Σ is not discrete.
Before dealing with each case, consider the diagram in Figure 2.7. This dia-
gram summarizes each subcase we will be considering. Each subcase is listed
with the same name it appears on the proof.
Now we deal with each case.
(i) Assume that Σ is discrete and Ker(Γ) is finite. Then by Theorem 5.8.2 of
[CNS13] we know that Γ acts properly and discontinuously on
Ω=
( ⋃
z∈Ω(Σ)
←−→e1, z
)
\ {e1} ,
whereΩ(Σ)=CP1 \Λ(Σ) denotes the discontinuity set of Σ. If the cardina-
lity of the limit set |Λ(Σ)| is 0, 1 or∞ then each connected component ofΩ
is simply connected, since they are respectively homeomorphic toCP2,C2
or the complement of a cone inCP2 (see the figure below). Using Theorem
2.5.25 it follows
k+ r +m+n ≤ 4.
If |Λ(Σ)| = 2, thenΣ is elemental and therefore it is a cyclic group generated
by a loxodromic element (see Theorem 1.6 of [Ser05]). Hence, Σ ∼= Z. On
the other hand, since Γ is torsion free and Ker(Γ) is finite, Ker(Γ) = {id}
(Proposition 2.5.18) and therefore, Π : Γ→ Σ is a group isomorphism and
then, Γ∼=Σ, it follows that
Γ∼=Z
and therefore, rank(Γ)= 1. Then it holds trivially that k+ r +m+n ≤ 4.
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(ii) Now, let us assume that Ker(Γ) is infinite and Σ is discrete. Since Σ is
discrete and torsion free, it follows from Proposition 2.5.19 that Core(Γ)=
Ker(Γ). Then Core(Γ) is infinite, which means that there exist elements
gx,y ∈Core(Γ), with gx,y 6= id. DefineB(Γ)=pi (C (Γ) \ {e1}), thenB(Γ)∼=S1
or it is a single point (Proposition 2.5.22).
On the other hand, consider a sequence of distinct elements
{
µk
} ⊂ Γ.
Since Σ is discrete, the sequence
{
Π(µk )
}
is either constant or converges
by distinct elements to a quasi-projective mapσ ∈QP(2,C). Let us assume
first that
{
Π(µk )
}
diverges, then σ has one of the following forms
σ1 =
[
1 0
0 0
]
, σ2 =
[
0 1
0 0
]
, σ3 =
[
0 0
0 1
]
, σ4 =
[
1 a
0 0
]
,
with a ∈C∗. Then
Ker(σ2)=Ker(σ3)= Im(σ1)= Im(σ2)= {e1}
Ker(σ1)= Im(σ3)= {e2} .
Since Σ is triangular, it follows that Σ is a solvable discrete subgroup of
PSL(2,C) and therefore, it is elemental. Using Theorem 1.6 of [Ser05], we
have three possibilities:
[e1] Σ = 〈h〉, with h ∈ PSL(2,C) a loxodromic element. Then, the quasi-
projective limit of sequences in Σ can only be σ1 or σ3.
[e2] Σ= 〈h〉, with h ∈ PSL(2,C) a parabolic element.
[e3] Σ = 〈g ,h〉, with g ,h ∈ PSL(2,C) parabolic elements with different
translation directions.
Now, considering whether Γ is conic or not, we have the two possible
cases:
[con] Γ is conic, thenB(Γ)∼=S1. Define
Ω(Γ)=CP2 \C (Γ).
We will verify that Γ acts properly and discontinuously on Ω(Γ). Let
K ⊂Ω(Γ) be a compact set, denote
K= {γ ∈ Γ ∣∣γ(K )∩K 6= ;} ,
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and assume that |K| = ∞. Then, we can write K = {γ1,γ2, ...}. Con-
sider the sequence of distinct elements
{
γk
} ⊂ Γ, and the sequence{
Π(γk )
}⊂Σ. Letσ ∈QP(2,C) be the quasi-projective limit of {Π(γk )},
then
Ker(σ), Im(σ)⊂B(Γ).
By definition,pi(K )∩B(Γ)=; and then, by Proposition 1.3.11,Π(γk )(pi(K ))
accumulates on e1 (observe that we are considering this e1 as a point
in CP1 ∼=←−−→e2,e3, but we are actually referring to pi(e2)). On the other
hand, since |K| =∞,
|{α ∈Σ |α(pi(K ))∩pi(K ) 6= ;}| =∞.
Figure 2.8: Left: Orbits of pi(K ) accumulate on e2 according to Proposition
1.3.11. Right: Orbits of pi(K ) accumulate away from e2 when we assume |K| =
∞.
This contradicts the fact thatΠ(γk )(pi(K )) accumulates on e1 (see Fig-
ure 2.8). Therefore, |K| <∞ and then, Γ acts properly and discontin-
uously on each connected component ofΩ(Γ).
Finally, observe that
Ω(Γ)∼=C× (H∪H−) .
Then, each connected component of Ω(Γ) is simply connected. U-
sing Theorem 2.5.25, yields
k+ r +m+n ≤ 4.
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[n-con] Γ is not conic, then B(Γ) = {p} for some p ∈ CP1. It follows from
proposition 2.5.21, that if p 6= e1 and p 6= e2, then Γ is conic. There-
fore, we can assume that p = e1 or p = e2. We have the following
cases:
[n-con-1] If Σ has the form [e2] or [e3] thenΛ(Σ)= {e1}. Let
Ω(Γ)=CP2 \←−−→e1,e2.
The same argument used in the previous case [con] shows that
Γ acts properly and discontinuously on Ω(Γ)∼=C2. Since Ω(Γ) is
simply connected, it follows from Theorem 2.5.25 that
k+ r +m+n ≤ 4.
[n-con-2] If Σ has the form [e1] then Σ is cyclic and therefore,
Σ∼=Z. (2.5.2.37)
Since pi is a group morphism, then
Γ∼=Ker(Γ)o Im(Γ)=Core(Γ)oΣ. (2.5.2.38)
Now, since Core(Γ) is not conic,
Core(Γ)∼=Z. (2.5.2.39)
Using (2.5.2.37) and (2.5.2.39) in (2.5.2.38) yields Γ∼=ZoZ. Then
rank(Γ)= 2≤ 4.
Now, let us assume that
{
Π(µk )
}
is a constant sequence. Then, there exists
a sequence
{
gk
}⊂ ker(Γ) such that
γk = γ0gk .
It follows that
{
gk
} ⊂ Core(Γ) (see Proposition 2.5.19). Let τ ∈QP(3,C) be
the quasi-projective limit of
{
gk
}
, since
Im(τ)*Ker(τ),
then γ0gk = γk → γ0τ. It is straightforward to verify that Im(τ) = Im(γ0τ)
and Ker(τ)=Ker(γ0τ). We now have two possibilities:
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[C-con] Γ is conic, then Core(Γ) = 〈gx1,y1 , gx2,y2〉 for some x1, x2, y1, y2 ∈ C.
Denote
gk = gnk x1+mk x2,nk y1+mk y2 ,
for some sequences {nk } , {mk }⊂Z. Then
τ=
 0 x y0 0 0
0 0 0
 , for some x, y ∈C,
and then Ker(τ)= `x,y ∈C (Γ). Let
Ω=CP2 \C (Γ)∼=C× (H+∪H−) .
Let K ⊂Ω be a compact set, then K ⊂CP2 \ ker(τ). By Lemma 1.3.11,
ΓK accumulates on Im(τ)= {e1} 6∈Ω. This means that Γ acts properly
and discontinuously on each component of Ω. Since each compo-
nent ofΩ is simply connected, Theorem 2.5.25 implies k+r+m+n ≤
4.
[C-n-con] Γ is not conic, then Core(Γ) = 〈gx0,y0〉 for some x0, y0 ∈ C. Now the
sequence
{
gk
}
has the form
gk =
 1 nk x0 nk y00 1 0
0 0 1
 , for some {nk }⊂Z.
Then, the quasi-projective limit has the form
τ=
 0 x0 y00 0 0
0 0 0
 ,
then Ker(τ) = `x0,y0 ∈ C (Γ). Now we apply the same argument as in
the previous case [con] to conclude k+ r +m+n ≤ 4.
This proves the second statement of Theorem 2.5.23 in the case of discrete
subgroups of U+ with infinite kernel and discrete control group.
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(iii) Assume that Σ is not discrete. Let
{
γk
} ⊂ Γ be a sequence of distinct ele-
ments, denote γk =
[
γ(k)i j
]
. A direct calculations shows that
γ−1k =

γ(k)11
−1 − γ
(k)
12
γ(k)11 γ
(k)
22
γ(k)12 γ
(k)
23 −γ(k)13 γ(k)22
γ(k)11 γ
(k)
22 γ
(k)
33
0 γ(k)22
−1 − γ
(k)
23
γ(k)22 γ
(k)
33
0 0 γ(k)33
−1
 . (2.5.2.40)
Consider the sequence
{
Π(γk )
}⊂Σ. We have two cases:
[Conv] The sequence
{
Π(γk )
}⊂Σ converges to some α ∈ PSL(2,C) where
α=
[
γ22 γ23
0 1
]
,
with γ22 ∈C∗ and
γ(k)22
γ(k)33
→ γ22,
γ(k)23
γ(k)33
→ γ23.
Consider the sequence
{
γ(k)33
}
⊂C∗, we have three cases:
(a) γ(k)33 −→ γ33 ∈C∗. SinceΠ(γk ) converges then
Π(γk )→
[
γ22 γ23
0 1
]
,
for some γ22 ∈C∗ and γ23 ∈C such that
γ(k)22
γ(k)33
−→ γ22,
γ(k)23
γ(k)33
−→ γ23. (2.5.2.41)
Since γ(k)11 γ
(k)
22 γ
(k)
33 = 1, then
γ(k)11
γ(k)33
−→ 1
γ22γ
3
33
. (2.5.2.42)
If
γ(k)12
γ(k)33
→ γ12 ∈ C and γ
(k)
13
γ(k)33
→ γ13 ∈ C then (2.5.2.41) and (2.5.2.42)
yields
γk −→

1
γ22γ
3
33
γ12 γ13
0 γ22 γ23
0 0 1
 ∈ PSL(3,C) ,
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contradicting that Γ is discrete. Then,
γ(k)12
γ(k)33
→ ∞ or γ
(k)
13
γ(k)33
→ ∞.
Thus,
γk −→ τa,b :=
 0 a b0 0 0
0 0 0
 , (2.5.2.43)
for some a,b ∈C, |a|+ |b| 6= 0. Observe that
Ker(τa,b)=
←−−−−−−−−→
e1, [0 :−b : a], (2.5.2.44)
Im(τa,b)= {e1} .
For each quasi-projective limit τa,b ∈QP(3,C) of sequences
{
γk
}⊂
Γ like the ones studied in this case, we consider the point [0 :−b : a] ∈←−−→e2,e3 and the horocycle determined by this point and e2, then we
consider the pencil of lines passing through e1 and each point of
the horocycle (see figure 2.9 below). Denote byΩ to the comple-
ment of this pencils of lines in CP2. Each connected component
ofΩ is simply connected.
Figure 2.9: Left: Diferents cones determined by different horocycles. Right: The
horocycles when we regard←−−→e2,e3 as Cˆwith e2 corresponding to∞.
As a consequence of Proposition 1.3.11 and (2.5.2.44), the ac-
cumulation points of orbits of compact subsets of Ω is {e1} and
therefore, the action of Γ inΩ is proper and discontinuous.
(b) γ(k)33 →∞. SinceΠ(γk ) converges then
Π(γk )−→
[
γ22 γ23
0 1
]
,
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for some γ22,γ33 ∈C∗ and γ23 ∈C such that
γ(k)22
γ(k)33
−→ γ22,
γ(k)23
γ(k)33
−→ γ23. (2.5.2.45)
Sinceγ22 ∈C∗ andγ(k)33 →∞, then from (2.5.2.45) it followsγ(k)22 →
∞. Given that
γ(k)11 γ
(k)
22 γ
(k)
33 = 1
for all k ∈N, then γ(k)11 → 0. Then
γ(k)11
γ(k)33
−→ 0
and then
γk −→
 0 γ12 γ130 γ22 γ23
0 0 1
 , (2.5.2.46)
where
γ(k)12
γ(k)33
→ γ12 ∈C,
γ(k)13
γ(k)33
→ γ13 ∈C.
If
γ(k)12
γ(k)33
→∞ or γ
(k)
13
γ(k)33
→∞,
then the quasi-projective limit τ has the form (2.5.2.59) with a =
0 and b,c ∈ C. We will deal with this case in case (c). Therefore
we can assume that τ has the form (2.5.2.46).
We can conjugate τ by an adequate element of PSL(3,C) in such
way that
τ=
 0 0 00 γ22 γ23
0 0 1
 . (2.5.2.47)
Consider the Greenberg limit set of Σ, using proposition 1.4.7
and Lemma 2.5.15, we have the following possible cases:
(LS1) ΛGr (Σ)=S1.
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(LS2) ΛGr (Σ)=CP1.
(LS3) |ΛGr (Σ)| = 1.
(LS4) |ΛGr (Σ)| = 2.
Let us consider the case (LS1). There are four possibilities for the
convergence of
{
Π(γk )
}
:
(LS1.1) The sequence
{
Π(γk )
}
converges to the identity in Σ.
(LS1.2) The sequence
{
Π(γk )
}
converges to a elliptic element in Σ.
(LS1.3) The sequence
{
Π(γk )
}
converges to a parabolic element in
Σ.
(LS1.4) The sequence
{
Π(γk )
}
converges to a loxodromic element in
Σ.
Consider the case (LS1.1), then γ22 = 1 and γ23 = 0, denote the
quasi-projective limit of
{
γk
}
τi d =
 0 0 00 1 0
0 0 1
 .
Since ΛGr (Σ) = S1, we can guarantee the existence of parabolic
elements in Σ (see the proof of proposition 2.5.4). Let g = [gi j ] ∈
Γ such that Π(g ) is a parabolic element in Σ, then g22 = g33 =
λ ∈ C∗ and g23 6= 0 and therefore g11 = λ−2. Then, denoting
γk gγ
−1
k =
[
f (k)i j
]
, we have
γk gγ
−1
k =

λ−2 γ
(k)
12 (λ−λ−2)+γ(k)11 g12
γ(k)22
f (k)13
0 λ
γ(k)22
γ(k)33
g23
0 0 λ
 (2.5.2.48)
where
f (k)13 =
(
γ(k)12 γ
(k)
23 −γ(k)13 γ(k)22
)
λ−2−γ(k)23
(
γ(k)12 λ+γ(k)11 g12
)
γ(k)22 γ
(k)
33
+ γ
(k)
12 g23+γ(k)13 λ+γ(k)11 g12
γ(k)33
,
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and since γk → τi d , we have
γ(k)11
γ(k)33
,
γ(k)12
γ(k)33
,
γ(k)13
γ(k)33
,
γ(k)23
γ(k)33
→ 0, γ
(k)
22
γ(k)33
→ 1. (2.5.2.49)
From (2.5.2.48) and (2.5.2.49) it follows
γk gγ
−1
k →
 λ−2 0 00 λ g23
0 0 λ
 ∈ PSL(3,C)
which contradicts thatΓ is discrete, unless the sequence
{
γk gγ
−1
k
}
is eventually constant. Without loss of generality, we can assume
that this sequence is constant and therefore,
f (k)23 = g23, for all k.
This means that
γ(k)22 = γ(k)33 = ξk ∈C∗
and then
γk =
 ξ−2k γ
(k)
12 γ
(k)
13
0 ξk γ
(k)
23
0 0 ξk
 .
Using corollary 2.5.20, we get ξk = 1 for all k and then
γk =
 1 γ
(k)
12 γ
(k)
13
0 1 γ(k)23
0 0 1
 . (2.5.2.50)
But then it is not possible that γk → τi d . This means that there
cannot be a sequence
{
γk
}⊂ Γ converging to τi d .
Now we deal with the case (LS1.2). Let us assume thatΠ(γk ) con-
verges to an elliptic element of Σwith the form[
e2piiθ 0
0 1
]
.
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As before, using the adequate conjugation we can assume that
γk → τθ =
 0 0 00 e2piiθ 0
0 0 1
 . (2.5.2.51)
Now we verify that γnk → τnθ for any n ∈N.
Decomposing any matrix corresponding to γk in its canonical
Jordan form it follows that
γnk =

γ(k)11
n
γ(k)12
γ(k)11
n−γ(k)22
n
γ(k)11 −γ(k)22
αk,n
0 e2pii nθ γ(k)23
γ(k)22
n−γ(k)33
n
γ(k)22 −γ(k)33
0 0 1
 , (2.5.2.52)
where
αk,n =
γ(k)11
n (
γ(k)11 γ
(k)
13 −γ(k)13 +γ(k)12 γ(k)23
)
(
γ(k)11 −γ(k)22
)(
γ(k)11 −γ(k)33
) − γ(k)12 γ(k)22 γ(k)23(
γ(k)11 −γ(k)22
)(
γ(k)22 −γ(k)33
)
+
γ(k)33
n (
γ(k)12 γ
(k)
23 −γ(k)13 γ(k)22 +γ(k)13 γ(k)33
)
(
γ(k)11 −γ(k)33
)(
γ(k)22 −γ(k)33
) .
From (2.5.2.51) it follows that
γ(k)11
γ(k)33
,
γ(k)12
γ(k)33
,
γ(k)13
γ(k)33
,
γ(k)23
γ(k)33
→ 0, γ
(k)
22
γ(k)33
→ e2piiθ. (2.5.2.53)
Dividing each entry ofγnk byγ
(k)
33
n
and using (2.5.2.52) and (2.5.2.53),
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we get
γ(k)11
n
γ(k)33
n → 0
γ(k)12
γ(k)33
n
γ(k)11
n −γ(k)22
n
γ(k)11 −γ(k)22
= γ
(k)
12
γ(k)33
γ(k)11 n−1+γ(k)11 n−2γ(k)22 +·· ·+γ(k)11 γ(k)11 n−2+γ(k)22 n−1
γ(k)11
n−1

= γ
(k)
12
γ(k)33
γ(k)11 n−1
γ(k)11
n−1 +
γ(k)11
n−2
γ(k)11
n−2
γ(k)22
γ(k)11
+·· ·+ γ
(k)
11
γ(k)11
γ(k)11
n−2
γ(k)11
n−2 +
γ(k)22
n−1
γ(k)11
n−1

→ 0
γ(k)23
γ(k)33
n
γ(k)22
n −γ(k)33
n
γ(k)22 −γ(k)33
→ 0
γ(k)22
n
γ(k)33
n → e2pii nθ
αk,n
γ(k)33
n → 0.
From this, it follows that γnk → τnθ for any n ∈N.
If θ ∈Q, then there exist p ∈Z such that pθ ∈Z and then τp
θ
= τid.
Then we have a sequence
{
γ
p
k
} ⊂ Γ such that γpk → τid, which
cannot happen, as we have already proven.
If θ ∈R\Q, consider the sequence {e2pii nθ}⊂S1. SinceS1 is com-
pact then there is a subsequence
{
e2pii n jθ
}
such that
e2pii n jθ→ 1.
Then τ
n j
θ
→ τid as j →∞. Consider the diagonal sequence
{
γ
nk
k
}⊂
Γ, then
γ
nk
k → τid
which cannot happen. All of the above proves thatΠ(γk ) cannot
converge to an elliptic element of Σ.
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Next, consider the case (LS1.3). Assume that
γk → τb =
 0 0 00 1 b
0 0 1
 . (2.5.2.54)
Therefore, the sequence
{
Π(γk )
}
converges to the parabolic e-
lement [
1 b
0 1
]
.
Since Σ is not discrete, it follows from lemma 2.5.10 that there
exists a sequence {hk } ⊂ Γ such that Π(hk ) is parabolic for all k,
and
Π(hk )=
[
1 εk
0 1
]
→ id,
for some sequence εk → 0. Then, using the same reasoning as in
the case (LS1.1) (see (2.5.2.50)), we know that
hk =
 1 h12 h130 1 εk
0 0 1
 .
Consider the sequence
γk hkγ
−1
k h
−1
k =

1 h12
(
γ(k)11
γ(k)22
−1
)
f (k)13
0 1
(
γ(k)22
γ(k)33
−1
)
εk
0 0 1
 ,
where
f (k)13 = h13
(
γ(k)11
γ(k)33
−1
)
+ γ
(k)
12
γ(k)33
εk +h12εk −h12
(
γ(k)11
γ(k)23
γ(k)23
γ(k)33
+ γ
(k)
11
γ(k)22
εk
)
.
From (2.5.2.56) it follows
γ(k)11
γ(k)33
,
γ(k)12
γ(k)33
,
γ(k)13
γ(k)33
→ 0, γ
(k)
23
γ(k)33
→ b, γ
(k)
22
γ(k)33
→ 1, (2.5.2.55)
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and therefore
γk hkγ
−1
k h
−1
k →
 1 h12 00 1 0
0 0 1
 ∈ PSL(3,C) ,
contradicting that Γ is discrete. We conclude that this case can-
not occur.
Finally, we deal with the case (LS1.4). Let us suppose that
γk → τα =
 0 0 00 α 0
0 0 1
 . (2.5.2.56)
Since ΛGr (Σ) = S1, there is an element h =
[
hi j
] ∈ Γ such that
h23 6= 0 and
h =
 1 h12 h130 λ h23
0 0 λ−1
 ,
with |λ| 6= 1. Consider the sequence
fk := hγk h−1γ−1k =
 1 f
(k)
12 f
(k)
13
0 1 f (k)23
0 0 1
 ,
where
f (k)12 = γ(k)12
1−λ
λγ(k)22
+h12
γ(k)22 −γ(k)11
λγ(k)22
,
f (k)13 =−γ(k)33
γ(k)12 +h12
(
γ(k)12 −γ(k)11
)
λγ(k)22 γ
(k)
33
−
h23γ
(k)
12 +γ(k)13 +h12h23
(
γ(k)22 −γ(k)11
)
γ(k)33
+ γ
(k)
12 γ
(k)
23
γ(k)22 γ
(k)
33
+λ
γ(k)13 +h12γ(k)23 +h13
(
γ(k)33 −γ(k)11
)
γ(k)33
f (k)23 = γ(k)23
λ2−1
γ(k)33
+λh23
γ(k)33 −γ(k)22
γ(k)33
.
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from (2.5.2.56), it follows
fk →
 1 h12λ h13 (λ−h12α)0 1 λh23(1−α)
0 0 1
 ,
contradicting that Γ is discrete.
We have proved that sequences in Γ cannot have a quasi projec-
tive limit with the form
τ=
 0 γ12 γ130 γ22 γ23
0 0 1
 ,
whenΛGr (Σ)=S1.
Observe that the case (LS2) cannot happen, otherwise the action
of Γwould be nowhere proper and discontinuous.
Consider the case (LS3), that is, |ΛGr (Σ)| = 1. Using proposition
1.4.7 we know that Σ is conjugated to a subgroup of Epa(C). Let
h ∈ Γ such thatΠ(h) is parabolic, that is,
Π(h)=
[
1 h23
0 1
]
for some h23 6= 0. Then
h =
 λ−2 h12 h130 λ λh23
0 0 λ
 ,
for some λ ∈ C∗ and h12,h13 ∈ C. Consider the sequence of dis-
tinct elements
{
ηk
}⊂ Γ given by
ηk := hγk h−1γ−1k =

1
γ(k)12
γ(k)22
(
γ−3−1)+ h12
λ
(
1− γ
(k)
11
γ(k)22
)
η(k)13
0 1 h23
(
1− γ
(k)
22
γ(k)33
)
0 0 1
 ,
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where η(k)13 is a sequence depending on all the terms hi j , γ
(k)
i j and
λ (we don’t write the explicit expression for the sake of clarity,
however we will write its limit). Using the limits calculated at
the beginning of this case (b) yields
γ(k)12
γ(k)22
(
γ−3−1)+ h12
λ
(
1− γ
(k)
11
γ(k)22
)
−→ γ12
γ22
(
γ−3−1)+ h12
λ
η(k)13 −→λ−3
(
γ13− γ12γ23
γ22γ33
−γ12h23
)
+
h23
λ
(
1−h12γ22
)−γ13+ γ12γ23
γ22γ33
h23
(
1− γ
(k)
22
γ(k)33
)
−→ h23(1−γ22)
and therefore, ηk converges to an element of PSL(3,C), contra-
dicting that Γ is discrete. This proves that the case (LS3) cannot
happen.
Now, finally, consider the case (LS4), that is, |ΛGr (Σ)| = 2. Using
proposition 1.4.7 we know that Σ is conjugated to a subgroup of
Aut(C∗). This means that, conjugating by a suitable element of
PSL(3,C), every element of Σ has the form
Π(g )=
[
α 0
0 α−1
]
for some α ∈C∗. Then,
g =
 λ−2 g12 g130 λα 0
0 0 λα−1
 . (2.5.2.57)
Let g1, g2 ∈ Γ be two elements such that
[
g1, g2
] 6= id, then
h = [g1, g2]=
 1 h12 h130 1 0
0 0 1
 ,
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with |h12|+ |h13| 6= 0. The sequence
{
γk
}
has the same form de-
scribed in (2.5.2.57),
γk =
 γ
(k)
11 γ
(k)
12 γ
(k)
13
0 γ(k)22 0
0 0 γ(k)33
 .
Then the quasi-projective limit τ, given by (2.5.2.47) has the form
τ=
 0 0 00 γ22 0
0 0 1
 ,
and then
γ(k)11
γ(k)33
,
γ(k)12
γ(k)33
,
γ(k)13
γ(k)33
→ 0, γ
(k)
22
γ(k)33
→ γ22. (2.5.2.58)
Consider the sequence
{
fk
} ∈ Γ given by
fk = hγk h−1γ−1k =
 1 h12
(
1− γ
(k)
11
γ(k)22
)
h13
(
1− γ
(k)
11
γ(k)33
)
0 1 0
0 0 1
 .
From (2.5.2.58) it follows that
fk →
 1 h12 h130 1 0
0 0 1
 ∈ PSL(3,C) ,
contradicting that Γ is discrete. Therefore the case (LS4) cannot
happen when γ(k)33 →∞.
(c) γ(k)33 → 0. From this, it follows thatγ(k)22 → 0, otherwiseα 6∈ PSL(2,C).
Since γ(k)11 γ
(k)
22 γ
(k)
33 = 1, we have that γ(k)11 →∞. Also, γ(k)22 → a ∈ C.
All of this yields
γk → τ=
 a b c0 0 0
0 0 0
 , (2.5.2.59)
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with a 6= 0, unless
γ(k)11
γ(k)12
→ 0, or γ
(k)
11
γ(k)13
→ 0. (2.5.2.60)
But then we are in case (b). Since (2.5.2.60) does not happen,
then
γ(k)12
(
γ(k)11
)−1 → b, and γ(k)13 (γ(k)11 )−1 → c, (2.5.2.61)
for some b,c ∈C.
Dividing each entry of (2.5.2.40) by the entry, γ(k)33
−1
, we have
γ(k)11
−1
γ(k)33
−1 =
γ(k)33
γ(k)11
→ 0.
− γ
(k)
12
γ(k)11 γ
(k)
22 γ
(k)
33
−1 =−
γ(k)12
γ(k)11
γ(k)33
γ(k)22
→− b
γ22
.
γ(k)12 γ
(k)
23 −γ(k)13 γ(k)22
γ(k)11 γ
(k)
22 γ
(k)
33 γ
(k)
33
−1 =
γ(k)12 γ
(k)
23
γ(k)11 γ
(k)
22
− γ
(k)
13
γ(k)11
→ bγ23
γ22
− c.
γ(k)22
−1
γ(k)33
−1 =
γ(k)33
γ(k)22
→ 1
γ22
.
− γ
(k)
23
γ(k)22 γ
(k)
33 γ
(k)
33
−1 =−
γ(k)23
γ(k)22
→−γ23
γ22
.
And therefore, the sequence of the inverses satisfies
γ−1k →µ=
 0 −
b
γ22
b γ23γ22 − c
0 1γ22 −
γ23
γ22
0 0 1
 .
This means that, if we consider the sequence of the inverses in-
stead, this case is the same as case (b).
[Div] The sequence
{
Π(γk )
} ⊂ Σ diverges. Proposition 1.4.7 implies that
one of the following cases occur:
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[Div-1] Σ= SO(3). This case cannot happen sinceΣ is solvable but SO(3)
is not (see example 2.1.2).
[Div-2] Σ= Rot∞. This case cannot happen, otherwise ΛGr(Σ)=;, con-
tradicting Lemma 2.5.15.
[Div-3] Σ = Dih∞. This case cannot happen by the same argument of
case [Div-2].
[Div-4] Σ = PSL(2,C). This case cannot happen since PSL(2,C) is not
solvable (as it contains Schottky groups, see Theorem 2.1.7).
[Div-5] The group Σ is a subgroup of the affine group Epa(C). First, ob-
serve that there cannot be elliptic elements in Σ. If there is an
elliptic element
Π(γ)=
[
e iθ a
0 e−iθ
]
∈Σ,
where θ 6= 0, then, either θ ∈Q or θ ∈ R \Q. If the former occurs
then λ23(γ) would be a torsion element in the torsion-free group
λ23(Γ). If the latter happens, then γwould be an irrational screw,
contradicting that Γ is not commutative (see Corollary 2.5.12).
Then every element of Σ has the form
Π(γ)=
[
1 a
0 1
]
,
where a ∈ A, for some additive group A ⊂ (C,+). Furthermore,
A ∼= Σ, and therefore, A is not discrete. As a consequence of
Proposition 2.4.13, either A ∼=R or A ∼=R⊕Z (see Figure 2.10).
Figure 2.10: The two possibilities for the set A ⊂C.
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Let us define the following union of pencils of lines passing through
e1,
Λ= {e1}∪
⋃
p∈A
pi(p)−1
 ,
andΩ=CP2 \Λ (see Figure 2.11).
Figure 2.11: The two possibilities for the setΩ⊂CP2.
TheΣ-orbits of compact subsets of Cˆ\A accumulate on∞, which
correspond to the point pi(e2). Then, the orbits of compact sub-
sets of Ω accumulate on {e1}, and therefore, the action of Γ on
each connected component of Ω is proper and discontinuous.
Since each connected component ofΩ is simply connected, this
concludes the case [Div-5].
[Div-6] The group Σ is a subgroup of the group Aut(C∗). Then Σ is a
purely loxodromic group and then, up to conjugation, each ele-
ment has the form
Π(γ)=
[
α 0
0 1
]
, (2.5.2.62)
for some |α| 6= 1. Let G = λ23(Γ), from (2.5.2.62) it follows that
G ∼= Σ, and since Σ is not discrete, then G is not discrete. Let us
write each α ∈G as
α= r e iθ, r ∈R+, r ∈ A ⊂ (C∗, ·)
θ ∈R, θ ∈B ⊂ (C,+),
for some multiplicative group A and some additive group B . Then
G ∼= A×B and, since G is not discrete, then A is not discrete or
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B is not discrete (it is not possible that both A and B are not dis-
crete, otherwise the action of Γ would be nowhere proper and
discontinuous). Therefore we have two possibilities:
* A is discrete and B , not discrete. Since A is a discrete mul-
tiplicative subgroup of C, then rank(A) = 1 and therefore,
A = {r n |n ∈Z} for some r ∈C∗. Hence,
G =λ23(Γ)=
{
r ne iθ
∣∣∣θ ∈ [0,2pi) , n ∈Z} .
In particular, {
r ne iθ
∣∣∣θ ∈ [0,2pi)}⊂λ23(Γ).
This means that there exists an element γ ∈ Γ such thatλ23 =
e iθ for some θ ∈ [0,2pi). If θ ∈ Q, then λ23(γ) is a torsion e-
lement, contradicting that λ23(Γ) is torsion free. If θ ∈ R \Q,
then γ is an irrational screw, contradicting that Γ is non-
commutative (see Corollary 2.5.12). This dismisses this pos-
sibility.
* A is not discrete and B , discrete. Since B is discrete, then B
is finite and B ∼= Zk , for some k ∈ N. Therefore G ⊂ C looks
like the the set depicted in Figure 2.12.
Figure 2.12: The set G ⊂C.
We know there is an homomorphism ϕ :←−−→e2,e3 → Cˆ. For the
sake of simplifying notation, we will denote indistinctly a
point x ∈ G ⊂ C and the point ϕ−1(x) ∈ ←−−→e2,e3. Let Λ ⊂ CP2
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be given by
Λ= {e1}∪
⋃
p∈G
pi(p)−1
 ,
andΩ=CP2 \Λ (see Figure 2.13).
Figure 2.13: The setΛ⊂CP2.
Since the orbits of compact subsets of C \ G accumulate on
pi(e2) and pi(e3), then the orbits of compact subsets of Ω ac-
cumulate on {e1}. This means that the action of Γ on Ω is
proper and discontinuous. Besides, each connected com-
ponent ofΩ is simply connected (see Figure 2.13). This con-
cludes the case [Div-6], since we have constructed a simply
connected region whereΓ acts properly and discontinuously.
[Div-7] The groupΣ is a subgroup of the group PSL(2,R). Then,ΛGr(Σ)∼=
Rˆ (Proposition 1.4.7). Then, up to a suitable conjugation, the
orbits of compact subsets of CP1 \ΛGr(Σ) accumulate on Rˆ, we
regard the points pi(e2) and pi(e3) as the points 0 and ∞ in this
euclidian circle. We define the pencil of lines passing through
e1,
Λ= {e1}∪
⋃
p∈Rˆ
pi(p)−1
 .
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Figure 2.14: The setΛ⊂CP2.
Then its complementΩ=CP2\Λ is homeomorphic to a coneC×(
H+∪H−) and therefore, each of its connected components are
simply connected (see Figure 2.14). The action of Γ on each of
these connected components is proper and discontinuous, this
completes this case [Div-7].
In each subcase of the previous proof, for every divergent sequence a :={
γk
}⊂ Γ, we have constructed an open subset Ua ⊂CP2, such that the the orbits
of every compact set K ⊂Ua accumulate on CP2 \Ua . Thus, we can define a
limit set for the action of Γ in the following form
ΛS(Γ) :=
⋃
a
(
CP2 \Ua
)
.
This limit set describes the dynamics of non-commutative upper triangular
subgroups of PSL(3,C).
2.5.3 Consequences of the theorem of decomposition of non-
commutative groups
Theorem 2.5.23 gives a decomposition of the group Γ in four layers, the first two
layers are made of parabolic elements and the last two layers are made of loxo-
dromic elements (see Corollary 2.5.30 and Table 2.3). The description of these
four layers are given in the proof of previous theorem and are summarized in
the next table.
118 CHAPTER 2. DYNAMICS OF SOLVABLE GROUPS
Parabolic Loxodromic︷ ︸︸ ︷ ︷ ︸︸ ︷ 1 x y0 1 0
0 0 1
  1 x y0 1 z
0 0 1
  α x y0 β z
0 0 β
  α x y0 β z
0 0 γ

z 6= 0 α 6=β, z 6= 0 β 6= γ
Loxo-parabolic
Loxo-parabolic
Complex homothety
Strongly loxodromic
Core(Γ) A \ Ker(Γ) Ker(λ23) \ A︸ ︷︷ ︸
A =Ker(λ13)∩Ker(λ23)︸ ︷︷ ︸
Ker(λ23) Γ\ Ker(λ23)︸ ︷︷ ︸
Γ
Table 2.3: The decomposition of a non-commutative subgroup of U+ in four layers.
Let F1,F2,F3 ⊂U+ be the pairwise disjoint subsets defined as
F1 =
α=
 α11 0 α130 α22 0
0 0 α33
∣∣∣∣∣∣α ∈U+

F2 =
α=
 α11 α12 α130 α22 0
0 0 α33
∣∣∣∣∣∣α12 6= 0, α ∈U+

F3 =
α=
 α11 0 α130 α22 α23
0 0 α33
∣∣∣∣∣∣α23 6= 0, α ∈U+

F4 =
α=
 α11 α12 α130 α22 α23
0 0 α33
∣∣∣∣∣∣α12,α23 6= 0,α ∈U+

These four subsets classify the elements of U+ depending on whether they
have zeroes in positions 12 and 23. We need this classification because, as we
will see in the next proposition, two elements of U+ commute only if they have
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the same form given by the set Fi they belong to. This argument will be key to
prove Corollary 2.5.29.
Proposition 2.5.27. Let Γ ⊂ U+ be a subgroup and let α =
[
αi j
]
,β = [βi j ] ∈
Γ\ {id}. If
[
α,β
]= id then α,β ∈ Fi for some i = 1,2,3,4.
Proof. Let α = [αi j ] and β = [βi j ] two elements in Γ, suppose that they com-
mute. Denote by α1 and α2 (resp. β1 and β2) the upper left and bottom right
2×2 blocks of α (resp. β)
α1 =
[
α11 α12
0 α22
]
, α2 =
[
α22 α23
0 α33
]
.
A direct calculation shows that, since α and β commute, αi and βi commute,
for i = 1,2. Considering αi and βi as elements of PSL(2,C) we observe that
Fix(α1)= {e1, [α12 :α22−α11]}
Fix(α2)= {e1, [α23 :α33−α22]} .
Similar expressions hold for Fix(βi ). It follows that[
α1,β1
]= id⇔α11β12+α12β22 =α12β11+α22β12
⇔ [α12 :α22−α11]=
[
β12 :β22−β11
]
⇔ Fix(α1)= Fix(β1).
If α12 = 0 and α11 6=α22, then Fix(α1)= {e1,e2}. In this case, the previous calcu-
lation shows that β12 = 0, then Fix(β1)= {e1,e2}= Fix(α1).
If α11 =α22 and α12 6= 0, then Fix(α1)= {e1}. Again, the previous calculation
shows that β11 =β22, then Fix(β1)= {e1}= Fix(α1). All this shows that α1 and β1
commute if and only if Fix(α1)= Fix(β1).
A similar conclusion holds for α2 and β2. From this we can conclude that,
if α and β commute then α12 and β12 are zero or non-zero simultaneously, the
same holds for α23 and β23. This proves the proposition.
This previous proposition says that a necessary condition for two elements
of U+ to commute is that they both have the same form given by the sets F1,F2,F3.
And this is equivalent to say that the two 2×2 sub-blocks (see the proof of the
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previous proposition) of one element share the same fixed points with the cor-
responding sub-block of the other element (see the next figure).
Proposition 2.5.28. Let α,β ∈ Fi , i = 1,2,3. Then, the relation defined by α∼ β
if and only if
[
α,β
]= id, is an equivalence relation on each subset Fi , i = 1,2,3.
Proof. It is direct to verify that the relation is reflexive and symmetric. We now
verify that it is also transitive, letα,β,γ ∈ Fi , for some i = 1,2,3 such that
[
α,β
]=
id and
[
β,γ
]= id. Denote α= [αi j ], β= [βi j ] and γ= [γi j ]. Then [α,β]= id if
and only if
β13(α11−α33)+α13(β11−β33)=α23β12−α12β23. (2.5.3.63)
If both α,β ∈ Fi , i = 1,2,3, then α12 = β12 = 0 or α23 = β23 = 0, which implies
that the right side of (2.5.3.64) is zero and then
β13(α11−α33)+α13(β11−β33)= 0. (2.5.3.64)
From this, analogously to the proof of Proposition 2.5.27, it follows that Fix(α)=
Fix(β). Analogously,
[
β,γ
]= id implies that Fix(β)= Fix(γ), then Fix(α)= Fix(γ)
and this implies that
[
α,γ
] = id. This proves that the relation is transitive and
thus, it is an equivalence relation on Fi , i = 1,2,3.
Propositions 2.5.27 and 2.5.28 state that, unlike the purely parabolic case
(see [BCNS18]), commutativity does not define an equivalence relation on U+,
this equivalence relation only happens on each Fi , i = 1,2,3 separately. On F4,
commutativity does not define an equivalence relation.
We can now prove the following corollary, which simplifies the decomposi-
tion described in Theorem 2.5.23.
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Corolary 2.5.29. Under the same hypothesis and notation of Theorem 2.5.23,
the group Γ can also be written as
Γ∼=Zr0o ...oZrm ,
for integers r0, ...,rm ≥ 1 satisfying
r0+·· ·+ rm ≤ 4.
Proof. Using the notation of Theorem 2.5.23 and Corollary 2.5.30, we know that
the group
A =Core(Γ)o 〈ξ1〉o ...o 〈ξr 〉
is purely parabolic and therefore, by Lemma 7.9 of [BCNS18] we can write
A ∼=Zk0o ...oZkn1 . (2.5.3.65)
For some integers k0, ...,kn1 such that k0+ ...+kn1 ≤ 4. We denote
ri = ki , for i = 0, ...,n1. (2.5.3.66)
Let us re-order the elements
{
η1, ...,ηm
}
in the third layer, in such way that
if i < j then ηi ∈ Fs1 , η j ∈ Fs2 with s1 ≤ s2. We re-order the elements
{
γ1, ...,γn
}
in the same way.
Define the relation in
Γ1 :=
〈
η1, ...,ηm
〉∩ (F1∪F2∪F3)
given by α ∼ β if and only if [α,β] = id, this is an equivalence relation (Propo-
sition 2.5.28). Denote by A1, ..., An2 the equivalence classes in Γ1. Let Bi = 〈Ai 〉,
clearly Bi is a commutative and torsion free group, denoting pi = rank(Bi ) and
using Propostion 2.4.1, we have
Bi ∼=Zpi .
Then
Γ1 ∼=Zp1o ...oZpn2 . (2.5.3.67)
Denote by ηp˜i the remaining elements of the third layer. That is,〈
η1, ...,ηm
〉∩F4 = {ηp˜1 , ...,ηp˜n3} .
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Then, it follows from (2.5.3.67),〈
η1, ...,ηm
〉∼=Zp1o ...oZpn2 o〈ηp˜1〉o ...o〈ηp˜n3〉 . (2.5.3.68)
Let us denote
rn1+i = pi , for i = 1, ...,n2. (2.5.3.69)
rn1+n2+i = 1, for i = 1, ...,n3.
Applying the same argument to the elements of the fourth layer
{
γ1, ...,γn
}
we have 〈
γ1, ...,γn
〉∼=Zq1o ...oZqn4 o〈γq˜1〉o ...o〈γq˜n5〉 . (2.5.3.70)
Again, we denote
rn1+n2+n3+i = qi , for i = 1, ...,n4. (2.5.3.71)
rn1+n2+n3+n4+i = 1, for i = 1, ...,n5.
Putting together (2.5.3.65), (2.5.3.68) and (2.5.3.70) we prove the corollary. The
indices r0, ...,rm are given by (2.5.3.66), (2.5.3.69) and (2.5.3.71) and m = n1+
...+n5.
The following corollary describes the type of elements found in each layer
of the decomposition of a non-commutative upper triangular discrete group.
Corolary 2.5.30. Let Γ⊂U+ be a non-commutative discrete subgroup. Consider
the decomposition in four layers described in the proof of Theorem 2.5.23, and
summarized in Table 2.3.
The first two layers Core(Γ) and A \ Core(Γ) are purely parabolic and the last two
layers Ker(λ23) \ A and Γ\ Ker(λ23) are made up entirely of loxodromic elements.
Furthermore,
(i) The third layer Ker(λ23) \ A contains only loxo-parabolic elements.
(ii) The fourth layer Γ\ Ker(λ23) contains only loxo-parabolic and strongly lox-
odromic elements or complex homotheties with the form Diag(λ,λ−2,λ).
Proof. From the definition of Core(Γ) and A = Ker(λ12)∩Ker(λ23) is clear that
this two subgroups are purely parabolic.
Now we deal with the third layer Ker(λ23)\ A. If there were a elliptic element
γ in this layer, we have two cases:
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• If γ has infinite order then Γ cannot be discrete.
• If γ has finite order p > 0, but we are assuming that Γ is torsion free.
If there were a parabolic element γ in this layer, then it must have exactly
two repeated eigenvalues (if it had 3, then γ ∈ A). Furthermore, all of its eigen-
values must be unitary (they can’t be 1, because then γ ∈ A). Then,
γ=
 e−4piiθ x y0 e2piiθ z
0 0 e2piiθ

with z 6= 0 and θ ∈ R \Q (otherwise λ12(γ) would be a torsion element in the
torsion free group λ12(Γ)). This means that γ is an irrational ellipto-parabolic
element, and by Proposition 2.5.14, Γ would be commutative. All of these ar-
guments prove that the third layer Ker(λ23) \ A is purely loxodromic. Finally,
since Γ is not commutative, it cannot contain a complex homothety as a con-
sequence of Corollary 2.5.7.
Now we deal with the fourth layer Γ\ Ker(λ23). Using the same argument as
in the third layer, there cannot be elliptic elements. Now assume that there is
a parabolic element γ ∈ Γ \ Ker(λ23). In the same way as before, γ must have
exactly two distinct eigenvalues and neither of them are equal to 1. Since γ 6∈
Ker(λ23) then
γ=
 e2piiθ x y0 e2piiθ z
0 0 e−4piiθ

with x 6= 0 and θ ∈R\Q. Thenγ is an irrational ellipto-parabolic element, and by
Proposition 2.5.14, Γ is commutative. Then the fourth layer Γ\Ker(λ23) is purely
loxodromic. Inspecting the form of these elements, they can be strongly loxo-
dromic, complex homotheties of the form Diag(λ,λ−2,λ) or a complex homoth-
ety of the form Diag(λ,λ,λ−2). This latter possibility is dismissed by Proposition
2.5.8.
We can summarize the results and ideas given in proofs of Theorems 2.4.20,
??, 2.5.23, 2.5.26 and Corollaries 2.5.29, 2.5.30 in the following theorem.
Theorem 2.5.31. Let Γ ⊂ PSL (3,C) be a solvable complex Kleinian group such
that its Kulkarni limit set does not contain exactly four lines in general position.
Then, there exists a non-empty open regionΩΓ ⊂CP2 such that
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(i) ΩΓ is the maximal open set where the action is proper and discontinuous.
(ii) ΩΓ is homeomorphic to one of the following regions: C2,C2\{0},C×
(
H+∪H−)
or C×C∗.
(iii) Γ is finitely generated and rank(Γ)≤ 4.
(iv) The group Γ can be written as
Γ= ΓpoΓLP oΓL ,
where Γp is the subgroup of Γ consisting of all the parabolic elements of Γ,
ΓLP is the subgroup of Γ consisting of all the loxo-parabolic elements of Γ
and ΓL is the subgroup of Γ consisting of all the strongly loxodromic and
complex homotheties of Γ.
(v) The group Γ, up to a finite index subgroup, leaves a full flag invariant.
2.5.4 Representations of non-commutative triangular groups
In this section we give an explicit description of the non-commutative trian-
gular groups using Theorem 2.5.23. In order to do this we need several results
from [BCNS18], these results will describe the parabolic part of any complex
Kleinian group Γ⊂U+. We can rewrite Theorem 0.1 of [BCNS18] in the follow-
ing way.
Theorem 2.5.32. Let Γ˜ ⊂ PSL (3,C) be a complex Kleinian group without loxo-
dromic elements, then there exists a finite index subgroup Γ⊂ Γ˜ conjugate to one
of the following groups.
• If Γ is commutative:
(1)
ΓW,µ =

 µ(w) wµ(w) 00 µ(w) 0
0 0 µ(w)−2
∣∣∣∣∣∣w ∈W

where W ⊂ C is a discrete subgroup and µ : (C,+)→ (C∗, ·) is a group
morphism.
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(2)
Γ∗W =

 1 0 x0 1 y
0 0 1
∣∣∣∣∣∣ (x, y) ∈W

where W ⊂C2 is an additive subgroup.
(3)
ΓR,L,W =

 1 x L(x)+ x
2
2 +w
0 1 x
0 0 1

∣∣∣∣∣∣∣x ∈R, w ∈W

where W ⊂ C is an additive discrete subgroup, R ⊂ C is an additive
subgroup and L : R →C is an additive function such that
– If R is discrete, then rank(W )+ rank(R)≤ 4.
– If R is not discrete, then rank(W )≤ 1, rank(W )+rank(R)≤ 4 and
lim
n→∞L(xn)+wn =∞
for any sequence {wn}⊂W , and any sequence {xn}⊂R such that
xn → 0.
(4)
Γ∗W =

 1 x y0 1 0
0 0 1
∣∣∣∣∣∣ (x, y) ∈W

where W ⊂C2 is a discrete additive subgroup with rank(W )≤ 2.
• If Γ is not commutative:
(5)
Γw =

 1 k+nc+mx nd +m(k+nc)+
(m
2
)
x+my
0 1 m
0 0 1
∣∣∣∣∣∣k,m,n ∈Z
 ,
where w = (x, y, p, q,r ); x, y ∈ C, p, q,r ∈ Z such that p, q are co-
primers, q2 divides r and c = pq−1, d = r−1.
(6)
ΓW,a,b,c =

 1 0 w0 1 0
0 0 1
 1 1 00 1 1
0 0 1
n 1 a+ c b0 1 c
0 0 1
m ∣∣∣∣∣∣ m,n ∈Zw ∈W

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Case rank(Γp ) rank(N3) rank(N4) Case rank(Γp ) rank(N3) rank(N4)
400 4 0 0 200 2 0 0
310 3 1 0 121 1 2 1
301 3 0 1 120 1 2 0
300 3 0 0 112 1 1 2
220 2 2 0 111 1 1 1
211 2 1 1 110 1 1 0
210 2 1 0 102 1 0 2
202 2 0 2 101 1 0 1
201 2 0 1 100 1 0 0
Table 2.4: All the possibilities for the rank of each layer of Γ.
with W ⊂ C an additive discrete group, and a,b,c ∈ C are such that
a ∈W \ {0} and, either:
– {1,c} is a R-linearly independent set, or
– {1,c} is a R-linearly dependent set, but is a Z-linearly indepen-
dent set.
Given a torsion free, non-commutative complex Kleinian group Γ⊂U+, we
denote by Γp ⊂ Γ the parabolic part of Γ. This subgroup is conjugated to one
of the six options given by Theorem 2.5.32. Observe that, according to The-
orem 2.5.23, Γp correspond to the semidirect product of elements of the first
two layers. Therefore, in order to give the full description of Γ, we have to
check whether we can add one, two or three loxodromic elements of the third
or fourth layer, taking into account that the rank of Γ has to be at most, four.
In Table 2.4 we summarize all these possible cases.
N3 and N4 are the groups generated by the elements of the third and fourth
layer respectively (see Theorem 2.5.23 and Table 2.3 for a description of these
elements).
Observe that the description of cases 400, 300, 200 and 100 is already given
in [BCNS18], since they are purely parabolic groups.
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In each one of the cases described in Table 2.4, the parabolic part ofΓ can be
conjugated to one of six possibilities given by Theorem 2.5.32. Given m,n not
simultaneously 0, consider the case kmn (that is, rank(Γp ) = k, rank(N3) = m
and rank(N4) = n), we will denote by kmn( j ) the subcase in which Γp is con-
jugated to the group given by the case (j) in Theorem 2.5.32. So, the subcases
kmn(1), ...,kmn(4) cover the case when Γp is commutative and the rest, when
Γp is not commutative.
Γp is commutative
As a consequence of Theorem 2.5.32 we know that, in each case of Table 2.4, Γp
can be conjugated to a group of the form ΓW,µ, ΓW , ΓR,L,W or Γ∗W .
The following lemmas and propositions will be describing or discarding
each subcase separately.
The following lemma dismisses all the subcases kmn(1), since they are com-
mutative and therefore, have been already described in Section 2.4.
Lemma 2.5.33. Let Γ ⊂U+ be a complex Kleinian group such that Γp is conju-
gated to the group ΓW,µ for some discrete group W and group morphism µ as in
the case (1) of Theorem 2.5.32. Then Γ is commutative.
Proof. We can assume that Γp = ΓW,µ, and since Γp is a purely parabolic group,
then
∣∣µ−3(w)∣∣= 1 for any w ∈W . Then λ23(γ) has infinite order for any γ ∈ Γp ,
it follows from Lemma 5.10 of [BCNS18] that Γ is commutative.
The following lemma discards the subcases 110(2), 111(2), 112(2), 120(2),
121(2), 130(2), 210(2), 211(2), 220(2) and 310(2).
Lemma 2.5.34. Let Γ ⊂U+ be a complex Kleinian group such that Γp is conju-
gated to the group ΓW for some discrete group W as in the case (2) of Theorem
2.5.32. Then Γ cannot contain elements in its third layer.
Proof. Let us assume that Γp = ΓW with W ⊂C2 an additive subgroup given by
W = SpanZ
(
(x1, y1), ..., (xn , yn)
)
,
where
{
(x1, y1), ..., (xn , yn)
}
is a R-linearly independent set and n ≤ 3. If (x, y) ∈
W , denote
hx,y =
 1 0 x0 1 y
0 0 1
 .
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Let us suppose first that there exists a loxodromic element γ ∈N3,
γ=
 α−2 γ12 γ130 α γ23
0 0 α

for some α ∈ C∗ such that |α| 6= 1 and γ12,γ13 ∈ C and γ23 ∈ C∗. Conjugating Γ
by
A =
 1 γ12α−2−α γ130 1 0
0 0 γ23
 ,
we can assume that γ12 = 0 and γ23 = 1. Now, assuming without loss of gener-
ality that |α| > 1, consider the sequence of distinct elements
γk hx,yγ
−k =
 1 0 α−3k x0 1 y
0 0 1
 .
It is clear that γk hx,yγ−k converges to an element of PSL(3,C), contradicting
that Γ is discrete.
The following lemma discards the subcases 101(2), 102(2) and 103(2).
Lemma 2.5.35. Let Γ ⊂U+ be a complex Kleinian group such that Γp is conju-
gated to the group ΓW for some discrete group W as in the case (2) of Theorem
2.5.32. If rank(Γp )= 1 then Γ contains no loxodromic elements in its fourth layer,
unless
ΓW =
〈 1 0 x0 1 0
0 0 1
〉 ,
for some x ∈ C∗. In this latter case, the combinations of this group are described
in Lemma 2.5.44.
Proof. Assume that Γp = 〈h〉,
h =
 1 0 x0 1 y
0 0 1

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for some x, y ∈ C, |x|+ ∣∣y∣∣ 6= 0. Let us suppose that there exists an element γ =[
γi j
] ∈N4, conjugating by
A =
 1
γ12
α−β 0
0 1 0
0 0 1

if necessary, we can assume that the loxodromic element γ has the form
γ=
 α 0 γ130 β γ23
0 0 α−1β−1
 ,
with α,β ∈ C∗, αβ2 6= 1. Since 〈h〉 is a normal subgroup of 〈h,γ〉, we have that
γhγ−1 = g n for some n ∈ Z. Comparing the entries 13 and 23 in the previous
equation yields
α2βx = nx and αβ2 y = ny.
If x, y 6= 0, the equation above implies that α=β, which in turn implies that γ is
a complex homothety, contradicting Corollary 2.5.8.
If x = 0 and y 6= 0, the sequence
τk := γk hγ−k =
 1 0 00 1 (αβ2)k y
0 0 1

contains a subsequence of distinct elements
{
τk j
}
such that, either τk j → id or
τk j → h (depending on whether
∣∣αβ2∣∣ 6= 1 or ∣∣αβ2∣∣= 1).
If x 6= 0 and y = 0, then Γp is the group described in Lemma 2.5.44 and its
behaviour is studied in the aforementioned lemma.
The following lemma describes the case 301(2).
Lemma 2.5.36. Let Γ ⊂U+ be a complex Kleinian group such that Γp is conju-
gated to the group ΓW for some discrete group W as in the case (2) of Theorem
2.5.32. If rank(Γp )= 3 and rank(N4)= 1 then one generator of N4 is
γ=
 α2β 0 00 αβ2 0
0 0 1

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with α 6= 1 and αβ2 6∈ R. Moreover Γ is the fundamental group of an Inoue sur-
face.
Proof. One can assume that Γp = ΓW . Denote by h1,h2,h3 three generators of
ΓW given by
hi =
 1 0 xi0 1 yi
0 0 1
 .
Let γ ∈ N4 be a loxodromic generator of N4, up to a suitable conjugation, one
can assume that
γ=
 α2β 0 00 αβ2 0
0 0 1

for some α,β ∈C∗. Since Γp is normal in Γ we have that γhiγ−1 = hki ,11 h
ki ,2
2 h
ki ,3
3
for some ki , j ∈Z, i = 1,2,3. Let us define A =
[
ki , j
]⊂ PSL(3,Z), then
A
 x1x2
x3
=α2β
 x1x2
x3
 , A
 y1y2
y3
=αβ2
 y1y2
y3
 .
This means thatα2β andαβ2 are eigenvalues of A, with respective eigenvectors
[x1 : x2 : x3] and
[
y1 : y2 : y3
]
. A direct calculation shows that α 6= 1 and αβ2 6∈ R.
Using (1) of Theorem 4.4 of [CS14] finishes the proof.
The following lemma discards all subcases kmn(3).
Lemma 2.5.37. Let Γ ⊂U+ be a complex Kleinian group such that ΓP is conju-
gated to the group ΓR,L,W for some R,L,W as in the case (3) of Theorem 2.5.32.
Then Γ cannot contain loxodromic elements.
Proof. Assume that Γp = ΓR,L,W . Let us suppose that Γ contain a loxodromic
element γ ∈ Γ. If γ ∈N3 then
γ=
 α−2 γ12 γ130 α γ23
0 0 α

for some α ∈ C∗ such that |α| 6= 1 and γ12,γ13 ∈ C and γ23 ∈ C∗. Since Γp is a
normal subgroup of Γ, we have γgγ−1 ∈ Γp for any g ∈ Γp . If
g =
 1 x L(x)+ x
2
2 +w
0 1 x
0 0 1
 , (2.5.4.72)
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then,
γgγ−1 =
 1 α−3x α
(
L(x)+ x22 +w
)
− γ23x
1−α3
0 1 x
0 0 1
 ,
and, since γgγ−1 ∈ Γp , then α−3x = x, which is impossible, given that |α| 6= 1.
Now, if γ ∈N4, then
γ=
 α γ12 γ130 β γ23
0 0 α−1β−1

withα,β ∈C∗,α−1β−1 6=β (or equivalently,αβ2 6= 1). Again, sinceΓp is a normal
subgroup ofΓ, we have γgγ−1 ∈ Γp for any g ∈ Γp . If g is given by (2.5.4.72), then
γgγ−1 =
 1 αβ−1x α2β
(
L(x)+ x22 +w
)
+αγ23x(β−α)
0 1 αβ2x
0 0 1
 ,
and, since γgγ−1 ∈ Γp , then αβ−1 = 1 and αβ2 = 1, but this last condition is a
contradiction.
This two contradictions imply that Γ contains no elements in the third and
fourth layer, proving the lemma.
Now we deal with subcases kmn(4), i.e. the cases when Γp is conjugated to
the group Γ∗W . The following proposition delimits the rank of W .
Proposition 2.5.38. Let Γ ⊂ U+ be a complex Kleinian group such that Γp is
conjugated to a group Γ∗W for some discrete additive subgroup W ⊂ C2, then
rank(W )≤ 2.
Now, the following proposition describes the simplest forms we can assume
for Γp , up to conjugation.
Proposition 2.5.39. Let Γ ⊂ U+ be a complex Kleinian group such that Γp is
conjugated to a group Γ∗W for some discrete additive subgroup W ⊂C2, given by
Γ∗W =

 1 nx1+mx2 ny1+my20 1 0
0 0 1
∣∣∣∣∣∣n,m ∈Z

132 CHAPTER 2. DYNAMICS OF SOLVABLE GROUPS
and W = SpanZ
(
(x1, y1), (x2, y2)
)
. Then Γp is conjugated to one of the following
groups:
(i)
Γ1 =
〈 1 1 00 1 0
0 0 1
 ,
 1 0 10 1 0
0 0 1
〉 .
(ii)
Γ2 =
〈 1 0 10 1 0
0 0 1
 ,
 1 0 y0 1 0
0 0 1
〉 ,
with y 6∈R.
(iii)
Γ3 =
〈 1 1 00 1 0
0 0 1
 ,
 1 x 00 1 0
0 0 1
〉 ,
with x 6∈R.
(iv)
Γ4 =
〈 1 1 00 1 0
0 0 1
〉 .
(v)
Γ5 =
〈 1 0 10 1 0
0 0 1
〉 .
Proof. Using an appropriate conjugation, we can assume that Γp = Γ∗W , with W
as in the hypothesis of the proposition. If rank(W )= 2, denote by
g1 =
 1 x1 y10 1 0
0 0 1
 , g2 =
 1 x2 y20 1 0
0 0 1

the generators of Γp . If x1 6= 0 and x1 y2−x2 y1 6= 0, let us define
A1 =

1p
x1
0 0
0
p
x1
y1p
x1
0 x2px1
y2p
x1
 .
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Then, conjugating each generator of Γp by A1 we get
Γ1 = A1Γp A−11 =
〈 1 1 00 1 0
0 0 1
 ,
 1 0 10 1 0
0 0 1
〉 .
If x1 = 0 and x2 6= 0, conjugating Γp by
A =

1p
x2
0 0
0
p
x2
y2p
x2
0 0 y1px2
 ,
we conclude that Γp is conjugated to the same group Γ1.
If x1 = x2 = 0, then y1, y2 6= 0 and conjugating Γp by A2 = Diag(1,1, y1) we
conclude that Γp is conjugated to
Γ2 = A2Γp A−12 =
〈 1 0 10 1 0
0 0 1
 ,
 1 0
y2
y1
0 1 0
0 0 1
〉 .
Furthermore, y := y2 y−11 6∈R; otherwise, W would not be discrete.
Finally, if x1 6= 0 and x1 y2−x2 y1 = 0, conjugating Γp by
A3 =

1p
x1
0 0
0
p
x1
y1p
x1
0 0 1
 ,
we conclude that Γp is conjugated to
Γ3 = A3Γp A−13 =
〈 1 1 00 1 0
0 0 1
 ,
 1 x2x1 00 1 0
0 0 1
〉 .
Again, x := x2x−11 6∈R; otherwise, W would not be discrete.
Now, if rank(W )= 1, we have
Γp =
〈 1 x y0 1 0
0 0 1
〉 ,
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for some x, y ∈Cwith |x|+ ∣∣y∣∣ 6= 0. If x 6= 0, conjugating Γp by
A4 =

1p
x
0 0
0
p
x yp
x
0 0 1
 ,
we conclude that Γp is conjugated to
Γ4 = A4Γp A−14 =
〈 1 1 00 1 0
0 0 1
〉 .
If x = 0, then y 6= 0 and conjugating Γp by A5 =Diag(1,1, y) we conclude that Γp
is conjugated to
Γ5 = A5Γp A−15 =
〈 1 0 10 1 0
0 0 1
〉 .
This concludes the proof.
The next lemmas study the different combinations of Γp and elements of
the third and fourth layer of Γ, for the subcases kmn(4). For the sake of clarity,
we summarize this combinations and conclusions in observation 2.5.45. In all
of these lemmas, Γ is a complex Kleinian subgroup of U+.
Lemma 2.5.40. If Γ is such that Γp is conjugated to
Γ1 =
〈 1 1 00 1 0
0 0 1
 ,
 1 0 10 1 0
0 0 1
〉 , (2.5.4.73)
Then:
(i) If rank(N3)= 1 then one generator of N3 is given by
γ=
 p γ12 γ130 1 qp
0 0 1
 , (2.5.4.74)
for p ∈Z\ {−1,0,1}, q ∈Z\ {0}, γ12,γ13 ∈C.
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(ii) If rank(N3)= 2 then one generator of N3 is given by (2.5.4.74) and the other
is given by
µ=
 p2 µ12 µ130 1 q2p2
0 0 1
 , (2.5.4.75)
with p2 ∈Z\ {−1,0,1}, q2 ∈Z\ {0}, µ12,µ13 ∈Q\ {0} and
µ12 =− p1p2(m+ j p1p2)
(1−p1)(p1q2+p2q1)
µ13 =
p2
(
mq1+ j p21(p2q1− (1−p1)q2)
)
(1−p1)2(p1q2+p2q1)
where j ,m ∈ Z are integers such that p1p2+p1q2 |m+ j p1p2 and p1p2+
p1q2 |mp1q2− j p1p22q1.
(iii) If rank(N3)= 0 and rank(N4)= 1, then one generator of N4 is given by
γ=
 pq γ12 γ130 q r
0 0 p
 , (2.5.4.76)
for p, q ∈Z\ {0} such that γ is loxodromic, r ∈Z, γ12,γ13 ∈C.
(iv) It’s not possible to have rank(N4)= 2.
(v) If rank(N3)= 1, then there are no elements in the fourth layer N4.
Proof. We can assume that Γp = Γ1. Let g ∈ Γp be an element with the form
g =
 1 n m0 1 0
0 0 1

We prove each conclusion separately:
(i) Let γ ∈N3 be a generator of the third layer of Γ. Then
γ=
 α−2 γ12 γ130 α γ23
0 0 α
 ∈N3,
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for some γ23,α ∈C∗ with |α| 6= 1. Since Γp is a normal subgroup of Γ, then
γgγ−1 ∈ Γp .
γgγ−1 =
 1 α−3n α−4(mα−nγ23)0 1 0
0 0 1
 ∈ Γp ,
which means thatα−3n,α−4(mα−nγ23) ∈Z for any n,m ∈Z. In particular,
for n = 0,m = 1 we get α−3 = p for some p ∈Z\ {0}; and for n = 1,m = 0 we
get γ23 = qp− 43 for some q ∈Z\ {0}. Then
γ=
 p
2
3 γ12 γ13
0 p−
1
3 qp−
4
3
0 0 p−
1
3
=
 p p
1
3γ12 p
1
3γ13
0 1 qp
0 0 1
 ,
and since γ12 and γ13 are arbitrary, we get (2.5.4.74).
(ii) Conjugating Γ by
A =
 1 −
γ12
1−p1
q1γ12−p1γ13(1−p1)
p1(1−p1)2
0 1 qp
0 0 1

if necessary, we can assume that
γ=
 p1 0 00 1 q1p1
0 0 1
 .
Using the proof of (i), the second generator of N3 has the form (2.5.4.75).
Observe that if
[
µ,γ
]= id then µ12 =µ13 = 0 and then Γwould be commu-
tative. Then, we can assume that
[
µ,γ
] ∈ Γp \ {id}, comparing the entry 13
of the last expression yields
qµ12+ (1−p1)p1µ13
p21p2
= j (2.5.4.77)
for some j ∈Z\ {0}. Since Γpo
〈
γ
〉
is normal in Γwe have
µγµ−1 ∈ Γpo
〈
γ
〉=

 p
k
1 n m+ knq1p1
0 1 k q1p1
0 0 1

∣∣∣∣∣∣∣m,n ∈Z
 .
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Comparing the entries 12 and 13 in the last expression yields
µ12(1−p1)= n (2.5.4.78)
µ12
(
q1
p1
− q2
p2
)
+µ12 p1q2
p2
+µ13(1−p1)=m+n q1
p1
(2.5.4.79)
for some m,n ∈Z. Combining both (2.5.4.78) and (2.5.4.79) we get
mp2+
(
(1−p1)q2−p2q1
)
µ12+p2µ13(1−p1)= 0. (2.5.4.80)
Solving (2.5.4.77) and (2.5.4.80) we get the desired expressions for µ12 and
µ13.
(iii) If γ ∈N4 then
γ=
 α γ12 γ130 β γ23
0 0 α−1β−1
 (2.5.4.81)
for some α,β ∈ C∗ such that γ is loxodromic and α 6= β2, γ12,γ13,γ23 ∈ C.
Since Γp is normal in Γ, it holds
γgγ−1 =
 1
α
β
n α2(mβ−nγ23)
0 1 0
0 0 1
 ∈ Γp .
This means that αβ−1,α2(mβ−nγ23) ∈ Z for any m,n ∈ Z. If n = 0,m = 1
thenα2β= q for some q ∈Z. If n = 1,m = 0 thenαβ−1 = p ∈Z andα2γ23 =
r ∈Z. All this together yields (2.5.4.76).
(iv) Let us assume that rank(N4)= 2 and let γ,µ be two generators of N4. Using
an adequate conjugation we can assume that
γ=
 q1p1 0 γ130 q1 0
0 0 p1
 , µ=
 q2p2 µ12 µ130 q2 µ23
0 0 p2
 .
Then, using normality we have µγµ−1 ∈ Γpo
〈
γ
〉
. Comparing the entries
12, we have
q1µ12(1−p1)
q2
=−q1µ12(1−p1)
then q2 = −1. Then λ13(µ) is a torsion element in λ13, this contradiction
proves that it is impossible to have rank(N4)= 2.
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(v) Let γ be a generator of N3, using an adequate conjugation we can assume
that
γ=
 p 0 γ130 1 qp
0 0 1
 ,
with p, q ∈ Z \ {0}, and ∣∣p∣∣ 6= 1. Let us assume that there is an element
µ ∈N4, then
µ=
 α µ12 µ130 β µ23
0 0 α−1β−1
 ,
with αβ2 6= 1. Since [γ,µ] ∈ Γp , then comparing the entries 23 yields q(1−
αβ2)p−1α−1β−2 = 0. This means that, either q = 0 or αβ2 = 1. Both con-
clusions contradict the hypotheses. Then, there are no elements in N4.
Lemma 2.5.41. If Γ is such that Γp is conjugated to
Γ2 =
〈 1 0 10 1 0
0 0 1
 ,
 1 0 y0 1 0
0 0 1
〉 , (2.5.4.82)
with y 6∈R. Then:
(i) If rank(N3)= 1 then one generator of N3 is given by
γ=

(
p+qRe(y))+ i qIm(y) γ12 γ13
0 1 γ23
0 0 1
 , (2.5.4.83)
for p, q ∈Z such that ∣∣p∣∣+∣∣q∣∣ 6= 0 and ∣∣(p+qRe(y))+ i qIm(y)∣∣ 6= 1, γ12,γ23 ∈
C and γ23 ∈C∗.
(ii) If rank(N3)= 0 and rank(N4)= 1 then one generator of N4 is given by
γ=
 α γ12 γ130 α−2zp,q γ23
0 0 αz−1p,q
 , (2.5.4.84)
for β ∈ C∗, zp,q =
(
p+qRe(y))+ i qIm(y), ∣∣p∣∣+ ∣∣q∣∣ 6= 0, γ12,γ23,γ23 ∈ C.
Finally, γ must be loxodromic.
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Proof. We can assume that Γp = Γ2. Let g ∈ Γp be an element with the form
g =
 1 0 n+my0 1 0
0 0 1

We prove each conclusion separately:
(i) Let γ ∈N3 be a generator of the third layer of Γ. Then
γ=
 α−2 γ12 γ130 α γ23
0 0 α
 ∈N3,
for some γ23,α ∈C∗ with |α| 6= 1. Since Γp is a normal subgroup of Γ, then
γgγ−1 ∈ Γp .
γgγ−1 =
 1 0 α−3(n+my)0 1 0
0 0 1
 ∈ Γp
This means that, for any n,m ∈Z,
α−3(n+my)= p+q y (2.5.4.85)
for some p, q ∈Z. Denote y = a+bi and α−3 = r (cosθ+ i sinθ). In partic-
ular, (2.5.4.85) holds for n = 1, m = 0. Then, (2.5.4.85) becomes
r cosθ = p+qa, r sinθ = qb.
Which means that Re
(
α−3
)= p+qa and Im(α−3)= qb and therefore,
α−3 = (p+qRe(y))+ i qIm(y)
for p, q ∈Z such that ∣∣p∣∣+∣∣q∣∣ 6= 0 (otherwise,α= 0) and ∣∣(p+qRe(y))+ i qIm(y)∣∣ 6=
1 (otherwise, γ would not be loxodromic). Since we can re-write γ as
γ=
 α−3 α−1γ12 α−1γ130 1 α−1γ23
0 0 1
 ,
we get (2.5.4.83).
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(ii) If γ ∈ N4, then γ has the form given by (2.5.4.81). Since Γp is normal in Γ,
γgγ−1 ∈ Γ, and this implies that
α2β(n+my)= n˜+m˜y,
for some n˜,m˜ ∈Z. The same argument and calculations used in the proof
of (i) above show that α2β = (p+qRe(y))+ i qIm(y). Substituting this in
the form of γ yields (2.5.4.84).
Lemma 2.5.42. If Γ is such that Γp is conjugated to
Γ3 =
〈 1 1 00 1 0
0 0 1
 ,
 1 x 00 1 0
0 0 1
〉 , (2.5.4.86)
with x 6∈R. Then:
(i) Γ cannot contain elements in its third layer.
(ii) If rank(N4)= 1 then one generator of N4 is given by
γ=
 p+qx γ12 γ130 1 0
0 0 (p+qx)−1β−3
 , (2.5.4.87)
where p, q ∈Z such that ∣∣p∣∣+ ∣∣q∣∣ 6= 0, β ∈C∗ such that γ is loxodromic and
γ12,γ13 ∈C. Also
p−q |x|2 ∈Z, p+q +2qRe(x) ∈Z. (2.5.4.88)
(iii) If rank(N4) = 2 then one generator is given by (2.5.4.87) and the other is
given by
µ=
 p2+q2x µ12 00 1 0
0 0 (p2+q2x)−1β−32
 , (2.5.4.89)
where p2, q2 ∈Z such that
∣∣p2∣∣+∣∣q2∣∣ 6= 0 and both integers satisfy (2.5.4.88),
β2 ∈C∗ is such that γ is loxodromic and p2−q |x|2 ∈Z. Furthermore, µ12 ∈
C such that
µ12 = n+mx− (x+1)(p2+q2x)
1− (p1+q1x)
(2.5.4.90)
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for some n,m ∈Z such that
µ12
p1+q1x−1
(p1+q1x)(p2+q2x)
= k1+k2x, (2.5.4.91)
for some k1,k2 ∈Z.
Proof. We can assume that Γp = Γ2. Let g ∈ Γp be an element with the form
g = gn,m =
 1 n+mx 00 1 0
0 0 1

We prove each conclusion separately:
(i) The argument is the same used in the first conclusion of 2.5.43.
(ii) If γ ∈ N4, then γ has the form given by (2.5.4.81). Since Γp is normal in Γ,
γgγ−1 ∈ Γp , and this implies that
α
β
(n+mx)= n˜+m˜x, and −α2γ23(n+mx)= 0,
for some n˜,m˜ ∈Z. Then γ23 = 0, and using the same argument and calcu-
lations as in the first part of the proof of lemma 2.5.41 we have that
α
β
= (p+qRe(x))+ i qIm(x).
Substituting this in the form of γ yields (2.5.4.87). However, these condi-
tions alone do not guarantee that γgγ−1 ∈ Γp for γ as in (2.5.4.87), since
γgγ−1 =
 1 p+ (p+q)x+qx2 00 1 0
0 0 1
 ,
and it does not necessarily hold
p+ (p+q)x+qx2 = p ′+q ′x, (2.5.4.92)
for some p ′, q ′ ∈ Z. In order for (2.5.4.92) to hold we solve (2.5.4.92), by
separating x = Re(x)+ i Im(x) and assuming Im(x) 6= 0. From the equa-
tion corresponding to the imaginary part we get (p + q)+ 2qRe(x) ∈ Z,
substituting this into the equation corresponding to the real part we get
p−q |x|2 ∈Z. This verifies (2.5.4.88).
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(iii) Let γ be a generator of N4 given by (ii) and let µ be the second generator
of µ, then µ has the same form given by (ii), that is
µ=
 p2+q2x µ12 00 1 0
0 0 (p2+q2x)−1β−32
 .
We can conjugate Γ by a suitable A ∈ PSL(3,C) such that
AγA−1 =
 p1+q1x 0 00 1 0
0 0 α−3(p+qx)−1
 .
We have that, either
[
µ,γ
] = 0 or [µ,γ] = gk1,k2 for some k1,k2 ∈ Z. Both
possibilities imply that µ13 = 0.
If
[
µ,γ
] = 0 then µ12 = 0 and then µ is diagonal. Since γ is diagonal and
the parabolic part is commutative, then Γ would be commutative. Then,[
µ,γ
]= gk1,k2 for some k1,k2 ∈Z, this yields (2.5.4.91).
On the other hand, since Γpo
〈
γ
〉
is normal in Γ, we have that µg1,1γµ−1 =
gn,mγk for some n,m,k ∈ Z. A direct calculation shows that k = 1, the
remaining expression yields (2.5.4.90).
Lemma 2.5.43. If Γ is such that Γp is conjugated to
Γ4 =
〈 1 1 00 1 0
0 0 1
〉 , (2.5.4.93)
then:
(i) Γ cannot contain elements of the third layer.
(ii) If rank(N4)= 1 then one generator of N4 is given by
γ=
 pα γ12 γ130 α 0
0 0 p−1α−2
 , (2.5.4.94)
where p ∈Z\{0,1},α ∈C∗ such thatγ is loxodromic, ∣∣β∣∣ 6= 1 andγ12,γ13 ∈C.
2.5. NON-COMMUTATIVE TRIANGULAR GROUPS 143
(iii) If rank(N4) = 2, one generator of N4 is given by (2.5.4.94) and the other
satisfies one of the following conditions:
(a) If p2α3 = 1 then
µ=
 qβ
β j pq
1−p µ13
0 β 0
0 0 q−1β−2
 ,
where µ13 ∈C.
(b) If p2α3 6= 1 then
µ=
 qβ
β j pq
1−p 0
0 β 0
0 0 q−1β−2
 .
In both cases, δ ∈C∗, j , q ∈Z and q 6= 0 such that µ is loxodromic.
(iv) If rank(N4) = 3, two generators of N4 are given by (ii) and (iii) respectively
and the third generator η is
η=
 rδ
δkpr
1−p η13
0 δ 0
0 0 q−1δ−2
 , (2.5.4.95)
where δ ∈C∗, r ∈Z\ {−1,0,1}, rδ3 6= 1 and
η13 =
pα2
(
γ13(1− r 2δ3)−pqαβ2µ13(1+ r 2δ3)
)
rδ2(1−p2q2α3β3)
k = (1−p)
(
α(n+ r )−γ12(1− r )
)− j2p2qα(1− r )
prα(1−pq)
for n ∈Z. Also, either
kr (1−q)= j q(1− r ), or
qr (1−p) | p (kr (1−q)− j q(1− r )) ,
depending on whether µ and η commute.
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Proof. We can assume that Γp = Γ4. We denote by g the generator of Γ4 given
in (2.5.4.93). We prove each conclusion separately:
(i) Assume that Γ contain an element of the third layer,
γ=
 α−2 γ12 γ130 α γ23
0 0 α
 ∈N3, (2.5.4.96)
for some γ23,α ∈C∗ with |α| 6= 1. Since Γp is a normal subgroup of Γ, then
γgγ−1 ∈ Γp .
γgγ−1 =
 1 α−3 −α−4γ230 1 0
0 0 1
 ∈ Γp
implies that γ23 = 0, contradicting that γ ∈N3.
(ii) If rank(N4)= 1, let γ ∈N4 be an element given by
γ=
 β γ12 γ130 α γ23
0 0 α−1β−1
 , (2.5.4.97)
with α2β 6= 1, α 6= β such that γ is loxodromic. Since Γp is a normal sub-
group of Γ, then γgγ−1 ∈ Γp . This means that
γgγ−1 =
 1 βα−1n −β−2γ23n0 1 0
0 0 1
 ∈ Γp ,
and this implies that γ23 = 0 and that, for n = 1 in particular, βα−1 ∈ Z, in
other words, β = pα for any p ∈ Z. All of these conditions together with
(2.5.4.97) imply (2.5.4.94).
(iii) Let γ ∈ N4 be one generator of N4 given by (2.5.4.94). Up to a suitable
conjugation we can assume that
γ=
 pα 0 00 α 0
0 0 p−1α−2
 ,
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with p ∈Z\ {0} and α ∈C∗. Using part (ii), we know that
µ=
 qβ µ12 µ130 β 0
0 0 q−1β−2
 .
Since
[
µ,γ
] ∈ 〈g〉, comparing the respective entries we haveµ13(1−p2α3)=
0 and µ12(1−p)=β j pq for some j ∈Z. Therefore
µ13 = 0 or p2α3 = 1 (2.5.4.98)
µ12 = β j pq
1−p . (2.5.4.99)
A direct calculation shows that these two conditions are equivalent to prove
that Γpo
〈
γ
〉
is normal in Γpo
〈
γ
〉
o
〈
µ
〉
. Therefore the only restrictions
for µ are (2.5.4.98) and (2.5.4.99). This proves this part of the lemma.
(iv) If rank(N4) = 3, we denote by γ and µ the first two generators of N4 and,
by the proof of (iii), we know the form of each element (see (ii) and (iii)).
Furthermore, η has the form (2.5.4.95). By the normality of Γp o
〈
γ
〉
o〈
µ
〉
in Γ we have ηgγµη−1 = g nγm1µm2 for some integers n,m1,m2 ∈ Z.
Comparing entries 12 and 13 in both sides in the previous equation and
solving for et a13 and k yields the expressions for these variables.
On the other hand,
[
µ,η
] ∈ Γp , let ξ be the entry 13 of [µ,η], then
ξ= qβµ13
(
1− r 2δ3)
rδ2
(
1−q2β3) .
If
[
µ,η
]= id then ξ= 0, if [µ,η] 6= id the ξ ∈Z. This completes the proof.
Lemma 2.5.44. If Γ is such that Γp is conjugated to
Γ5 =
〈 1 0 10 1 0
0 0 1
〉 , (2.5.4.100)
then:
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1. If rank(N3)= 1, then one generator of N3 is the element
γ=
 p γ12 γ130 1 γ23
0 0 1
 , (2.5.4.101)
for p ∈Z\ {−1,0,1}, γ12,γ13 ∈C and γ23 ∈C∗.
2. It’s not possible to have rank(N3)= 2.
3. If rank(N3)= 0 and rank(N4)= 1, then one generator of N4 is the element
γ=
 α γ12 γ130 pα−2 γ23
0 0 p−1α
 , (2.5.4.102)
with α ∈C∗, p ∈Z\ {0} such that p2 6=α3 and γ is loxodromic.
4. If rank(N3)= 1, then Γ cannot contain elements in its fourth layer.
5. If rank(N3) = 0 and rank(N4) = 2, then one generator of N4 is given by
(2.5.4.102) and the other by
µ=
 β 0
j p
1−pβ
0 qβ−2 0
0 0 q−1β
 , (2.5.4.103)
for β ∈C∗, q, j ∈Z\ {0} such that q2 6=β3 and µ is loxodromic.
6. It is not possible to have rank(N4)= 3.
Proof. Assume that Γp = Γ5 and let g ∈ Γp given by
g =
 1 0 n0 1 0
0 0 1
 .
We now verify each conclusion:
(i) Let γ ∈N3, then γ has the form given by (2.5.4.96). As before, the normality
of Γp in Γ implies that γgγ−1 ∈ Γp , and this implies that α−3n ∈ Z for all
n ∈ Z. Taking n = 1, yields α = p− 13 . Substituting this in the form of γ
verifies (2.5.4.101).
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(ii) Let us suppose that rank(N2) = 2 with N2 =
〈
γ,µ
〉
where γ has the form
(2.5.4.101). Then µ must have the same form and then we denote
µ=
 q µ12 µ130 1 µ23
0 0 1
 ,
for some q ∈Z. Observe that
[
γ,µ
]=
 1
γ12(1−q)−µ12(1−p)
pq
γ13(1−q)−µ13(1−p)+γ12µ23−γ23µ12
pq
0 1 0
0 0 1
 .
(2.5.4.104)
This element
[
γ,µ
]
is either parabolic (and therefore,
[
γ,µ
] ∈ Γp ) or [γ,µ]=
id. In either case, the entry 12 of
[
γ,µ
]
satisfies
γ12(1−q)−µ12(1−p)
pq
= 0. (2.5.4.105)
This means that
Fix
([
q µ12
0 1
])
= Fix
([
p γ12
0 1
])
,
and therefore, conjugating Γ by
A =
 1 −
γ12
1−p 0
0 1 0
0 0 1

and using (2.5.4.105), we can assume that
γ=
 p 0 γ130 1 γ23
0 0 1
 , and µ=
 q 0 µ130 1 µ23
0 0 1
 ,
for some p, q ∈Z\{0}. With this simplified form, the commutator (2.5.4.104)
gives the conditions:
If
[
γ,µ
]= id⇒ γ13
1−p =
µ13
1−q . (2.5.4.106)
If
[
γ,µ
] 6= id⇒ γ131−q −µ13(1−p)
pq
∈Z. (2.5.4.107)
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Since Γpo
〈
γ
〉
is normal in Γ, thenµgγµ−1 = g nγk for some n,k ∈Z. Com-
paring the entries 23 of both expressions yields k = 1, and then using the
entries 13 we have
q(1+γ13)+µ13(1−p)= 1+γ13. (2.5.4.108)
If
[
γ,µ
]= id, then (2.5.4.106) yield q = 1, which cannot happen. If [γ,µ]=
id, then (2.5.4.106) implies
γ131−q −µ13(1−p)
pq
= j ,
for some j ∈Z. Combining this equation with (2.5.4.108), we have
q = 1
1+ j p ∈Z
which cannot happen. Therefore there cannot be an element in N3 \
〈
γ
〉
.
(iii) The proof is similar to the proof of (i) above.
(iv) We know, by (i), that if rank(N3) = 1, then one generator of N3 is the ele-
ment γ given by (2.5.4.101). Let us assume that there is an element µ ∈N4,
given by
µ=
 α µ12 µ130 β µ23
0 0 α−1β−1
 ,
where α,β ∈C∗, such that αβ−2 6= 1 and µ is loxodromic. Observe that
[
γ,µ
]=
 α
γ12(β−α)+µ12(1−p)
β
ξ13
0 β γ23
αβ2
(1−αβ2)
0 0 α−1β−1
 ∈ Γp ,
then γ23
αβ2
(1−αβ2) = 0. This means that, either γ23 = 0 or αβ2 = 1. Both
conditions are forbidden by hypothesis, then Γ cannot contain elements
in N4.
(v) If rank(N4) = 2 and γ and µ are two generators then γ has the form given
by (2.5.4.102), observe that we can conjugate Γ by
A =

1 − γ12
(pα−2−α) −
p(γ13(p−α3)−α2γ12γ23)
α(1−p)(p−α3)
0 1 pα
2γ23
p2−α3
0 0 1

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and then we can assume that γ12 = γ13 = γ23 = 0 in (2.5.4.102). Since[
µ,γ
] ∈ Γp = Γ5 then µ has the form
µ=
 β 0 µ130 qβ−2 0
0 0 q−1β

forβ ∈C∗ and q ∈Z\{0} such that q2 6=β3 andµ is loxodromic. If [µ,γ]= id
then Γ would be commutative, therefore we can assume that
[
µ,γ
] 6= id
and then, comparing the entries 13 of
[
µ,γ
]
and g yields
1−p
pβ
µ13 = j , (2.5.4.109)
for some j ∈Z\ {0}. Then, µ13 = j pβ(1−p)−1, this verifies (2.5.4.103).
Observation 2.5.45. We now summarize all subcases kmn(4), using Lemmas
2.5.40, 2.5.41, 2.5.42, 2.5.43 and 2.5.44.
• Subcase 101(4):
1.
Γ=

 1 m 00 1 0
0 0 1
 pβ γ12 γ130 β 0
0 0 p−1β−2
k
∣∣∣∣∣∣∣m,k ∈Z
 ,
where p ∈ Z \ {0,1}, β ∈ C∗ such that the second generator is loxo-
dromic,
∣∣β∣∣ 6= 1 and γ12,γ13 ∈C.
2.
Γ=

 1 0 m0 1 0
0 0 1
 α γ12 γ130 pα−2 γ23
0 0 p−1α
k
∣∣∣∣∣∣∣m,k ∈Z
 ,
with α ∈C∗, p ∈Z\ {0} such that p2 6=α3 and the second generator is
loxodromic.
• The two possible subcases 102(4):
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1.
Γ=

 1 0 k0 1 0
0 0 1
 pα γ12 γ130 α 0
0 0 p−1α−2
m
 qβ
β j pq
1−p µ13
0 β 0
0 0 q−1β−2

n ∣∣∣∣∣∣∣k,m,n ∈Z
 ,
for p, q ∈ Z \ {−1,0,1}, j ∈ Z, γ12,γ13,µ13 ∈ C and α,β ∈ C∗ such that
the second and third generators are loxodromic. If p2α3 6= 1, then
µ13 = 0.
2.
Γ=

 1 k 00 1 0
0 0 1
 α γ12 γ130 pα−2 γ23
0 0 p−1α
m
 β 0
j pβ
1−p
0 qβ−2 0
0 0 q−1β

n ∣∣∣∣∣∣∣k,m,n ∈Z
 ,
for p, q ∈ Z \ {−1,0,1}, γi j ∈ C, α,β ∈ C∗ such that p2 6= α3, q2 6= β3
and the second and third generators are loxodromic.
• Subcase 103(4):
Γ=

 1 0 n10 1 0
0 0 1
γn2µn3ηn4
∣∣∣∣∣∣n1,n2,n3,n4 ∈Z
 ,
where γ,µ,η have the form defined in (ii), (iii) and (iv) of Lemma 2.5.43.
• Subcase 110(4):
Γ=

 1 0 m0 1 0
0 0 1
 p γ12 γ130 1 γ23
0 0 1
n ∣∣∣∣∣∣m,n ∈Z
 ,
for p ∈Z\ {−1,0,1}, γ12,γ13 ∈C and γ23 ∈C∗.
• The 3 possibilities for subcase 201(4):
1.
Γ=

 1 n m0 1 0
0 0 1
 αq γ12 γ130 α−2q2 α5r
0 0 α
k
∣∣∣∣∣∣∣m,n,k ∈Z

for α ∈C∗ such that γ is loxodromic, q ∈Z\ {0}, r ∈Q, γ12,γ13 ∈C.
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2.
Γ=

 1 0 n+my0 1 0
0 0 1
 α γ12 γ130 zp,qα−2 γ23
0 0 z−1p,qα
k
∣∣∣∣∣∣∣m,n,k ∈Z

where y 6∈ R, zp,q =
(
p+qRe(x))+ i qIm(x), p, q ∈ Z such that ∣∣p∣∣+∣∣q∣∣ 6= 0, α ∈ C∗ and γ12,γ13,γ23 ∈ C. The second generator must be
loxodromic.
3.
Γ=

 1 n+mx 00 1 0
0 0 1
 zp,q γ12 γ130 1 0
0 0 z−1p,qβ−3
k
∣∣∣∣∣∣∣m,n,k ∈Z

where x 6∈ R, zp,q =
(
p+qRe(x))+ i qIm(x), p, q ∈ Z such that ∣∣p∣∣+∣∣q∣∣ 6= 0, β ∈ C∗ and γ12,γ13 ∈ C. The second generator must be loxo-
dromic.
• The two possibilities for subcase 210(4):
1.
Γ=

 1 0 n+my0 1 0
0 0 1

(
p+qRe(y))+ i qIm(y) γ12 γ13
0 1 γ23
0 0 1
k
∣∣∣∣∣∣∣m,n,k ∈Z

for y 6∈R, p, q ∈Z such that ∣∣p∣∣+∣∣q∣∣ 6= 0 and ∣∣(p+qRe(y))+ i qIm(y)∣∣ 6=
1, γ12,γ23 ∈C and γ23 ∈C∗.
2.
Γ=

 1 n m0 1 0
0 0 1
 p γ12 γ130 1 r
0 0 1
k
∣∣∣∣∣∣∣m,n,k ∈Z

for p ∈Z\ {0}, p ∈Q\ {0}, γ12,γ13 ∈C and γ23 ∈C∗.
• Subcase 202(4):
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1.
Γ=

 1 n+mx 00 1 0
0 0 1
 p1+q1x 0 00 1 0
0 0 (p1+q1x)−1α−3

 p2+q2x µk1,k2 00 1 0
0 0 (p2+q2x)−1β−3
∣∣∣∣∣∣n,m,k1,k2 ∈Z
 ,
(2.5.4.110)
The conditions are described in Lemma 2.5.42.
• Subcases 111(4), 120(4), 121(4), 130(4), 310(4) and 301(4) are impossible.
Γp is not commutative
In this part, we now describe the non-commutative upper triangular groups
such that its parabolic part is not commutative. This parabolic part is given by
part (5) and (6) of Theorem 2.5.32.
Observe that rank(Γw)= 3. This dismisses the subcases 1mn(5) and 2mn(5),
where m,n ∈ {0,1,2,3}. In the following lemma, we dismiss the remaining sub-
cases 310(5) and 301(5).
Lemma 2.5.46. If Γ is such that Γp is conjugated to Γw, for some w as in the
case (5) of Theorem 2.5.32. If rank (Γw) = 3, then Γ cannot contain loxodromic
elements.
Proof. We can assume that Γp = Γw. Observe that
Γw =
〈 1 1 00 1 0
0 0 1
 ,
 1 c d0 1 0
0 0 1
 ,
 1 x y0 1 1
0 0 1
〉 ,
denote respectively g1, g2, g3 these three generators. Considering g1 and g2 and
since d 6= 0, it follows from Proposition 2.5.39 that Γw is conjugated to
Γw′ =
〈 1 1 00 1 0
0 0 1
 ,
 1 0 10 1 0
0 0 1
 ,
 1 x− cd y 1d y0 1− cd 1d
0 − 1
d 2
c 1+ cd
〉 ,
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and therefore we can consider these generators for Γp instead.
Let us suppose first that there is an element γ ∈N3. Observe that
〈
g1, g2
〉
is
normal in Γ and therefore γg1g2γ−1 ∈
〈
g1, g2
〉
, then, by lemma 2.5.40
γ=
 p γ12 γ130 1 qp
0 0 1
 ,
for some p ∈Z\{−1,0,1}, q ∈Z\{0}. SinceΓp is normal inΓpo
〈
γ
〉
then γg3γ−1 =
g k1 g
n
2 g
m
3 for some k,n,m ∈Z. Comparing the entries 32 yields m = 1, substitut-
ing in the equation resulting of comparing the entries 22 we have
c2q
d p
= 0,
then q = 0, which is a contradiction.
Now assume that there is a loxodromic element γ ∈ N4. Using the same
argument as in the case of an element in the third layer we know that
γ=
 qp γ12 γ130 q r
0 0 p
 ,
for some p, q,r ∈Z, p, q 6= 0. Consider the commutator
[
γ, g1
]=
 1 1−
1
p − rpq
0 1 0
0 0 1
 ∈ 〈g1, g2〉
and therefore 1− 1p ∈ Z, then p = ±1. If p = 1 then γ is a complex homoth-
ety, which cannot happen by Corollary 2.5.8. If p = −1 then λ12(γ) is a torsion
element in the torsion free group λ12(Γ). This concludes the proof.
Observe that 3≤ rank(ΓW,a,b,c)≤ 4 by the definition of ΓW,a,b,c . This means
that the subcases 1mn(6) and 2mn(6) cannot happen, if m,n ∈ {0,1,2,3}. There-
fore, we just need to describe the subcases 310(6) and 301(6), but these cases
cannot happen, as we prove in the following lemma.
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Lemma 2.5.47. If Γ is such that Γp is conjugated to ΓW,a,b,c , for some W, a,b,c
as in the case (6) of Theorem 2.5.32. If rank
(
ΓW,a,b,c
)= 3, then Γ cannot contain
loxodromic elements.
Proof. Assume thatΓp = ΓW,a,b,c , with W, a,b,c as in the hypothesis of the lemma.
Since rank
(
ΓW,a,b,c
)= 3 then rank(W )= 1 and then we write W = {kw0 |k ∈Z}.
Denote by g1, g2, g3 to the generators of Γp in this way:
g1 =
 1 0 w00 1 0
0 0 1
 , g2 =
 1 1 00 1 1
0 0 1
 , g3 =
 1 a+ c b0 1 c
0 0 1
 .
Let us assume first that there is a loxodromic element γ ∈ N3 in the third
layer of Γ, then
γ=
 α−2 α12 γ130 α γ23
0 0 α
 (2.5.4.111)
for some α ∈C∗ such that |α| 6= 1 and γ23 6= 0. A direct calculation shows that
Γp =

 1 mn(a+ c) ψk,m,n0 1 cmn
0 0 1
∣∣∣∣∣∣k,m,n ∈Z
 , (2.5.4.112)
we are not interested in the value of ψk,m,n,w for now. Since Γp is normal in Γ,
then
γg1g2g3γ
−1 =
 1 α−3(a+ c+1) ξ0 1 c+1
0 0 1
 ∈ Γp .
Comparing the entry 23 with the entry 23 of (2.5.4.112), we get that c+1= cmn
for some m,n ∈Z. If c 6= 0, this means that
1+ 1
c
∈Z (2.5.4.113)
then c ∈Q and therefore {1,c} is R-linearly dependent, which means that {1,c}
is Z-linearly independent (by hypothesis). From (2.5.4.113) we get 1c ∈ Z, and
then −1+ 1c c = 0 implies that {1,c} is Z-linearly dependent. This contradiction
shows that Γ cannot contain elements in its third layer.
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Now assume that γ ∈ N4 is a loxodromic element in the fourth layer, we
denote
γ=
 α α12 γ130 β γ23
0 0 α−1β−1

with α,β ∈C∗. Since Γp is normal in Γ, in particular
γg1g3γ
−1 =
 1
α
β
(a+ c) ξ
0 1 cαβ
0 0 1
 ∈ Γp .
Comparing the entries 12 and 23 with the same entries in (2.5.4.112), we get
α
β
=mn, if a+ c 6= 0 (2.5.4.114)
αβ2 =mn, if c 6= 0 (2.5.4.115)
for some m,n ∈ Z. From (2.5.4.114) and (2.5.4.115) we get that β3 = 1. This
implies that α= pβ for some p ∈Z. Then,
γ=
 pβ α12 γ130 β γ23
0 0 p−1β−2
 , (2.5.4.116)
for β a cubic root of the unity. In the proof of proposition 7.15 of [BCNS18]
we see that
〈
g1
〉
is a normal subgroup of Γ and therefore γg1γ−1 ∈
〈
g1
〉
. As we
proved in lemma 2.5.44, this implies that
γ=
 α α12 γ130 qα−2 γ23
0 0 q−1α−1
 , (2.5.4.117)
for some q ∈ Z and α ∈ C∗ such that λ is loxodromic. Comparing the diagonal
entries of both (2.5.4.116) and (2.5.4.117), and since β3 = 1 we get
p =±1, q = 1, α= p, β= 1.
Then γ is either parabolic or induces a torsion element in λ12(Γ), both are im-
possible. This finishes the proof.
Chapter 3
The Frances limit set
In this chapter we propose a new limit set for the action of discrete subgroups
of PSL(n+1,C). In [Fra03], Charles Frances defines a limit set for the action of
discrete subgroups of the Lorentzian Möbius group O(2,n). We apply some of
these ideas to define the Frances limit set, this limit set seems to be the right
concept of limit set for complex dimension n ≥ 3. In general, this set is smaller
that the Kulkarni limit set.
3.1 The Cartan decomposition
For any element g ∈ SL(n+1,C) we have the singular value decomposition
g=Uµ(g)V ∗
where U ,V ∈U (n + 1) are complex unitary matrices and µ(g) ∈Mn(R+) is
a diagonal matrix, V ∗ denotes the conjugate transpose of the matrix V . The
columns of U are the eigenvectors of gg∗, the columns of V are the eigenvec-
tors of g∗g.
We call µ(g) the Cartan projection of g.
3.1.1 The diagonal case
From now on we restrict ourselves to transformations g ∈ PSL(n+1,C) given by
lifts of the form
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g=
 λ1 . . .
λn+1
 (3.1.1.1)
with λ1 ≥ ...≥ λn+1. Let Γ⊂ PSL(n+1,C) be a discrete subgroup and
{
gn
} ∈
Γ a sequence of distinct elements of the form
gk =
 λ1,k . . .
λn+1,k
 (3.1.1.2)
If there is no ambiguity we will denote indistinctly by g both the transfor-
mation in PSL(n+1,C) and any of its lifts in SL(n+1,C). Let B = {e1, ...,en+1}
be the canonical base of Cn+1.
We say that ei ∼ ei+1 are related in the matrix gk if their corresponding
eigenvalues λi ,k and λi+1,k satisfy:
lim
k→∞
λi ,k
λi+1,k
∈R+.
It is clear that ∼ defines an equivalence relation in {λ1,k , ...,λn+1,k}. Factor-
ing in each equivalence class the first element we have
gk =
 α1,k D1,k . . .
αm,k Dm,k
 (3.1.1.3)
where α1,k ≥ ...≥αm,k and Di ,k are diagonal matrices.
We denote by Ai ⊂ CPn the projectivization of the vector subspace A˜i ⊂
Cn+1 generated by the columns of the matrix Di ,k . Clearly the spaces A j are
invariant under the sequence
{
gk
}
.
We call the spaces A1 and Am the attracting space and repelling space re-
spectively. We denote
ci = dimC
(
A˜i
)
.
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Each matrix Di ,k has the form
Di ,k =

β(i )1,k
. . .
β(i )ci ,k

Observation 3.1.1.
(i) For Z ∈CPn , we regroup the homogeneous coordinates Z = [ζ1 : ... : ζn+1] as
Z = [z1 : ... : zm] where
zi =
[
ζc1+...+ci−1+1 : ... : ζc1+...+ci
]
.
(ii) Let Z = [z1 : ... : zm] ∈ CPn . If there’s no ambiguity we denote as well by zi
the point
[
0 : ... : 0 : zi : 0 : ... : 0
] ∈Ai , where 0 is the projectivization of the
vector 0 ∈ A˜i for i = 1, ...,m.
Proposition 3.1.2. The sequence of matrices
{
Di ,k
}
converges to an invertible
matrix Di , for i = 1, ...,m.
Proof. Suppose that Di is non-invertible for some i = 1, ...,m. Since Di is dia-
gonal, some element of the diagonal satisfies a(i )j ,k
k→∞→ 0. However
a(i )j ,k =
λq,k
αi ,k
for some q = 1, ...,n+1. By construction of the blocks we have that
lim
k→∞
αi ,k
λq,k
∈R+
which contradicts that a(i )j ,k
k→∞→ 0.
The proof of the following proposition is analogous to the proof of the pre-
vious proposition.
Proposition 3.1.3. For some i = 1, ...,m−1, it holds
lim
k→∞
αi ,k
αi+1,k
=∞
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Definition 3.1.4. Let
{
gn
} ⊂ Γ be a divergent sequence, for each z ∈ CPn we de-
fine the set
D{gn}(z)=
⋃
zn→z
{
acummulation points of
{
gn(zn)
}}
where the union is taken over all the sequences {zn} converging to z. For E ⊂CPn
we define
D{gn}(E)=
⋃
z∈E
D{gn}(z).
If we denote by Div(Γ) to the set of divergent sequences of distinct elements in Γ
then
DΓ(E)=
⋃
{gn}∈Div(Γ)
D{gn}(E).
Proposition 3.1.5. Let K ⊂ CPn be a compact set, the set DΓ(K ) coincides with
the set of accumulation points of Γ-orbits of K .
Proof. Let K ⊂ CPn be a compact set. Assume that w ∈ DΓ(K ), then for some
z ∈K , some sequence {zk } converging to z and some sequence
{
γk
}⊂ Γ it holds
that w is an accumulation point of
{
γk (zk )
}
. For any k, γk (zk ) ∈ γk (K ), then w
is an accumulation point of the sequence
{
γk (K )
}
and therefore, of
{
γ(K )
}
γ∈Γ.
Now assume that w is an accumulation point of
{
γ(K )
}
γ∈Γ, then there is a
sequence of points {zk } ⊂ K and a sequence
{
γk
} ⊂ Γ such that γk (zk ) → w .
Since K is compact, there is a subsequence of {zk },
{
ζ j = zk j
}
converging to a
point ζˆ ∈ K . Thus, w is an accumulation point of {g j (ζ j )} where g j = γk j and
then w ∈DΓ(K ).
Let W ⊂ CPn be a projective subspace and z ∈ CPn \ W , let z ∈ Cn+1 y W ⊂
Cn+1 be lifts of z and W respectively. Let piW :Cn+1 →W be the orthogonal pro-
jection over W. Then we define the projection piW of z on W as the composition
z 7→piW (z)= [piW(z)] .
Let A,B ⊂ CPn be two projective subspaces and let A,B ⊂ Cn+1 be lifts of
A and B . The projective subspace generated by A and B , denoted by 〈A,B〉, is
defined as
〈A,B〉 = [〈A,B〉] .
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Definition 3.1.6. Let Γ ⊂ PSL (n+1,C) be a discrete subgroup and {g j } ⊂ Γ a
sequence of distinct elements. We denote the Cartan decomposition of each ele-
ment of the sequence as
g j = κ(1)j µ(g j )κ(2)j .
We say that
{
g j
}
tends simply to infinity if both of the following two conditions
hold:
(i) κ(1)j −→ κ(1) ∈U (n+1) y κ(2)j → κ(2) ∈U (n+1) when j →∞.
(ii) µ(g j ) tends to infinity.
It is clear that every sequence of distinct elements
{
g j
} ⊂ Γ has a subse-
quence tending simply to infinity.
Proposition 3.1.7. Let Γ ⊂ PSL (n+1,C) be a discrete subgroup and {g j } ⊂ Γ a
sequence tending simply to infinity. Then there are quasi-projective maps τ and
υ such that
g j → τ and g−1j → υ,
when j →∞.
Proof. We can write every element of the sequence
{
g j
}
as
g j =
κ(1)j
 α1,k D1,k . . .
αm,k Dm,k
κ(2)j
 .
From Definition 3.1.6 we know that κ(1)j −→ κ(1) ∈U (n+1) and κ(2)j → κ(2) ∈
U (n + 1) when j →∞. From Proposition 3.1.2 it follows that Di , j tends to an
invertible matrix Di when j →∞. Then
g j → τ=
κ(1)

D1
0
. . .
0
κ(2)
 ,
since
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κ(1)j
 α1,k D1,k . . .
αm,k Dm,k
κ(2)j
=
κ(1)j

α1,k
α1,k
D1,k
. . .
αm,k
α1,k
Dm,k
κ(2)j
 ,
and by Proposition 3.1.3,
αi ,k
α1,k
→ 0
when j →∞, for i = 2, ...,m.
In the same way
g−1j → υ=
κ(1)

0
. . .
0
Dm
κ(2)
 .
Clearly τ,υ ∈QP(n+1,C).
3.2 The polygon associated to a sequence
Before we describe the dynamics of sequences in Γ, we will present a graphic
way to visualize their dynamics.
Consider a sequence
{
gk
} ⊂ Γ separated in m blocks, as in (3.1.1.3). Con-
sider a polygon with m vertices and weights on each vertex. Each vertex vi rep-
resents a projective subspaceAi . Each edge represents the projective subspace
generated by the two subspaces associated to the vertices the edge is joining. In
general, given a subset of vertices
{
vi1 , ..., vi j
}
⊂ {v1, ..., vm}, its convex hull rep-
resents the subspace
〈
Ai1 , ...,Ai j
〉
⊂CPn . In each vertex we put the dimension
of the corresponding subspace as its weight. For example, if
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gk =

7k+1
7k
7k−1
5k
3k+1
3k
2k+1
2k
5−k 3−2k−12−2k−1

.
We associate to
{
gk
}
the polygon
The red vertex represents the subspace A1 = 〈e1,e2,e3〉 associated to the
first block, the attractive block. The white vertex represents the subspaceA5 =
{e9}, associated to the last block, the repelling block.
The green polygon represents the subspace generated by the subspacesA1,
A2 andA3.
3.3 Description of the dynamics of sequences
Let
{
gk
}⊂ Γ be a sequence. Define the flags {Vi } and {Wi } in the following way:
• Let Vi = 〈A1, ...,Ai 〉 for i = 1, ...,m.
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• Let Wi = 〈Ai+1, ...,Am〉\Am for i = 0, ...,m−2.
Let z = [z1 : ... : zm] ∈Wi−1 \Wi , and let
yz =
[
lim
k→∞
Di ,k zi
]
∈Ai .
We define
V (i )z =
{[
ζ1 : ... : ζi−1 : yz : 0 : ... : 0
]∣∣ζ1, ...,ζi−1 ∈C}⊂Vi .
Observation 3.3.1. The set V (i )z is a union of complex projective lines,
V (i )z =
⋃
ζ∈Vi−1
←−→
ζ, yz .
Observation 3.3.2. It is clear that
V (i )z ⊂Vi .
With the following proposition we describe the dynamics of sequences
{
gk
}⊂
Γ by describing the sets D{gk }(K ) for different compact sets K ⊂CPn .
Proposition 3.3.3. Let
{
gk
}⊂ Γ be a sequence.
(i) If z ∈Wi−1 \Wi , then D{gk }(z)=V (i )z , for i = 1, ...,m−2.
(ii) If z ∈Am , then D{gk }(z)=V (m)z .
Proof. Let i ∈ {1, ...,m−1}. Let {gk}⊂ Γ be a sequence given in the form (3.1.1.3)
and Z ∈Wi−1 \Wi . Observe that Z has the form[
0 : ... : 0 : Zi : ... : Zm
]
with Zi 6= 0.
(i) We will prove the double set inclusion. Let w ∈D{gk }(Z ), then there exists
a sequence {Xk }⊂CPn , such that Xk → Z and gk Xk →w .
Observe that gk Xk has the form
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α1,kαi ,k D1,k X1,k : ... : αi−1,kαi ,k Di−1,k Xi−1,k︸ ︷︷ ︸
Case 1
: Di ,k Xi ,k :
:
αi+1,k
αi ,k
Di+1,k Xi+1,k : ... :
αm,k
αi ,k
Dm,k Xm,k︸ ︷︷ ︸
Case 3

(3.3.4)
We have three cases:
1. For j = 1, ..., i − 1, since X j ,k → 0 and α j ,kαi ,k →∞, then
α j ,k
α j ,k
D j ,k X j ,k can
converge to any arbitrary ζ j ∈C.
2. Xi ,k → Zi , then Di ,k Xi ,k → yz by definition.
3. Finally, for j = i +1, ...,m it holds α j ,kαi ,k → 0 and X j ,k → Z j , then
α j ,k
α j ,k
D j ,k X j ,k → 0.
All this means that w ∈V (i )z .
Now let w ∈V (i )z and suppose it has the form
w = [ζ1 : ... : ζi−1 : yz : 0 : ... : 0] .
Let i ∈ {1, ...,m}. We want to find a sequence {Xk }⊂CPn such that Xk → Z
and gk Xk →w . We define
X j ,k =
{αi ,k
α j ,k
D−1j ,kζ j , j = 1, ..., i −1
Z j , j = i , ...,m.
We can verify directly that this sequence has the desired properties. This
means that V (i )z ⊂D{gk }(z) and therefore D{gk }(z)=V (i )z .
(ii) The proof of this second statement is identical to the proof of the first one.
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In Figure 3.3 we can visualize the dynamics described by the previous propo-
sition using the polygons defined in the previous section, in this case m = 6. In
each one of the figures, the subspace Vi is shown in red, the subspace Wi in
dark blue and the subspace Wi−1 in light blue. Proposition 3.3.3 states that if
we take a compact set K in the light blue region, D{gk }(K ) lies inside the red
region.
Figure 3.1: Dynamics of
{
gk
}
in each element of the flag.
3.4 The Frances limit set
Using Proposition 3.3.3 we can now define the Frances limit set.
Definition 3.4.1. For a = {gk} ∈ Div(Γ), let s0 ∈ {1, ...,m} such that eb n+12 c ∈As0 .
We say thatAs0 is the middle subspace. Let
La =Vs0
where {Vs} is the flag defined in Proposition 3.3.3. We define the Frances limit set
of Γ, denoted byΛF(Γ) as
ΛF(Γ)=
⋃
a∈Div(Γ)
La .
166 CHAPTER 3. THE FRANCES LIMIT SET
The complement is denoted by
ΩF(Γ)=CPn \ΛF(Γ).
The following theorem shows that the Frances limit set it is, in fact, a good
notion of limit set for the action of a discrete subgroup of PSL(n+1,C).
Theorem 3.4.2. The action of Γ onΩF(Γ) is proper and discontinuous.
Proof. Since ΛF(Γ) is closed, ΩF(Γ) is open. In order to show that Γ acts prop-
erly and discontinuously onΩF(Γ) we will show that there cannot be two points
z, w ∈ΩF(Γ) such that z ∈DΓ(w).
Assume that there exists such pair of points z, w ∈ ΩF(Γ) with z ∈ DΓ(w).
Since DΓ(w)=∪a∈Div(Γ)Da(w) then z ∈Db(w) for some sequence b ∈Div(Γ).
Besides, for any sequence a = {gk} ∈ Div(Γ), it holds that a−1 = {g−1k } ∈
Div(Γ). On the other hand, by definition we have
ΩF(Γ)=
⋂
a∈Div(Γ)
(
CPn \ La
)
.
Since z, w ∈ΩF(Γ),
z, w ∈ ⋂
a∈Div(Γ)
(
CPn \ La
)⊂ (CPn \ Lb)∩ (CPn \ Lb−1)⊂CPn \ (Lb ∪Lb−1) . (3.4.5)
Observe that, for the sequences b and b−1, the decomposition in the spaces
A1, ...,Am is the same, just in the opposite order. Therefore, in both cases the
middle space is the same.
Denote E =CPn \ (Lb ∪Lb−1). Then
E = (E ∩W0 \W1)∪ ...∪
(
E ∩Ws0−2 \Ws0−1
)
. (3.4.6)
To verify this, we prove the double set inclusion. It is clear that
(E ∩W0 \W1)∪ ...∪
(
E ∩Ws0−2 \Ws0−1
)⊂ E .
To verify the opposite inclusion take Z = [z1 : ... : zm] ∈ E . There is an index
j ∈ {1, ..., s0−1} such that z j 6= 0, otherwise
Z = [0 : ... : 0 : Zs0 : ... : Zm]
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and then Z ∈ Lb−1 , contradicting that Z ∈ E . Then Z ∈W j−1 \ W j , which proves
(3.4.6).
From (3.4.6) we know there are two indices j1, j2 such that
z ∈W j1−1 \W j1 , w ∈W j2−1 \W j2 . (3.4.7)
Now we verify that j1, j2 < s0. In order to do this, assume that
j1 ≥ s0. (3.4.8)
By hypothesis, z ∈CPn \ (Lb ∪Lb−1) and then z 6∈ Lb−1 , but
Lb−1 =
〈
As0 , ...,Am
〉=Ws0−1.
Then z 6∈Ws0−1.
On the other hand, from (3.4.7) it follows that z ∈W j1−1. From (3.4.8) we have
j1−1≥ s0−1, and then
W j1−1 ⊂Ws0−1
which contradicts that z ∈W j1−1 y z 6∈Ws0−1. This verifies that j1 < s0. Using the
same argument for j2 it follows that j2 < s0.
Now, since z ∈ E =CPn \ (Lb ∪Lb−1), it follows that
z 6∈ Lb =
〈
A1, ...,As0
〉=Vs0 . (3.4.9)
Applying Proposition 3.3.3 in (3.4.7) it follows
DΓ(w)⊂V j2 . (3.4.10)
By hypothesis, z ∈DΓ(w) and then, from (3.4.10) we have that
z ∈V j2 . (3.4.11)
Since j2 < s0, it holds
V j2 ⊂Vs0
which contradicts (3.4.9) and (3.4.11). This contradiction proves that the action
of Γ onΩF(Γ) is proper and discontinous.
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As a consequence of the previous proposition, we call ΩF(Γ) the Frances re-
gion of discontinuity.
The following examples describe some relations between the Frances limit
set and other limit sets.
Example 3.4.3. The Frances limit set is smaller than the Kulkarni limit set in
general. This immediately follows from the definition of the Frances limit set.
Each point in the Frances limit set is in the closure of accumulation points of
orbits of compact sets and therefore, lies in the Kulkarni limit set. Therefore,
ΛF(Γ)⊂ΛKul(Γ),
this, together with Proposition 1.3.13, yields
Eq(Γ)⊂ΩKul(Γ)⊂ΩF(Γ).
This is one of the advantages of the Frances limit set over the Kulkarni limit set,
especially in complex dimension greater than 2.
Example 3.4.4. If Γ⊂ PSL (3,C) is strongly irreducible then
ΛF(Γ)=ΛKul(Γ).
Example 3.4.5. If Γ⊂ PSL (3,C) is not strongly irreducible then
ΩF(Γ)= Eq(Γ).
The following theorem directly follows from the definition ofΛF(Γ) and Propo-
sition 3.4.2.
Theorem 3.4.6. Let Γ⊂ PSL (n+1,C) be a strongly irreducible complex Kleinian
group, then ΛF(Γ) is the smallest limit set such that the group acts properly and
discontinuously on the complement.
Proposition 3.4.9 gives a relation between the Frances limit set and the Chen-
Greenberg limit set for discrete subgroups of PU(1,n). Before we can state and
prove this proposition, we will need some definitions and results.
In the following we will consider Cn+1 with the hermitian metric given by
〈v, w〉 = v1wn+1+ vn+1w1+
n∑
j=2
v j w j
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clearly this metric has signature (1,n), so in the following we will consider
U (1,n)= {g ∈GL(n+1,C) ∣∣〈g u, g v〉= 〈u, v〉 for any u, v ∈Cn+1} .
Finally, we denote by PU(1,n) to the projectivization of U(1,n), this projec-
tivization preserves the unitary complex ball
HnC =
{
[w] ∈CPn ∣∣〈w, w〉 < 0} .
We have the following version of the Cartan decomposition
Theorem 3.4.7 (Cartan decomposition). There is a compact group K of PU(1,n)
such that for every γ ∈U (1,n) there are elements k1,k2 ∈K and a unique element
µ(γ) ∈U (1,n), called the Cartan projection, such that γ= k1µ(γ)k2 and
µ(γ)=

eα
1
. . .
1
e−α
 .
In order to provide a description of the Frances limit set for discrete sub-
groups of PU(1,n) the following easy lemma will be useful.
Lemma 3.4.8 (See [CS10]). Let Γ⊂ PU (1,n) be a discrete group, then if {γm}⊂ Γ
is a sequence of distinct elements such that
{
γm
}
converges to a pseudo-projective
transformation τ and
{
γ−1m
}
converges to a pseudo-projective transformation θ,
then ker(τ) and ker(θ) are hyperplanes tangent to ∂Hn
C
at points in the Chen-
Greenberg limit set of Γ.
Proposition 3.4.9. LetΓ⊂ PU (1,n) be a discrete group, then the Frances limit set
for Γ are the hyperplanes tangent to ∂Hn
C
at points in the Chen-Greenberg limit
set of Γ, i. e.
ΛF(Γ)=
⋃
p∈ΛCG (Γ)
p⊥.
Proof. Let
{
γm
}⊂ Γbe a sequence of distinct elements, since the space of pseudo-
projective elements is compact, we can assume that there is a pseudo-projective
transformations γ and ϑ such that
{
γm
}
converges to γ and
{
γ−1m
}
converges to
ϑ. On the other hand, by the Cartan decomposition theorem (Theorem 3.4.7)
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we can assume that there are convergent sequences {αm} ∈ R+, {κm} , {τm} ∈ K ,
such that
γ=
κm

eαm
1
. . .
1
e−αm
τm
 . (3.4.12)
If {κm} converges to κ and {τm} converges to τ, then Equation 3.4.12 shows that
the projective subspaces in the Frances limit set introduced by the sequence{
γm
}
are H1 = κ [〈e1, . . . ,en〉] and H2 = τ−1 [〈e2, . . . ,en+1〉]. A straight-forward
calculation shows that
γ=
κ

1
0
. . .
0
τ
 ; ϑ=
τ−1

0
. . .
0
1
κ−1
 ,
therefore ker(γ)= τ−1 [〈e2, . . . ,en+1〉] and ker(ϑ)= κ [〈e1, . . . ,en〉]. Using Lemma
3.4.8, the proof is complete.
3.5 Purely dimensional sets
Definition 3.5.1. LetΓ⊂ PSL (n+1,C) be a complex Kleinian group and F ⊂CPn
a closed subset. Let k > 0, we say that F is purely k-dimensional if ∃W ∈Gr (k,n)
such that
1. Γ(W )= F , and
2. For any k ′ > k, there is no W ′ ∈Gr (k ′,n) such that W ′ ⊂ F .
We call k the pure dimension ofΛF(Γ).
The previous definition describes the idea of subsets of CPn made up only
of projective subspaces of the same dimension. The Frances limit set will be a
purely dimensional set under certain hypothesis (see Theorem 3.5.3).
Example 3.5.2. If Γ⊂ PSL (3,C) is a Kleinian complex group with 4 lines in gen-
eral position inΛKul(Γ), thenΛKul(Γ) is purely 1-dimensional (see Theorem 6.3.3
of [CNS13]).
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Theorem 3.5.3. If Γ ⊂ PSL (n+1,C) is a strongly irreducible discrete subgroup
thenΛF(Γ) is purely k-dimensional, where k satisfies
k ≥ bn
2
c.
Proof. First we prove that, ifΛF(Γ) is purely k-dimensional with
k ≥ bn
2
c.
From Definitions 3.4.1 and 3.5.1 it follows that, ifΛF(Γ) is purely k-dimensional
then
k ≥ dim(La) (3.5.13)
for any sequence a ∈Div(Γ). If this doesn’t hold, there is a sequence a˜ ∈Div(Γ)
such that k < dim(L a˜). L a˜ is a projective subspace ofCPn and thus L a˜ ∈Gr (dim(L a˜),n);
besides L a˜ ⊂ΛF(Γ). This contradicts thatΛF(Γ) is purely k-dimensional.
On the other hand,
dim(La)≥ bn
2
c, (3.5.14)
for any sequence a ∈Div(Γ). This follows from the fact that eb n+12 c ∈ La .
Combining (3.5.13) and (3.5.14) it follows
k ≥ bn
2
c. (3.5.15)
We now prove thatΛF(Γ) is purely k-dimensional, where k satisfies (3.5.15).
Let a0 ∈Div(Γ) such that dim(La0 )≥ dim(La) for any a ∈Div(Γ), this is possible
since dim(La) ≤ n. As we showed before, k := dim(La0 ) ≥ bn2 c. It is straight-
forward to verify that (ii) of Definition 3.5.1 holds. On the other hand, since Γ
is strongly irreducible La0 doesn’t have a finite Γ-orbit. This, together with the
fact that γLa = Lγa for a ∈Div(Γ) and γ ∈ Γ, proves (i) of Definition 3.5.1.
With the following example we state that the Frances limit set is not stable
under deformation.
Example 3.5.4. For 0≤ ²< 1, consider the element
A² =

2 0 0 0
0 1+²2 0 0
0 0 (1+²2)−1 0
0 0 0 2−1
 . (3.5.16)
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Then the family of groups Γ² := 〈A²〉 show that the Frances limit set cannot
be stable under deformations, since
ΛF (Γ²)=
{
〈e1,e2〉 , 0< ²< 1
〈e1,e2,e3〉 , ²= 0
.
We can also give a similar example for strongly irreducible groups. Recalling
(3.5.16), observe that A0 ∈ PU(1,n). Let b ∈ PU(1,n) such that
b(e⊥1 ∩e⊥4 )∩e⊥1 ∩e⊥4 =;.
Denote Γ²,k =
〈
Ak² ,b A
k
²b
−1〉, then for a large enough k, Γ0,k is a strongly irre-
ducible Schottky subgroup of PU(1,n) and therefore the Frances limit set is a col-
lection of lines tangent to H3
C
. For a small enough ² > 0, Γ²,k is a strongly irre-
ducible Schottky-like group. Since the Cartan decomposition varies smoothly for
smooth deformations, we conclude that the Frances limit set of Γ²,k for ²> 0 is a
Cantor set of lines.
Chapter 4
Measures on limit sets of complex
Kleinian groups
Patterson-Sullivan measures are a family of probability measures associated to
discrete groups Γ⊂ PSL(2,C) (or in general, subgroups of isometries of the hy-
perbolic real space Hn
R
), they are supported on the limit set of Γ and are quasi-
invariant under the action of Γ. These measures give the proportion of ele-
ments of any orbit that accumulates in a given region ofS2 (or in general,Sn−1).
We want to define similar measures for complex Kleinian groups acting on
CP2. In this chapter we lay the foundations upon which we hope these mea-
sures can be constructed. Therefore, we present some partials results and give
some ideas about the program we think should be followed. Because of the na-
ture of this chapter, the exposition will be less rigorous.
In Section 4.1 we will describe the space of arrays of 5 complex projective
lines in general position in CP2. Each of these configurations of lines deter-
mines a domain in CP2 (the complement in CP2 of the array), the existence of
the measure ultimately depends on whether the entropy volume of the Kobaya-
shi metric is finite on this domain.
In Section 4.2 we propose a way to estimate the entropy volume for the
Kobayashi metric. This part of the work is not complete, however several ad-
vances are shown.
Finally, in Section 4.3 we describe the needed steps to construct the Patterson-
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Sullivan measures, once we assume that the entropy volume of the Kobayashi
(or Eisenman) metric is finite. We only remark some steps that are important
to the construction in the case of complex dimension two, the remaining steps
are the same as in the case of complex dimension 1 (see [Pat76] and [Nic89] for
these details).
4.1 The space of configurations of 4 lines in general
position in C2
In this section we want to determine the configurations of 4 complex lines in
general position in C2 for which the complement has finite entropy volume
with respect to the Kobayashi metric. The first step to achieve this is to parame-
trize the space configurations of 4 complex lines in general position inC2. Once
this space is described, we want to determine the arrays of lines such that any
group acting properly and discontinuously on the complement of the array ad-
mits a measure supported on the limit set.
Before we work on the parametrization of this space we give some defini-
tions and properties of complex lines in C2. Following the notation of [Sha91],
we define a complex line in the following way.
Definition 4.1.1. A complex line ` in C2 is a subset
`= {Z ∈C2 ∣∣Z = Z0+ξW0, donde ξ ∈C}
where Z0 ∈C2 is a point in ` and W0 ∈C2 \ (0,0) is the complex direction of `.
In the previous definition is clear that, if W0,W ′0 ∈ C2 are points such that
W1 = λW2 for some λ ∈ C \ {0} then the complex lines ` and `′ defined by the
parametric equations Z0+ξW0 and Z0+ξW ′0 respectively, are the same set. In
other words, given a complex line, its complex direction is uniquely determined
up to multiplication by a non-zero complex number.
For a complex line `, we denote its parametric equation by the same symbol
`(ξ)= Z +ξW,
if there is no ambiguity.
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Observation 4.1.2. In Definition 1.1.1 we define a complex projective line, mean-
while in the previous Definition 4.1.1 we use the term complex line. However,
there is a relationship between both concepts.
A complex projective line is a complex line in C2 compactified with a point
lying in the intersection of the complex line and the complex projective line at
infinity. Equivalently, a complex line is an affine part of a complex projective
line.
Definition 4.1.3. Let `1 and `2 be two complex lines with complex directions
W1 and W2. If W1 = λW2 for some λ ∈ C∗ we say that `1 and `2 have the same
complex direction.
The following proposition states that, unlike the case of complex projectives
lines, not all complex lines have non-empty intersection.
Proposition 4.1.4. Let `1 and `2 two complex lines with different complex di-
rections, then `1∩`2 is exactly one point in C2.
Proof. Suppose that the parametric equation of the complex line `i is given by
`i (ζ)= Zi +ζWi
for i = 1,2, where Zi = (zi1, zi2) and Wi = (w i1, w i2).
The intersection of both complex lines are the points that can be parametrized
by ζ,ξ ∈ C such that `1(ζ)= `2(ξ). In order for a point `1(ζ)= `2(ξ) to be in the
intersection, it has to satisfy the equation(
w 11 −w 21
w 12 −w 22
)(
ζ
ξ
)
=
(
z21− z11
z22− z12
)
. (4.1.1)
Let
A =
(
w 11 −w 21
w 12 −w 22
)
.
The equation (4.1.1) has a unique solution if det(A) 6= 0. Suppose that the in-
tersection `1∩`2 is not a single point, then det(A) = 0, but this only happens
if
w 21 w
1
2 =w 11 w 22 . (4.1.2)
176CHAPTER4. MEASURESONLIMIT SETSOFCOMPLEXKLEINIANGROUPS
From (4.1.2) we see that if w 21 = 0 then either w 11 = 0 or w 22 = 0. If w 22 = 0 then
W2 = (0,0), contradicting that W2 is the complex direction of a complex line. If
w 11 = 0 then W1 = (0, w 12) and W2 = (0, w 22) are complex multiples, contradicting
the hypothesis. Therefore w 21 6= 0 and thus,
w 12 =
w 11
w 21
w 22 . (4.1.3)
If w 11 = 0, from (4.1.2) it follows that w 12 = 0 since w 21 6= 0 and then W1 = (0,0),
thus w 11 6= 0. Then λ :=
w11
w21
∈C\ {0}, furthermore
w 12 =λw 22
w 11 =λw 21 .
This means that W1 =λW2 contradicting that `1 and `2 have different complex
direction. This proves that `1∩`2 is exactly one point in C2.
Proposition 4.1.5. Let z, w ∈ C2, there exists a unique complex line containing
both z and w.
Proof. We know there is a unique projective complex line ˆ` containing the points
z and w . There is some affine part of ˆ` containing both z and w .
If there were two different complex lines `1 and `2 containing z and w , then
their compactifications are two projective complex lines ˆ`1 and ˆ`2 containing
the points z and w , which contradicts the fact that there is only one projective
complex line containing those points.
As a consequence of the previous proposition, given two points z, w ∈ C2,
we can denote by
`=←−→z, w
to the complex line containing both points. This notation is similar to the no-
tation used in the case of projective complex lines, we will use it for both cases
as long as there is no ambiguity.
Observation 4.1.6. LetL be an array of complex projective lines in general posi-
tion in CP2, we assume that one of these lines is the line at infinity `∞. Consider
the subarray L ′ =L \ {`∞}, seen as a collection of complex lines in C2. There
cannot be a pair of lines with the same complex direction L ′, otherwise such
pair of lines would intersect at a point belonging to `∞, contradicting that the
array is in general position in CP2.
4.1. THESPACEOFCONFIGURATIONSOF4LINES INGENERALPOSITION INC2177
The previous observation states that two lines with the same complex di-
rection cannot be in general position in CP2, together with the line at infinity.
4.1.1 The parameter space
In this subsection we determine the parameter space of the configurations of 4
complex lines in general position in C2.
In order to so, we will prove that PSL(3,C) acts 4-transitively on the space of
complex projective lines in general position in CP2. With this in mind, given an
array of 5 complex projective lines in general position, we can arbitrarily pick
4 of them and describe the sought parameter space as the parameter space of
configurations of 4 complex lines in general position.
Equivalently, choosing one of the 4 complex projective lines as the line at
infinity, we can parameterize the configurations of 4 complex lines in general
position as the space of all complex lines in general position with the 3 previ-
ously chosen complex lines.
The following is a well known result.
Theorem 4.1.7. For any pair of n+2 points p1, ..., pn+2 and q1, ..., qn+2 in CPn
there is a unique transformation γ ∈ PSL (n+1,C) such that γ(pi ) = qi for i =
1, ...,n+2, assuming no n+1 points pi lay in the same hyperplane in CPn .
The following proposition can be directly verified.
Proposition 4.1.8. Any element of PSL (n+1,C) takes projective subspaces of di-
mension k of CPn in projective subspaces of dimension k of CPn .
The following theorem is proven in [Gre97] for the general case of projective
hyperplanes in CPn .
Theorem 4.1.9. Let `1, ...,`5 be 5 projective complex lines in general position,
then CP2 \ (`1∪ ...∪`5) is complete Kobayashi hyperbolic.
Using the argument in Observation 4.1.2 we can restate the previous the-
orem in the following way: If `1, ...,`4 are 4 complex lines in general position
then C2 \ (`1∪ ...∪`4) is complete Kobayashi hyperbolic.
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Proposition 4.1.10. The group PSL (3,C) acts sharply 4-transitively on the space
of complex projective lines in general position in CP2.
Proof. Let `11, ...,`
1
4 and `
2
1, ...,`
2
4 be two arrays of 4 complex lines in general po-
sition in C2. From Observation 4.1.6 we know that neither array contain a pair
of lines with the same complex direction and therefore, as a consequence of
Proposition 4.1.4, each pair of lines intersect. Let us denote then
p i1 = `i1∩`i3 p i2 = `i2∩`i3 p i3 = `i2∩`i4 p i4 = `i1∩`i4 (4.1.1.4)
for i = 1,2. Theorem 4.1.7 implies that there is a unique element γ ∈ PSL(3,C)
such that
p1i
γ7→ p2i .
for i = 1, ...,4. Observe that `i1 =
←−−→
p i1, p
i
4, this is because (4.1.1.4) implies that
p i1, p
i
4 ∈ `i1 and there is a unique line containing both points. In the same way,
it follows that
`i2 =
←−−→
p i2, p
i
3, `
i
3 =
←−−→
p i1, p
i
2, `
i
4 =
←−−→
p i3, p
i
4
for i = 1,2. Then
γ(`1j )= `2j (4.1.1.5)
for j = 1, ...,4.
Finally, we verify the uniqueness of γ. If there was another µ ∈ PSL(3,C)
satisfying (4.1.1.5) then µ should take the intersections p1i to the intersections
p2i . Then Theorem 4.1.7 implies µ= γ.
The previous result states that we can choose 3 arbritrary complex lines out
of the 4 lines in general position we are considering in C2. For the rest of the
chapter we choose 3 complex lines `0,`1,`2 and three points v0, v1, v2 in C2 in
the following way:
v0 = (0,0) v1 = (1,0) v2 = (0,1)
and
`0 =←−−→v0, v1 `1 =←−−→v1, v2 `2 =←−−→v2, v0.
We will work with the following parametrizations for the 3 complex lines we
have chosen:
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`0 : `0(ξ)= ξ(1,0)
`1 : `1(ξ)= (1,0)+ξ(−1,1)
`2 : `2(ξ)= ξ(0,1).
(4.1.1.6)
If we see the lines `0, `1 y `2 as complex projective lines, then we will con-
sider the following parametrizations:
`0 =
{[
α : 0 :β
]∣∣ (α,β) ∈C2 \ {(0,0)}}
`1 =
{[
β−α :α :β]∣∣ (α,β) ∈C2 \ {(0,0)}}
`2 =
{[
0 :α :β
]∣∣ (α,β) ∈C2 \ {(0,0)}} .
We have to keep in mind that we have chosen a fourth line `4, the line at infinity.
We will consider the following parametrization for `4:
`4 =
{[
α :β : 0
]∣∣ (α,β) ∈C2 \ {(0,0)}}
In order to describe each complex line ` in general position with the 3 chosen
lines `0, `1, `2, we will use two points in `, the first one will be `∩`0 and the
second, `∩ `2. Each of these points is determined by a complex parameter.
Therefore, the space of all complex lines in general position with the 3 previ-
ously chosen lines is a subset of C2. This space will be described in Proposition
4.1.11.
In Proposition 4.1.11, ζi ∈ C denotes the complex parameter determining
the point zi := `∩`i−1, for i = 1,2.
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For convention, the complex line`3 determined by the parameterΥ= (ζ1,ζ2) ∈
C2 will have the parametrization
`Υ3 (ξ)= `0(ζ1)+ξ (`2(ζ2)−`0(ζ1)) .
Using the parametrizations for `0 y `2 given in (4.1.1.6), it follows
`Υ3 (ξ)= ((1−ξ)ζ1,ξζ2) .
Considering `Υ3 as a complex projective line, its parametrization is given by
`Υ3 =
{[
(β−α)ζ1 :αζ2 :β
]∣∣ (α,β) ∈C2 \ {(0,0)}} .
As long as there is no confusion, we will omit the dependence onΥ and just
write `3 instead of `Υ3 .
Proposition 4.1.11. The space of arrays of 4 complex lines in general position in
C2 is given by
P = {(ζ1,ζ2) ∈C2 ∣∣ζ1 ∈C\ {0,1} , ζ2 ∈C\ {0,1,ζ1}} .
Proof. We will prove the double set inclusion.
• Let ` be the complex line determined by the parameter (ξ1,ξ2) ∈P . Since
ξ1 6= 0,1, z1 6= v0, v1, and since ξ2 6= 1, then z2 6= v2 and hence, ` doesn’t
contain any intersection of the lines `0, `1 and `2.
Since ξ2 6= 0, then ` 6= `0. Since ξ2 6= ξ1, then the line ` doesn’t have the
same complex direction of `1. Since ` intersects `2 and `1, then ` doesn’t
have the same complex direction of neither `1 nor `2.
All of these considerations implies that` is in general position with {`0,`1,`2}.
• Let ` be a line in general position with the array of lines {`0,`1,`2}. From
Observation 4.1.6 we know that ` cannot have the same complex direc-
tion of`0 and therefore they should intersect`0, but this intersection can-
not be v0 or v1, since the four lines are in general position, then z1 6= v0, v1
and then ξ1 ∈C\ {0,1}.
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In the same way, ` intersects `2 \ {v0, v2} and then ξ2 6= 0,1. Finally, `
doesn’t have the same complex direction of `1 and then ξ2 6= ξ1. Hence,
ξ2 ∈C\ {0,1,ξ1}. We finally conclude that (ξ1,ξ2) ∈P .
Observation 4.1.12. The set P ⊂ C2 can be regarded as (C\ {0,1})× (C\ {0,1})
minus a complex line going through the origin.
Now we describe the space of the arrays of 4 complex lines in general po-
sition mutually tangent to a ball in C2. This parameter space is important be-
cause we know that Patterson-Sullivan measures exist for subgroups of PU(2,1),
this is an immediate consequence of the work of D. Sullivan (see [Sul79]).
Proposition 4.1.13. The subspaceP1 ⊂P parametrizing arrays of complex lines
in general position, tangent to a ball, is given by
P1 =
{
(ξ1,ξ2) ∈C2
∣∣∣ξ1 ∈C\{0,1,α0,3−2p2,2−p2} , ξ2 =ϕ(ξ1)} (4.1.1.7)
where ϕ : C→ C is the function satisfying that, if (ξ,0) ∈ `0 then
(
0,ϕ(ξ)
) ∈
`2 is the intersection of the line tangent to the ball with boundary S, passing
through (ξ,0), with the line `2.
Proof. The lines `0, `1 and `2 are mutually tangent to the ball with boundary
S = {(z1, z2) ∈C2 ∣∣ |z1−α0|2+|z2−α0|2 =α20}
where α0 = 1p2(1+p2) .
Any point (z1, z2) ∈ S determines a complex line tangent to S passing through
(z1, z2). This line intersects `0 in the point (ξ,0), where
ξ= α0z1+α0z2−
(|z1|2+|z2|2)
α0− z1
.
Each one of these lines in S is in general position with the 3 lines `0, `1 and
`2, unless:
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(i) The point (z1, z2) is the tangency point with the lines `0, `1, `2. This hap-
pens if
(z1, z2)= (α0,0), (z1, z2)= ( 12 , 12 ), (z1, z2)= (0,α0)
respectively.
In the first case, the line would be `0. In the other two cases, these tangent
lines determine the intersections in `0 given by the parameters ξ = 1 and
ξ= 0 respectively.
(ii) The tangent line determined has the same complex direction that any of
the lines `0, `1, `2. This happens if
(z1, z2)= (α0,2α0), (z1, z2)= ( 3−2
p
2
2 ,
3−2p2
2 ), (z1, z2)= (2α0,α0)
respectively.
In the first case the line would have the same complex direction of `0. In
the other two cases, these tangent lines determine the intersections in `0
given by the parameters ξ= 3−2p2 and ξ= 2−p2 respectively.
All of this implies (4.1.1.7).
It can be seen in (4.1.1.7) thatP1 is a complex curve in C2 omitting 5 points.
4.2 Estimating the entropy volume
For the rest of the chapter we will use the Kobayashi and Eisenman metric
(and volume) indistinctly since they share the same needed properties (Propo-
sition 1.7.2 and 4.2.9), for a quick review see section 1.7 and for more details see
[Kob98], [Kob05] and [GW85].
In this section we propose a way to bound the entropy volume of the Koba-
yashi metric on a domain, which is the complement of an array of 5 complex
projective lines in general position inCP2. In the first subsection we study what
happens when we consider one line Lη intersecting an array of lines in general
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position.
In the second subsection, the line Lη will be regarded as a diameter of a
Kobayashi ball which is homeomorphic to a domain in CP1. We will consider
the Kobayashi metric on this domain and give an estimate of the volume of balls
with respect to that metric.
In the third subsection we give some ideas on how to estimate the entropy
volume we’re interested in, using the estimate found in each diameter of a given
Kobayashi ball.
Definition 4.2.1. Let M be a complex manifold. For z ∈M we define the entropy
volume as
e(M , z)= lim
r→∞
log
(
Vol
(
BrΩ (z)
))
r
.
From now on we assume that Γ⊂ PSL(3,C) is a strongly irreducible complex
Kleinian group. By Theorem 1.7.4, ΩKul(Γ) is complete Kobayashi hyperbolic.
We define the orbital counting function in the same way as in [Nic89].
Definition 4.2.2. Let r > 0 and z, w ∈ ΩKul(Γ), we define the orbital counting
function as
N (r, z, w)= ∣∣{γ ∈ Γ ∣∣d (z,γ(w)< r )}∣∣ .
where d is the Kobayashi metric onΩKul(Γ).
N counts the elements of theΓ-orbit of w lying inside the open ball BRΩKul(Γ) (z).
Proposition 4.2.3. N (r, z, w)=N (r, w, z).
Proof. Let A := {γ ∈ Γ ∣∣ρ (z,γ(w))< r } and B := {γ ∈ Γ ∣∣ρ (w,γ(z))< r }. To each
ψ ∈ A we can assign ψ−1 ∈ B , to do this observe that, if ψ ∈ A then ρ(z,ψw)< r
and it follows
ρ(w,ψ−1z)= ρ(ψw, z)< r,
this is a consequence of Proposition 1.7.3. This mapping ψ 7→ ψ−1 is bijective
and thus |A| = |B |. This means, N (r, z, w)=N (r, w, z).
In the following lemma we prove that, if a region has finite entropy volume
then the region resulting of removing one additional line has finite entropy vol-
ume as well.
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Lemma 4.2.4. LetΩ⊂C2 be a domain given by
Ω=C2 \
k⋃
i=1
`i
where `i are complex lines in C2 in general position. Let ` be a complex line in
general position with the lines `1, ...,`k . IfΩ has finite entropy volume, thenΩ\`
has finite entropy volume.
Proof. We know that Ω is complete Kobayashi hyperbolic if k ≥ 4 (Theorem
4.1.9), then Ω′ := Ω \` is complete Kobayashi hyperbolic (see Proposition 4.2
of [Kob05]). Let us denote by dΩ and dΩ′ the Kobayashi metrics on Ω and Ω
′
respectively. Using the inclusion I :Ω′→Ω in Proposition 1.7.2 it follows that
dΩ(z, w)≤ dΩ′(z, w) (4.2.8)
for any z, w ∈ Ω′. In the same way, if FΩ and FΩ′ are the local forms of the
Kobayashi metric onΩ andΩ′ respectively, then
FΩ′(z,ζ)≤ FΩ(z,ζ)
for any z ∈C2 and any tangent vector ζ ∈C2 on z.
Let us denote, for z ∈Ω and R > 0
BΩR (z)= {w ∈Ω |dΩ(z, w)≤R}
and analogously, BΩ
′
R (z). Vol(U ) denotes the Kobayashi volume of the region U .
Let w ∈ BΩ′R (z). Then dΩ′(w, z) ≤ R, from this and (4.2.8) it follows that
dΩ(w, z)≤R. Hence,
BΩ
′
R (z)⊂BΩR (z) (4.2.9)
for z ∈Ω′ and R > 0.
As a consequence of this,
Vol(BΩ
′
R (z))≤Vol(BΩR (z)). (4.2.10)
By hyphothesis, the entropy volume of Ω is finite, that is, e(Ω, z) < ∞. Then,
from (4.2.10) it follows that the entropy volume ofΩ′ es finite.
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Interaction of one line with an array of lines
Let Υ = (ζ1,ζ2) ∈P be a parameter determining an array of 5 complex projec-
tive lines in general position,LΥ. Denote ΩΥ = C2 \LΥ. For now, we will omit
the dependence on the parameterΥ and just writeΩ, for the sake of legibility.
Let z = (z1, z2) ∈Ω and R > 0. Consider a complex line L passing through z,
if L doesn’t have the same complex direction of `0 then L∩`0 6= ; (see Observa-
tion 4.1.4) and then, we can parametrize all the complex lines passing through
z using the complex number η such that `0(η)= L∩`0.
For η ∈ C, we will denote by Lη to the complex line passing through z and
`0(η)= (η,0). Finally we denote
LˆR,η = Lη∩BrΩ (z) .
If there are is ambiguity, we will omit the dependence on R and just write Lˆη.
Consider the parametrization of Lη given by the function hη : C→ C2 de-
fined as
hη(ξ)=
(
z1+ξ(η− z1), (1−ξ)z2
)
.
Now we need to define several lines determined by the intersections of the
lines in the array. We denote qi , j = `i ∩` j for integers i < j , 0 ≤ i , j ≤ 4. Let
L = `0∪ ...∪`3; since the lines in L are in general position, then the points{
qi , j
}
are pairwise distinct.
Using the parametrizations we have chosen for the lines `0, ...,`4, it follows
q0,1 = (1,0) q1,2 = (0,1) q2,3 = (0,ζ2) q3,4 = [−ζ1 : ζ2 : 0]
q0,2 = (0,0) q1,3 =
(
ζ1(1−ζ2)
ζ1−ζ2 ,
ζ2(ζ1−1)
ζ1−ζ2
)
q2,4 = [0 : 1 : 0]
q0,3 = (ζ1,0) q1,4 = [−1 : 1 : 0]
q0,4 = [1 : 0 : 0]
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Figure 4.1: The lines `i and their intersections qi , j .
Let i , j ,k,m ∈ {0,1,2,3,4} be pairwise different integers such that i < j , k <
m. We define the complex projective lines
Hi , j ,k,m =←−−−−−→qi , j , qk,m .
Observe that Hi , j ,k,m =Hk,m,i , j . We denote byH the union of the lines Hi , j ,k,m .
If we only consider i , j ,k,m ∈ {0,1,2,3}, we have 3 complex lines Hi , j ,k,m ,
which are shown in figure (4.2).
Figure 4.2: Some complex lines Hi , j ,k,m .
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For z 6∈H we define Li , j =←−−→z, qi , j , where i < j , with i , j ∈ {0, ...,4}. Denote by
M the union of these 10 lines Li , j :
M = ⋃
i , j ∈ {0, ...,4}
i < j
Li , j ⊂CP2.
Denote by L∗i , j ∈
(
C P 2
)∗
to the dualization of the lines Li , j . Let
M∗ = ⋃
i , j ∈ {0, ...,4}
i < j
L∗i , j ⊂
(
CP2
)∗
.
Figure 4.3: Some lines Li , j .
Observe that the line Li ,4 has the same complex direction of `i , for any i =
0, ...,3. This is because Li ,4, `i and `4 are concurrent and `4 is the line at infinity.
Lemma 4.2.5. Let z ∈Ω such that z 6∈H . Let η ∈C, if L∗η 6∈M∗ then Lη intersects
L in exactly 5 points. If L∗η ∈M∗ then Lη intersectsL in exactly 4 points.
Proof. Let z ∈Ω \H and ξ ∈ C. We know from Propositions 4.1.4 that Lη inter-
sects each line `i in exactly one point, therefore
∣∣Lη∩L ∣∣≤ 5.
If L∗η 6∈M∗, let us suppose that
∣∣Lη∩L ∣∣< 5, this means that Lη∩`i = Lη∩` j
for some i , j ∈ {0, ...,4} and suppose, without loss of generality that i < j , denote
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y = Lη∩`i . Then y ∈ `i and y ∈ ` j , therefore y = qi , j . Since Lη passes through
z and y ∈ Lη then Lη =←−−→z, qi , j = Li , j , this contradicts that L∗η 6∈M∗. Therefore,
L∗η 6∈M∗ implies
∣∣Lη∩L ∣∣= 5.
If L∗η ∈M∗ then Lη = Li , j for some i , j ∈ {0, ...,4} with i < j , then Lη passes
through qi , j , in other words, Lη∩`i = Lη∩` j and therefore
∣∣Lη∩L ∣∣≤ 4. Sup-
pose that
∣∣Lη∩L ∣∣< 4, this can happen in two ways:
1. Lη∩`i = Lη∩` j = Lη∩`k for i , j ,k ∈ {0, ...,4} pairwise different.
2. Lη ∩ `i = Lη ∩ ` j and Lη ∩ `k = Lη ∩ `m for i , j ,k,m ∈ {0, ...,4} pairwise
different.
In the first case, if we denote y = Lη∩`i , then y ∈ `i ∩` j ∩`k , contradicting
that the array of linesL is in general position.
In the second case, qi , j ∈ Lη and qk,m ∈ Lη then Lη = Hi , j ,k,m and therefore
z ∈Hi , j ,k,m contradicting that z 6∈H . Then, L∗η ∈M∗ implies
∣∣Lη∩L ∣∣= 4.
Observation 4.2.6. The previous lemma says that, except for 10 cases (whenever
the lines Lη coincide with some line Li , j ), any line Lη intersects the array of lines
L in exactly 5 points.
The following lemma describes the complex parameters η for which Lη in-
tersects the array of linesL in exactly 4 points.
Lemma 4.2.7. Let Υ = (ζ1,ζ2) ∈ P be a parameter determining an array of 4
complex lines in general position,L =LΥ. If η ∈C0 then Lη intersects the array
L in exactly 4 points, where
C0 =
{
0,1,ζ1,
z1
1− z2
,
ζ2z1+ζ1z2−ζ1ζ2(z1+ z2)
ζ2(1−ζ1)+ z2(ζ1−ζ2)
, z1+ z2, ζ2z1
z2−ζ2
, z1,
ζ2z1+ζ1z2
ζ2
}
.
Proof. A straight-forward calculation verifies that:
If η= 1, Lη = L0,1. If η= 0, Lη = L0,2.
If η= ζ1, Lη = L0,3. If η= z11−z2 , Lη = L1,2.
If η= ζ2z1+ζ1z2−ζ1ζ2(z1+z2)ζ2(1−ζ1)+z2(ζ1−ζ2) , Lη = L1,3. If η= z1+ z2, Lη = L1,4.
If η= ζ2z1z2−ζ2 , Lη = L2,3. If η= z1, Lη = L2,4.
If Lη = ζ2z1+ζ1z2ζ2 , Lη = L3,4.
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As it has been proved in Lemma 4.2.5, Lη = Li , j implies
∣∣Lη∩L ∣∣ = 4. Ob-
serve that there is no η ∈ C such that Lη = L0,4. However, for η =∞ ∈ Cˆ, Lη =
L0,4.
From now on, consider the array of complex lines in general position L
given by
L = `0∪`1∪`2∪`3.
As always, one has to keep in mind that the fifth complex projective line `4 is
the line at infinity.
As a consequence of Lemma 4.2.5, let us denote
Pηi = Lη∩`i
for i = 0, ...,3, the 4 intersection points Lη∩`i . Let
pηi = h−1η
(
Pηi
)
for i = 0, ...,3. Since the complex lines `0,`1,`2 are fixed, then
Pη0 = (η,0) p
η
0 = 1
Pη1 = (
z1+η(z2−1)
z1+z2−η ,
(η−1)z2
z1+z2−η ) p
η
1 = z1+z2−1z1+z2−η
Pη2 = (0,
ηz2
η−z1 ) p
η
2 = z1z1−η .
Besides, these points do not depend on the parameter Υ. On the other
hand, P3 and p3 do depend onΥ,
PΥ,η3 =
(
ζ1(η(z2−ζ2)+z1ζ2)
z2ζ1+(z1−η)ζ2 ,
z2ζ2(ζ1−η)
z2ζ1+(z1−η)ζ2
)
pΥ,η3 = z2ζ1+ζ2(z1−ζ1)z2ζ1+(z1−η)ζ2 .
4.2.1 Estimate of the Kobayashi volume in domains of CP1
In this subsection we will use indistinctly the terms volume and area. Let SΥ,η =
C\
{
pη0 , p
η
1 , p
η
2 , p
Υ,η
3
}
, this region is homeomorphic to a 5-punctured sphere S0,5.
As long as there is no ambiguity, we will omit the dependence on Υ and η, and
just write S instead of SΥ,η; analogously, we will just write L, h, Pi and pi .
Observe that S is Kobayashi hyperbolic (see [Kob98]) and, since
h : S → h(S)= L \ {P0, ...,P3}
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is biholomorphic, it follows from Proposition 1.7.2 that (S,dS) and (L,dL) are
isometric. Furthermore, we have the following lemma.
Lemma 4.2.8. (S,dS) is isometric to (L,dΩ).
Proof. Since (S,dS) and
(
L \ {P0, ...,P3} ,dL\{P0,...,P3}
)
are isometric, it will be enough
to prove that the Kobayashi metrics dL\{P0,...,P3} and dΩ restricted to L\{P0, ...,P3}
are equal. To do this, we will prove that, for any chain of holomorphic disks in
Ω there is a chain of holomorphic disks in L \ {P0, ...,P3} with the same length.
Let p, q ∈ L \ {P0, ...,P3} and let α be a chain of holomorphic disks inΩ given
by
p = p0, p1, ..., pk−1, pk = q ∈Ω
a1,b1, ..., ak ,bk ∈D
f1, ..., fk :D→Ω holomorphic.
For any n = 0, ...,k such that pn ∈ L \ {P0, ...,P3}, let p˜n = pn . For any n =
0, ...,k such that pn ∈C2 \(L \ {P0, ...,P3}), let p˜n ∈ L \{P0, ...,P3} such that p˜n 6= pi
for i = 0, ...,k.
For i = 1, ...,k, let f˜i :D→ L \ {P0, ...,P3} given by
f˜i (z)= p˜i−1+ z−ai
bi −ai
(
p˜i − p˜i−1
)
.
Clearly f˜i is holomorphic and, furthermore
f˜i (ai )= p˜i−1
f˜i (bi )= p˜i .
Let a˜ be the chain of holomorphic disks formed with the points p˜i , ai ,bi and
the holomorphic mappings f˜i . It is clear that `(α) = `(α˜). Then, for any chain
α containing the points pi 6∈ L \ {P0, ...,P3} we have a chain a˜ such that p˜i ∈ L \
{P0, ...,P3} for i = 0, ...,k, with the same length. Therefore, if p, q ∈ L \ {P0, ...,P3},
it holds
dΩ(p, q)= dL\{P0,...,P3}(p, q).
Therefore, (S,dS) and (L,dΩ) are isometric.
Since S is hyperbolic, there is a covering map piΥ,η : D→ S and a Fuchsian
model ΓΥ,η of S, that is, a discrete subgroup of Aut(D) such that
S ∼=D/ΓΥ,η.
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Once again, as long as there is no ambiguity, we will write pi and Γ instead of
piΥ,η and ΓΥ,η respectively.
We will need the following proposition (see Proposition 1.6 of [Kob98]).
Proposition 4.2.9. Let M be a complex manifold and M˜ a covering manifold of
M with covering map pi : M˜ → M. Let p, q ∈ M and p˜, q˜ ∈ M˜ such that pi(p˜)= p
and pi(q˜)= q. Then
dM
(
p, q
)= inf
q˜
dM˜
(
p˜, q˜
)
,
where the infimum is taken over all points q˜ ∈ M˜ such that pi(q˜)= q.
Then it follows that, for any w1, w2 ∈ S and w˜1 ∈pi−1(w1),
dS (w1, w2)= inf
w˜2∈pi−1(w2)
ρ (w˜1, w˜2) , (4.2.1.11)
where ρ is the Poincaré metric on D (which coincides with the Kobayashi
metric on D, see Proposition 1.3 of [Kob98]). Since Γ is discrete, (4.2.1.11) can
be rewritten as
dS (w1, w2)= min
w˜2∈pi−1(w2)
ρ (w˜1, w˜2) . (4.2.1.12)
Let p = h−1(z) and let pˆ ∈ pi−1(p) be a point in the pre-image pi−1(p), sup-
pose that pˆ is not a fixed point of any γ ∈ Γ \ {id}. Let D =D pˆ a Dirichlet region
centered in pˆ. For any q ∈ S we denote by q˜ ∈ pi−1(q) the element of the pre-
image satisfying
dS
(
p, q
)= ρ (pˆ, q˜) . (4.2.1.13)
As a consequence of this, an open ball centered in p, with respect to the Kobayashi
metric looks like
BSR
(
p
)= {q ∈ S ∣∣dS(p, q)<R}
= {q ∈ S ∣∣ρ (pˆ, q˜)<R} .
In other words, the points in BSR
(
p
)
are the points q ∈ S such that q˜ ∈BDR
(
pˆ
)
.
As a consequence of the previous observation and the definition of a fun-
damental domain, if R < ρ (pˆ,∂D) then BDR (pˆ)⊂D and then pi : BDR (pˆ)→BSR (p)
is a biholomorphism and therefore, an isometry. Then
Vol
(
BDR
(
pˆ
))=Vol(BSR (p)) .
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Let Bγ,R =BDR
(
pˆ
)∩γ(D). If R > ρ (pˆ,∂D) then Bγ,R 6= ; for some γ ∈ Γ\ {id}. The
restriction pi : BDR
(
pˆ
)→ S is no longer an isometry in general, since, for w ∈Bγ,R
∃ w0 ∈D such that pi(w) = pi(w0) and then this restriction of pi is not injective.
However, the restriction
pi : Bγ,R →pi
(
Bγ,R
)
is an isometry, since we can apply the same argument we used when R < ρ (pˆ,∂D)
and as a consequence of
dS(p, q)= ρ
(
pˆ, q˜
)= ρ (γ(pˆ),γ(p˜)) .
This means that we can estimate the volume of BSR
(
p
)
by decomposing BDR
(
pˆ
)
into the intersections Bγ,R 6= ;.
For R > 0, we define
Nˆ (R)= ∣∣{γ ∈ Γ ∣∣BDR (pˆ)∩γ(D) 6= ;}∣∣
= ∣∣{γ ∈ Γ ∣∣Bγ,R 6= ;}∣∣ .
This map counts the number of images of D under elements of Γ intersecting
BDR
(
pˆ
)
. Observe that
Vol(D)=Vol(γ(D))
for any γ ∈ Γ. Therefore, we can estimate the area of BSR
(
p
)
in the following way:
Vol
(
BSR
(
p
))≤ Nˆ (R)Vol(D), (4.2.1.14)
whenever Vol(D) < ∞. The following proposition guarantees that this always
happens.
Proposition 4.2.10. For any η ∈C, other that the finite number of cases described
in Lemma 4.2.5, and for any Υ ∈ P , the Dirichlet region D centered in pˆ for
Γ= ΓΥ,η has finite volume. Furthermore,
Vol(D)= 6pi.
Finally, D is an ideal octagon like the one depicted in Figure (4.4).
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Figure 4.4: Dirichlet region for Γ.
We know that Γ is a free group with 8 generators. Consider the Cayley tree
of Γ, as in Figure (4.5).
Figure 4.5: Part of the Cayley tree of Γ.
We denote by δ the word metric in Γ and define, for n ∈Z+
SΓn(id)=
{
γ ∈ Γ ∣∣δ(id,γ)= n}
BΓn (id)=
{
γ ∈ Γ ∣∣δ(id,γ)≤ n} .
In Figure (4.6), SΓ0 (id), S
Γ
1 (id) and S
Γ
2 (id) are shown, in red, respectively.
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Figure 4.6: SΓ0 (id), S
Γ
1 (id) and S
Γ
2 (id) respectively.
The proof of the following lemma is straight-forward.
Lemma 4.2.11. For n ∈Z+ it holds
∣∣SΓn(id)∣∣=
{
1 ,n = 0.
8 ·7n−1 ,n > 0.
and, in consequence, ∣∣BΓn (id)∣∣= 1+ 43(7n −1).
Proposition 4.2.12. For any R > 0 it holds N (R, pˆ, pˆ)≤ Nˆ (R)
Proof. Let
Γ1 =
{
γ ∈ Γ ∣∣ρ (pˆ,γ(pˆ))<R}
Γ2 =
{
γ ∈ Γ ∣∣BDR (pˆ)∩γ(D) 6= ;}
Let γ ∈ Γ1, then γ(pˆ) ∈ BDR
(
pˆ
)
. Furthermore, since pˆ ∈ D , it follows that γ(pˆ) ∈
γ (D) and therefore,
γ(pˆ) ∈BDR
(
pˆ
)∩γ(D),
then BDR
(
pˆ
)∩γ(D) 6= ;, and then γ ∈ Γ2, this means that Γ1 ⊂ Γ2. Hence,
N (R, pˆ, pˆ)= |Γ1| ≤ |Γ2| = Nˆ (R).
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The previous proposition gives a lower bound for Nˆ (R). Now, we need to
find an upper bound for Nˆ (R). Let us define
A(R)= {γ ∈ Γ ∣∣γ(D)∩BDR (pˆ) 6= ;} ,
then Nˆ (R)= |A(R)|. We can decompose A into the following disjoint subsets
A1(R)=
{
γ ∈ Γ ∣∣γ(pˆ) ∈BDR (pˆ)}
A2(R)=
{
γ ∈ Γ ∣∣γ(D)∩BDR (pˆ) 6= ; y γ(pˆ) 6∈BDR (pˆ)} .
Observe that N (R, pˆ, pˆ)= |A1(R)| and A(R)= A1(R)∪ A2(R), then
Nˆ (R)=N (R, pˆ, pˆ)+|A2(R)| .
We will prove that
Nˆ (R)≤ ∣∣BΓK (id)∣∣
for some K ∈Z, and therefore
A(R)⊂BΓK (id) .
Let γ ∈ A(R), we have two possibilities:
(i) γ ∈ A1(R), i.e. ρ(pˆ,γpˆ)< R. We have N0 =N (R, pˆ, pˆ) elements of Γ having
this property. We seek the least n ∈Z such that
N0 ≤
∣∣BΓn (id)∣∣ .
Namely,
N0 ≤ 1+ 4
3
(7n −1).
Manipulating this inequality we have
n ≥ log7
(
1
4
(3N0+1)
)
and then, the integer we are looking for is
n = ⌈ log7 (14(3N0+1)
)⌉
.
Since Γ is a free group and because it has a kissing-Schottky type dynamics
(see Chapter 6 of [MSW02]), BDR
(
pˆ
)
intersects the points γ(pˆ) in the order
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imposed by the layers SΓn(id). This is, it first intersects all the elements of
the orbit Γpˆ given by SΓ0 (id), then S
Γ
1 (id), then S
Γ
2 (id) y so on. This means
that
γ ∈BΓn (id) ,
where n = ⌈ log7 (14 (3N0+1))⌉.
(ii) γ ∈ A2(R), then γ(pˆ) 6∈ BDR
(
pˆ
)
. However, denoting again N0 = N (R, pˆ, pˆ),
the ball BDR
(
pˆ
)
already intersected N0 traslations of D , all of which are de-
termined by elements of Γ of length at most n = ⌈ log7 (14 (3N0+1))⌉. Then,
γ ∈BΓn+1(id).
All of the above implies that
A(R)⊂BΓn+1(id).
and then,
Nˆ (R)= |A(R)| ≤ ∣∣BΓn+1(id)∣∣= 1+ 43(7
⌈
log7
( 1
4 (3N0+1)
)⌉+1−1). (4.2.1.15)
This is the desired upper bound.
Observe that dbe < b+1 for any b ∈ R, using this inequality in (4.2.1.15) we
have
Nˆ (R)< 49N (R, pˆ, pˆ)+16. (4.2.1.16)
We will use the following theorem (see Theorem 1.5.1 of [Nic89]).
Theorem 4.2.13. Let Γ be a discrete group acting on D. There is a constant A,
depending on Γ and y ∈D, such that
N (r, x, y)< Aer
for any x ∈D and r > 0.
Using the previous Theorem 4.2.13 in (4.2.1.16) yields
Nˆ (R)≤ 49AeR +16. (4.2.1.17)
4.2. ESTIMATING THE ENTROPY VOLUME 197
where A is a constant depending on the group Γ and pˆ. Specifically, A has
the form
A = e
ε
4V ol
(
BDε
(
pˆ
)) ,
where ε > 0 is such that the images of BDε
(
pˆ
)
under Γ are pairwise disjoint.
Therefore, it is enough that
ε< ρ (pˆ,∂D) .
Observe that ε depends on the group Γ and pˆ, namely, on η and Υ. As long as
there is no ambiguity, we will omit this dependency and write ε instead of εη,Υ.
Finally, by (4.2.1.17), we get
Nˆ (R)≤ 49
4
eε
V ol
(
BDε
(
pˆ
))eR +16. (4.2.1.18)
Combining (4.2.1.18), (4.2.1.14) and Proposition 4.2.10 it follows
Vol
(
BSR
(
p
))≤ 6pi(49
4
eε
V ol
(
BDε
(
pˆ
))eR +16) . (4.2.1.19)
Finally, as a immediate consequence of Lemma 4.2.8, we have Vol
(
LˆR,η
) =
Vol
(
BSR
(
p
))
. Therefore,
Vol
(
LˆR,η
)≤ 6pi(49
4
eε
V ol
(
BDε
(
pˆ
))eR +16) . (4.2.1.20)
This estimate bounds the Kobayashi volume of each diameter of BΩR (z).
Integrate the volume of LˆR,η over η
Now that we have an estimate of the volume of a diameter of a Kobayashi ball,
we need to find a way to integrate this estimate over all the diameters passing
through the center z. This task would be feasible if the Kobayashi volume in C2
could be decomposed into its two components. However, this is still unknown
(see Problem B.2 of [Kob76]), although there is evidence that it cannot be done.
In Corollary 3.2 of [GW85] it is proven that this does happen for the Eisenman
instrinsic metric.
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4.3 Construction of the measure
In this final section we describe the construction of the desired measure up un-
til the point where we need to guarantee the finiteness of the entropy volume
of the the Kobayashi metric in complements of arrays of 5 complex projective
lines in general position in CP2.
The next proposition says that there cannot be invariant probability mea-
sures and therefore, we must restrict our attention to quasi-invariant measures
instead.
Proposition 4.3.1. Let Γ ⊂ PSL (3,C) be a complex Kleinian group and suppose
there exists a Γ-invariant probability measure supported on ΛCG(Γ), then Γ is
elemental.
Proof. Suppose that Γ is not elemental, as a consequence of Observation 1.5.5
we can take an attractive fixed point p ∈ ΛCG(Γ) of some loxodromic element
γ ∈ Γ.
Since γ is loxodromic, there is an open ball R ⊂CP2 such that p ∈R and
γ(R)⊂R.
Let us denote R0 =R \γ(R) and Rn = γn(R0) for n ∈Z, then
(i) Rn ∩Rm =; for any n,m ∈Z, n 6=m.
(ii)
⋃
n∈Z
Rn =CP2.
Assume that there is a Γ-invariant probability measure µ supported onΛCG(Γ).
Since p is an attractive fixed point there are infinitely many integers n such that
Rn ∩ΛCG(Γ) 6= ; and therefore µ(Rn) > 0. Let A ⊂ Z be the infinite subset of
integers such that Rn ∩ΛCG(Γ) 6= ;. Then
µ(Rn)=µ(Rm)= k
for any n,m ∈ A. Using the countable additivity of µ, it follows∑
n∈A
k = ∑
n∈A
µ(Rn)=
∑
n∈Z
µ(Rn)=µ
(⋃
n∈Z
Rn
)
≤µ(CP2)=µ(ΛCG(Γ))= 1.
This contradiction proves the proposition.
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Consider Γ ⊂ PSL(3,C) a strongly irreducible complex Kleinian group. By
Theorem 1.7.4,ΩKul(Γ) is complete Kobayashi hyperbolic. For any z, w ∈ΩKul(Γ)
and s ∈Rwe define the series
fs(z, w)=
∑
γ∈Γ
e−sρ(z,γw) (4.3.21)
where ρ is the Kobayashi metric (or the Eisenman metric) on ΩKul(Γ). We
now prove some necessary lemmas.
Lemma 4.3.2. Let Γ⊂ PSL (3,C) be a complex Kleinian group and z, w ∈ΩKul(Γ),
then the elements of Γ can be arranged as
{
γ1,γ2, ...
}
such that ρ(z,γn w) →∞
when n →∞.
Proof. Let us suppose that there is no such ordering, then for any arbitrary enu-
meration Γ= {γ1,γ2, ...}, it does not hold that
lim
n→∞ρ(z,γn w)=∞.
This means that there exists R > 0 such that an infinite number of elements γ
of the Γ-orbit of w satisfy γw ∈B(z,R). Let us write K =B(z,R), let
A = {γ ∈ Γ ∣∣γw ∈K } ,
since A is infinite and K is compact, there is a sequence
{
φn w
}⊂K converging
to a point q ∈ K , with φn ∈ A. This means that q is a point of accumulation
of the orbit Γw . Observe that w 6∈ L0(Γ) since w ∈ ΩKul(Γ), then q ∈ L1(Γ) but
q ∈ K ⊂ ΩKul(Γ), this contradiction implies that there exists an enumeration
Γ= {γ1,γ2, ...} such that
ρ(z,γn w)→∞
when n →∞.
As a consequence of this lemma we can arrange the terms{
ρ(z,γw)
}
γ∈Γ
in an increasing order form such that they tend to ∞, thus the series (4.3.21) is
a general Dirichlet series.
According to Chapter 8 [Apo76], if there exists s > 0 such that fs(z, w) con-
verges and, for any t < 0, ft (z, w) diverges then there is a convergence exponent
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δz,w ∈R such that fs(z, w) converges for s > δz,w and diverges for s < δz,w . Fur-
thermore, this exponent of convergence is given by
δz,w = limsup
n→∞
logn
ρ(z,γn w)
, (4.3.22)
as a consequence of this, it holds that δz,w > 0.
Let s < 0, since the terms ρ(z,γn w) are arranged in increasing order, the
sequence e−sρ(z,γn w) does not converge to 0 and therefore the series fs(z, w)
diverges.
Proposition 4.3.3. If it exists, the exponent of convergence δz,w depends only on
Γ.
Proof. Let z, w ∈ΩKul(Γ) and γ ∈ Γ. Using the triangle inequality it holds
ρ(z,γ(w))≤ ρ(z, w)+ρ(w,γ(w)),
ρ(w,γ(w))≤ ρ(z, w)+ρ(z,γ(w)).
Then
ρ(w,γ(w))−ρ(z, w)≤ ρ(z,γ(w))≤ ρ(z, w)+ρ(w,γ(w))
and then, for s > δz,w ,
−ρ(z, w)−ρ(w,γ(w))≤−ρ(z,γ(w))≤ ρ(z, w)−ρ(w,γ(w))
e−sρ(z,w)e−sρ(w,γ(w)) ≤ e−sρ(z,γ(w)) ≤ e sρ(z,w)e−sρ(w,γ(w))
e−sρ(z,w)
∑
γ∈Γ
e−sρ(w,γ(w)) ≤∑
γ∈Γ
e−sρ(z,γ(w)) ≤ e sρ(z,w)∑
γ∈Γ
e−sρ(w,γ(w))
e−sρ(z,w) fs(w, w)≤ fs(z, w)≤ e sρ(z,w) fs(w, w).
This means that fs(z, w) converges if and only if fs(w, w) converges. Therefore
δz,w does not depends of z, w ; it only depends of Γ.
As a consequence of the previous proposition, we can write δΓ instead of
δz,w . Equivalently, we can write δΓ in (4.3.22) as
δΓ = limsup
n→∞
1
r
log N (r, z, w). (4.3.23)
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Definition 4.3.4. We say that Γ is of divergence type if fδ(z, w) diverges for any
z, w ∈ΩKul(Γ).
In the following theorem we give a generalization of Theorem 4.2.13, as-
suming that the entropy volume for the Kobayashi metric is finite for some par-
ticular point z ∈ΩKul(Γ).
Theorem 4.3.5. Let Γ ⊂ PSL (3,C) be a strongly irreducible complex Kleinian
group acting onΩ=ΩKul(Γ) and let w ∈Ω. If the entropy volume of dΩ sa-tisfies
e(Ω, z) <∞ for some z ∈Ω, then there is a constant K , depending on the metric
dΩ and z, and a constant A, depending on Γ, K and w, such that
N (r, z, w)< Aer K ,
for any r > 0.
Proof. Let ε> 0 small enough such that no two Γ-images of B =BΩε (w) overlap.
Let r > 0, then
Vol(B)N (r, w, z)<Vol(BΩr+ε (z)) . (4.3.24)
Since we are assuming that e(Ω, z) < ∞, by definition there is a constant
K > 0 depending on the metric dΩ such that
Vol
(
BΩR (z)
)< eK R (4.3.25)
for any R > 0 and z ∈Ω. Then, using (4.3.25) in (4.3.24) yields
N (r, w, z)< e
K (r+ε)
Vol(B)
= e
K ε
Vol(B)
eK r .
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Using Theorem 4.3.5 on (4.3.23) we can conclude that, if the entropy volume
of dΩ is finite, then
δΓ <∞
and then we can construct the Patterson-Sullivan measures in the same way
as in Chapter 3 of [Nic89], we will do this in Theorem 4.3.10. Before we state
and prove this theorem, we need some previous results, we will only give the
proofs if they are essentially different from their respective counterparts given
in [Nic89].
The proof of the following lemma is similar to the proof given in p. 46 of
[Nic89].
Lemma 4.3.6. Let z, w ∈ΩKul(Γ). If s > δΓ then fs(z, w) converges, if s > δΓ then
fs(z, w) diverges.
Using Lemma 4.3.2, the proof of the following lemma is similar to the proof
of Lemma 3.1.1 of [Nic89].
Lemma 4.3.7. Let Γ⊂ PSL (3,C) a complex Kleinian group with critical exponent
δ= δΓ. There exists a continuous non-decreasing function h :R+→R+ such that
the series ∑
γ∈Γ
e−sρ(z,γw)h
(
eρ(z,γw)
)
converges for s > δ and diverges for s ≤ δ.
The previous lemma gives a tool to construct a modified Poincaré series for
the group Γ. This modified series has the same convergence exponent as the
original series fs(z, w), however, if the group Γ was of convergence type with
fs(z, w), now it is of divergence type.
Ttheorem 4.3.8 is known as the Helly’s theorem, it is a compacteness the-
orem for the space of functions with bounded total variation (see p. 222 of
[Nat16], Theorem 1.126 of [BP12] or Theorem 19 of [Kre14]). Before, we need to
define the variation of a measure (see Section 1.6 of [Sak37]).
Let µ be a measure on a measurable space (X ,Σ). For E ∈Σ, we define
W (µ,E)= sup{µ(A) ∣∣A ∈Σ, A ⊂ E} ,
W (µ,E)= inf{µ(A) ∣∣A ∈Σ, A ⊂ E}
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The variation of the measure is given by
v(µ,E)=W (µ,E)+ ∣∣W (µ,E)∣∣ ,
and the total variation of measure is given by
V (µ)= v(µ, X ).
Theorem 4.3.8. Let U ⊂ R be an open set and let fn : U → R be a sequence of
functions. If
{
fn
}
has uniformly bounded variation on any compact set that is
compactly embedded in U and it is uniformly bounded at a point of U , then there
exists a subsequence
{
fnk
}
which converges pointwise to a function f : U → R of
bounded variation.
In the next lemma we verify that the family of measures
{
µz,w,s
}
s>δΓ defined
in (4.3.26) will satisfy the hypothesis of Theorem 4.3.8. We will use this lemma
in the proof of Theorem 4.3.10, the proof is similar to the proof of Lemma 3.3.1
of [Nic89].
Lemma 4.3.9. Let Γ ⊂ PSL (3,C) a complex Kleinian group, with critical expo-
nent δ = δΓ. Denote Ω = ΩKul(Γ), then µx,s(Ω) is uniformly bounded for s ∈
(δ,δ+1).
Theorem 4.3.10. Let Γ ⊂ PSL (3,C) be a strongly irreducible complex Kleinian
group acting on Ω = ΩKul(Γ) and let z ∈ Ω such that e(Ω, z) < ∞. Then, there
exists a family of quasi-invariant measures supported on the Kulkarni limit set
of Γ.
Proof. Let z, w ∈ΩKul(Γ), δ= δΓ and s > δ. If Γ is a group of convergence type,
let h be the function given by Lemma 4.3.7, if Γ is of divergence type, we take
h ≡ 1. Let us consider,
f ∗s (z, w)=
∑
γ∈Γ
e−sρ(z,γw)h
(
eρ(z,γw)
)
.
We define
µz,w,s = 1
f ∗s (w, w)
∑
γ∈Γ
e−sρ(z,γw)h
(
eρ(z,γw)
)
D(γw),
with D(γw) denoting the Dirac point mass of weight one at γw . For a Borel set
E ⊂Ωwe define the measure
µz,w,s(E)= 1
f ∗s (w, w)
∑
γ∈Γ
e−sρ(z,γw)h
(
eρ(z,γw)
)
1E (γw), (4.3.26)
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where 1E is the characteristic function of E . It is straight-forward to verify that
µz,w,s is a measure of probability.
We will not be changing the point w , so we will just write µz,s . Let {sn} ⊂
(δ,δ+ 1) be a decreasing sequence, using Lemma 4.3.9 we conclude that the
family of measures
{
µz,sn
}
has uniformly bounded variation and then, by Helly’s
theorem (Theorem 4.3.8) there is a subsequence of measures
{
µz,snk
}
converg-
ing to a measure µz . This measure depends on the choice of the sequence {sn}.
We denote this family of measures by Mz .
Now we verify that this family of measures Mz are supported on the Kulkarni
limit set. In order to do this we choose a measure µ ∈ Mz and a ball B around
some γw such that B does not contain any other element of the orbit Γw , this
is possible because the accumulation points of the orbit are inΛKul(Γ). Then we
need to prove that µ(B) = 0. This is done in the same way as in Theorem 3.3.2
of [Nic89].
The family of measures Mz obtained in the proof of the previous theorem,
for a point z ∈ ΩKul(Γ) such that e(ΩKul(Γ), z) < ∞, are measures with similar
properties to the Patterson-Sullivan measures. However, it is important to note
again that this generalization is possible only if one is able to show that the
entropy volume of dΩ is finite.
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