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Abstract
The game of Hangman is a classical asymmetric two player game in which one player, the setter,
chooses a secret word from a language, that the other player, the guesser, tries to discover through
single letter matching queries, answered by all occurrences of this letter if any. In the Evil Hangman
variant, the setter can change the secret word during the game, as long as the new choice is consistent
with the information already given to the guesser. We show that a greedy strategy for Evil Hangman
can perform arbitrarily far from optimal, and most importantly, that playing optimally as an Evil
Hangman setter is computationally difficult. The latter result holds even assuming perfect knowledge
of the language, for several classes of languages, ranging from Finite to Turing Computable. The
proofs are based on reductions to Dominating Set on 3-regular graphs and to the Membership
problem, combinatorial problems already known to be computationally hard.
2012 ACM Subject Classification Theory of computation→ Problems, reductions and completeness;
Theory of computation → Complexity classes
Keywords and phrases combinatorial game theory, computational complexity, decidability, hangman,
NP-hardness.
1 Introduction
The Hangman’s game is a classical asymmetric two player game, where one player, denoted
as the setter keeps a secret word w, that the other player, denoted as the guesser, needs
to guess. The game starts with both players agreeing on a maximum number of guesses d,
and the setter communicating to the guesser an integer k, the length of the word w. Then,
in every turn the guesser makes a query with a single letter s, and the setter reveals every
appearance of s in w, if any. A query s is said to have failed if there are no occurrences of s
in w. The game ends either when w is fully revealed, in which case we say the guesser won,
or when the guesser has made more than d failed queries, in which case we say the setter
won the game.
We consider the problem in the context of a perfect guesser, with perfect knowledge of
the language. There is a little twist to the game that has been widely used as a programming
assignment [11]. In the Evil Hangman variant, the setter can change the secret word as
often as she wants during the game, as long as at the end she’s able to reveal a word that is
consistent with all the answers given thus far to the guesser’s queries. In the programming
assignment [11], students are given the task of implementing what we call the GreedyCheater,
an evil setter that decides to answer each query with the heuristic of keeping the dictionary
of consistent words to reveal at the end as big as possible.
A natural question is whether the algorithm GreedyCheater is the best one can do when
trying to maximize the number of guesses a guesser requires to discover the secret word,
and if it is not, then what would be the best strategy to maximize the number of
questions required to guess a word in a Evil Hangman game. Such questions can be
asked in various contexts, such as when the language from which the words are chosen and
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2 The Computational Complexity of Evil Hangman
guessed is a natural one (i.e. a finite set of words of fixed length k), or as when the language
is defined more formally (e.g. through a Turing machine, the language being projected to a
finite set of words of fixed length k).
We formalize such various contexts of the Hangman and Evil Hangman game, and
the related computational problems, in Section 2. As a preliminary result, we show that the
number of guesses generated by the GreedyCheater strategy is not only sub-optimal on some
trivial examples, but that it can be arbitrarily worse than the optimal strategy on an infinite
family of scenarios (in Section 3). Our main result is about finding an optimal strategy for
the game of Evil Hangman: while it is clear that there is an exponential time minimax
strategy for playing optimally as an evil setter (see Equation 2), we prove (in Section 4)
that such a running time is essentially optimal in the worst case, as the problem of deciding
for a given set L of words and a maximal number d of guesses whether there is a strategy
forcing more than d failed guesses, is coNP-hard (and hence, deciding if there is a winnning
stategy for the guesser is NP-hard). Pushing further such results, we prove (in Section 5)
that playing optimally can be PSPACE-complete when the game is played over the language
defined by a Context Sensitive Grammar, and undecidable when played over the language
defined by a Turing Machine. We conclude in Section 6 with a discussion of other minor
results and potential open directions for further research.
Because of the space constraints, the least relevant proofs have been moved to the
appendix. A more streamlined version of the article is available at https://gitlab.com/
FineGrainedAnalysis/hangman along with the LATEX sources of the article.
2 Preliminaries
Before stating our results, we describe more formally the original Hangman game (Sec-
tion 2.1), the Evil Hangman variant (Section 2.2), and a formalization of how to measure
the quality of strategies for the Evil Hangman variant (Section 2.3).
2.1 Hangman
The game starts with a word length, k, and a parameter d stating the number of failed
guesses allowed, being agreed upon between the players. A game of Hangman is played
over an alphabet Σ initially set to [1..σ] and a (potentially infinite) language L projected
to words of length k on the remaining alphabet by intersecting it with Σk. The alphabet
will be progressively reduced during the game to capture the fact that symbols which have
already been guessed should not be part of the game anymore. We will use an extra symbol,
not present in Σ that denotes a letter not yet revealed. Players often use an underscore (_)
for this, but we will use the symbol ⊥ instead, for better readability.
As the game goes by turns, we can define the state of the game in terms of which letters
have been discarded, and what action is taken, on the i-th turn (turns are 1-indexed). The
game starts with the setter revealing M0 = ⊥k, which represents what the guesser knows
about the word at that point. Then, on the i-th turn, the guesser makes a query with the
symbol si, and the setter replies with the mask Mi, which is equal to Mi−1 except possibly
for some occurrences of the ⊥ symbol, that have been changed to si.
We define as well the operations a⊕ b to be the result of replacing every ⊥ character in a
by its corresponding character in b, and (a ∩ b)i to be ai if ai = bi, and ⊥ otherwise.
Now we state that given a secret word w, we can compute Mi after a guess si as
Mi+1 = Mi ⊕ (w ∩ ski )
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It is also helpful to define Bi as the indices in Mi that have the symbol ⊥, as this is the
set that the setter can choose a subset from when answering a query. We use as well the
notation sB , with s being a symbol and B a subset of [1..k], where k is implicit, to describe
the word w of size k such that wi = s if i ∈ B and wi = ⊥ otherwise. Finally, for a language
L and a mask M , we abbreviate the set {w ∈ L |M  w} as F(L,M).
2.2 Evil Hangman
In the evil version of the game, the setter can choose to change the secret word, even every
turn, as long as the new choice is consistent with the answers given so far. We say that wi is
the secret word before the setter reveals Mi. In order to define what the required consistency
exactly means, we define a relation , such that for two words a and b of length k
a  b ⇐⇒ (ai = ⊥) ∨ (ai = bi), for all i ∈ {1, . . . , k}
Intuitively, we say that b is consistent with a, as the only differences they can have are
positions where a had not been revealed yet. We can now state our consistency restrictions
as follows: (1) wi ∈ L; (2) Mi  wi; and (3) wij 6∈ {s1, ..., si−1},∀j ∈ Bi. The first rule
requires the partial secret words to be part of the language, the second one requires that
partial secret words do not differ with the exposed mask, and the third one requires that the
symbols not yet revealed to the guesser do not match any of the previous guesses. The latter
is simply captured by the (dynamic) alphabet Σ, which contains only the remaining possible
guesses.
2.3 Evaluation of Evil Hangman strategies
An evil setter strategy, over a language L, is a function AL that takes a mask Mi, a guess si
and returns AL(Mi, si) = Mi+1 a new mask, such that Mi Mi+1, and there exists w ∈ L
such that Mi+1  w.
A situation is a tuple (M,Σ) where M is a word mask and Σ is the remaining alphabet
(letters that have not been guessed so far). We define W (M,Σ, AL) for an adversarial setter
AL as the minimum number of failed guesses that any player would have to do in order to
reveal a full word, starting from M over the alphabet Σ. We can formalize the function W
inductively as follows, where we use Iverson bracket notation [13], namely, for any predicate
P , the expression JP K equals 1 if P is true and 0 otherwise:
W (M,Σ, AL) =

0 if M ∈ L
min
s∈Σ
{
W

AL(M, s),
Σ \ {s},
AF(L,AL(M,s))
+ JAL(M, s) = MK} otherwise (1)
We define OPT as an adversary such that W (M,Σ, OPT ) is maximum for every M
and Σ. Noting BM the set of indices of a word M containing ⊥ allows us to state OPT
explicitly as a recursive formula:
OPTL(M, s,Σ) = max
B⊆BM
F(L,M⊕sB) 6=∅
{JB = ∅K+min
s′∈Σ
{
OPTF(L,M⊕sB)
(
M⊕sB , s′,Σ\{s}
)}}
(2)
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n+ 1 words

αββ . . . ββ
...
αγβ . . . γβ
...
αγγ . . . γγ
(a) L1 := the part of the dictionary
containing the majority of the words,
but that is bad for the setter.
n words

δδδ . . . δδ
...
λλλ . . . λλ
...
ωωω . . . ωω
(b) L2 := the hard part of the dictio-
nary (the setter could guarantee n− 1
failed guesses).
Figure 1 Construction of an adversarial dictionary L = L1 ∪L2 against the GreedyCheater
algorithm.
We will refer to this optimal adversary in the next section, when showing that the greedy
algorithm’s competitive ratio is not bounded by a constant, and thus that such an algorithm
can perform arbitrarily bad on an infinite family of instances.
3 The greedy cheater
Algorithm 1 presents a pseudo code for the algorithm GreedyCheater, a pretty intuitive
and efficient algorithm for the setter. The idea is to answer every query in such a way that
the number of words remaining in the dictionary that are consistent with the answer is
maximized.
Algorithm 1: Pseudo code for the algorithm GreedyCheater
Input: a mask Mi−1, a guess si and a dictionary D
Output: the mask Mi
1 bestMaskSize← 0
2 bestMask ← NIL
3 for B ∈ 2Bi−1 do
4 thisMask ←Mi−1 ⊕ sBi
5 thisMaskSize← |F(D, thisMask)|
6 if thisMaskSize > bestMaskSize then
7 bestMaskSize← thisMaskSize
8 bestMask ← thisMask
9 return bestMask
Not only is the algorithm GreedyCheater not optimal, it can be arbitrarily bad, which
we formalize in the following theorem, based on the construction illustrated in Figure 1.
I Theorem 1. GreedyCheater is not c-competitive in terms of W . That is, there are no
constants c > 0 and b such that c ·W (M,Σ, GreedyCheater)+b ≥W (M,Σ, OPTL) for every
possible language L and situation (M,Σ).
Proof. We describe how to build an adversarial dictionary D of size n = 2m+ 1, where
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m + 1 words start with the symbol α, and have only symbols β and γ in the other
positions (see Figure 1a) and
the remaining m words are of the form ηk for symbols η 6∈ {α, β, γ} (see Figure 1b).
Note that this requires k ≥ 1 + lg(m+ 1) and σ ≥ m+ 3, to ensure we can actually build
the first m + 1 different words with combinations of β and γ and the last m words with
different symbols. This pose no problem, as such k and σ exist for every m, and thus we can
build bad instances of arbitrary size.
Now, upon the guess α, the greedy algorithm will answer α⊥k−1 (as m+ 1 words start
with it, as opposed to the m that do not have it), and then after guessing β and γ the guesser
will find the word with loss 0.
On the other hand, an optimal Evil Hangman algorithm would reply with ⊥k to the
original guess, and then on any guess with a symbol in Σ \ {α, β, γ} except for the last one,
it would reply with the same mask taking a life from the guesser. Such a strategy makes the
guesser lose on the symbol α and at least m− 1 other symbols, giving a total loss of m. This
concludes the proof. J
The GreedyCheater algorithm can be efficiently implemented. But given that it can
perform arbitrarily far from the optimum, a natural question is whether there is an efficient
algorithm that achieves optimality, which we explore in the next section.
4 Hardness of Finding an Optimal Evil Adversary
The decision problem we will discuss is whether the setter can win the game against any
possible guesser. We restrict our analysis to finite languages in this section, and explore
generalized languages (languages that are higher up in the Chomsky hierarchy) in Section 5.
Our main computational problem is, given a finite language L of words of length k on an
alphabet of size σ, to decide if an evil Hangman setter has a winning strategy, where winning
is defined with respect to the number d of failed guesses that the guesser is allowed:
Evil Hangman
Given a finite language L, where every word has some fixed size k, and an integer
d, decide whether it is possible for a cheating setter to play in such a way that no
guesser can get the secret word without making at least d failed guesses.
We prove the difficulty of Evil Hangman through a reduction to the problem of
Minimum Dominating Sets in 3-regular graphs, by taking such a graph and encoding it
as a language. Intuitively, as symbols represent vertices, and each symbol is present in the
word of its corresponding vertex and neighbors, each time the setter answers a guesser query
negatively, a vertex and its neighborhood are discarded. As long as there are non-discarded
vertices in the graph, the setter can claim that the encoding of such a vertex is the secret
word. This relates the number of nodes, and their respective neighborhoods, that are enough
to cover the entire graph (Minimum Dominating Set) and the amount of failed guesses a
setter can force (Evil Hangman). The relationship between the two problems is however
inverted, the existence of a small dominating set will allow the guesser to quickly discard
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many options and thus will constrain the victory of our protagonist, the setter. This idea
leads therefore to a proof of coNP-hardness instead of NP-hardness.
I Theorem 2. Evil Hangman is coNP-hard, even when restricted to languages with words
of length 4.
Proof. Given a graph G = (V,E) and a positive integer d, let (G, d) be an instance of the
3-Regular Dominating Set problem (defined formally below)
Theorem 5 proves that 3-Regular Dominating Set is NP-hard.
Lemma 9 describes how to compute a language L that properly encodes G in polynomial
time. The alphabet size σ of L corresponds to the number of labels in V .
Lemma 10 proves that if (G, d) is a positive instance of 3-Regular Dominating Set,
then (L, d) is a negative instance of Evil Hangman; while
Lemma 11 proves (by contradition) that if (L, d) is a positive instance of Evil Hangman,
then (G, d) is a negative instance of 3-Regular Dominating Set.
The combination of Lemma 10 and 11 proves that (G, d) is a positive instance of 3-Regular
Dominating Set if and only if (L, d− 1) is a positive instance of Evil Hangman, which
permits to deduce the coNP-hardness of Evil Hangman from the NP-hardnessof 3-Regular
Dominating Set (from Theorem 5) J
In order to ensure that the language only contains words of a fixed length, we consider
only the restricted class of graphs where the degree of every node is fixed:
I Definition 3 (k-Regular Graph). A graph G = (V,E) is k-regular if and only if every vertex
v in V has exactly k neighbors.
The main combinatorial problem required for our results is that of
I Definition 4 (Dominating Vertex Set). Given a graph G = (V,E), a set of vertices D ⊆ V
is dominating if and only if every node in V is either a member of D or has a neighbor in D.
The problem we will reduce from is a restricted version of Minimum Dominating
Vertex Set.
3-Regular Dominating Set
Given a 3-regular graph G and an integer d, decide whether the size of the
minimum dominating set, γ(G), is at most d.
The problem of Minimum Dominating Vertex Set has been intensively studied since
the 1970s, and its NP-hardness is known for several classes of graphs (Planar, Perfect,
Bipartite, Chordal, Split, etc) [1]. In this paper we will use a result by Kikuno et al. [8], that
shows NP-completeness for 3-regular planar graphs. This stronger result implies of course
hardness for the broader class of 3-regular graphs, which is essential to our reduction.
I Theorem 5 (Kikuno et al. [8]). 3-Regular Dominating Set is NP-hard
In order to reduce from this problem, we start by showing a proper way to encode a
3-regular graph as a language.
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c d
a b
(a) The graph G to encode
1. wa = abcd
2. wb = bacd
3. wc = cabd
4. wd = dabc
(b) An encoding of G
1. wa = abcd
2. wb = badc
3. wc = cdba
4. wd = dcab
(c) A proper encoding of G
Figure 2 Example of encodings for K4
I Definition 6 (Vertex Encoding). Let G = (V,E) be a 3-regular graph, where every vertex
of V is labeled with a symbol from an alphabet Σ. We say that a word of Σ4 is a vertex
encoding of a node v ∈ V if its first symbol is the label of v followed by the labels of its three
neighbors.
Now, by putting together an encoding of every vertex of a graph, we get a graph encoding
as a language.
I Definition 7 (Language Encoding a Graph). Given a graph G = (V,E) whose vertices
are labeled with symbols of an alphabet Σ, we say a language L ⊆ Σ4 encodes G if L =
{w1, w2, . . . , w|V |} where wi is a vertex encoding of the i-th node.
An example of such an encoding is presented in Figure 2b. Because vertex encodings can
have the neighbors of the represented vertex in any order, there are (3!)|V | possible language
encodings for a given 3-regular graph G = (V,E), and they present different combinatorial
properties. We describe a deterministic way to encode input graphs that permits to identify
any word just by knowing of a single letter in it, so that no two words can have the same
symbol on the same position. This property greatly simplifies the proof of the reduction in
Lemma 11.
I Definition 8 (Proper Graph Encoding). An encoding L of a graph G = (V,E) is said to
be proper if for every vertex v ∈ V , and every position p in {1, 2, 3, 4}, there is exactly one
word in which the label of vertex v appears in the pth position.
In Figure 2c we present an example of a proper encoding. We now prove a key lemma in
our reduction: the fact that we can compute a proper encoding of any 3-regular graph in
time polynomial in the number of vertices of G.
I Lemma 9. Every 3-regular graph G admits a proper encoding, and such an encoding can
be computed in polynomial time.
Proof. Let G = (V,E) be a 3-regular graph, we start by considering the digraph D = (V ′, E′)
associated to G where V ′ = V and E′ contains the pairs (u, v) and (v, u) if there was an
edge between nodes u and v in G. We claim that if there exists a way to color edges in D
with {red, blue, green} such that every vertex has incoming edges of different color, then
we can produce a proper encoding based on that. Here’s how to do it: if vertex u has a red
outgoing edge to v, a green outgoing edge to w and a blue outgoing edge to x, then we can
encode it as uvwx. Note that the color of an edge u → v determines in which position is
v going to appear in the encoding of u, and therefore the condition of incoming edges of
different colors guarantees its associated graph encoding to be proper.
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c d
a b
(a) The graph G to encode
c d
a b
(b) Its associated digraph D
d−
c−
b−
a−
d+
c+
b+
a+
(c) Associated bipartite graph
B, with a perfect matching
d−
c−
b−
a−
d+
c+
b+
a+
(d) Second matching
d−
c−
b−
a−
d+
c+
b+
a+
(e) Final matching
c d
a b
(f) A proper edge coloring of
D based on the matchings
Figure 3 Illustration for the proof of Lemma 9 on K4. Note that the encoding resulting of
sub-figure (f) corresponds to the one presented in Figure 2c.
In order to find such an edge coloring, we create the undirected bipartite graph B =
(V ′′, E′′), where for every vertex v ∈ V , we put two vertices v+ and v− in V ′′, and for every
edge (u, v) in E′ we put the edges (u+, v−) and (u−, v+). The partition of B is then, of
course, the set of vertices (·)+ and the set of vertices (·)−. Note that B is also a 3-regular
graph, as every vertex v with neighbors u,w and x in the original graph, it is associated vertex
u+ is connected with v−, w− and x− in B, and u− will be connected to u+, w+ and x+.
As a direct consequence of Hall’s Marriage Theorem [5], every regular bipartite graph has
a perfect matching. Such a perfect matching can be computed in polynomial time using for
example the Hopcroft-Karp algorithm [6]. Let M be the set of edges of a perfect matching
computed that way. We can color every edge in M with red. Now, if we remove from E′′ all
the edges of M , the bipartite graph is 2-regular, as each node has lost exactly one neighbor.
By using Hall’s theorem again, we can get a new perfect matching M ′, whose edges we
color with blue. If we now remove all the edges of M ′′, we get a 1-regular graph, which is
itself a perfect matching, and whose edges we color with green. This is enough to get the
required coloring in the graph D, just by coloring every edge (u, v) with the same color of
the edge (u−, v+). J
The final steps of the proof of Theorem 2 consists in proving that (G, d) is a positive
instance of 3-Regular Dominating Set if and only if (L, d− 1) is a positive instance of
Evil Hangman. Lemma 10 proves the forward direction of the statement:
I Lemma 10. Let G be a 3-regular graph, and L be the language built from G as described
in Lemma 9, and let d be an arbitrary integer. If (G, d) is a positive instance of 3-Regular
Dominating Set, then (L, d) is a negative instance of Evil Hangman.
Lemma 11 proves (by contradition) the reverse direction:
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I Lemma 11. Let G be a 3-regular graph, and L be the language built from G as described
in Lemma 9, and let d be an arbitrary integer. If (L, d) is a negative instance of Evil
Hangman, then (G, d) is a positive instance of 3-Regular Dominating Set.
This concludes the proof of the coNP-hardness of Evil Hangman when L is a finite
language. We explore its computational complexity for more general types of languages in
the next section.
5 Generalized Languages
A natural generalization of the Evil Hangman problem is to consider its complexity when
played over broader classes of languages, such as Regular, Context Free or Turing computable
languages, projected to words of length k by intersection with Σk. The lower bound of
Theorem 2 (where the language is finite) can be extended to prove hardness for the cases
where the language is defined by a Regular Expression (Context Free Grammar, Turing
Machine) by observing that a dictionary of n words of length k can be encoded in a Regular
Expression (Context Free Grammar, Turing Machine) of size (nk)O(1), and thus we can
construct hard instances for such problems by using the same construction used to prove
Theorem 2.
In this section we give a result for classes of languages whose associated machines are strong
enough to simulate other machines within their class. Such result implies undecidability for
Turing computable languages (given as Turing Machines, abbreviated as TM) and PSPACE-
completeness for Context Sensitive Languages [10] (given as their equivalent Linear Bounded
Automata [9], abbreviated as LBA).
The proofs of hardness are based on reductions to another well-known problem.
Membership(C)
Given an encoding of a machine (or language) C belonging to a class C, and a word
w, decide whether w ∈ L(C)
Our result applies to a restricted class of languages.
I Definition 12 (Universal Simulation Languages). Let C be a class of machines, we say that
C allows universal simulation if, given a machine C, it is possible to construct in polynomial
time a machine C ′ that accepts exactly the language {α, β} if (C,w) ∈Membership(C) and
{α} otherwise.
We can now state the key lemma used to prove undecidability of Evil Hangman(TM)
and PSPACE-completeness for Evil Hangman(LBA).
I Lemma 13. Let C be a class of machines (languages) allowing universal simulation. Then,
there is a polynomial time reduction problem from Membership(C) to Evil Hangman(C),
that is, Evil Hangman but over a language L defined by an element of C.
We have now the machinery required to easily prove the following two theorems, that
define the computability and complexity of Evil Hangman over Context Sensitive languages
and Turing Computable languages. A reduction from Membership(PSPACE) yields the
PSPACE completeness:
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I Theorem 14. Evil Hangman is PSPACE-complete when the language L is the language
defined by an arbitrary Linear Bounded Automaton M .
A similar reduction from Membership, but this time from TM , yields the undecidability
result:
I Theorem 15. Evil Hangman is undecidable when the language L is the language defined
by an arbitrary Turing machine M .
This concludes our results about the computational complexity of optimal strategies for
the Evil Hangman problem. In the next section, we summarize our results and outline
some remaining open questions.
6 Discussion
On one hand, the greedy strategy for Evil Hangman (the one which is commonly given as a
programming assignment) can perform arbitrarily bad on certain languages (Theorem 1); on
the other hand finding an optimal strategy for a given language is coNP-hard (Theorem 2), and
thus we cannot expect a polynomial time algorithm for it unless P = NP. We remark again
that we have coNP-hardness because we look at the problem from the setter’s perspective, but
we would have NP-hardness if we looked from the guesser’s perspective. Namely, Theorem 2
is equivalent to the NP-hardness of deciding whether a guesser can always win the game
without making d failed queries. Even worse, the optimality of an answer by the evil setter
is PSPACE-complete for languages described by Context Sensitive Grammars (Theorem 14)
and undecidable for Turing Computable languages (Theorem 15).
Although hard in arbitrary languages, the game of Hangman is traditionally played on
natural languages, where alphabets are pretty small, and words are pretty short. Hence it is
worth noticing that Equation 2 (given on page 3) yields a Fixed Parameter Tractable (FPT)
algorithm [2, 4] when parameterized over ` = σ + k (size of the alphabet + word length). In
particular, it can be implemented in time within n · 2O(`), where n = |L|. First, note that the
recursive formula goes over all the possible σk masks, all possible symbols, and all the 2σ
possible subsets of the alphabet. This last term can be immediately optimized by considering
only the masks that are present in the dictionary, which are no more than n2k. Note that by
considering only those masks, the remaining language (in the subscript of OPT in Equation 2)
is kept implicit. Therefore, the total number of cells is bound by σn2σ2k ∈ n2O(`). At every
cell we have to choose between at most 2k sub-masks of M and σ symbols, and compute f
which is done in time within O(k). Thus, the total computational work per cell is within
2O(`). Multiplying this by the amount of cells gives us the desired result. It is an open
problem whether Evil Hangman becomes FPT when parameterized by d, the number of
failed guesses allowed. The reduction presented in Lemma 11 constitutes an FPT reduction
from Dominating Set in 3-regular graphs. It is well known that Dominating Set on
general graphs is complete for the class W [2] (Downey et al. [2, 4]). However, k-regular
graphs are Kk+1,k+1 free, and thus the result of Telle et al. [12] proves it to be FPT. This
of course does not imply that EvilHangman is FPT under such a parameterization: only
that we cannot derive fixed parameter intractability from the reduction to dominating set
presented in Theorem 11.
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A APPENDIX
Proof of Lemma 10 (page 8). Let’s assume (G, d) is a positive instance of the 3-Regular
Dominating Set problem. This means that there is a dominating set for G of size at most
d, and therefore, one of size exactly d. Let Γ = {v1, v2, . . . , vd} be such a dominating set.
Then, if the guesser makes the sequence of queries `(v1), `(v2), . . . , `(vd), where `(v)
corresponds to the label of vertex v, we claim that the setter is forced to answer positively
at least to 1 of those queries. To see this, assume for the sake of a contradiction, that the
setter answers negatively to all the d queries, and at the end reveals a secret word w. The
first symbol of w must correspond to a vertex v in G, because of the way the language was
constructed. Such vertex must be dominated by the set Γ, as every vertex in G is, and thus,
there is a vi in Γ such that either vi = v or v is a neighbor of vi. But in both cases, `(vi)
must be present in w, the encoding of v. We have a contradiction: `(vi) was assumed to be
a failed query, but it appears in the final word w revealed by the setter at the end.
12 The Computational Complexity of Evil Hangman
Having proved the claim, at least 1 guess was accepted, and thus the guesser has made
at most d− 1 failed queries. As the encoding of the graph G into the language L is proper,
a single guess answered positively is enough to uniquely determine the secret word, and
therefore the guesser can win the game without making any more failed guesses, implying
that the instance (L, d) is negative for Evil Hangman. J
Proof of Lemma 11 (page 9). We will show the contrapositive statement, namely, that
if (G, d) is a negative instance of 3-Regular Dominating Set then (L, d) is a positive
instance of Evil Hangman. Let’s assume that (G, d) is a negative instance, and thus, d
vertices are not enough to dominate the graph. This means that for any set D of d vertices,
there is at least one vertex vD which is not dominated by D. Consider then that the guesser
makes a sequence of d queries, whose associated vertices form a set D′. Then, we claim that
rejecting all those d queries and revealing w(vD′) as the secret word is a guaranteed winning
strategy for the setter. To see this, note that w(vD′) consists only of the symbols associated
to vD′ and its neighborhood. As vD′ is precisely the vertex not dominated by D′, we know
that neither v, nor any of its neighbors, are present in D′, and thus, they could not have
been discarded by any of the d guesses whose associated vertex set is D′. This makes w(vD′)
a final reveal that is consistent with the information previously given by the setter, which
means that (L, d) is a positive instance of Evil Hangman, which concludes the proof.
J
Proof of Lemma 13 (page 9). Consider and an arbitrary element C ∈ C. Because of the
universal simulation property, we can construct a machine C ′ with the behavior specified
in Definition 12. Now consider k = 1 and the instance (L(C ′), d = 1). We can see that is a
positive instance of Evil Hangman if and only if C accepts on β, as if the C accepts β the
dictionary has size 2 and can force a failed guess, but if C rejects β, the dictionary will have
size 1 and thus it is not possible to force a failed guess. J
Proof of Theorem 14 (page 10). Membership(LBA) is PSPACE-complete [7]. This im-
plies membership in PSPACE by a naive simulation of Equation (2). To prove hardness, we
can use a result by Feldman et al. [3] that states that for every n, there is a universal LBA
Mn for the class of LBAs using at most n tape symbols, and thus LBAs hold the property of
universal simulation (Definition 12). As Membership(LBA) is in particular PSPACE-hard,
the reduction implies as well hardness for our problem. J
Proof of Theorem 15 (page 10). We reduce fromMembership(TM), directly from Lemma 13,
as Turing Machines trivially hold the property of universal simulation from Definition 12.
The fact that membership is undecidable for Turing Machines (Rice’s Theorem) concludes
the proof. J
