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Abstract  
Microsoft’s HoloLens enables true augmented reality (AR) by placing virtual objects within the real 
world. This paper aims at presenting trades (based on ISIC) that can benefit from AR as well as possi-
ble use cases. Firstly, the authors conducted a systematic literature search to identify relevant papers. 
Six databases (including EBSCOhost, ScienceDirect and SpringerLink) were scanned for the term 
“HoloLens”. Out of 680 results, two researchers identified 150 articles as thematically relevant. Sec-
ondly, these papers were analysed utilising qualitative content analysis. Findings reveal 26 trades 
where AR glasses are in use for practice or research purposes. The most frequent are human health, 
education and research. In addition, we provide a catalogue of 7 main use cases, such as Process 
Guidance or Data Access and Visualisation as well as 27 sub use cases addressing corresponding 
functionalities in more detail. The results of this paper are trades and application scenarios for AR 
glasses. Thus, this article contributes to research in the field of service systems design, especially AR 
glasses-based service systems, and provide evidence for the future of digital work. 
Keywords: Augmented Reality, Augmented Reality Glasses, Trades, Use Cases 
1 Introduction 
The use of Augmented Reality (AR) glasses enables an extensive set of functionalities, especially for 
the business and industrial sector. As a result, AR glasses are a primary driver for the future of digital 
work. This includes work processes in which employees perform information-intensive tasks while 
requiring their hands to be free at the same time. Furthermore, AR glasses can display relevant infor-
mation in the user's field of view to support context-sensitive tasks such as picking-processes in the 
logistics domain or quality checklists in the manufacturing domain (i.a. Niemöller et al., 2016; Berke-
meier et al., 2017; Werning et al., 2018; Berkemeier et al., 2019). 
There is a wide spread of digital innovations offering multiple new data glasses to the market. Data 
glasses can use various types of technologies. One of these technologies is Virtual Reality (VR). VR 
glasses place the user into a completely virtual reality while totally losing connection to reality (im-
mersion). The already mentioned concept of AR is based on the concept of VR. The concept of AR is 
described as the addition or overlapping of information or other visual objects directly into the field of 
view. As a result, the user perceives virtual objects as directly placed within his environment. The real 
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world as well as augmented virtual objects are presented to the user. Therefore, in contrast to VR, AR 
users do not lose track of reality. Reality and virtual objects such as text and picture coexist. Next to 
AR glasses, there is another technology, called smart glasses, which can bring information into the 
users' view by using a mounted display (Head-Mounted Display, HMD) without having an augmenta-
tion of real and virtual objects. 
For this study, we focus on mobile AR glasses and the applications build upon them. With the intro-
duction of the Microsoft HoloLens to the market, the first mobile AR glasses were widely available. 
The HoloLens provide true AR functionality as a stable platform to address key requirements from 
practice to build efficient, economical, usable and acceptable use cases.  
Currently, AR glasses, as well as their corresponding information systems, are not used across the 
board. The reasons for the lack of market acceptance vary from usability concerns such as lack of effi-
ciency, ruggedness, mobility and data privacy concerns (General Data Protection Regulation compli-
ance) (Zobel et al., 2016) to wearing comfort and performance limitations (Berkemeier et al., 2017). 
Nevertheless, prototypical AR glasses applications can be found in practice, e.g. navigation instruc-
tions (Fox, 2015) and virtual annotation during autopsy (Hanna et al., 2018). 
To address the needs of practice and research, we will answer the following research questions in this 
paper: 
RQ1: Which trades use AR glasses applications right now? 
RQ2: What are the recent use cases of AR glasses? 
We conducted a systematic literature search to get an idea of the actual trades and use cases where AR 
glasses are in use. The trade categorisation is following the International Standard Industrial Classifi-
cation (ISIC) sections (United Nations, 2008). Use cases can be either in research or already imple-
mented in a practical setting. The findings in the literature confirm the practical relevance of the topic 
as well as the gap in research. In order to address this gap in practice and research, we use the results 
of our literature search to define trades and use cases of AR glasses. On the one hand, the consolidated 
trades and use cases address further research needs for the business informatics domain; on the other 
hand: both results guide decision-makers in practice as well as trends for software developers. 
However, this paper revealed 21 trades where AR glasses are recently in use. Also, we provide a 
catalogue of 13 use cases. The results of this paper are trades and application scenarios for AR glasses. 
Thus, this article contributes to research in the field of design of service systems, especially AR glass-
es-based service systems, and provides evidence for the future of digital work. This article is struc-
tured as followed: In Section 2 we describe the methods used with a focus on the systematic literature 
search as well as deductive and inductive categorisation (Mayring, 2014). In Section 3 we present the 
derived trades and use cases. We will discuss the results of this paper in Section 4, where we try to 
address the implications for practice and research as well as to identify further research needs. Finally, 
we summarise the findings of this paper and provide an outlook in Section 5. 
2 Research Approach 
In order to answer the research questions, we chose to combine a systematic literature search (Webster 
and Watson, 2002; Fettke, 2006) in the main information systems databases, followed by a qualitative 
analysis (Mayring, 2014) of the results. The goal was to identify trades that either foresee the use of 
AR glasses or already have them employed. Figure 1 gives an overview of the research process. 
We summarised the trades into groups and identified use cases. The analysis of both partial results 
permits a holistic overview of the field of applications for AR glasses. Moreover, the grouping of the 
trades and use cases allows us to draw implications for science and practice. 
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Figure 1. Overview of the Research Approach 
2.1 Literature Search 
In order to present a holistic overview of the state of the art regarding the applications of AR glasses, 
we conducted a systematic literature review (Webster and Watson, 2002; Fettke, 2006). The databases 
used are EbscoHost, Emerald Insight, ISI Web of Knowledge, ScienceDirect, SpringerLink, and Wiley 
Online Library. The first attempts at defining a search term showed that technology unspecific expres-
sions such as “Augmented” or “Mixed Reality” did not yield the expected results. This was due to 
many false positive matches, especially regarding publications thematising virtual and mobile reality. 
However, excluding the terms “virtual” and “mobile” was not an option either, because they would be 
often used in relevant papers as well. In addition, even the term “Augmented Reality” is often not used 
homogeneously, so that the search results were not suitable to answer the research questions. As stated 
in the introduction, the HoloLens’ capabilities best fit our definition of “Augmented Reality”. There-
fore, we decided to use the expression "HoloLens". 
Literature published in 2013 or later is included in the search. To ensure a high quality, we focused on 
journal and conference papers. Since the presented research topic is relatively new and technology-
driven, scientific sources alone are hardly suitable to provide an extensive overview. Hence, we decid-
ed to include abstracts, books and book chapters as well. 
To select relevant literature, two researchers separately examined title, keywords, and abstracts for 
thematic relevance. The primary criterion was the utilisation of the Microsoft HoloLens within a prac-
tical setting. Articles presenting research or discussing the potential implementation of augmented re-
ality within a trade were included as well. 
2.2 Trades and Use Case Categorization 
In order to identify and consolidate trades and use cases, two researchers analysed the remaining arti-
cles through qualitative content analysis (Mayring, 2014). 
To evaluate the trades, we chose a deductive approach. The categories are based on the sections and 
divisions defined in the International Standard Industrial Classification of All Economic Activities 
(ISIC), Rev. 4 (United Nations, 2008). Named trades were coded and then matched to their respective 
category. To consolidate the findings, both researchers compared their resulting code systems and 
discussed possible deviations. 
We chose a similar approach for the categorisation of the use cases. However, we decided to develop 
the use cases inductively, i.e. based on mentioned AR glasses-based products, prototypes and applica-
tions within the text itself. This ensured an unbiased view and a complete analysis. For example, the 
abstract in (Hoffman and Provance, 2017) contains the statement “Augmented reality devices […] of-
fer an immersive platform to change how we interact with molecular visualisations”. First, we derived 
the code “3D content visualisation”. This and similar codes were then summarized under the broader 
term “3D Content”, which in return is contained in the final use case “Data Access & Visualisation”. 
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Again, two researchers analysed the articles independently from each other. A use case was coded if 
its function was unequivocal and delimitable. When encountering a new use case, the researchers ei-
ther assigned it to an existing category (subsumption) or defined a new one (induction). As in the trade 
categorisation, the researchers compared their use case codes, discussed the findings and validated the 
outcome. 
The focus on the function of a use case helped compare obscure passages in the texts regarding their 
trade classification. Thus, we were able to specify trade overlaps and refine the trade classification. 
3 Trades and Use Cases of Augmented Reality Glasses 
We carried out a literature review to analyse the actual use of AR glasses following our goal of be-
coming aware of trades and use cases where corresponding technology is in use right now. We ended 
up with 150 articles describing valid, and mobile AR applications, touching a wide range of different 
trades and use cases. Applying the methodology for summarising and categorising resulted in nine 
sections regarding the ISIC or 26 divisions, respectively. Also, we identified seven use cases for AR 
glasses. 
3.1 Results from the Literature Search 
Table 1 summarises the results of the systematic literature search. All in all, 680 articles were found. 
Nearly half of the articles were listed in EBSCOhost, although only a minority proved to be relevant. 
This is because a high number of those results were, in fact, news articles and therefore did not match 
our criteria for valid resources. 
Table 1. Results from Literature Research 
Databases [1] [2] [3] [4] [5] [6] Total 
Results 315 12 38 123 165 27 680 
Relevant 17 2 3 41 80 7 150 
Journal articles [%] 100 100 33.3 92.7 28.8 100 58.7 
Conference paper [%] 0 0 0 0 71.3 0 38.0 
Abstracts [%] 0 0 66.7 2.4 0 0 2.0 
Book/-chapter [%] 0 0 0 4.9 0 0 1.3 
[1] EbscoHost, [2] EmeraldInsight, [3] ISI Web of Knowledge, [4] ScienceDirect, [5] SpringerLink, [6] 
Wiley Online Library 
As Table 1 shows, most articles were included from SpringerLink. Second is ScienceDirect with half 
the amount. EmeraldInsight, ISI Web of Knowledge and Wiley Online Library contribute only a few 
sources to the review. These numbers match the primary search results when taking the factor de-
scribed above into account. 
Regarding a division into the type of resource, journal articles and conference papers represent the vast 
majority (96,7%). Only a few abstracts and books or book chapters were found. 
3.2 Trade Classification 
The basis for the trade categorisation is the International Standard Industrial Classification of All Eco-
nomic Activities (ISIC), Rev. 4 (United Nations, 2008). This paper defines 21 sections, which are then 
further differentiated into 78 divisions. The literature research resulted in nine sections and 26 divi-
sions, respectively. The following subchapter will first give a broad overview of the most relevant 
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trade sections. Second, it will summarise the main ideas for each section as well as giving examples 
from the literature. 
Q Human health and social work activities. This section summarises all activities that are meant to 
provide health and social work activities. The relevant division is “Human health activities” which 
covers all health care related services that do and do not require accommodation, such as activities in 
hospitals as well as outpatient activities (United Nations, 2008). 
P Education. This section contains all kinds and levels of education, such as activities at regular 
schools as well as adult education (United Nations, 2008). 
M Professional, scientific and technical activities. This section includes activities requiring highly 
skilled experts. It is divided into seven divisions, of which two are of relevance: (1) “Architectural and 
engineering activities; technical testing and analysis” as well as (2) “Scientific research and develop-
ment” (United Nations, 2008). 
C Manufacturing. This section contains activities that transform any raw material into new products. 
It is divided into 25 divisions. All in all, six divisions are relevant for this topic including “Manufac-
ture of motor vehicles, trailers and semi-trailers” as well as “Repair and installation of machinery and 
equipment” (United Nations, 2008). 
R Arts, entertainment and recreation. This section contains cultural and entertainment activities. It 
is divided into four divisions. Of interest are the divisions “Libraries, archives, museums and other 
cultural activities” as well as “Sports activities and amusement and recreation activities” (United Na-
tions, 2008). 
F Construction. This section contains building and civil engineering work. It has three divisions, with 
an emphasis on “Civil engineering” (United Nations, 2008). 
J Information and communication. This is a rather broad section with six divisions that thematise 
activities regarding information distribution and its required techniques. Relevant for AR is the divi-
sion “Telecommunications” (United Nations, 2008). 
O Public administration and defence; compulsory social security. This section includes only one 
division. We will emphasise the compulsory social security part (United Nations, 2008). 
H Transportation and storage. ISIC divides this section into five divisions, of which two are of in-
terest in the context of AR. The first is “Air Transport” and the second is “Warehouse and support ac-
tivities for transportation” (United Nations, 2008). 
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Figure 2 depicts an overview of the frequency with which the sections are named in the literature. 
Nearly one third is mentioned in the context of Human health and social work activities. Next is the 
section Education, which averages one quarter of mentions. The fields Professional, scientific and 
technical activities and Manufacturing are on par regarding their frequency of mentions.    
Figure 2. Proportions of ISIC Divisions 
More than one quarter of the publications cover activities belonging to the section “Q Human health 
and social work activities”. AR can be used for enhancing nearly all medical processes by providing 
additional information. Healthcare professionals can use AR technology for diagnosis (Li et al., 2017), 
planning of surgeries (Tepper et al., 2017) as well as during surgery for visual guidance (Armstrong et 
al., 2016) or monitoring of patient data (Golab, Breedon and Vloeberghs, 2016). AR glasses provide 
the advantage of hands-free interaction (Mewes et al., 2017). 
Additionally, AR provides knowledge on the go, by increasing the usefulness of telemedicine for train-
ing (Wang et al., 2017), medical consultation (Anton et al., 2017) or support in emergencies (Kurillo 
et al., 2016). Vision rehabilitation and navigation assistance for the visually impaired also play a role 
(Ehrlich et al., 2017). Health professionals use AR to prevent health deterioration as well as for the 
rehabilitation of the elderly (Buzzi, Buzzi and Trujillo, 2017). 
The section “P Education” can be primarily divided into (1) gamified learning environments for chil-
dren and (2) specialised training for students and experts. Literature reports on AR for higher educa-
tion (Turkan et al., 2017) or training specialists on-the-job (Karasinski et al., 2017), especially teach-
ing of anatomy and surgery (Karambakhsh et al., 2018) as well as medical training (Kowalewski et al., 
2017). For children, AR is used primarily in the context of AR games and virtual learning environ-
ments (Rijnsburger and Kratz, 2017). 
In the context of section “M Professional, scientific and technical activities”, AR can, on the one hand, 
be used for supporting research in a broad variety of areas. On the other hand, it is often the research 
interest itself. AR has been used for supporting engineers (Dibak et al., 2018) and virtual but interac-
tive poster presentations (Avramova et al., 2017). Another focus lies on interaction and design princi-
ples for AR devices (Xiao et al., 2018) as well as the research on facial recognition combined with 
emotion recognition (Chaudhry and Chandra, 2017). A third group contains literature that is concerned 
with integrating AR techniques into their prototyping and development cycles (Gupta et al., 2018). 
The use of AR within the scope of section “C Manufacturing” shows similarities to the one within sec-
tion “Q”. AR enhances manufacturing and maintenance processes by providing hands-free access to 
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information and experts. It is primarily used for information presentation (Tzimas, Vosniakos and 
Matsas, 2018), step-by-step assembly for highly customised products (Verhoosel and van Bekkum, 
2017) and human-machine interaction (Bhullar, 2015). These mentions were independent of the goods 
manufactured. Besides, AR is used for mass customisation of 3D printed goods, information sharing at 
pharmaceutical R&D sites, a checklist-based evaluation of AR displays and the provision of work in-
structions for manufacturing motor vehicles. Major issues were maintenance processes within a manu-
facturing context (Eschen et al., 2018). 
In the section “R Arts, entertainment and recreation” the emphasis also lies on information presenta-
tion, but on a pictorial representation that can be experienced. AR is used in two contexts. The first is 
the application of a virtual theatre (Geigel, 2018). The second investigates AR’s usefulness in the con-
text of libraries, especially wayfinding and hands-free interaction with cultural heritage and historical 
sites. 
AR can support experts in many stages of the construction process (section “F Construction”). In the 
literature, two articles reported that AR helped to monitor the progress of construction (Zaher, 
Greenwood and Marzouk, 2018), in another two AR provided supported during design tasks (Cardoso 
et al., 2018) and once it was used for communication (Chalhoub and Ayer, 2018).  
Content creation for the AR experience is also possible for non-expert users. Section “J Information 
and communication” implies an intuitive way to create AR content. (Wojciechowski, 2017) discusses 
computer applications that enable AR content creation for non-developers.  
The use of AR for telecommunication is also valuable for activities in section “O Public administra-
tion and defence; compulsory social security”. For example, AR has the potential to improve/reform 
the teleoperation of crewless vehicles (Wilkerson et al., 2018). 
In section “H Transportation and storage” the main usage of AR applications is again the provision of 
additional information. The Air Transport division, for example, includes the training of astronauts 
(Avramova et al., 2017). In the scope of the division Warehouse and support activities for transporta-
tion, (Kretschmer et al., 2018) compare the use of AR versus traditional paper-based pick lists in logis-
tics. 
Activities included in the section “A Agriculture, forestry and fishing” like many other activities, can 
benefit by using AR for training purposes. Fabrika, Valent and Scheer (2018) describe the use of AR 
for training thinning operations in forests.  
Work in the field of section “B Mining and quarrying” is often safety-related. So, the training of em-
ployees is essential. Using AR for this purpose can help increase safety. Hou et al. (2017) use 
visualisation techniques for on-site training in the management of oil and gas platforms.  
One part of the section “E Water supply, sewage, waste management and remediation activities” is 
concerned with disassembly and recycling as a critical component of the product lifecycle. AR can 
facilitate development through the visualisation and interactive presentation of objects (Osti et al., 
2017). 
Activities in section “G Wholesale and retail trade; repair of motor vehicles, motorcycles” can benefit 
from AR in terms of information presentation and entertainment. (Poushneh, 2018) measured the 
augmentation quality in online shopping, entertainment services and basic service maintenance. 
By increasing the availability of information for employees, AR can enhance activities in the section 
“I Accommodation and food service activities”. It has yet to be investigated how this affects consum-
ers' perception of service quality (Wu, Fan and Mattila, 2015). 
In section “N Administrative and support service activities” AR helps by visualising complex infor-
mation. Thus, it can be used for 'Security and investigation activities', e.g., to support specialists in the 
field of cybersecurity (Beitzel et al., 2018). 
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3.3 Use Case Categorization 
As a result of the literature research, we found seven primary use cases that can be further divided into 
27 sub use cases, which are named by at least two different sources. Furthermore, a single search re-
sult can support multiple use cases, e.g. Anton et al. (2017) who address two use cases (Process Guid-
ance UC 4.0 and Collaboration and Communication UC 3.0). Figure 3 describes the percentage share 
between the use cases. 
Figure 3: Use Cases for AR Glasses 
Data access & visualisation (UC 1.0). This use case summarises all activities that relate to accessing 
or displaying data with AR glasses. It entails three sub use cases. 
3D Content (UC 1.1) is the first sub use case and involves the use of AR glasses for displaying rele-
vant information as 3D objects (Avramova et al., 2017). The 3D technology allows modelling geospa-
tial information (Wang et al., 2018), and warehouses or pallets (Chalhoub and Ayer, 2018). Even the 
presentation of holographic information is a possible activity (Barcellos and Junior, 2015). 
Displaying data as text and pictures (UC 1.2) is another form of information provision. A state-of-the-
art display exhibits images and diagnostic data (Eck and Winkler, 2018). These displays also show a 
supply of information that can be called up by external controllers such as a shift leader in the ware-
house. Hence, this technology can be used in all areas of targeted applications. 
The ability to screen a video (UC 1.3) enables users to work independently, as the AR glasses provide 
additional information on processes and work sequences (Khakurel, Pöysä and Porras, 2017). 
Training and Education (UC 2.0). This use case runs nearly through all specified trades. It summa-
rises all activities regarding education, i.e. from the use of AR glasses in the environment of an ele-
mentary school to expert on-job training. It is subdivided into three sub use cases. 
AR glasses are equipped with camera and microphone systems to enable real-time streaming of the 
user environment. The build-in display and speakers allow receiving information from other devices. 
In the sub use case (Remote-) Support (UC 2.1), the AR glasses are used for audio and video calls in 
an educational setting. For example, deaf users can be trained and guided when wearing AR glasses 
(Parton, 2017). 
On-job Training (UC 2.2) summarises all activities where AR glasses support on-job training of ex-
perts. The technology of AR glasses can be used in procedural training sessions, even combined with a 
remote session. Workshops or immersive procedural training can support enactment by trainees (Guest 
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et al., 2017). On the job, many exercises, as well as assembly training, can help to promote efficiency-
increasing personal development and create acceptance of new technologies (Radkowski and Inge-
brand, 2017). 
In contrast, the sub use case Education (UC 2.3) deals with concepts that help students boost their 
learning efficiency by using AR glasses. Gamification is also possible, as playful elements can be used 
to positively influence students and workers equally (Sapargaliyev, 2015). Also, gaming can be used 
to simulate operations in healthcare education or can be seen as a separate application area for AR 
glasses-based technology (Karambakhsh et al., 2018; Warden, Stanworth, and Chang, 2016).  
Collaboration and communication (UC 3.0). Activities, where the AR glasses function as an 
interface between two ore more people or computers accordingly, are summarised in this use case. It is 
divided into seven sub use cases. 
The use of AR glasses allows for easy and fast information sharing (UC 3.1). For example, workers 
and experts can convey knowledge regarding production plant maintenance processes (Stocker et al., 
2017). 
Like sub use case 2.1, the sub use case video call (UC 3.2) deals with activities requiring audio or vid-
eo calls. However, this time AR glasses are used to mediate instructions from a first-person view in a 
non-educational setting. For example, this ability allows customers to inspect a virtual space (Gupta et 
al., 2018).  
A key feature of AR glasses is the ability to provide assistance (UC 3.3). The use of AR glasses ena-
bles the control and monitoring of processes by advancing assisted procedures in several areas and 
situations (Karasinski et al., 2017; Looker and Garvey, 2016). 
Human-computer interaction (UC 3.4) summarises all activities of the communication between hu-
mans and computers. It promotes the attitude of potential users towards technological innovations, e.g.  
AR glasses provide easy access for unskilled workers to program collaborative robots (Rückert, 
Meiners and Tracht, 2018). Human-machine interaction (Bhullar, 2015) can also lead to different areas 
such as landmark detection (Jang et al., 2016). 
The sub use case telemedicine (UC 3.5) has similar characteristics as sub use case 3.2. However, in the 
area of health care, the technology of AR glasses is used for remote medical consultations in real-time 
(Anton et al., 2017) or in the context of teleoperations (Mair, 2015). 
In the sub use case ecological restoration / community support (UC 3.6) activities are summarised that 
use AR glasses for achieving a better environmentally sensitive lifestyle. A far-reaching benefit can be 
to complement comprehensive support in different application areas (Buettel and Brook, 2016). 
Particularly in industrial environments, being able to operate in noisy environments (3.7) is at least 
appreciated but more of a requirement. AR glasses include speakers located directly near the user’s 
ears or can be worn with an additional headset, e.g. if ear protection is required. Also, complete visual 
guidance of a task can be guaranteed (Levin, Habets, and Gannot, 2016). 
Process guidance (UC 4.0). This use case summarises all activities that use AR glasses for providing 
work instructions to the user. It is separated into three sub use cases. 
AR glasses enable potential uses for work instructions (UC 4.1) which include error-reducing guid-
ance along the process in different trades, e.g. health care, manufacturing and education. Work instruc-
tions contain both virtual user manual in main processes and sub-processes (De Amicis et al., 2017). 
The virtual feedback from high-quality smart glasses simulates a checklist for the user and prevents 
inefficiency in logistic processes (Stocker et al., 2017). 
Besides, we derived the sub use case Picking (UC 4.2) which addresses the main process of logistics 
such as guiding the user by a virtual pick list (Hanson, Falkenström and Miettinen, 2017). The AR 
glasses use a cloud-based solution to update the information in real time and prevent insufficiency in 
the supply chain. Even important jobs can be controlled by adding a subtask to a user's task manager.  
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To guarantee smooth processes, maintenance (UC 4.3) activities are essential. AR glasses initiate vir-
tual maintenance actions to support setup activities (Dini and Mura, 2015) and inspections (Eschen et 
al., 2018). This not only simplifies the maintenance solution but also promotes extended industrial 
maintenance (Havard et al., 2016) as well as self-service. 
Vision assistance (UC 5.0). This use case summarises AR applications that aim at directly supporting 
a user’s vision. Contrary to use case 1.0, this does not mean that data or information is visualised. In-
stead, the appearance of the real world is altered in a specific way. For example, people with vision 
impairment might benefit from an increased contrast of their surroundings. This use case is divided 
into five sub use cases. 
Low vision assistive technology (5.1) entails all uses of AR glasses where they function as a vision aid 
for impaired users. For example, the built-in cameras are used for object or face recognition. The real 
world is then enhanced depending on the user’s impairment, e.g. by enhancing the contrast or identify-
ing people (Sandnes and Eika, 2017). 
Vision enhancement (UC 5.2) is similar to sub use case 5.1. However, this vision enhancement does 
not concentrate on assisting people with vision impairments but rather sees AR glasses as a possibility 
to complement the user’s view with additional information. For example, it can indicate people in the 
vicinity by highlighting them in colour (Ehrlich et al., 2017). 
Furthermore, this technology integrates a GPS which allows the user to navigate (UC 5.3) by targeting 
destinations and identifying obstacles. The system considers the fastest or shortest routes and takes 
care of collision avoidance (Wang et al., 2016; Wilkerson et al., 2018).  
A guide in neurosurgical procedures (UC 5.4) is also supported by this technology and expands its 
application into the health care trade. This points out the possibility of precision work (Armstrong et 
al., 2016). 
Moreover, AR glasses also apply to image guidance (UC 5.5), i.e. the real world is overlaid with in-
formation either to emphasise certain details or to “remove” foreground objects obstructing important 
details behind. This technique is used in neurosurgery (Armstrong et al., 2016; Chen and Lin, 2017), 
assistance and guidance in work processes as well as in defence applications (Coman, van Paridon and 
Fiore, 2016). 
Development and prototyping (UC 6.0). This use case summarises activities that use AR glasses for 
developing new products and content. Although only 5% of possible uses fit this particular use case, 
its content is broadly based. It is divided into three sub use cases. 
AR glasses can be used throughout the development (6.1) cycle of a product. This sub use case entails 
all activities that use AR glasses to develop a new product. In the beginning, AR glasses can help in 
gathering and managing requirements. This can support the proper management of a company (Gupta 
et al., 2018). For prototyping, developers can control 3D printing processes and facilitate complicated 
workflows (Gorski et al., 2018). Besides, AR glasses can be used for non-destructive testing. Although 
the design for disassembly strategy planning is done at the start of the development, the result be-
comes important at the end of a products’ lifecycle. Disassembly strategy planning is primarily used at 
the higher management level and becomes a significant component (Osti et al., 2017). 
Although research (UC 6.2) has its share of characteristics with development, the emphasis in this sub 
use case lies on activities that use AR glasses to investigate new hypothesis rather than aiming at a 
marketable product. AR glasses enable new approaches for integrating knowledge growth into modern 
technologies and promoting measures and projects in the course of digitalisation. For example, re-
searchers can use this technology to analyse user experience and behaviour. This research helps to un-
derstand the workers' ideas and in return can also lead to process acceleration or promote user ac-
ceptance (Lin et al., 2017). 
The sub use case content creation (UC 6.3) describes systems that aim at providing tools for non-
skilled users to develop virtual content for their AR glasses themselves. These systems enable users to 
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create or adjust content so that it meets their requirements, expanding the usefulness of AR glasses by 
diminishing costs at the same time (Vera, Sánchez and Cervantes, 2017; Yu et al., 2017). 
Data collection and documentation (UC 7.0). This use case contains a group of functions regarding 
the automation of data collection and documentation processes with the help of AR glasses. It can be 
divided into three sub use cases. 
Activity tracking (UC 7.1) includes the tracking of people, objects and associated activities. For exam-
ple, data from AR glasses can be used to track all records of employees as well as goods to measure 
performance (Lucero et al., 2016). This data can then be used to calculate both efficiency and effec-
tiveness. Besides, an automated recording of progress time and cost monitoring provides beneficial 
information that can be used for further analysis (Zaher et al., 2018). 
Data tracking (UC 7.2). In principle, tracking of personal and other object-related data can be associ-
ated with risk, if security precautions are not taken into account. Tracking of logistics data is primarily 
performed using scanning systems or by manually entering data to transmit the values to cloud-based 
information systems, e.g. ERP systems (Wu et al., 2015).  
Video surveillance (UC 7.3) summarises activities that use AR glasses to capture and analyse the us-
er’s field of view. Uses are for example video surveillance by using built-in cameras (Han and 
Golparvar-Fard, 2017), documentation during vehicle inspections to highlight typical errors or quality 
defects and to eliminate them in the future (Stocker et al., 2017) as well as virtual annotations during 
autopsies to record important data (Hanna et al., 2018). 
4 Discussion 
The use cases Data Access and Visualisation, Training and Education, and Collaboration and Com-
munication are prominent throughout most trade sections (cf. Table 2). There is a high need to access 
and visualise data for users in mobile working spaces. For example, in the health care section AR can 
provide additional patient data. In the Education section, information about new procedures or objects 
can help learn students or experts more efficiently. In manufacturing activities, AR glasses can help to 
make processes more efficient by providing easy access to co-workers or experts that can provide de-
tailed instructions on specialised procedures, thus boosting collaboration and communication. 
The manufacturing trade sets the fourth largest market cap. As this trade connects closely to the 
logistics domain, which presents a lot of AR glasses applications, we assume that the manufacturing 
trade is suffering from the experience in logistics. This assumption is further validated because of a 
high integration rate between the logistics service providers and manufacturers. Compared to logistics, 
the manufacturing trade needs real AR glasses applications because of a high process-integration rate, 
information-intensive and specific tasks, as well as the handling of valuable goods. 
Table 2. Overview of most frequent trades and associated use cases 
Trade section Main use cases Frequency 
Human health and social work activities Data access & visualisation 
training & education 
vision assistance 
19 
16 
14 
Education Training & education 
data access & visualisation 
13 
5 
Professional, scientific and technical activi-
ties 
Data access & visualisation 
collaboration & communication 
11 
10 
Manufacturing Process guidance 
collaboration & communication 
15 
9 
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The following four statements shall guide decision makers and developers before introducing new 
AR glasses into trades or tasks: 
1. The focus should lie on the most frequent trades and use cases, especially in those combina-
tions that were found in the literature. The significant amount of information can provide an 
adequate basis for evaluation and decision-making processes. 
2. The same applies where trade and use cases are similar to those listed. Differences in require-
ments can be analysed so that an evaluation of the applicability in the new context is possible. 
3. If one of the registered use cases is of interest, but in another context, the requirements and 
differences should be thoroughly analysed as to decide whether the use case can be applied or 
not. 
4. Careful check the individual requirements when in a field with little information about or ex-
perience with possible implementations and use cases. 
As a result, implementers with the target of growing in the AR glasses market should use these four 
trades, especially the human health care trade, as a catalyst to increase market share, e.g. training and 
education are appreciated and a beneficial market entry point for software integration and develop-
ment. The impact in the field of education confirms AR glasses as a reliable technology for training 
students and experts in a secure and inexpensive mixed virtual environment. 
Furthermore, software developers will have to prioritise user interface design as well as simple func-
tions to access required data in a short period.  
Also, we deduced three upcoming tasks for researchers: 
1. Analysing the listed use cases regarding their potential for cross-innovation, i.e. their applica-
bility in different trade sections. For researchers, these might be the most exciting instances. 
For example, the use case Process Guidance might also be very well applicable within training 
or health care environments. 
2. Verification of the trades and use cases that are not yet well represented in literature. 
3. Developing and exploring entirely new use cases within different trades. 
4. Scientific research and development usually are not driven by hard investment decisions. This 
circumstance allows for mistakes and an access point for prototypical application focusing a 
productive use in future. 
This paper and the presented results, the classified trades as well as the use case catalogue, contribute 
to theory by providing a state-of-the-art analysis of trades as well as use cases where AR glasses are 
now in use. Compared to the latest use case studies (Niemöller et al., 2017) this paper provides an 
unconstrained trade overview of use cases for AR glasses. As a result, these use cases presented are 
more generic, trying to address requirements and use case scenarios from multiple trades. 
We faced challenges to specify the use cases, trying to be as precise as possible so as not to lose 
context while still targeting generic use cases covering a wide range of trades. For the future, and as a 
lessoned learned, the use case catalogue should be broken down further to avoid losing domain-
specific requirements. 
Both results of this paper, the classified trades as well as the use case catalogue, allow the further 
positioning of development projects and prototypes in line with actual market needs. The trade catego-
risation shows where AR glasses are now in use and therefore provide valid market entry points to 
earn acceptance and market share from the start. 
Software developers, as well as decision-makers, can take the findings into account to validate their 
ideas of using AR glasses. In detail, this paper should guide decision makers, trying to avoid trade or 
use case specific solutions which are not now in use in the market and which therefore require addi-
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tional development time before being market ready. On the contrary, researchers can focus on use cas-
es, which are not now in use, while addressing the requirements of trades which have a high ac-
ceptance level for the AR technology. 
Compared to our research questions, we answer RQ1 “Which trades are right now using AR glasses 
application?” with a trade categorisation of 16 sections and 30 divisions (according to the ISIC stand-
ard) in Section 3.2. Also, we answer RQ2 “What are the recent use cases of AR glasses?” by provid-
ing a use case catalogue of seven primary use cases and, closely connected to it, 27 sub use cases in 
Section 3.3. 
5 Conclusions and Outlook 
This paper presents an overview of recent activities in the AR glasses domain. It identifies 21 trades 
and 7 use cases, thus providing context for the use of AR glasses. The information is then used to de-
rive implications for decision-makers, software developers and researchers. Hence, this article not on-
ly contributes to research in the field of service systems design but also provides evidence for the fu-
ture of digital work. 
The results presented, as well as our research, are limited. Therefore, we see a clear need for further 
evaluation and validation. First, regarding the conflict between AR and VR glasses, in some instances, 
VR glasses might provide a more beneficial solution than AR glasses. Closely connected to this limita-
tion we see the requirement of having a method for assessing the profitability of AR glasses. Second, a 
context search by using MAXQDA should be conducted in order to provide the trades and use cases 
described with negative or positive contexts. Additionally, focus groups or expert interviews will pre-
dict the practical implementability of the use cases. This would also shine a light on missing factors 
important for realisation. 
Advanced AR glasses, such as the HoloLens, provide the technology to significantly impact the inter-
action and collaboration between people and their environment. Especially for data visualisation, 
communication and cooperation, AR glasses have the potential to take productivity to the next level.  
Apart from that, we suggest researching two other central topics: first, feasibility studies for cost-
benefit considerations and cost expenditures and second, opportunities for collaboration, i.e. research 
on AR’s impact on process efficiency, as well as usability and acceptance studies. 
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