Transversality for equivariant exact 1-forms and gauge theory on 3-manifolds  by Herald, Christopher M.
Advances in Mathematics 200 (2006) 245–302
www.elsevier.com/locate/aim
Transversality for equivariant exact 1-forms
and gauge theory on 3-manifolds
Christopher M. Herald
Department of Mathematics & Statistics/084, University of Nevada, Reno NV 89557, USA
Received 17 November 2003; accepted 12 September 2005
Communicated by Dr. Tomasz Mrowka
Available online 9 December 2005
Abstract
An equivariant jet transversality framework is developed for the study of critical sets of
invariant functions on G manifolds. Techniques are developed to extend transversality results
to the inﬁnite dimensional Fredholm setting. As an application, the generic structure of the
SU(4) perturbed ﬂat moduli space of an integral homology three-sphere is described, as well
as the generic structure of the parameterized moduli space for a path of perturbations. A similar
analysis of the U(3) moduli space for rational homology three-spheres is also carried out.
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1. Introduction
Let X be a smooth, closed, oriented three-dimensional manifold, G be a compact
Lie group, and G → P → X be a principal G bundle over X. The purpose of this
paper is to examine in detail transversality issues concerning the moduli space of ﬂat
connections on P. A fundamental tool for understanding the ﬂat moduli space(or, more
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generally, the space of solutions to a Fredholm equation) is the Kuranishi technique.
This technique will be discussed at some length in later sections, but in this introduction
we give the following outline of the Kuranishi method.
Let A be a ﬂat connection on P. Any other connection differs from A by a differential
one-form with values in the adjoint bundle, a ∈ 1(X; adP). To analyze the space of
ﬂat connections modulo gauge, at least locally, we can restrict our attention to the slice
through A for the gauge group action, namely,
{A + a | a ∈ ker d∗A ∩ 1(X; adP)}.
Furthermore, the Kuranishi model allows us to model the set of ﬂat connections in the
slice, those for which the curvature two-form vanishes, as the zero set of a map from
kerL to cokerL, where L is the linearization of the curvature map. (We are being
slightly dishonest here, in that one must adjust this map to make the cokernel ﬁnite
dimensional; see Proposition 61 for details.) The kernel and cokernel are identiﬁed with
H 1A(X; adP) and H 2A(X; adP), the cohomology of X with coefﬁcients in the bundle adP
with its ﬂat structure determined by A. These two cohomology groups are isomorphic,
by Poincaré Duality.
One immediate consequence is that if H 1A(X; adP) = 0, then the gauge orbit [A]
is a zero-dimensional component of the ﬂat moduli space, nondegenerate in the sense
that the orbit is cut out transversely by the equation “curvature equals zero.” More
generally, the dimension of H 1A(X; adP) gives an upper bound for the dimension of
the moduli space near A.
There is considerably more information contained in the Kuranishi model. The ﬂat
moduli space near [A] is identiﬁed with the zero set of a map :H 1A(X; adP) →
H 2A(X; adP), modulo the action of stab(A), the isotropy subgroup of A in the gauge
group. This isotropy group is identiﬁed with the centralizer of the holonomy subgroup
of A in G. The action of stab(A) on the vector space HkA(X; adP), k = 1, 2, is linear,
and the map  is equivariant. Furthermore,  can be identiﬁed with the differential of
a certain invariant function c0:H 1A(X; adP) → R.
If the ﬂat moduli space fails to be a nondegenerate zero-dimensional manifold, the
framework of “admissible holonomy perturbations” developed by Floer in [10] and
Taubes in [20] provides a method to perturb the ﬂatness equation without destroying
its Fredholm property. In the G = SU(2) setting, for X satisfying H1(X;Z) = 0, these
perturbations were shown in [20] to have the property that a generic set of pertur-
bations determine nondegenerate perturbed ﬂat moduli spaces. Furthermore, deforming
the perturbation along a generic path produces a cobordism between the perturbed ﬂat
moduli spaces corresponding to the endpoints.
For higher rank Lie groups G or more general three-manifolds, the transversality
problems are more complicated, due to the existence of various types of reducible
ﬂat connections (connections with different isotropy subgroups). The quotient space of
connections modulo gauge has singularities at the orbits of the reducible connections.
The main purpose of this paper is to develop the perturbation framework to address
transversality questions related to these singularities.
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Table 1
Notational correspondence
Name Gauge theory symbol Simpler symbol
Slice tangent space XA = ker d∗A ∩1(X; adP) E
Curvature map F :L21XA → L2 (∗XA) :E → F
First cohomology H 1
A
(X; adP) U
Second cohomology H 2
A
(X; adP) W
Isotropy subgroup stab(A) H
Chern–Simons function cs: (A + L21XA) → R c:E → R
In this paper we consider the following two cases:
(A) G = U(3) or SU(3) and X is a rational homology sphere (QHS), and
(B) G = U(4) or SU(4) and X is an integral homology sphere (ZHS).
In both of these cases, we will show that generic perturbations determine nondegenerate
perturbed ﬂat moduli spaces, and furthermore we will describe the structure of the
parameterized moduli space for a generic path of perturbations. The latter result will
provide the basis for Cerf-theoretic proofs that SU(4) and SU(3) Casson-type invariants
are well-deﬁned (perturbation independent) in these two cases, but we do not take up
this task in this paper. The techniques developed here offer a promising avenue to prove
similar results for more general groups G and for a broader class of three-manifolds,
but these generalizations require further calculations and will also not be discussed
here.
Most of the work in this paper will be concerned with the Kuranishi model around a
ﬁxed ﬂat connection. Ultimately, global results on moduli spaces will be obtained using
compactness of the ﬂat moduli space to obtain a cover by ﬁnitely many Kuranishi model
neighborhoods. But, because so much of the work involves only the local structure, we
will in large part abandon the usual terminology and symbols for the spaces, functions
and maps involved in the three-manifold gauge theory context for a simpler, more
general approach.
Since we expect that many of the readers are already familiar with the terminology of
connections, cohomology, curvature, the Chern–Simons function, etc., it may be useful
in this introduction to translate between the usual terminology and the terminology
used in the main body of this paper. Please see Table 1. This correspondence is made
more precise in Section 6.
In summary, the local analysis in this paper is concerned with H invariant functions
on an H vector space U. The groups H with which we will be concerned are the
stabilizers of the different types of reducible U(n) connections, n = 3, 4.
To keep track of the possible reductions, we adopt the following notation. An n
type connection is an irreducible connection of rank n. An r1 + r2 type connection is
a gauge equivalent to A1 ⊕ A2, where A1 and A2 are irreducible gauge inequivalent
connections of rank r1 and r2, respectively. It has stabilizer isomorphic to U(1)×U(1)
in U(r1 + r2). Similarly, an r1 + r2 + r3 connection may be decomposed into three
inequivalent summands, and has stabilizer isomorphic to U(1) × U(1) × U(1). If A is
gauge equivalent to A1 ⊕ A1, where A1 is an irreducible U(r1) connection, then we
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Table 2
Representation types
Connection type H U
n {1} Rk
r1 + r2 U(1) Rk ⊕ Cl
r21 SO(3) R
k ⊕
(
R3 ⊗ Rl
)
r1 + 12 U(2) Rk ⊕
(
C2 ⊗ Rl
)
r1 + r2 + r3 U(1) × U(1) × U(1) Rk ⊕ Cl1 ⊕ Cl2 ⊕ Cl3
say A has type r21 . The stabilizer of an r21 connection in U(2r1) is isomorphic to U(2).
Similarly, an r1 + r22 type connection is a reducible connection gauge equivalent to
A1 ⊕A2 ⊕A2, where A1 and A2 are irreducible of rank r1 and r2, respectively. Such
a connection has stabilizer in U(r1 + 2r2) isomorphic to U(1) × U(2).
For concreteness, Table 2 lists the groups H and vector spaces U which arise in the
cases (A) and (B) listed above. One can sometimes replace stab(A) by a simpler group
without altering the transversality issues, so in this list H may not correspond exactly
to stab(A). In Table 2, Rk and Rl denote trivial representations of H (of arbitrary
dimensions), R3 denotes the standard representation of SO(3), and the complex vector
spaces denote the obvious representations of the unitary groups indicated with the
exception of the last one. Here (, ′, ′′) ∈ U(1)×U(1)×U(1) acts on (x, z, z′, z′′) ∈
Rk ⊕ Cl1 ⊕ Cl2 ⊕ Cl3 by
(, ′, ′′)(x, z, z′, z′′) =
(
x, ′(′′)−1z, (′′)−1z′, (′)−1z′′
)
.
Section 5 contains representation-speciﬁc calculations needed for transversality argu-
ments in each of the types of H vector space listed in this table. In Section 6, we
show that for each ﬂat connection A in either case (A) or (B), the stab(A) invariant
functions on H 1A(X; adP) correspond to invariant functions on one of these H vector
spaces.
We now state the main transversality result in this paper. (It is stated more precisely
at the end of the paper.) Fix X and G as in Case (A) or (B). Let A denote the space of
G connections on the ﬁxed principal G bundle P, and let G be the corresponding gauge
group. These are to be completed using appropriate Sobolev norms, which will be made
precise later on in this paper. Let cs:A → R denote the Chern–Simons function. Let
F denote the space of holonomy perturbations described in Section 6.
Theorem 1. Under the assumptions above, there exists a  > 0 and a residual subset
of the ball B(F) consisting of elements f for which the perturbed ﬂat moduli space
Mf (X) is a nondegenerate compact zero-manifold, (i.e. cs+f is Bott–Morse on A/G,
with ﬁnitely many isolated critical orbits).
For two such perturbations f0 and f1, generic paths in B(F) from f0 to f1 have
the property that the parameterized ﬂat moduli space is a compact union of arcs, each
lying in a ﬁxed orbit type stratum. The individual arcs are compact except for open
ends that limit to distinct points in more reducible strata of the parameterized moduli
space. (There may well also be compact closed components, i.e. circles.)
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Fig. 1. These are the only “T ”-intersection bifurcations for U(3) or SU(3) connections on a QHS.
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Fig. 2. These are the only “T ”-intersection bifurcations for U(4) or SU(4) connections on a ZHS.
For  > 0 sufﬁciently small, the orbit of the trivial connection remains an iso-
lated point in the perturbed ﬂat moduli space and there are no abelian perturbed ﬂat
connections.
Remark 2. The conclusion of the theorem, expressed in other words, is that for generic
paths of small perturbations, each stratum of the perturbed ﬂat moduli space changes by
a one-dimensional cobordism. This cobordism is compact except for a speciﬁc type of
bifurcation, which is topologically a “T”-intersection, wherein a less reducible perturbed
ﬂat orbit pops out of (or disappears into) an arc of more reducible perturbed ﬂat orbits.
This only happens for certain combinations of orbit types, indicated in Fig. 1 for Case
(A) and Fig. 2 for Case (B).
2. Jet transversality and the Kuranishi method
In this section we will establish a number of preliminary local results concerning
transversality for Fredholm maps which are exact one-forms. A standard technique in
gauge theory known as the Kuranishi method (also called Liapunov–Schmidt reduction)
allows one to model the zero set of a Fredholm map locally with a ﬁnite dimensional
model. This section is concerned with perturbations of the Fredholm map and their
effect on the Kuranishi model. Speciﬁcally, we begin with a Fredholm exact one-form,
and we modify it by adding the differential of another function to it. A fundamental
question is the following. What condition on the space of perturbation functions guar-
antees that the corresponding perturbations of the ﬁnite dimensional Kuranishi model
satisfy the standard jet transversality conditions (so that generic perturbations exhibit
generic behavior)?
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If the exact one-forms are required to be equivariant (i.e. they are required to be dif-
ferentials of invariant functions) under some group action, then the transversality ques-
tions become more delicate. The main technical results in this paper are jet transversality
results about equivariant Fredholm exact one-forms. This section lays out the nonequi-
variant (and hence simpler) version of these results, establishes notation, and provides
a warm-up for the equivariant version.
2.1. Fredholm maps and the Kuranishi method
We begin by recalling the Kuranishi method for studying the local structure of the
zero set of a Fredholm map. Let E and F be Banach spaces, and let :E → F be a
Cs Fredholm map with s1.
Consider a point x ∈ −1(0). For simplicity of notation, we will assume x = 0.
Set U = ker d0 and choose a complementary subspace V ⊂ E. Similarly, set V ′ =
Image(d0) and choose a complementary subspace W ⊂ F . Let V ′ :F → V ′ and
W :F → W denote the projections associated to the direct sum decomposition F =
V ′ ⊕ W .
Proposition 3. The two projections V ′ :F → V ′ and W :F → W are bounded.
Proof. Consider the map V ′ ⊕ W → F given by (v,w) 	→ v + w. It is bounded
by the triangle inequality. Because V ′ + W = F and V ′ ∩ W = 0, this map is also
1-1 and onto. Banach’s theorem states that if a bounded linear map between Banach
spaces is invertible, then its inverse is also bounded, so V ′ ⊕W :F → V ′ ⊕ W is
bounded. 
Unless d0 is surjective (i.e. W = 0), we cannot apply the Implicit Function Theorem
to conclude that Z = −1(0) is a manifold near 0. The Kuranishi method is to apply
the Implicit Function Theorem to gain as much information as we can, in spite of this
failure. Namely, we will capitalize on the fact that the differential of V ′ ◦  at 0,
restricted to the V summand, is an isomorphism
D2 (V ′ ◦ )0 = V ′ ◦ D20:V → V ′,
by our choice of decompositions of E and F.
Let P :E = U ⊕ V → V ′ be the map deﬁned by
P(u, v) = V ′ ◦ (u, v).
(If we were studying Z near a point z = 0, we would set P(u, v) = V ′ ◦ (z +
(u, v)).) Since D2P0 is surjective, P−1(0) is a Cs manifold near (0, 0) which can be
parameterized as the graph of a smooth map :BU ⊂ U → V . That is, there is a
product neighborhood BU × BV ⊂ U ⊕ V of (0, 0) such that
Z ∩ (BU × BV ) = {(u,(u)) | u ∈ BU }.
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A ﬁnite dimensional model for Z near 0 is now obtained as follows. Let :BU → W
be the map
(u) = W ◦ (u,(u)).
Since (x) vanishes if and only if both projections V ′ ◦ (x) and W ◦ (x) vanish,
the zeros of  in BU × BV are exactly the points (u,(u)) for which (u) = 0. In
other words, Z ∩ (BU × BV ) is identiﬁed, under the graphing map : u 	→ (u,(u)),
with the zero set of :BU ⊂ U → W , a Cs map between ﬁnite dimensional vector
spaces.
In the next subsection, we consider the situation where F ⊂ E∗ and the map :E →
F is the differential of a Cs+1 function c:E → R. That is, (x) is the element of E∗
given by (x)(x) = d
dt
c(x + t x) |t=0.
2.2. Fredholm exact one-forms
In this subsection, we specialize the discussion of the last subsection to the case
where the Fredholm map  is an exact one-form on E. (Everything we say here applies
to a ﬁnite dimensional manifold, although the nonlinear abundance questions are not
entirely well-motivated in this context. This is a recommended warm-up case for the
reader to consider.)
Let c:E → R be a Cs+1 function, and let dc:E → E∗ denote its differential.
Assume that dc takes values in F ⊂ E∗ and that the map dc:E → F is Fredholm.
Then the map dc:E → F may be taken to be  as in Section 2.1, giving rise to
local Kuranishi descriptions of the critical set of c (the zero set of dc). In this sub-
section, we will explore the Kuranishi method in this context of exact one-forms more
fully.
Let x ∈ crit(c) = (dc)−1(0). For simplicity of notation, we assume x = 0 ∈ E. Let
D(dc)0 denote the linearization of the exact one-form dc:E → F at x = 0. We now
make several other assumptions about c.
Hypothesis A. We assume that F is a Banach space contained in E∗, that dc takes
values in F, and that dc:E → F is a Cs Fredholm map. Set U = kerD(dc)0 ⊂ E
and V ′ = Image (D(dc)0) ⊂ F . We assume that there exist complementary spaces V
and W with the following properties:
• E = U ⊕ V and F = W ⊕ V ′, and
• W = U∗ and V ′ ⊂ V ∗, i.e. for each w ∈ W and v ∈ V , w(v) = 0.
Remark 4. In the gauge theory applications we have in mind, E is a subspace of the
space of connections on a principal bundle over a closed three-manifold X, completed
with respect to a Sobolev norm L21. Fixing a base connection A, we can identify E with
L21
1(X; adP) (more precisely, with the slice tangent space for the gauge group action
through A, L21
1(X; adP)∩ ker d∗A). The dual space is L2−12(X; adP). The pairing is
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given by
(1,2) 	→
∫
X
−tr(1 ∧ 2),
where tr:Lie(G) × Lie(G) → R is a negative deﬁnite, adjoint invariant symmetric
bilinear form on the Lie algebra. (If G ⊂ U(n), this can be taken to be the usual trace
of the product.)
The function c:E → R to be studied is the Chern–Simons function, which has
the property that dcA = − 142F(A) ∈ L22(X; adP), where F(A) is the curvature
two-form of A.
At a ﬂat connection A, the linearization of the curvature map is the twisted de Rham
operator dA:L21
1(X; adP) → L22(X; adP), which is part of an elliptic complex.
With suitable restriction of the domain and modiﬁcation of the range (see Lemma 60
for details), we therefore obtain a Fredholm map when L2 is used on the range. This
explains our motivation for the hypothesis about F ⊂ E∗. We have a Fredholm map
from L21 to L2 ⊂ L2−1 =
(
L21
)∗
.
In addition, after making the domain and range modiﬁcations and ﬁxing a Riemannian
metric on X, the kernel and cokernel of the map dA above are the cohomology groups
U = H 1A(X; adP) and W = H 2A(X; adP) with coefﬁcients in the ﬂat bundle determined
by A, speciﬁcally the spaces of harmonic representatives for the cohomology. The
harmonic representatives are smooth, and hence these spaces are independent of the
Sobolev norms. The metric on X gives rise to an L2 inner product on forms, and we
can choose V and V ′ to be orthogonal complements to the harmonic representatives.
Then the second part of Hypothesis A holds also.
Set P :U ⊕ V → V ′ equal to
P(u, v) = V ′
(
dc(u,v)
)
.
Note that P(u, v) = 0 if and only if dc(u,v) annihilates V. Near the critical point x = 0,
P−1(0) is parameterized by {(u,(u)) | u ∈ BU } for a map :BU → V . Again there
is a map :BU → W given by
(u) = W
(
dc(u,(u))
)
,
with the property that the critical set of c near zero is the image of −1(0) under the
map : u 	→ (u,(u)).
The following proposition identiﬁes the Kuranishi map  as an exact one-form on
a ﬁnite dimensional space.
Proposition 5. Under Hypothesis A,  is the differential of the Cs function c˜:BU → R
deﬁned by
c˜(u) = c(u,(u)).
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Proof. Let D1c and D2c denote the differentials of c with respect to the summands in
E = U ⊕ V , i.e. W(dc) and V ′(dc). Then  is deﬁned implicitly by the equation
D2c(u,(u)) = 0. Therefore, for u ∈ TuU , we have
dc˜u(u) = D1c(u,(u))(u) + D2c(u,(u)) ◦ Du(u)
= W(dc(u,(u)))(u). 
2.3. Perturbation of Fredholm maps
We now consider the effect on the zero set, and on the local Kuranishi description
of this set, of perturbing a Fredholm map. To begin with, we return to the general
setting of a Cs Fredholm map :E → F . Let E be a Banach space, with a Cs map
S:E × E → F . We will view E as a space of perturbations of , associating to each
e ∈ E the map
e = + S(e):E → F,
where S(e)(x) = S(x, e).
Proposition 6. For any compact set K ⊂ E, there is a neighborhood N ⊂ E of K and
a  > 0 such that for each e ∈ E with ‖e‖ < ,
e|N :N → F
is Fredholm.
Proof. First ﬁx a point x ∈ K . The linearization dx : TxE → T(x)F is a Fredholm
linear map. The space of Fredholm linear maps is an open subset of the space of
bounded linear maps L(TxE, T(x)F ). It follows that for sufﬁciently small e ∈ E ,
d(e)x : TxE → T(x)F is Fredholm.
Viewed as an element of L(E, F ), d(e)x varies continuously in x and in e, so it
follows that there exists 1 > 0 and 2 > 0 with the property that ‖e‖ < 1 and
‖x − x′‖ < 2 insure that d(e)x′ is Fredholm.
Choosing such 1 and 2 for each x ∈ K , we can take a ﬁnite subcover of the 2
balls for K, setting N to be the union. Let  be the minimum over the ﬁnite set of
corresponding 1 values. The result follows. 
We will, for the time being, be interested in local results, so we will ﬁx a point in
−1(0), which we again assume to be 0 ∈ E for simplicity. Applying Proposition 6 to
K = {0}, we get neighborhoods BE and BE such that e:BE → F is Fredholm for all
e ∈ BE .
With the same decompositions of E and F as before, extend the map P to a map
P :BU × BV × BE → V ′,
P (u, v, e) = V ′ ◦ e(u, v). (1)
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Again, the V differential is surjective, so we obtain (after possibly shrinking the neigh-
borhoods) a Cs map :BU × BE → V such that
P−1(0) ∩ (BU × BV × BE )
= {(u,(u, e), e) | (u, e) ∈ BU × BE }.
Now the universal zero set {(u, v, e) ∈ BU ×BV ×BE | e(u, v) = 0} is identiﬁed with
the zero set of the Cs map :BU × BE → W deﬁned by
(u, e) = W ◦ e(u,(u, e)). (2)
Again, we will let  denote the graphing map :BU × BE → U × V × E,
(u, e) = (u,(u, e), e).
We now assume, once again, that the Fredholm map  is an exact 1-form on E,
 = dc:E → F ⊂ E∗. We consider perturbing by adding other exact 1-forms. We
make the following additional assumptions.
Hypothesis B. We assume that:
• F is a Banach space contained in Cs+1(E).
• For all f ∈ F , the differential df takes values in F, i.e. df :E → F ⊂ E∗.
• The map (x, f ) ∈ E × F 	→ dfx ∈ F is Cs .
Note that the general discussion above concerning perturbations of Fredholm maps
applies in this context, with E = F and S(f ) = df :E → F . Thus if we deﬁne a map
P as in Eq. (1) (with E replaced by F), we obtain maps , , and  as in Eq. (2).
Proposition 5 generalizes immediately to the following statement.
Proposition 7. The parameterized Kuranishi map :BU × BF → W is given by
(u, f ) = df˜ (u), where f˜ :BU → R is f˜ is the Cs function deﬁned (in terms of
the implicitly deﬁned map ) by
f˜ (u) = (c + f )(u,(u, f )).
The content of Proposition 7 is that via the Kuranishi method, the study of critical sets
cut out by Fredholm exact one-forms reduces to the study of the critical sets of functions
on a ﬁnite dimensional space. We next focus on transversality issues concerning critical
sets in the latter setting. These issues are conveniently discussed in terms of jets, so
we pause to establish some useful notation and recall the jet transversality theorem.
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2.4. Jet transversality
In this subsection, let U be a ﬁnite dimensional normed vector space. Let Ck(U)
denote the set of (real valued) Ck functions on U, and let Ck(b)(U) denote the set of
functions with all derivatives of order less than or equal to k bounded. This can be
made into a Banach space by deﬁning a norm
‖f ‖ =
k∑
j=0
sup
u∈U
|djfu|,
where the terms in the sum are the operator norms of djfu:U⊗j → R.
Deﬁnition 8. For any integer k0, let J k(U) denote the set of k-jets of maps from U
to R. Let : J k(U) → U be the source map, and set J k(U)u = −1(u). Assume r > 0
and deﬁne jk:Cr+k(U) × U → J k(U) by
jk(f, u) = jku (f ) = [u, f ] ∈ J k(U)u.
We will sometimes view jk as a map jk:Cr+k(U) → Cr(U, J k(U)). (See [15], for
example.)
Notice that J k(U) is a vector bundle over U and that, if f is Ck , jk(f ) deﬁnes a
section of it. To illustrate the usefulness of jets, we recall the Jet Transversality Theorem
and a number of applications. See Theorems 3.2.7 and 3.2.8 in [15] for a more general
discussion of these issues. We will adapt the theorem in [15] to the present setting of a
(nonlinear) Cr map T :F → Cr+k(b) (U). The reader should keep in mind the implicitly
deﬁned T (f ) = f˜ from Proposition 7.
Although for simplicity we will state these results for globally deﬁned functions on
U, they generalize easily to open subsets of U (at the expense of having to differentiate
between the subset and its tangent space). Also, note that any Cs function on an open
ball B(U) is in Cs(b)(B′(U)) for each 
′ < , so the bounded derivatives condition is
not a serious problem for local arguments.
Recall that a subset of a topological space is residual if it is a countable intersection
of open dense sets.
Theorem 9. Let A ⊂ J k(U) be a C∞ submanifold, and ﬁx r > max{0, dimU −
codimA}. Suppose that F is a Banach space and that T :F → Cr+k(b) (U) is a Cr
map. Let Q:F ×U → J k(U) be the Cr map deﬁned by Q(f, u) = jku (T (f )). If Q is
transverse to A, then
{f ∈ F | jk(T (f )):U → J k(U) is transverse to A}
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is residual in F and hence dense. For f in this residual subset,
{u ∈ U | jku (T (f )) ∈ A}
is a submanifold of U of codimension equal to codimA.
Remark 10. The hypothesis on r, which comes from the differentiability requirement
for the Sard–Smale Theorem, is not a big problem for us. All of the submanifolds A
with which we will be concerned are contained in {[u, f ] ∈ J k(U) | dfu = 0}, so
codimAdimU . Therefore it will be sufﬁcient to take r > 0.
Proof. Set W = Q−1(A) ⊂ F × U . By the Implicit Function Theorem, W is a Cr
submanifold, of codimension equal to the codimension of A in J k(U). The projection
:F × U → F is Fredholm, of index dimU . Thus the restriction |W :W → F is
a Fredholm map of index dimU − codimA. By the Sard–Smale Theorem, the set
of regular values is residual in F , and one can check that f is a regular value of
|W if and only if jk(T (f )) is transverse to A. The preimage of a regular value f is
{f } × {u ∈ U | Q(f, u) ∈ A}, a submanifold of {f } × U . 
The following corollary illustrates the utility of this theorem in the study of critical
sets. (This ﬁrst corollary could be stated more efﬁciently in terms of the cotangent
bundle instead of jet spaces, but we formulate it this way as a warm-up for the other
applications that follow.)
Corollary 11. Let F be a Banach space and let k1. Suppose that T :F → Cr+k(b) (U)
is a Cr map with the property that the map Q:F×U → J k(U), deﬁned by Q(f, u) =
jku (f ), is transverse to the submanifold
A = {[u, f ] ∈ J k(U) | dfu = 0}.
Then
{f ∈ F | T (f ) is Morse}
is residual in F and hence dense.
Proof. The codimension of A in J k(U) is dimU . By Theorem 9, for f in a residual
subset of F ,
crit(T (f )) = {u ∈ U | j1u (T (f )) ∈ A}
is a zero-dimensional submanifold of U. Implicit in the ﬁnal statement in the theorem
is that the condition that jku (T (f )) ∈ A cuts out its solution set in U transversely. This
means that d(T (f )):U → T ∗U has transverse zeros, so T (f ) is Morse. 
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There is a standard method for extending these transversality results to families
of functions in F . We will be interested only in one-dimensional families in this
paper. Suppose that f0 and f1 are two elements of F such that T (f0) and T (f1) are
Morse functions. Fix r > max{0, dimU −codimA+1}. Let C˜r+k([0, 1],F) denote the
space of Cr+k paths from f0 to f1. This is an afﬁne space modeled on the Banach
space
{{ft } ∈ Cr+k([0, 1],F) | f (0) = f (1) = 0}. In all the cases where we apply this
theorem, r = 2 will sufﬁce.
Theorem 12. With U, A ⊂ J k(U), F , T and Q as above, the set
{
{ft }0 t1 | jkT (ft ):U × [0, 1] → J k(U) is transverse to A
}
is residual in C˜r+k(b) ([0, 1],F). For any path in this residual set, the set
{(u, t) ∈ U × [0, 1] | jku (ft ) ∈ A}
is a submanifold of U × [0, 1] of codimension equal to codimA.
Proof. If the map Q is transverse to A, then clearly the extended map
Q˜: C˜r+k(b) ([0, 1],F) × U × [0, 1] → J k(U),
given by Q˜({ft }, u, t0) = jku (ft0), is transverse to A. The path space is a Banach
manifold, and we can make exactly the same argument as in Theorem 9. 
Corollary 13. Assume the transversality hypothesis of Theorem 12 holds for
A = {[u, f ] ∈ J k(U) | dfu = 0}
for some k1. Then for a residual set of paths from f0 to f1, the parameterized critical
set {(u, t) ∈ U × [0, 1] | d(ft )u = 0} is a (possibly noncompact) one-dimensional
manifold with boundary equal to
({0} × crit(f0)) ∪ ({1} × crit(f1)) .
Proof. This is an immediate consequence of Theorem 12. 
Remark 14. This corollary does not preclude functions ft0 in the path with non-isolated
critical points. There may in fact be a whole one-manifold of critical points for certain
values of t. One can see this already with U = R and F = {linear functions}. Consider,
for example, the functions f0(x) = x and f1(x) = −x, with the path ft (x) = (1−2t)x
connecting them.
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Corollary 15. Assume that, for some k2, the transversality hypothesis of Theorem 12
holds for
A = {[u, f ] ∈ J k(U) | dfu = 0}
and for each of the subsets
Al = {[u, f ] ∈ J k(U) | dfu = 0 and dim ker d2fu = l},
for l = 1, . . . , dimU . Then for a residual set of paths from f0 to f1, the points (u0, t0)
in the one-dimensional parameterized critical set
{(u, t) ∈ U × [0, 1] | d(ft )u = 0},
where dim ker d2(ft )u = 1 are isolated, and there are no points where this dimension
is larger than one.
Proof. This follows from the fact that A1 has codimension one in A and, for l > 1,
Al has codimension > 1 in A. We leave this computation to the reader. We make a
similar argument in the more complicated equivariant setting in Proposition 39. 
Corollary 16. Assume the transversality hypothesis of Theorem 12 holds for
A,A1, . . . , AdimU ,A
′ ⊂ J k(U), k3,
where A,A1, . . . , AdimU are as deﬁned above and
A′ = {[u, f ] ∈ J k(U) | dfu = 0, dim ker d2fu = 1 and d3fu|ker d2fu = 0}.
Then for a residual set of paths from f0 to f1, the one-dimensional parameterized
critical set has the following properties at each (u0, t0) in it where d2(ft0)u0 has
nontrivial (one-dimensional) kernel:
(a) ft0 has the property that d3(ft0)|ker d2(ft0 )u0 is nontrivial.
(b) t (dft )u0 |t0 = 0.
Proof. The proof of the ﬁrst claim is another application of the Parameterized Jet
Transversality Theorem, relying on the fact that A′ ⊂ A1 is a submanifold of codimen-
sion one.
The second claim follows from the fact that the parameterized critical set is a 1-
manifold cut out transversely in U × [0, 1]. At (u0, t0), the tangent space must be
ker d2(ft0)u0 ⊕ {0}. This implies the second claim. 
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Corollary 17. Under the hypothesis of the Corollary 16, the bifurcations in the critical
set, for a generic path connecting Morse functions in F , are “standard Morse births
and deaths” which are modeled on the bifurcation in the critical set of ft :R → R,
ft (x) = −tx + x33 + R(t, x) where limx→0 R(t,x)x3 = 0.
Proof. The reduction to one-dimension is a standard Kuranishi or Liapunov–Schmidt
reduction. The two conditions in Corollary 16 insure that the reduced model has the
same property, except now there is only one “space variable” and ker d2ft0 is the
whole line. The expansion of ft (x) now follows (after rescaling t and x to adjust the
coefﬁcients). 
The idea behind jets is that they provide an intrinsic formulation of the Taylor
expansion, independent of any coordinate system. Taylor expansions, on the other hand,
behave in a rather complicated way with respect to composition with diffeomorphisms
or other differentiable maps.
The following identiﬁcation of the space of jets will be helpful. For any ﬁnite
dimensional vector space U, let Sk(U) ⊂ (U∗)⊗k denote the space of symmetric k
tensors on U. (It will be convenient to set S0(U) = R.) We will use the notation
S0+···+k(U) to denote the direct sum
⊕k
i=0 Si(U). If U is a subset of a vector space,
then one must make the straightforward modiﬁcation of replacing Sl(U) with Sl(TuU).
Let dk(·)u:Ck(U) → Sk(U) denote the kth derivative at u, sending f to dkfu (deﬁne
d0fu = f (u)).
Using linear coordinates on U, we obtain a natural bijective correspondence between
J k(U)u and S0+···+k(U), given by
[u, f ] 	→ (d0fu, d1fu, . . . , dkfu). (3)
In this notation, d0fu is simply the value f (u). In this way, J k(U) becomes a (trivial)
vector bundle over U with ﬁber S0+···+k(U). (It is also tempting to view the ﬁber as
the space of polynomials on U of degree less than or equal to k, associating [u, f ]
to the Taylor expansion of f at u. This is a little more complicated, since the Taylor
polynomial at u0 is a polynomial in u − u0. The former identiﬁcation avoids these
complications and works much better for our purposes.)
In all jet transversality applications that come up in this paper, we will be concerned
with submanifolds A which are transverse to the ﬁber of : J k(U) → U . Thus it will
be helpful to have the following sufﬁcient condition to show Q is transverse to A
(which may well be stronger than necessary, but is independent of a particular choice
of A).
Proposition 18. Suppose, in Theorem 9, that A ⊂ J k(U) is transverse to the ﬁbers of
: J k(U) → U . Then to verify the transversality hypothesis that Q is transverse to A,
it is sufﬁcient to show that the ﬁrst differential D1Q(f,u): TfF → Tjku (T (f ))J kU maps
onto the tangent space of the ﬁber J k(U)u.
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Equivalently, if we set F (−1)(f,u) = TfF and
F (l)(f,u) = {f ∈ TfF | j lu
(
DTf (f )
) = 0}, 0 lk − 1
then it is sufﬁcient to check that the maps
dlu ◦ DTf : f ∈ F (l−1)(f,u) 	→ dl(DTf (f ))u ∈ Sl(TuU)
are surjective for l = 0, . . . , k.
Proof. Note that the image of Q|F×{u} lies in the ﬁber J k(U)u, so the image of the
differential D1Q(f,u): TfF → Tjku (T (f ))J k(U) lies in the tangent space of the ﬁber.
Thus the ﬁrst claim is obvious.
The second claim is equally straightforward. The key observation is that jku is linear,
so D(jku ◦ T )f (f ) = jku
(
DTf (f )
)
. Any f ∈ F (l−1)(f,u) contributes nothing under this
map to the Sj (U), j < l, summands in S0+···+k(U) under the map (3). 
For a linear map L:U → V , there is a pullback map L∗: Sk(V ) → Sk(U) given by
L∗	(u1, . . . , uk) = 	(Lu1, . . . , Luk).
Remark 19. The advantage of ﬁltering TfF as we have in Proposition 18 has to do
with simplifying chain rule computations. For example, if h ∈ Cr+k(U) vanishes to
order l − 1 at u and 
:U → U is a diffeomorphism sending u to u, then h ◦ 
 also
vanishes to order l−1 at u, and furthermore the lth derivative of h behaves tensorially:
dl(h ◦ 
)u = (d
u)∗
(
dlhu
)
.
Here, (d
u)∗ is the pullback of the linear map d
u: TuU → TuU .
With Theorem 9 and Proposition 18 as motivation, we make the following deﬁnition.
Deﬁnition 20. Given a Banach space F and a Cr map T :F → Cr+k(b) (U), we will
say (T ,F) is kth order abundant at (u, f ) ∈ U × F if the map jku ◦ T :F → J k(U)u
sending (f, u) 	→ jku (T (f )) is a submersion at (u, f ). This is equivalent to the sur-
jectivity of the maps dlu ◦DTf :F (l−1)(f,u) → Sl(U) for l = 0, . . . , k in the second part of
Proposition 18.
The following proposition shows that although Taylor expansions depend on a coor-
dinate system, the property of kth order abundance does not.
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Proposition 21. If 
:U → U is a Cr+k(b) diffeomorphism ﬁxing u, then any map
T :F → Cr+k(b) (U) is kth order abundant at (u, f ) if and only if 
∗T :F → Cr+k(b) (U),

∗T (f ) = T (f ) ◦
, is kth order abundant at (u, f ). If 
(u) = u, then abundance of
T at (u, f ) is equivalent to abundance of 
∗T at (
−1(u), f ).
Proof. If (T ,F) is abundant at (u, f ) then, for each 0 lk, we can choose
{f li }1 iml ∈ TfF such that
• for j < l, dj (DTf (f li ))u = 0, and
• {dl (DTf (f li ))u}0 iml span Sl(U).
The right composition map, 
∗:Cr+k(b) (U) → Cr+k(b) (U), h 	→ h ◦ 
, is linear, so
D(
∗T )f (f ) = 
∗(DTf (f )). If DTf (f ) vanishes to order l − 1 at u, then
dj
(

∗(DTf (f ))
)
u
=
{
0, j < l,
(d
u)
∗ dl
(
DTf (f )
)
u
, j = l,
and (d
u)∗: Sl(TuU) → Sl(TuU) is an isomorphism. Applying this to the tangent
vectors f li above easily proves the proposition. 
2.5. Abundance for perturbations of the Kuranishi model
We now return to the setting where F ⊂ Cr+k+1(U ⊕ V ) and T :F → Cr+k(b) (U) is
deﬁned implicitly in terms of  by
{ T (f )(u) = (c + f )(u,(u, f )),
D2(c + f )(u,(u, f )) = 0 (4)
(on a neighborhood BU × BF of (0, 0), but we will not usually refer to the neigh-
borhood). This subsection is concerned with how jets of the functions f are related to
jets of the corresponding functions T (f ) = f˜ . More precisely, we will consider the
following two questions:
• For a map T :F ⊂ Cr+k+1(U ⊕ V ) → Cr+k(b) (BU) of the form in Eqs. (4), what
minimal condition on F guarantees that (T ,F) is kth order abundant on BU ×BF?
• What condition on (T ,F) guarantees abundance on a possibly smaller neighborhood
of (0, 0) ∈ U × F?
For T of this special form, the following result will be an important calculational tool.
Proposition 22. For T and  deﬁned as in Eqs. (4),
DTf (f )(u) = f (u,(u, f )).
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Proof. In the notation on the left-hand side of the equation above, we are using the
fact that Cr+k(b) (U) is a vector space to identify DTf (f ) ∈ TT (f )Cr+k(b) (U) with an
element of Cr+k(b) (U).
DTf (f )(u) = d
dt
(c + f + tf )(u,(u, f + tf ))
∣∣∣∣
t=0
= f (u,(u, f )) + D2(c + f )(u,(u,f )) ◦ D2(u,f )(f ).
Both instances of D2 in this formula refer to the differential of a function of two
arguments with respect to the second argument. But  is deﬁned by the equation
D2(c + f )(u,(u,f )) = 0, and hence the second term vanishes. 
Proposition 22 allows us to make a more speciﬁc criterion for abundance. For f ∈ F ,
let f :U → U ⊕ V denote the map f (u) = (u,(u, f )). Then Proposition 22 can
be restated as DTf (f )(u) = f ◦f (u).
Corollary 23. (T ,F) is kth order abundant at (u, f ) if and only if the map f ∈
TfF 	→ jku
(
f ◦f
) ∈ Tjku (T (f ))J k(U)u = J k(U)u is surjective. Note that Proposi-
tion 22 implies that we can also write
F (l)(f,u) = {f ∈ TfF | j lu
(
f ◦f
) = 0},
and then the abundance condition can be recast as the condition that
(df )
∗ ◦ dl(·)u:F (l−1)(f,u) → Sl(U)
is surjective for all 1 lk. In particular, when u = 0, abundance at (0, 0) is equiva-
lent to the surjectivity of the map i∗ ◦ dl(·)0:F (l−1)(0,0) → Sl(U), where i∗: Sl(U ⊕V ) →
Sl(U) denotes the pull-back by the inclusion i:U → U ⊕ {0} ⊂ U ⊕ V .
We next provide a sufﬁcient condition for (T ,F) to be abundant on a ﬁxed neigh-
borhood BU × BF (assumed to be small enough that  is deﬁned on it, of course).
In this theorem, let U :U ⊕ V → U denote projection onto the ﬁrst factor. We will
denote the pull-back map on symmetric tensors by ∗U : Sk(U) → Sk(U ⊕ V ).
Theorem 24. Fix (u0, f0) ∈ BU ×BF and let v0 = (u0, f0). If F ⊂ Cr+k+1(U ⊕V )
has the property that the image of the linear map dl(·)(u0,v0): TfF → Sl(U ⊕ V )
contains ∗USl(U) for each 0 lk, then T :F → Cr+k(U) deﬁned by Eq. (4) is kth
order abundant at (u0, f0).
The proof of Theorem 24 relies, at its heart, on nothing more than some chain rule
calculations. Because of compositions and implicitly deﬁned functions, however, the
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notation is rather daunting. The following lemma helps to distill one of the calculations
down a reasonable amount of notation.
Let h:U ⊕ V → R and a:U → V be functions (assumed to be sufﬁciently dif-
ferentiable that the following derivatives make sense). Deﬁne b:U → R by b(u) =
h(u, a(u)).
Lemma 25. Let h, a, and b be functions related as above. Suppose that dlh(u,a(u)) = 0
for l < k and that dkh(u,a(u)) = ∗U 	 ∈ Sk(U⊕V ), for some 	 ∈ Sk(U). Then dlbu = 0
for all l < k and dkbu = 	.
Proof. Successive applications of the chain rule show
dbu(u1) = D1h(u,a(u))(u1) + D2h(u,a(u)) ◦ dau(u1),
d2bu(u1, u2) = D21h(u,a(u))(u1, u2) + D1D2h(u,a(u))(u1, dau(u2))
+D1D2h(u,a(u))(u2, dau(u1)) + D22h(u,a(u))(dau(u1), dau(u2))
+D2h(u,a(u))(d2au(u1, u2)),
and, in general,
dlbu(u1, . . . , ul) = Dl1h(u,a(u))(u1, . . . , ul) + other terms.
All of the other terms involve Dl11 D
l2
2 h(u,a(u)) evaluated on combinations of l1 of the
vectors ui and l2 tangent vectors to V which arise from evaluating derivatives of a on
combinations of the remaining ui . Furthermore, in all these other terms, l1 + l2 l and
l2 > 0, so l1 < l.
It follows that if dlh(u,a(u)) = 0 then dlbu = 0. Furthermore, the assumptions of the
lemma imply that dkbu = Dk1h(u,a(u)) = 	 because all the other terms vanish in the
chain rule formula for dkbu. 
Proof of Theorem 24. We will rely on the criterion for abundance provided by Propo-
sition 18. Suppose that f ∈ TfF has the properties that f vanishes to order l − 1
at (u,(u, f )) and that dlf(u,(u,f )) = ∗U 	 ∈ Sl(TuU). Then Proposition 22 and
Lemma 25 imply that DTf (f ) vanishes to order l − 1 at (u,(u, f )) and
dl
(
DTf (f )
)
u
= dlu (f (u,(u, f ))) = ∗U 	. 
For reasons that will be explained in Section 3, Theorem 24 is of limited use, although
a recent development by Mrowka offers some promise that we may get to the point
of being able to construct a class of perturbation functions where this hypothesis is
veriﬁable. In the meantime we can use the following theorem, with a weaker hypothesis,
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which will be shown to hold for the traditional class of “holonomy perturbations” of
Taubes and Floer (if the perturbation loops are chosen with a common base point). We
will discuss the relative merits of Theorems 24 and 26 for holonomy perturbations in
three-dimensional gauge theory in greater detail in the next section.
Consider the inclusion i:U → U ⊕ V , i(u) = (u, 0) and the pull-back i∗: Sl(U ⊕
V ) → Sl(U) on symmetric tensors.
Theorem 26. Suppose that F ⊂ Cr+k+1(U ⊕ V ) has the property that, for each
0 lk, there exist
f l1, . . . , f
l
ml
∈ F (l−1)(0,0)
with the property that
{
i∗dl
(
f l1
)
(0,0)
, . . . , i∗dl
(
f lml
)
(0,0)
}
span Sl(U). Then (T ,F) is kth order abundant on some neighborhood B ′U × BF of
(0, 0).
Proof. The graphing map :U → U ⊕ V , u 	→ (u,(u, 0)), satisﬁes (d0)∗ = i∗
and hence d∗0 = i∗ on symmetric tensors.
Choose f li as in the statement of the theorem, for 0 lk. Then
dj
(
DT0(f li )
)
u
= dj
(
f li ◦
)
u
=
{
0, j < l,
(d0)∗dl(f li )(0,0), j = l.
Abundance at (0, 0) follows. Since the deﬁnition of abundance concerns surjectivity of
a certain differential, it is an open condition in (f, u) ∈ F × U . 
In Section 6, we will discuss abundance of the holonomy perturbations in the gauge
theory context. The cases where higher-order abundance is needed involve structure
groups of rank larger than SU(2) or three-manifolds which are not homology three-
spheres. In either case, the existence of reducible ﬂat connections complicates the
analysis. To handle these complications, we must generalize the discussion above to
consider a compact Lie group H acting on E and F, such that c and the functions
f ∈ F are H invariant. Basically, all function spaces such as Cr(U) must then be
replaced by the subspace of invariant functions, and corresponding modiﬁcations of the
jet spaces must be made. Before we do this, we digress to discuss the hypotheses of
Theorems 24 and 26 in the gauge theory context.
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3. General discussion of three-dimensional gauge theory applications of the jet
transversality theorem
We pause at this time to explain why this paper contains so much work aimed
at proving abundance theorems in gauge theory, and to discuss the relative merits of
Theorems 24 and 26 in this setting. In this context, a primary object of study is the
moduli space of ﬂat connections (on a ﬁxed principal bundle over a three-manifold).
Flat connections are the critical points of the Chern–Simons functional, and the ﬂat
moduli space is modeled on the zero set of a Fredholm exact 1-form. See Section 6
for details.
First of all, consider G = SU(2) connections on integral homology spheres. The
trivial connection is the only reducible ﬂat SU(2) connection, and this is isolated,
so the reducible connections do not play a big role in the study of the ﬂat moduli
spaces (in particular, in Taubes’ gauge theoretic description of the Casson invariant in
[20]). In other words, although orbits of reducible connections give rise to singularities
in the space of connections modulo gauge, these quotient singularities do not present
analytical difﬁculties in studying the topology of the moduli space or how it changes
under perturbation. The transversality arguments are fairly standard and do not involve
equivariant transversality problems. Therefore, considering abundance of order higher
than one is unnecessary (and the jet transversality results for k = 1 are more easily set
up and stated by skipping the whole jet formalism).
There is a standard class of admissible functions by which one perturbs the Chern–
Simons functions to render its critical set a nondegenerate moduli space. It is well-
known that this is ﬁrst order abundant at the irreducible connections (see [20,10,7]),
and so the existence of generic perturbations producing nondegenerate zero-dimensional
moduli spaces follows from standard arguments. Similarly, connecting two such pertur-
bations by a generic path produces a cobordism between the two moduli
spaces.
Suppose, however, that one wished to prove that the moduli spaces change only by
a standard normal form Morse birth/death, as in Corollary 17, when the perturbation
is varied along a generic path. This requires a higher degree of abundance. It is far
from clear that the hypothesis of Theorem 24 holds for holonomy perturbations—we
can make de Rham cohomological arguments about the derivatives of holonomy in
the U = H 1A(X; adP) directions, but we generally know little about the derivative
in the other directions in the slice at A. Speciﬁcally, the complementary space V is
(ker d∗A ∩1(X; adP)) ∩ (H 1A(X; adP)⊥. Topological methods do not provide adequate
information about derivatives of holonomy in these directions.
In contrast to Theorem 24, the hypothesis of Theorem 26 is a weaker condition
and therefore requires less complete knowledge to verify it for a class of admissible
functions, and indeed we will verify it for holonomy perturbations deﬁned using loops
with a common basepoint. This, combined with some arguments involving openness
of the abundance condition and compactness of the (unperturbed) ﬂat moduli space,
would allow us to prove that generic paths only have standard Morse births/deaths in
the moduli space (with SU(2) connections on integral homology spheres, so there are
no reducibles to worry about).
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The primary focus of this paper is the gauge theory setting for larger structure groups,
where there are multiple strata of reducible ﬂat connections. These connections have
nontrivial isotropy, and we are forced to consider instead of the usual jet space a space
of jets of invariant functions. Unfortunately, kth order abundance is no longer an open
condition. Overcoming this difﬁculty is the subject of Section 5.
In the literature on this subject, the case of reducible SU(3) connections with U(1)
stabilizer was addressed in [3]. Transversality arguments there concerning bifurcations
where irreducible perturbed ﬂat connections suddenly pop out of reducible perturbed
ﬂat connections required second-order abundance (which will be deﬁned in Section 4).
An argument given in these papers claims that we can ﬁnd a disjoint collection of
curves such that linear combinations of traces of holonomies around these curves form a
second-order abundant space of perturbation functions. This argument contains an error,
namely a mistaken assumption about representing homology classes with coefﬁcients
in a ﬂat twisted bundle by curves with covariantly constant lifts in the ﬂat coefﬁcient
bundle. The present paper corrects this error, and also establishes the new equivariant
transversality results for U(3) gauge theory on rational homology three-spheres, and
for SU(4) gauge theory on integral homology spheres.
In summary, the rest of this paper will be devoted to the following tasks. We will
make the equivariant transversality and abundance issues precise in Section 4. In Sec-
tion 5, we prove certain “extension theorems” to replace the openness of the abun-
dance condition, which no longer holds in the equivariant case. Finally, we verify that
(common-basepoint) holonomy perturbations are abundant in Section 6.
We ﬁnish this digression by noting that, if a function on a ﬁnite dimensional man-
ifold is not Morse, the smallest space of perturbations that would allow one obtain
transversality results can be constructed as follows. Cover the critical set by Kuranishi
model neighborhoods, then take a suitable class of functions on the Kuranishi manifolds
(parameterized by ), and bump off in both the U and V directions. One can verify that
such a class of perturbations satisﬁes the hypothesis of Theorem 24, and is generally
much smaller than a class of functions that is abundant on the entire manifold.
Bump functions, however, are not compatible with the usual analytical framework for
gauge theory in dimension three. That framework involves taking Sobolev completions
of the space of connections and the gauge group (L2p and L2p+1, for some p > 12 ,
respectively). This is the range for which the standard slice theorem holds, but in
this range bump functions destroy the Fredholm properties of the ﬂatness equation. If
f :L2p
1(X; adP) → R is a bump function applied to the L2p distance to A, then dfA+a
is in L2−p, which has lower regularity than dcs(A + a) = − 14F(A + a).
A recent result of Mrowka [18] is a slice theorem in the borderline setting, where the
gauge group has L23
2
Sobolev completion, the space of connections has L21
2
completion,
and hence the curvature (the differential of the Chern–Simons function) is a map from
L21
2
to L2− 12
. This choice of Sobolev norms has the great advantage that the differential
of a bump function applied to the L21
2
distance from a ﬁxed connection A takes values
in L2− 12
just like the curvature map. Using bump functions, one can construct functions
where it is possible to control derivatives not only in the H 1A(X; adP) directions, but
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also in the complementary directions. There are, however, still other analytical questions
remaining to be worked out in the borderline context, for example Lemma 60.
We will discuss holonomy perturbations in detail in Section 6, but ﬁrst we generalize
the previous discussion of abundance to the equivariant setting.
4. Symmetry, abundance and the Kuranishi picture
To begin this section, we return to the general setting of a Fredholm map :E → F
between Banach spaces. Suppose that H is a compact Lie group acting on E and
F linearly, preserving the norms, such that  is equivariant. Again, we assume that
(0) = 0 and study the zero set of  near 0 ∈ E. The Kuranishi method works
just as before, but now there are additional invariance/equivariance properties of the
maps and neighborhoods. Namely, the subspaces U,V ⊂ E may be taken to be H
invariant subspaces, and likewise for W,V ′ ⊂ F . The map P deﬁned in Section 2.1 is
H equivariant, and from this it follows that the maps ,  and  are equivariant. The
neighborhoods BU and BV can be taken to be H invariant.
Now assume once again that :E → F ⊂ E∗ is the differential of a function
c:E → R, and assume that c is H invariant. It follows that  = dc is H equivariant. Of
the perturbations f ∈ F we will also require H invariance, so we henceforth assume
that F ⊂ Cr+k+1H (U ⊕ V ).
We will begin by describing the appropriate modiﬁcation of the abundance deﬁnition
for the equivariant setting. Note that if the H action on U is nontrivial, then the set of
jets of invariant functions is a proper subset of the space of all jets. H acts on J k(U),
but not in a way that preserves ﬁbers. The role of the jet space J k(U)u will be played
instead, in the equivariant setting, by J kH (U)u = CkH (U)/ ∼, where the equivalence ∼
reﬂects the usual notion of equivalence up to order k. (Note that a function that is H
invariant could be equivalent to one that is not—hence we use this relation simply to
partition CkH (U).) We will be able to give a more useful characterization of this space
after reviewing some standard results about groups acting on manifolds.
4.1. Local structure of a manifold with a compact group action
We assume for the following four theorems that H is a compact Lie group, acting
linearly on a vector space U (though the theorems generalize to actions on manifolds).
Note that since H is compact, the action of H is necessarily a proper action. For u ∈ U ,
let Ou denote the orbit of u.
Theorem 27 (Slice Theorem (2.3.3), Duistermaat and Kolk [9]). Through any point
u0 ∈ U there exists a slice manifold, by which we mean a submanifold S such that
(1) Tu0U = Tu0S ⊕ Tu0Ou0 and for all u ∈ S, TuU = TuS + TuOu,
(2) S is Hu0 invariant, and
(3) if u ∈ S, h ∈ H , and hu ∈ S, then h ∈ Hu0 .
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In fact, when U is a vector space, the slice manifold can be taken to be an open
neighborhood in an afﬁne subspace (see Section 4.2.).
Theorem 28 (Tube Theorem (2.4.1), Duistermaat and Kolk [9]). Let u0 be a point in
U. Then there exists an H-invariant neighborhood N of u0 in U such that the H action
on N is equivalent to the action of H on H ×Hu0 B, where B is an open Hu0 invariant
neighborhood of 0 in Tu0U modulo the orbit tangent space. Here the stabilizer Hu0
acts on the tangent space via the linearization of the action of Hu0 on U.
The next theorem identiﬁes the space of H invariant functions on an invariant neigh-
borhood of u0 in U with the space of Hu0 invariant functions on the slice.
Theorem 29 (See Chapter 2.5, Duistermaat and Kolk [9]). Let S ⊂ U be a slice man-
ifold through u0 ∈ U , i.e. S is an Hu0 invariant submanifold, Tu0U = Tu0S ⊕ Tu0Ou0 ,
and for any u ∈ S and h ∈ H such that hu ∈ S, h ∈ Hu0 . Then HS is an H invariant
neighborhood of u0. Restriction to S gives an identiﬁcation CkH (HS)CkHu0 (S).
The fourth result we need on the local structure of H manifolds concerns a strat-
iﬁcation of U into connected components of orbit types. This will be important for
us, primarily because J kH (U) fails to be a vector bundle (the ﬁber dimension varies),
but the restriction of J kH (U) to a stratum is a vector bundle. Hence our transversality
arguments in the equivariant setting will be worked out stratum by stratum. To state
the fourth result, we need the following deﬁnition.
Deﬁnition 30. We say two points u and u′ in U have the same orbit type if there is
an H equivariant diffeomorphism from Ou to Ou′ .
Remark 31. If u and u′ have the same orbit type, it follows that Hu and Hu′ are
conjugate subgroups of H. See Lemma 2.6.2 of [9].
Theorem 32 (Theorem 2.7.4, Duistermaat and Kolk [9]). The connected components
of orbit types form a Whitney stratiﬁcation of U. In other words, they partition U
into a ﬁnite union of submanifolds (which we call strata) Mi, i ∈ I , with the following
properties:
(1) For each index i ∈ I , there is a subset Ii ⊂ I − {i} such that the closure of Mi in
U is equal to Mi ∪⋃j∈Ii Mj , and dimMj < dimMi for each j ∈ Ii .(2) For each i ∈ I and j ∈ Ii , and each sequence {un} in Mi such that limn→∞ un =
u ∈ Mj and limn→∞ TunMi = L in the Grassmann bundle of U, we have TuMj ⊂
L.
(3) If un is a sequence as in (2) and u′n is a sequence in the limit stratum Mj so
that limn→∞ u′n = u then the limit of the one-dimensional subspaces R · (un, u′n)
of Tun as n → ∞ is contained in L. Here  is any diffeomorphism of an open
neighborhood of the diagonal in U × U with a neighborhood of the zero section
of TU.
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4.2. Invariant jet spaces
We now discuss other interpretations of the invariant jet space. Let S and S′ be
two slices through u. By shrinking S and S′ if necessary, we can assume there is a
diffeomorphism 
: S → S′ given by 
(s) = h(s) · s for some function h: S → H .
Note that the following diagram commutes, where rS and rS′ denote restrictions to the
slices.
CkHu(S)
rS↗
CkH (U) 

∗↑
rS′↘
CkHu(S
′)
Proposition 33. The (linearized) action of Hu on TuU leaves the orbit tangent space
TuOu invariant, so we obtain an Hu equivariant identiﬁcation TuUTuOu ⊕ (TuU/
TuOu). If an H invariant inner product is chosen on U, then the orthogonal comple-
ment Nu = (TuOu)⊥ is also Hu invariant, and is identiﬁed with the quotient space
TuU/TuOu.
If f ∈ CkH (U) vanishes to order k − 1 at u ∈ U (i.e. jk−1u f = [u, 0]), then
dkfu ∈ ∗
(
SkHu(TuU/TuOu)
)
⊂ Sk(TuU),
where : TuU → TuU/TuOu is projection and ∗ denotes the pull-back.
Proof. Let u ∈ TuU and  ∈ TuOu. Choose a path u(t) with u(0) = u and u′(0) =
u, and choose a path h(t) ∈ H so that h(0) = 1 and d
dt
h(t)u|t=0 = . Then
d
dt
h(t)u(t)|t=0 = u + .
Let g ∈ Hu. Then
g∗() = d
dt
g(h(t)u)
∣∣∣∣
t=0
= d
dt
(gh(t)g−1)(gu)
∣∣∣∣
t=0
= d
dt
(adgh(t))u
∣∣∣∣
t=0
,
which is also an orbit tangent vector. This proves that TuOu is Hu invariant. The
orthogonal complement Nu (with respect to any Hu invariant inner product on Tu) will
automatically also be invariant.
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If f ∈ CkH (U) and f vanishes to order k − 1 at u, then most of the terms in the kth
order chain rule vanish and we have
dkfu(u + , . . . , u + ) = d
k
dtk
f (h(t)u(t))
∣∣∣∣
t=0
= d
k
dtk
f (u(t))
∣∣∣∣
t=0
= dkfu(u, . . . , u). 
We henceforth use the following method to determine all slice parameterizations at
points in the H vector space U with invariant inner product. For each u, we identify
Nu = (TuOu)⊥. Then the canonical slice manifold parameterization at u is

u:B ⊂ Nu → U,
u(v) = u + v, (5)
where B is a neighborhood of 0 ∈ Nu.
Remark 34. There are several useful identiﬁcations that can be made concerning equiv-
ariant jet spaces. First, if we let W denote the H equivariant neighborhood HS of u, then
the restriction map rW :CkH (U) → CkH (W) induces an isomorphism J kH (U)uJ kH (W)u.
Also, note that the Hu equivariant diffeomorphism in Eq. (5) induces an isomorphism
J kHu(Nu)0J kHu(S)u. Finally, note that the identiﬁcation between CkH (W) and CkHu(S)
provided by Theorem 29 induces an isomorphism between J kH (W)u and J kHu(Nu)0.
With these identiﬁcations, abundance questions at any point u in a H vector space U
reduce to questions about abundance at zero in an Hu vector space Nu.
The main issue complicating jet transversality in the equivariant setting is that J kH (U)
does not form a vector bundle over U (the dimension of the ﬁber depends on the orbit
type of u). For a single stratum Mi in the orbit type stratiﬁcation of Theorem 32,
however, J kH (U)|Mi = −1(Mi) ⊂ J kH (U) is a vector bundle over Mi , with ﬁber
isomorphic to S0+···+kHu (Nu), where u ∈ Mi .
Finally, we deﬁne abundance in the equivariant setting. Let Cr+k(b),H (U) denote the
space of H invariant Cr+k(b) functions on U.
Deﬁnition 35. Given a compact Lie group H, a ﬁnite dimensional H vector space U,
a Banach space F , and a Cr map T :F → Cr+k(b),H (U), we will say that (T ,F) is kth
order abundant at (u, f ) if the differential of the map f ∈ F 	→ jku ◦T (f ) ∈ J kH (U)u,
namely jku ◦ DT : TfF → J kH (H)u, is surjective.
The following proposition is proved by exactly the same argument that was used for
Proposition 21. Let UH denote the set of points ﬁxed under the group action,
UH = {u ∈ U | hu = u for all h ∈ H }.
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Proposition 36. If 
:U → U is an H equivariant Cr+k(b) diffeomorphism ﬁxing u ∈ UH ,
then any Cr map T :F → Cr+k(b),H (U) is kth order abundant at (u, f ) if and only if

∗T is kth order abundant at (u, f ).
In the next subsection, we discuss equivariant jet transversality along UH . In
Section 4.4, we will extend these results to the other strata, so the following sub-
section should be viewed as a warm-up for the general case.
4.3. Equivariant transversality on the UH stratum
In this subsection, we prove equivariant versions of several transversality results in
Section 2.4 for the ﬁxed point stratum UH .
Theorem 37. Let A ⊂ J kH (U)|UH be a submanifold, transverse to the ﬁbers, andﬁx r > max{0, dimUH − codimA}. (Here, codimA refers to the codimension in
J kH (U)|UH .) Suppose T :F → Cr+k(b),H (U) is a Cr map. If (T ,F) is kth order abundant
at each (u, f ) ∈ UH × F , then
{f ∈ F | jk ◦ T (f ):UH → J kH (U)|UH is transverse to A}
is residual in F and hence dense. For f in this residual subset,
{u ∈ UH | jku (T (f )) ∈ A}
is a submanifold of UH of codimension equal to codimA.
Again, the restriction on r is not a serious one for us, because in applications to the
study of critical points in UH , A will always be a subset of {[u, f ] | u ∈ UH , dfu = 0},
which has codimension equal to dimUH in J kH (U)|UH .
Proof. The fact that A is transverse to the ﬁbers of :J kH (U)|UH → UH , and the fact
that
D
(
jku ◦ T
)
f
= jku ◦ DTf : TfF → Tjk(T (f ))u
(
J kH (U)|UH
)
= J kH (U)|UH
is surjective for each u ∈ UH , together imply that the map Q:F ×UH → J kH (U)|UH ,
deﬁned by Q(f, u) = jku (T (f )), is transverse to A. Now the proof of Theorem 9 works
without modiﬁcation to complete the argument. 
Corollary 38. If (T ,F) is kth order abundant for k1, then
{f ∈ F | T (f )|UH is Morse}
is residual in F .
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Proof. We apply Theorem 37 to the set
A = {[u, f ] ∈ J kH (U)|UH | d(T (f ))u = 0}. 
We will prove a stronger version of this statement shortly, but the proof requires
some knowledge of the invariant 2-jets. For this reason, we recall some elementary
representation theory.
Since H is a compact Lie group acting linearly on U, we can decompose U into iso-
typical subspaces U =⊕mi=1 U˜i . Here, isotypical means that each irreducible invariant
subspace of U˜i is isomorphic to a ﬁxed irreducible representation Ui (and Ui Uj for
i = j ). In other words, U is isomorphic (as a representation of H) to ⊕mi=1 Ui ⊗R Rri ,
where H acts irreducibly on Ui and trivially on Rri . (If UH = 0, then one of the
irreducible representations is the trivial representation.)
Let F ∈ S2H (U). Then F is diagonalizable over R and each eigenspace is an invariant
subspace (this completely characterizes the space of invariant symmetric bilinear forms).
In particular, ker F = ⊕mi=1Ki , where Ki ⊂ U˜i is an invariant subspace. It follows that
KiUi ⊗ Rki , for some nonnegative integers kiri . Deﬁne
S2H,(k1,...,km)(U) = {F ∈ S2H (U) | dim ker F ∩ U˜i = kidimUi for 1 im}. (6)
Proposition 39. S2H,(k1,...,km)(U) has codimension greater than or equal to
∑m
i=1 ki in
S2H (U). If
∑m
i=1 ki = 1, then S2H,(k1,...,km)(U) has codimension one.
Proof. It follows from the characterization of invariant symmetric bilinear forms above
in terms of eigenspaces that S2H (U) may be identiﬁed with
⊕m
i=1 S2H (U˜i) and then
S2H,(k1,...,km)(U) can be identiﬁed with
m⊕
i=1
S2H,ki (U˜i)
m⊕
i=1
S2H,ki (Ui ⊗ Rri )
m⊕
i=1
S2ki (R
ri ).
Here S2k (R
r ) denotes the set of symmetric bilinear forms on Rr (with no group invari-
ance condition) with k dimensional kernel.
The characterization of invariant symmetric bilinear forms above implies the ﬁrst
congruence above. On a ﬁxed isotypical subspace U˜i = Ui⊗Rri , an invariant symmetric
bilinear form is determined by its eigenvalues and its eigenspaces, which are all of the
form Ui ⊗ V , where V ⊂ Rri is a subspace. This gives the second equivalence.
We now show that S2ki (R
ri ) has codimension k
2
i +ki
2 in S
2(Rri ). For this, we can drop
the i subscript.
A dense open subset of S2k (R
r ) consists of bilinear forms with all nonzero eigenvalue
multiplicities equal to one. This is parameterized by
{
(x1, . . . , xr−k) ∈ Rr−k | xi = xj for i = j
}
× O(r)/O(k),
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which has dimension
r − k + r
2 − r
2
− k
2 − k
2
= r
2 + r
2
− k
2 + k
2
.
This subset therefore has codimension k2+k2 in S
2(Rr ). The rest of S2k (R
r ) is a union
of strata of even larger codimension. 
Corollary 38 gives a sufﬁcient condition to prove that generic functions T (f ) are
Morse on UH . We can now prove a stronger statement about the functions T (f ) along
UH .
Corollary 40. Assume that a Cr map T :F → Cr+k(b),H (U) is kth order abundant along
UH×F for k2. Then for a residual set of f ∈ F , T (f )|UH is Morse and, furthermore,
every critical point u ∈ (UH ∩ crit(T (f ))) = crit(T (f )|UH ) has the stronger Morse
property that d2T (f )u is a nondegenerate bilinear pairing on TuU⊗TuU . (The fact that
T (f )|UH is Morse implies only that this pairing on TuUH ⊗ TuUH is nondegenerate.)
Proof. For any f ∈ F , T (f ) is an invariant function, and hence for each u ∈ UH
the differential dT (f )u ∈ T ∗u (U) is an H invariant cotangent vector. But (T ∗u (U))H =
T ∗u UH , so the differential of T (f ) vanishes at u if and only if the differential of
T (f )|UH vanishes. In other words, crit(T (f )) ∩ UH = crit(T (f )|UH ).
Deﬁne
S1 = {[u, f ] ∈ J kH (U)|UH | dfu = 0}.
This subspace has codimension equal to dimUH in J kH (U)|UH . Also, deﬁne for each
s = 1, 2, 3, . . . and for each m-tuple of nonnegative integers (k1, . . . , km) summing to s,
S(k1,...,km)1,s =
{
[u, f ] ∈ J kH (U)|UH | dfu = 0 and dim
(
ker d2fu ∩ U˜i
)
= ki
}
,
and set
S1,s =
⋃
(k1,...,km)
S(k1,...,km)1,s .
Each subset S(k1,...,km)1,s is a submanifold of codimension greater than one in S1, if s > 1,
and of codimension one in S1 if s = 1. Furthermore, these submanifolds are transverse
to the ﬁbers of :J kH (U)|UH → UH . Thus Theorem 37 provides us with a residual
subset of F for which j2 ◦ T (f ) is transverse to all the submanifolds S(k1,...,km)1,s and
to S1.
For such an f, the critical set of T (f )|UH is the preimage (j2(T (f )))−1(S1). By
the transversality assumption, this is a 0-D submanifold of UH . Furthermore, the set of
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critical points u ∈ UH for which d2(T (f ))u is a degenerate symmetric bilinear pairing
is exactly ⋃
s1
(j2(T (f )))−1(S1,s),
which has codimension greater than dimUH and hence is empty. 
4.4. Equivariant transversality on arbitrary strata
In Section 4.3, we considered transversality issues along the bottom stratum UH
of the orbit type stratiﬁcation. This stratum is simpler than the other strata for the
following two reasons:
• UH is actually a linear subspace of U, not simply a submanifold.
• For each u ∈ UH , the orbit tangent space is trivial and the slice is U.
In this subsection, we revise the argument so that it will work for any stratum. To do
this, we will use the slice parameterization 
u:B ⊂ Nu → S ⊂ U , where B is an Hu
invariant neighborhood of 0 ∈ Nu, to reduce the transversality questions on the stratum
containing u to transversality questions on the bottom stratum (Nu)Hu ⊂ Nu, to which
we can apply Theorem 37 and Corollary 40.
Fix an element u ∈ U and let M be the connected component of orbit type stratum
containing u. Note that M is invariant under the identity component of H. For a
sufﬁciently small ball neighborhood B ⊂ Nu of 0, B ∩ (Nu)Hu is connected and so


(
B ∩ (Nu)Hu
) = (
 (B ∩ (Nu)Hu))Hu = M ∩ S, where S = 
(B) is the slice through
u. M ∩S is a slice for the action of the identity component of H on M, or equivalently
for the H action on HM, a union of components of the same orbit type.
Setting U ′ = Nu and H ′ = Hu, we can apply Theorem 37 to this vector space (or
to an open invariant neighborhood of the origin in it), obtaining a local result about
transversality in S ∩M (in fact, on the equivariant neighborhood H(S ∩M)). Covering
M with countably many neighborhoods of this form, we obtain the following global
result on the stratum M.
Theorem 41. Let u0 ∈ U and let M denote the connected component of orbit type
containing u0. Let A ⊂ J kH (U)|M be a submanifold, transverse to the ﬁbers. Fix
r > {0, dim (M/H) − codimA}. Suppose T :F → Cr+k(b),H (U) is a Cr map. If (T ,F)
is kth order abundant at each (u, f ) ∈ M × F , then
{f ∈ F | jk ◦ T (f ):M → J kH (U)|M is transverse to A}
is residual in F and hence dense. For f in this residual subset,
{u ∈ M | jku (T (f )) ∈ A}
is a submanifold of M of codimension equal to codimA.
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Corollary 42. Assume that T :F → Cr+kH (U) is a Cr map which is kth order abundant
along M ×F , for k2. Then for a residual set of f ∈ F , T (f )|M is Bott–Morse with
isolated critical orbits, and furthermore every critical point has the stronger Morse
property that d2T (f )u is a nondegenerate bilinear pairing on Nu ⊗ Nu.
From this corollary, we obtain the following theorem. A version of this for an H
manifold M and for the space of smooth functions F = C∞H (M) was ﬁrst proved by
Wasserman in [22].
Theorem 43. Suppose U is a ﬁnite dimensional H vector space, for a compact Lie
group H. Furthermore, suppose that T :F → Cr+k(b),H (U) is a Cr map which is kth
order abundant at each (u, f ), for some k2. Then for a residual set of f ∈ F , T (f )
is Bott–Morse with isolated orbits of critical points.
Proof. Corollary 42 shows that, for a ﬁxed stratum, a residual set of f ∈ F is
Morse restricted to the stratum and furthermore satisﬁes the stronger Morse property of
Corollary 40. The intersection of all these residual subsets of F , indexed by the strata,
is a residual subset where the strong Morse property holds on each stratum. The Morse
property for restrictions of T (f ) to any slice in the stratum guarantees that the orbits of
critical points in the stratum are isolated. The stronger Morse property prevents orbits
of critical points in different strata from limiting to this stratum. (Critical points must,
of course, occur in whole orbits, since the functions are invariant). 
Remark 44. On the principal orbit strata, only ﬁrst order abundance is required. Here
Hu acts trivially on Nu, so the nonequivariant argument in Corollary 11 works.
Remark 45. We pause to compare Theorem 43 and Wasserman’s Theorem. The dif-
ference is that Theorem 43 gives a sufﬁcient condition on a nonlinear map T :F →
Cr+k(b),H (U) to obtain Morse functions T (f ), instead of simply proving that Morse
functions form a residual subset of Ck(b),H (U). Thus it can be applied to Kuranishi
models arising from Fredholm exact one-forms. In addition, the present formulation
of transversality gives additional information about the parameterized critical set for
paths of invariant functions, a subject that was not part of Wasserman’s discussion.
This parameterized critical set is explored in the next subsection.
4.5. Bifurcations in the critical set for generic one-parameter families
In this subsection, we discuss the parameterized critical set for generic 1-parameter
families of functions in F . We begin with some terminology.
Suppose that V is an H vector space. As a representation of H, V can be decomposed
as
V⊕mi=1 (Vi ⊗ Rri ),
where the H action on Vi is irreducible. If H acts transitively on the unit sphere in
each irreducible representation Vi (with respect to an invariant metric), we say the H
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action on V has the sphere transitivity property. For u ∈ U , let [u] ∈ U/H denote the
orbit of u.
Theorem 46. Let H be a compact Lie group and U be a ﬁnite dimensional H vector
space. Suppose that, for each u ∈ U , the Hu action on Nu has the sphere transitivity
property.
Assume that T :F → Cr+k(b),H (U) satisﬁes the hypothesis of Theorem 43. For twofunctions f0 and f1 in F such that T (f1) and T (f2) are Bott–Morse with isolated
critical orbits, let C˜r+k([0, 1],F) be the space of paths with these endpoints as in
Theorem 12. Then for paths {ft } in a residual subset of C˜r+k([0, 1],F), the following
properties hold:
(1) For any stratum M, the parameterized critical set in HM, reduced modulo H, is a
Cr 1-manifold of (HM)/H × [0, 1].
(2) For all t ∈ (0, 1) except for a discrete set {t1, . . . , tm}, the function T (ft ) is
Bott–Morse with isolated critical orbits. For each ti , there are ﬁnitely many degen-
erate critical orbits [pi1], . . . , [pimi ], [qi1], . . . , [qini ] of T (fti ), and these have thefollowing properties:
(a) ker d2(fti )pij ⊂ Npij is an irreducible nontrivial representation of Hpij , and
(b) ker d2(fti )qij is a one-dimensional trivial representation of Hqij .
(3) Near a point ([qij ], ti), there are no other critical points of different orbit types.
(4) Near a point ([pij ], ti), the parameterized critical set in the pij stratum (modulo
H) is parameterized by ([pij (t)], t), t ∈ (ti − , ti + ). Furthermore, the eigenvalue
of d2(T (ft ))pij (t) which crosses zero at ti does so transversely.
(5) If we stratify the parameterized critical set modulo H by orbit type, the only points
in one stratum which are in the closure of another stratum are the points ([pij ], ti).
Each of these is the limit of one noncompact end of another stratum, which has
smaller stabilizer, and the stabilizer of the second stratum is that of the nonzero
points in ker d2(T (fti ))pij .
Proof. Since the space of bilinear forms on Nu with kernel equal to one irreducible
subspace (under the Hu actions) has codimension 1, these do occur, for isolated t’s, for
generic one-parameter families. This is analogous to Corollary 15, but uses Proposition
39. This proves the ﬁrst two claims. The third follows from a standard Kuranishi
argument, since the Hessian d2(fti )qij is nondegenerate on the normal bundle to the
stratum.
For the fourth claim, ﬁrst note that d2(fti )pji
restricted to (a slice manifold for) the
stratum of pji is nondegenerate, from which it follows that there is a differentiable
family pij (t) of the same orbit type whose orbits parameterize all of the parameterized
critical set near ([pij ], ti). The second part of Condition (4) now follows from an
argument analogous to the proof of Corollary 15.
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The ﬁfth claim requires a Kuranishi argument to reduce the analysis of the param-
eterized critical set near ([pij ], ti) to the study of the critical set of a path of Hpij
invariant functions on V = ker d2(fti )pij . By the sphere transitivity, this reduces to a
path of Z2 invariant functions on a line (restrict the functions on V to any line through
the origin). There the change in the critical set is a standard pitchfork bifurcation. (See,
for example [11,12].) 
Remark 47. Again, for the strata of principal orbits, only ﬁrst order abundance is
required, as in Corollary 13.
5. Abundance extension properties
We noted in Proposition 26 that kth order abundance at (u, f ) is an open condition
in the nonequivariant case. Such is not the case in the equivariant setting, as we show
with this simple example.
Example. Let H = U(1) and let U = UH ⊕ U⊥H where UHR and U⊥HC with
the standard U(1) action. Let :U → UH be projection and set F = {constants} ⊕
∗Hom(UH ,R) (so T :F → C3(b),H (U) is simply the inclusion map). Then (T ,F) is
ﬁrst order abundant at (0, 0) ∈ U × F but not ﬁrst order abundant at any u /∈ UH .
Indeed, if u = (x, z) with z = 0, then no function f ∈ F has nonzero derivative in
any direction in {0} ⊕ U⊥H .
This example illustrates one of the challenges of using holonomy perturbations in
the gauge theory setting. We will show abundance (to arbitrarily high order) at a
ﬂat connection which is the center of a Kuranishi neighborhood. But to develop use-
ful transversality results, we need abundance in an open neighborhood (ultimately, a
neighborhood of the ﬂat moduli space, but we get this by covering the compact ﬂat
moduli space with a ﬁnite number of neighborhoods of ﬂat connections).
Since it is not true that kth order abundance is an open condition, we will prove cer-
tain results of the form “kth order abundance at 0 ∈ U implies second-order abundance
on a neighborhood of 0 ∈ U .” Second-order abundance is all that is necessary for
Theorem 43, which provides the existence of Morse functions in F . It is also sufﬁcient
for the transversality results concerning parameterized critical sets for paths of functions
in Theorem 46. For the SU(4) gauge theory applications in Section 6, all Kuranishi
models have the sphere transitivity property, so ultimately second-order abundance is
sufﬁcient. But to obtain second-order abundance on open sets in the Kuranishi models,
we need higher order abundance at the ﬂat connections.
How high k must be for kth order abundance at the origin to imply second order
abundance near the origin depends on the H representation U, but is not a terribly
important issue, since Proposition 62 guarantees that the traditional holonomy pertur-
bations discussed later in this paper can be made abundant to arbitrarily high order at
each ﬂat connection. The tricky, but important, thing is to show that for some k this
implication holds.
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We now offer a roadmap of the representation-speciﬁc calculations in this section.
Section 5.1 discusses the case U = Rk ⊕ Cl and H = U(1). This is the simplest case
(and the only one required for SU(3) gauge theory on integral homology spheres, as
in [3]) and we present a detailed argument in this case.
The remaining subsections cover other representations. Their outlines parallel the
argument in Section 5.1, although calculations and the statements of the lemmas vary
somewhat. In Section 5.2, we explain all the modiﬁcations necessary to make the argu-
ments in Section 5.1 work for the representation U = Rk ⊕ (R3 ⊗ Rl ) of H = SO(3),
appealing to the earlier argument wherever possible. Section 5.3 discusses the represen-
tation U = Rk⊕(C2⊗Rl ) of U(2), and the arguments parallel Section 5.2 very closely,
so this subsection focuses only on the parts that differ signiﬁcantly. Finally, Section
5.4 discusses a representation U = Rk ⊕ Cl1 ⊕ Cl2 ⊕ Cl3 of H = U(1)×U(1)×U(1).
5.1. U = Rk ⊕ Cl and H = U(1)
In the relatively simple case when U = Rk ⊕Cl , there are only two orbit type strata.
The bottom stratum consists of the ﬁxed points UH = Rk ⊕ {0} and the top stratum
consists of points with trivial isotropy Hu = {1}. The purpose of this subsection is to
prove the following extension theorem.
Theorem 48. Let H = U(1) and URk ⊕ Cl , with H acting by scalar multiplication
on Cl . If a C2 map T :F → C4(b),H (U) is second-order abundant at (0, 0) ∈ U × F ,
then there is a neighborhood BU ×BF of (0, 0) such that for every (u, f ) ∈ BU ×BF ,
(T ,F) is
(i) second-order abundant at (u, f ) if Hu = H , and
(ii) ﬁrst-order abundant at (u, f ) if Hu = {1}.
While Claim (i) follows immediately from the fact that second-order abundance is an
open condition in (u, f ) ∈ UH × F , the proof of Claim (ii) will require a series of
lemmas. Let P k(U) denote the set of polynomials of degree k on U and P kH (U)
denote the subset of H invariant polynomials.
Lemma 49. Let H = U(1) and U = Rk ⊕ Cl . Then P 2H (U) is ﬁrst-order abundant at
each u = (0, z), where z = (, 0, . . . , 0) and  > 0.
Proof. With u = (0, z) as above, Hu = {1} and the orbit tangent space is spanned
by the single vector (0, (i, 0, . . . , 0)). The normal space Nu to the orbit tangent space
is identiﬁed with Rk ⊕ R ⊕ Cl−1, where the single R summand corresponds to the
direction spanned by u.
For the following proof, we assume k = 1 and l = 2. Generalizing to higher
dimensions is completely straightforward. We put coordinates (x1, z1, z2) on U = R ⊕
C2. Denote the real and imaginary components of zj by aj and bj . For two complex
numbers z1 and z2, let 〈z1, z2〉 = (z1z2).
The H invariant polynomials of degree 2 on U are
P 2H (U) = span{1, x1, x21 , |z1|2, |z2|2, 〈z1, z2〉, 〈z1, iz2〉}. (7)
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We use the slice parameterization 
u: (x1, a1, a2, b2) 	→ (x1,  + a1, a2, b2) to obtain
coordinates on the slice through u, thereby identifying it with Nu. The Hu = {1}
invariant polynomials of degree 1 on Nu are simply
P 1Hu(Nu) = P 1(Nu) = span{1, x1, a1, a2, b2}. (8)
The map sending each p ∈ P 2H (U) to the pull-back 
∗u(p) = p ◦ 
u, truncated to a
degree 1 polynomial, is given in terms of the bases above by the matrix
⎡
⎢⎢⎢⎢⎣
1 0 0 2 0 0 0
0 1 0 0 0 0 0
0 0 0 2 0 0 0
0 0 0 0 0  0
0 0 0 0 0 0 −
⎤
⎥⎥⎥⎥⎦ . (9)
The fact that the third and ﬁfth columns are zero means we do not need the full basis
of degree 2 polynomials to obtain ﬁrst-order abundance at u. In particular, we may
as well delete x21 and |z2|2. Clearly, removing the third and ﬁfth columns results in an
invertible matrix when  = 0. 
The next three lemmas concern subspaces V ⊂ C4H (U) which are second-order
abundant at 0 ∈ U . To relate this setting to the general considerations of T :F →
Cr+kH (U) considered in this paper, this is the case when T is linear and injective. Note
that when T is linear, abundance at (u, f ) is independent of f.
We will generalize Lemma 49 in the following ways. First, we show that V is
ﬁrst order abundant for sufﬁciently small u of the form (0, (, 0, . . . , 0)) of the form
discussed before the lemma. Then we show that the same result holds for all sufﬁciently
small u of the form u = (0, z) ∈ {0}⊕Cl . Finally, we explain how the entire argument
can be improved to work for all nonzero u ∈ U sufﬁciently small.
Lemma 50. Let U and H be as in Lemma 49, and let V ⊂ C4H (U) be a subspace
such that V is second-order abundant at 0 ∈ U . Then V is ﬁrst order abundant at all
points u = (0, (, 0, . . .)) for  > 0 sufﬁciently small.
Proof. Suppose V ⊂ C4H (U) is second-order abundant at 0 ∈ U . Then we can choose
functions f1, . . . , f5 ∈ V such that (as ordered lists)
{j20 f1, . . . , j20 f5} =
{
j20 (1), j
2
0 (x1), j
2
0 |z1|2, j20 〈z1, z2〉, j20 〈z1, iz2〉
}
.
(Again, we are giving the argument for the case U = R ⊕ C2, but generalizing to
higher dimensions is trivial.) Let B ⊂ U⊥H be a bounded neighborhood of 0. Then we
can ﬁnd a constant M such that |d3fi | < M on {0} × B ⊂ UH ⊕ U⊥H .
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Using Taylor’s Theorem, one can show that if f ∈ C4H (U) vanishes to order 2 at the
origin and |d3f | < M at each point in B, then |f (u)| < M‖u‖3 and |dfu| < M‖u‖2.
Applying this to the Taylor remainders {f1 −1, f2 −x1, f3 −|z1|2, . . .}, we ﬁnd that the
ﬁrst-order Taylor expansions of the fi about u = (0, (, 0, . . . , 0)), are given, in terms
of the basis displayed in (8), by the matrix (9) plus another matrix whose entries are
bounded by M2. It follows that, for  > 0 sufﬁciently small (depending on M) that the
latter matrix is invertible. In particular, the map sending functions in span{fi}i=1,...,m
to their 1-jets at u = (0, (, 0, . . . , 0)) is surjective. 
Next we address the issue of abundance at points u = (0, z) ∈ UH ⊕ U⊥H where
z = 0 is small but not of the form z = (, 0, . . . , 0).
Lemma 51. Let U and H be as in Lemma 49, and let V ⊂ C4H (U) be second-order
abundant at 0 ∈ U . Then V is ﬁrst-order abundant at all points u of the form u = (0, z)
where z ∈ Cl is sufﬁciently small.
Proof. Put an H = U(1) equivariant inner product on U, which we take to be the
standard one on Rk ⊕ Cl . Set K = U(l), and let K act on U by a trivial action on the
Rk factor and by the usual action on Cl , so that the action of K commutes with the
action of H, and K also preserves the inner product.
Under the identiﬁcation
d0(·)0 ⊕ · · · ⊕ dk(·)0:P kH (U)
−→ S0+···+kH (U) ⊂
k⊕
j=0
(U∗)⊗j ,
the space of polynomials inherits an inner product. (The basis we wrote down for
P 2H (U) was orthogonal, but not normal.) With respect to this inner product, K acts
orthogonally on the space of invariant polynomials (via pull-back h∗p = p ◦ h). Note
also that, for each g ∈ K , the linearization of the diffeomorphism g:U → U at u is
an isometry dgu:Nu → Ngu with respect to the inner products inherited by Nu and
Ngu from that on U.
Suppose that u = (0, (, 0, . . . , 0)), as above, and let u′ = gu for some g ∈ K . If
p1, . . . , pm ∈ P 2H (U) are the polynomials utilized in the proof given for the u special
case, then (g−1)∗pj = pj ◦ g−1 are a collection of invariant polynomials which play
the same roles for u′, namely to prove that P 2H (U) is ﬁrst-order abundant at u′.
If f1, . . . , fm were the functions in V used in the special case, then the functions
g∗fj = fj ◦ g will have 1-jets spanning J 1H (U)u′ , but the problem is that these
functions g∗fj may not be in V. Therefore, we need a different argument to go from
the polynomials to functions in V.
Let {p1, . . . , pm} be the basis for P 2H (U) speciﬁed in Eq. (8). Then there are coef-
ﬁcients ci,j (g), 1 i, jm depending on g ∈ K such that g∗pi = ∑mj=1 ci,j (g)pj . If
we choose functions f1, . . . , fm ∈ V representing the jet classes of p1, . . . , pm at 0,
then
∑m
j=1 ci,j (g)fj are functions in V with the property that
j20
⎛
⎝∑
j
ci,j (g)fj
⎞
⎠ = j20 (g∗pi) .
C.M. Herald /Advances in Mathematics 200 (2006) 245–302 281
Since K is a compact group, the coefﬁcients ci,j are uniformly bounded, and we can
redo the argument allowing for the bounds on these coefﬁcients. Thus, for a possibly
smaller range of positive  values, V must be ﬁrst order abundant at all gu, g ∈ K and
u = (0, (, 0, . . . , 0)). Notice, however, that K acts transitively on the unit sphere in
Cl , so this proves the lemma. 
Finally, we extend these results concerning V ⊂ C4H (U) to obtain ﬁrst-order abun-
dance on a neighborhood of zero in U.
Lemma 52. Let U and H be as in Lemma 49, and let V ⊂ C4H (U) be second-order
abundant at 0 ∈ U . Then there exists a neighborhood B1 × B2 ⊂ UH × U⊥H of (0, 0)
such that V is
(i) second-order abundant on B1 × {0}, and
(ii) ﬁrst-order abundant on B1 × (B2 − {0}).
Proof. Assume V is second-order abundant at 0 ∈ U . This is an open condition in
u ∈ UH , so we can ﬁnd an open neighborhood B1 ⊂ UH such that V is second-order
abundant at all u ∈ B1 × {0}.
Then we can choose families of functions f x01 , . . . , f
x0
m parameterized x0 ∈ B1 with
the property that
j2(x0,0)
(
f
x0
j (x, z)
)
= j20
(
pj (x − x0, z)
)
.
After possibly shrinking B1 ⊂ UH to a smaller neighborhood of 0, we can choose a
neighborhood B2 ⊂ U⊥H of 0 and a uniform bound M for d3(x0,z)f x0 independent of
x0 ∈ B1 and z ∈ B2. Then the proof of Lemma 51 works for each ﬁber of the projection
B1 × B2 → B1, producing a smaller neighborhood x0 × Bx02 for each x0 ∈ B1. But
since the derivative bounds are independent of x0, there is a lower bound on the size
of Bx02 , independent of x0. In other words, there is a smaller B ′2 ⊂ B2 ⊂ U⊥H such
that V is ﬁrst-order abundant at all u = (x, z) ∈ B1 × (B ′2 − {0}), which proves the
lemma. 
Proof of Theorem 48. It remains to extend Lemma 52 to nonlinear maps. Speciﬁcally,
if T :F → C4H (U) is a nonlinear map which is abundant at (0, 0) ∈ U × F , then we
must establish the existence of a neighborhood BF ⊂ F of 0 such that the (T ,F) is
abundant at (u, f ) (to the appropriate order, depending on the orbit type of u) for all
f ∈ BF and for all u in some neighborhood B1 × B2 ⊂ UH × U⊥H of (0, 0).
Notice that Lemma 52 allows us to ﬁnd a neighborhood B1×B2 ⊂ UH×U⊥H such that
the desired abundance statements in the theorem hold at all (u, 0) ∈ (B1 ×B2)×{0} ⊂
UH × U⊥H × F . (In place of the functions f x0j ∈ V chosen in Lemma 52, we choose
tangent vectors (f )x0j ∈ T0F .)
To prove the theorem, we choose parameterized vector ﬁelds (f )(x0,f )j ∈ TfF on
F , parameterized by (x0, f ) ∈ UH × F near (0, 0). This is possible because second
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order abundance at ((x0, 0), f ) is open in x0 ∈ UH and f ∈ F . After possibly shrinking
neighborhoods, we can ﬁnd a uniform bound on all the third derivatives
d3(x0,z)(f )
(x0,f )
j
for (x0, z, f ) ∈ B1 × B2 × BF . Then the argument works for the nonlinear case,
completing the proof of the theorem. 
5.2. U = Rk ⊕ (R3 ⊗ Rl ) and H = SO(3)
The purpose of this subsection is to prove an analog of Theorem 48 for the represen-
tation U = Rk ⊕ (R3 ⊗Rl ) of H = SO(3). This time, however, fourth-order abundance
at the origin is necessary to make the argument work.
Theorem 53. Suppose that a C2 map T :F → C6(b),H (U) is fourth-order abundant at
(0, 0) ∈ U × F . Then there exists a neighborhood BU × BF ⊂ U × F of (0, 0) such
that for all (u, f ) ∈ BU × BF , (T ,F) is
(i) fourth-order abundant if Hu = H ,
(ii) second-order abundant if HuU(1), and
(iii) ﬁrst-order abundant if Hu = {1}.
As in Section 5.1, we begin by considering u ∈ U⊥H , and as in Lemma 51 we will
use a larger symmetry group K acting on U to reduce each nonzero u ∈ U⊥H to a
canonical form (actually, here there are two canonical forms, depending on the orbit
type of u). Fixing an H invariant inner product on U, we can let K = SO(l) act on
R3 ⊗ Rl , commuting with the action of H and preserving the inner product. In fact,
setting K ′ = SO(l)× SO(3), we can use K ′ in the same manner as we used K = U(l)
in Section 5.1.
Lemma 54. The space of invariant polynomials P 4H (U)
(i) is second-order abundant at each u ∈ U with HuU(1), and
(ii) is ﬁrst-order abundant at each u ∈ U with Hu = {1}.
Remark 55. The proof of Lemma 54 is a direct calculation, given below. As in Sec-
tion 5.1, to go from abundance for the space of polynomials to the general case, we
need not only the lemma as stated but certain bounds on the analog of the matrix (9),
but these are awkward to state in a lemma, so we simply establish them in the course
of the proof.
Proof. Identifying R3 ⊗ Rl with (R3)l , we will call a nonzero v = (v1, . . . , vl) de-
composable if the vectors {v1, . . . , vl} form a linearly dependent set (otherwise we
call v indecomposable). This terminology comes from the fact that the corresponding
element of R3 ⊗ Rl can be written as a single tensor e ⊗ f . Under the action of K ′,
any decomposable tensor v ∈ R3 ⊗ Rl can be put in the form v = (e1, 0, . . . , 0),
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and any indecomposable tensor can be put in the form v = (e1, e2) if l = 2 or
v = (e1, e2, e3, 0, . . . , 0) if l3, with 0. To see this, choose unit vectors
e ∈ R3 and e¯ ∈ Rl so that 〈v, e ⊗ e¯〉 is as large as possible. Choosing these as the
ﬁrst elements in orthonormal bases for R3 and Rl insures that v = (e, v2, . . . , vl) and
vj ⊥ e for j = 2, . . . , l. Then choose the second elements for bases for R3 and Rl
orthogonal to the ﬁrst, maximizing the next projection. Continuing in this fashion we
obtain an orthogonal change of basis (differing by an element of K ′) after which v
has the desired form.
Part (i). The indecomposable case (Hu = {1}): We will prove the indecomposable case
when k = 0 and l = 3. Generalizing to the other cases is trivial. Let  > 0 and
0 and set
u = (e1, e2, e3) ∈ R3 ⊗ R3R3 ⊕ R3 ⊕ R3.
The orbit of u is three-dimensional, and TuOu is spanned by
{(e2,−e1, 0), (e3, 0,−e1), (0, e3,−e2)} .
The following is an orthonormal basis for Nu:⎧⎪⎨
⎪⎩(e1, 0, 0), (0, e2, 0), (0, 0, e3),
1√
2 + 2
(e2, e1, 0),
1√
2 + 2
(e3, 0, e1),
1√
2 + 2 (0, e3, e2)
⎫⎪⎬
⎪⎭ .
We use this basis to put coordinates on the slice S = u + Nu with the map

u(a, b, c, d, e, f ) =
⎛
⎜⎝(+ a)e1 + d√
2 + 2
e2 + e√
2 + 2
e3,
d√
2 + 2
e1 + (+ b)e2 + f √
2 + 2 e3,
e√
2 + 2
e1 + f √
2 + 2 e2 + (+ c)e3
⎞
⎟⎠ .
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For v ∈ R3 ⊕ R3 ⊕ R3, write v = (v1, v2, v3). Consider the collection of invariant
polynomials {
1, ‖v1‖2, ‖v2‖2, 〈v1, v2〉, 〈v1, v3〉, 〈v2, v3〉, det[v1v2v3]
}
(10)
and the basis {1, a, b, c, d, e, f } for the degree 0 and 1 polynomials on Nu. With respect
the former linearly independent set and the latter basis, the map sending p ∈ P 3H (U)
to 
∗u(p), the restriction to the slice, followed by truncation to degree 1, is represented
by the matrix
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 2 2  0 0 0
0 2 0  0 0 0
0 0 2  0 0 0
0 0 0  0 0 0
0 0 0 0
√
2 + 2 0 0
0 0 0 0 0
√
2 + 2 0
0 0 0 0 0 0
√
2 + 2
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This matrix has nonzero determinant since  > 0. This proves that P 3H (U) is ﬁrst
order abundant at u, and hence P 4H (U) is, also.
Part (ii). The decomposable case (HuU(1)): Assume that u = (0, v) ∈ Rk⊕(R3⊗Rk)
where v = (e1, 0, . . . , 0). The orbit of u is two-dimensional, and TuOu is spanned by
(0, (e2, 0, . . . , 0)) and (0, (e3, 0, . . . , 0)). It will be helpful to simplify the notation if
we identify R3 = R ⊕ C, since HuU(1) acts on R3 in this fashion. For a complex
coefﬁcient z = a + ib, let ze2 denote ae2 + be3. In this way, we obtain a coordinate
system (x1, . . . , xk, (y1, z1), . . . , (yl, zl)) on U. The normal space Nu to the orbit is
parameterized by the real variables x1, . . . , xk, y1, . . . , yl and the complex variables
z2, . . . , zl .
The slice parameterization at u is

u(x1, . . . , xk, y1, . . . , yl, z2, . . . zl)
= (x1, . . . , xk, ((+ y1)e1, y2e1 + z2e2, . . . , yle1 + zle2)) .
This time, we will write out the proof in the case when k = 1, l = 3. Consider the
following collection of invariant polynomials{
1, x1, x21 , ‖v1‖2, ‖v1‖4, x1‖v1‖2, 〈v1, v2〉, ‖v1‖2〈v1, v2〉, x1〈v1, v2〉,
‖v1 ∧ v2‖2, ‖v2‖2, 〈v1, v3〉, ‖v1‖2〈v1, v3〉, x1〈v1, v3〉, ‖v1 ∧ v3‖2, ‖v3‖2,
〈v1, v2〉〈v1, v3〉, 〈v2, v3〉, det[v1v2v3]
}
⊂ P 4H (U)
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and the basis
{
1, x1, x21 , y1, y
2
1 , x1y1, y2, y1y2, x1y2, |z2|2, y22 ,
y3, y1y3, x1y3, |z3|2, y23 , y2y3, 〈z2, z3〉, 〈z2, iz3〉
}
⊂ P 2Hu(Nu).
Then the map which sends a polynomial p ∈ P 4H (U) to 
∗u(p), truncated to degree 2,
is represented by the matrix
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 0 2 4 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 2 43 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 62 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0  3 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 32 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0  0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 2 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0  3 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 1 32 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0  0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
This nearly diagonal matrix has nonzero determinant whenever  > 0 is sufﬁciently
small. 
Proof of Theorem 53. We again demonstrate the appropriate order of abundance at
each u in the canonical form above, for both the decomposable and indecomposable
cases. In both these cases, the proof depends on certain bounds derived from Taylor’s
theorem. Let f ∈ CkH (U) be a function which vanishes to order k − 1 at 0, and let
M denote an upper bound for dkf on some ball B about 0 containing u. Then the
following bounds are straightforward applications of Taylor’s Theorem. In the notation,
ti are all numbers between 0 and 1.
Taylor expansion bounds for the indecomposable case: We will write out the Taylor
expansion inequalities for the case u = (e1, e2, e3) ∈ (R3 ⊗R3), leaving the general
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case of an indecomposable element of Rk ⊕ (R3 ⊗ Rl) to the reader.
|f (u)| = |dkft0u(u, . . . , u)|
 M|u|k
 3 k2Mk. (11)
Furthermore,
dfu(e1, 0, 0) = d2ft1u((e1, 0, 0), u)
= · · ·
= dkftk−1u((e1, 0, 0), u, t1u, tk−2u),
and so
|dfu(e1, 0, 0)|3 k−12 Mk. (12)
Finally, for
v ⊥
(
e1 ⊗ Rl
)
= span{(e1, 0, . . . , 0), (0, e1, 0, . . . , 0), . . . , (0, . . . , 0, e1)},
we get the following improved bound, which stems from the fact that H invariance
implies df(e1,0,0)(v) = 0:
dfu(v)
= d2f(e1,t1e2,t1e2)(v, (0, e2, e3))
= d2f(e1,0,0)(v, (0, e2, e3))
+d3f(e1,t2e2,t2e3)(v, (0, e2, e3), (0, t1e2, t1e3))
= d3f(t3e1,0,0)(v, (0, e2, e3), (e1, 0, 0))
+d4f(e1,t4e2,t4e3)(v, (0, e2, e3), (0, t1e2, t1e3), (0, t2e2, t2e3))
= · · ·
= dkf(t2k−1e1,0,0)(v, (0, e2, e3), (e1, 0, 0), (t3e1, 0, 0), . . . , (t2k−3e1, 0, 0))
+dkf(e1,t2k−4e2,t2k−4e3)(v, (0, e2, e3), (0, t1e2, t1e3),
(0, t2e2, t2e3), . . . , (0, t2k−6e2, t2k−6e3)).
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The last equation gives the following bound (for v ⊥ (e1 ⊗ Rl),)
|dfu(v)|  M
(
k−2
(
2 + 2
) 1
2 +
(
2 + 2
) k−1
2
)
‖v‖
 2 k+12 Mk−2‖v‖. (13)
Taylor expansion bounds for the decomposable case: Again, we assume that u =
(0, (e1, 0, . . . , 0)) ∈ Rk ⊕ (R3 ⊗ Rl ). In this case, one immediately gets the bounds
|f (u)|Mk, (14)
|dfu(v)|Mk−1‖v‖, (15)
|d2fu(v,w)|Mk−2‖v‖‖w‖. (16)
We now explain how to modify the proof of Lemma 50 to deal with the present cases.
Assume that V ⊂ C6H (U) is fourth order abundant at 0 ∈ U . We ﬁrst prove that, for
 > 0 sufﬁciently small and  > 0 with 0, fourth order abundance at 0
implies that V is ﬁrst order abundant at u = (e1, e2, e3) ∈ R3 ⊗ R3. (The cases
l = 2 or l > 3 require only straightforward modiﬁcations.)
Choose a collection f1, . . . , fm ∈ V such that the 4-jets j40 (fi) agree with those of
the H invariant polynomials listed in equation (10). Let M be an upper bound for all
the ﬁfth derivatives d5fi) on some neighborhood BU ⊂ U of 0.
The Taylor expansions of these functions (more precisely, fi ◦ 
u) in the variables
(a, . . . , f ) are given by a matrix of the form A˜ = A +  where the columns of 
are the Taylor expansions (about u) of the errors (the differences between each fi and
its fourth order Taylor expansion about 0). Inequality (11) implies that all entries in
the ﬁrst row of  are bounded by M ′5. Inequality (12) implies that the entries in the
second, ﬁfth and sixth rows are bounded by M ′4, and the inequality (13) implies that
the entries of the third, fourth and seventh rows are bounded by M ′3.
It follows that det A˜ can be expressed as 43 multiplied by the determinant of
another matrix (obtained from A˜ by dividing rows 2, 3, 4, 5, 6, 7 by , , , , 
and , respectively. This new matrix has the form
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 ∗ ∗ ∗ ∗ ∗ ∗
∗ 2 ∗ ∗ ∗ ∗ ∗
∗ ∗ 2 ∗ ∗ ∗ ∗
∗ ∗ ∗ 1 ∗ ∗ ∗
∗ ∗ ∗ ∗ 1 ∗ ∗
∗ ∗ ∗ ∗ ∗ 2 ∗
∗ ∗ ∗ ∗ ∗ ∗ 3
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
288 C.M. Herald /Advances in Mathematics 200 (2006) 245–302
where 1 = (1 + ( )2)
1
2 , 2 = (1 + (  )2)
1
2 , and 3 = (1 + ( )2)
1
2 , and where all
asterisks indicate entries that are bounded by M ′2. Since all the diagonal entries are
greater than one, it is therefore clear that for  > 0 sufﬁciently small, A˜ has full rank.
This completes the proof of ﬁrst order abundance at u = (e1, e2, e3), for  > 0,
0, when  is sufﬁciently small.
The proof in the decomposable case (in canonical form) is similar but easier, using
inequalities (14)–(16). The rest of the argument in Section 5.1 works the same for the
present Lie group H and representation U. 
5.3. U = Rk ⊕ (C2 ⊗ Rl ) and H = U(2).
In this subsection we prove an analog of Theorem 53 for this group and represen-
tation. Here, H acts by the standard action on C2. The proof is quite similar to the
previous case, so we will only brieﬂy outline it.
Theorem 56. Theorem 53 applies to H = U(2) and URk ⊕ (C2 ⊗ Rl ) as well.
Outline of proof: The proof of abundance of the space of invariant polynomials is
nearly identical, but of course the polynomials are slightly different. Up to the action
of K ′ = U(2) × SO(l), any nonzero u ∈ U⊥H can be assumed to have the form
(0, (v1, . . . , vl)) where v1 = e1, v2 = e2, and v3 = · · · = vl = 0 for real numbers
0 and {e1, e2} is the standard complex basis for C2. Here,  is zero or nonzero,
depending on whether u is decomposable or indecomposable.
In the invariant polynomials on U, there is no determinant det[v1v2vj ] as in the
previous section, but there are polynomials 〈vi, ivj 〉. (The inner product here denotes
the real inner product, so this quantity equals minus the imaginary part of the Hermitian
inner product on C2 evaluated on vi and vj ). The Taylor expansion bounds needed in
the present case are completely parallel to those used in the last section. 
5.4. U = Rk ⊕ Cl1 ⊕ Cl2 ⊕ Cl3 and H = U(1) × U(1) × U(1)
Consider the group H = U(1) × U(1) × U(1), acting on Rk ⊕ Cl1 ⊕ Cl2 ⊕ Cl3 by
the action
(, ′, ′′)(x, z, z′, z′′) = (x, ′(′′)−1z, (′′)−1z′, (′)−1z′′).
Note that this action is how the scalar U(3) elements act on the off-diagonal elements
of a u(3) matrix under the adjoint action.
In this H vector space the top stratum consists of points u = (x, z, z′, z′′) where at
least two of the components z, z′, and z′′ are nonzero. These points have stabilizer
{(, , ) |  ∈ U(1)} (such group elements act trivially on all of U). The ﬁxed point
stratum consists of points u = (x, 0, 0, 0), with Hu = H . There are also three interme-
diate strata, consisting of points where exactly one of the components z, z′ and z′′ is
nonzero. In either case, Hu is a subgroup of H isomorphic to U(1) × U(1).
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Theorem 57. The conclusion of Theorem 53 also applies to the group H = U(1) ×
U(1)×U(1) and the H vector space U = Rk⊕Cl1 ⊕Cl2 ⊕Cl3 , with the action speciﬁed
above.
Proof. The proof of involves calculations similar to those in Section 5.2, but with the
invariant polynomials of degree 4 on this H vector space. These are no harder to
understand than those in Section 5.1, although they are more plentiful. We leave it as
an exercise for the interested reader. 
6. Gauge theory on three-manifolds
In this section we discuss holonomy perturbations of the ﬂatness equation for con-
nections on a three-manifold. We begin by recalling the basic analytical framework of
[20,14,3]. Then we describe the space of admissible holonomy perturbations. This space
of perturbations is fairly standard, except that we require the perturbation curves to share
a common basepoint, due to the more subtle transversality requirements (higher-order
abundance) for the multiple strata of reducible ﬂat connections.
In Section 6.3, we recall the Fredholm equation which is (locally) equivalent to
the ﬂatness equation on connections modulo gauge and show that the discussion of
perturbations of Fredholm exact one-forms applies in this setting. We demonstrate
abundance properties of the space of admissible perturbations at the ﬂat connections
in Section 6.4. The extension results of Section 5 are required to obtain the necessary
neighborhood of the ﬂat moduli space where abundance holds.
Global transversality conclusions for the SU(3), U(3), SU(4) and U(4) moduli
spaces analogous to Theorems 43 and 46 are stated in Section 6.5.
6.1. Sobolev completions of the spaces of connections and gauge transformations
Let X3 be a three-dimensional manifold. Fix a compact Lie group G, and a principal
bundle G → P → X. We will assume that G ⊂ U(n), so that (u, v) ∈ Lie(G) ×
Lie(G) 	→ −tr(uv) ∈ R deﬁnes an adjoint invariant inner product on the Lie algebra.
Let adP = P ×ad Lie(G) denote the associated adjoint bundle. Given any smooth
connection  on P, any other connection on P differs by a differential one-form on X
with values in adP. We will let p(X; adP) denote the space of differential p-forms
with values in adP, in other words, the space of sections of p(T ∗X) ⊗ adP.
Let A denote the space of L21 connections on P, i.e. connections that differ from
a smooth connection by an element of L21
1(X; adP). Let G denote the set of L22
gauge transformations, i.e. G equivariant bundle isomorphisms g:P → P covering the
identity map id:X → X. The gauge group G acts on A, according to the formula
g · A = gAg−1 − (dg)g−1.
The action of G on A is smooth, and the quotient space B = A/G is a Hausdorff
space. See [7,8] for details.
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Specify a Riemannian metric on X. This determines a Hodge star operator
∗ :p(X; adP) → 3−p(X; adP).
Combining this with the inner product on the ﬁber Lie(G) of ad(P ), we obtain an L2
inner product on forms
〈1,2〉L2 =
∫
X
−tr(1 ∧ ∗2).
The gauge group G forms a Hilbert group, with Lie algebra L220(X; adP). The lin-
earization of the group action at A may be identiﬁed with the map
−dA:L220(X; adP) → L211(X; adP).
With respect to the L2 inner product on TAA = L211(X; adP), the orthogonal com-
plement to the orbit tangent space TAOA is ker d∗A ∩ L211(X; adP), where
d∗A:L211(X; adP) → L20(X; adP)
is the adjoint of dA.
A slice for the gauge group action through A is given by a neighborhood of A in
A+L21XA, where XA = ker d∗A ∩1(X; adP). The stabilizer stab(A) of the connection
A is a subgroup of the gauge group. For any x0 ∈ X, the map sending each g ∈ stab(A)
to g(x0) ∈ (P ×Ad G)|x0G is an injective homomorphism and we can view stab(A)
as a subgroup of G (it is the centralizer of the holonomy subgroup based at x0).
The standard slice theorem in gauge theory shows that, for sufﬁciently small stab(A)
invariant neighborhoods B ⊂ A + L21XA of A, there is an embedding
B ×stab(A) G → A.
Thus, the gauge orbit of [A] has a neighborhood in A/G modeled on B/stab(A).
Associated to each connection A ∈ A is its curvature two-form F(A) ∈ L22(X; adP).
If A0 is a smooth connection, then F(A0) is a smooth two-form, and if A = A0 + a
with a ∈ L211(X; adP), then F(A) = F(A0) + dA0a + a ∧ a, which lies in L2 by
standard elliptic theory and the Sobolev Multiplication Theorem L21 × L21 → L2. Here
a ∧ a = 12 [a ∧ a] is an adP valued two-form.
A connection is said to be ﬂat if its curvature is zero. This is a gauge invariant
condition, since F(gA) = gF(A)g−1. The ﬂat moduli space is deﬁned to be the
quotient space,
M = {A ∈ A | F(A) = 0}/G.
In the next subsection we will demonstrate that the ﬂatness equation is locally equivalent
to a Fredholm equation.
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We will interpret the ﬂat moduli space as the set of critical points of the Chern–
Simons function, deﬁned as follows. Let A0 be a smooth connection. Then, if A =
A0 + a,
csA0(A) =
1
82
∫
X
tr
(
2a ∧ F(A0) + a ∧ dA0a + 23a ∧ a ∧ a
)
.
Since the choice of A0 only affects the Chern–Simons function through an additive
constant, we will typically drop the A0 subscript.
Given the inner product pairing −tr on Lie(G), we obtain a nondegenerate bilinear
pairing between smooth adP valued one-forms and adP valued two-forms by sending
(1,2) ∈ 1(X; adP) × 2(X; adP) 	→ −
∫
X
tr(1 ∧ 2) ∈ R.
After completing with Sobolev norms, this identiﬁes L2−1
2(X; adP) with the dual
space of L21
1(X; adP). Under this identiﬁcation, the differential of the Chern–Simons
function is given by dcsA = − 142F(A).
We will discuss the Fredholm properties of the ﬂatness equation on the slice in
Section 6.3, after we deﬁne the space of admissible functions which will be used to
perturb the Chern–Simons function.
6.2. Admissible functions
In this subsection, we will recall the deﬁnition of holonomy perturbations of [10,20]
and discuss their properties. We begin by ﬁxing a collection of closed embedded loops
l1, . . . , lN in X, disjoint except for a common basepoint x0, such that the homotopy
classes [li] generate 1X. We also require that the tangent directions agree at the
basepoint. Let i : S1 × D2 → X be diffeomorphisms from the solid torus to tubular
neighborhoods of the curves li . These are to be chosen so that i (1, x) = j (1, x), i.e.
there is a common normal disk at the basepoint.
Fix a radially symmetric bump function :D2 → R satisfying (x)0 for all x,
(x) = 0 when ‖x‖ = 1, and ∫
D2 (x)dx = 1.
Suppose that f :GN → R is a Cs invariant function which is AdG invariant, i.e.
f (g−1g1g, g−1g2g, . . . , g−1gNg) = f (g1, . . . , gN).
We will form a Cs function f :A → R by
f (A) =
∫
D2
f (hol1(x)(A), . . . , holN(x)(A))(x) dx. (17)
For a smooth connection A, the holonomy holi (x)(A) around i (S
1 × {x}) depends
continuously on x ∈ D2, so this makes sense at least for smooth connections.
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Lemma 58. The function f on the space of smooth connections deﬁned above extends
to a Cs function on the L21 Sobolev completion A.
Proof. Here we follow Section 8a of [20]. The Lie group G, by assumption, is a
submanifold of the vector space End(Cn). If f :GN → R is a Cs function, then by
choosing a tubular neighborhood of G ⊂ End(Cn) it is easy to give an extension of f
to all of End(Cn)N in such a way that the extension (which we also denote by f ) still is
Cs bounded. The advantage of doing so is that, for a path (t) = (g1(t), . . . , gN(t)) ∈
GN , we can now differentiate f ((t)) multiple times using the chain rule. Namely, we
obtain a formula for dk
dtk
f ((t)) which is a linear combination of terms of the form
dlf (0)(
(r1)(0), . . . , (rl )(0)), (18)
where (ri )(0) denotes the ri th derivative, and r1 + · · · + rl = k.
Consider for the moment the circle S1 and the principal bundle P = S1 ×G over it.
Let A be a connection on P. If p: [0, 1] → S1 is a parameterization, we can trivialize
p∗(P ) using the connection p∗(A). The holonomy hol(A) is the automorphism by
which the ﬁbers p∗(P )|1 is identiﬁed with p∗(P )|0 under the map from p∗(P ) to P.
Let a ∈ 1(S1; adP) and set a˜ = p∗a, which we interpret as a map a˜: [0, 1] →
Lie(G) using the trivialization. Let P(s; t) denote parallel translation from 0 to s using
the connection p∗(A + ta). Then P(s; t) solves the differential equation

s
P (s; t) + t a˜(s)P (s; t) = 0.
The holonomy hol(A + ta) is given by hol(A)P (1; t).
Differentiation of both sides of the differential equation with respect to t gives, for
each k,
k
tk

s
P (s; t) + ka˜(s) 
k−1
tk−1
P(s, t) + t a˜(s) 
k
tk
P (s; t) = 0.
Using this formula for t = 0 inductively one can show that
dk
dtk
hol(A + ta)|t=0 = ±hol(A)
∫ 1
0
a˜(s1)
∫ s1
0
a˜(s2)
∫ s2
0
· · ·
∫ sk−1
0
a˜(sk) dsk · · · ds1.
This gives a bound
∣∣∣∣ dkdtk hol(A + ta)|t=0
∣∣∣∣ C|a|kL1(S1).
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Returning to the admissible functions deﬁned above, we can apply inequalities like
this for each of the N holonomies (for ﬁxed x) to each of the terms of the form (18),
obtaining a bound similar to equation (8.4) in [20], namely
∣∣∣∣ dkdtk f (A + ta)
∣∣∣∣ const ∣∣∣dkf ∣∣∣ ∑
1 i1,...,ikN
∫
D2
(
|a|L1(i1 (x)) · · · |a|L1(ik (x))
)
(x) dx.
The rest of the argument now follows as in [20]. 
Proposition 59. For any L21 connection A and any admissible function f, the differential
dfA is an element of L2.
Proof. The bound above, in the case k = 1, shows immediately that
‖dfA(a)‖L2(X)K‖f ‖Cs(GN)‖a‖L1(X)C‖a‖L21(X).
This shows that dfA is in the dual space L2−1. In fact, since ‖a‖L1C‖a‖L2 on a
compact manifold, the differential of f at A is bounded on L2, which means that
dfA ∈ L21(X; adP), the same place that dcsA = − 142F(A) resides. 
Let F = CsAdG(GN). We interpret elements of F as functions on A, via the map
f 	→ f described above. It is clear from the construction that the resulting functions
are gauge invariant, so the map goes from F to CsG(A).
6.3. The local Fredholm equation for the perturbed ﬂat moduli space
We now outline the local Fredholm model for the ﬂat moduli space. Let A be
a ﬂat connection; up to gauge transformation, it may be assumed to be smooth.
As in Section 6.1, we set L21XA = ker d∗A ∩ L211(X; adP) equal to the slice tan-
gent space. Consider the map F :L21XA → L22(X; adP) sending a 	→ F(A + a).
This linearization is dA|L21XA :L
2
1XA → L22(X; adP), which has ﬁnite dimensional
kernel (equal to H 1A(X; adP)) but has inﬁnite dimensional cokernel (including all of
d∗A
(
L21
3(X; adP))). To replace this map with a Fredholm one, we set L2(∗XA) =
ker dA ∩ L22(X; adP) and let A:L22(X; adP) → L2(∗XA) denote the L2 orthog-
onal projection onto this subspace.
Lemma 60. For ‖a‖L21 sufﬁciently small, the restriction of the projection map A to
ker dA+a ∩ L22(X; adP) is injective.
Proof. This is Lemma 12.1.2 in [17]. 
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Proposition 61. There is a neighborhood B ⊂ L21XA of zero such that, for any f ∈ F
and a ∈ B, the equation d(cs + f )A+a = 0 is equivalent to A(d(cs + f )A+a) = 0.
Proof. This follows from the fact that f is gauge invariant and cs is invariant under
the identity component of G (the latter claim is equivalent to the Bianchi identity). Let
A′ = A + a be a connection. We claim that d(cs + f )A′ ∈ ker dA′ ∩ L22(X; adP).
Given this fact, the proposition follows from Lemma 60.
To prove the claim, we will use the orthogonal decomposition
L22(X; adP) =
(
ker dA′ ∩ L22(X; adP)
)
⊕ d∗A′L213(X; adP).
We will show that d(cs + f )A′ is orthogonal to d∗A′
(
L21
0(X; adP)) = ∗dA′L210
(X; adP). Choose  ∈ L210(X; adP). Choose a sequence of L22 0-forms i which limit
to  in the L21 norm. Then ∗dA′i is a sequence of tangent vectors to the orbit OA′
which converge to ∗dA′ in L2. Hence
〈∗dA′, d(cs + f )A′ 〉L2 = lim
i→∞〈∗dAi , d(cs + f )A′ 〉L2
= lim
i→∞ d(cs + f )A′(dAi )
= lim
i→∞
d
dt
(cs + f ) (exp(ti ) · A′) |t=0
= 0. 
We complete the subsection by noting that the Fredholm map
a ∈ B ⊂ L21XA 	→ A
(
− 1
42
F(A + a) + dfA+a
)
∈ ker dA ∩ L22(X; adP)
is the differential of the function on B deﬁned by a 	→ (cs + f )(A + a), i.e. the
restriction of cs + f to the slice through A. It follows that the general comments
concerning Fredholm exact one-forms in Section 2.2 apply. We will address the issue
of abundance at the ﬂat connections in the next subsection. Abundance nearby will be
obtained through the extension results in Section 5. Before we get into the abundance
questions, we pause a moment to relate the gauge theory notation with the notation
used in the general discussion.
Let A be a smooth ﬂat connection. For the two Banach spaces E and F ⊂ E∗, we
take E = L21XA = ker d∗A∩L211(X; adP) and F = ker dA∩L22(X; adP) = L2(∗XA).
For the Fredholm map :E → F , we take
(a) = A(d(cs + f )A+a) = A
(
− 1
42
F(A + a) + dfA+a
)
.
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The kernel U = ker d0 is equal to the ﬁrst cohomology of X with coefﬁcients in
the ﬂat Lie(G) bundle associated to A, U = H 1A(X; adP). (More speciﬁcally, U is the
space of harmonic one-forms with respect to dA.) The image V ′ = Image(d0) in the
present context is
V ′ = Image
(
dA: ker d∗A ∩ L211(X; adP) → ker dA ∩ L22(X; adP)
)
.
We take as V and W the L2 orthogonal complements of U and V ′ in E and F,
respectively. (Note that, by the Hodge theorem, W = H 2A(X; adP) is the dual space to U
and annihilates V.) Thus , in this context, is a map from H 1A(X; adP) to H 2A(X; adP) =∗H 1A(X; adP).
In the gauge theory setting, the map  is equivariant with respect to the compact Lie
group stab(A), so this plays the role of the group H in Section 4.
6.4. Abundance at the ﬂat connections
Let A be a smooth ﬂat connection, and let U, V, W, V ′ be as deﬁned at the end
of the last subsection. Consider F = CsAdG(GN). Choose neighborhoods BU of 0 ∈ U
and BF of 0 ∈ F , with BU invariant under the H = stab(A) action, and sufﬁciently
small that the parameterized map :BU ×BF → V is well-deﬁned, and deﬁne  and
 accordingly as in Section 2.3.
Let T A:BF → Cs−1H (BU) be the map
T A(f )(a) = (cs + f )(A + a + (a, f )).
Establishing the abundance properties necessary to obtain transversality results for
generic (small) perturbations and paths of perturbations will be a several step pro-
cess. We begin the process by establishing abundance at (0, 0) ∈ U × F .
Proposition 62. If s > k+1, then the map T A:BF → Cs−1H (BU) is kth order abundant
at (0, 0).
Remark 63. This proposition in the SU(3) case with k = 2 corrects Proposition
3.4(i)(a) of [3].
To outline the proof of this proposition, we need some additional notation. Let
1, . . . , N be the collection of thickened curves used to deﬁne the perturbations. We
will adopt the abbreviated notation
holx(A) = (hol1(S1×{x})(A), . . . , holN(S1×{x})(A)) ∈ GN.
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We have an integration map (also dependent on A, but we leave this out of the notation)
I :D2 →
(
adP|i ({1}×D2)
)N
,
deﬁned as follows.
Fix a parameterization (which we also denote by i) for each solid torus, i : [0, 1]×
D2 → X which descends to an embedding of the solid torus when the disks at the
ends are identiﬁed. Given x ∈ D2 and a ∈ 1(X; adP), we deﬁne
Ix(a) =
(∫ 1
0
P1,x(s)
∗
(
a
(
1∗
(

s
)))
ds, . . . ,
∫ 1
0
PN,x(s)
∗
(
a
(
N∗
(

s
)))
ds
)
,
where Pi,x(s) denotes parallel translation along i (S1 × {x}) from i (0, x) to i (s, x)
using the connection A. Here i∗
(

s
)
denotes the velocity vector of the parameteriza-
tion i with respect to the parameter s, in other words s i (s, x). The upper asterisk
denotes the pull-back, i.e.
Pi,x(s)
∗
(
a
(
i∗
(

s
)))
= Pi,x(s)−1 ◦ a
(
i∗

s
)
◦ Pi,x(s).
Pulling back in this way gives a map from the interval to the ﬁber adP|i (0,x), which
can then be integrated.
All calculations concerning the holonomies around i (S1 × {x}) can be performed
by pulling connections on (the bundle over) the solid torus back to connections on
[0, 1] × D2. In particular, to differentiate holi (S1×x)(A) with respect to A, we use
parallel translation for ∗i (A) to trivialize the pulled back adjoint bundle. One must
keep in mind that the trivialization does not descend to a trivialization of adP|i (S1×D2)
because the bundle ﬁbers at the ends are identiﬁed via the holonomy. One can then
check that, for smooth connections A and smooth one-forms a ∈ 1(X; adP) = TAA,
d
dt
holx(A + ta)|t=0 = holx(A)Ix(a).
(The smoothness assumption is not a problem for us since we will only use this fact
at ﬂat connections, which are smooth up to gauge, and on harmonic one-forms, which
are also smooth by elliptic regularity.)
The proof of Proposition 62 will be based on the following lemma. For A ﬂat, we
can assume by gauge transforming that the holonomies of A are independent of x, and
we obtain (via parallel translation over the basepoint disk) an identiﬁcation of all the
ﬁbers of adPi ({0}×D2), so we may view I as a map taking values in a single ﬁber.
This is naturally identiﬁed with the tangent space to G at holi (S1×{x})(A).
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Lemma 64. Let A be a smooth ﬂat connection, let I :H 1A(X; adP) → Thol(A)GN be
the integration map described above, restricted to H 1A(X; adP). Let
p: Thol(A)G
N → Thol(A)GN/Thol(A)Ohol(A)
denote the quotient map. Then p ◦ Ix is independent of x and p ◦ I is injective.
Proof. The proof of the ﬁrst claim is simply a calculation. The main tools are the
following rules for integrating along a composition of paths (here integration means
pulling back to the initial point via parallel translation and then integrating):
∫
·
a =
∫

a + (P−1 )∗
∫

a,
∫
−1
a = −P ∗
∫

a,
where P denotes parallel translation along . Also note that tangent vectors to the
orbit of hol(A) have the form
(hol1(A)m − mhol1(A), . . . , holN (A)m − mholN (A))
for some m ∈ Lie(G). We leave the details to the reader.
The proof of the second claim is fairly straightforward de Rham theory. Let W be the
union of the thickened solid tori. Let  = hol(A): 1(X) → G denote the holonomy
representation for A. We will use the same name  for the representation on the free
group generated by the fundamental group generators, :FN = 1(W) → G. The
de Rham theorem identiﬁes H 1A(X; adP) = H 1(1(X); ad) and H 1A|W (W ; adP|W) =
H 1(FN ; ad).
The standard complex for computing these group cohomologies gives a commutative
diagram
C0(1(X); adP) d
0→ C1(1(X); adP) dR→ C2(1(X); adP)
 ↓  ↓ ↓
C0(FN ; adP) d
0→ C1(FN ; adP) 0→ C2(FN ; adP),
where dR is a map obtained from differentiating the relations in this presentation of
1(X). In particular, C0 and C1 are identiﬁed, and hence the closed 1-cochains on
1(X) map injectively into the closed one-cochains on FN . 
We now use the lemma to give a proof of the abundance property of the space of
admissible perturbations at a ﬂat connection.
Proof of Proposition 62. We begin by clarifying what must be proved. The ﬁnal
statement in Corollary 23 generalizes immediately to the equivariant setting. If the
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functions in F are invariant under a compact Lie group H action on U ⊕ V (which
respects the direct sum decomposition), then the same statement holds with each Sl
replaced by SlH . Thus, it is sufﬁcient to show that for each lk there are admissible
functions f l1, . . . , f lml which vanish to order l − 1 at A and with the property that
dl(f lj )A restricted to H
1
A(X; adP) (that is, pulled back to tensors on the cohomology
via the inclusion of the cohomology into TAA) span the space of H invariant l tensors.
We shall show this now.
Fix a ﬂat connection A and an integer k. Gauge transform A if necessary to obtain a
smooth gauge representative. Let g = hol(A) and set Ng = TgGN/TgOg . Set H = Gg
equal to the stabilizer of g (i.e. the stabilizer of A in G). Then H acts linearly on Ng
and on H 1A(X; adP), and the map p ◦ I is equivariant. In particular, the image of p ◦ I
is an invariant subspace, which we will call N ′. There is an equivariant isomorphism
from Ng to N ′ ⊕ N ′′ where N ′′ is some other representation of H.
As in the discussion surrounding Proposition 26, we let i:N ′ → N ′ ⊕N ′′. Note that
the pull back i∗: Sl(N ′ ⊕N ′′) → Sl(N ′) is surjective, and likewise i∗: SlH (N ′ ⊕N ′′) →
SlH (N
′) is surjective. It is clear that for any lk we can ﬁnd functions f l1, . . . , f lml ∈
CkH (Ng) which vanish to order l−1 at 0 and with the property that dl0f
l
j , j = 1, . . . , ml
span SlH (Ng). In particular, we can choose them so that i
∗dl0f
l
j span SlH (N
′).
Theorem 29 allows us to translate these functions (bumped off outside a neighborhood
of the origin in Ng) into a collection of G invariant Ck functions on GN which vanish
to order l−1 at g and with the corresponding spanning property for the lth derivatives
at g.
We complete the proof by noting that if f ∈ CkG(GN) vanishes to order l − 1
at g, then the corresponding admissible function f :A → R satisﬁes djfA = 0 for
j = 0, . . . , l − 1 and
dlfA(a1, . . . , al)
= d
dt1
· · · d
dtl
∫
D2
f
(
holx(A + t1a1 + · · · + tlal)
)
(x) dx
∣∣∣∣
t1=···=tl=0
=
∫
D2
dlf g
(
holx(A)Ix(a1), . . . , holx(A)Ix(al)
)
(x) dx.
For ai closed, holx(A)Ix(ai) is independent of x modulo tangent vectors to the orbit
of g. By Proposition 33, the quantity being integrated is independent of x, except for
the bump function, which integrates to 1. Proposition 62 now follows. 
6.5. Global transversality theorems
In this subsection, we state and prove global transversality results concerning the
perturbed ﬂat moduli space. Let X be a closed oriented three-manifold. Recall that X
is an integral homology sphere (ZHS) if H∗(X;Z) = H∗(S3;Z), and X is a rational
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homology sphere (QHS) if H∗(X;Q) = H∗(S3;Q). We will also assume that G =
SU(n) or G = U(n), for n4.
We begin by noting some immediate consequence of the ZHS or QHS assumptions
on X, concerning orbit types of reducible ﬂat connections and the cohomology at the
reducible ﬂat connections. We will again use the notation established in Section 1 for
types of reducible connections.
We begin by recalling some well-known facts about U(2) and SU(2) connections.
In general, U(2) connections have type 2, 1 + 1 or 12. These have stabilizer {±1},
U(1) and SU(2) in SU(2). In U(2) the stabilizer is larger, containing the scalars, but
these act trivially on u(2) or su(2) so, for the purpose of studying stab(A) invariant
functions on H 1A(X; adP), we can ignore this difference. Note also that for a 1 + 1
(i.e. abelian noncentral) connection A, the action of the U(1) stabilizer (in SU(2)) on
H 1A(X; adP) corresponds to the weight two action of U(1) on Rk ⊕ Cl . This weight
also has no effect on the invariant functions, so we ignore it, too.
Now consider rank two connections (G = U(2) or SU(2)) on a ZHS X. Since
the only ﬂat U(1) connection on X, up to gauge, is the trivial connection, a ﬂat G
connection cannot be of type 1+1, and there is only one 12 ﬂat SU(2) connection (the
rank two trivial connection ). Finally, since H 1 (X; adP)H 1(X;R) ⊗ Lie(G) = 0,
this connection is isolated.
Next, consider rank two connections on a QHS X. There are ﬁnitely many nontrivial
U(1) ﬂat connections up to gauge, so now there do exist nontrivial 12 and 1 + 1
rank two connections. Again, for a 12 connection A, H 1A(X; adP) = 0. For the 1 + 1
connections, H 1A(X; adP) is isomorphic (under the stab(A) = U(1) action) to Cl .
We now consider rank three connections on a ZHS X. Although in general the U(3)
connection types are {3, 2 + 1, 1 + 1 + 1, 1 + 12, 13}, the homology restriction only
allows types 3, 2+1 and the unique rank three trivial connection (and again the gauge
orbit of the trivial connection is isolated). The 2 + 1 connections have U(1) stabilizer
in SU(3); the stabilizer is larger in U(3), but this distinction is again unimportant.
On a QHS, there can be nontrivial 13 ﬂat connections, but all of these are isolated.
There can also be 12 + 1 and 1 + 1 + 1 ﬂat connections. There is one simplifying
observation to be made about 12 + 1 connections, however. For a 12 + 1 connection
ﬂat connection A, stab(A) is (effectively) U(2). Since U(2)× 1 ⊂ U(3) acts on su(3)
in such a way that it is isomorphic to R⊕ su(2)⊕C2, H 1A(X; adP) is isomorphic as a
U(2) vector space to Rk ⊕ (C2 ⊗ Rl )⊕ (su(2)⊗ Rm). However, the su(2) component
must vanish by the same argument as for the 12 connections above. Thus the nontrivial
part of the U(2) vector space H 1A(X; adP) is isomorphic to C2 ⊗ Rl .
Finally, consider rank four connections. In general, rank four connections have the
following types:
{4, 3 + 1, 2 + 2, 22, 2 + 12, 2 + 1 + 1, 1 + 1 + 1 + 1, 12 + 1 + 1, 12 + 12, 13 + 1, 14}.
Again, the reducible (nontrivial) ﬂat connections on a ZHS are limited to types 3 + 1
and 2 + 2, which are analogous to the reducible SU(3) connections mentioned above
and discussed in detail in [3], and types 22 and 2 + 12. For a 22 ﬂat connection,
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the stab(A) = U(2) action on H 1A(X; adP) is equivalent to Rk ⊕ (su(2) ⊗ Rl ). It is
equivalent but easier to consider H = SO(3) acting on Rk ⊕ (R3 ⊗ Rl ).
Finally, for 2 + 12 ﬂat connections on a three-manifold, H 1A(X; adP) is equivalent
to Rk ⊕ (C2 ⊗ Rl ) ⊕ (su(2) ⊗ Rm). Again the su(2) component is identiﬁed with
H 1(X;R) ⊗ su(2) and hence is trivial.
Hence if X is a QHS and G = SU(3) or U(3), or if X is a ZHS and G = SU(4)
or U(4), the stab(A) actions on H 1A(X; adP) all effectively have the types listed in the
table before Theorem 1. Note that each of these representations was addressed in the
abundance extension results of Section 5.
We now state the theorem which is the main goal of this paper.
Theorem 65. Let X be a closed, oriented three-manifold. Choose a collection of thick-
ened loops 1, . . . , N in X generating 1X. Fix s6 and use CsG(GN) to deﬁne a
space of admissible functions F , with the Cs Banach norm. Assume that either
(A) X is a QHS and G = SU(3) or U(3), or
(B) X is a ZHS and G = SU(4) or U(4).
There exists a  > 0 and a residual subset of B(F) for which the perturbed ﬂat
moduli space Mf (X) is a ﬁnite collection of gauge orbits (cs + f is Bott–Morse on
A/G with ﬁnitely many isolated critical orbits). For two such perturbations f0 and f1,
generic paths in B(F) from f0 to f1 have the property that the parameterized ﬂat
moduli space is a compact union of arcs. The individual arcs are compact except for
open ends that limit to distinct points in a more reducible stratum of the parameterized
critical set, as follows.
In Case (A), type 3 arcs can limit only to type 2+1 points; type 2+1 arcs can limit
to 1+ 1+ 1 or 1+ 12 points, and the 1+ 1+ 1 and 1+ 12 strata of the parameterized
moduli space are compact (see Fig. 1). In Case (B), type 4 arcs can limit to 2 + 2
or 3 + 1 points; 2 + 2 arcs can limit to 22 points; and 3 + 1 arcs can limit to 2 + 12
points (See Fig. 2).
For  > 0 sufﬁciently small, all the observations about the ﬂat moduli space preced-
ing this theorem continue to hold for the perturbed moduli space.
Proof. For each ﬂat connection A, there is a A > 0 and neighborhoods B1 ⊂
H 1A(X; adP) and B2 ⊂ H 1A(X; adP)⊥ ∩ L21XA such that the parameterized Kuranishi
model describes makes sense in B1×B2×BA(F). Since Proposition 62 guarantees that
T A:F → C5stab(A)(B1) is fourth-order abundant at (0, 0) ∈ B1 ×BA(F), we can apply
the extension results in Section 5 to ﬁnd smaller neighborhoods where second-order
abundance holds (except on the principal orbit stratum, where we at least have ﬁrst-
order abundance). Note that these neighborhoods are contained in the slices through ﬂat
connections, so no connection in such a neighborhood is more reducible that the types
of the (nontrivial) ﬂat connections listed above. In the case of a 2+ 12 ﬂat connection,
we can also choose the neighborhood around it small enough, and A small enough,
that no perturbed ﬂat 2 + 12 connection in the neighborhood has a nontrivial su(2)
component in the cohomology.
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Since the ﬂat moduli space is compact, we can cover it with (the image under the
quotient map p:A → B of) a ﬁnite collection of such open neighborhoods. Set  equal
to the minimum of the corresponding A’s. Taubes shows in [20] that by choosing  > 0
sufﬁciently small, we can insure that the perturbed ﬂat moduli space Mf for ‖f ‖ < 
lies in union of this open cover. Taubes also shows that the perturbed ﬂat moduli space
is compact for any admissible function f.
By applying the local results of Section 4 to the individual neighborhoods, and then
intersecting the residual subsets of perturbations and paths we arrive at global versions
of these theorems for the perturbed ﬂat moduli space.
Finally, let us address the question of which types of perturbed ﬂat connections can
appear out of a given type. The answer to this question is summarized in Figs. 1 and
2. To see that no other possibilities exist, suppose a generic path of perturbations ft is
chosen so that the kernel of the Hessian of T Ai (ft ) at a critical point a0 ∈ H 1Ai (X; adP)
is never larger than one irreducible representation of the stabilizer of a0. (This is part
of the jet condition described in Theorem 46.)
The orbit type (under the stab(a0) ⊂ stab(Ai) action) of a nonzero vector in this
kernel is determined completely by the orbit type of a0 under stab(Ai) (which is
determined by that of Ai + a0 under the gauge group). For example, if Ai + a0 is a
2 + 12 connection then the stab(Ai + a0) action on the kernel is either trivial (and
the nearby solutions are of the same orbit type) or is effectively U(2) acting on
C2. Note that the C2 here corresponds to “intertwining” the U(2) connection with a
1-dimensional subspace of the “12” part. Any nonzero vector in C2 has isotropy in U(2)
isomorphic to U(1), and the corresponding connection is a 3 + 1 type connection. 
In a future paper, we will use this result to deﬁne an SU(4) invariant of ZHSs,
and also a U(3) or SU(3) invariant of QHSs, which are analogs of the SU(3) Casson
invariant deﬁned in [4]. In the rank four case, irreducible (i.e. type 4) points should be
counted with sign determined by the spectral ﬂow. The 2 + 2 and 3 + 1 strata should
contribute correction terms analogous to that for 	SU(3) deﬁned in [4], and the other
two strata must contribute “correction terms to the correction terms.” Similarly, in the
rank 3 case, secondary correction terms for the reducible strata of type 12 + 1 and
1 + 1 + 1 must be added to the 	 deﬁnition in [4].
The importance of the complete catalog of bifurcations provided here is that one
can now use a Cerf-theoretic argument to show the signed count of irreducible points
plus the correction terms is invariant. To prove that this quantity is independent of the
choice of perturbation, it is sufﬁcient to demonstrate that none of the bifurcations in
Fig. 1 or 2, and no compact cobordisms within any stratum, change this sum, following
the approach taken in [3,4,6].
To generalize the transversality results in Theorem 65 beyond the Cases (A) and
(B) considered in this paper, one must generalize Theorem 53 to all the different
groups H = stab(A) and H representations U = H 1A(X; adP) for the all the different
reduction types. In addition, the sphere transitivity property no longer holds for each
of the H vector spaces. For example, a rank six connection of type 23 has stabilizer
in U(6) isomorphic to U(3). One component of the ﬁrst cohomology will correspond
to the U(3) adjoint representation on su(3), which is irreducible but does not have the
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sphere transitivity property. In these circumstances, the bifurcations can be analyzed
but they are more complicated than those described here, and higher degree abundance
is necessary.
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