A one-parameter family of Julia sets is shown to converge, in a probabilistic sense, to certain trajectories of a differential equation. The Julia sets arise from Euler's method for the differential equation. This provides information on the location of the Julia sets and the dynamics on them.
Introduction
Let R denote a rational function. We study the continuous dynamical system Clearly, N(-, h) is also a rational function. Both dynamical systems are to be considered on the Riemann sphere C. In this paper we show that for h small, the Julia set J(h) of N(-, h), and the dynamics on the Julia set, are related to the phase plane portrait of the differential equation (1.1).
The discrete dynamical system is Euler's method for the approximation of solutions to (1.1) by polygonal paths. Thus, if zn is given and cp(t, zn) denotes a solution to (1.1) such that <p(0, z0) = z0 , then the polygonal path obtained by connecting successive points zk_x, zk by straight line segments, 0 < k < K, is expected to be close to cp(t, z0) for 0 < t < Kh, with the approximation improving for smaller h , keeping Kh fixed. See [9, Chapter 1] for a survey of There is another interpretation of these dynamical systems. In [2, Theorem 2.3] it was shown that for any rational function R, there exists a function /, unique up to a nonzero multiplicative constant, such that (i.5) *(Z) = 7W
Then (1.1) and (1.2) take the respective forms (i.6) z = ~T(7y
The function /is analytic in the finite plane except for at most finitely many poles, essential singularities, and branch points. In the form (1.6), the continuous dynamical system is the continuous Newton method for /. See [2] for results and further references. In forward time, solution curves cp(t, zn) travel from places where |/| is large to places where it is small. This can be seen most easily from the implicit solution f(cp(t, z0)) = f(zo)e~l. Since / is in general multivalued, the preceding statement must be interpreted carefully. See [2] . In the form (1.7), with h = 1 , the discrete dynamical system is the familiar Newton method for /, and for h ^ 1 it is the modified or relaxed Newton method. See [11] . See [5] for results on the invariant measure on Julia sets, and see [4] for a general survey of rational dynamics. In [2] and in this paper, the differential equation (1.1) is considered without desingularization. See [10] for desingularized equations arising from meromorphic functions.
Preliminaries
We collect here some results about (1.6) and (1.7). A point y in the finite plane is a critical point of (1.6) if f(y) -£ 0, f'(y) -0. The point at oc is a critical point of (1.6) if 0 is a critical point of (2.1) z = -z2/<(l/z), the system obtained from the inversion z -> 1/z . Let R = -p/q , where p, q are polynomials with no common factors.
Proposition.
A point y in the finite plane is a critical point of (1.6) if and only if y is a pole of R. The point at infinity is a critical point of (1.6) if and only if deg(p) > 3 + deg(^).
Proof. Clearly, any critical point of (1.6) is a pole of R. Suppose y -0 is a pole of R. A simple computation shows that if f(0) = 0, then ///' has a simple zero at 0. Thus it is necessary to have f(0) ^ 0, and since /' = -f/R, we have f'(0) = 0. Using (2.1), the case for oc is obtained. A solution <p(t) which passes through a critical point (necessarily in finite time) is called a critical trajectory. See [2, §2] . At the critical points, smoothness and uniqueness break down.
Dynamics on the Julia sets
For £ in C, the equation N(z, h) = £ has d solutions. We assume d > 2. Note in particular that if £ = oo, then z = oo is a solution of multiplicity d -deg(<7). If z0 is given, let z" = zn(h) denote a probabilistic sequence of backward iterates, where (3.1) N(zn, h) = z"_, and z" is selected with probability 1/d. We assume the list of d solutions of (3.1) has repetitions if there are multiple roots. For any z0, let N~x(z0, h) denote the set of preimages of z0 , those z such that N(z, h) = z0. Let N~n(h)
is dense in J(h) [4, Corollary 4.7] . More specifically, if {z"} is a probabilistic sequence of backward iterates, starting at z0 in J(h), then {z"} is almost surely dense in J(h). See [1, 8] . The set of branches of N~x(h) along with the probabilities 1/d is an iterated function system [1] . We shall call this method for computing points in J(h) the IFS method.
We consider a single inverse step by studying solutions of Thus the sk are a subset of the y,. Let m P(F.) = \jD(yx,e), />(£,e) = Z)(£,e)U/>(£).
3.3. Theorem. Let e > 0 be given. Then there exists /zn(e) > 0 such that for all h, \h\ < ho(e), and for all £ in C, all solutions of (3.2) lie in P(C, e).
Proof. Let S(e) = C -P(e). This is a compact subset of C, and there exists M = M(e) > 0 such that \R(z)\ < M on S(e). If \h\ < e/M, then \hR(z)\ < e on S(e). If also \z -£| > e , then
3.4. Corollary. Assume \h\ < ho(e)edeei-q). Then every connected component of P(C, e) in the finite plane contains as many solutions o/(3.1) as zeros of (-Qq(z).
Proof. Rewrite (3.2) as (z-Qq(z) + hp(z) = 0.
On the boundary of P(£, e), we have \(z -Qq(z)\ > ei+**(«). With the above condition on \h\, the conditions of Rouche's theorem are satisfied on the boundary of each connected component: \(z -Qq(z)\ > \hp(z)\.
The following is a simple consequence of these results. Thus, for h small, the backward iterates of N(-, h) have a probability distribution on J(h), which is close to an atomic measure concentrated on the poles of R. Of particular interest is the case in which deg(p) = 1 + deg(<?). This then applies to Newton's method for polynomials. In this case, oo is a pole of R, but all d solutions of (3.2) for £ in the finite plane are accounted for in the finite plane, so even if oo is in J(h), the sequence of backward iterates has small probability of reaching a neighborhood of oo.
Since all poles of R in the finite plane are critical points of the differential equation (1.1), we see that the part of J(h) in the finite plane becomes concentrated, in the sense of the invariant measure, around those points where uniqueness and smoothness of solutions fail to hold.
Distribution along critical trajectories
In the special case that
where Pj, j -1, ... , J , are points in the finite plane and Aj, j = I, ... , J , are complex numbers with Re Aj > 0, we show that there is further structure to the distribution of J(h) around the critical points. We show that for small h , J(h) is confined to narrow strips containing those parts of the critical trajectories which will reach critical points in forward time. This is based on a study of Euler's method for (1.6). In general, Euler's method is local; a solution can be approximated for only a short time interval. See [6, Theorem 1.1, p. 3]. We show that for (1.6), if B denotes a set of initial points n and if T > 0 is arbitrary, such that the set {(p(t,n)} for n in B and 0 < t < T is bounded away from the poles of R, then for any tolerance d > 0, Euler's method starting at n will approximate cp(t, n) to this tolerance for 0 < t < T, provided h is sufficiently small, and this holds uniformly in all such n. There is numerical evidence that the main result of this section holds under more general conditions. Assuming (4.1), it is easily verified that so \N(z, h)/z\ < 1, provided 0 < h < 2Re[a + zy/(z)]. Select p so that \zi//(z)\ < Rea/2 for \z\ < p. Then \N(z, h)/z\ < 1 for all such z. Since N has only finitely many fixed point, the smallest p for these fixed points is still positive, and ho can be chosen as the smallest of Re Aj.
We consider the approximation of a single solution. for nh < Tx . By selecting e, h sufficiently small, we have \ek\ < 8 for kh < Tx. Let v be that integer such that vTx < T < (v + l)Tx . Then the above process can be carried out v times for e < ex(T, A, 8), 0 < h < hx (T, A, 8 ).
Note that uniformly bounding \R\, \R'\ is equivalent to keeping z uniformly bounded away from the poles of R . Also, since Tx, ex depend only on A, 8 , and M, we see that this result holds uniformly over sets of trajectories.
4.7. Theorem. Let K denote a set in the finite plane such that, for all n in K, all trajectories cp(t, n) are uniformly bounded away from the poles of R for 0 < t < T. Then for 8 > 0 but sufficiently small, the Euler approximations zk(h) satisfy \zk(h) -cp(kh, n)\ < 8 for all k such that kh <T. 4 .8. Theorem. Let K be a compact set such that, for each n in K, the solution cp(t, n) is free of critical points for t > 0. Let p be as in Theorem 4.5. Then there exists T = T(K) such that \<p(T, n) -pj\ < p/2 for all «o in K and some equilibrium solution pj. Proof. Since ReAj > 0 for all j, there are no periodic solutions of (1.6) and there are no limit cycles [2, Theorem 2.16]. Thus each solution of (1.6) tends to one of the equilibrium solutions in forward time. Let T(n, p) = inf{t>0:\tp(t, n)-zj\ < p/2, some;}. Then T(n, p) < oo. Since K is closed, there is a 8 > 0 such that, for any critical point y of f, \cp(t, n)-y\ > 28 for / > 0. (If <p(tn , n") -» y , then n" [or a subsequence] converges to a point fj in K . Then cp(tn ,rj) -> y , contradicting the definition of K.) Thus for n in K all solutions are continuously dependent on initial data, so T(n, p) is continuous on K . Thus T(K) = sup{T'(rj, p)} is finite. 4.9. Theorem. Let K be a compact set such that, for all n in K and all t > 0, the trajectories cp(t, n) are a distance 8 > 0 from the critical points of (1.6). Then there exists ho = ho(K) such that K is free of points of J(h) for 0 < h < ho ■ Proof. By Theorem 4.8, there exists T > 0 such that <p(T, n) is in an attracting neighborhood of some p}, uniformly over n in K . By Theorem 4.7, for h sufficiently small the iterates of N(-, n) are eventually in an attracting neighborhood of some Pj, so the sequence of iterates is normal at each n in K. Thus no point of K can be in J(h) for h sufficiently small. Thus, to find points of J(h), it is necessary to look at neighborhoods of points on critical trajectories which have yet to pass through critical points in forward time. and at p^ which is the conjugate of p2 ■ The critical points are at yx = 1, 72 = 2. The critical trajectories and their orientations in forward time are shown in Figure 1 . Figures 2, 3 , and 4 show J(h) for h = 1, h = 0.2, and h = 0.05, respectively. The critical trajectories were drawn using a noniterative method described in [2, §6] , and the Julia sets were plotted using the IFS method. The plots do not show regions of J(h) which have low probability according to the invariant measure.
