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1. Introduction
The textbook Artiﬁcial Intelligence: Foundations of Computational Agents is a general introduction to AI that is aimed at
survey-style courses for upper year undergraduates and graduate students and is also suitable for self-study for those with
a general computer science or mathematical background. As many readers may not wish to know all of the details but rather
just the big picture, let me begin with an executive summary of my review. Quite simply stated, the book is excellent. The
writing, use of examples, topic coverage, level of detail, exercises at the end of each chapter, and supplementary online code
and materials, are all, in my view, outstanding. I highly recommend the book for adoption in AI courses and for self-study.
Remarkably and generously, while the book can be purchased in hardcopy form, the entire textbook is also available online
for free at http://artint.info (which has proved very popular with my students). And now for the details. . .
2. Organization and coverage
The book is organized around the now familiar theme of intelligent agents and contains ﬁfteen chapters organized around
ﬁve main topics or parts:
I. Agents in the World
II. Representing and Reasoning
III. Learning and Planning
IV. Reasoning About Individuals and Relations
V. The Big Picture
Part I introduces artiﬁcial intelligence and agents, agents situated in the world, agent architectures, and hierarchical
control of agents. The opening chapters do an excellent job of providing the student with a mental map upon which to
navigate and learn the rest of the material. In particular, the discussions on the dimensions of knowledge representation and
the dimensions of complexity nicely tie together the subsequent material as points in this multi-dimensional space. I also
liked that the opening chapter introduces four running examples that are then revised and elaborated upon throughout the
book.
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space search and uninformed and heuristic search algorithms), features and constraints (including representing states us-
ing features or variables, constraint satisfaction problems, and local and backtracking search), propositions and inference
(including propositional logic, deﬁnite clauses, and algorithms and techniques for logical inference), and reasoning under
uncertainty (including probabilities, static and dynamic belief networks, hidden Markov models, and algorithms for proba-
bilistic inference).
Part III covers learning and planning with chapters on supervised learning (including general issues in learning, decision
trees, Bayesian classiﬁers, support vector machines, and neural networks), planning with certainty (including representa-
tion issues, forward and regression planning, and planning as a constraint satisfaction problem), planning with uncertainty
(including preferences and utilities, decision networks, value of information, and Markov decision processes), multi-agent
systems (including representation of games, strategies when perfect and imperfect information, and mechanism design), and
beyond supervised learning (including clustering, learning belief networks, and reinforcement learning).
Part IV extends the material in Parts II and III. Knowledge representation and reasoning (both logic-based and probabili-
ties-based), learning, and planning are all generalized to allow the representation of individuals and the relations between
them.
Part V caps the book by revisiting the dimensions discussed in Part I and by discussing some of the social and ethical
consequences of AI.
In terms of coverage, the above gives a ﬂavor of the topics covered, but is of course not exhaustive and does not give
any information about the balance of the coverage. I encourage the reader to browse the online version of the text, but
having taught from the book (and also having read almost all of it in detail, which of course does not necessarily follow
from having taught from it) I can say that I have found both the choice of topics covered and the balance between topics
to be excellent. For the most part, the choice of topics and the level of detail closely match what I like to cover in our
introductory artiﬁcial intelligence course, with the exception that, by popular demand on the part of the students, I provide
somewhat more detail on the machine learning topics. Here it should be noted that the book provides limited coverage of
natural language processing, vision, perception, robotics, and philosophical foundations. If these are part of the syllabus of a
course, it may require that the instructor provide additional course notes or other supplementary material.
In terms of organization, the topics are presented in (at least) two ways that can be considered non-standard. The
primary organizational difference is the propositions-ﬁrst (or, as the authors call it, relations-last) approach where the in-
troduction of relations/predicates is delayed until later in the book. I found this to be very successful from a pedagogic
point of view. Among other things, it allows a nice symmetry between propositional logic and propositional belief networks
and between logic with relations and probabilistic models with relations, and it emphasizes that these are complemen-
tary and not disconnected topics. A (perhaps) secondary organizational difference is that state space search and constraint
satisfaction problems are (properly) categorized under knowledge representation and reasoning.
There is also a website to accompany the book (http://artint.info) that includes a free copy of the entire textbook,
instructional slides for each chapter, and a quite amazing set of online learning resources. The online learning resources
include demos and tools for a number of the main algorithms and concepts in the book. The tools are written in Java
and so can be run from any web browser. As one example, there is a belief and decision network tool that I have used
successfully in an assignment. The tool is easy to use. It comes with a quickstart guide, general help, and seven tutorials:
two that are browser based and include extensive screen shots and step-by-step instructions and ﬁve video tutorials! I think
it is fair to say that the book sets a new standard for supplementary online materials.
No review is complete without the reviewer stating a few quibbles to show that they actually read the book, so here
are mine. While almost everywhere the writing is excellent and the explanations clear, there are a few instances where the
transition between two topics is somewhat abrupt, missing a few sentences to say here is where we have been and here is
where we are going. As well, there are a few instances where terms are used that have not yet been deﬁned (e.g., marginal
distribution) or are deﬁned in such a way as to potentially cause confusion (e.g., domain consistency, which is usually a
synonym for arc consistency, is deﬁned here as being similar to node consistency on unary constraints).
3. Comparison
Any review of a new AI textbook must eventually address the elephant in the room.1 There are several AI textbooks on
the market at the moment with the same target audience but one of these books—by Russell and Norvig [3]—is dominant,
almost completely so, and is used in approximately 1100 universities in 100 countries. Over the years, I have taught from
earlier editions of the texts by Luger [1] and by Rich, Knight, and Nair [2]. Like many, I switched to the text by Russell and
Norvig (hereafter R&N) shortly after the ﬁrst edition came out in 1995. R&N is an excellent and highly regarded text. Yet
after more than a decade of teaching through three editions of R&N, I recently switched from R&N to the new text by Poole
and Mackworth (hereafter P&M). Let me explain why. R&N has aimed at being comprehensive and is not as selective. The
result, I believe, is that the book has become overly long and less integrated and less useful to the average student. Some
1 An English idiom that means, “An important and obvious topic, which everyone present is aware of, but which isn’t discussed, as such discussion is
considered uncomfortable.” The Phrase Finder, http://www.phrases.org.uk. Accessed October 12, 2010.
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aims for breadth (as many AI courses are structured). The result is often unsatisfying for the instructor and students ﬁnd
it diﬃcult to wade through the extra material to ﬁnd what is relevant for their course. P&M, in contrast, is more selective
in its coverage. Let me give just one example so that it is clear what I mean. Consider representing and reasoning with
uncertainty using probabilities and belief networks. R&N, in addition to this standard material, also discusses alternative
approaches to probabilities including Dempster–Shafer theory, fuzzy sets, and rule-based certainty factors. Now these topics
may be relevant in an advanced course or a course on historical methods, but in my view they only detract from an
introductory course. Not everything is important, and good pedagogy means pruning away to focus on the key ideas and
essential concepts.
4. Conclusion
In summary, I highly recommend this book to instructors of introductory AI courses and to those who wish to learn
about the foundations of the ﬁeld through self-study. As many will be aware, there is already an excellent textbook by
Russell and Norvig [3] with the same target audience that has dominated the ﬁeld for more than ten years. However, all
things considered—selective coverage, level of detail, quality of explanations, exercises, online materials, free availability, and
so on—I believe the clear advantage goes to the newcomer. Certainly the book sets a new standard for AI textbooks with its
supplementary online tools and tutorials.
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