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QUASI DIFFUSION SOLUTION OF STOCHASTIC DIFFERENTIAL EQUATIONS
Let (
be a given probability space and Τ = <0,T Q > a closed interval of the real line Let X = {x(t) : te τ} be a real stochastic process defined on (Q,J,P) .
We introduce the following notations:
*n = fi t n] We assume that 0 <t 1 <... < t Q <t < T Q . Let ' Έ be the Borei íT-field of ¿he real line. A function P n : T n * R n χ Τ * 35 --<0,1 > is called conditional transition probability if P n (t n , X(£ a ) ; t, B) = p{x(t)£B|x(t n )} , where Β € 3 and Ρ{./.} denotes the conditional probability.
: tΤ , i=1,...,n , : Xj£R^ι i=1,...,n , Definition 1 [2J. The process X is called a quasi-diffusion process if for every £> 0 , for every natural number n,x n eR n and 0 < t^ < ... < t Q < T Q we have:
Let W = [w(t) : te τ} be the Wiener process defined on {Ω,Τ, Ρ) and let A « {A(t) ι tel} , Ϊ » {B(t) t teT} be nonanticipating processes [4] with respect to some increasing family of &-fields {£} We consider the Ito process [1] t } (4) X(t) = X(0) + J A(s)ds +J B(s)dW(s) .
In this paper we shall prove that under certain assumptions the Ito process (4) is a quasi-diffusion process.
More pïecisely we shall prove the following theorem. Theorem 1.
If processes A, Β have continuous trajectories and
LteT J
then for every natural number n, x"eR and 0<t^< ... <t <T we have 1 no (1)(2)(3) and (1' )(2' )(3' ) are equivalent. Obviously if X is a quasi--diffusion process then (1' )(2' )(3' ) hold. On the other hand, we can prove the following lemma. Lemma 1 . Let X be a stochastic process. We assume that we can find a family {P n } n _·. of transition probability functions and δ > 0 such that the processes
n U , X(t ); t +h, dx) , 0<ii<<5" , are separable for every Then the conditions
Por every 0<h<<T we have
a.s and -4 55 -
Vie assume that the conditions (1* ),(2' ),(3' )'hold. Let J^ be the set , of separability of the process Z^. , k=0,1,2.
'He can find sets Qkc Ω with P(£2k) = 1. Therefore we can find Borei functions a n(in»*) 5
and bn(tn» ·) : R n -R such that
This ends the proof. Therefore we obtain
Now we shall show that
Obviously we have This ends the proof of (7). and from Chebyshev's inequality we obtain = E h~1E ^|x(t n +h)-x(t n )|>^ j^'n^
This ends the proof of Theorem 1. Now we assume that for every tcT the random variables A(t), B(t) are a) s s<t] -measurable. It is known [1] that in this case
where f,g : T*C(T) -»-R are progressively measurable functionals [1] . C(T) -space of all continous functions. Corollary 2 .
If the functionals f,g and a solution X of the stochastic differential equation
satisfy the assumptions of Theorem 1 and Lemma 1, then .X is a quasi-diffusion process.
The following theorem shows the conections between the functionals f,g and the functions a n »b n respectively. The continuity of the trajectories of X guarantees that Now we shall give an example of a nonmarkovian solution of (8). We consider the stochastic equation (9) dX(t) = X(t-1)dW(t) 0<t<2
with the initial condition X(t) = 1 for -1<t<0 . Now we shall show that X is a nonmarkowian process. It suffices to prove that But it is impossible, which shows X is a nonmarkovian process.
