We study monodromy representations associated with the Gauss hypergeometric fuction by using integrals of a multivalued function over several chains. In particular, we give a necessary and sufficient condition for the irreducibility, a concrete realization of the representation in each of the reducible cases, and a list of finite groups arising from the reducible cases.
Introduction
A systematic study of special functions of hypergeometric type using integrals of multivalued functions is initiated by Aomoto [A1, A2] , and has been developed as an application of the twisted de Rham theory [MY, Y] .
In this article, we study monodromy representations associated with the Gauss hypergeometric function 2 F 1 , in particular, by using integrals of a multivalued function over several chains. Such integrals with the parameters that do not satisfy genericity condition have not been clarified well until now in spite of many efforts. The present paper aims at giving a full detail of the treatment of such integrals associated with the Gauss hypergeometric function 2 F 1 .
The Gauss hypergeometric function is the analytic continuation of the Gauss hypergeometric series
where (a) n = a(a+1) · · · (a+n−1). It satisfies the differential equation 2 E 1 with regular singular points x = 0, 1 and ∞:
The rank of 2 E 1 is 2. The characteristic exponents are 0, 1 − γ at x = 0, 0, γ − α − β at x = 1, and α, β at x = ∞. The function 2 F 1 has an integral representation in the form
where Re(γ − β) > 0, Re(β) > 0.
In this paper, we consider the integrals in the form
where C is a suitable chain which is not necessarily a cycle. We call (0.2) a hypergeometric integral associated with the Gauss hypergeometric function.
In Section 1, we prove that the integral (0.2) with λ 0 = α − γ, λ 1 = −α, λ 2 = γ − β − 1 (and λ 3 = −λ 012 − 2 = β − 1) satisfies the equation 2 E 1 . A crucial point is that, when we consider the integral which does not satisfy the genericity condition, we need to consider chains which are not necessarily cycles. Next, we give foundations of the linear independence of the sets of two integrals, which will be used to construct monodromy representations in the following sections. One of the essential ingredients in this section is a Wronskian formula.
In Section 2, we construct the monodromy representations on the space V spanned by the hypergeometric integrals under some genericity conditions. As a consequence, we determine a necessary and sufficient condition for the irreducibility of the differential equation 2 E 1 . Here the irreducibility of the differential equation is defined to be that of the monodromy representation on the solution space of the equation.
Theorem 0.1. A necessary and sufficient condition for the irreducibility of the differential equation 2 E 1 is that none of α, β, γ, γ − α − β are integers.
This condition for the irreducibility is known. For instance, Theorem 4.3.2 by Iwasaki-KimuraShimomura-Yoshida [IKSY] and the work by Beukers and Heckman [BH] state the same result. The present work gives another approach for determining the condition.
In Section 3, we construct concrete representations in reducible cases. These realizations show the structure of the representations, in particular, how a one-dimensional representation is included in each of the reducible representations. Notice that monodromy representations in reducible cases are also studied by Kimura-Shima [KS] and in [IKSY] , where the statements are given in terms of the characteristic exponents of 2 E 1 , and that the general solution in the reducible cases are given in 2.2 of Erdélyi et al [E] in terms of power series.
Finally, in Section 4, a classification of the reducible and finite representations is given. Monodromy groups in finite order in the case of the Jordan-Pochhammer differential equation E JP , which is a generalization of 2 E 1 , are known by Haraoka [H] , although his list of the groups of finite order has some lack of cases.
In this paper, the symbols
and ϵ : a sufficiently small positive number are frequently used.
Hypergeometric Integrals
Let z 0 , z 1 , z 2 be distinct points of C, and U (t) a function
Let λ 3 , which corresponds to the exponent at ∞, be
In the case all the points z 0 , z 1 , z 2 are real points, for an interval
where ϵ j = ± is so determined that each ϵ j (t − z j ) is positive and the argument of each factor is zero on D. For instance, when
In what follows we denote the point ∞ by z 3 = z −1 , and fix z 0 < z 1 < z 2 in this section.
In the case λ k−1 , λ k / ∈ Z <0 , a regularization of the path
, which has a natural orientation, associated with the function U (t) is defined to be
Here and in what follows, d λ denotes the value e(2λ) − 1, and S(z k + ϵ) or S(z k − ϵ) stands for the positively oriented circle that is centered at the point z k and that starts and ends at the point z k + ϵ or z k − ϵ, as is depicted in Figure 1 . In particular, S(∞ − ϵ) or S(∞ + ϵ) means a negatively oriented circle centered at the origin with sufficiently large radius ϵ −1 , which might be written by
, as is depicted in Figure 2 .
where the arguments of t − z k−1 and z k − t take values from 0 to 2π on S(z k−1 + ϵ) and on S(z k − ϵ), respectively. This corresponds to realizing the finite part of a divergent integral in the sense of Hadamard. See [MY] .
In the case λ k ∈ Z <0 , we consider the integral ∫
We will show in the next subsection that these integrals give solutions of 2 E 1 .
The differential equation
To get solutions of 2 E 1 , we set (z 0 , z 1 , z 2 ) = (0, x, 1) in U (t) :
We show that the integrals of U (t) over several kinds of chains which are not necessarily cycles satisfy
We note that the equation (1.3) is equivalent to 2 E 1 under the relations
Proof. We have ∂ ∂t
Hence, by using the equalities
we obtain 4) which leads to
Therefore, we have the result.
Lemma 1.1 implies that the function
, and that the function
However, under the condition λ 1 = 0 or 1, Lemma 1.1 does not imply anything, for instance, whether ∫ reg(0,x) U (t) dt with λ 0 / ∈ Z <0 satisfies 2 E 1 or not. Thus we need a more detailed discussion to include such an integral as a solution of 2 E 1 .
Lemma 1.2. For a fixed integer
Proof. We need to consider only the cases λ 1 = 0 and λ 1 = 1, because of Lemma 1.1.
(a) In the case
and hence ∫
On the other hand, we have ∫
Combination of (1.5) and (1.6) implies that
On the other hand, we have
The combination of Lemmas 1.1 and 1.2 leads to the following. Recall here the assumption
As is easily seen that the condition z 0 < z 1 < z 2 (i.e. 0 < x < 1) in Proposition 1.3 can be relaxed to include the cases x < 0 and 1 < x: For instance, in the case
Linear independence
For constructing the monodromy representations in several situations, we will consider several kinds of pairs of functions as the basis for the representation. In this subsection, we prepare some lemmas to guarantee the linear independence of such functions. We first give the so-called Wronskian formula.
where the argument of x in x λ 01 +1 and that of 1 − x in (1 − x) λ 12 +1 are assigned to be zero.
which is equal to
and
Here we have used the identities
for Re(λ 0 ), Re(λ 1 ), Re(λ 2 ) > −1 and the analytic continuation lead to the result. Lemma 1.4 implies the following, which will be used in Propositions 3.1 and 3.6.
Lemma 1.5. Fix x to be 0 < x < 1.
(
for some constants c 1 , c 2 . Since the lefthand side is analytic relative to λ 0 except at negative integers, the identity holds also with λ 0 replaced by λ 0 + 1. Thus we have 
This implies c 1 = c 2 = 0, because of Lemma 1.4. On the other hand, it is seen that, if U (0,x) (t)dt and
It completes the proof of (1).
(2) If we change the integration variable from t to u by
we have ∫ reg (x,1)
Hence the assertion (1) implies (2). Similarly, the equalities ∫ reg (1,∞)
reduces the assertion (3) to (1), and the equalities ∫ reg (∞,0)
( 1.9) reduces (4) to (1).
Next, we give an assertion about the nontriviality of the integral in the form
Proof. We first prove the case of i = 0 under the condition 0 < x < 1, and next reduce the other cases into that case.
If λ 0 ∈ Z <0 , the binomial theorem
and the change of the variable t → xt imply ∫
Here the sum is a finite sum, and if λ 1 and λ 2 are nonnegative integers satisfying λ 1 +λ 2 < −λ 0 −1 the sum becomes zero since (−λ 1 ) i = 0 for i > λ 1 and (−λ 2 ) j = 0 for j > λ 2 . On the other hand, the condition λ 1 + λ 2 < −λ 0 − 1 is equivalent to λ 3 ∈ Z ≥0 . This proves the assertion in the case of i = 0.
Next, the equality ∫
by (1.7) reduces the assertion in the case i = 3 to that in the case i = 0. Similarly, the equalities ∫ 13) which follow from (1.8) and (1.9) respectively, reduce the assertion in the case i = 2 and that in the case i = 1 to that in the case i = 0.
We finally in this section give a simple lemma on a linear transfomation that is very useful in Section 3: (1) will be used in Popositions 3.2, 3.3, 3.4 and 3.5; (2) and (3) will be used in Proposition 3.7.
Lemma 1.7. Let f be a linear transformation acting on the space spanned by two vectors v
then v 1 and v 2 are linearly independent.
(2) If
which implies β = 0, and hence α = 0. The assertion (3) follows from the same argument as in (2).
Irreducibility of monodromy representations
The hypergeometric integrals with variable x in the form (1.1) or (1.2) are defined on C\{0, 1} ⊂ P 1 . In the sequel, we consider the monodromy representaions
given by
for several pairs of linearly independent functions f 1 (x), f 2 (x) in the forms (1.1) and (1.2) and for γ ∈ π 1 (C\{0, 1}). Here
, and each γ * f j (x) is the consequence of the analytic continuation of f j (x). Note that Proposition 1.3 guarantees that the monodromy representation on the solution space of 2 E 1 can be identified with the representation relative to these functions. Hence the irreducibility of 2 E 1 can be discussed by this representation.
For a fixed base point x 0 ∈ C\{0, 1} satisfying 0 < x 0 < 1, the symbols γ 0 and γ 1 designate the paths that express the moving of the coordinate x as in Figure 3 . It is known that these paths give a set of generators of the fundamental group π 1 (x 0 , C\{0, 1}) with a base point x 0 . Similarly, for a fixed base point x 0 satisfying ∞ < x 0 < 0, γ 0 , γ ∞ are defined as in Figure 4 , and, for a fixed base point x 0 satisfying 1 < x 0 < ∞, γ 1 , γ ∞ are defined as in Figure 5 . In each case, the paths give a set of generators of π 1 (x 0 , C\{0, 1}). We assign the argument of each factor of the integrand U (t) at the base point x 0 . Figure 3 Figure 4 Figure 5 We first compute the matrices for the action of γ's in some cases, which will be used to determine a necessary and sufficient condition for the irreducibility of the monodromy representation. Here and in what follows, to express the function ∫ C U (t) dt, we write only C for brevity.
Proposition 2.1. Here the base point x is fixed to be 0 < x < 1.
(1) If λ 0 , λ 1 , λ 2 / ∈ Z <0 , the matrices of the monodromy representation are
in the basis (e(λ 1 )reg (0, x), reg (x, 1)).
(2) If λ 1 , λ 2 , λ 3 / ∈ Z <0 , the matrices of the monodromy representation are
in the basis (e(λ 2 )reg (x, 1), reg (1, ∞)).
Proof.
(1) The action of γ 0 and γ 1 is calculated as
Here and in what follows, the vertical arrow in each picture indicates the point at which the argument of each factor of the integrand is fixed to be zero, while we omit to write such an arrow when the chain in the picture is an interval of T R . The linear independence of reg (x, 1) and reg (x, 1) follows from (1) of Lemma 1.5.
(2) Similarly, we have
The linear independence of reg (x, 1) and reg (1, ∞) follows from (2) of Lemma 1.5.
As an application of Proposition 2.1 combined with the results in the previous section, a necessary and sufficient condition for the irreducibility of the monodromy representation is derived. We note that Theorem 2.2 is equivalent to Theorem 0.1 under the relations
Theorem 2.2. The monodromy representation is irreducible if and only if none of the exponents
λ j for j = 0, 1, 2, 3 is an integer.
Proof. Fix a base point x satisfying 0 < x < 1. Then, we first prove the "if": Suppose that λ j / ∈ Z for all j = 0, 1, 2, 3. Let V = CK 1 + CK 2 , where K 1 = e(λ 1 )reg (0, x) and K 2 = reg (x, 1). It follows from (1) of Lemma 1.5 that K 1 and K 2 are linearly independent. We show that a nonzero invariant subspace W ⊂ V should be the total space V . Choose an arbitrary nonzero
by (1) of Proposition 2.1, means c 1 (
Thus W must be V . On the other hand, if K 2 ∈ W , the equality (γ * 0 − 1)w = (1 − µ 0 )K 1 and the assumption λ 0 / ∈ Z imply K 1 ∈ W , which means W must be V . Therefore, the irreducibility holds.
Next we prove the "only if" part: Recall 0 = z 0 , x = z 1 , 1 = z 2 and ∞ = z 3 = z −1 . We construct a one-dimensional invariant subspace in each of the cases. (i) If λ i ∈ Z <0 for some i (0 ≤ i ≤ 3) and λ j ∈ Z ≥0 for all j satisfying 0 ≤ j ≤ 3 with j ̸ = i, the function reg (z k , z k+1 ) for z k , z k+1 ∈ {z 0 , z 1 , z 2 , z 3 }\{z i } gives an invariant subspace. (In this case, the function S(z i + ϵ) turns out to be zero. See the proof of Lemma 1.6.) (ii) If λ i ∈ Z <0 for some i (0 ≤ i ≤ 3) and λ j / ∈ Z ≥0 for some j (0 ≤ j ≤ 3 and j ̸ = i), the function S(z j + ϵ) gives an invariant subspace (See Lemma 1.6). (iii) If λ i / ∈ Z <0 for any i (0 ≤ i ≤ 3) and, moreover, λ j ∈ Z ≥0 for some j (0 ≤ j ≤ 3), then the function reg (z k , z k+1 ) for z k , z k+1 ∈ {z 0 , z 1 , z 2 , z 3 }\{z j } gives an invariant subspace. This completes the proof.
Monodromy representation in reducible cases
In this section we realize the monodromy representation in the cases where at least one of the exponents λ j is an integer. These cases are divided into the following three classes: (1) just one of the exponents is an integer, (2) just two of the exponents are integers, and (3) all the exponents are integers.
For our convenience, we introduce the notation (+i 1 , −i 2 , * i 3 ), which means that i 1 of λ j 's are nonnegative integers, i 2 of λ j 's are negative integers, and i 3 of λ j 's are not integers; any term with 0 such as 0i j is not written. This notation is used to assign the case of a representation or that of an integral. This section is devoted to realizing the representations of type (+1, * 3), (−1, * 3), (+2, * 2), (+1, −1, * 2), (−2, * 2), (+3, −1), (+2, −2) and (+1, −3), where (+1, * 3) means (+1, −0, * 3) and so on.
The class where just one of λ i 's is an integer
The reducible representations where just one of λ i 's are integers fall into two types (+1, * 3) and (−1, * 3).
Proposition 3.1. The matrices of the monodromy representations of type (+1, * 3) are given as follows. Here the base point x is fixed to be 0 < x < 1.
Proof. The assertions (1) and (3) follow from (1) of Proposition 2.1, and (2) and (4) from (2) of Proposition 2.1. (
in the basis (e(λ 1 )S(0 + ϵ), reg (x, 1)).
in the basis (e(λ 2 )S(x + ϵ), reg (1, ∞)).
in the basis (reg (0, x), e(λ 1 )S(1 − ϵ)).
(1) It is easily seen that
Moreover, we have
The linear independence of S(0 + ϵ) and reg (x, 1) follows from (1) of Lemma 1.7, since µ 12 ̸ = 1 because of µ 0123 = 1, µ 0 = 1 and µ 3 ̸ = 1. The assertions (2) and (3) are similarly obtained.
(4) It is easily seen that
] .
The linear independence of S(∞ + ϵ) and reg (0, x) follows from (1) of Lemma 1.7, since µ 2 ̸ = 1.
The class where just two of λ i 's are integers
The reducible representations when just two of λ i 's are integers fall into three types (+2, * 2), (+1, −1, * 2) and (−2, * 2).
In this subsection, the position of the base point x is not necessarily fixed to be 0 < x < 1 for obtaining the matrices of the representation in a simple form. We consider the cases −∞ < x < 0 and 1 < x < +∞ as well as 0 < x < 1. To describe the structure of the monodromy representation, let G(µ) denote the cyclic group generated by µ ∈ C.
Proposition 3.3. (A)
The matrices of the monodromy representations of type (+2, * 2) are given as follows.
in the basis (reg (0, 1), reg (1, x)) for a fixed base point x satisfying 1 < x < ∞.
in the basis (reg (0, x) , reg (x, 1)) for a fixed base point x satisfying 0 < x < 1.
in the basis (reg (∞, x), reg (x, 0)) for a fixed base point x satisfying ∞ < x < 0.
in the basis (reg (x, 0), reg (0, 1)) for a fixed base point x satisfying ∞ < x < 0.
in the basis (reg (x, 1), reg (1, ∞)) for a fixed base point x satisfying 0 < x < 1.
in the basis (reg (1, x), reg (x, ∞)) for a fixed base point x satisfying 1 < x < ∞.
(B) The monodromy group is isomorphic to G(µ 1 ) × G(µ 1 ) in the case (2), and to the cyclic group G(µ) in the other cases, where µ = µ 2 , µ 1 , µ 0 , µ 2 , µ 1 according to the cases (1), (3), (4), (5), (6), respectively.
Proof. The assertions (1), (2) and (4) are easily derived. The assertion (5) follows from (2) of Proposition 2.1. The assertion (6) is derived by the change of the role of the points 0 and 1 in the assertion (3). Hence we only consider the case (3).
(3) It is easily seen that
Here the last equality follows from the fact λ 3 ∈ Z ≥0 , combining with Cauchy's formula. Moreover, we have
The linear independence of reg (∞, x) and reg (x, 0) follows from (1) of Lemma 1.7. This completes the proof of (A). The expressions of the generators of the monodromy group lead to (B).
Proposition 3.4. (A)
The matrices of the monodromy representations of type (+1, −1, * 2) are given as follows.
in the basis (e(λ 1 )S(0 + ϵ), reg (x, 1)) for a fixed base point x satisfying 0 < x < 1.
in the basis (reg (∞, x), e(λ 1 )S(0 − ϵ)) for a fixed base point x satisfying ∞ < x < 0.
in the basis (e(λ 0 )S(x + ϵ), reg (0, 1)) for a fixed base point x satisfying ∞ < x < 0.
in the basis (e(λ 2 )S(x + ϵ), reg (1, ∞)) for a fixed base point x satisfying ∞ < x < 0.
in the basis (e(λ 2 )S(x + ϵ), reg (1, ∞)) for a fixed base point x satisfying 0 < x < 1.
in the basis (reg (0, x), e(λ 1 )S(1 − ϵ)) for a fixed base point x satisfying 0 < x < 1.
in the basis (e(λ 1 )S(1 + ϵ), reg (x, ∞)) for a fixed base point x satisfying 1 < x < ∞.
in the basis (e(λ 0 )S(∞ + ϵ), reg (0, x)) for a fixed base point x satisfying 0 < x < 1.
in the basis (reg (1, x) , e(λ 1 )S(∞ − ϵ)) for a fixed base point x satisfying 1 < x < ∞.
(B) The monodromy group is isomorphic to a semidirect product of an infinite translation group and a cyclic group.
Proof. Notice that the way of derivation of (1) of Proposition 3.2 is valid even if λ 1 ∈ Z ≥0 or λ 2 ∈ Z ≥0 . Thus the assertions (1) and (2) follow from (1) of Proposition 3.2. By the same reason, (5) and (6) follow from (2) of Proposition 3.2, (7) and (8) from (3) of Proposition 3.2, and (10) and (11) from (4) of Proposition 3.2.
The relation γ ∞ (reg (∞, x)) = reg (∞, x) in (3) is derived by the same way to derive (3) of Proposition 3.3. The other relations in (3), (4), (9) and (12), except the relation for γ * ∞ (reg (1, x) ), are easily derived. The relation for γ * ∞ (reg (1, x) ) is
The linear independence in each case follows from (1) (
in the basis (S(0 + ϵ), S(x + ϵ)).
in the basis (S(0 + ϵ), S(∞ − ϵ)).
in the basis (S(x + ϵ), S(∞ − ϵ)).
The monodromy group is isomorphic to the group G(µ 1 ) × G(µ 1 ) in the case (2) and to the cyclic group G(µ) in the other cases, where µ = µ 2 , µ 1 , µ 0 , µ 0 and µ 1 according to the cases (1), (3), (4), (5) and (6), respectively.
Proof. All matrices are easily derived and the linear independence of the basis in each case is guaranteed by Lemma 1.7. The expressions of the generators of the monodromy group lead to (B).
The class where all of λ i 's are integers
The representations when all of λ i 's are integers fall into three types (+3, −1), (+2, −2) and (+1, −3). Since all the exponents are integers, the integrals are single-valued. (1) reg (1, ∞) and reg (∞, 0), if λ 1 ∈ Z <0 and λ j ∈ Z ≥0 for all j (j ̸ = 1);
(2) reg (∞, 0) and reg (0, x), if λ 2 ∈ Z <0 and λ j ∈ Z ≥0 for all j (j ̸ = 2); (3) reg (0, x) and reg (x, 1), if λ 3 ∈ Z <0 and λ j ∈ Z ≥0 for all j (j ̸ = 3).
Proof. The linear independence follows from Lemma 1.5.
We notice that the argument in the proof of Lemma 1.6 shows that S(
Proposition 3.7. (A)
The matrices of the monodromy representations of type (+2, −2) are given as follows.
in the basis (reg (∞, 0), e(λ 0 )S(x − ϵ)) for a fixed base point x satisfying 0 < x < 1.
(B) The monodromy group is isomorphic to an infinite group consisting of translations.
Proof. The assertions (1), (2), (3), (5) and (6) are derived by the same way as in (5), (9), (1) (or (2)), (4) and (10) (or (11)) of Proposition 3.4, respectively. In the assertion (4), it is easily seen that
The linear independence in (4) follows from (3) of Lemma 1.7, that in each of the other cases from (2) of Lemma 1.7. The expressions of the generators of the monodromy group lead to (B).
(3) If λ 0 , λ 2 , λ 3 ∈ Z <0 , λ 1 ∈ Z ≥0 , it is seen that Therefore, (3.39) and (3.41) or (3.39) and (3.42) imply the assertion.
(4) If λ 1 , λ 2 , λ 3 ∈ Z <0 , λ 0 ∈ Z ≥0 , by the change of the roles of λ 0 and λ 1 in (3), (3.40) and (3.41) or (3.40) and (3.42) imply the assertion.
Finiteness of the monodromy groups
This section is devoted to determining when the monodromy group is finite order. As is classically well-known, the finite irreducible monodromy group was classified by H. A. Schwarz [S] , we treat only the reducible cases. For this commutator to be of finite order, it is necessary to have µ 1 = 1 or µ 2 = 1. However, neither does hold because of λ 1 , λ 2 / ∈ Z. Hence, the group is not finite. In the cases (2), (3) and (4) respectively. For these commutators to be of finite order, we need to have µ 2 = 1 or µ 3 = 1/µ 02 = 1 in (2), µ 0 = 1 or µ 1 = 1 in (3), and µ 1 = 1 or µ 2 = 1/µ 01 = 1 in (4); however, any of these conditions do not hold by the assumption λ 2 , λ 3 / ∈ Z in (2), λ 0 , λ 1 / ∈ Z in (3), and λ 1 , λ 2 / ∈ Z in (4). These imply the assertion. (1), (2), (3) and (4) of Proposition 3.2. In each case, the parameters satisfy λ 3 / ∈ Z, λ 0 / ∈ Z, λ 3 / ∈ Z and λ 2 / ∈ Z, respectively. Hence, µ 12 = 1/µ 3 ̸ = 1, µ 0 ̸ = 1, µ 01 = 1/µ 3 ̸ = 1 and µ 01 = 1/µ 2 ̸ = 1, respectively. This means that the group in each case is of infinite order.
Finally, (B) of Propositions 3.3, 3.5, 3.6 and 3.8 yield the following. Theorem 4.2. The monodromy group in the reducible case is finite only when the types of parameters are (+2, * 2), (−2, * 2), (+3, −1), and (−3, +1) and they are classified as follows:
(1) Type (+2, * 2); it is isomorphic to G(µ 1 ) × G(µ 1 ) if λ 0 , λ 2 ∈ Z ≥0 , λ j ∈ Q\Z (j = 1, 3), and to G(µ i ) if λ j , λ k ∈ Z ≥0 for 0 ≤ j ̸ = k ≤ 3 with (j, k) ̸ = (0, 2) and λ i ∈ Q\Z for i ̸ = j, k.
(2) Type (−2, * 2); it is isomorphic to G(µ 1 ) × G(µ 1 ) if λ 0 , λ 2 ∈ Z <0 , λ j ∈ Q\Z (j = 1, 3), and to G(µ i ) if λ j , λ k ∈ Z <0 for 0 ≤ j ̸ = k ≤ 3 with (j, k) ̸ = (0, 2) and λ i ∈ Q\Z for i ̸ = j, k.
(3) Type (+3, −1); it is isomorphic to the identity one.
(4) Type (−3, +1); it is isomorphic to the identity one.
Remark 4.3. The subcases of (1) and (2) above for which the group is isomorphic to G(µ i ) are missing in Theorem 1.3 of [H] .
