This paper proposes an automatic acoustic-phonetic method for estimating voice-onset time of stops. This method requires neither transcription of the utterance nor training of a classifier. It makes use of the plosion index for the automatic detection of burst onsets of stops. Having detected the burst onset, the onset of the voicing following the burst is detected using the epochal information and a temporal measure named the maximum weighted inner product. For validation experiments are carried out on the entire TIMIT database and two of the CMU Arctic corpora. The performance of the proposed method compares well with three state-of-the-art techniques.
I. INTRODUCTION A. Motivation
The production of a stop consonant comprises multiple sub-phonetic events namely the closure interval, the burst onset, the aspiration interval (if any) and the voice onset time (when followed by a voiced phone) 1 . Voice-onset time (VOT) is defined as the interval between the onset of the stop-burst and the onset of the laryngeal vibrations succeeding the burst 2 . It has been extensively studied due to its wide utility. It is an important temporal attribute to discriminate between 'voiced' and 'unvoiced' stops 2 , especially when the stops are in word-initial position. It also has applications in psychoacoustic studies 3 and accent identification 4 . It is shown in previous studies 5, 6 that inclusion of VOT as an additional feature can improve the phone recognition rate of an automatic speech recognition system. VOT is routinely measured in the context of clinical research studies 7 as related to aphasia, apraxia, etc.
Automatic methods for the measurement of VOT are required in order to reduce the human labor involved in manual measurements and for applications such as automatic speech recognition and accent identification. Several automatic methods have been proposed for the measurement of VOT which broadly fall into two categories: (a) those which explicitly identify the locations of the burst and voicing onsets through a set of customized acoustic-phonetic rules (knowledge-based) 4, 6 , (b) those which train a learning machine (such as random forest, support vector machine) to estimate the VOT using some acoustic features corresponding to the stop-to-voiced-phone transition event 8, 9 .
Many of the methods, which report high performance, require phonetic transcription. Some of them use the transcription to identify the segment of the speech signal containing the stop consonant through forced-alignment 4, 9 ; others use this information to focus the analysis on segments of the signal containing only one stop consonant 8 . Such methods are difficult to employ in a scenario where there is no transcription available. Methods based on statistical classifiers employ training Author Prathosh, JASA-EL with high-dimensional feature vectors. Further some methods consider only word-initials stops because the role of VOT in discriminating between voiced and unvoiced stops is more prominent in such occurrences. In this paper we propose an automatic rule-based algorithm for estimating the VOT of both voiced and unvoiced stops occurring at initial and medial positions. This method does not require any a priori transcription. This method uses temporal features derived from the examination of the acoustic-phonetic characteristics of the stops and voiced phones. It is validated on the TIMIT database and is compared with three state-of-the-art algorithms.
B. Problem formulation
The problem of automatic estimation of VOT from a given speech signal may be looked upon as a two-stage process: (i) Automatic detection of the instants of the burst onsets corresponding to the stop consonants; (ii) given a burst onset, detection of the onset of the voicing in the following voiced phone (hereafter referred to as the voice onsets). For the former problem of detecting the burst onsets of stops we adopt the solution proposed in our earlier work 10 . In this paper we address the latter problem of detection of the voice onsets.
By the term 'voice onset' we mean the instant at which the laryngeal vibrations begin in the voiced phone (vowels, liquids, semi-vowels, nasals etc.) following the stop under examination.
However for some voiced stops (mostly occurring at the word-medial positions) there is a prevoicing component throughout or for a partial interval of the closure duration. In the literature such stops are said to possess a negative VOT. In this study we consider only the problem of measuring the interval between the burst onset of a stop consonant and the onset of laryngeal vibrations following it, i. e., estimation of positive VOT. The problem of estimating the negative VOT is reserved to our future work.
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II. PROPOSED METHOD
In this study the features proposed are based on the temporal cues of the phones under examination. It has been mentioned in an earlier work that the VOT can be more reliably estimated using temporal analysis 11 .
A. Maximum Weighted Inner-Product (MWIP)
Inner product is a well known measure used to quantify the similarity between any two vectors.
If a segment of the speech signal corresponding to a voiced phone taken between two successive epochs is considered a vector then two such successive vectors possess a high degree of similarity since the response of the vocal tract transfer function corresponding to these segments are highly correlated. Thus the inner product between such segments corresponding to a voiced phone is expected to be higher than that for other phones. Throughout this paper, by the term 'epoch' we mean the instant (point in time) of significant excitation of the vocal tract within a pitch period 12 .
An interested reader may refer to more detailed articles 13, 14 for a discussion on instant or event based speech processing and epochs.
Further for voiced phones there is a significant amount of energy in the frequency band around the fundamental frequency (F 0 ) due to the excitation of the supralaryngeal chambers by the voicesource pulse. Equivalently the ratio of the energy within a narrow band of frequencies around F 0 to the total energy is usually higher for a voiced phone than for other phones. The aforementioned characteristics of a voiced phone are quantified using a temporal measure named the weighted inner-product defined between two segments of a speech signal as follows. It is observed that the MWIP is occasionally high during aspiration intervals of some stops (especially unvoiced velar stops) due to the presence of significant low frequency components and random noise-like structure of the aspiration interval. In order to differentiate such segments from the voice onsets, one more temporal measure termed the zero-crossing difference (ZCD) is proposed.
For a voiced sonorant phone, since the frequency contents of the signal over successive pitch periods do not differ significantly, the difference between the number of zero-crossings in two successive inter-epoch intervals is considerably low. This is not the scenario in the case of aspiration interval because the epochs for unvoiced phones such as stops are placed at random locations and zero-crossing patterns over unequal intervals (between such successive random epochs) are likely to be dissimilar due to the noise-like nature of the aspiration interval. Thus the absolute difference between the number of zero-crossings in two successive inter-epoch intervals called the ZCD, serves as a cue to distinguish between aspiration intervals and voice onsets. As in the case of MWIP, ZCD computed for two inter-epoch intervals is assigned to the entire first inter-epoch interval.
To demonstrate the utility of the MWIP and ZCD we illustrate in Fig. 1 a stop-sonorant segment which comprises a velar stop with a long aspiration interval. It is seen that while MWIP is high over both the aspiration interval and the sonorant, the ZCD (whose value is scaled down by a factor of 20 for ease of visual comparison) is high only over the aspiration interval and low for the sonorant. Thus MWIP and ZCD are jointly used as temporal measures to detect the voice onsets.
C. The voice onset detection algorithm
Burst onsets of the stop consonants are detected using the algorithm proposed in our previous work 10 (The parameters and thresholds of the algorithm used are those which offer the equal error rate). For every detected stop-burst, the subsequent voice onset is detected as follows:
1. Let the epoch closest to the detected burst onset be denoted by e i .
2. Determine whether MWIP over both of the two successive inter-epoch intervals starting from e i is greater than a threshold T 1 (criterion 1).
3. If criterion 1 is met, determine whether the ZCD over both of the two successive inter-epoch intervals starting from e i is less than another threshold T 2 (criterion 2). 
D. Reference instants for the measurement of VOT
Based on the burst onset detected using the algorithm reported in our earlier work 10 and voiceonset locations detected using the one mentioned in the above section the reference instants are identified as follows for accurate estimate of VOT.
1. Reference location within the burst interval -In our earlier work proposed to detect the closure-burst transition (CBT) boundary of a stop 10 , the very first instant within a stop burst where the feature plosion index (PI) exceeds a threshold was taken to be the representative CBT for that stop. This may correspond to the beginning of the pre-frication interval. However for measuring VOT, the location at which the value of the plosion index (PI) measure 10 is maximal within an interval between the CBT and the detected voice onset is taken to be the reference instant for burst onset. The rationale for this approach is that the values of the PI within the burst-interval of a stop (interval between the CBT and the voice onset) represent the strengths of the release and the instant with the maximum value serves as a 'better' choice for the burst onset. Often the transcribers also tend to mark this point as the burst onset. voice-source signal 15 . Thus the integrated linear prediction residual (ILPR) 16 , which is an approximation to the voice-source, is computed for a segment of speech of duration two modal-pitch periods on either side of the initial estimate. The negative extrema of the ILPR are determined and the first extremum which is at least 0.5 times the maximum negative peak in the ILPR is taken to be the final estimate for the voice onset. Figure 2 depicts a typical case of an unvoiced stop followed by a vowel (taken from the CMU Arctic database) with the initial and refined estimates of the corresponding burst and voice onsets.
The corresponding differentiated EGG (dEGG) signal is also shown. It is well known that the negative peaks in the dEGG signal correspond to the epochs 17 . Solid and dot-dash arrows represent the initial and refined estimates of the burst onsets, respectively. Solid and dot-dash downward arrows represent the initial and refined estimates of the voice onset, which coincide in this case.
It is seen that the voice onset is detected with a reasonable accuracy as it almost coincides with the very-first negative peak in the dEGG signal following the stop which corresponds to the first glottal closure instant.
III. EXPERIMENTS AND RESULTS

A. Databases and performance measures used
The TIMIT database 18 In both cases, solid and dot-dash arrows represent the initial and final estimates, respectively. The initial and refined estimates of the voice onset coincide in this case. It is seen that the detected voice onset coincides with the first negative peak in the dEGG. estimated VOT (or the voice-onset instant in the case of CMU Arctic) is within certain temporal tolerances (5 to 25 ms) of the ground truth. The ground truth is taken to be the hand-labeled boundaries of the burst and voice onsets for the TIMIT database. For the CMU Arctic database, the ground truth for voice onsets is computed automatically using the dEGG signal since phonelevel transcriptions are unavailable. It is known that a negative threshold on dEGG signal separates voiced from unvoiced speech 17 . Hence the boundaries between the obstruent and voicing for the following voiced phone are obtained by applying a negative threshold to dEGG, where obstruents can be stops, affricates or fricatives. Within such segments, the voice onset detection algorithm is applied and the temporal deviation of the detected voice onset from the very first peak in the dEGG signal is taken as the performance measure. While validating with the CMU database, the relative delay between the EGG signal and the acoustic signal is compensated for manually for Author Prathosh, JASA-EL each speaker. Note that this validates only the detection of the voice onset following any unvoiced phone, of which the problem considered here is a subset. The usage of the CMU Arctic database serves two purposes: (i) objective validation of the algorithm for detection of voice onsets using the EGG signal; and (ii) verification of the scalability of the features and thresholds learned using the TIMIT database. On the CMU Arctic databases, the performance of the PA algorithm appears significant in that about 76% and 80% of the time, the detected voice onset lies within 2 and 5 ms of the ground truth,
B. Results and discussion
respectively. This suggests that the features, thresholds and thus proposed algorithm are scalable.
Also the lower performance of the PA (and also of other algorithms) on the TIMIT database may be due to the use of human transcription for validation which may not be as accurate as the ground truth generated automatically from the EGG signal. 
IV. CONCLUSION AND FUTURE RESEARCH
In this paper we presented a simple acoustic-phonetic method for estimating the VOT of stop 
