For two-compartment models: the integrate-and-"re model and the Pinsky}Rinzel model, we show that the smaller the soma is, the faster and the more irregularly the neuron "res. We also "nd that when the soma is small, two-compartment models can be naturally employed as slope detectors.
Introduction
It is well documented in the literature that the geometrical structure of a neuron considerably contributes to its information processing capacity [13] . However, a fully detailed model is usually hard to study theoretically and, most profoundly, the nonhomogeneous distribution of ionic channels along dendritic trees prevents such an investigation. In order to achieve a better understanding of the function of neuronal morphology, we consider two-compartment neuron models which re#ect the minimal geometry of a neuron.
In [16, 15] , the authors have addressed a similar problem using numerical simulations where the model receives constant and deterministic input. Here, we consider the case that neurons receive random, rather than deterministic inputs. The stochastic part of an input signal might play a functional role in processing information, see for example [10, 12] and references therein. Moreover, studies in [16, 15] are con"ned to a speci"c model and numerical simulations, whereas some of our conclusions are obtained for generic two-compartment models using theoretical studies (see our full paper [11] for more details). We "nd that when the somatic compartment is small, the model tends to burst and the bursting length is totally determined by the activity of dendritic compartment. When the somatic compartment is large, the model can be reduced to a single compartment. Furthermore, we also consider the model with nonconstant, deterministic inputs and "nd that in this case, the model employs bursting activity to detect the slope of incoming signals.
Models
Let us assume that a neuron is composed of two compartments: a somatic and dendritic compartments. Suppose that a cell receives EPSPs at q # excitatory synapses and IPSPs at q ' inhibitory synapses and that < (t) is the membrane potential of the dendritic compartment at time t. When the somatic membrane potential < (t) is between the resting potential < and the threshold < :
where 1/ is the decay rate and p is the ratio between the membrane area of the somatic compartment and the whole cell. g A '0 is a constant, and the synaptic input is
where E G (t), I G (t) are Poisson processes with rates # and ' respectively and a, b are the magnitudes of each EPSP and IPSP. After < (t) crosses < from below, a spike is generated and < Q (t) is reset to < . This model is called the two-compartment integrate-and-"re (IF) model. The interspike interval of e!erent spikes is
for 1'p'0. It is well known that Poisson input can be approximated by
where B R is the standard Brownian motion, "aq # # !bq ' ' and
. Thus, Eq. (1) now becomes:
In the following, we consider the two-compartment IF model to be the model de"ned by Eq. (2). We also consider a simpli"ed, two-compartment biophysical model, proposed by Pinsky and Rinzel [16] . They have demonstrated that the model mimics a full, very detailed Traub model quite well.
The Pinsky}Rinzel model is de"ned by
In our calculations, all parameters and equations are identical to those used in [16] except for the parameters of the calcium equation which are from [17] .
Results
In this section, for both the IF and the Pinsky}Rinzel model, we are going to show that cells falling in between the two limiting cases (large soma or large dendrite as discussed in [11] ) form a continuum with respect to their "ring properties (mean and coe$cient of variation (CV)), i.e. for CV and mean "ring time, the gap between p"0 and 1 is "lled in a monotone manner with respect to p.
There have been many research activities devoted to the topic of how a neuron processes information via bursting [14] , rather than via individual spikes. In particular, there is both experimental and modelling evidence, that suggests that bursting activity might be employed by neurons as a way of detecting the slope of incoming signals. We show that two-compartment neuron could be as a slope detector.
Small p vs. Large p
We simulate the two-compartment IF model and the Pinsky}Rinzel model with the following synaptic parameters: a"b"0.5 mV, # "100 Hz, ' "0, 10,2, 100 Hz, q # "q ' "100. The threshold for detecting a spike for both the soma and dendrite of the Pinsky}Rinzel model is 30 mV and g A "2.1. In the two-compartment IF model, we let < "0, < "20 mV, "20.2 and g A "4. Numerical results for the membrane potentials of the somatic and dentritic compartments of the two-compartment IF model are presented in Fig. 1 for p"0.05 with for p"0.1, 0.3, 0.5, 0.8 for the two-compartment IF model. 10 000 spikes are generated for calculating the mean "ring time and CV. Parameters are speci"ed in the context. ' "80 Hz. As we have discussed in [11] , when p"0.05, the model bursts and the bursting behaviour is determined by < without coupling. For the two-compartment IF model, as shown in Fig. 1 , we see that both the mean "ring frequency and the CV are increasing functions of p. Therefore the gap between p"0 and 1 described in [11] is "lled in a monotone manner with respect to p. We also note that when p"0.1, e!erent spike trains are very irregular even when inputs are exclusively excitatory. As we pointed out in Section 2, when p is small, the CV of e!erent spike trains is quite high. For the Pinsky}Rinzel model, behaviour similar to that of the IF model is observed (see our full paper for more details). The gap between p"0 and 1 is "lled in a monotone way (see [11] ) with respect to p. As we adjust the geometrical parameter p, the model exhibits a variety of behaviour.
In conclusion, we have obtained a complete picture of the behaviour of these two-compartment models. Both mean "ring time and CV are monotone function of p where p is the ratio of the somatic compartment area with respect to the whole cell.
Bursting as a slope detector
As an application of the results in [11] , let us consider the two-compartment IF model with synaptic inputs de"ned by
where '0. For simplicity of notation we assume that "< . Solving the linear equation
with initial condition < (0)"0 and omitting higher order terms containing exp(!t/ ), we obtain
where sin()"1/(1# ). According to our conclusions in the previous sections, when p is small the neuron will "re with a high frequency (bursting) whenever sin( t#)'0, and will be completely silent if sin( t#)(0. Assume that is small enough so that +t: sin( t#)'0, corresponds to the decreasing part of cos( t). Then when p is small, the two-compartment IF model is naturally a slope detector, via bursting activities. The presence of , a phase lag, in Eq. (5) is a natural constrain for the model behaviour. When p is large, the model is reduced to the IF model and which has been well studied in the literature [1}12] .
In general for the synaptic input:
where s(t)3C, we know that busting could be a detector of the following set:
To further demonstrate our theory above, we simulate the Pinsky}Rinzel model with input (see Fig. 2 . Note that the model bursts when the input signal decreases in the case where p"0.1, and therefore it is a slope detector. When p is large, the neuron "res when it receives a strong signal (not shown).
Then p"0.1, the model responds to input signals by emitting bursts. Note that the model bursts only when the input signal decreases, i.e. its slope is negative. When p"0.9 the phenomena are not observable at all. It is interesting to note that although the theoretical results above are obtained for a linear model (before resetting) we could generalize it to nonlinear, biophysical models such as the Pinsky}Rinzel model. It seems that the linear theory is widely &used' by neurons. Furthermore, we point out that the fact that the neuron bursts at the decreasing phase of incoming signals is not trivially due to the delay of neuronal response. In fact, Our results indicate that when the incoming signals reach their minima, the membrane potentials of the somatic compartment also attain their global minima with a delay much shorter than the burst length.
