Abstract-This paper addresses the problem of soft equalization for space-time-coded transmissions over frequency-selective fading channels. The structure of the space-time code is embedded in the channel impulse response for efficient joint equalization and decoding. The proposed equalization/decoding approach uses a prefilter to concentrate the effective channel power in a small number of taps followed by a reduced-complexity maximum a posteriori probability (MAP) equalizer/decoder to produce soft decisions. The prefilter introduces residual intersymbol interference which degrades the performance of MAP when applied to the trellis of the shortened channel. However, the shape of the overall shortened channel impulse response allows the -algorithm to approximate the prefiltered MAP performance with a small number of states. Based on this general framework, we investigate several enhancements such as using different prefilters for the forward and backward recursions, concatenating two trellis steps during decoding, and temporal oversampling. The performance is evaluated through simulations over the EDGE typical urban channel.
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I. INTRODUCTION
T HIS paper considers the problem of soft equalization for space-time-coded signals over frequency-selective channels such as mobile radio channels. The receiver has to compensate for intersymbol interference (ISI) by using some form of equalization. Moreover, soft equalization is desirable because it allows graceful combination with powerful coding schemes.
Decision feedback equalization (DFE) is a popular, low-complexity equalization method but is inferior in performance to trellis-based equalization due to error propagation and its use of symbol-by-symbol hard decisions. Combining the DFE with coding for wireless channels is also challenging. These considerations motivated us to focus on trellis-based equalization techniques.
A frequency-selective channel with taps can be modeled as a discrete-time finite-state machine, whose state at time is defined by the most recent channel inputs Publisher Item Identifier S 0090-6778(02)05100-0.
, 1 where is the channel input at time . Thus, the channel can be described by a trellis with states, where is the constellation size. The trellis allows us to perform sequence equalization through maximum likelihood sequence estimation (MLSE), or symbol by symbol maximum a posteriori probability (MAP) estimation. Trellis equalization provides improved performance as compared to linear or decision feedback equalization but its complexity grows exponentially with the number of symbols that are affected by the ISI and the transmission spectral efficiency (in b/s/Hz). Therefore, it is important to develop suboptimal algorithms that require less computing resources without significant degradation in performance.
Several papers such as [1] - [3] proposed reduced-state sequence equalization methods. The estimator uses a Viterbi algorithm with decision feedback to search a reduced-state trellis. The number of states is reduced by using hard estimates either for some state components (i.e., reduce the number of states by reducing in ) or for the group where the state components belong (i.e., reduce for some components). In the first category, the most prevalent method is delayed-decision-feedback sequence estimation (DDFSE) [1] while in the second category belong schemes like those in [2] and [3] . The sequence equalization methods produce hard decisions at the equalizer output and again may suffer from error propagation effects.
MAP equalizers can produce soft decisions on the transmitted symbols. The soft decision is achieved by computing a transmitted symbol a posteriori probability (APP) on the basis of the received sequence. For an ISI channel with independent noise, the APP can be computed using the forward-backward algorithm. Suboptimal reduced-state MAP equalization algorithms, such as the -algorithm and the -algorithm [4] , keep only the sequences of trellis states that contribute most to the APP calculation. The -algorithm uses a subset of states while the -algorithm uses a variable number of states at different instants. This paper employs the variation of the -algorithm proposed in [5] , which is based on the implementation of the forward-backward algorithm in the log-domain and can offer improved performance.
Another popular approach reduces the channel impulse response to a shorter length before equalization [6] - [12] . The shortening methods vary from direct truncation of the channel memory to approaching a target impulse response by minimizing an error function. Typically a linear prefilter shortens 1 For the rest of this paper we denote sequences of finite length with the starting/ending time-index as the subscript/superscript, respectively. 0090-6778/02$17.00 © 2002 IEEE the channel to a smaller number of taps and then the shortened channel is equalized by either MLSE or MAP. The shortening prefilter introduces residual ISI and has to avoid possible noise enhancement. The residual ISI becomes more pronounced as the length of the target channel, which determines the number of states of the trellis equalizer, decreases.
Considering the number of equalizer trellis states as a measure for receiver complexity, [11] proposes the combination of prefiltering and reduced-state sequence estimation to achieve a target complexity with the smallest degradation in performance possible. More specifically, a prefilter concentrates the channel power in a smaller number of taps than that of the original channel, thus reducing the total number of trellis states, but without shortening to a degree that causes severe residual ISI. The prefilter is followed by DDFSE which further reduces the number of trellis states to the desired level. This paper follows the general method in [11] but is distinct in the following key aspects:
1) A symbol-by-symbol reduced-state MAP estimator is used instead of DDFSE, which is less susceptible to error propagation and provides soft decisions at the equalizer output.
2) The prefilter design is optimized not only toward concentrating the channel power in a smaller number of taps without noise enhancement, but also toward shaping the target channel power-delay profile to optimize the performance of reduced-state decoding. In other words, the prefilter optimizes the target channel power-delay profile for the specific reduced trellis equalization. 3) Different enhancements of the basic structure (shortening prefilter followed by a reduced-state trellis equalizer) are investigated. These include using different prefilters for the forward and backward recursions, oversampling for finer tuning of the prefilter, and concatenating two trellis steps together during decoding. The performance of the proposed receiver structure is evaluated for enhanced data for GSM evolution (EDGE). To increase the data rate, EDGE employs 8-PSK with a linearized GMSK pulse-shaping filter which introduces severe ISI. This makes the number of states needed for optimal trellis equalization prohibitive and thus motivates the application of reduced complexity techniques for this application. Implementing a space-time trellis code with two transmit antennas at the base station and one receive antenna at the mobile offers increased diversity and coding gains on the downlink which is the bottleneck in asymmetric applications such as web-browsing and downloading. Our focus in this paper is on space-time trellis codes. Equalization schemes for space-time block codes are discussed in [13] .
The rest of this paper is organized as follows. Section II reviews the EDGE channel model. Although this model is presented in specific numerical detail for precise presentation of the simulations environment, the investigated methods are applicable to any frequency-selective quasi-static fading channel. Section III deals with the trellis equalization algorithms. Section IV is devoted to the prefilter design. Section V presents the simulation results and the paper is concluded in Section VI.
II. CHANNEL MODEL
To achieve high information rates, EDGE [14] employs 8-PSK modulation with a linearized GMSK pulse over a 200-kHz time-division multiple access (TDMA) channel. For EDGE, the ideal frequency pulse is truncated from , where is the symbol duration and made causal. The truncated pulse introduces severe intersymbol interference (above 50 dB) of four consecutive symbols. The achieved symbol rate is 271 kb/s, or equivalently the symbol duration is 3.69 s. The physical channel we consider follows the typical urban (TU) power-delay profile [14] , where every tap follows an independent complex Gaussian distribution.
The overall channel output at time is described as (1) where is the input sequence, is additive Gaussian noise, is the channel length ( for the EDGE TU channel considered), and are the overall channel taps that include the transmit filter and the physical channel. For the rest of the paper, we denote vectors with boldface, i.e.,
. We further assume the following channel power normalization condition: (2) where is the conjugate transpose of . For the purpose of simulations, we assume that the noise is white. In practice, the presence of co-channel or adjacent channel interference results in correlated noise. To combat the wireless channel fading, space-time trellis codes jointly optimize the function of modulation, coding, and spatial diversity transmission to provide significant diversity and coding gains. Use of multiple antennas at the base-station transmitter provides diversity gains 2 for the downlink while placing most of the complexity burden at the base station. We consider two transmit and one receive antenna transmission scenarios, employing the 8-state 8-PSK space-time trellis code in [16] with the trellis description as shown in Fig. 1 . In this figure, the output of the two transmit antennas are denoted by and , respectively. We denote by and the channels from the first and second transmit antenna to the receiver antenna, respectively. For the space-time code that we consider, the received output at time can be expressed as 
Note that, since belongs to the 8-PSK constellation, . It follows from (4) that we can incorporate the space-time code structure in the channel model to arrive at an equivalent single-input single-output channel which we denote by . This allows for joint channel equalization and decoding of the space-time code using a single trellis description based on . The selected code allows a nonlinear implementation with one memory element, as Fig. 2 illustrates, thus increases the channel memory only by one. Note that this technique is not limited to the 8-state 8-PSK space-time trellis code and, in fact, every code described by a trellis can be incorporated into the channel trellis, allowing joint equalization and decoding. Exploiting the structure of the space-time trellis code in this manner requires in general states, where is the memory of the space-time trellis code and the ISI channel length.
Finally, we make the following two assumptions.
1) The channels and remain constant over an EDGE block and vary independently from block to block. This assumption is based on the fact that each EDGE block has a time duration of 0.577 ms which is much smaller than the coherence time of most wireless channels (for example, for 60-mi/h mobile velocity, the coherence time is approximately 12.3 ms at a carrier frequency of 900 MHz [17] ).
2) The receiver has perfect channel knowledge. In practice, the 26 training symbols in each EDGE block are used to estimate the channel taps. Note that the overall channel seen by the trellis equalizer/decoder is not constant over a block, since its tap values depend on the input symbols. More specifically, can take possible values for each constant and . These values occur in a time succession that can be modeled by a hidden Markov model (HMM). Fig. 3 shows, for 10 000 channel realizations, the average maximum, minimum, and mean power for the five channel taps. The power variation is significant for the second and third taps.
Given and , a trellis equalizer/decoder can easily calculate the taps from (4) for a given input sequence, and thus the corresponding decoding metrics. For the rest of this paper, we denote the overall equivalent channel by to simplify notation.
III. SOFT-OUTPUT TRELLIS DECODING ALGORITHMS
The(MAP symbol decoder maximizes the APP of symbol after receiving a sequence , which is proportional to the so-called unnormalized APP . To calculate this probability, we note that, according to (3), represents an HMM with states and state-transition observation probability densities (5) where denotes the Euclidean norm and is the noise variance. Using these probabilities and the Markov chain transitional probabilities , we can define [18] an input-output state-transition probability matrix whose element is the conditional probability of transferring from trellis state at time to trellis state at time with input and observed output . Using this matrix, we can express the unnormalized APP in the following matrix form [4] , [18] : (6) where the forward probability vector at time depends on the observed sequence and is defined as
The row vector consists of the state initial probabilities. The th element of this vector is the probability . The backward probability vector at time depends on the observed sequence and is defined as (8) The th element of this vector is the probability . In (7) and (8), we used the notation , and is a column vector with all elements equal to one. It follows from (7) and (8) that the forward and backward probability vectors can be computed recursively as (9) (10) The previous equations for computing the unnormalized APP represent the so-called forward-backward algorithm. For complexity and numerical precision reasons, these equations are usually implemented in the logarithmic domain [19] .
We would like to point out that the forward-backward algorithm can be applied not only to the systems with the i.i.d. sources and additive white Gaussian noise (AWGN) considered in this paper, but also to more general communication systems in which information sources, coding, and channels have memory and can be described by HMMs [18] , because in all these cases the APP can be computed by equations that have the form of (6).
A. M-Algorithm
The M-BCJR algorithm [4] proposes the following reducedstate trellis decoding technique: at each trellis step, keep only the active states associated with the highest metrics and discard the rest. In other words, the forward vectors and backward vectors , as calculated by (9) and (10), retain the largest value components (normalized so that their sum is equal to one), and assign zero probability to the rest and, therefore, do not propagate paths from them.
Denote as and the set of nodes selected at time by the forward and backward recursions, respectively. Typically, the forward recursion chooses the tree of active nodes , while the backward recursion may only follow the selected active nodes: [4] . Decisions are taken using the edges in the common subtree.
This approach of combining the forward and backward vectors to form soft decisions is biased toward the correct selection of active nodes by the forward recursion. This bias leads to significant performance degradation [5] if the channel has low power in the first taps, as is the case for many channels, including TU EDGE.
We can explain this degradation by examining when the "correct" state sequence , corresponding to the sequence of transmitted symbols, is included in the active tree . Assume that the state that corresponds to the correct transmitted data at time is included in the set of active states
The metric associated with each of the next states of the form , for each possible input , depends on the distance It follows from this equation that the smaller is the energy of the first tap , the higher is the probability of not including the correct path in the active tree , which leads to performance degradation. Similarly, the energy in the last tap plays an important role in the error probability of the backward recursion.
Another problem that the -algorithm might have is that the forward recursion may allow less than possible paths for the backward recursion to follow at each trellis step. Thus, the backward recursion cannot fully take advantage of its allocated complexity of states. Moreover, there might not be enough active edges to calculate soft metrics. All these effects become more pronounced as decreases.
B. Modified M-Algorithm
The forward-backward algorithm is commonly implemented in the logarithmic domain to avoid multiplications of very small numbers that can cause machine precision problems, and to reduce complexity. To remove the bias caused by the selection of the active nodes by only one of the recursions, [5] takes advantage of the implementation of the MAP algorithm in the log-domain.
We allow the forward and backward recursions independently select trees of active nodes and without restricting one to be a subtree of the other. To form soft decisions at time , we use all edges with at least one active node. As a metric for the nonactive nodes, we use instead of minus infinity (which corresponds to probability zero in the log domain), negative numbers and that express the reliability of selecting nodes by the forward or the backward recursion, respectively. The proposed choice of values are [5] (11) (12) where is the minimum Euclidean distance between any two constellation points.
The nonlinearity introduced by deciding on the sets and has similarities with the DFE nonlinear hard decisions. Indeed, the -algorithm with and reduces to a DFE structure with no feedforward filter.
In the minimum mean square error (MMSE) DFE framework, making decisions with a delay can result in significant performance improvement [20] . Similarly, during MAP decoding for a channel with taps at time instance , we can take soft decisions about any with by summing over and the probabilities of trellis edges connecting nodes and . The optimal delay depends on the reliability of the and metrics and the distribution of the channel's power among its taps. Forming decisions with delay does not affect the performance of the forward-backward algorithm (MAP decoding) since it amounts to just a different implementation, but may significantly benefit a reduced-state algorithm [5] .
C. Concatenating Two Trellis Steps
As discussed in the previous subsection, the reliability of the forward (backward) recursion depends upon the power of the first (last) tap. As Fig. 3 shows, the first and last taps of the EDGE TU channel have significantly less average power than the middle taps. A simple approach to alleviate this problem is to replace two of the decoder trellis steps with one step and two input symbols. Since each trellis step advances by and simultaneously, the decision metric of the forward (backward) recursion accumulates the power of the first (last) two taps. However, the noise variance is doubled because two outputs are observed. Such an arrangement benefits the EDGE TU channel where the average tap power is greater for the second tap. Again this different implementation of the forward-backward algorithm does not affect its performance, but improves the performance of the reduced-state decoder for channels whose middle taps are stronger than end taps. Moreover, it reduces the memory requirements of the forward-backward algorithm since a block is equalized with half the trellis length and the number of trellis states per trellis step remains the same.
IV. PREFILTER
The performance of the reduced-state decoder depends on the number of active states as compared to the total number of trellis states . As , the bit error rate (BER) curve of the -algorithm approaches the BER curve of MAP. The rate of convergence depends upon the power-delay profile of the channel.
A shortening prefilter may be used to concentrate the channel power in a smaller number of taps , thus reducing the total number of trellis states to . Shortening is a noninvertible operation that leads to some loss of information, so that decoding using all the states of the shortened trellis suffers from a performance loss. The performance loss can be evaluated in terms of the residual ISI after shortening and the noise power at the prefilter output.
Assume that the decoder can support a specific complexity of trellis states. -state decoding may provide better performance on the shortened -state trellis than when applied to the initial -state trellis, especially if the prefilter can also shape the power-delay profile of the channel to optimize reduced-state decoding.
Following the approach in [11] , we propose the use of a prefilter to concentrate and shape the channel, up to a point where a small performance loss is incurred, and then apply reduced-state trellis equalization.
A. Prefilter Design
We describe the prefilter design starting from a constant channel and extend it following to our time-varying channel case.
Denote by the impulse response of a channel of length and by the impulse response of a prefilter of length . The impulse response of the effective channel has length and can be expressed in matrix form as (13) where is the channel convolution matrix with the ( )th element equal to for and the rest of its elements are zeros. Let represent the taps of to retain after shortening the channel, and the remaining taps. Then (14) where the matrix is constructed using columns of the identity matrix that correspond to the indexes of the tap positions of within . Similarly,
where the matrix is constructed from the columns of the identity matrix corresponding to tap positions of within . The proposed prefilter design criterion maximizes the shortening signal-to-noise ratio (SSNR), which is defined as the signal power of the shortened channel divided by the residual ISI plus the noise power at the prefilter output. The corresponding optimization problem can be formulated as the following generalized eigenvector problem [9] , [8] , [11] : subject to (16) where , , and is the noise covariance matrix at the prefilter input. The optimal solution can be calculated [21] as (17) where is the Cholesky factorization of matrix , and is the normalized eigenvector of matrix that corresponds to its largest eigenvalue . The resulting optimal SSNR is SSNR (18) Equation (17) provides the optimal prefilter for a time-invariant channel. As we pointed out before, the overall channel at the input of the prefilter, because it incorporates the space-time code, is data-dependent. In this case, we can design the prefilter to optimize the average power of the equivalent channel [11] . Using (4), the corresponding matrices and can be expressed as (19) where and , are matrices corresponding to the constant channels and between the two transmit and the one receive antenna (see [11] for a more detailed derivation).
B. Forward-Backward Prefilter
Define the weighting matrix , with and consider the optimization problem subject to (20) This formulation scales the power in each of the taps of the shortened channel with a different coefficient as follows:
where . Assigning a large weight to a tap favors the concentration of power to it. Thus, by appropriately selecting the weights, we may shape the power-delay profile of the shortened channel. Equation (16) is a special case of (20) is the solution of (16) . Imposing constraints on the target channel power-delay profile leads to a suboptimal SSNR. This loss can be compensated for if the shape of the power-delay profile allows the subsequent reduced-state trellis equalizer to achieve better performance with a smaller number of active states. Fig. 4 provides an example of using different prefilters to shorten the EDGE TU channel from five to four taps. The average, maximum average, and minimum average power-delay profiles are provided. Case ( ) used the weight matrix and target taps window while case ( ) used the weight matrix and target taps window . Equations (11) and (12) imply that the target power-delay profile that favors the forward recursion has concentrated power in the first channel taps while it has concentrated power in the last taps for the backward recursion. Following the approach in [5] , we propose to use a different prefilter for the forward and the backward recursions. Both prefilters shorten the channel to the same number of taps but create a different power-delay profile.
Let and be the forward and backward prefilter outputs at time . We can use for computing the forward probability vectors in (7), and for computing the backward probability vectors in (8) . To form the soft decisions, we can use either or as follows:
That is, we calculate or (
In [5] , an all-pass filter was used to concentrate power at the first (last) channel taps before the forward (backward) recursion. The all-pass filter was IIR and ideally converted a channel to its minimum (maximum) phase without loss of information. The proposed approach uses FIR filters, which incur loss of information, but do not have stability problems. Moreover, FIR filters are amenable to adaptive implementations, and may more drastically concentrate power at the taps of interest.
C. Prefilter Design Choices
The prefilter design involves the following design parameters:
1) the number of prefilter taps ; 2) the length of the target channel ; 3) the positions of the taps included in the target channel; 4) the weighting matrix . The choice of these parameters depends on the acceptable complexity level at the receiver, and the specific channel under consideration. The optimal values can be determined through exhaustive simulations. A computationally less demanding option is to relate some metrics to the desired prefilter performance and optimize parameters 1)-4) accordingly.
The loss due to residual ISI after shortening is reflected in the difference between SNR at the prefilter output and SSNR as follows:
SNR SSNR (23) where is the effective channel at the prefilter output.
The reliability and of the forward and backward recursions of the -algorithm depends on the quantities (24) where and are the first and the last taps of the shortened channel, respectively.
Metrics (23) and (24) provide a measure of the prefilter effectiveness, and may be used to select parameter values. For example, Fig. 5 plots metrics (23) and (24) in (a) and (b), respectively, for different target tap positions of the form (described by the value of ), as a function of the prefilter length . The plots represent average values after shortening 10 000 EDGE TU-channel realizations. Fig. 5 indicates that using a prefilter of length with should lead to the same performance as using a prefilter of length with (indeed this equivalence was verified through simulation).
D. Oversampling
This section investigates sampling of the receiver output at a rate greater than the baud rate and downsampling after the prefilter. Fig. 5 indicates that increasing the prefilter length to span more than a certain number of symbols (this number depends on the channel memory and the target response) does not offer further performance improvement. In [12] , it was demonstrated that a prefilter operating with oversampling by a factor of , under some conditions on the prefilter length and the rank of a channel matrix, and assuming sufficient excess bandwidth, can always perfectly suppress the residual ISI, which is not true in the case. The analysis in [12] shows that a prefilter operating at a higher sampling rate has more degrees of freedom available and thus can do a better job of concentrating the channel power in the taps of interest. The same arguments apply to the power-delay profile shaping of the target channel, oversampling may allow the prefilter to achieve a better fit to the desired target channel. For simplicity, consider oversampling with a rate . The prefilter taps are -spaced; thus, to span the same number of symbols as when they are -spaced, the number of prefilter taps is doubled. The trellis equalizer still operates on the time scale. Let be the continuous-time received output at time , i.e., where is the impulse response of the channel. In the EDGE scenario, may represent the overall impulse response between the two transmit and one receive antennas, incorporating the space-time code in the channel model, as was described in Section II.
The oversampled channel output, assuming no timing error, can be described as . . .
The convolution of the channel and the prefilter results in an equivalent channel related to the -spaced channel input vector with an equation similar to (25). Downsampling before the trellis equalizer, i.e., keeping either or results in observing half the taps of the equivalent channel, either or . Thus, we can solve the optimization problem (20) using a -spaced prefilter to achieve a target impulse response such that after downsampling, the observed channel taps maximize SSNR. One possible formulation is to have a weighting matrix with zero weights corresponding to the taps that will not be observed after downsampling, for example, of the form: . The zero weights allow the prefilter to arbitrarily allocate power to the corresponding taps, and thus have more freedom to achieve better the target response in the taps of interest.
V. SIMULATION RESULTS
This section provides simulation results for the EDGE TU channel. We assume two transmit and one receive antennas and the 8-state 8-PSK space-time trellis code that was described in Section II. Each EDGE frame consists of 114 information symbols. Each simulation was run until at least 100 frames were in error. Fig. 6 compares the performance of the forward-backward algorithm and the modified -algorithm described in Section III-B, over the EDGE TU channel. The forward-backward algorithm (denoted by "MAP" in Fig. 6 ) involves trellis states. The reduced-state equalizer performance is within Fig. 7 shows the performance of the reduced-state trellis equalization algorithm over the EDGE TU channel, when two trellis steps are decoded together, as described in Section III-C. The performance of MAP equalization is also plotted as a point of reference for our simulations. Concatenating two steps together allows us to achieve the same performance with half the number of active trellis states. The performance difference is within 0.5, 1, and 3 dB with 64, 32, and 16 states, respectively. Fig. 8 plots the performance when a shortening prefilter precedes the trellis equalizer, as described in Section IV-A. The prefilter has taps and was designed using (17) . The target channel response length is taps for each of the and transmit channels, or equivalently four taps for the overall channel. The tap positions window is for and channels, or equivalently for the overall channel. Thus, the trellis after shortening has states. The noise autocorrelation matrix at the prefilter output is where is the noise autocorrelation matrix at the prefilter input. Generally, the noise that corrupts the observed sequence of the trellis equalizer is colored. However, in our simulations, the trellis equalizer metrics were calculated assuming the noise white for simplicity of implementation, at the expense of some performance loss. Fig. 8 shows the performance for , 12, 16, 32, and 512 states. The 1-2-dB gap between MAP decoding without the shortening prefilter (4096 states) and MAP decoding after shortening (512 states) is due to ignoring the residual ISI and the noise correlation. This gap slightly increases with SNR.
A. M-Algorithm

B. Two Concatenated Steps for M-Algorithm
C. Prefilter
The performance with 512 states is the best possible on the shortened trellis. The reduced-state trellis equalizer almost achieves it with 32 states. Moreover, the performance loss is less severe when the number of states is further reduced down to 8 states. As expected, the prefilter limits the best achievable performance, but allows the trellis equalizer to achieve it with a fewer number of active states. Fig. 9 plots the performance when oversampling at the prefilter input and downsampling at its output, as described in Section IV-D. For comparison, we reproduced with dotted lines the curves of Fig. 8 (case of prefilter without oversampling) . Oversampling offers a performance improvement that increases with SNR up to 1.5 dB. Fig. 10 plots the performance when employing both a prefilter and concatenation of two trellis steps of the following trellis. The dotted lines again reproduce the curves of Fig. 8 for comparison. Concatenating two trellis steps in this case can offer a small improvement, and only when employing states. Indeed, the channel after the prefilter does not have a large difference of average power between the first (last) two taps, as the channel before the prefilter does. Thus, concatenating two trellis steps in this case does not offer much benefit. Fig. 11 plots the performance when using a different prefilter for the forward and backward recursions of the trellis equalizer, as proposed in Section IV-B. Each prefilter has taps and was designed according to (20) . The forward prefilter used a weighting matrix and the backward a weighting matrix . The trellis equalizer with states almost achieves the best possible performance of 512 states on the shortened trellis. Fig. 12 compares the performance achieved for , 16, 32, and 64 active states for the applicable equalization methods in each case. All plots also reproduce with a dotted line the performance of DDFSE with active states and a length shortening prefilter, as presented in [11] . Fig. 13 shows the block error rate for active states. For and states, a different prefilter for the forward and backward recursion leads to the best performance. For , the best performance is achieved when using a single prefilter. We get a slightly worse performance (without a prefilter) when concatenating two trellis steps. Finally, for states, the best performance is obtained with no prefilter and concatenating two trellis steps.
D. Oversampling
E. Two Concatenated Steps With Prefilter
F. Forward and Backward Prefilter
G. Performance Comparison
VI. CONCLUSION
We presented soft trellis-based equalization algorithms for frequency-selective fading channels that employ transmit diversity. The basic receiver structure combines a shortening prefilter with a soft-decision reduced-state MAP equalizer/decoder. The task of reducing the complexity is divided among the prefilter and the trellis equalizer to minimize the performance loss.
The trellis equalizer employs a variation of the -algorithm, based on the implementation of the forward-backward recursions in the logarithmic domain, that can offer improved performance. For channels with low power in the first or last tap, the performance of the reduced-state decoder may be improved by decoding two trellis steps jointly.
The prefilter design minimizes the residual ISI after shortening and the noise power at the prefilter output. It can also shape the power-delay profile of the target channel. This last property motivates the use of a different prefilter for the forward and the backward recursions to maximize their reliability. Oversampling at the receiver input and downsampling before the trellis equalizer allows the prefilter to better achieve a target channel impulse response when sufficient excess bandwidth is available. Metrics that quantify the prefilter performance were proposed and used to facilitate the choice of design parameters such as the prefilter length and the target channel length.
