In many implementations of digital delay and sum beamforming, a sample rate much higher than the Nyquist rate is used. This allows for many synchronous beamsteering 
Introduction
Conventional continuous-time bemiformers delay all sensor outputs so that propagation delays are cancellied and the sensor outputs can be combined coherently. In a dwretetime beamformer, these delays are performed digitally. Using discrete time delays only allows for delaying over an integer multiple of the sampling time period. Therefore, the number of synchronous beam-pointing directions is small for low sample rates, resulting in a p r angular resolution.
To illustrate this, it is shown in Section 2 that a linear array sampled at v times the Nyquist rate can only be steered to 1 + 2v synchronous angles. A sigrial arriving from a non-synchronous direction can be received by steering the beam to the most nearby synchronous angle or by rounding the delays needed for beamforming to the delays available. Both methods introduce severe distortion and poor spatial discrimination for small U. In Section 3 the concept of interpolation beamforming is discussed. 'Ibis technique uses interpolation, so that the sampling rate is increased artilicially. In this way, delays are obtained which are a fraction of the unit delay [2] . In Section 4 an efficient method is presented for the implementation of the interpolation beamformer uziing polyphase decomposition. The resulting complexity is discuwdl in Section 5 and a numerical example shown in Section 6.
Linear Sensor Array Beamforming
Although the method to be presented can be applied to all array geometries, an example of the steering capabilities of a linear array is discussed. For a linear a m y the anticipated propagalion delay of a flat wave plane from the first sensclr to the itit sensor equals There exist 1 + 2L. J different U that obey this equation, so the beam can be steered to 1 + 2LvJ different angles.
For example, when the sample rate for equals 4f0 (v = 2), it follows from (2) that the beam can only be steered to 0, f30" and f 90". A higher angular resolution can be achieved by interpolating the sampled data. When v = 2 and more than 5 synchronous directions are desired, the data can be interpolated by a factor M . This is depicted in Figure 2 for M = 4. The solid lines indicate the sampled t t t t .. Interpolating with a factor M = 4 now allows for beamsteering to 0, f7.18", f14.5", f22.0", rfr30.0", rfr38.7", f48.6", f60.0°, f90.0". Clearly, only one of every A4 interpolated samples is used for beamforming.
Interpolation Beamforming
The interpolation process for a single beam is depicted in Figure 3 . First the sensor data is sampled at a rate equal to or exceeding the Nyquist sampling rate. The beamformer output y[LT,] is obtained by summing the shaded z:. Shading means multiplying the z: with weights to enhance the angular discrimination. To simplify notation, the shading is not mentioned explicitly in figures and equations. Multiple beams can be formed from the interpolated sensor outputs Si without performing additional multiplications.
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Pridham and Mucci [3] argued that the scheme of Figure  3 is equal to the scheme in Figure 4 for the case that only one beam is formed. This can be seen by interchanging the filter H and the delays p;T: and placing the filter H and the down-sampling in Figure 3 after the summation. This is allowed when all filters are identical, linear and time invariant. Furthermore, the filter and the down-sampling may be combined to reduce complexity. It will be shown in Section 5 that the complexity of the technique proposed in the following section is lower than that of the scheme in Figure 4 for high angular precision beamformers. Note that forming multiple beams is not possible without performing additional multiplications with this scheme. In this section an efficient implementation of the interpolation beamformer is presented. First, consider the data processing in Figure 3 for ith sensor only. This is depicted in Figure 5(a) . Here the delay p;T: is interchanged with interpolation filter H . This is allowed since H is linear and time invariant. In Figure 5@ ) filter H is decomposed into the filters Hot H I . . . HIM-1 using polyphase decomposition 
Polyphase Decomposition

3
The resulting scheme is depicted Figmre 5(d) . The combination of the delay of rT' and the sub-filter H i represents an approximation of the desired delay ppiT:. The sub-filter must be of sufficient length to guarantee a good approximation of the desired delay. In contradictioi? to this demand, a long sub-filter requires many multiplicaltions per second, and introduces a long beamformer delay.
Comparison of Computational, Complexity
As a measure of complexity, the number of multiplications per seconds of the interpolating filter is considered.
The filter H is assumed to be of length L =: wM throughout this section, with w integer. Althoughthis is not necessary, it gives more insight in the calculation of the: complexity. The proposed beamformer is compared with the beamformiss of Figure 3 and 4.
In the scheme of Figure 3 , N filters of length L are calculated at a rate f:, with N the number of sensors. IJsing f: = M fb and taking advantage of the sparse input data of the interpolation filters, this yields a complexity of L N f S multiplications per second. This complexity is indepeindent of the number of beams to be calculaled, and is therefore efficient when a large number of beanis is required. Furthermore, assuming that the filter H is a linear phase filter, the number of multiplications per second can be reduced by approximately a factor 2, yielding a complexity of ' + multiplications per second. Filter H in Figure 4 is calculated for each beam at #a rate fs , since only one of every M samples ILS needed. The number of multiplications per second equalls L NB fs , with N B the number of beams to be calculated. Again, assuming that the interpolation filter is a linear phase filter, the resulting number of multiplications per second equals +.
The scheme in Figure 4 is more efficient than the scheme in Figure 3 if and only if the number of bems to be calculated is smaller than the number of sensor,s ( N B < N ) .
In the proposed beamformer, sub-filters H i are of length w. For each beam, N sub-filters are calculated at a rate fs. The total number of multiplications per second equals W N N B~~ = w. In general, it is not possible to exploit the linear phase property of the iinterpolation filter to reduce the complexity further. When M < 2Nn and N < NB interpolating all sensor data as in Figure 3 is most efficient. Combining all interpolation filters as in Figure 4 is most efifiicient when M < 2N and N > NB. Thus the proposed iniethod outperforms its alternatives when a high angular resolution is required (M > 2N and M > 2NB).
This scheme has a gain in computational complexity over its altemahes of $$ and & respectively. The quality of the delays formed depends on the sub-filter length w = #j. When both the filter length L and the interpolation factor M are increased with the same factor, the number of beam-pointing directions further increases while the computational lcomplexity does not increase for the proposed method. Chnsequently, the angles for which beams can be formed can now be chosen with arbitrarily precision while maintaining the same amount of multiplications per second.
In practice, the filter length L is limited however since 5 tab weights are: stored into a finite amount of memory. For the two alternative methods the computational complexity does however increase proportionally with the filter length L.
Example of Computational Complexity
Next, an example is given to show that the conditions for the proposed method to be more efficient than its altematives are easily met. Consider sub-filters of length w = 10, N = 7 sensors, M = 20 (41 different synchronous angles) and NB =I 5 (five beams are formed). The main lobes of the unshadixl beam-pattems corresponding to the resulting synchronous beam-pointing directions are depicted in Figure 6 for 8 in between 0" and 90". For negative angles, the figure is symmetrical. The figure shows that there indeed is a need for a high M to exploit the best possible angular discriminaltion. However, when A4 is chosen much larger, the angular discrimination no longer improves, as the successive beams merely overlap. In practice, M will be in between 15 and 40 for a 7 sensor array which is sampled at the Nyquist rate, and the proposed method outperforms the altematives discussed. The complexity for the proposed beamformer equals w N N B~~ = 350fs multiplications per second for this example. The alternate schemes of Figure 3 and 4 require = 700 and = 500fs multiplications per second respectively. A significant efficiency gain is thus obtained.
Conclusions and Future Research
A new method using polyphase decomposition was proposed for reduced complexity interpolation delay and sum beamforming. Significant computational savings are reported for beamformers with a high angular discrimination.
In future research the polyphase equivalent scheme will be used to study relations between interpolation beamfonning and othier broadband array processing techniques. The use of an (adaptive algorithms to track moving sources us-ing delay and sum beamformers will also be considered in future research. 
