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Abstract
We discuss the last version as well as applications of a method for
obtaining exact solutions of nonlinear partial differential equations.
As this version is based on more than one simple equation we call it
Simple Equations Method (SEsM). SEsM contains as particular case
the Modified Method of Simplest Equation (MMSE) for the case when
we use one simple equation and the solution is searched as power series
of the solution of the simple equation. SEsM contains as particular
cases many other methodologies for obtaining exact solutions of non-
linear partial differential equations. We demonstrate that SEsM can
lead to multisoliton solutions of integrable nonlinear partial differen-
tial equations and in addition we demonstrate that SEsM keeps the
property of the Modified Method of Simplest Equation to lead to exact
solutions of nonitegrable nonlinear partial differential equations.
1 Introduction
The evolution of scientific research happened in such direction that in the
course of the time researchers started to study systems possessing larger com-
plexity [1]- [26]. These systems have many interesting features and one of
the most interesting feature of many complex systems is their nonlinearity
[27] - [48]. The nonlinearity of the complex systems can be studied, e.g.,
by means of time series analysis or by means of models based on differential
equations [49] - [73] . In many cases the corresponding model equations are
1
nonlinear partial differential equations. The research on the methodology for
obtaining exact solutions of nonlinear partial differential equations began by
study of transformations that transform the solved nonlinear partial differen-
tial equation to a linear differential equation. One example is the Hopf-Cole
transformation [74], [75] which transforms the nonlinear Burgers equation to
the linear heat equation. The attempts for obtaining similar transformations
led to the development of the methodology of the Method of Inverse Scat-
tering Transform [76] - [78]. In addition Hirota developed a direct method
for obtaining of exact solutions of NPDEs - Hirota method [79], [80]. This
method is based on bilinearization of the solved nonlinear partial differen-
tial equation by means of appropriate transformations. Truncated Painleve
expansions lead to many such transformations [81] - [84]. Kudryashov [85]
studied the possibility for obtaining exact solutions of NPDEs by a truncated
Painleve expansion where the truncation happens after the ”constant term”.
Kudryashov formulated the Method of Simplest Equation (MSE) [86] based
on determination of singularity order n of the solved NPDE and searching of
particular solution of this equation as series containing powers of solutions of
a simpler equation called simplest equation. The methodology was extended
[87] and applied for obtaining traveling wave solutions of nonlinear partial
differential equations (see, e.g., [88] - [91]).
Our way to the methodology of SEsM was long. Some elements of the
methodology can be observed in our articles written 25 - 30 years ago [92] -
[97]. What followed started in 2009 [98], [99] and continued in 2010 by the use
of the ordinary differential equation of Bernoulli as simplest equation [100]
and by application of the methodology of the Modified Method of Simplest
Equation to ecology and population dynamics [101]. In these publications
we have used the concept of the balance equation. Note that the version
called Modified Method of Simplest Equation - MMSE [102], [103] based on
determination of the kind of the simplest equation and truncation of the series
of solutions of the simplest equation by means of application of a balance
equation is equivalent of the Method of Simplest Equation. Up to now our
contributions to the methodology and its application have been connected to
the MMSE [104] - [110]. We note especially the article [112] where we have
extended the methodology of the MMSE to simplest equations of the class(
dkg
dξk
)l
=
m∑
j=0
djg
j (1)
where k = 1, . . ., l = 1, . . ., and m and dj are parameters. The solution of
Eq.(1) defines a special function that contains as particular cases, e.g.,: (i)
trigonometric functions; (ii) hyperbolic functions; (iii) elliptic functions of
Jacobi; (iv) elliptic function of Weierstrass.
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In the course of the time we started to extend the methodology of the
Modified Method of Simplest Equation. The last version of the methodology
is connected to the possibility of use of more than one simplest equation. This
modification may be called MMSEn (Modified Method of Simplest Equation
based on n simplest equations) but it is better to call it SEsM - Simple
Equations Method. The reason for this is that the used simple equations are
more simple than the solved nonlinear partial differential equation but these
simple equations in fact can be quite complicated. A variant of SEsM based
on two simple equations was applied in [113] and the first description of the
methodology was made in [114] and then in [115]. Mor more applications of
particular cases of the methodology see [116] - [121].
The text below is organized as follows. We discuss the SEsM in Sect
2 and show that the SEsM is capable to lead to multisoliton solutions of
nonlinear partial differential equations. The example will be based on the
Korteweg - de Vries equation. In Sect.3 we demonstrate that SEsM keeps
the property of MMSE to lead to exact solutions of nonitegrable nonlinear
partial differential equations. Several concluding remarks are summarized
in Sect. 4. We note that all the solutions below are based on exponential
functions and thus we emphasize the importance of the exponential function
for the efforts for obtaining exact solutions of nonlinear partial differential
equations.
2 Description of the Simple equation (SEsM)
with application for obtaining multisoliton
solutions
The schema of SEsM is as follows. We have to solve a nonlinear partial
differential equation
Du(, . . .) = 0 (2)
where D(u, . . .) is a relationship containing the function u(x, ..., t) and some
of its derivatives (u can be a function of more than 1 spatial coordinate).
The methodology of SEsM has the following 7 steps.
1.) We apply a transformation
u(x, . . . , t) = Tr(F (x, . . . , t)) (3)
where Tr(F ) is a function of another function F . In general F (x, . . . , t)
is a function of the spatial variables as well as of the time. The trans-
fomation has to transform the nonlinearity of the solved differential
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equation to more treatable kind of nonlinearity or the transformation
may even remove the nonlinearity. Several examples for the form of
the transformation Tr(F ) are
• the Painleve expansion [79], [85],
• u(x, t) = 4 tan−1[F (x, t)] for the case of the sine - Gordon equation
,
• u(x, t) = 4 tanh−1[F (x, t)] for the case of sh-Gordon (Poisson-
Boltzmann equation) (for applications of the last two transforma-
tions see, e.g. [92] - [97]),
• another transformation.
In many particular cases one may skip this step (then we have just
u(x, . . . , t) = F (x, . . . , t)) but in numerous cases the step is necessary
for obtaining a solution of the studied nonlinear PDE. The applica-
tion of Eq.(3) to Eq.(2) leads to a nonlinear PDE for the function
F (x, . . . , t). We note that no general form of the transformation Tr(F )
is known.
2.) The function F (x, . . . , t) is written as a function of other functions
f1, . . . , fN . These functions are connected to solutions of some differ-
ential equations (these equations can be partial or ordinary differential
equations) that are more simple than Eq.(2). The possible values of
N are N = 1, 2, . . . ,∞. The form of the function F (f1, . . . , fN) is not
prescribed and can be given by different relationships, e.g.,
•
F = α +
N∑
i1=1
βi1fi1 +
N∑
i1=1
N∑
i2=1
γi1,i2fi1fi2 + . . .+
N∑
i1=1
. . .
N∑
iN=1
σi1,...,iNfi1 . . . fiN (4)
where α, βi1, γi1,i2, σi1,...,iN . . . are parameters.
• or F (f1, . . . , fN) can have another form.
We shall use the form given by Eq.(4) below. Note that the relationship
(4) contains as particular case the relationship used by Hirota [79]. In
addition the power series
N∑
i=0
µnf
n (where µ is a parameter) used in the
previous versions of the methodology based on 1 simple equation (and
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called Modified Method of Simplest Equation) are a particular case of
the relationship (4) too.
3.) In general each of the functions f1, . . . , fN is a solution of a partial dif-
ferential equation. These equations are more simple than the solved
nonlinear partial differential equation. There are two possibilities: one
may use solutions of the simple partial differential equations if such
solutions are available, or one may transform the more simple partial
differential equations by means of appropriate ansa¨tze (e.g., traveling-
wave ansa¨tze such as ξ = αˆx + βˆt; ζ = µˆy + νˆt . . .). Then the solved
differential equations for f1, . . . , fN may be reduced to differential equa-
tions El, containing derivatives of one or several functions
El [a(ξ), aξ, aξξ, . . . , b(ζ), bζ, bζζ, . . .] = 0; l = 1, . . . , N (5)
In many cases (e.g, if the equations for the functions f1, . . . are ordinary
differential equations) one may skip this step but the step may be
necessary if the equations for f1, . . . are complicated partial differential
equations.
4.) We assume that the functions a(ξ), b(ζ), etc., are functions of other
functions, e.g., v(ξ), w(ζ), etc., i.e.
a(ξ) = A[v(ξ)]; b(ζ) = B[w(ζ)]; . . . (6)
The kinds of the functions A , B, . . . are not prescribed. Often one
uses a finite-series relationship, e.g.,
a(ξ) =
ν2∑
µ1=−ν1
qµ1 [v(ξ)]
µ1; b(ζ) =
ν4∑
µ2=−ν3
rµ2 [w(ζ)]
µ2, . . . (7)
where qµ1 , rµ2 , . . . are parameters. However other kinds of relationships
may be used too.
5.) The functions v(ξ), w(ζ), . . . are solutions of simple ordinary differen-
tial equations. For several years we have used particular case of the
described methodology that was based on use of one simple equation.
This simple equation was called simplest equation and the methodol-
ogy based on one equation was called Modified Method of Simplest
Equation. SEsM contains the Modified Method of Simplest Equation
as particular cease (as one of the numerous particular cases of the SEsM
methodology).
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6.) The application of the steps 1.) - 5.) to Eq.(2) transforms its left-hand
side. We consider the case when the result of this transformation is a
function that is a sum of terms where each term contains some func-
tion multiplied by a coefficient. This coefficient contains some of the
parameters of the solved equation and some of the parameters of the
solution. In the most cases a balance procedure must be applied in or-
der to ensure that the above-mentioned relationships for the coefficients
contain more than one term (e.g., if the result of the transformation
is a polynomial then the balance procedure has to ensure that the co-
efficient of each term of the polynomial is a relationship that contains
at least two terms). This balance procedure may lead to one or more
additional relationships among the parameters of the solved equation
and parameters of the solution. These relationships are called balance
equations.
7.) We may obtain a nontrivial solution of Eq. (2) if all coefficients men-
tioned in Step 6.) are set to 0. This condition usually leads to a system
of nonlinear algebraic equations for the coefficients of the solved nonlin-
ear PDE and for the coefficients of the solution. Any nontrivial solution
of this algebraic system leads to a solution the studied nonlinear partial
differential equation. Usually the above system of algebraic equations
contains many equations that have to be solved with the help of a com-
puter algebra system. Sometimes the system is quite complicated and
even the computer algebra systems are unable to solve it.
Let us now show several examples of the application of the methodology.
2.1 The multisoliton solution of the Korteweg - de
Vries equation
Let us show that the SEsM methodology allows obtaining of the multi-soliton
solution of the Korteweg-de Vries equation for the particular case when N
simple equations for exponential functions are used and the solution is con-
structed by use of the particular case of the function (4). In order to do this
we consider the following version of the Korteweg - de Vries equation
ut + σuux + uxxx = 0 (8)
where σ is a parameter. We consider the particular (classical) case σ = −6
and use the transformantion
u(x, t) = −2
∂2
∂x2
lnF (x, t) (9)
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Let us consider the particular case of Eq.(4) where α = 1, βi = 1, γij 6= 0 for
i 6= j, δijk 6= 0 for i 6= j 6= k,. . .. We obtain
F = 1 +
N∑
i=1
fi +
N∑
(i 6=j),i,j=1
γi,jfifj +
N∑
(i 6=j 6=k),i,j,k=1
δi,j,kfifjfk + . . .+
σ1,...,Nf1 . . . fN (10)
Let us consider n simple equations of the kind
dfi
dξi
= fi, ξi = pix− ωit− ξi0 (11)
which solution is fi(ξi) = exp(ξi). We substitute Eqs.(11) in Eq.(10) and
select the coefficients γ, δ, . . . , in appropriate way in order to obtain the
relationship
F = 1 +
N∑
n=1
∑
(Nn)
[
exp(ξi1 + . . .+ ξiN )
(n)∏
k<l
(pik − pil)
2
(pik + pil)2
]
(12)
Above
∑
(Nn)
is the sum over all combinations of n elements taken from the set
of N elements and
(n)∏
k<l
is the product of all possible combinations of the n
elements with the condition k < l. The substitution of
u(x, t) = −2
∂2
∂x2
ln
{
1 +
N∑
n=1
∑
(Nn)
[
exp(ξi1 + . . .+ ξiN )
(n)∏
k<l
(pik − pil)
2
(pik + pil)2
]}
(13)
in Eq.(8) (σ = −6) reduces this equation to the system of algebraic relation-
ships
n∑
l=0
∑
( ln)
[ (l)∏
k<m
(pik − pim)
2
(pik + pim)2
][ (n)∏
k>l,k<m
(pik − pim)
2
(pik + pim)2
][
(−pi1 − . . .− pil + pi(l+1) + . . .+
pin)(−pi1 − . . .− pil + pi(l+1) + . . .+ pin)
3 − (−p3i1 − . . .− p
3
il
+ p3i(l+1) + . . .+
p3in)
]
= 0
ωi = p
3
i
(14)
for n = 1, . . . , N . The nontrivial solution of this algebraic system leads to
solitary or multisoliton solution of the Korteweg-de Vries equation.
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In order to make the example more clear we shall obtain the two-soliton
solution of the Korteweg - de Vries equation. Let us consider Eq. (8) and let
σ be a parameter. The 7 steps of the SEsM are as follows
1.) The transformation
We set u = px in Eq.(8). The result is integrated and we apply the
transformation p = 12
σ
(lnF )x. The result is
FFtx + FFxxxx − FtFx + 3F
2
xx − 4FxFxxx = 0 (15)
2.) Relationship among F (x, t) and two functions f1,2 that will be connected
below to two simplest equations
We shall use two functions f1(x, t) and f2(x, t) and the relationship for
F is assumed to be a particular case of Eq.(4) namely
F (x, t) = 1 + f1(x, t) + f2(x, t) + cf1(x, t)f2(x, t) (16)
where c is a parameter. We note again that Eq.(4) contains as partic-
ular case the relationship used by Hirota in [79]. The substitution of
Eq.(16) in Eq.(15) leads to
f1xxxx + f2xxxx + 3f
2
1xx + cf1xtf2 + f1xt − f1tf1x − f1tf2x −
4f1xf1xxx − f1xf2t − 4f1xf2xxx + 6f1xxf2xx − 4f1xxxf2x − f2tf2x −
4f2xf2xxx + f2f1xt + f2f1xxxx + f2f2xt + f2f2xxxx + f1f1xt +
f1f1xxxx + f1f2xt + f1f2xxxx + f2xt + c
2f 22 f1f1xt + c
2f 22 f1f1xxxx −
c2f 22 f1tf1x − 4f
2
2 c
2f1xf1xxx + c
2f2f
2
1 f2xt + c
2f2f
2
1 f2xxxx −
12c2f2f
2
1xf2xx − c
2f 21 f2tf2x − 4c
2f 21 f2xf2xxx − 12c
2f1f1xxf
2
2x +
2cf2f1f1xt + 2cf2f1f1xxxx + 2cf2f1f2xt + 2cf2f1f2xxxx − 2cf2f1tf1x −
8cf2f1xf1xxx + 12cf2f1xxf2xx + 12cf1f1xxf2xx − 2cf1f2tf2x −
8cf1f2xf2xxx + 12c
2f 21xf
2
2x − 12cf
2
1xf2xx − 12cf1xxf
2
2x + 3c
2f 22 f
2
1xx +
3c2f 21 f
2
2xx + cf
2
2 f1xt + cf
2
2 f1xxxx + 6cf2f
2
1xx + cf
2
1 f2xt +
cf 21 f2xxxx + 6cf1f
2
2xx + cf1f2xt + cf1f2xxxx + 6cf1xxf2xx + 4cf1xf2xxx +
cf1xf2t + cf1xxxxf2 + 12c
2f2f1f1xxf2xx + cf1tf2x + 4cf1xxxf2x + 3f
2
2xx = 0
(17)
3.) Equations for the functions f1(x, t) and f2(x, t)
The structure of Eq.(17) allow us to assume a very simple form of the
equations for the functions f1,2:
∂f1
∂x
= α1f1;
∂f1
∂t
= β1f1;
∂f2
∂x
= α2f2;
∂f2
∂t
= β2f2; (18)
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This choice will transform Eq.(17) to a polynomial of f1 and f2. Further
we assume that ξ = α1x+ β1t+ γ1 and ζ = α2x+ β2t+ γ2 and
f1(x, t) = a(ξ); f2(x, t) = b(ζ) (19)
Above α1,2, β1,2 and γ1,2 are parameters.
4.) Relationships connecting a(ξ) and b(ζ) to the functions v(ξ) and w(ζ)
that are solutions of the simplest equations
In the discussed here case the relationships are quite simple. We can
use Eq.(7) for the cases µ1 = ν2 = 1 and µ2 = ν4 = 1. The result is
a(ξ) = q1v(ξ); b(ζ) = r1w(ζ) (20)
5.) Simple equations for v(ξ) and w(ζ)
The simple equations are
dv
dξ
= v;
dw
dζ
= w (21)
and the corresponding solutions are
v(ξ) = ω1 exp(ξ); w(ζ) = ω2 exp(ζ) (22)
Below we shall assume that the parameters ω1,2 are included in the
parameters q1 and r1 respectively. We shall assume also that q1 and r1
can be included in ξ and ζ .
6.) Transformation of Eq.(17)
Let us substitute Eqs.(18) - (21) in Eq.(17). The result is a sum of
exponential functions and each exponential function is multiplied by a
coefficient. Each of these coefficients is a relationship containing the
parameters of the solution and all of the relationships contain more
than one term. Thus we don’t need to perform a balance procedure.
7.) Obtaining and solving the system of algebraic equations
The system of algebraic equations is obtained by setting of above-
mentioned relationships to 0. Thus we obtain the following system:
α31 + β1 = 0,
α32 + β2 = 0,
(c+ 1)α41 + 4α2(c− 1)α
3
1 + 6α
2
2(c+ 1)α
2
1 + [(4c− 4)α
3
2 + (β1 + β2)c+
β1 − β2]α1 + [(c+ 1)α
3
2 + (β1 + β2)c− β1 + β2]α2 = 0. (23)
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The non-trivial solution of this system is
β1 = −α
3
1; β2 = −α
3
2; c =
(α1 − α2)
2
(α1 + α2)2
(24)
and the corresponding solution of Eq.(8) is
u(x, t) =
12
σ
∂2
∂x2
[
1 + exp
(
α1x− α
3
1t + γ1
)
+ exp
(
α2x− α
3
2t+ γ2
)
+
(α1 − α2)
2
(α1 + α2)2
exp
(
(α1 + α2)x− (α
3
1 + α
3
2)t + γ1 + γ2
)]
(25)
Eq.(25) describes the bisoliton solution of the Korteweg - de Vries equa-
tion.
The use of more simple equations for exponential functions will lead to
solutions, containing more solitons. Thus we have proven that the method-
ology of SEsM is capable to search for complicated solitary wave solutions
solutions of nonlinear PDEs. This capability is acquired on the basis of the
possibility of use of more than one simple equation. The relationship (4) can
be used also for obtaining exact solution of nonintegrable nonlinear PDEs.
This will be demonstrated in the following section.
3 Exponential functions and nonintegrable equa-
tions
Let us consider the simple equation
dv
dξ
= v2 − v (26)
It has the solution
v(ξ) =
1
1 + exp(ξ)
(27)
We can search solutions of the solved nonlinear partial differential equations
Du(ξ) = 0 as
u(ξ) =
N∑
i=0
aiv
i (28)
This was proposed by Kudryashov in 2012 [91]. Now let us show that the
above method of Kudryashov is particular case of the SEsM methodology
for the case of use of 1 simple equation and representation of the searched
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solution as a polynomial of the solution of the simple equation. In order to do
this we consider the SEsM methodology for the case of lack of transformation,
one simple equation ( Eq.(26)) and the polynomial representation (28) of the
solution of the equation by the solution of the simple equation. Then the
SEsM methodology is reduced to the method of Kudryashov. Hence the
method of Kudryashov is particular case of the SEsM methodology.
Let us now use this particular case to obtain an exact solution for a
particular case of the equation
ut +
(
l∑
k=0
αku
k
)
ux + βuxxx + γu
muxxxxx = 0 (29)
We apply the methodology for the particular case u(x, t) = F (x, t) of trans-
formation (3). The steps of the methodology are as follows
1.) The transformation
We shall use a particular case of transformation (3), i.e. u(x, t) =
F (x, t).
2.) Relationship among F (x, t) and the functions fk(x, t)
The function F(x,t) will be searched as a function of another func-
tion f(x, t) and the corresponding relationship is particular case of the
relationship (4)
F (x, t) =
N∑
i=0
γif(x, t)
i (30)
where γi are parameters.
3.) Equation for the function f(x, t)
The function f(x, t) will be assumed to be a traveling wave
f(x, t) = a(ξ); ξ = µx+ νt (31)
where µ and ν are parameters.
4.) Representation of the function a(ξ) by a function that is solution of a
simplest equation
We shall not express further the function a(ξ) through another function
v(ξ) and instead of this we shall assume that a(ξ) is a solution of a
simple equation of the class (8).
5.) The simple equation
Below we shall use a particular case of the following simple equation:
da
dξ
=
p∑
j=0
dja
j, (32)
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6.) Transformation of Eq.(29)
The substitution of Eqs. (30) and (32) in Eq.(29) leads to a polynomial
of a(ξ) that contains the following maximum powers of the terms of
Eq.(29) : N + p− 1; N +3(p− 1); Nm+ n+5(p− 1); Nl+N + p− 1.
In order to obtain the system of nonlinear algebraic equations we have
to write balance equations for these powers, i.e. in this case we have
to balance the largest powers: Nm+ n+5(p− 1) and Nl+N + p− 1.
This leads us to the balance equation
N(l −m) = 4(p− 1) (33)
We note that l, m, p, N have to be integers or 0. We have p > 1 and
l > m. Then from Eq.(33)
N = 4
p− 1
l −m
(34)
which means that the equations of the class Eq.(29) may have solutions
of the kind
u(x, t) =
4 p−1
l−m∑
i=0
γia(ξ)
i, (35)
where ξ = µx+ νt and a(ξ) is a solution of the simple equation
da
dξ
= d0 + . . .+ dpa
p. (36)
We note that p−1
l−m
must be an integer. Let us set m = 1. The smallest
possible value of l in this case is l = 2. Then the equation (29) is
reduced to
ut +
(
α0 + α1u+ α2u
2
)
ux + βuxxx + γuuxxxxx = 0 (37)
Next we shall use Eq.(32) as simple equation. From Eq.(34) we obtain
for the balance equation N = 4(p− 1) which means that the equations
of the class Eq.(37) may have solutions of the kind
u(x, t) =
4(p−1)∑
i=0
γia(ξ)
i, (38)
where ξ = µx+ νt and a(ξ) is a solution of the simple equation
da
dξ
= d0 + . . .+ dpa
p. (39)
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We shall consider the case p = 2 below. In this case the application of
the steps of the methodology leads to a system of 13 nonlinear algebraic
equations for the parameters of the solution and the parameters of the
equation. As we want to use the simple equation (26) we have to set
d0 = 0, d1 = −1 and d2 = 1 which simplifies much the system of
algebraic equations. One nontrivial solution of this system is
γ0 = −
1
15
61/2353/4βγ
(α32β
3γ2)1/4
; γ1 = 4
61/2353/4βγ
(α32β
3γ2)1/4
;
γ2 = −28
61/2353/4βγ
(α32β
3γ2)1/4
; γ3 = 48
61/2353/4βγ
(α32β
3γ2)1/4
;
γ4 = −24
61/2353/4βγ
(α32β
3γ2)1/4
; µ =
1
3
61/2351/4(α32β
3γ2)1/4
α2β
ν = −
1
3
61/2351/4α0(α
3
2β
3γ2)1/4
α2β
; α1 =
1
10
61/2353/4βγ
(α32β
3γ2)1/4
; (40)
and the corresponding solution of the solved equation (37) is
u(ξ) =
61/2353/4βγ
(α32β
3γ2)1/4
{
−
1
15
+ 4
[
1
1 + exp
[(
1
3
61/2351/4(α32β
3γ2)1/4
α2β
)
(x− α0t)
]
]
−
28
[
1
1 + exp
[(
1
3
61/2351/4(α32β
3γ2)1/4
α2β
)
(x− α0t)
]
]2
+
28
[
1
1 + exp
[(
1
3
61/2351/4(α32β
3γ2)1/4
α2β
)
(x− α0t)
]
]3
−
24
[
1
1 + exp
[(
1
3
61/2351/4(α32β
3γ2)1/4
α2β
)
(x− α0t)
]
]4}
(41)
4 Concluding remarks
We discuss the SEsM methodology for obtaining exact solutions of nonlinear
partial differential equations. The goal of the old versions of this methodology
was to help us to obtain particular exact solutions of nonlinear nonitegrable
partial differential equations of interest for mathematics, natural and social
sciences. We show that by appropriate extension of the methodology it can
13
also lead to multisoliton solutions of integravle differential equations. We
are sure that the methodology will be useful for the researchers who want to
have a simple methodology for obtaining exact solutions of nonlinear partial
differential equations.
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