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Abstract
We give a new integral characterization of the Dirichlet process on a general phase
space. To do so we first prove a characterization of the nonsymmetric Beta dis-
tribution via size-biased sampling. Two applications are a new characterization of
the Dirichlet distribution and a marked version of a classical characterization of the
Poisson-Dirichlet distribution via invariance under size-biased sampling.
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1 Introduction
A very important example of a random probability measure is the Dirichlet process in-
troduced in [2]. More information on this random measure can be found, for instance, in
[4, 5, 9, 11]. In this note we study this process on an arbitrary measurable space (X,X ),
equipped with a measure ρ satisfying 0 < ρ(X) <∞.
A random measure ζ on X (a random element of the space M to be defined in Section
2) is called a Dirichlet process with parameter measure ρ if
P((ζ(B1), . . . , ζ(Bn)) ∈ ·) = Dir(ρ(B1), . . . , ρ(Bn)), (1.1)
whenever B1, . . . , Bn, n ≥ 1, form a measurable partition of X. We recall that the
Dirichlet distribution Dir(α1, . . . , αn) with n ≥ 1 parameters α1, . . . , αn ∈ [0,∞) such
that α1 + · · ·+ αn > 0 is the probability measure on
∆n := {(p1, . . . , pn) ∈ [0, 1]
n : p1 + · · ·+ pn = 1}
defined as follows. If n ≥ 2 and α1, . . . , αn ∈ (0,∞) then Dir(α1, . . . , αn) has the density
(x1, . . . , xn) 7→
Γ(α1 + · · ·+ αn)
Γ(α1) · · ·Γ(αn)
xα1−11 · · ·x
αn−1
n
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with respect to Lebesgue measure on ∆n. Here Γ(α) :=
∫∞
0
ta−1e−t dt, α > 0, denotes the
Gamma function. If n = 1 then Dir(α1) := δ1. If n ≥ 2 and α1 = · · · = αk = 0 for some
k ≤ n− 1 then Dir(α1, . . . , αn) := δ
⊗k
0 ⊗Dir(αk+1, . . . , αn). A similar definition applies if
some other set of the αi vanish. We also recall that the Beta distribution with parameters
α, β > 0 is the probability measure on [0, 1] with density x 7→ B(α, β)−1xα−1(1 − x)β−1,
where
B(α, β) :=
∫ 1
0
xα−1(1− x)β−1 dx =
Γ(α)Γ(β)
Γ(α + β)
is the Beta function.
Assume that ζ is a Dirichlet process with parameter measure ρ and write ρ = αν,
where α := ρ(X) and ν is a probability measure on X. If B ∈ X has ν(B) ∈ (0, 1), then
ζ(B) has the Beta distribution Beta(ρ(B), α−ρ(B)). In particular we have Eζ(B) = ν(B)
for all B ∈ X . It was proved in [2] that
E
∫
f(ζ, x) ζ(dx) = E
∫∫
f((1− u)ζ + uδx, x)G(du) ν(dx), (1.2)
for all measurable f : M × X → [0,∞], where G = Beta(1, α). Under some additional
assumptions on (X,X , ρ) this was reproved in [1] using the Mecke equation from [8]. For
the convenience of the reader we provide the proof in Section 2; see Theorem 2.1.
We say that a probability measure ν on X is good if there exists B ∈ X such that
ν(B) ∈ (0, 1)\{1/2}. If ν = 1/2(δx+δy) for distinct x, y ∈ X, then ν is not good. If (X,X )
is a Borel space these are the only examples of non-degenerate probability measures which
are not good. In this note we prove the following characterization of the Dirichlet process.
Theorem 1.1. Let ν be a good probability measure on X and let G be a probability measure
on [0, 1] satisfying b1 :=
∫
uG(du) ∈ (0, 1). Assume that ζ is a random measure on X
satisfying (1.2) for all measurable functions f : M × X → [0,∞). Then ζ is a Dirichlet
process with parameter measure αν, where α := (1− b1)/b1. Moreover, G = Beta(1, α).
Theorem 1.1 has to be compared with [13, Theorem 3.4], whose proof shows that a
random probability measure ζ on X satisfying
Ef(ζ) = E
∫∫
f((1− u)ζ + uδx) Beta(1, α)(du) ν(dx), (1.3)
for all measurable f : M→ [0,∞), is a Dirichlet process. Under some additional assump-
tions on (X,X , ρ) this was reproved in [1], where ζ was not assumed to have total mass
one. Theorem 1.1 does not make any assumption on G other than 0 <
∫
uG(du) < 1.
Let ζ be a random probability measure satisfying (1.2) and let τ be a random element
of X satisfying P(τ ∈ B | ζ) = ζ(B) almost surely for each B ∈ X . Then τ has distribution
ν and
P[ζ ∈ · | τ = x] = P((1−W )ζ +Wδx ∈ ·), ν-a.e. x ∈ X, (1.4)
where W is independent of (ζ, τ) and has distribution G. If ζ is a Dirichlet process with
parameter measure ρ, then W has distribution Beta(1, ρ(X)) and (1 −W )ζ +Wδx is a
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Dirichlet process with parameter measure ρ+ δx. Equation (1.2) shows in particular that
ζ
d
= (1−W )ζ+WδX , where X is independent of (ζ,W ) and has distribution ν. Iterating
this identity yields (in the case G({0}) < 1)
ζ
d
=
∞∑
n=1
Wn
n−1∏
i=1
(1−Wi)δXn , (1.5)
where the sequence (Wn) is i.i.d. G, the sequence (Xn) is i.i.d. ν, and both sequences are
independent. If (X,X ) is a Borel space and ν is diffuse, we may use a classical result from
[7] on size-biased permutations (see [3, Theorem 1] and [9, Theorem 5]) to obtain from
(1.4) and (1.5) that G = Beta(1, α) for some α > 0; see also Section 6. If ν is not diffuse,
we have not been able to derive Theorem 1.1 from the literature, even not in the special
case of a space X consisting of just two points. The latter case is treated in our Theorem
3.1, a characterization of the nonsymmetric Beta distribution. In Section 5 we specialize
Theorem 1.1 to the case of the Dirichlet distribution. In Section 6 we use Theorems 1.1
and its converse (Theorem 2.1) to derive a marked version of a classical characterization
of the Poisson-Dirichlet distribution via invariance under size-biased sampling.
Our approach is based on the classical Poisson representation of a Dirichlet process
(recalled in Section 2) and a few fundamental properties of the Poisson process and the
Dirichlet distribution.
2 The Mecke equation for the Dirichlet process
We start by briefly recalling the classical construction of the Dirichlet process in terms
of a suitable Poisson process; see [2, 4]. Let M denote the space of all s-finite measures
on (X,X ), equipped with the smallest σ-field making the mappings µ 7→ µ(B) for each
B ∈ X measurable on M. A random measure ξ on X is a random element of M defined
over a suitable probability space (Ω,F ,P) with associated integral operator E; see e.g. [6,
Chapter 13]. Let η be a Poisson process on X×(0,∞) with intensity measure Eη(d(x, r)) =
r−1e−rdrρ(dx) and define a random measure ξ on X by
ξ(B) =
∫
B×(0,∞)
r η(d(y, r)), B ∈ X . (2.1)
Then ξ is completely independent, and ξ(B) has a Gamma distribution with shape pa-
rameter ρ(B) and scale parameter 1; see also [6, Example 15.6]. Define a random measure
ζ on X by ζ(B) := ξ(B)/ξ(X), B ∈ X , where 0/0 := 0. Then ζ is a Dirichlet process with
parameter measure ρ, independent of ξ(X). By [6, Proposition 13.2] the distribution of a
Dirichlet process is determined by its parameter measure.
The next result was proved in [2] using a different formulation. Here we follow [1] in
providing a short proof, based on the classical Mecke equation from [8].
Theorem 2.1. Let ζ be a Dirichlet process on X with parameter measure ρ and let f : M×
X → [0,∞) be measurable. Then (1.2) holds with G = Beta(1, α), where α := ρ(X) and
ν := α−1ρ.
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Proof. Since (1.2) does only concern the distribution of ζ , we can assume that ζ is
defined in terms of the Poisson process η as above. Since Eξ(X) = α and since ζ and ξ(X)
are independent, we have
E
∫
f(ζ, x) ζ(dx) = α−1E
∫
f(ζ, x)ξ(X) ζ(dx)
= α−1E
∫
f(ζ, x) ξ(dx)
= α−1E
∫
f(ξ(X)−1ξ, x)r η(d(x, r)).
Since ξ is a measurable function of the Poisson process η, we can apply the Mecke equation
(see [8] and [6, Theorem 4.1]) to obtain that
E
∫
f(ζ, x) ζ(dx) = α−1E
∫∫
f
(
ξ + rδx
ξ(X) + r
, x
)
e−r dr ρ(dx)
= E
∫∫∫
f
(
sζ + rδx
s+ r
, x
)
e−r G(α, 1)(ds) dr ν(dx),
where G(α, 1) denotes the Gamma distribution with shape parameter α and scale pa-
rameter 1. Since
∫∫
1{r/(r + s) ∈ ·} e−rG(α, 1)(ds) dr = Beta(1, α), we obtain the
assertion.
3 A characterization of the Beta distribution
In this section we prove the following characterization of the nonsymmetric Beta distri-
bution.
Theorem 3.1. Let Z be a [0, 1]-valued random variable such that EZ 6= 1/2. Then Z has
a Beta distribution iff there exists an independent [0, 1]-valued random variable W with
EW ∈ (0, 1) and a number p ∈ (0, 1) \ {1/2} such that
Eg(Z)Z = pEg((1−W )Z +W ), (3.1)
Eg(Z)(1− Z) = (1− p)Eg((1−W )Z) (3.2)
for all measurable g : [0, 1]→ [0,∞). In this case Z has the Beta(pα, (1−p)α) distribution
and W has the Beta(1, α) distribution, where α = (1− EW )/EW .
Proof. Let p ∈ (0, 1) and α > 0. Suppose that ζ is a Dirichlet process on {1, 2} with
parameter measure ρ = α((1 − p)δ1 + pδ2). Define Z
′ := ζ({2}) and G′ := Beta(1, α).
Applying (1.2) with f(ζ, x) = g(ζ({2}))1{x = 2} yields
Eg(Z ′)Z ′ = pE
∫
g((1− u)Z ′ + u)G′(du), (3.3)
while the choice f(ζ, x) = g(ζ({2}))1{x = 1} yields
Eg(Z ′)(1− Z ′) = (1− p)E
∫
g((1− u)Z ′)G′(du). (3.4)
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Since Z ′ has the Beta(pα, (1− p)α) distribution, this proves one implication.
Assume now that W and p ∈ (0, 1) \ {1/2} have the stated properties and define
α := (1 − EW )/EW . Let Z ′ and G′ be given as in the first part of the proof. We shall
show that Z and Z ′ have the same distribution and that W has distribution G′. To this
end we prove equality of moments by induction. For each n ∈ N we define an := EZ
n,
a′n := EZ
′n, bn := EW
n and b′n :=
∫
unG′(du). Choosing g ≡ 1 in (3.1) gives a1 = p,
which equals a′1. Further b
′
1 = 1/(α+ 1) = b1. Given n ∈ N we assume now that ak = a
′
k
and bk = b
′
k for k ∈ {1, . . . , n}. Choosing g(x) = x
n in (3.1) and (3.3) shows that
an+1 = a
′
n+1. (3.5)
Taking g(x) = xn+1 in (3.1) and (3.2) and combining both equations yields
an+1 − pE(Z +W (1− Z))
n+1 = (1− p)E((1−W )Z)n+1,
or, more explicitly,
an+1 − p
n+1∑
k=0
(
n + 1
k
)
bn+1−kEZ
k(1− Z)n+1−k − (1− p)an+1E(1−W )
n+1 = 0.
This can be solved for bn+1 (in terms of a1, . . . , an+1, b1, . . . , bn) if
pE(1− Z)n+1 + (1− p)an+1(−1)
n+1 6= 0. (3.6)
By (3.3), (3.4), (3.5) and induction hypothesis we have
E(1− Z)n+1 = E(1− Z ′)n+1 =
n∏
j=0
pα + j
α+ j
,
where the second identity is well-known (and follows from an easy calculation). Similarly,
an+1 = E(Z
′)n+1 =
n∏
j=0
(1− p)α + j
α + j
.
Therefore (3.6) holds if
p
n∏
j=0
(pα + j) + (−1)n+1(1− p)
n∏
j=0
((1− p)α + j) 6= 0. (3.7)
If n is odd, this is true. If n is even, this follows from p 6= 1/2. In view of (3.3) and
(3.4), E(Z ′)n+1 can be expressed in terms of a1, . . . , an+1, b1, . . . , bn by the same function
as bn+1. This finishes the induction step and hence concludes the proof.
Theorem 3.1 has some similarities with Lemma 13 in [10], which is another character-
ization of the nonsymmetric Beta distribution.
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Remark 3.2. At the moment we do not know whether Theorem 3.1 remains true in the
symmetric case p = 1/2. In this case it is easy to show that Z and 1− Z have the same
distribution. Assuming this distributional equality, equation (3.1) holds for all functions
g iff the same is true for (3.2). In essence this raises the following problem. Assume that
Z
d
= 1 − Z and that V is an independent [0, 1]-valued random variable with EV ∈ (0, 1)
satisfying
E(1 − Z)nZ = 1
2
E(1− Z)n EV n, n ∈ N0.
Is it then true that Z and V have a Beta distribution?
Replacing (3.2) by another condition yields a characterization of the general Beta
distribution, similar to the one given in [10, 12].
Theorem 3.3. Let Z be a [0, 1]-valued random variable. Then Z has a Beta distribution
iff there exists an independent [0, 1]-valued random variable W with EW ∈ (0, 1) and
numbers p ∈ (0, 1) and c ≥ 0 such that (3.1) and
Eg(Z)Z2 = cEg((1−W )Z +W )W (3.8)
hold for all measurable g : [0, 1]→ [0,∞), where α := (1− EW )/EW . In this case Z has
the Beta(pα, (1− p)α) distribution, W has the Beta(1, α) distribution and c = p(αp+ 1).
Proof. Assume the stated conditions. Choosing g ≡ 1 in (3.8) yields EZ2 = cEW =
c/(α + 1). On the other hand we have from (3.1) that
EZ2 = pE(W + Z −WZ) = p
( 1
α + 1
+ p−
1
α + 1
)
= p
αp+ 1
α + 1
,
so that c = p(αp+ 1).
If (3.1) holds, then assumption (3.8) is equivalent to
pEg(Z +W −WZ)(Z +W −WZ) = cEg(Z +W −WZ)W,
or
Eg(Z +W −WZ)(Z +W −WZ) = (αp+ 1)Eg(Z +W −WZ)W. (3.9)
If Z and W have the stated Beta distributions, this is true. In fact, W/(Z +W −WZ)
and Z +W −WZ are independent in this case; see e.g. [12].
From now on we assume that (3.1) and (3.9) hold. We are using (3.9) in the form
Eg(Z +W −WZ)(Z −WZ) = αpEg(Z +W −WZ)W. (3.10)
As in the proof of Theorem 3.1 we use induction and can proceed until (3.5) without any
change. But now we take g(x) = xn in (3.10) to obtain that
E(W (1− Z) + Z)n(1−W )Z = αpE(W (1− Z) + Z)nW,
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that is
n∑
k=0
(
n
k
)
bk E(1− Z)
kZn−k+1 −
n∑
k=0
(
n
k
)
bk+1 E(1− Z)
kZn−k
= αp
n∑
k=0
(
n
k
)
bk+1E(1 − Z)
kZn−k.
This can be uniquely solved for bn+1 in terms of (a1, . . . , an+1, b1, . . . , bn).
Since (3.8) does not follow from (3.1) and (3.2), we cannot use Theorem 3.3 to prove
Theorem 3.1 in the symmetric case.
4 Proof of Theorem 1.1
In this section we prove Theorem 1.1, assuming that its assumptions are satisfied.
Choosing f ≡ 1 in (1.2) gives Eζ(X) = 1. Choosing f(ζ, x) = ζ(X) yields
Eζ(X)2 = E
∫
((1− u)ζ(X) + u)G(du) =
∫
((1− u) + u)G(du) = 1.
Hence ζ(X) has variance 0, so that P(ζ(X) = 1) = 1.
Since ν is assumed to be good, there exists B ∈ X such that p := ν(B) ∈ (0, 1)\{1/2}.
Let Z := ζ(B). Choosing f(ζ, x) = g(ζ(B))1{x ∈ B} in (1.2) gives (3.1), while choosing
f(ζ, x) = g(ζ(B))1{x /∈ B} gives (3.2). Theorem 3.1 shows that G = Beta(1, α), where
α := (1− b1)/b1.
Let n ≥ 2 and let B1, . . . , Bn be a measurable partition of X such that ρ(Bi) > 0 for
each i ∈ {1, . . . , n}. For k1, . . . , kn ∈ N0 we define
b(k1, . . . , kn) := Eζ(B1)
k1 · · · ζ(Bn)
kn.
Defining αi := αν(Bi), i ∈ {1, . . . , n}, we need to show that
b(k1, . . . , kn) = b
′(k1, . . . , kn) :=
∫
xk11 · · ·x
kn
n Dir(α1, . . . , αn)(d(x1, . . . , xn)).
It is well-known (and easy to derive from the Beta integral) that
b′(k1, . . . , kn) =
Γ(α)
Γ(α + k1 + · · ·+ kn)
n∏
i=1
Γ(αi + ki)
Γ(αi)
. (4.1)
Let j ∈ {1, . . . , n}. Choosing
f(ζ, x) = ζ(B1)
k1 · · · ζ(Bn)
kn1{x ∈ Bj}
in (1.2) gives us
b(k1, . . . , kj + 1, . . . , kn)
= ν(Bj)
kj∑
r=0
(
kj
r
)
b(k1, . . . , r, . . . , kn)
∫
(1− u)k1 · · · (1− u)rukj−r · · · (1− u)kn G(du)
= αj
kj∑
r=0
(
kj
r
)
b(k1, . . . , r, . . . , kn)B(kj + 1− r, k1 + · · ·+ kn + α + r − kj), (4.2)
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where we have used that G(du) = α(1−u)α−1du. These recursions determine the moments
b(k1, . . . , kn). It remains to show that the moments in (4.1) do also satisfy these recursions.
We do this for j = n and fixed k1, . . . , kn−1 ∈ N0. Writing bk := b
′(k1, . . . , kn−1, k) and
k0 := k1 + · · ·+ kn−1, we need to show that
bk+1 = αn
k∑
r=0
(
k
r
)
br
Γ(k + 1− r)Γ(k0 + α + r)
Γ(α+ k0 + k + 1)
.
Inserting here (4.1) and Γ(k + 1− r) = (k − r)! this boils down to
Γ(αn + k + 1)
k!
= αn
k∑
r=0
Γ(αn + r)
Γ(r + 1)
,
which can be confirmed by induction.
Assume that ζ is a random measure on X satisfying the assumptions of Theorem 1.1,
except that ν is degenerate, that is ν(B) = Eζ(B) ∈ {0, 1} for all B ∈ X . Then, for each
B ∈ X , either P(ζ(B) = 0) = 1 or P(ζ(X \B) = 0) = 1. Hence, for trivial reasons, ζ is a
(degenerate) Dirichlet process with parameter measure αν.
5 A characterization of the Dirichlet distribution
Given n ∈ N we denote by e1, . . . , en the standard basis in R
n.
Theorem 5.1. Let Z = (Z1, . . . , Zn) be a random probability vector in R
n whose expec-
tation vector (p1, . . . , pn) := EZ forms a good probability measure on {1, . . . , n}. Then Z
has a Dirichlet distribution iff there exists an independent [0, 1]-valued random variable
W with EW ∈ (0, 1) such that
Eg(Z)Zi = pi Eg((1−W )Z +Wei), i = 1, . . . , n, (5.1)
for all measurable g : [0, 1] → [0,∞). In this case W has the Beta(1, α) distribution and
Z has the Dir(αp1, . . . , αpn) distribution, where α = (1− EW )/EW .
Proof. The result follows from Theorems 1.1 and 2.1 applied to the case X = {1, . . . , n}
and ν = p1δ1 + · · ·+ pnδn.
In the case n = 2, Theorem 5.1 boils down to Theorem 3.3.
Equation (5.1) can be expressed in different ways. For instance we can consider, as in
(1.4), a {1, . . . , n}-valued random variable τ with P(τ = i | Z) = Zi, i ∈ {1, . . . , n}. Then
the equations (5.1) hold iff
Ef(Z, τ) =
n∑
i=1
pi Ef((1−W )Z +Wei, i), (5.2)
for all measurable f : [0, 1]× {1, . . . , n} → [0,∞).
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6 Invariance under size-biased sampling
If (X,X ) is a Borel space and µ is a measure on X we define
µ(x) := (1− µ{x})−1(µ− µ{x}δx)
where µ{x} := µ({x}) and a/0 := 0 for all a ∈ R. Effectively we will use this definition
only for probability measures µ with µ{x} < 1 for all x ∈ X. The following result is a
straightforward consequence of Theorem 2.1.
Theorem 6.1. Assume that (X,X ) is a Borel space and that ρ is a diffuse measure on X.
Let ζ be a Dirichlet process with parameter measure ρ and let τ be a random element of X
satisfying P(τ ∈ B | ζ) = ζ(B) almost surely for each B ∈ X . Then ζ (τ)
d
= ζ. Moreover
ζ (τ), ζ{τ} and τ are independent.
To discuss and to reverse this theorem we need some notation. If x = (xn)n≥1 is a
sequence in some space and i ∈ N then we let xi = (xin)n≥1 denote the sequence arising
from x by dropping the i-th member, that is xin := xn for n < i and x
i
n := xn+1 for n ≥ i.
If x is real-valued we define x(i) := (1− xi)
−1xi, where a/0 := 0 for each a ∈ R.
Let α > 0 and let η′ =
∑∞
n=1 δTn be a Poisson process on (0,∞) with intensity measure
Eη′(dr) = αr−1e−rdr. Let ζ ′ := S−1
∑∞
n=1 δTn , where S :=
∑∞
n=1 Tn and let X = (Xn)n≥1
be an independent i.i.d. sequence with marginal distribution ν. The construction in
Section 2 and the marking theorem for Poisson processes (see e.g. [6, Theorem 5.6]) show
that S−1
∑∞
n=1 δ(Tn,Xn) is a Dirichlet process with parameter measure αν; see [2] for a
slightly different argument. By writing ζ ′ =
∑∞
n=1 δZn , where Z1 > Z2 > · · · , we can
identify ζ ′ with the sequence Z := (Zn)n≥1. Both, the random sequence Z and the
random measure ζ ′ are said to have the Poisson-Dirichlet distribution with parameter α;
see [9]. Let τ be a random variable as in Theorem 6.1 and define a random element κ of
N by κ := i if τ = Xi. Then
P(κ = i | Z,X) = Zi, P-a.s., i ∈ N. (6.1)
Moreover, ζ (τ) can be identified with (Z(κ), Xκ), while ζ{τ} = Zκ and τ = Xκ. Hence The-
orem 6.1 shows that (Z(κ), Xκ)
d
= (Z,X) and that (Z(κ), Xκ), Zκ and Xκ are independent.
This can be reversed without assuming that ρ is diffuse.
Theorem 6.2. Suppose that Z = (Zn)n≥1 is a (0, 1)-valued sequence with
∑∞
n=1Zn = 1
and that X = (Xn)n≥1 is a sequence of random elements of X. Let κ be a random element
of N satisfying (6.1). Assume that (Z(κ), Xκ)
d
= (Z,X) and that (Z(κ), Xκ), Zκ and Xκ
are independent. Then Zκ has the Beta(1, α) distribution, where α := (1 − EZκ)/EZκ.
Moreover,
∑∞
n=1 ZnδXn is a Dirichlet process with parameter measure αν
′, where ν ′ :=
P(Xκ ∈ ·). If X is a Borel space, then
∑∞
n=1 δZn has the Poisson-Dirichlet distribution
with parameter α.
Proof. Let λ be a diffuse probability measure on some Borel space (Y,Y) and let
Y = (Yn)n≥1 be an i.i.d. sequence with marginal distribution λ, independent of (Z,X, κ).
Then
ζ :=
∞∑
n=1
Znδ(Xn,Yn)
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is a random probability measure on X × Y. Note that ζ = T (Z,X, Y ) for a well-defined
measurable mapping T . Our goal is to establish the integral equation (1.2) with X replaced
by X× Y, ν := ν ′ ⊗ λ and G := P(Zκ ∈ ·).
Taking a measurable function f with suitable domain we have
E
∫
f(ζ, v, w) ζ(d(v, w)) =
∞∑
i=1
E
∫
f(T (Z,X, y), Xi, yi)Zi λ
∞(dy). (6.2)
For each i ∈ N and each sequence y = (yn)n∈N ∈ Y
∞ we have
T (Z,X, y) =
∑
n 6=i
Znδ(Xn,yn) + Ziδ(Xi,yi) = (1− Zi)T (Z
(i), X i, yi) + Ziδ(Xi,yi),
so that the right-hand side of (6.2) equals
∞∑
i=1
E
∫∫
f((1− Zi)T (Z
(i), X i, y), Xi, w) + Ziδ(Xi,w), Xi, w)Zi λ
∞(dy) λ(dw)
=
∫∫
Ef((1− Zκ)T (Z
(κ), Xκ, y), Xκ, w) + Zκδ(Xκ,w), Xκ, w) λ
∞(dy) λ(dw).
By our assumptions this equals
∫∫∫∫
Ef((1− r)T ((Z,X, y), v, w) + rδ(v,w), v, w)G(dr) ν
′(dv) λ∞(dy) λ(dw).
By the definition of ζ , this implies the desired integral equation (1.2).
Since ν ′⊗ λ is good, Theorem 1.1 shows that G = Beta(1, α) and that ζ is a Dirichlet
process with parameter measure αν ′⊗λ. In particular,
∑∞
n=1 ZnδXn is a Dirichlet process
with parameter measure αν ′. Moreover, by the construction given above,
ζ =
∞∑
n=1
Znδ(Xn,Yn)
d
=
∞∑
n=1
Z ′nδ(X′n,Y ′n) =: ζ
′, (6.3)
where
∑∞
n=1 δZ′n has a Poisson-Dirichlet distribution with parameter α and ((X
′
n, Y
′
n))n≥1
is an independent i.i.d. sequence with marginal distribution ν ′ ⊗ λ.
Assume now that X is a Borel space. Then, outside a measurable P-null set,
∑∞
n=1 δZn
is a measurable function of ζ , while
∑∞
n=1 δZ′n is the result of the same measurable function
applied to ζ ′; see e.g. [6, Exercise 13.10]. (Here we use that P(Ym 6= Yn) = 1 for m 6= n.)
Therefore (6.3) shows that
∑∞
n=1 δZn has the Poisson-Dirichlet distribution.
If X is a singleton, then Theorem 6.2 (and its converse) reduces to a classical result
from [7], mentioned in the introduction.
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