We study the behavior of the Witten-Reshetikhin-Turaev SU (2) invariants of links in L(p, q) as a function of the level r − 2. They are given by 1 √ r times one of p Laurent polynomials evaluated at e 2πi 4pr . The congruence class of r modulo p determines which polynomial is applicable. If p ≡ 0 (mod 4), the meridian of L(p, q) is non-trivial in the skein module but has trivial Witten-Reshetikhin-Turaev SU (2) invariants. On the other hand, we show that one may recover the element in the Kauffman bracket skein module of L(p, q) represented by a link from the collection of the WRT invariants at all levels if p is a prime or twice an odd prime. By a more delicate argument, this is also shown to be true for p = 9.
Hoste and Przytycki [HP] have calculated the skein module for L(p, q). Throughout this paper p will be an integer greater than one. S(L(p, q) ) is the free Z[A, A −1 ] module generated by [ p 2 ] + 1 generators: x 0 , x 1 , x 2 · · · x [ p 2 ] . Here x 0 is given by the empty link. When L(p, q) is presented as −p/q surgery to the unknot, x 1 is given by a meridian to this unknot, and x i is given by i parallel meridians. We may consider µ c , meridians colored by c, as elements in S(L(p, q) . By this, we mean one should place the skein element e c ∈ S(S 1 × D 2 ) defined in [BHMV1] into a tubular neighborhood of a meridian. The recursion definition in S(S 1 × D 2 ) for e c is e c = αe c−1 − e c−2 , e 0 = 1, e −1 = 0. It is useful to define e c for c negative as well, by running the above recursion formula backwards. The recursion definition implies that α c ∈ Z[e 0 , · · · , e c ], for c ≥ 0. Here we let α denote S 1 × 0 with the standard framing in S 1 × D 2 . Thus S(L(p, q) ) is also the Z[A, A −1 ] module generated by : µ 0 , µ 1 , µ 2 · · · µ [ p 2 ] . We wish to study WRT r (L(p, q), µ c ) for r ≥ 2, and p ≥ 2. We will be particularly interested in 0 ≤ c ≤ [ p 2 ]. For k ∈ Z, consider the following generalized Gauss sum:
Note that G ± (p, q, c, k) = G ± (p, q, c, k + p) = G ± (p, q, c + p, k). [LL, 2.1, 2 .2] provides a evaluation of generalized Gauss sums. In particular, one may check that:
For 0 ≤ k < p, define f p,q,c,k (z) to be the Laurent polynomial:
Here s(q, p) is a Dedekind sum. Then
In §2, we will prove the following theorem using a formula of Jeffrey's [J] . In §5, we will supply a more self contained proof for the case q = −1.
Corollary 1. If J is a link L(p, q) or any element of S(L(p, q)), then for each
Thus there are p Laurent polynomials which describe √ r WRT r (L(p, q), J) as a function of ξ 4pr . Each function is applicable if one restricts r to a particular congruence class modulo p. Moreover the last p − [ p 2 ] − 1 of these polynomials are determined in a simple way by the first [ p 2 ] + 1 of these polynomials. In [G1] , we showed that if J is a link in a connected sum of g S 1 × S 2 's, then η g−1 2r WRT r (♯ g S 1 × S 2 , J) is given by a rational function in a r for r large enough (depending on J). Here η 2r is the scalar of [BHMV2] . Moreover if g = 0 or one, this rational function is a Laurent polynomial. We were interested in whether similar statements could be made about links in lens spaces. This was the genesis of the present paper.
Using [LL] , one may see that if p ≡ 0 (mod 4), and c is odd, then G ± (p, q, c, k) is zero. To see the last statement, we note: If c is odd and positive, α c ∈ Z[e 1 , e 3 · · · , e c ] ⊂ S(S 1 ×D 2 ). In particular for any k, the meridian in L(4k, q) represents a non-trivial skein class but has all WRT invariants trivial.
On the other hand, we can sometimes show that the skein class of a link may be recovered from its WRT invariants. Suppose we are given √ r WRT r (L(p, q), J) for all r, then f J,k is determined for all k in the range 0 ≤ k < p. This is because a nonzero Laurent polynomial cannot have infinitely many roots. Let 
One has that D p,q (w) will be non-zero if and only if the matrix mentioned above is nonsingular. Let S(L(p, q)) denote the skein module over R, where A = −z p . We have
In particular, if D p,q (w) = 0, the skein class of a framed link L(p,q) is so determined. In §3, we will prove: Theorem 3. If p is a prime or twice an odd prime, D p,q (w) is non-zero.
We conjecture the converse holds:
Conjecture. If p is neither a prime nor twice an odd prime, D p,q (w) is zero.
By the argument for Corollary 2, this conjecture is true if p ≡ 0 (mod 4). We have checked this conjecture on a computer for p = 9, 15, 18.
Since D 9,q (w) is zero, there is a non-trivial skein class J in S(L(9, q)) with trivial WRT-invariants. The subset of skein classes with trivial WRT-invariants turn out to form a one dimensional line in the R-vector space S(L(9, q)). Moreover this line does not intersect the ordinary skein module S(L(9, q)), except at the trivial class. In this way, we will prove in §4:
Theorem 4. Let q be prime to 9. Every skein class J in S(L(9, q)) is determined by WRT r (L(p, q), J ) for all r. §2 Proof of Theorem 1 This result is obtained by studying Jeffery's calculation of WRT r (L(p, q)). However we must first relate this calculation to the skein theoretic definition of the invariant. We find it convenient to use the variant of the [BHMV2] TQFT defined in [G2] , where p 1 structures are replaced, following Walker [Wa] , with Lagrangian subspaces and integers.
L(p, q) is obtained by gluing together two copies of a S 1 × D 2 by the selfhomeomorphism U of S 1 × S 1 given with respect to a meridian-longitude basis by the matrix ( q b p d ) ∈ SL(2, Z). L(p, q) weighted by an integer n is an object of the cobordism category C 2r . It is denoted (L(p, q), n). Let Σ denote the torus S 1 × S 1 assigned the Lagrangian subspace generated by the meridian [S 1 × 1]. For each integer c, let H c be the morphism from the empty set to Σ given by S 1 × D 2 weighted zero, with the core S 1 × 0 with the standard framing colored by c. LetH c be this same manifold (with the opposite orientation) viewed as a morphism from Σ to the empty set. In C 2r , we have that (L(p, q), 0) is the compositionH 0
Here C(U, 0) denotes the mapping cylinder of U weighted zero. More generally, we have that L(p, q) weighted zero with the meridian colored c is given by the compo-
As c ranges over 0 ≤ c ≤ r − 2, these elements a form an orthonormal basis B. We will also need elements ν s = (−1) s−1 β s−1 . By [BHMV1,6.3], they have the following symmetries 2.1 ν l = ν 2r+l and ν l = −ν −l ∀l ∈ Z Let B denote the basis with elements ν s : for 1 ≤ s ≤ r − 1. Let J(m) = T m S. Then C(J(m), 0) = C(T, 0) m • C(S, 0), as the contribution of σ (Maslov index) in the formula for the computation of the weight of a composition is zero. Following [J] we expand U= J(m t ) • J(m t−1 ) · · · J(m 1 ), where m t = 0, and t > 1. Let
. This is the signature of the matrix W L of [J, Equation 3 .6], at least assuming this matrix is a definite matrix which we may insist without loss of generality. Note that Trace(W L ) = i (m i ).
With respect to B, Z 2r (T, 0) is given byT = δ j l (−A r ) l 2 −1 , and Z 2r (S, 0) is given byŜ = η r [lj] [G2] . Witten [W] used a unitary matrix representation R r of SL(2, Z), with R r (S) = ψ(Ŝ) and R r (T ) = a r ζ −1 ψ(T ) = δ j l ζa l 2 r . In [J] , Jeffrey found an explicit formula for R r [ a b
c d ] in terms of a, b, c, and d. With respect to B, we have
Since the Rademacher Φ-function is given by [J,3.2 
This is exactly the correction factor Jeffery used to find the Witten invariant of L(p, q) in the canonical framing[J, Lemma 3.3, Theorem 3.4]. We have for 1 ≤ ν ≤ r − 1 :
Jeffery derived and simplified [J, Theorem 3.4 ] an expression for (ζa −1 r ) Φ(U ) R r (U ) 1,1 . One may adapt her calculation as follows. Extending [J, Equation ( 3.8 1
2 )] to the case l = 1, we have in our notation
where γ = l + 2rn, and 1 ≤ l ≤ r − 1. Note that qγ 2 ± 2γ modulo 4rp only depends on n modulo p. Let S ± (l) denote unordered list of values of qγ 2 ± 2γ modulo 4rp as n varies from 1 to p. Then S ± (l + 2r) = S ± (l), and S ± (−l) = S ∓ (l). So
remains the same when l is replaced by l + 2r, and changes sign when l is replaced by −l. By (2.1), it follows that (2.2) holds for all integers l.
As (qγ ± 1) 2 = q 2 l 2 + 1 ± 2ql + 4rq(qrn 2 + qln ± n),
we have:
Here l denotes c + 1. This holds for all integers c. But now making use of 1 = det(U ) = qd − bp, and the definition of Φ, we have:
As in [J] , we have noted that d ≡ q * (mod p), where q * is an integer with* ≡ 1 (mod p), and that s(d, q) = s(q * , p) = s(q, p). Thus
c, r)
A key observation for this paper is that r enters the right hand side of this last formula in only two places in ξ 4rp which we may think of as a variable z and in G ± (p, q, c, r) where its contribution only depends on r (mod p).
Thus if r ≡ k (mod p), then √ r WRT r (L(p, q) , µ c ) = f p,q,c,k (ξ 4pr ). §3 Proof of theorem 3
A simple computation shows D 2,1 (0) = 4. So we may assume that p is either an odd prime or twice an odd prime.
Let ρ p,q : S (L(p, q) 
). Let ∆ : {0, · · · [ p 2 ]} → {0, · · · p − 1} denote some injection whose image contains exactly one element of each pair of elements of the form {k, p − k}, and such that ∆(0) = 0. Let ρ p,q,∆ : S (L(p, q) 
). Since the domain and the codomain have the same dimension. ρ p,q,∆ is surjective if and only if ρ p,q,∆ is injective. It follows from (1.2) that ρ p,q,∆ is injective if and only if ρ p,q is injective. Also ρ p,q is injective if and only if ρ p,q is an isomorphism. Since µ 0 , µ 1 , µ 2 · · · µ [ p 2 ] are a basis for S (L(p, q) ), we have that ρ p,q is an isomorphism if and only if the determinant of [f p,q,c,k ] 0≤k≤[ p 2 ],0≤c≤[ p 2 ] is non-zero. This last statement is equivalent to saying D p,q (w) is non-zero. Thus we only need to show ρ p,q,∆ is surjective for some ∆.
Let t * u be defined by tt * u ≡ 1 (mod u), if t is prime to u. Letĉ be defined by
is nonsingular over C, for some Γ and ∆. Note is nonsingular over C, for some Γ and ∆.
The following notation is convenient.
The case p is an odd prime. Define Γ(k) = k * p , if k = 0. Define ∆(c) =ĉ. We note that for k = 0, we have by [LL] 
Here q λ p denotes the primitive pth root of unity ξ −q * ( p+1 2 ) 2 p . Also ǫ(p) is one or minus one accordingly as p is one or three modulo four, and a b denotes a Jacobi symbol. So the rows of det[G + (p, q,ĉ, k * )] 1≤k≤ p 2 ,1≤c≤ p 2 are non-zero multiples of the rows of a Vandermode matrix with a non-zero determinant. Here we make use of the fact that the numbers q λ c 2 p , as c varies from 1 to [ p 2 ] are all distinct. For this it is important that as c ranges over 1 ≤ c ≤ [ p 2 ], c 2 does not repeat itself modulo p.
The case p is twice an odd prime s.
For this case, we define Γ by saying that Γ(0), Γ(1), · · · , Γ(s) in sequence are given by0,2,4, · · · ,(s − 1),1,3,· · ·ŝ. Also define ∆ by saying ∆(0),∆(1),· · · , ∆(s) in sequence are given by 0, 2(1 * s ), 2(2 * s ), · · · , 2( s−1 2 ) * s , 1 * p , 3 * p , · · · , (s − 2) * p , s. Since p is even, q is odd, andĉ ≡ c (mod 2). Thus for both Γ and ∆ , even values come first, and then odd values follow.
Next notice that by [LL] G + (2s, q,ŝ, j) = G 2s (qj, s) = 0, if j is relatively prime to s 2s, if j = s.
Thus the last column of [G + (p, q, Γ(c), ∆(k))] 1≤k≤s,1≤c≤s consists of all zeros except for the last entrie of 2s. Thus we only need to show [G + (p, q, Γ(c), ∆(k))] 1≤k≤s−1,1≤c≤s−1 has a nonzero determinant. For j relatively prime to s, and c ≡ j (mod 2) by [LL] :
Thus our matrix is a block matrix of the form [ A 0 0 B ]. We now study the matrix A. For 1 ≤ d ≤ s−1 2 , and 1 ≤ j ≤ s−1 2 , by [LL] we have:
where now we let q λ s be the primitive sth root of unity ξ −q * s ( s+1 2 ) 2 s . Thus the rows of A are nonzero multiples of the rows of a Vandermode matrix with a non-zero determinant. Here it is important that as d ranges over 1 ≤ d ≤ s−1 2 , d 2 does not repeat itself modulo s. Now we study the matrix B. For 1 ≤ d ≤ s − 2, and 1 ≤ j ≤ s − 2, with d and j odd , by [LL] we have:
where now we let q ω s be the primitive sth root of unity ξ
. Thus q λ s is also a primitive sth root of unity. We may take the nonzero factor of q ω d 2 s out of each column . The rows of the resulting matrix are non-zero multiples of the rows of a Vandermode matrix with a non-zero determinant. Here it is important that as d ranges over odd numbers such that 1 ≤ d ≤ s − 2, d 2 does not repeat itself modulo s.
This completes the proof. §4 Proof of Theorem 4
There are only two lens spaces of order nine up to (not necessarily orientation preserving) diffeomorphism: L(9, 1), and L(9, 4). Thus we need only concern ourselves with q = 1 and q = 4. for generalized Gauss sums in the form due to Siegel [S, BE(Formula 2.8)) ]. Here is a slightly less general form which suffices for our purposes: where α, β, γ ∈ Z and α, γ > 0 and αγ + β is even. Jeffrey makes repeated use of reciprocity [J, Prop(2. 3)] in her derivation of [J, Theorem (3.4) ]. We have:
5.1
2r−1 k=0 a pk 2 ± 1 (2l± 2 2)k r = ζ ξ −(l± 2 1) 2 4rp 2r p p−1 k=0 ξ −rk 2 ∓ 1 (l± 2 1)k p By [LL] ,and the definition of G ± , we have: 5.2 p−1 k=0 ξ −rk 2 +(l± 2 1)k p = p−1 k=0 ξ −rk 2 −(l± 2 1)k p = G ∓ 2 (p, −1, c, r)
Using (5.1) to evaluate the four sums, and using (5.2) to replace the four sums by two sums, we obtain that √ r WRT r (L(p, −1), µ c ) is given by Finally 12s(−1, p) + (−1)(c 2 + 2c) = 3p − 2 − p 2 − (c + 1) 2 + 1 by [R, Equations 5 and 33a] . This completes the proof.
