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On the Outage Probability of Localization in
Randomly Deployed Wireless Networks
Fengyu Zhou, Student Member, IEEE, and Yuan Shen, Member, IEEE
Abstract—This paper analyzes the localization outage probabil-
ity (LOP), the probability that the position error exceeds a given
threshold, in randomly deployed wireless networks. Two typical
cases are considered: a mobile agent uses all the neighboring
anchors or select the best pair of anchors for self-localization.
We derive the exact LOP for the former case and tight bounds
for the LOP for the latter case. The comparison between the two
cases reveals the advantage of anchor selection in terms of LOP
versus complexity tradeoff, providing insights into the design of
efficient localization systems.
Index Terms—Anchor selection, outage probability, stochastic
geometry, wireless localization.
I. INTRODUCTION
H IGH-accuracy localization is gaining its popularity invarious applications nowadays, but traditional localiza-
tion techniques exhibit their limitations in certain aspects [1].
For instance, the global navigation satellite system (GNSS),
the most widely-used localization methods, often cannot meet
the accuracy requirements in hash environments (e.g., indoors
or underground). To this end, wireless local networks are
introduced to complement existing techniques for enhancing
localization performance.
Wireless localization networks consist of anchors and
agents. Anchors have precisely known positions, while the
agents measure the distances to neighboring anchors by wire-
less transmission and then infer their positions by solving
a set of (overdetermined) equations formed by the inter-
node distances and anchors’ positions [1]. In this case, there
exists a tradeoff for making distance measurements to more
anchors, as it consumes additional power and time in return
for diminishing improvement in localization performance.
Besides the localization accuracy, the localization outage
probability (LOP) is also an important performance metric,
which evaluates the probability that the position error exceeds
a given threshold [2]. To the best of the authors’ knowledge,
most related studies focused on the LOP of a mobile agent with
known anchor deployment, and no analytical characterizations
of the LOP have been presented. Inspired by stochastic geom-
etry approaches in wireless communications and localization
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Fig. 1. System model: The grey circular AU (centered at p
∗) with radius r
denotes the uncertainty region of the agent. The true and estimated positions
of the agent are denoted by p and pˆ. The dashed circle AC (centered at
p) denotes the communication region of the agent, while the dot dash circle
AAC (centered at p
∗) denotes the auxiliary communication region.
[3], [4], we adopt an alternative view to evaluate the LOP of
an agent in randomly deployed wireless networks.
This paper considers the cases that all anchors participate in
the localization and that the best pair of neighboring anchors is
selected, and evaluates the localization performance in term of
LOP. Comparison between these two cases demonstrates the
benefit of anchor selection for efficient wireless localization.
II. PROBLEM FORMULATION
A. System Model
Consider an agent with prior knowledge of its position p
locating in a small uncertainty region (UR) AU, i.e., p ∈ AU
(see Fig. 1).1 For simplicity, let AU := {x|x ∈ R2, ‖x −
p
∗‖ 6 r}, where p∗ is the center of the UR. Moreover, we
consider a circular region AC := {x|x ∈ R2, ‖x − p‖ 6
R} as the communication region of the agent, where R is
the maximum ranging distance of the agent, and there are N
anchors A1,A2, ...,AN (with known positions) uniformly and
independently distributed in AC. The distance and angle from
anchor k to p∗ are denoted by rk and θ
∗
k, respectively, for
k ∈ N := {1, 2, ..., N}. The agent sends ranging requests to a
specific subset of N and measures the round-trip time based
on their replies for position estimation.
We consider line-of-sight (LOS) scenarios, where the range
measurement rˆdis can be modeled as
rˆdis = rdis + ndis + nclk (1)
1In most applications such as navigation, AU can be derived from the
prior position and the maximum displacement of the agent within a time
interval. Such a region is a rough estimation of agent’s position before wireless
localization, and it is usually much larger than the desired position error.
2where rdis is the true distances between the agent and the
anchor, and the noises ndis and nclk are modeled as two inde-
pendent zero-mean Gaussian random variables with variances
σ2dis and σ
2
clk, respectively. The former accounts for the ranging
error from the time-of-arrival measurements, which depends
on the communication distance rdis, while the latter accounts
for the error from the clock drifts of the agent and the anchor.
For later derivations, we introduce the angle from anchor
Ak to the agent (located at p) as θk. The included angles of
Ai-p-Aj and Ai-p
∗-Aj are denoted by θij and θ
∗
ij , respectively.
B. Performance Metrics
Following the notation system of [5], we first write down
the equivalent Fisher information matrix (EFIM) as Eq. (2).
Je =
N∑
n=1
λn unu
T
n (2)
and the squared position error bound (SPEB), another
commonly-used performance metrics for localization, is given
by
P(p) = tr
{
Je
−1
}
(3)
where un = [ cos θn sin θn]
T and λn depends on the ranging
errors in (1) as
λn =
1
σ2dis + σ
2
clk
. (4)
In high-accuracy localization systems, the clock-drift noise
σ2clk can be much larger than the distance-dependent noise σ
2
dis
and thereby dominates (4).2 In these cases, we approximate
λn’s by a constant λ0 for the analytical development. Mean-
while, simulation results will be provided in Section IV to
validate the analytical results by comparison with the case in
which σ2clk and σ
2
dis are on the same order.
Since the agent’s position is unknown (so is θij), we
formally define the LOP as follows.
Definition 1: Under a specific wireless network, the worst-
case SPEB is the maximum SPEB for the agent within AU,
i.e., maxp∈AU P(p).
Definition 2: Localization outage probability (LOP) associ-
ated with threshold εth, denoted as O(εth), is the probability
that the worst-case SPEB is greater than a threshold εth under
randomly deployed networks. i.e.,
O(εth) = P
{
max
p∈AU
P(p) > εth
}
. (5)
C. All-anchor Localization
We start with the case that all anchors within the agent’s
communication range participate in the localization. In this
case, we have the following theorem.
2For example, the clock drift for P410 ranging radio by Time Domain
could be around 10 ns, which is much larger than the estimation error of the
propagation delay with 5 GHz system bandwidth under the LOS condition
(0.2 ns [6]). Moreover, based on the experimental results [7], the ranging error
is hardly affected by the distance when the SNR is larger than 10dB in both
indoor and outdoor environments.
Theorem 1: When all N anchors in AC participate in
localization, the LOP is given by
O(εth) = 1− U ·
∫ ∞
0
J1(U ·r) · J0(r)
N dr (6)
where U =
√
N2 − 4N/(λ0εth), and J0(·) and J1(·) are
Bessel functions of zeroth and first order, respectively.
Proof: Assume that the system still operate under the
circumstance that σ2clk dominates (4), then (2) turns to be:
Je ∝
N∑
n=1
unu
T
n (7)
Here, the constant coefficient has been reduced for simplicity.
Then the localization error can be estimated as:
tr(J−1e )
=
P0
2
(
N∑
n=1
cos2 θn +
N∑
n=1
sin2 θn
)
(
N∑
n=1
cos2 θn
)
·
(
N∑
n=1
sin2 θn
)
−
(
N∑
n=1
cos θn sin θn
)2
=
2N
N2 − k2
P0 (8)
where k =
√(
N∑
n=1
cos 2θn
)2
+
(
N∑
n=1
sin 2θn
)2
. The expres-
sion for k can also be interpreted as the distance of a two-
dimensional random walk. An equivalent construction of k is
provided as follows.
Suppose that there is a point staying at the origin at time
slot 0. At each time slot n, the point has the displacement xn
which is a two-dimensional random variable. |xn| is fixed at
1, while its argument has the uniform distribution U(0, 2pi).
All xn’s are i.i.d. After N time slots, the total displacement
of the point is x =
N∑
n=1
xn, and the distribution of k = |x| is
the same as k in (8).
Suppose the characteristic function for xn is φxn(ω), then,
φxn(ω) = E[e
iω·xn ]
=
1
2pi
∫ 2π
0
ei(ω1 cos θ+ω2 sin θ)dθ
=
1
2pi
∫ 2π
0
ei|ω| cos(θ+c0)dθ
=J0(|ω|) (9)
In the equation, J0(·) is the Bessel function (0-order). Since
the addition of independent random variables can be repre-
sented as the production of their characteristic functions, we
have:
φx(ω) = J0(|ω|)
N (10)
The density probability function for x can be obtained by
3applying Fourier transformation to φx.
fx(x)
=
(
1
2pi
)2 ∫
R2
e−i·ω·xJ0(|ω|)
N Λ(dω)
=
(
1
2pi
)2 ∫ 2π
0
∫ ∞
0
e−ir·(cos θ·x1+sin θ·x2)J0(r)
N rdrdθ
=
(
1
2pi
)2 ∫ ∞
0
[∫ 2π
0
e−ir·(cosθ·x1+sin θ·x2)dθ
]
J0(r)
N rdr
=
1
2pi
∫ ∞
0
J0(r · |x|) · J0(r)
N rdr (11)
The outage probability for all-anchor localization is the
probability that tr(Je
−1) is larger than some threshold ε2th.
That is
P
{
tr(Je
−1) > ε2th
}
=P
{
2N
N2 − k2
P0 > ε
2
th
}
=P
{
k >
√
N2 −
2NP0
ε2th
}
=1−
∫ U
0
fk(k)dk (12)
where U stands for
√
N2 − 2NP0
ε2
th
. Since k = |x|,
∫ U
0
fk(k)dk
=
∫ U
0
2pik·
1
2pi
∫ ∞
0
J0(r·k) · J0(r)
N rdrdk
=
∫ ∞
0
[∫ U
0
k·J0(r·k)dk
]
·J0(r)
N rdr
=U ·
∫ ∞
0
J1(U ·r)·J0(r)
N dr (13)
As the result, the outage probability for all-anchor localization
is
O(ε2th) = 1− U ·
∫ ∞
0
J1(U ·r)·J0(r)
Ndr (14)
D. Two-anchor Localization
For the two-anchor localization case, the agent selects two
anchors Ai and Aj for inter-node ranging measurements. Since
it will yield two possible positions, we consider the one closer
to p∗ as the estimated position pˆ. Then, the corresponding
SPEB of the agent is
P(p) = P0 · sin
−2
θij (15)
where P0 = 2/λ0. The optimal anchor selection algorithm in
terms of LOP is to choose anchors Ai0 and Aj0 satisfying
(i0, j0) = argmin
i,j
max
p∈AU
P(p). (16)
p
p
max
p
min
AU
θi0j0
θmax
θmin
Ai0
Aj0
Fig. 2. For given i0 and j0, the corresponding pmax and pmin can be obtained
by the tangent circles, and one of them corresponds to the worst case of p.
Our anchor selection algorithm only needs to check those two positions to
obtain the minimum SPEB.
Note that for each anchor pair (Ai0 ,Aj0), if the line Ai0Aj0
intersects AU, then P(p) goes to infinity when the agent
happens to be collinear with Ai0Aj0 , which leads to an
immediate outage. Otherwise, we can draw two circles that go
through both Ai0 and Aj0 and are tangent to AU at pmin and
pmax (see Fig. 2). By comparing the local maximum values
of P(p), we can simplify the optimal selection algorithm (16)
into
(i0, j0) = argmin
i,j
max {P(pmax),P(pmin)}. (17)
Note that as flip ambiguity occurs only if Ai0Aj0 intersects
AU, classifying such situation as a localization outage suffi-
ciently avoid flip ambiguity in all non-outage situations.
III. LOCALIZATION OUTAGE PROBABILITY
This section will derive the lower and upper bounds for the
LOP given in (5). These bounds can provide more insights
into the behavior of LOP.
A. Lower Bound
We consider the probability that all the included angles θij
is away from pi/2 by at least δ, defined as
P (δ) := P {θij 6∈ Dδ, ∀i 6= j ∈ N} (18)
where Dδ := [pi/2− δ, pi/2 + δ]. The next theorem gives the
expression or bounds for P (δ).
Theorem 2: For δ ≥ pi/6, we have
P (δ) = N ·
(pi − 2δ
2pi
)N−1
; (19)
and for δ < pi/6, we have (20), shown at the top of the next
page.
Proof: See Appendix A. We also attached the exact
expression for P (δ) in Appendix B.
Let εth := cos
−2(δ) ·P0 be the threshold for the SPEB, and
we next give the lower bound for the LOP.
Theorem 3 (Lower Bound): The LOP O (εth) is bounded
below by P (δ).
Proof: According to (18), suppose that θij 6∈ Dδ , ∀i 6=
j ∈ N , then it is impossible for the agent to locate itself with
the SPEB smaller than the threshold εth by choosing only two
anchors. Thus, P (δ) provides a lower bound for LOP.
4(pi − 4δ
pi
)N−1
+ (N − 1) ·
4δ(pi − 2δ)N−2
(2pi)N−1
> P (δ) > N ·
(pi − 2δ
2pi
)N−1
+ (N − 2) ·
(pi − 6δ
2pi
)N−1
(20)
B. Upper Bound
First, we introduce a sub-optimal selection algorithm to
relax LOP. In the new algorithm, the unknown θij is approx-
imated by θ∗ij , i.e.,
(i0, j0) = argmin
i,j
sin−2 θ∗ij . (21)
Such algorithm will lead to near-optimal performance as AC
is much larger than AU, but an increased LOP. We will use
(21) for deriving the upper bound for LOP.
Since the angles from anchors to p∗ are no long isotropic,
we introduce the concept of auxiliary communication region
AAC := {x|x ∈ R2, ‖x − p∗‖ 6 R + r} (see Fig. 1), which
is the union of all the possible communication regions as p
varies within AU. Suppose that the communication region is
extended from AC to AAC, and the corresponding outage
becomes Oaux, which is associated with O according to the
following proposition.
Proposition 1: For a given threshold εth, O andOaux satisfy
the following relationship
O(εth) 6
(R+ r
R
)2N
· Oaux(εth) . (22)
Proof: The probability Oaux must be greater than the
probability that all anchors happen to be within AC and the
outage occurs, which directly leads to (22).
Based on the properties of the SPEB given in (15), we define
worstx∈X {θx} as the result θx0 such that
x0 ∈ X , and ∀x
′ 6=x0, |θx′ − pi/2| 6 |θx0 − pi/2|.
Then, the probability Oaux(εth) can be estimated as
Oaux(εth)
6 P
{
min
p∈AU
sin2 θi0j0 6 cos
2 (δ)
}
= 1−
∫
Dδ
P
{
worst
p∈AU
θi0j0 ∈ Dδ
∣∣θ∗i0j0 = θ}f(θ) dθ (23)
where f(θ) denotes the PDF of θ∗i0j0 while all anchors are
assumed to be distributed in AAC instead of AC. Eq. (23)
divides the calculation of Oaux(εth) into two steps, which will
be analyzed separately in the following.
When all anchors are located in AAC, the joint distribution
of θ∗ij is the same as that of θij while all anchors are within
AC. Therefore, (18) suggests∫ π
2
−δ
0
f(θ) dθ +
∫ π
π
2
+δ
f(θ) dθ = P (δ). (24)
We then define
Qδ(θ) := 1−
1
(µ− 1)2
−
1
µ2
−
1
µ3
+
2
µ4
−
1
µ4(µ− 1)
+
1
µ4(µ− 1)2
−
12 log(µ− 1)
µ4
(25)
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Fig. 3. Simulated and analytical LOP for both two-anchor and all-anchor
localization, where εth = 2P0 and R/r = 100.
where µ = R/r · sin(∆θth) in which ∆θth = min{|pi/2 −
δ− θ|, |pi/2+ δ− θ|}. The difference between θi0j0 and θ
∗
i0j0
cannot exceed the maximum value of the sum of the angular
error for both edges of the angle, so that
P
{
worst
p∈AU
θi0j0 ∈ Dδ
∣∣∣θ∗i0j0 = θ}
> P {|θi0j0 − θ| 6 ∆θth}
> P
{ r
ri0
+
r
rj0
6 sin (∆θth)
}
= Qδ(θ) . (26)
Theorem 4 (Upper Bound): The LOP is bounded from above
as
O(εth) 6
(R + r
R
)2N
·
[
1−Qδ(
pi
2
)−
∫ π
2
+δ
π
2
Q
′
δ(θ) · P
(
θ −
pi
2
)
dθ
]
where P (·) and Qδ(·) are provided in (19), (20) and (25).
Proof: Based on the symmetry of f(θ) and partial inte-
gration,
Oaux(εth) 6 1− 2
∫ π
2
+δ
π
2
Qδ(θ) · f(θ) dθ (27)
= 1−Qδ(
pi
2
)−
∫ π
2
+δ
π
2
Q
′
δ(θ) · P
(
θ −
pi
2
)
dθ.
Plugging (27) into (22) leads to the upper bound.
IV. NUMERICAL RESULTS
This section compares the LOPs of both all-anchor and two-
anchor localization through numerical evaluation and Monte
Carlo simulation.
Both the simulation and analytical curves in Fig. 3 suggest
that the LOP of the two-anchor case is close to that of the
all-anchor case. However, anchor selection algorithm reduces
both the energy consumption and ranging time to only 2/N
5P(p)>2P0
P(p)>4
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Fig. 4. The LOP for different SPEB threshold εth and number of anchors
N . The standard deviation of the distance-dependent noise is σdis = 0.4σclk .
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Fig. 5. The unit for the horizontal axis is P0. The figure displays the
relationship between the SPEB thresholds and LOPs for N = 3, 4 and 5.
of that in the all-anchor case. This is particularly important
for low-power and delay-sensitive applications.
In the two-anchor case, when R ≫ r, the difference
between θ∗ij and θij is negligible and thus the upper bound in
(27) coincides with the lower bound P (δ), which can thereby
serve as a tight approximation for the LOP. Fig. 4 depicts
the curves of P (δ) with respect to N for different SPEB
thresholds, where the communication region is sufficiently
large compared to AU. We also consider distance-dependent
noises and let σdis = 0.4 σclk. The comparison in Fig. 4 shows
that the analytical results can be used as a good approximation
to characterize the LOP when the clock drift noise is not
dominant.
For a fixed number of anchors (N = 3, 4, 5), Fig. 5 shows
the LOPs as a function of the SPEB threshold. As it stands, the
LOPs for both the two-anchor and all-anchor cases decrease
with the threshold, and the decrease rate is large when the
threshold is close to P0. Moreover, the gap between the LOPs
for the two-anchor and all-anchor case decreases with the
SPEB threshold and the number of anchors, implying that
anchor selection yields closer-to-optimal outage performance
when the accuracy guarantee is less stringent and the network
size is larger.
V. CONCLUSION
This paper derived the outage probability of self-localization
due to the randomness of network geometry. We first de-
termined the exact LOP when all the neighboring anchors
are used for localization, and then upper and lower bounds
for the LOP when the best pair of anchors are selected for
localization. Numerical results demonstrated the tightness of
the bounds, and showed the advantage of the two-anchor
localization in terms of efficiency. Our paper highlights the
tradeoffs between outage probability and accuracy guarantee
for two-anchor and all-anchor cases, which will facilitate the
design of efficient localization systems via anchor selection.
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APPENDIX A
This section deduces the (approximate) expressions for
P (δ), which reflects the outage caused by the anchor deploy-
ment in the two-anchor situation.
Let θ′n = 2θn (in the sense of wraparound) for all n ∈ N ,
and θ′ij is likely defined as the included angle between θ
′
i and
θ′j . Then (18) can be transformed into
P (δ) = P
{
∀i, j, θ′ij ∈ [0, pi − 2δ]
}
(28)
Following passages are divided into two subsections. The
first subsection copes with the precise expression for the case
of δ>π6 , while the second subsection only calculate the upper
and lower bounds for the case of δ < π6 .
A. For δ ≥ π6
Theorem 5: If δ ≥ π6 and ∀i, j ∈ N ,θ
′
ij < pi − 2δ, then
∃i0, j0, s.t. θ
′
i0j0
= max
i,j
θ
′
ij , and ∀k 6= i0, j0, θ
′
i0j0
= θ′i0k +
θ′j0k
.
Proof: Let (i0, j0) = argmax
i,j
θ′ij (see Fig. 6). If θ
′
k lies
within arc
⌢
A1, as shown in Fig. 6 (left), recall that θ
′
i0j0
is the
largest included angle, then both θ′i0k and θ
′
j0k
cannot include
6⌢
A1
⌢
A1
⌢
A2
⌢
A2
θ
′
k
θ
′
k
θ
′
i0
θ
′
i0 θ
′
j0
θ
′
j0
Fig. 6. Left figure corresponds to the situation that θ′
k
∈
⌢
A1, while the right
one corresponds to θ′
k
∈
⌢
A2.
θ′i0j0 . Therefore, the included angles between θ
′
i0
, θ′j0 and θ
′
k
are exclusive to each other. Consider that δ ≥ π6 , each included
angle must be smaller than pi−2δ 6 23pi and the sum of them,
the central arc of the whole circle, is smaller than 2pi, which
causes the contradiction. Hence all θ′k must be within arc
⌢
A2,
as shown in Fig. 6 (right). Theorem 5 is proved.
To distinguish different positions on the circle, we as-
sign the radian measure to the circle circumference counter-
clockwisely. Without the loss of generality, we fix θ′1 = pi
(see Fig. 7), then the smallest angle θ′min = min
i
θ
′
i has the
following distribution:
fmin(x)dx =


(N−1)(2π−x)N−2
(2π)N−1
dx, 2δ < x < pi(
1
2
)N−1
, x = pi
0, Otherwise
. (29)
As long as θ′min is determined, all θ
′
i’s are neither smaller than
θ′min nor larger than θ
′
min+ pi− 2δ. Therefore, the probability
that P (δ) can be precisely expressed as
P (δ) =
∫ π
2δ
(N − 1)(2pi − x)N−2
(2pi)N−1
(
pi − 2δ
2pi − x
)N−2
dx
+
(
1
2
)N−1
·
(
pi − 2δ
pi
)N−1
=N ·
(
pi − 2δ
2pi
)N−1
. (30)
B. For δ < π6
This subsection will provide the upper and lower bound of
P (δ) in simple forms. The exact expression for P (δ) in this
case is quite complex and will be deduced in Appendix B.
When 2δ ≥ θ′min, the event in P (δ) does not hold since
the included angle between θ′1 and θ
′
min has already exceeded
pi − 2δ.
When 2δ < θ′min < pi − 4δ, the rest N − 2 θ
′
i’s can be
placed in 3 intervals in order to satisfy the event in P (δ):
I1 = [x, pi), I2 = [pi, x+pi− 2δ], I3 = [x+ pi+2δ, 2pi− 2δ],
see Fig. 8. Notice that the points in I2 will never conflict with
other points in I1 or I3 and the points in the same interval
also do not conflict with each other. So we consider about the
following two situations:
(1) Either I1 or I3 is empty. The conditional probability given
θ′min for this situation is denoted as P1.
0, 2π
π
1
2
π 3
2
π
π − 2δ
θ
′
min
θ
′
1
Fig. 7. When the smallest angle θ′
min
is determined, all θ′
i
’s are neither
smaller than θ′
min
nor larger than θ′
min
+ pi − 2δ.
(2) All the rest θ′i’s can be placed in all three intervals, and
the conflicts are ignored. The conditional probability given
θ′min for this situation is denoted as P2.
The first situation is the sufficient (but not necessary) con-
dition of the outage condition, while the second condition is
necessary but not sufficient. Hence, P1 and P2 can be relied
on to achieve the lower bound and upper bound of the outage
probability respectively. We have:

P1(x) =
(
Λ(I1∪I2)
2π−x
)N−2
+
(
Λ(I2∪I3)
2π−x
)N−2
−
(
Λ(I2)
2π−x
)N−2
P2(x) =
(
Λ(I1∪I2∪I3)
2π−x
)N−2
⇒


P1(x) =
(π−2δ)N−2+(π−6δ)N−2−(x−2δ)N−2
(2π−x)N−2
P2(x) =
(
2π−6δ−x
2π−x
)N−2 (31)
In equation (31), Λ(·) is the Lebesgue measure, and the
expression of P1 results from the inclusionexclusion principle.
When pi − 4δ6θ′min < pi, all the rest θ
′
i’s must be within
[x, x + pi − 2δ] in order to avoid the conflict, so that the
conditional probability turns to be
P
{
θ
′
ij < pi − 2δ, ∀i, j ∈ N|θ
′
min = x
}
=
(
pi − 2δ
2pi − x
)N−2
.
(32)
When θ′min = pi, then the conditional probability is
P
{
θ
′
ij < pi − 2δ, ∀i, j ∈ N|θ
′
min = pi
}
=
(
pi − 2δ
pi
)N−1
.
(33)
With the help of (31) to (33), both the lower and upper
bound for P (δ) can be obtained as (34) and (35), and thereby
(20) holds.
APPENDIX B
This section discusses about the exact expression of P (δ) in
the case of δ < π6 . Before going further, we first think about
the following interval coverage problem.
Suppose that we have the interval I = [0, L], n random
points are placed within I. Their positions x1, x2, · · · , xn are
n i.i.d. uniform random variables. Each point xi generates a
smaller interval with length D centered at xi. The union of all
7P (δ)>
∫ π−4δ
2δ
fmin(x)·P1(x)dx+
∫ π
π−4δ
fmin(x)·
(
pi − 2δ
2pi − x
)N−2
dx+
(
1
2
)N−1
·
(
pi − 2δ
pi
)N−1
=N ·
(
pi − 2δ
2pi
)N−1
+ (N − 2) ·
(
pi − 6δ
2pi
)N−1
(34)
P (δ)6
∫ π−4δ
2δ
fmin(x)·P2(x)dx+
∫ π
π−4δ
fmin(x)·
(
pi − 2δ
2pi − x
)N−2
dx+
(
1
2
)N−1
·
(
pi − 2δ
pi
)N−1
=
(
2pi − 8δ
2pi
)N−1
+ (N − 1) ·
(pi − 2δ)N−24δ
(2pi)N−1
(35)
P (δ) =
∫ π−4δ
2δ
fmin(x)·
N−2∑
n=0
N−2−m∑
m=0
(
N−2
n
)(
N−2−n
m
)(pi − x− 4δ
2pi − x
)n( pi − x
2pi − x
)m( x− 2δ
2pi − x
)N−2−n−m
E
[(
pi − x− y
pi − x
)m]
dx
+
∫ π
π−4δ
fmin(x)·
(
pi − 2δ
2pi − x
)N−2
dx+
(
1
2
)N−1
·
(
pi − 2δ
pi
)N−1
=
N − 1
(2pi)N−1
·
N−2∑
n=0
N−2−n∑
m=0
(
N−2
n
)(
N−2−n
m
)∫ π−4δ
2δ
(pi − x− 4δ)n(x− 2δ)N−2−n−mE {(pi − x− y)m} dx
+
(pi − 2δ)N−2
(2pi)N−1
[(N − 1) · 4δ + pi − 2δ] (36)
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Fig. 8. When θ′
min
and θ′
1
are fixed and 2δ6θ′
min
< pi − 4δ, the necessity
of the outage condition is that all other θ′
i
’s stay within I1, I2 or I3.
n small intervals is denoted as s =
n⋃
i=1
{x
∣∣|x− xi| < D2 }, then
we want to find out the exact expression of the measure of s.
Let y = Λ(s), then on the basis of literatures about linear
coverage [8] [9], the probability density function for y can be
expressed as:
fy(y) = n
[ yD ]−1∑
j=0
[ yD ]−j−1∑
r=0
(−1)r
(
n− 1
j
)(
n− 1
j + 1
)
·
(
n− j − 1
r
)(
1−
y −D
L
)j+1
[y −D(j + r + 1)]n−j−2
(37)
When n>1, fy(y) only takes value while y ∈ [D,min(L +
D,n·D)]. When n = 0, fy(y) = δ(y). The δ(y) here is the
Dirac-Delta function, which differs from the notation of the
angle δ.
Back to the original problem, as aforementioned, in the case
of δ < π6 , when the value of θ
′
min is given (denoted as x) and
θ′min < 2δ, all the remaining N − 2 θ
′
i’s must be within inter-
vals I1, I2, and I3. Given that there are n points falling within
I3,m points within I1 andN−2−n−m points within I2, then
the conditional probability of the outage condition under this
setting can be expresses as 1(π−x)m ·E [(pi − x− y)
m], where
§ has the same meaning as the problem raised above. Here,
L is the measure of I3 and D = 4δ. Based on the PDF of y,
this conditional probability is:
E [(pi − x− y)m] =
∫ π−x
0
(pi − x− y)m·fy(y)dy (38)
The total outage probability can be expressed in equation (36).
Equation (36) is quite complex and it is unknown that
if the expression can be reduced to the simpler form. In
this paper, we will not use this expression to analysis the
localization problem due to its complexity. Instead, inequalities
(34) and (35) are much simpler and it will be shown in later
sections that they are sufficiently closed to the simulation
result. Equation (36) just serves as the theoretic analysis which
makes the discussion complete.
