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Introduction
Consider the n-dimensional Hankel determinant We are interested in the asymptotics of D n (β) for large n. Note that if the jump in w(x) is absent, i.e. β = 0, D n (0) is a Selberg integral with the following explicit representation and the asymptotics (cf. [34] ):
(1.3) D n (0) = (2π) n/2 2 −n 2 /2 n−1 j=1 j! = (2π) n (n/2) n 2 /2 n −1/12 e −(3/4)n 2 +ζ ′ (−1) (1 + O(1/n)), where ζ ′ (x) is the derivative of Riemann's zeta-function. The jump discontinuity similar to the one in (1.2) and root-type singularities of the form |x − µ| α are collectively known as Fisher-Hartwig singularities. Investigation of asymptotic behaviour of general Toeplitz determinants whose symbol has such singularities was initiated by Lenard [29] and Fisher and Hartwig [19] , who conjectured asymptotic formulas on the basis of explicitly known examples and Szegő's theorem for smooth symbols. (Such determinants are related, for example, to the Ising model and to random walks on a lattice.) A proof of part of the Fisher-Hartwig conjectures was obtained by Widom in 1973 [35] . Since then many workers have contributed to proof/disproof of these conjectures (see [17] for a review) using mostly methods from operator theory.
In contrast, the question of asymptotics for Hankel determinants, especially when the symbol has unbounded support, remains to a large extent open. Studies for in-a-sense
The first author was supported in part by NSF Grant #DMS-0401009. The second author was supported in part by EPSRC Grant EP/E022928/1. 1 regular perturbations of Hankel symbols were carried out in [23, 5, 28, 4] . The investigation of the "singular" Fisher-Hartwig case for symbols on R started with the particular situation of the Gaussian perturbed by root-type singularities as this example is important for random matrix theory; namely, for symbols (1.4) e −x 2 m j=1 |x − µ j | 2α j .
It turns out that the proper singular case corresponds to µ j being inside the support of the equilibrium measure, namely, µ j ∈ [− √ 2n, √ 2n]. The asymptotics of the Hankel determinant with the symbol (1.4) and µ j = λ j √ 2n, λ j ∈ (−1, 1) were found in [9, 21, 22] for integer α j , and in [25] , for the general case ℜα j > −1/2.
In the present paper we consider another (jump) type of Fisher-Hartwig singularity on the Gaussian background. We prove With increasing effort, one can compute higher order asymptotics. The restriction ℜβ ∈ (−1/4, 1/4) only makes it easier to handle some technicalities. One could use our methods to consider the general case ℜβ ∈ (−1/2, 1/2] as well.
Note that It is interesting to compare Theorem 1.1 with the result of [2, 8] on a Toeplitz determinant for a symbol with a jump. We have the same combination of G-functions in both cases.
Of independent interest is the investigation of the system of polynomials orthonormal w.r.t. the weight (1.2). Consider the system p k (x) = κ k x k + · · · , κ k = 0, k = 0, 1, . . . , satisfying We also consider monic polynomialsp k (x) = p k (x)/κ k = x k + · · · , which can be defined by the conditions (1.9) ∞ −∞p k (x)x j w(x)dx = h k δ jk , h k = 0, j = 0, 1, . . . , k, k = 0, 1, . . .
The existence of such a system of orthogonal polynomials with nonzero normalization coefficients h k is well known for real weights. If ℜβ = 0, we will show existence of these polynomials for large enough degree.
As any system of orthogonal polynomials,p n (x) satisfy a three-term recurrence relation:
(1.10) xp n (x) =p n+1 (z) + A npn (x) + B npn−1 (x), n = 0, 1, . . . ,p −1 ≡ 0.
Multiplying (1.10) byp n−1 (x)w(x) and integrating gives (1.11) B n = h Let us fix the notation for the two leading coefficients of the polynomialsp n (x) as follows:
p n (x) = x n + β n x n−1 + γ n x n−2 + · · ·
Comparing the coefficients at the powers x n and x n−1 in the recurrence relation (1.10), we obtain the following identities we use later on:
(1.12)
A n = β n − β n+1 , κ n−1 κ n 2 = γ n − γ n+1 − β 2 n + β n β n+1 .
Our methods allow us to compute various asymptotics for polynomials p n (x) as n → ∞. One such question is how the singularity of the weight affects the recurrence coefficients A n , B n for large n. This was discussed by Chen and Pruessner [10] who found a behavior oscillating in n involving cos(c 1 ln n + c 2 ), but did not determine the constant phase c 2 . We prove Theorem 1.2. Fix λ 0 ∈ (−1, 1), ℜβ ∈ (−1/2, 1/2), β = 0. Let µ 0 = λ 0 √ 2n. Then as n → ∞, the recurrence coefficients satisfy
(1.14)
In particular, for β = iγ, γ ∈ R \ {0},
(1.16)
If furthermore λ 0 = 0, the above equations become
Except for the phase arg Γ(iγ), (1.17) and (1.18) were found in [10] . Note also that similar formulas for the recurrence coefficients for the Jacobi weight perturbed by a jump were conjectured by Magnus [30] . Our approach can be modified to verify this conjecture. 1 We will address this question in a future publication.
Our proofs of Theorems 1.1 and 1.2 are based on the Riemann-Hilbert problem (RHP) approach to orthogonal polynomials [20] (see the next section), combined with the steepest descent method for RHP of Deift and Zhou [13] which proved to be very successful in the analysis of asymptotic behavior of orthogonal polynomials and related determinants (see, [11] for an introduction and bibliography of earlier works, and [26, 27, 33, 28, 7, 12, 1, 24, 25, 15, 16] ). The steepest descent method for a RHP for the orthogonal polynomials given by expression (1.7) allows us to prove Theorem 1.2. The main technical difficulty here is the construction of an approximate solution (parametrix) of a related RHP in the neighborhood of λ 0 . We find a new parametrix given in terms of the confluent hypergeometric function.
In order to prove Theorem 1.1, an additional analysis is needed. It is based on a classical formula connecting D n (β) and the orthogonal polynomials
From this expression (cf. [18, 6, 24, 25, 16] ) one can derive an identity for (d/dβ) ln D n (β) in terms of only p n (λ 0 ), p n−1 (λ 0 ), and several leading coefficients of p n (x). Substituting the asymptotic expansions for the polynomials in this identity and integrating over β from β = 0 to some β, we obtain the asymptotics of D n (β)/D n (0).
Riemann-Hilbert problem for p k (z)
Consider the following Riemann-Hilbert problem for a 2 × 2 matrix valued function
as z approaches x from above, and Y − (x), from below, related by the jump condition
(c) Y (z) has the following asymptotic behavior at infinity:
It is easy to verify that, if the polynomials satisfying (1.9) exist, this problem has a solution given by the function:
Note, in particular, that det Y (z) = 1. Indeed, from the conditions on Y (z), det Y (z) is analytic across the real axis, has all singularities removable, and tends to 1 as z → ∞. It is then identically 1 by Liouville theorem. Also, the solution is unique: if there is another solution Y (z), we easily obtain by Liouville theorem that Y (z) Y (z) −1 ≡ 1. In the next section we derive an expression for (d/dβ) ln D n (β) in terms of the matrix elements of (2.3), and in the section after that we compute the asymptotics of Y (z) using (a) -(c).
The existence of the system of orthogonal polynomials p k (z) = κ k z k + · · · satisfying (1.7) with nonzero leading coefficients κ k for real w(x) is a classical fact. Moreover, the coefficients κ 2 k = D k /D k+1 are regular functions of β (as follows from the determinantal representation for D k [32, 11] ). For all complex β in any fixed closed bounded set of the strip −1/2 < ℜβ < 1/2, (denote this set by Ω), we shall prove below the existence of a solution to the Riemann-Hilbert problem for all n larger then some n 0 > 0. Its asymptotics will be explicitly constructed. We shall also see that the coefficients κ k , k > n 0 are nonzero and finite for all such β. For k ≤ n 0 , the coefficients κ 2 k are regular and nonzero (as follows from the determinantal representation) outside of a possible subset Ω of Ω. As a consequence of the determinantal representation, the system of the orthogonal polynomials exists, and the formula (1.19) holds for β ∈ Ω \ Ω. Throughout Section 3 (and, hence, in the differential identity obtained there) we assume that β / ∈ Ω. (There is no such condition on β in Section 4.) This provides in Section 5 a proof of Theorem 1.1 for β outside the set Ω. However, as we shall see below, the error term in the asymptotics of D n is uniform for all β ∈ Ω. Theorem 1.1 will follow then by continuity.
Differential identity
We now derive a differential identity needed to prove Theorem 1.1. Throughout this section, we consider n a fixed positive integer and β ∈ Ω \ Ω (see previous section). We start with the following identity obtained in ( [25] , eq. (17)) for a weight w(x) depending on a parameter β:
Here the prime and the lower index β (respectively, x) stand for the derivative w.r.t. β (respectively, x). This identity contains polynomials of order n and n − 1 only and therefore can be used to calculate asymptotics of Hankel determinants for rather general weights w(x). However, as in the situation for weights with root-type singularities considered in [25] , the weights with jumps, as will be shown below, allow us to reduce the above identity to a "local" one involving only the values of the matrix elements of Y (z, n) at particular points. More precisely, for our weight (1.2) we will obtain an identity in terms of p n (µ 0 ), p n−1 (µ 0 ), their derivatives, and several polynomial coefficients.
Note that p n (x) are analytic functions of β, β / ∈ Ω, as follows, e.g., from their representation as a determinant.
For the reader's convenience, we recall first the derivation of (3.1). Using (1.19) and the orthogonality condition (1.8), we have (note that p
By the Christoffel-Darboux formula (e.g., [32] ),
Substituting (3.3) into (3.2), differentiating it w.r.t. β, and using orthogonality, we obtain (3.1).
Let us now evaluate J 1 . Integrating by parts, (3.4)
The first integral in the r.h.s. equals nκ ′ n,β /κ n−1 by orthogonality, and the second can be written as
As in [25] , expanding x n+1 and x n in terms of the polynomials p j (x), we obtain, by orthogonality and (1.12),
Finally, (3.6)
A similar calculation for J 2 yields
Substituting the above expressions into (3.1) and using (2.3), we obtain Proposition 3.1. Let β, −1/2 < ℜβ ≤ 1/2, be such that the system of orthogonal polynomials p k (z) with finite non-vanishing leading coefficients satisfying (1.7) exists. Fix n > 1.
, and the matrix Y (z) be given by (2.3) . Then
Asymptotic analysis of the Riemann-Hilbert problem
The standard steps of the steepest descent analysis applied to the Riemann-Hilbert problem (a) -(c) of Section 2 involve rescaling by √ 2n so that the support of the equilibrium measure becomes [−1, 1], deformation of the contour such that the jump matrix becomes close to the identity, construction of local parametrices around the points 1, −1, and λ 0 = µ 0 / √ 2n, and matching the parametrices with the solution in the region outside those points. All these steps are standard except for the construction of the parametrix around λ 0 . In this section we carry out the analysis and obtain Theorem 1.2 as well as the asymptotics necessary for the proof of Theorem 1.1 in the last section. Henceforth we assume that λ 0 ∈ (−1, 1).
4.1.
Three transformations of the Riemann-Hilbert problem. We now perform standard transformations of the RHP. The first one Y → U is a scaling:
The second one U → T is given by the formula
Below we always take the principal branch of the logarithm and roots. The function ψ(z) is the scaled asymptotic density of zeros of p n (z). (Note that
The function g(z) has the following useful properties:
From the RHP for Y (z), we obtain the following problem for T (z):
The boundary values of T (z) are related by the jump condition (4.5)
where ω(x) are the values on the real axis of the following function defined in the whole complex plane with a slit along the line ℜz = λ 0 :
Note that this problem is normalized to 1 at infinity, and the jump matrix on (−∞, −1) ∪ (1, ∞) is exponentially close to the identity (see (4.4) ). In order to have uniform bounds, we have to exclude small neighborhoods of the points −1 and 1, where
Let h(z) be the analytic continuation of
. A simple analysis shows that ℜh(z) > 0 for ℑz > 0, and ℜh(z) < 0 for ℑz < 0 in some neighborhood of (−1, 1). We again exclude neighborhoods of the points −1 and 1 for a uniform estimate. By the steepest descent method of Deift and Zhou, we now split the contour as shown in Figure 1 . Define a new transformation of our matrix-valued function as follows: (4.8)
for z outside the lenses,
, for z in the upper part of the lenses,
for z in the lower part of the lenses.
Then the Riemann-Hilbert problem for S(z) is the following:
The boundary values of S(z) are related by the jump condition (4.9)
where the plus sign in the exponent is on Σ 2 , Σ 4 , and minus, on Σ 1 , Σ 3 ,
Recalling the remarks above, we see that, outside the neighborhoods U λ 0 , U ±1 , the jump matrix on Σ j , j = 1, . . . , 4 is uniformly exponentially close to the identity. (Note that we had to contract the lenses at λ 0 , because of the cut of ω(z) across the line ℜz = λ 0 .) We shall now construct the parametrices in U λ 0 , U ±1 , and
. After that we shall match them on the boundaries ∂U λ 0 and ∂U ±1 , which will yield the desired asymptotics.
4.2.
Parametrix in U ∞ . We expect the following problem for the parametrix
with the jump condition on (−1, 1) (4.10)
(c) and the following behavior at infinity
A solution P ∞ (z) can be found in the same way as, e.g., in [28] :
, where the cut of the root is the interval (−1, 1). Note that det P ∞ (z) = 1. Here 1) . Calculation of the elementary integral in (4.13) gives (4.14)
The Szegő function D(z) is analytic outside the interval [−1, 1] with boundary values satisfying
From here it is easy to obtain as the main term of the expansion in 1/z at infinity
Below we will need 2 more terms in the expansion:
At the point λ 0 ,
Note that in order to obtain the correct argument of the complex number c(β), we returned to the analysis of the original integral in (4.13).
Moreover, we will need the following expansions at ±1 which are easy to obtain from (4.14) and the definition of a(z):
4.3.
Parametrix at the jump point. Let us now construct the parametrix P λ 0 (z) in U λ 0 . We look for an analytic matrix-valued function in a neighborhood of U λ 0 which satisfies the same jump conditions as S(z) on Σ ∩ U λ 0 , has the same behavior as z → λ 0 , and satisfies the matching condition (4.20)
Using the analytic continuation of ψ(y) (see (4.3)), define:
Clearly, e φ(z) is analytic outside [−1, 1]. Set Let us now choose the exact form of the cuts Σ in U λ j so that their images under the mapping ζ = nf(z) are straight lines (Figure 2 ). Note that ζ(z) = nf (z) is analytic and one-to-one in the neighborhood of U λ 0 , and it takes the real axis to the imaginary axis. We have
We look for P λ 0 (z) in the form (4.24)
where E(z) is analytic and invertible in the neighborhood of U λ 0 , and therefore does not affect the jump and analyticity conditions. It is chosen so that the matching condition is satisfied. It is easy to verify that P (1) (z) satisfies jump conditions with constant jump matrices. Set (4.25)
where Ψ β (ζ) satisfies a RHP along cuts given in Figure 2 : 
We will solve this problem explicitely in terms of the confluent hypergeometric function, ψ(a, c; z) for the parameters a = β and c = 1. For the reader's convenience we briefly sketch the standard theory of the function ψ(a, c; z) in the appendix.
Introducing the notation
we define the following piecewise analytic matrix-valued function on the punctured complex plane ζ ∈ C \ {0}:
, 0 < arg ζ < π, for ℑζ > 0, and
2 Denote by Roman numerals the sectors among the cuts in Figure 2 . We have the following 
Proof. Equations (4.33) -(4.37) yield the correct jumps across all the contours Γ j for any function Ψ(ζ) which is continuous in the upper and lower ζ-planes. Let us show that the choice (4.31) -(4.32) implies the continuity of Ψ β (ζ) across the real axis. In the case of the negative semi-axes, this is trivial. Indeed, for ζ < 0, in both (4.31) and (4.32) we have to take the same value of arg ζ, namely arg z = π, and hence we conclude at once that
(the real axis is oriented from the left to the right). This relation, in view of (4.34), yields the continuity of Ψ β (ζ) across the negative semi-axes. It is in order to establish the continuity of Ψ β (ζ) for ζ > 0, that we need the definition (4.30) of ψ(β, ζ) as a confluent hypergeometric function. The following two fundamental properties of the function ψ(β, ζ) will play the central role:
and, by replacing β with 1 − β and e iπ ζ with ζ,
These equations hold on the universal covering of the punctured ζ-plane, i.e. for all values of arg ζ, and they follow from the general relation (7.30) proven, for the reader's convenience, in the appendix.
In the case ζ > 0, the equation Ψ β,+ (ζ) = Ψ β,− (ζ) is equivalent to the equation
(the real axis is oriented from the left to the right). For the entry (11) we have, (4.42)
Eliminating, with the help of (4.39), the function ψ(β, e 2πi ζ) from the last equation, and taking into account the classical relation sin πs = π/(Γ(s)Γ(1 − s)), we obtain that (4.44)
which, in view of the definition (4.31), coincides with Ψ 11+ (ζ) for ζ > 0. The entry (12) in the r.h.s. of (4.41) reads,
where we used expression (4.44) for Ψ 11− (ζ), and the entry Ψ 12− (ζ) was taken from (4.32) with the substitution ζ → e 2πi ζ (as in the transition from (4.42) to (4.43)). Substituting (4.40) for ψ(1 − β, e iπ ζ), we obtain that (4.45) equals
which is Ψ 12+ (z) for ζ > 0. Consider now the entry (21) of equation (4.41). As for the entry (11), we first write the r.h.s. of the entry (21) as
+2i sin(πβ)ψ(−β, e iπ ζ)e 2πiβ e ζ/2 , arg ζ = 0.
Now use (4.39), with β replaced by 1 + β to eliminate ψ(1 + β, e 2πi ζ):
which, in view of the definition (4.31), coincides with Ψ 21+ (z) for ζ > 0. Finally, for the entry (22) of (4.41) we have
where we used expression (4.50) for Ψ 21− (ζ), and the entry Ψ 22− (ζ) was taken from (4.32) with the substitution ζ → e 2iπ ζ (cf. (4.45)). Applying (4.40) with β replaced by −β to ψ(−β, e iπ ζ), we obtain that (4.51) equals We will now show that this solution can be matched with P ∞ (z) on the boundary ∂U λ 0 for large n. We need first to compute the asymptotic expansion of Ψ β (ζ) for ζ → ∞. For that we use the classical result [3] (see also the appendix) for the confluent hypergeometric function:
We can apply this result to (4.31) to obtain the asymptotics of the solution in sector I. The "correct" triangular structure of the right matrix factor in (4.34) implies that these asymptotics remain the same in the whole second quadrant, namely:
where we denoted
Similar considerations in sector V I and in the upper half of sector V , where we still can obtain the asymptotics by direct substitution of (4.53) into (4.31), yield (4.56)
Before discussing the asymptotics of Ψ β (ζ) in the sectors in the lower half-plane, we need to perform the deck transformation, ζ → e −2πi ζ, with the first column of the first matrix factor in the r.h.s. of (4.
and
Equations (4.57) and (4.58) allow us to rewrite (4.32) in the form
Now the asymptotic result (4.53) can be applied directly for the whole range π ≤ arg ζ ≤ 2π, and as for (4.54) and (4.56), we arrive at the following asymptotics for the function Ψ β (ζ) in the lower half-plane:
and (4.61)
Relations (4.54), (4.56),(4.60), and (4.61) give a complete description of the asymptotic behavior of the function Ψ β (ζ) in the neighborhood of ζ = ∞. In particular, for the left and the right half-planes we have that (4.62)
for ℜζ ≤ 0 half-plane (upper half-plane in z variable), and (4.63)
for ℜζ ≥ 0 half-plane (lower half-plane in z variable). Substituting these asymptotics into the matching condition (4.20):
for ℑz ≥ 0, and
for ℑz ≤ 0. A direct check using the jump condition for P ∞ (z) shows that E(z) has no jump across the real axis. Moreover, E(z) has no singularity at z = λ 0 as easily follows from the expansion
which is derived from (4.17). Therefore, E(z) is an analytic function in U λ 0 . This completes construction of the parametrix at λ 0 : it is given by the formulas (4.24,4.25,4.65,4.66) and the formulas (4.33)-(4.37) of Proposition 4.1. In particular, in the pre-image z(I) of the sector I of the ζ-plane, we have:
(4.68)
Note that the parametrix P λ 0 (z) correctly reproduces the type of singularity of the solution of the RHP of Section 2 at λ 0 . Indeed, on the one hand, it is clear from (2.3) that the solution has a logarithmic singularity at z = λ 0 (or ζ = 0). On the other hand, the expansion of the function ψ(a, 1, ζ) at zero is known to be [3] (4.70)
where C Γ = 0.5772 . . . is Euler's constant. In fact, P λ 0 (z) reproduces the singularity of the solution at λ 0 exactly, in the sense that S(z)P λ 0 (z) −1 is analytic in a neighborhood of λ 0 . The latter fact is a consequence of the absence of jumps and the fact that the singularity can be at most logarithmic.
We can extend (4.20) into a full asymptotic series in n. For our calculations we need to know the first correction term: (4.71)
where ∂z(I) is the part of ∂U λ 0 whose ζ-image is in I. As the calculation for the other sectors shows, this expression for ∆ 1 (z) extends by analytic continuation to the whole boundary ∂U λ 0 (cf. [27, 33, 25] ). Moreover, it gives rise to a meromorphic function in a neighborhood of U λ 0 with a simple pole at z = λ 0 . The singularity given by ζ β actually cancels with that of D(z) from P ∞ (see (4.67)). The error term O(1/n 2−2|ℜβ| ) in (4.71) is uniform in z on ∂U λ 0 and in β in bounded sets of the strip −1/2 < ℜβ < 1/2.
4.4.
Parametrices at z = ±1. We now construct parametrices in the remaining regions U 1 and U −1 . These are obtained by a slight generalization of the results of [14] , which can be viewed as the case ω(z) = 1. The construction is identical with the corresponding one in [25] .
We are looking for an analytic matrix-valued function in U 1 which has the same jump relation as S(z) there and satisfies the matching condition on the boundary:
The solution is:
(4.73)
and Q(ξ) is given by the expression (7.9) of [14] in terms of Airy functions (in the notation of [14] , Q(ξ) = Ψ σ (ξ)). In these formulas
is an analytic function in a neighborhood of z = 1 with a cut in the interval (−1, 1), and
The argument of the Airy function on ∂U 1 is uniformly large, so we can expand it into an asymptotic series and proceed the same way as for ∂U λ 0 . As a result we have the matching condition (4.72) extended to a full asymptotic expansion in the inverse powers of n. We shall need only the first 2 terms: (4.76)
The function ∆ 1 (z) is meromorphic in a neighborhood of U 1 with a second order pole at z = 1.
The argument for the parametrix in U −1 is similar. We have:
(4.77)
ψ(y)dy, for ℑz < 0 .
The first 2 terms in the matching condition:
(4.80)
As in (4.71), the error terms in (4.76) (resp., (4.80)) are uniform for all z ∈ ∂U 1 (resp., z ∈ ∂U −1 ) and β in a bounded set. 
It is easy to verify that this function has jumps only on ∂U ±1 , ∂U λ 0 , and parts of Σ j , R \ [−1, 1] lying outside the neighborhoods U ±1 , U λ 0 (we denote these parts without the end-points Σ out ). The contour is shown in Figure 3 . Outside of it, as a standard argument shows, R(z) is analytic. Note that R(z) = I + O(1/z) as z → ∞.
The jumps are as follows:
where the plus sign in the exponent is on Σ out 2j , and minus, on Σ
Here δ is the radius of U 1 and U −1 . The jump matrix on Σ out can be estimated uniformly in β as I + O(exp(−εn|x|)), where ε is a positive constant. The jump matrices on ∂U λ 0 ,±1 admit a uniform expansion in the inverse powers of n multiplied by n 2|ℜβ| (the first 2 terms of which are given by (4.71), (4.76), and (4.80)):
Every ∆ j is of order n −j+2|ℜβ| . (The above expressions give us the explicit form of ∆ 1 (z) in each of the neighborhoods.)
The solution to the above RHP is given by a standard analysis (see, e.g., [14, 15, 16, 25] ). We obtain that
uniformly for all z and for β in bounded sets of the strip −1/2 < ℜβ < 1/2. The expressions for R j are computed recursively. We shall need only the first one:
The contours are traversed in the negative direction.
4.6. Asymptotics for the polynomials and recurrence coefficients. The asymptotic solution given above allows us to obtain various explicit formulas for asymptotics of the polynomials orthogonal w.r.t. the weight (1.2). First of all let us note that such polynomials exist for large enough n, i.e., the normalizing coefficients h k are nonzero. Indeed, tracing the transformations Y → U → T → S of the RHP, we obtain from (2.3)
Note that S(z) = (I + O(1/n 1−2|ℜβ| ))P ∞ (z); and a simple calculation shows that
Therefore, substitution of the expressions for l and D ∞ into (4.86) gives
We shall now calculate the recurrence coefficients in (1.10) and prove Theorem 1.2. Multiplying the recurrence byp n (x)w(x) and integrating, we obtain by orthogonality
Integrating each of these integrals by parts, combining the resulting integrals together, and using the orthogonality of p n (x) and p ′ n (x), we obtain (4.90)
0 sinh(iπβ). In terms of the RHP,
In the region z(I) of the z-plane,
The main term is obtained here by substituting P λ 0 (λ 0 ) = lim z→λ 0 P λ 0 (z) for S. Here z tends to λ 0 along a path in z(I). Expanding P λ 0 (z) we obtain that the main term of U 11 (λ 0 ) equals
Recall that z → λ 0 corresponds to ζ → 0. In this limit the ratio D(z)/ζ β is given by (4.67), and the behavior of ψ is determined by (4.70) . From the latter formula, as z → λ 0 ,
A simple computation gives
Substituting these equations into (4.93) yields (4.97)
By (4.90), (4.91), this proves the formulas (1.13) for A n in Theorem 1.1. The particular cases (1.15), (1.17) of the theorem follow from the simple identities:
In order to derive the formulas for B n in Theorem 1.1 and to prove Theorem 1.2 using Proposition 3.1 in the next section, we shall need more precise asymptotics for the coefficients κ n , and also those for the coefficients β n , and γ n of the polynomial p n (z). As usual, we compute them investigating the limit z → ∞ of Y (z). By (2.3),
As z → ∞, we need to know asymptotics of Y (z) in the area outside the lenses (denote it A), which are given by the expressions:
Let us compute R 1 (z) using (4.85). Consider first the neighborhood U λ 0 . Substituting ∆ 1 (x) given by (4.71) into (4.85) and calculating residues at a simple pole x = λ 0 , we obtain the contribution to R 1 from the neighborhood U λ 0 :
as z → ∞, where L n , M n , and N n are defined in (4.100).
To compute the contribution from the neighborhood U 1 , we repeat the calculation now using ∆ 1 (z) from (4.76). An additional complication is that the pole at x = 1 is of second order. We obtain, using (4.18), (4.102)
Here the dependence on β comes from the expansion (4.18). Using (4.19), a similar calculation for U −1 gives (4.103)
Summing up the contributions (4.101), (4.102), and (4.103), we obtain (4.104)
Substituting this into (4.99), and using (4.16) and the expansions for z → ∞,
we finally obtain from (4.98)
, where L n and N n are defined in (4.100). The error terms here and in (4.97) are uniform for β in a bounded set provided only −1/2 < ℜβ < 1/2. Indeed, these terms in (4.106) -(4.108) are those in (4.99), at worst multiplied by a polynomial in β (independent of n) coming from the expansion (4.16) of D(z). Now the error term in (4.99) is that from (4.84) which has the above uniformity property. A similar analysis holds for the error term in (4.97). The combination of (4.106) and (1.11) gives the asymptotics (1.14) of Theorem 1.2 (see the remark following (5.3) below), which reduce to (1.16), (1.18) in the particular cases β = iγ, and β = iγ, λ 0 = 0. Thus, Theorem 1.2 is proved.
We constructed a solution to the Riemann-Hilbert problem of Section 2 for n > n 0 , β in any bounded set of the strip −1/2 < ℜβ < 1/2. By uniqueness, it gives the orthogonal polynomials via (2.3). On the other hand, the determinantal representation for the orthogonal polynomials shows that R(z) is an analytic function of β. Furthermore, R 1 (z) is also an analytic function of β by construction. Thus, the error term in (4.84) is both analytic and uniform in β in a bounded set of the strip −1/2 < ℜβ < 1/2. Therefore, it is differentiable in β (the derivative being uniform in β). Hence, we easily conclude that the error terms in (4.97), (4.106)-(4.108) have the same differentiability property. Alternatively, we could have deduced the differentiability of the error terms by noticing first that the asymptotic expansions of hypergeometric functions we used are differentiable in β.
Evaluation of the Hankel determinant
Let us obtain the asymptotic expression for the r.h.s. of the differential identity (3.8). The expression for Y 11 (λ 0 √ 2n) was found in the previous section and is given by (4.97). A similar representation holds for Y 21 (λ 0 √ 2n):
Since our asymptotic formulas are differentiable in β, we obtain from (4.97) and (5.1):
.
As follows from (4.88),
[ln(κ n κ n−1 )]
Therefore we have for the last part of (3.8):
We now turn to the evaluation of the rest of (3.8) . Care is needed with the estimation of κ n . To obtain the asymptotics of κ n from (4.106) we need first to replace n with n + 1 and second, to replace λ 0 with λ 0 n n+1
. After a straightforward calculation, we obtain
The sum of (5.3) and (5.4) yields
Since the error term here is uniform in β, we can integrate this identity.
Let Ω be a bounded subset of the strip −1/4 < ℜβ < 1/4 (cf. Section 2). The identity (5.5) was derived for β / ∈ Ω (see Sections 2 and 3). Note that the number of points β in Ω, if any, is finite. Indeed, the function κ r(n, t)dt) and where r(n, β) is the r.h.s. of (3.8) . Since expression (5.5) for r(n, β) holds uniformly and is continuous for β ∈ Ω provided n is larger than some n 0 ( Ω), and D n (β) and its derivative are continuous, the function f (β) is continuously differentiable for all n > n 0 ( Ω). Hence, f ′ (β) = 0 for all β ∈ Ω and n > n 0 ( Ω). Taking into account that f (β) = f (0) = D n (0) = 0, we conclude that D n (β) is nonzero, and that the identity (5.5) is, in fact, true for all β ∈ Ω if n is sufficiently large (larger than n 0 ( Ω)). Now set β = 0, and integrate (5.5) from 0 to some β over β. We obtain
In view of (1.6) Theorem 1.1 is proved.
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Appendix
The confluent hypergeometric function ψ(a, c; z) is defined as a unique solution of the confluent hypergeometric equation
satisfying the asymptotic condition
Here the standard notation
is used. The function ψ(a, c; z) admits the following integral representation [3] :
In (7.3) the inequality (7.5) ℜa > 0 is assumed, and the branches of the functions t a−1 and (1 + t) c−a−1 are defined on the t-plane cut along the semi-axis (−∞, 0] and fixed by the conditions, (7.6) − π < arg t < π, −π < arg(1 + t) < π.
When α = 0, the integration in formula (7.3) is performed along the positive semi-axis, 0 ≤ t < ∞, and the formula gives ψ(a, c; z) for the values of arg z between − π 2 and π 2 . The increase of α from 0 to π leads to the clock-wise rotation of the ray of integration and, simultaneously, to the counter-clock-wise rotation of the domain in the (universal covering of ) punctured z-plane. This process produces an analytic continuation of ψ(a, c; z) to the domain (7.7) π 2 < arg z < 3π 2 and is shown in Figure 4 .
When z is in the domain (7.7), the contour of integration is the lower side of the cut (−∞, 0]. Similarly, the decrease of α from 0 to −π leads to the contour-clock-wise rotation of the ray of integration and, simultaneously, to the clock-wise rotation of the domain in the (universal covering of ) punctured z-plane. This process produces an analytic continuation of ψ(a, c; z) to the domain . and is shown in Figure 5 . When z is in the domain (7.8), the contour of integration is the upper side of the cut (−∞, 0].
When α goes beyond the interval (−π, π), equation (7. 3) provides the analytical continuation of the function ψ(a, c; z) to the whole universal covering, C \ {0}, of the punctured z-plane C \ {0}.
As z passes from one sheet of the universal covering C \ {0} to another, a loop around the interval [−1, 0] must be added to the contour of integration in (7.3). In Figure 6 , we illustrate the process of the analytic continuation of ψ(a, c; z) to the sheet marked by the condition
The domain (7.9) corresponds to the choice α = 2π in (7.3) with the contour of integration as shown in Figure 6d . Assume that, in addition to (7.5), the inequality (7.10)
ℜc > ℜa holds. The loop in Figure 6d can be deformed to the sides of the cut [−1, 0] with the following arguments of t and 1 + t in the integrand in the r.h.s. of (7.3): , the function ψ(a, c; z) is given by the original formulae (7.3) -(7.6) where one has to set α = 0 (see also Figure 4a ). This yields the equation:
Combined, equations (7.12) and (7.13) imply the following relation between the values of the functions ψ(a, c; z) and ψ(a, c; e 2πi z):
Note that this equation holds on the whole universal covering C \ {0}, i.e. for all values of arg z. Indeed, the function ψ(a, c; z) has already been defined as a function on C \ {0}.
The function ψ(a, c; e 2πi z) is a composition of the function ψ(a, c; z) and the conformal isomorphism of the universal covering C\{0} determined by the mapping z → e 2πi z. Finally, the integral over the finite interval [−1, 0] is an entire function and hence an analytic function on the universal covering C \ {0} as well.
The integral term in (7.14) actually describes the first canonical solution of equation (7.1) at z = 0. More precisely, equation (7.1) possesses a unique normalized holomorphic at zero solution,
The integral representation of φ(a, c; z) links it with the integral from (7.14). Namely,
Therefore, equation (7.14) can be interpreted as the relation It is worth noticing that the function φ(a, c; z), as an entire function of the variable z, is invariant under the mapping z → e 2πi z:
(7.18) φ(a, c; e ±2πi z) = φ(a, c; z).
Our next task is to find another relation between the ψ-and φ-functions. To this end, let
The function ψ(a, c; z) is well-defined by this equation as an analytic function on C \ {0}.
In fact, ψ(a, c; z) is the second canonical at infinity solution of the confluent hypergeometric equation (7.1) . Its behavior at infinity is given by the asymptotic series
Let us establish the relation between the functions ψ(a, c; z), ψ(a, c; z), and φ(a, c; z). We start with the integral representation for ψ(a, c; z) assuming that
and hence we can use the definitions (7.3) -(7.6) with α = π in (7.19) . This leads to the equation:
where it is assumed that (cf. Changing the variable, 1 + t → −t, and taking into account the above conditions on the arguments, we can rewrite (7.21) as |1 + t| c−a−1 |t| a−1 e −zt dt, 3π 2 < arg z < 5π 2 , which, with the help of (7.13) and (7.16), can be re-written as (7.25) ψ(a, c; z) = e −2iπ(c−a) Γ(a) Γ(c) φ(a, c; z) −e −2iπc+iπa Γ(a) Γ(c − a) ψ(a, c; e −2πi z), 3π 2 < arg z < 5π 2 .
Note that the restriction 3π 2 < arg z < 5π 2
can now be dropped; indeed, all the functions involved are analytic functions on the whole universal covering C \ {0}. Equation (7.25) is the relation between the functions ψ(a, c; z), ψ(a, c; z), and φ(a, c; z) we were looking for. Equations (7.25) and (7.19) yield the formula Observe that the operation z → e −2πi z brings equation (7.17) to the form Using this relation in (7.26), we can exclude ψ(a, c; e −2πi z) from the latter and obtain a "companion" equation to (7.27), i.e., Note again that all the five relations (7.26), (7.27), (7.17), (7.28) , and (7.29) hold on the whole universal covering C \ {0}, i.e., for all values of arg z.
Each of the equations (7.27) and (7.29) allows us to exclude the function φ(a, c; z) from (7.17) . This leads to the following two representations of the function ψ(a, c; e 2πi z): Remark 7.1. Restrictions (7.5) and (7.10) can be lifted. The functions ψ(a, c; z) and φ(a, c; z)/Γ(c) are in fact entire functions of the complex parameters a and c. For the function ψ(a, c; z) this can be seen in the usual way by replacing, cf. [3] , the integration in (7.3) along the ray by the integration along the loop around this ray. Namely, one can rewrite (7.3) as stands for the integration along the loop around the original contour in (7.3). In Figure 7 , the new contour is shown for several different values of the parameter α.
Equations (7.32) -(7.34) define the analytic continuation of ψ(a, c; z) into the whole aand c-complex planes (note that the integer values of a are removable singularities of the right-hand sides in (7.32), (7.33) ). Simultaneously, the validity of the relations (7.30) and (7.31) is extended to all complex a and c.
Also in the usual way (see e.g. [31] , Chapter 4, Section 5), the representations (7.32) -(7.34) can be used to ensure that the asymptotics (7.2) are uniform for a and c belonging to any compact set of the complex plane.
In the case of the function φ(a, c; z)/Γ(c), the relevant analytic continuation is achieved with the help of the replacement in (7.16) of the integration along the interval [0, 1] by the integration over the double loop: Pochhammer's loop (see, e.g., [3] ). Alternatively, one can just use the relation (7.27) and already established analyticity of the ψ-function.
Remark 7.2. In the standard literature, see e.g. [3] , there is a convention to use equation (7.29) for ℑz > 0, and to use equation (7.27) for ℑz < 0. In fact, both equations are usually combined into a single formula: The reason for this is to ensure that when −π < arg z < π the both ψ-functions in the righthand side have their arguments within the interval (−3π/2, 3π/2) and hence the canonical asymptotics (7.2) hold for both terms. It is worth noticing, however, that there is no prohibition for using (7.35) , say with ǫ = 1 but for ℑz < 0.
It is also worth mentioning one more time that, similar to equations (7.30) and (7.31), equations (7.27), (7.29) , and (7.35) are valid for all complex values of the parameters a and c = −n, n = 0, 1, 2, . . .
