1 Purpose: Quantitative assessment of tissue perfusion by imaging methods could improve outcome control during treatment of peripheral vascular disease. Currently, revascularization treatments are assessed by planar angiography which only allows for qualitative inspection of blood flow in vessels. In this paper, we present a method for quantitative estimation of contrast enhancement (i.e., temporal attenuation curves) 15 in skeletal muscles using a C-arm system for effective evaluation during treatment.
I. INTRODUCTION

Peripheral arterial disease (PAD)
1 in the lower extremities, caused by obstruction of 40 arterial blood flow, generally leads to tissue hypo-perfusion and may cause gangrene in the later stages of the disease. Periprocedural outcome control during PAD treatments such as percutaneous transluminal angioplasty (PTA) 2 is currently limited to visual assessment of blood flow through the re-canalized vessels using X-ray angiography. For more effective treatment control, quantitative assessment of tissue perfusion by enhanced imaging methods
In a more simple approach the C-arm can be used in angiographic mode: the X-ray 70 source and detector remain at a fixed position during the dynamic acquisition of planar contrasted X-ray projections to obtain 2D imaging of blood perfusion from one direction.
This modality, which is available on all commercial C-arms, provides planar information at high temporal resolution (30-60fps) which may nevertheless provide valuable information to assess the perfusion in peripherals.
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In fact, in contrast to brain perfusion where fully spatially resolved perfusion is desirable, e.g for detailed detection of stroke and stroke penumbra 11 , peripherals consist mainly of muscle blocks (soleus, tibialis and gastrocnemius Fig. 1 ) which have a homogeneous constitution. By assuming that contrast propagation is spatially homogeneous inside muscles, a hypothesis which will be investigated in this paper, the temporal evolution of contrast can 80 be estimated by measuring the contrast attenuation across the object from a single direction.
Since all depth information along the direction of X-rays is lost when projections are acquired at a fixed position 12 , methods to make the 2D measurements quantitative need to be developed. Taguchi proposed 13 to estimate region specific perfusion in the liver from projection angiograms by assuming homogeneous contrast uptake in each region. The region- 
II. METHODS
The proposed method aims at measuring quantitative perfusion (i.e., contrast time attenuation curves (TACs)) in peripheral skeletal muscles based on angiographic acquisition from a fixed angular viewing position. Temporal information about the perfusion process 1. The anatomy is acquired and reconstructed via two rotational soft tissue scans with contrast in semi-steady-state and without contrast, respectively. Subsequently, the organ area subject to blood perfusion is identified by 3D segmentation (upper block 
A. Dynamic contrast estimation
Typically, in perfusion analysis, the temporal variation of contrast concentration in tissue
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and vessels resulting from bolus injection into the vasculature is analyzed. In X-ray imaging, the temporal evolution of contrast concentration causes a change in the X-ray attenuation Rotational scan (contrasted)
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Step 4 of the object. However, bones, air and other structures do not absorb contrast, and hence exhibit a static attenuation over time. Therefore the attenuation in a dynamically contrasted object at a spatial location x consists of a static contribution µ 0 (x) plus the contribution 120 due to the dynamic propagation of contrast
where t is the time variable.
The geometry of the projection acquisition is depicted in Fig. 3 and is described by the X-ray source position α, and the detector pixel positions. For a given detector pixel at v, where v is the position in the detector coordinate system (w, u), a ray path from the source The white arrows across S depict the normalization factor n S (v) which is given by the length of the the segmented area S along the ray path.
to the detector pixel is described by the unit vector ϕ(v, α). The location of a point on the ray path is indicated by x(r) = α + rϕ with r varying between 0 and the source-to-detector pixel distance.
The proposed TAC estimation method is based on a segmentation S (Sec. II B) of the area subject to contrast enhancement in the 3D scan (see Fig. 3 ) and on an angiographic 130 scan. The angiography consists of a set of line integrals 17 obtained from dynamic X-ray projections through the object with the background (DSA mask 12 ) removed in order to quantify pure contrast intensity (step 4 in Fig. 2 ). The dynamic line integrals through the contrasted object can be expressed as follows:
The terms ℓ The dynamic contrast estimation is based on the following assumptions:
• 1. For each time point the contrast attenuation along all rays within the segmented area S is constant:
R∈S dr is the length of the segmented area S (see Fig. 3 ) along the ray
determined by v (step 3 Fig. 2 ). The segmented area S is assumed perfused. n S (v)
will be referred to as normalization factor when estimating the TACs. µ d (v, t) is the assumed attenuation along the ray v inside S.
• 2. The line integral is dominated by the contribution inside the segmented area S
By applying the assumptions (Eq. 3 and Eq. 4) to the definition of line integral (Eq. 2)
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an estimate of the dynamic attenuation based on the measured line integrals is obtained
is the estimated average contrast attenuation for the ray v. Since the acquired line integrals ℓ d (v, t) are known, the main parameters for the estimation are the normalization factors which are determined by the segmentation S. In the next subsection the segmentation 150 step will be described in more detail.
B. Segmentation
The goal of the segmentation step is to identify the perfused area in the organ of interest.
The segmentation is carried out on a volumetric contrast distribution which is tomographically reconstructed after acquisition of two rotational soft tissue scans. Rotational acquisi- 
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The mean squared error between the estimated average contrast attenuation and the corresponding voxel values in µ enh inside S is measured along the ray v as follows:
The segmentation S M I that minimizes E enh for each ray v is then defined as:
The minimization of Eq. 6 is carried out by means of simulated annealing 22 that allows finding global minima and avoids halting at local minima. The parameters of the 180 annealing schedule are selected empirically by finding a compromise between accuracy of the result and speed of convergence. The initial state (i.e. initial segmentation) was set randomly.
• Thresholding (S T hres ): this method estimates a segmented area S T hres ≡ {∀x|T Image size (512 × 512 × 12)voxels (512 × 512 × 64) voxels
Injection volume 15 ml (300 mg I/ml) 10 ml (300 mg I/ml) Injection rate 1.5 ml/s 3 ml/s 
III. EXPERIMENTS
The accuracy of the estimation of TACs is evaluated in a simulation study. CTP acqui- The slower contrast propagation in Case 1 is due to the lower injection rate (see Tab. I).
The simulations of the C-arm rotational scans were based on phantoms created from the CTP sequence: to simulate the contrasted scan (i,.e. the semi-steady state distribution of 215 contrast) the maximum absolute attenuation volume of the CTP sequence was calculated;
for the non contrasted scan the first volume of the CTP sequence was selected. The C-arm rotational acquisitions were simulated by generating projections of these two phantoms as described in the second part of Sec. III A 2.
Simulation of C-arm acquisitions
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As first step the angiographic acquisition was simulated using the complete CTP sequence.
For each volume of the CTP sequence a cone beam forward projection was generated producing a 2D temporal sequence of angiograms. Subsequently the first frame of the sequence was subtracted from all the other frames to obtain the line integrals ℓ d (v, t). The acquisition angle α was selected manually. As final steps, image segmentation (Sec II B) was applied to the reconstructed images to obtain the segmented area S , the normalization factors n S (v) were calculated from S and the TACs were estimated according to Eq. 5.
The object was assumed in the same position and orientation during the simulated ro-240 tational acquisitions and the simulated angiography. If object motion occurs between the rotational scan and the angiography a 3D/2D registration procedure 2728 must be applied. The accuracy of the proposed method is typically affected by two main error sources: i) spatial inhomogeneity of the contrast attenuation along the ray paths ii) residual contrast attenuation outside the segmented area S (Fig. 5 ). These are influenced by the choice of the segmented area S (see segment in Fig. 5 ). In the first part of the evaluation (Sec. III B 1), the estimation accuracy and the sources of inaccuracy are analyzed for an ideal segmentation.
B. Evaluation
In the second part (Sec. III B 2) the influence of the segmentation on the estimation accuracy is assessed by comparing the results obtained from the two segmentation methods proposed in Sec. II B.
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Estimation accuracy
To qualitatively assess the correspondence between estimated TACs and true TACs, the spatial average of the estimated TACs (Eq. 5) over a region of interest (ROI) in the projection
|ROI|
(where |ROI| is the number of pixels in the ROI) was compared to a reference TACμ 
and then averagingμ d(S) (v, t) over the ROI:μ
To quantitatively assess the TACs estimation accuracy and to investigate the sources of 265 error, a comparison between the true TACs and the estimated TACs is performed. For a given segmentation S the comparison is based on the mean squared error between the true TACs µ d (x, t) and a TAC estimate c(x, t) along a given ray v inside S. First it is useful to define the squared error at a time point t:
Then the mean squared error is:
The estimation error for the proposed method (Eq. 5) is as follows:
The segmentation yielding the minimum estimation error is found by solving the optimization problem:
S * will be referred to as Reference segmentation throughout the paper and the corresponding error E est (v, S * ) is the minimum estimation error which describes the accuracy 275 limit of the proposed estimation method. The minimization of Eq. 12 is carried out by simulated annealing in the same fashion as in Sec. II B.
Next the potential sources of inaccuracy (Fig. 5) are investigated. The inhomogeneity is assessed by measuring the contrast variation inside the segmented area S along a ray path.
The contrast variation is calculated as the mean squared difference between the true TACs
. First the squared difference at time t is defined:
Then the mean squared difference is:
Inhom(v, S) = E(v,μ d(S) , S)
The relative contribution of the inhomogeneity to the estimation error is quantified as a proportion of E est . Average Inhom and the average E est are depicted by error bars in the style used in Fig. 6 
Validation of the method
The second aspect of the evaluation is focused on the systematic errors in the TAC estimation due to spatial segmentation inaccuracies. The performance of the two proposed segmentation methods S M I and S T hres (Sec. II B) is compared in terms of estimation error.
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For quantitative comparisons the average E est over the ROIs is calculated and shown as error bars. Figure 7 shows axial slices of the reconstructed contrast enhancement. In Fig. 8 (Fig.8(e)-(f) ).
IV. RESULTS
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The parametric maps displaying the estimated dynamic peak attenuation (i.e. temporal and Fig. 11(b) ). By using line integrals the distinction between hypo perfused tissue and normal tissue is more challenging (see Fig. 10 (b) and Fig. 11(d) ).
325 Figure 12 and Fig. 13 show the estimation error E est (v, S) and the inhomogeneity
Inhom(v, S) for the estimated TACs obtained by applying different segmentation methods.
To determine the number of pixels for which the estimation is accurate, the cumulative histogram of the relative error E est obtained by the Reference segmentation is calculated.
The calculation of the histogram includes only pixels in the angiogram for which the nor-330 malization length n S (v) ia above a threshold of 5 voxels (i.e rays through air are discarded).
The histogram (Fig. 14) shows that the estimation for Case 2, for which 40% of the pixels in the angiograms exhibit relative error lower than 25%, is less accurate compared to Case 1, for which the amount of pixels is 60%.
ROI positions are depicted in Fig. 12(a) and Fig. 13(a) . The average relative errors and 335 the average relative inhomogeneities in the ROIs, as defined in Sec. III B 1, are shown in Fig. 15 and Fig. 16 , respectively. (Fig. 5) . In the same figure the time course of the inhomogeneity
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Inhom t (v, S, t) is shown by the error bar. The inhomogeneity increases correspondingly with the perfusion signal onset and reaches a maximum (7-8HU) approximately at the peak of the perfusion signal (∼ 22s).
V. DISCUSSION
The results show that the accuracy of the proposed method for the estimation of TACs 345 from angiograms depends on the anatomical structures intersected by the rays. For rays crossing tissue, as in the case of the selected ROIs, the accuracy is 16 − 19% and 25 − 27% relative error for Case 1 and Case 2, respectively. The inaccuracies are caused mainly by the inhomogeneity of the contrast attenuation: for all selected ROIs more than 80% of the error is due to inhomogeneities (Figs. 15 and 16) . The inhomogeneities increase with the 350 transit of contrast in tissue (Fig. 17) . However, since the noise variance in CTP data has been shown to be almost independent of contrast concentration 29 , one could postulate that the inhomogeneities are characteristic of the way contrast propagates in muscular tissue.
In arteries the peak attenuation is higher and occurs earlier (later in veins) than in tissue The accuracy in estimating the TACs highly depends on the segmentation method applied (see Fig. 15 and Fig. 16 ). The segmentation based on the Minimum inconsistency provided a 365 more accurate estimation of the TACs in comparison to segmentation based on thresholding ( Fig. 15 and Fig. 16 ). The better performance of the Minimum inconsistency method can be attributed to the fact that it better fits to the estimation procedure (cf. Eq. 5 and Eq. 6) and thus allows to minimize both inhomogeneity and additional contrast effectively.
This results in levels of accuracy comparable to the Reference segmentation ( Fig. 15 and   370 Fig . 16 ). Despite the fact that Minimum inconsistency is based only on a single instance of the data, i.e. the contrast enhancement image, while the Reference segmentation uses the temporal information of the true TACs, the segmented areas are quite similar to those of the Reference. The effect of the different amount of data used for Minimum inconsistency is illustrated in Case 2 (compare error bars in Fig. 16 ) where spatial segmentation inaccuracies 375 affect the estimation: the bone region excluded from the segmented area in the Reference segmentation ( Fig. 8(b) ) is instead included in the segmented area estimated by Minimum inconsistency ( Fig. 8(d) ). This could be due to the reconstruction step which introduces loss of resolution 6 that may hamper the segmentation.
In contrast, the reduced performance of the thresholding segmentation can be seen for
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Case 1, where a large tissue area exhibiting reduced contrast attenuation is excluded from the segmented area (see Fig.8(e) ). This resulted in overestimation of the TACs due to residual contrast (see the large amount of residual contrast in the error bar on the right in Fig. 15 ) which caused higher error levels in comparison with the other segmentation methods. In Case 2 ( Fig. 8(f) ) all perfused and non perfused tissue (bone marrow, fat and 385 skin) were included in the segmented area S resulting in high inhomogeneity and increased estimation error in comparison with the Minimum inconsistency method (Fig. 16 ). These spatial segmentation inaccuracies caused large differences in the peak attenuation in comparison with the Reference segmentation (cf. Figs. 9(i)(l) with 9(g)(h)).
Regardless of the differences between the different segmentation methods which are ap- 
VI. SUMMARY AND CONCLUSION
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We have presented a method for quantitative perfusion estimation (i.e. temporal attenuation curves) in skeletal muscles using angiography acquired from a fixed angular viewing position with X-ray C-arm systems. The lack of spatial depth information in conventional angiography is tackled by acquiring two additional rotational scans from which the areas subject to contrast propagation are estimated by image segmentation. The method relies on the assumption that the homogeneous constitution of muscles exhibits homogeneous contrast absorption.
Results on data simulated from CTP acquisitions in the lower calf showed that the accuracy of the approach is limited by spatial inhomogeneities of the temporal contrast attenuation which are characteristic of contrast propagation in muscular tissue. These inaccuracies Fig. 12(a) . 
