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a b s t r a c t
A new mathematical model able to quantify greenhouse gas (GHG) emissions in terms of carbon dioxide
(CO2) and nitrous oxide (N2O) for a Membrane Bioreactor (MBR) is presented. The proposed
mathematical model is of the Activated Sludge Model (ASM) family and takes into account simulta-
neously both biological and physical processes (e.g., membrane fouling). An analysis of the key factors
and sources of uncertainty inﬂuencing GHG emissions is also presented. Speciﬁcally, the standardized
regression coefﬁcient, the Extended-FAST and a Monte Carlo based method are employed for assessing
model factors which inﬂuence three performance indicators: efﬂuent quality index, operational costs
and GHGs. Model factors are classiﬁed as important, non-inﬂuential and interacting. The model is
applied to a University Cape Town–MBR pilot plant which was object of an extensive ﬁeld gathering
campaign. The results reveal that model factors related to nitrogen transformation and membrane
separation processes play a central role in the uncertainty of GHG estimation. Model factors that are
associated with physical processes exhibit large ﬁrst-order and total-order effects, which emphasises the
importance of a holistic approach that jointly considers biological and physical processes. Furthermore,
the membrane has a key role in GHG emissions as a result of the cake layer thickness which in turns
inﬂuences the mass of substrate retained by the membrane and, thus, the biological process in the MBR.
The results show that a modeller should not exclude the role of phosphorus in the contribution of
accumulating organisms during the prediction of GHGs due to the high interaction of N2O. The results
reveal that the uncertainty in the emission factors for CO2 is higher than the uncertainty in the emission
factors for N2O (namely, 2.2 and 0.17%, respectively).
& 2014 Elsevier B.V. All rights reserved.
1. Introduction
Over the last decade, the interest in greenhouse gas (GHG)
emissions fromwastewater treatment plants (WWTPs) signiﬁcantly
increased [1–4]. During wastewater treatment, GHGs such as
carbon dioxide (CO2), methane (CH4) and nitrous oxide (N2O) are
emitted to the atmosphere and contribute to global warming [5].
Several attempts to quantify GHG emissions from WWTPs have
been performed in previous years and numerous plant conﬁgura-
tions and technologies have been investigated (e.g., [6,7]). An
extensive range of GHG emissions is reported in the literature,
which mainly refers to a predominance of N2O emissions, making
difﬁcult a comprehensive comparison of the different systems
[8,9]. The ﬁxed conversion factors employed by the International
Panel on Climate Change (IPCC) for estimating the GHG emissions
from WWTPs are highly uncertain [10,11]. Improvements in the
measurement techniques and tools for GHG quantiﬁcation are
imperative. In this context, mathematical modelling assumes a key
role. Mathematical models facilitate the quantiﬁcation of GHG
emissions for different wastewater treatment systems and the
assessment of the effects of their operating conditions. Mathema-
tical modelling enables an adequate estimation of the necessary
emission factors because it considers the variability in the carbon
and nitrogen inﬂuent and the involved processes in WWTPs.
Mathematical models represent valid tools for developing strate-
gies that are aimed at reducing GHG emissions and improving
environmental protection. As suggested by Corominas et al. [3],
different types of mathematical models (i.e., empirical, mechan-
istic and simple comprehensive process models) are available for
estimating GHG emissions (e.g., [2,12–15]). Previous mathematical
models were empirical and based on emission factors that have
been evaluated by using measured data [16,17]. However, due to
the oversimpliﬁcation of empirical emission factors, the reliability
of model predictions is uncertain [3]. Indeed, as underlined by
Contents lists available at ScienceDirect
journal homepage: www.elsevier.com/locate/memsci
Journal of Membrane Science
http://dx.doi.org/10.1016/j.memsci.2014.10.008
0376-7388/& 2014 Elsevier B.V. All rights reserved.
n Corresponding author. Tel.: þ39 091 23896556; fax: þ39 091 23860810.
E-mail address: giorgio.mannina@unipa.it (G. Mannina).
Journal of Membrane Science 475 (2015) 80–90
Kampschreur et al. [1] for the N2O emission, literature data shows
a huge variation both in pilot and full scale studies.
Therefore, recent efforts in the development of new processes
based on mechanistic dynamic models have been initiated [11,15].
These models, which primarily focus on modelling N2O emissions,
assess CO2 emissions that are related to biological processes using
emission factors. These models possess the advantage of estimat-
ing GHG emissions by considering effective plant design and
operating conditions as well as the variability of the inﬂuent
wastewater [2,18–20]. Using a virtual case study characterised by
synthetic data (i.e., not a real WWTP), Corominas et al. [3]
demonstrated that the assessment of GHGs by empirical models
(based on a single emission factor) can produce erroneous results
as the formation of GHGs is not a linear process. These results
primarily stem from the idea that a single emission factor is not
able to reproduce the variability of the GHG production related to
changes in plant conﬁguration, operating conditions and varia-
bility of the inﬂuent. Compared with empirical models, mechan-
istic process-based dynamic models are required to obtain an
accurate estimation of GHG emissions [3]. Based on the ﬁndings of
Corominas and co-workers, some researchers have begun to
develop and employ mechanistic process-based dynamic models
(e.g., [10,11]).
Despite the useful insights derived by mathematical models of
GHG emissions fromWWTPs, the results are likely to be subjected to
a high degree of uncertainty [11]. An assessment of the uncertainty in
GHG emissions can be useful and may aid in the efﬁcient calibration
of mathematical models. Sensitivity and uncertainty analyses can be
useful tools for identifying the key sources that control model
outputs [21]. Despite the potential for uncertainty and sensitivity
analyses, few studies on the estimation of GHG emissions from
WWTPs have been performed. Recently, Sweetapple et al. [11]
applied the local and global sensitivity analysis (GSA) methods,
which identiﬁed the model factors that signiﬁcantly inﬂuence the
model outputs of a mechanistic model of the ASM family. “Factors” is
a term widely used in the sensitivity analysis literature and includes
model parameters and model input variables [28]. In addition to
useful insights, the employed GHG mathematical model was applied
to a virtual (i.e., not a real case study) WWTP; the results were not
validated with real data. The source of uncertainty in modelling GHG
emissions was only derived for a conventional activated sludge (CAS)
system. This derivation also identiﬁed a gap in the literature on the
application of GHG modelling. Studies on GHG mathematical models
of advanced wastewater treatment systems, such as MBRs, have not
been performed. The MBR systems are characterised by speciﬁc
peculiarities that hamper a possible transferability of the results
derived for CAS systems [22–24]. In contrast with CAS systems, MBR
systems are characterised by solid–liquid separation, high concentra-
tions of suspended solids and high sludge retention times, which
induce large differences in the sludge properties and dynamic
behaviour of MBR systems [25,26]. These differences, which have
been experimentally investigated by several authors, fundamentally
highlight the stability of the autotrophic biomass activity in MBR
systems compared with CAS systems (among others, [27]).
To address this gap in the literature, this paper presents a
mathematical model that is capable of quantifying the GHG emissions
from aMBR system; the model was applied to a University Cape Town
(UCT) MBR pilot plant. Sensitivity and uncertainty analyses that
consider three performance indicators – GHG emissions (CO2 and
N2O), efﬂuent quality and economic costs – were also performed.
Model factors were classiﬁed by applying two global sensitivity
analysis methods (namely, the standardised regression coefﬁcient
(SRC) method and the Extended-FAST method) to reduce the compu-
tational cost associated with the GSA [28].
The principal objectives of this study are as follows: (i) to
establish a new mathematical tool for quantifying GHG emissions
from the MBR system; (ii) to identify the primary factors that
inﬂuence the performance indicators (namely, GHG emissions,
efﬂuent quality and economic costs); (iii) to quantify the variance
contribution of the model factors; and (iv) to evaluate the
uncertainty in the model predictions.
2. Materials and methods
2.1. Model description
The proposed mathematical model couples the integrated
ASM2d–SMP model introduced by Cosenza et al. [24] with the
GHG model of Hiatt and Grady [13].
The proposed mathematical model (ASM2d–SMP–GHG) is
divided into two sub-models: a biological sub-model and a
physical sub-model. The physical sub-model simulates the main
processes related to the membrane: the rates of sludge attachment
and sludge detachment on the membrane surface throughout the
suction and backwashing phases, the solid mass deposited on the
membrane surface, the thickness of the cake layer and pore fouling
by the resistance in the series model [29] and the involvement of
6 model factors. The physical sub-model simulates the permeate
COD proﬁle inside the cake layer according to the deep bed theory
[30]. Particles are retained inside the cake layer and contribute to
the reduction of the total COD concentration in the efﬂuent, which
serves as a biological ﬁlter/barrier [30]. Additional details on the
physical sub-model are included in the literature [24,30].
The biological sub-model simulates the main biological pro-
cesses that occur in the bioreactors according to the philosophy of
the ASM [31]. The biological sub-model involves 39 biological
processes (j), 24 state variables (i), 39 stoichiometric parameters
(including 11 conversion factors for COD and charge) and 64
kinetic parameters (including two oxygen transfer coefﬁcients),
and 6 fractionation coefﬁcients of inﬂuent COD. The stoichio-
metric, kinetic and inﬂuent fractionation model parameters are
identiﬁed here by the term “model factors”. Table 1 summarise the
model state variables. For sake of conciseness supplementary
materials containing details about the mathematical model are
provided (Tables 1A–3A). Speciﬁcally Tables 1A–3A summarise the
model factors, the kinetic Gujer matrix and the stoichiometric
Gujer matrix, respectively.
The ASM2d–SMP–GHG model also simulates the soluble car-
bon dioxide (SCO2 ). The stoichiometric coefﬁcients for SCO2 model-
ling have been evaluated using the continuity-based model
interface proposed by Vanrolleghem et al. [32]. The continuity of
the ﬁnal Gujer's model matrix has been veriﬁed, as proposed by
Hauduc et al. [33]. The model also addresses the inﬂuence of
seasonal variability by considering the dependency on tempera-
ture for the following terms: liquid–gas saturation constants,
kinetic parameters, transfer coefﬁcients and equilibrium reactions.
The model also includes the stripping processes for N2O and CO2.
Regarding the nitrogen removal processes, the ASM2d–SMP–
GHG model includes a two-step nitriﬁcation process and a four-
step denitriﬁcation process according to Hiatt and Grady [13].
Errors in the Hiatt and Grady [13] model, which were previously
identiﬁed by Corominas et al. [3], were corrected. The two-step
nitriﬁcation process includes two microbial autotrophic popula-
tions – ammonia-oxidising bacteria (AOB) and nitrite-oxidising
bacteria (NOB) – instead of a unique autotrophic population such
as the ASM2d. Therefore, two new particulate state variables are
considered instead of autotrophic biomass (XAUT): the ammonia-
oxidising biomass (XAOB) and the nitrite-oxidising biomass (XNOB)
(Table 1). Fig. 1 shows a simpliﬁed scheme of the processes
associated with the two-step nitriﬁcation process and the four-
step denitriﬁcation process. Important to precise is that the
G. Mannina, A. Cosenza / Journal of Membrane Science 475 (2015) 80–90 81
ASM2d–SMP–GHG model does not include the nitriﬁer denitriﬁ-
cation process. Indeed, due to the high complexity of the modelled
system it has been decided to use the more consolidated and also
much more employed in other studies [among others, 2,3,11,34]
model proposed by Hiatt and Grady [13] that considers only the
heterotrophic denitriﬁcation pathway. Furthermore, as discussed
by Ni et al. [19] the existing models that include the AOB
denitriﬁcation pathway are not able to reproduce the measured
data of N2O and thus a clear interpretation and mathematical
modelling approach has not yet established. According to the
ASM2d–SMP–GHG model, the XAOB and XNOB biomass use free
ammonia (SFA) and free nitrous acid (SFNA), respectively, as sub-
strates (refer to the rates for processes 36 and 27 in Table 2A).
Consequently, the half-saturation coefﬁcients for SFA (namely, KFA)
and SFNA (namely, KFNA) are introduced and considered in the
aerobic growth of XAOB and XNOB. The growth of XAOB and XNOB is
simulated (Fig. 1) as a two-step nitriﬁcation process with the
formation of nitrite (SNO2 ) and nitrate (SNO3 ) [13]. The rate of the
aerobic growth of XAOB (process 36, Table 2A) considers the role of
the dissolved oxygen inside the aerobic tank (using the half-
saturation coefﬁcient KO,AOB) and the inhibition effect of the SFA
concentration (as a function of KFA) and the SFNA concentration (as a
function of KFNA).
Similar to Hiatt and Grady's model, the concentrations of
SFA and SFNA are modelled as a function of the total ammonia
concentration (SNH4 ) and the soluble nitrite concentration (SNO2 ),
respectively. The rate of XNOB growth considers the inhibition
effects of the oxygen in SFA and SFNA (process 37, Table 2A).
The four-step denitriﬁcation process involves the heterotrophic
biomass (XH) and the biomass of the phosphorus-accumulating
organisms (XPAO) and considers SNO2 , nitric oxide (SNO) and nitrous
oxide (SN2O) to be the intermediate products (see Table 1 and
Fig. 1). The latter products have been added to the soluble nitrate
(SNO3 ) and dissolved nitrogen gas (SN2 ) variables to describe the
entire nitrogen removal process. The presence of SN2 as a state
variable closes the mass balance equation for the nitrogen. The
stoichiometric conversion factors of the COD for SNO3 (iCOD_NO3 ),
SNO2 (iCOD_NO2 ), SNO (iCOD_NO), SN2O (iCOD_N2O) and SN2 (iCOD_N22) are
considered for the model matrix according to the procedure
suggested in the literature [34]. To include the four steps of
denitriﬁcation, the processes of anoxic heterotrophic biomass
growth on fermentable organic matter (SF) and acetate (SA) and
both the anoxic storage of polyphosphate (XPP) and the anoxic
growth of XPAO, have been modiﬁed (processes 12–15, 16–19,
24–27 and 29–32 in Tables 2A–3A, respectively). Each of these
processes has been partitioned into four steps: 1) SNO3 reduction to
SNO2 , 2) SNO2 reduction to SNO, 3) SNO reduction to SN2O and 4) SN2O
reduction to SN2 (Fig. 1, Tables 2A and 3A). The correction factors
for the heterotrophic anoxic growth rate, which reduce SNO3 to
SNO2 (ηg2), SNO2 to SNO (ηg3), SNO to SN2O (ηg4) and SN2O to SN2 (ηg5),
are introduced by Hiatt and Grady [13] (Table 1A). These correc-
tion factors have been added to the process rate equations 12–19
(Table 2A). Note that though the model considers the biological
phosphorus removal processes according to the ASM2d [31], it also
Table 1
Model state variables.
Symbol Deﬁnition Unit
SO2 Dissolved oxygen kg COD m
3
SF Fermentable organic matter kg COD m
3
SA Fermentation product (acetate) kg COD m
3
SBAP Soluble biomass associated products kg COD m
3
SUAP Soluble utilisation associated products kg COD m
3
SNH4 Ammonia kg N m
3
SNO3 Nitrate kg N m
3
SNO2 Nitrite kg N m
3
SNO Nitric oxide kg N m
3
SN2O Nitrous oxide kg N m
3
SN2 Dissolved nitrogen gas kg N m
3
SPO4 Soluble inorganic phosphorus kg P m
3
SI Soluble undegradable organics kg COD m
3
SALK Alkalinity (HCO3
) mol HCO3 m3
SCO2 Dissolved carbon dioxide kg C m
3
XI Particulate undegradable organics from the inﬂuent kg COD m
3
XS Particulate biodegradable organics kg COD m
3
XH Heterotrophic organisms kg COD m
3
XPAO Phosphorus Accumulating Organisms (PAOs) kg COD m
3
XPP Stored polyphosphates in PAOs kg P m
3
XPHA Storage compound in PAOs kg COD m
3
XAOB Ammonia Oxidising Bacteria (AOB) kg COD m
3
XNOB Nitrite Oxidizing Bacteria kg COD m
3
XTSS Total suspended solids kg COD m
3
Fig. 1. Simpliﬁed scheme of the two steps nitriﬁcation and four steps denitriﬁcation processes (the process number is according to Table 2A).
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considers the contribution of XPAO in the GHG formation. There-
fore, the correction factors for the XPAO anoxic growth rate (i.e.,
ηPAO2 , ηPAO3 , ηPAO4 and ηPAO5 ) are based on ηNO3 ;PAO and ηNO3 ;H. The
ratio between the ηg2 (or ηg3, ηg4, ηg5) and ηNO3 ;H factors is
equivalent to the ratio between the ηPAO2 (or ηPAO3 ,ηPAO4 and
ηPAO5 ) and ηNO3 ;PAO factors (Table 1A). The correction factors
introduced for XPAO have been added to the rate equations of
processes 24–27 and 29–32 (Table 2A).
In the biological sub-model, the soluble microbial products
(SMPs) in the formation/degradation processes are modelled by
considering the substrate utilisation and the biomass-associated
products (SUAP and SBAP). Speciﬁcally, SBAP production is propor-
tional to the biomass decay, which is based on the proportional
coefﬁcient fBAP (fraction of SBAP generated per biomass decayed).
The SBAP reduction, which occurs during the hydrolysis processes
(processes 1–3, 21, 33, 38 and 39), comprises ﬁrst-order kinetics
that are based on the hydrolysis rate coefﬁcient kH,BAP. The
production and degradation of SUAP are similarly described by
considering the coefﬁcients fUAP (fraction of SUAP generated during
biomass decay) and kH,UAP. SUAP is reduced during the hydrolysis
processes 4–6 (Table 3A). The production of SUAP occurs during the
aerobic growth of XH (processes 10 and 11, Tables 2A and 3A) and
the nitriﬁcation processes (processes 36 and 37, Tables 2A and 3A).
During all modelled nitrogen reduction processes (refer to pro-
cesses 12–15–19, and 28–32 of Tables 2A–3A), SUAP is produced
(see Fig. 1). Regarding the stripping of GHGs, the CO2 and N2O
emissions have been quantiﬁed using the following equations:
CO2 ¼ KLaO2 U
ﬃﬃﬃﬃﬃﬃﬃﬃ
DO2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
DCO2
p SCO2 ;sSCO2 ;l  ð1Þ
N2O¼ KLaO2 U
ﬃﬃﬃﬃﬃﬃﬃﬃ
DO2
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
DN2O
p SN2O;sSN2O;l  ð2Þ
where KLaO2 is the oxygen transfer coefﬁcient; DO2 , DCO2 and DN2O
are the diffusion coefﬁcients in water at 293.15 K for oxygen,
carbon dioxide and nitrous oxide, respectively; SCO2 ,s and SN2O;s are
the saturation concentrations in the liquid phase of CO2 and N2O,
respectively; and SCO2 ;1 and SN2O;1 are the concentrations of CO2
and N2O, respectively, in the liquid phase.
To address the nature of different GHG emissions (CO2 and
N2O), N2O emissions are converted into the equivalent units of CO2
(CO2eq) using the GWP value of 298 kg CO2eq per kg N2O proposed
by IPCC [17].
2.2. Case study
The model has been applied to a UCT-MBR pilot plant that was
fed with 40 L h1 of municipal wastewater for 165 days. The pilot
plant (Fig. 2) consists of three reactors in series – anaerobic, anoxic
and aerobic – and an aerobic tank, in which two hollow ﬁbre
membrane modules (Zenon Zeeweed, ZW 10) are submerged. To
maintain the required biomass concentration for biological activ-
ity, recycled ﬂuxes from membrane tank to aerobic tank, from
aerobic to anoxic tank and from anoxic to anaerobic tank are
considered. Until day 76, the plant was operated with complete
sludge retention; after day 76, the sludge was regularly withdrawn
to maintain a sludge age of 37 days. During the entire experi-
mental period, the following samples were obtained (Fig. 2):
composite inﬂuent wastewater samples (section 0), mixed liquor
grab samples in each tank (i.e., anaerobic, anoxic, aerobic and MBR
tanks, Sections 1–4), and mixed liquor samples in the oxygen
depletion reactor (section 6) and the permeate (section 5). This
process was performed three times per week, and the samples
were analysed for total suspended solids (TSS), volatile suspended
solids (VSS), total and soluble COD, NH4–N, NO2–N, NO3–N, NTOT
and PTOT [35]. Additional details about pilot plant and sampling
campaign are included in the literature [24,36].
2.3. Performance indicators
Three performance indicators have been used as reference
model outputs for classifying the model factors: the efﬂuent
quality index (EQI), the operational costs (OCs) and the GHG
emissions (CO2 and N2O).
2.3.1. Efﬂuent quality index-EQI
The EQI [kg PU d-1] represents the pollutant mass that are
discharged throughout the evaluation period; it is calculated as
follows [37]:
EQI¼ 1
T U1000
Z t1
t0
βCOD UCODeþβNH USNHeþβNO USNOeþβPO USPOe
 
UQeffdt
ð3Þ
where βCOD, βNH, βNO and βPO are the weighting factors of the
efﬂuent concentrations of COD (CODe), ammonia (SNHe), nitrate
(SNOe) and orthophosphate (SPOe), respectively. In this study,
the following weighting factors were employed [38]: βCOD¼1,
βNH¼20, βNO¼20 and βPO¼50.
2.3.2. Operational costs—OC
The OC [€m-3] are related to the total costs of the MBR plant
operation. In particular, the OC have been calculated by adapting
the cost function proposed by Vanrolleghem and Gillot [39] for
MBR systems as follows [38]:
OC¼ PwþPeffð ÞUγeþCCþEF ð4Þ
where Pw and Peff are the energy requirements per m3 of permeate
extracted for aeration extraction and permeate extraction, respec-
tively, [kW h m-3]; γe [€ kW h
-1] is the cost of 1 kW h; EF [€m3]
is the cost of the efﬂuent ﬁnes; and CC [€m-3] is the cost of the
chemicals used for membrane cleanings. In particular, CC is
calculated by considering a typical membrane cleaning protocol
that includes a solution composed of 500 ppm of NaOCl and
2000 ppm of citric acid, with a value of 0.48€ per chemical
cleaning. According to Italian fare, the cost of electricity of
0.0806€ kW h1 is used to evaluate γe. A frequency of one
chemical cleaning per month has been considered.
2.3.3. Power requirement
To evaluate Pw, the power requirement (Pw,p) for each blower of
adiabatic compression is evaluated as follows [40]:
Pw;p ¼
wRT
29:7 0:283ð Þe
p2
p1
 0:283
1
" #
ð5Þ
where Pw,p [kW] is the power requirement for each blower; w is the
mass ﬂow of air [kg/s]; R is the gas constant for air [8.314 kJ/kmol/K];
T is the absolute temperature [K]; p1 and p2 are the absolute inlet
pressure and absolute outlet pressure [atm], respectively; 29.7
is a constant according to the International System of Units; 0.283 is
a constant for air; and e is the blower efﬁciency (common range:
0.7–0.9).
To calculate Peff, the power requirement for pumping permeate
ﬂow (Qeff) has been evaluated as follows [41]:
Peff ;p ¼
1
t1t0
Z t1
t0
TMP Qeff ðtÞ
3600 η
dt ð6Þ
where Peff,p [kW] is the permeate pumping power requirement;
TMP [kPa] is the trans-membrane pressure; Qeff [m3/h] is the
efﬂuent ﬂow rate; t0 and t are the initial time and ﬁnal time,
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respectively, of pump operation; and η is the permeate pump
efﬁciency.
2.3.4. Efﬂuent ﬁnes—EF
The cost related to the EF is computed by comparing the
efﬂuent concentration (CEFFj ) with the efﬂuent limits (CL;j) for each
relevant pollutant (j) during the evaluation period (t2t1)
expressed as follows [38,42]:
EF¼ 1
t2t1
U
Z t2
t1
1
QIN
U ∑
n
j ¼ 1
Qeff UΔαj UCEFFj þ Qeffð ÞU β0;j
h "
þ CEFFj CL;j
 
U ΔβjΔαj
 i
U HeavisideU CEFFj CL;j
  i
Udt
ð7Þ
where Q IN and Qeff are the inﬂuent ﬂow and efﬂuent ﬂow,
respectively; Δαj represents the slope of the curve EF versus
CEFFj when C
EFF
j 〈CL;j (in this case, the function Heaviside¼ 0); Δβj
represents the slope of the curve EF versus CEFFj when C
EFF
j 〉 CL;j (in
this case, Heaviside¼ 1); and β0;j are the increment of ﬁnes for the
latter case.
In this study, the concentrations of total COD (CODTOT), ammo-
nium (SNH), nitrate (SNO3 ) and phosphate (SPO) in the permeate are
considered to be relevant pollutants. The same CEFFj value reported
by Stare et al. [43] is considered for each pollutant. For each
considered relevant pollutant, the value of CL;j is based on the
emissions limits mandated by Italian laws [38].
2.4. Classiﬁcation methodology of the model factors
As suggested in the literature, to reduce the GSA computational
costs, which can be critical for complex environmental models, a
complementary multiple use of GSA methods is advisable [28,44,45].
A two-step procedure is adopted for classifying the model factors.
The employed methodology is based on the application of two
sensitivity analysis methods (namely, SRC and Extended-FAST). The
SRC method, which considers the analysis of the total model factors,
is applied in the ﬁrst step. The results of the SRC method are used to
apply the Extended-FAST method in the second step. In particular, a
subset of the model factors that are selected by the SRC is considered
for an extensive analysis aimed at quantifying the interactions among
the factors.
2.4.1. The standardised regression coefﬁcients—SRC
The SRC method consists of a Monte Carlo simulation (with
random sampling of the model factors) and a multivariate linear
regression between the model output and the considered model
factors. The absolute value of the standardised regression slopes of
the regression (SRC or βi) represents a valid measure of sensitivity
when the coefﬁcient of determination (R2) is greater than 0.7, as
suggested by Saltelli et al. [28]. In the case of a linear model, R2 is
equal to 1, and the SRC method can be applied to select important
and non-inﬂuential model factors. Conversely, when the R2 is less
than 1, the model factors interact, and the SRC method does not
provide any information about the interacting factors. Thus, the
SRC method can be applied to nonlinear models only in terms of
the selection of important model factors. To apply the SRC method,
500 and 1000 simulations are required as suggested in the
literature [46].
2.4.2. The Extended-FAST
The Extended-FAST method provides two sensitivity indices for
each ith model factor: the ﬁrst-order effect index (Si) and the total-
effect index (STi). Si quantiﬁes the contribution of the ith model
factor to the variance of the model output (Var(Y)) without
considering the interaction among the model factors; it is expressed
as follows:
Si ¼
Varxi Ex i Yjxið Þ
 
Var Yð Þ ð8Þ
where E is the expectancy operator and Var is the variance operator.
The subscripts indicate that the operation is either applied “over the
ith factor” Xi, or “over all model factors except the ith model factor” Xi
[28].
STi provides information about the interaction among the
model factors and is expressed as follows:
STi ¼ 1
Varx i Exi Y jx ið Þ
 
Var Yð Þ ð9Þ
The difference between STi and Si represents the interaction
among the model factors (IF). In terms of using the Extended-FAST
method to classify the model factors, important (high value of Si),
non-inﬂuential (low values of Si and STi) and interacting (high
value of IF) model factors may be selected.
The Extended-FAST method requires n NMC simulations, where
n is the number of factors and NMC is the number of MC
simulations per model factor (NMC¼500–1000 according to Salt-
elli et al. [47]).
2.5. Uncertainty analysis
The uncertainty analysis has been performed using Monte Carlo
simulations that are similar to simulations from previous studies
on ASMs (e.g., [48]). The uncertainty analysis is characterised by
the following steps: (i) identifying the uncertain model factors;
(ii) sampling of the uncertain model factors; (iii) uncertainty
Fig. 2. Scheme of the MBR pilot plant.
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propagation of the model factors by model running; and (iv)
interpreting the results. Step (i) is related to the sensitivity analysis,
in which only the model factors selected in the step (ii) of the
sensitivity analysis are considered for the uncertainty analysis. In
this study, the Latin Hypercube Sampling (LHS) method is employed
in step (ii) [49]. The model factors sampled during step (ii) are
employed to propagate the uncertainty in the performance indica-
tors that are used as outputs and to evaluate the uncertainty in the
model predictions (step iii). An interpretation of the results is
performed (step iv).
2.6. Simulation conditions and numerical settings for the application
of GSA and uncertainty analyses
The values of the GHG–ASM2d–SMP model factors are obtained
from model calibration and/or technical literature [13,24,50]. In
particular, model factors related to the liquid phase have been
derived by employing an advanced calibration protocol and con-
ditioning the mathematical model to the quality data collected
during an extensive ﬁeld data campaign at the UCT-MBR pilot
plant [24,36]. The values of the model factors related to the gas
phase have been obtained from the technical literature and the
mass balance-continuity check of Gujer's matrix. A combination of
the procedures suggested by Vanrolleghem et al. [32] and Hauduc
et al. [33] was employed.
The application of both the GSA and uncertainty methods was
performed through dynamic simulations. Continuous input time
series, which were obtained by employing a truncated Fourier
series calibrated on discrete measured input data collected during
pilot plant monitoring, were employed [51–53].
Due to the lack of knowledge about the distribution of the model
factors, a uniform prior distribution was considered for each factor
Dotto et al. [22] demonstrated that due to a lack of relevant
information on model factors, a uniform prior distribution should be
preferred. Similar to previous studies [53], the variation in each model
factor has been obtained by considering a variation of 75% with
respect to the median value in the literature or the reference value (i.e.,
Table 1A). To classify important, non-inﬂuential and interacting factors,
the thresholds of the sensitivity measures were selected according to
previous studies [24,36]. For model factors for which βi was higher
than 0.1, a minimum of at least one performance indicator has been
considered important for the SRC application. Model factors with βi
values less than 0.1 were considered non-inﬂuential factors. Regarding
the Extended-FAST application, for all model factors with Si values
greater than 0.02, a minimum of one performance indicator was
classiﬁed as important. Interacting model factors were selected using
the normalised index value (SNi), which corresponds to the ratio
between the interaction of the ith model factor related to one
performance indicator and the maximum value among the interac-
tions for that performance indicator [24]. In this case, because SNi was
greater than 0.2 for at least one performance indicator, the factor was
considered to be interacting. Model factors with SNi and Si values lower
than 0.2 and 0.02, respectively, were considered to be non-inﬂuential.
The GSA methods were applied using the sensitivity package
developed by Pujol [26] in the R environment (R Development
Core Team, 2007).
Regarding the uncertainty analysis, only the model factors
classiﬁed as inﬂuential and interacting by the Extended-FAST
analysis were considered to be uncertain and varied in the
uncertainty range according to the LHS sampling method. The
results were interpreted by evaluating the cumulative distribution
function (CDF) for each performance indicator.
The number of Monte Carlo simulations required to perform the
uncertainty analysis was selected according to previous studies [22].
The uncertainty analysis was performed using a different number of
simulations, beginning with 200 steps and increasing by 200 steps
in each subsequent simulation. At each step, the cumulated like-
lihood distributions were compared with the cumulative likelihood
distributions in the previous step. The number of Monte Carlo
simulations for which the difference between the distributions was
less than 0.01 was considered appropriate for the analysis in terms
of the Kolmogorov–Smirnov maximum distance [22].
3. Results and discussion
3.1. The SRC results
To apply the SRC, 1200 model runs were conducted for each
model factor. The required number of model runs was conﬁrmed by
testing the convergence of the results by increasing the number of
Monte Carlo simulations in a stepwise approach and verifying that
the difference between two subsequent steps was negligible [23].
Table 2 summarises the results related to the most important
model factors for each performance indicator (the important
model factors are underlined in grey). Table 4A lists the results
obtained for all model factors. The R2 values, which range between
0.88 and 0.96, conﬁrm an acceptable degree of linearity for the
mathematical model [28]. The high degree of linearity is also
conﬁrmed by the value of the sum of the squares of the standar-
dised regression coefﬁcients (∑β2 i), which is close to 1 [28]. From
the application of the SRC method, 20 important model factors
were determined (underlined in grey in Table 2). The important
model factors for each performance indicator are shown in Fig. 3.
Based on the results, the model factor CE (model factor of the
physical sub-model that represents the efﬁciency of backwashing)
is characterised by the high sensitivities of the total performance
indicators, which demonstrates the relevant roles of the physical
processes (Fig. 3). CE controls the thickness of the mass of particles
that accumulates on the membrane (i.e., membrane cake layer).
According to the model's concept, the mass of the detached sludge
during the membrane backwashing is proportional to CE. Thus, a
higher value of CE indicates that a less thick the cake layer has
accumulated on the membrane surface (i.e., thinner biological
barrier), which produces a lower capability for retaining pollutant
particles (i.e., biomass substrate) [30]. Such a circumstance leads to
an increase of biomass substrate inside the MBR tank and conse-
quently the mixed liquor recycled back from the MBR to the other
tanks contains a higher biomass substrate mass, thus inﬂuencing
the biological processes occurring inside the other tanks. In
particular, the CO2 and N2O production process increases due to
a higher biomass activity, conversely the higher availability of
biomass substrate leads to a decrease of CO2 and N2O.
A higher value of CE also indicates a higher EQI value (as
conﬁrmed by the positive value of βi for EQI) (Table 2 and Fig. 3a).
The two most important model factors for EQI are μPAO and YPAO,
which represent the maximum growth rate and the yield coefﬁcient,
respectively, of the PAOs. As conﬁrmed by the negative value of βi for
YPAO, this model factor has a negative effect on the EQI (Table 2 and
Fig. 3a). An increasing YPAO causes an increase in the pollutant
removal in terms of COD and phosphate. Conversely, μPAO has a
positive effect on the EQI. In terms of the EQI, the key role of the
efﬂuent orthophosphate corresponds to the highest weighting fac-
tors. As shown in Table 2, the model factors related to the GHG
prediction, unlike ηg2, are non-inﬂuential in terms of the EQI.
This result corresponds with previous studies [11] for CAS systems
and the model structure because the EQI assessment does not
consider GHG emissions. This result suggests that in addition to
the ﬁnal aim of reducing the environmental impact of the MBR, the
modeller should include the GHG contribution when computing the
EQI. In terms of OC, the most important model factor is CE (Table 2,
Fig. 3b), which suggests that the membrane assumes a key role. As
G. Mannina, A. Cosenza / Journal of Membrane Science 475 (2015) 80–90 85
previously discussed, the value of CE inﬂuences the quality of the
efﬂuent due to the higher or lower ability of the membrane cake layer
to retain pollutants. Consequently, CE is able to inﬂuence the cases in
which CEFFj 〉CL;j. A higher value of CE indicates a greater probability that
CEFFj 〉CL;j, and consequently, the EF value of OC increases.
In terms of CO2, the results show that the emission of CO2 is
inﬂuenced by three biological model factors (YH, YPAO and bH) (Fig. 3c)
and two physical model factors (f and CE). The biological model
factors show that the metabolic activity of heterotrophic biomass and
the PAOs is relevant in terms of CO2 emissions. Speciﬁcally, when the
PAO and the heterotrophic activity are higher, so are the CO2
emissions, as conﬁrmed by the positive values of βi for YPAO and
YH. The model factors CE and f (the latter represents the substrate
fraction below the critical molecular weight that is retained by the
membrane) have a negative effect on CO2, as conﬁrmed by the βi
values (Table 2). An increase in f and CE causes a decrease in the value
of CO2. This result is primarily attributed to the ability of the model
factors f and CE to control the substrate concentration inside the MBR
tank and, consequently, the substrate recycled from the MBR tank to
the aerobic tank. Such a result points out the crucial role played by
the membrane in CO2 production and thus GHG emissions.
In terms of N2O, a higher number of important model factors
(namely, 10) were detected compared with the remaining perfor-
mance indicators (Fig. 3d and Table 2). Among these important
model factors, CE and KO2,H (half-saturation coefﬁcient for SO2
related to the heterotrophic biomass) exhibited the highest inﬂu-
ence on N2O. The negative inﬂuences of CE and f (CE and f were
higher, and N2O was lower) may be attributed to the lower
substrate availability for the anoxic growth of the heterotrophic
biomass (denitriﬁcation process), which causes an incomplete
denitriﬁcation. The inﬂuence of KO2,H and KNO corroborates the
ﬁndings in the literature, which indicate the high degree of
uncertainty of the half-saturation coefﬁcient related to the nitro-
gen transformation processes [11,53]. Note that the majority of the
important model factors for N2O are directly related to the
nitrogen transformation processes (namely, ηg3, ηg4, ηY_PAO, KLaT,3
and KNO). Among these model factors, ηg3 and ηg4 are particularly
interesting because these factors directly control the rate of the
heterotrophic anoxic growth processes on SF and SA when SNO2 is
reduced to SNO (ηg3) and SNO (ηg4) is reduced to SN2O. This result
corresponds with previous ﬁndings that identify nitrogen removal
processes as some of the main sources of GHG uncertainty [11].
3.2. The Extended-FAST results
The application of the Extended-FAST method has been per-
formed by considering only the 20 important model factors
obtained using the SRC method. The Extended-FAST method has
been performed by running 10,000 model simulations and
Table 2
Results of the SRC application for the important model factors and each perfor-
mance indicators (important model factors are underlined in grey); the sum of βi2 is
related to all model factors.
EQI OC CO2 N2O
R2 0.88 0.96 0.95 0.95
Symbol βi βi βi βi
YH 0.084 0.521 0.658 0.083
YPAO 0.316 0.123 0.269 0.028
YPO4 0.113 0.077 0.058 0.045
fUAP 0.022 0.076 0.063 0.1
ηy_PAO 0.025 0.046 0.022 0.106
YAOB 0.005 0.113 0.053 0.038
ηg2 0.16 0.057 0.018 0.048
ηg3 0.012 0.007 0.014 0.272
ηg4 0.011 0.015 0.009 0.145
qfe 0.103 0.083 0.001 0.023
bH 0.155 0.253 0.167 0.187
KO2 ;H 0.063 0.001 0.002 0.355
KNO 0.021 0.014 0.016 0.153
qPP 0.178 0.112 0.043 0.043
KMAX 0.16 0.003 0 0.001
μPAO 0.246 0.096 0.023 0.031
f 0.029 0.018 0.139 0.158
CE 0.731 0.707 0.573 0.646
kLaT,3 0.014 0 0.011 0.12
FXH 0.062 0.151 0.083 0.088P
βi2 0.88 0.98 0.93 0.85
Fig. 3. Important model factors for EQI (a), OC (b), CO2 (c) and N2O (d).
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generating a model factor matrix with NMC¼500. The results for
each model factor and performance indicator are summarised in
Table 3 (the important model factors are underlined in light grey,
and the interacting model factors are underlined in dark grey).
Table 3 reveals that the sum of Si explains 37%, 50%, 52% and 43% of
the total variance for EQI, OC, CO2 and N2O, respectively. These
results indicate that a high interaction occurs among the model
factors, as conﬁrmed by the value of the sum of STi, which is
always 41 (Table 3). This result corroborates the previous results
obtained for CAS systems [11]. The high interaction among the
model factors and the nonlinear behaviour obtained using the
Extended-FAST application can be attributed to the signiﬁcant
reduction in the model factors (namely, less than 20% of the total
model factors). The default or calibrated values of the remaining
model factors (approximately 80%) remain constant. The reduction
in the number of uncertain model factors most likely increases the
rate of factor interactions in terms of ﬁrst-order and total-order
effects.
Fig. 4 displays the results of the Extended-FAST application in
terms of ﬁrst-order and total-order effects. Among the 20 model
factors considered during the application, only 12 model factors
have been determined to be important or interacting for one of the
three considered performance indicators. Fig. 4 reveals that the
model factor CE is important for all considered performance
indicators and has the highest ﬁrst-order and total-order effects,
which corroborates the key role of the membrane in this context
(i.e., GHG emissions and, overall, MBR performance). The EQI is
sensitive to four model factors (namely, CE, YH, YPAO and KMAX); the
most important factor is CE, which contributes 22% of the total
variance of the EQI (Fig. 4a and Table 3). The remaining three
factors (i.e., YH, YPAO and KMAX) are related to the biological activity
of heterotrophic and PAO biomass (Fig. 4a and Table 3). All
important model factors for the EQI, with the exception of KMAX,
have also been selected as interacting model factors. Among the
important factors, it is evident that CE has the highest ﬁrst-order
and total-order effects, which suggests that CE is also an interact-
ing model factor for the EQI. Based on the results, it is evident that
the total-order effect is high for some model factors related to
aeration (kLaT,3 and KO2,H) and to PAO activity (YPAO, μPAO and YPO4)
(Fig. 4a and Table 3). These results emphasise that these model
factors are also interacting; consequently, the modeller should not
exclude their contribution to the total variance of the EQI.
In terms of OCs, the results demonstrate the importance of only
twomodel factors (YH and CE) (Fig. 4b and Table 3). The inﬂuence of YH
on OC is primarily related to the role of this factor in the SMP
formation process. During the growth of the heterotrophic biomass,
SMP is produced. Because the presence of SMP inﬂuences the total
membrane resistance during the permeate extraction, the OC is
inﬂuenced by YH. As conﬁrmed by Sweetapple et al. [11], the general
effect of interacting model factors on OC uncertainty is negligible.
With the exception of the important factors, none of the factors are
determined to be interacting and should be analysed by the modeller.
According to Fig. 4c and Table 3, YH and CE are important, even for
CO2, which corroborates the ﬁndings obtained with the SRC: the
ability of these two factors to inﬂuence the substrate concentration
inside the system and the CO2 production related to the biomass
activity. Both YH and CE exhibit the highest total effect on CO2, and YH
and CE have also been selected as interacting model factors. All other
interacting model factors are related to PAO activity (YPAO and YPO4).
This result suggests that if the biological phosphorus removal process
is considered, the effect of the PAO biomass activity on reducing CO2
emissions should be investigated.
In terms of N2O, the factors ηg3, ηg4, KO2,H and CE exhibit the
highest ﬁrst-order effects. With the exception of CE, these model
factors are directly related to the nitrogen transformation process.
However, although the ﬁrst-order effects of the important factors are
signiﬁcant, the variance in N2O is predominantly due to the interac-
tion contribution. For N2O, a considerable number of interacting
factors were obtained (Fig. 4d). The interacting model factors are
primarily related to the nitrogen transformation processes (ηg3 and
ηg4) and PAO activity (qpp, qfe and YPO4), which demonstrates the
important role of the phosphorus removal processes, even for N2O
emissions (Fig. 4d and Table 3).
3.3. Uncertainty analysis results
The uncertainty analysis has been performed by considering 12
model factors selected as important and interacting by means of
Table 3
Results of the Extended-FAST application for each model factor and performance indicator (important factors are underlined in light grey, interacting factors are underlined
in dark grey).
EQI OC CO2 N2O
Factor Si STi STi-Si SNi Si STi STi-Si SNi Si STi STi-Si SNi Si STi STi-Si SNi
YH 0.051 0.143 0.091 0.269 0.023 0.091 0.068 0.207 0.366 –0.7 0.334 0.722 0.002 0.058 0.056 0.159
YPAO 0.03 0.223 0.193 0.569 0.002 0.047 0.046 0.138 0.014 0.189 0.175 0.379 0 0.029 0.029 0.083
YPO4 0.001 0.098 0.097 0.285 0 0.028 0.028 0.084 0.001 0.104 0.103 0.222 0.001 0.098 0.098 0.277
fUAP 0.001 0.059 0.058 0.171 0.004 0.061 0.057 0.172 0 0.041 0.04 0.087 0 0.045 0.044 0.126
ηy_PAO 0.001 0.028 0.027 0.078 0 0.021 0.021 0.063 0 0.036 0.036 0.078 0.001 0.035 0.034 0.098
YAOB 0 0.064 0.064 0.188 0.001 0.062 0.061 0.186 0.001 0.042 0.042 0.09 0.001 0.046 0.046 0.13
ηg2 0.006 0.031 0.025 0.073 0.001 0.015 0.014 0.043 0 0.014 0.014 0.03 0.004 0.025 0.021 0.059
ηg3 0.002 0.052 0.05 0.148 0.001 0.064 0.063 0.193 0 0.021 0.021 0.046 0.045 0.143 0.098 0.277
ηg4 0.001 0.036 0.035 0.104 0 0.013 0.013 0.038 0 0.015 0.015 0.031 0.022 0.15 0.128 0.363
qfe 0.002 0.062 0.059 0.175 0.001 0.063 0.062 0.187 0.001 0.04 0.039 0.085 0.004 0.096 0.092 0.261
bH 0.002 0.025 0.023 0.067 0.006 0.028 0.022 0.068 0.013 0.042 0.029 0.062 0.011 0.076 0.065 0.184
KO2 ;H 0.001 0.07 0.068 0.201 0.001 0.065 0.064 0.195 0 0.031 0.031 0.067 0.077 0.162 0.085 0.241
KNO 0 0.027 0.027 0.079 0 0.025 0.025 0.075 0 0.036 0.035 0.077 0.016 0.082 0.066 0.188
qPP 0.011 0.084 0.073 0.215 0.001 0.05 0.049 0.148 0.001 0.017 0.016 0.035 0.005 0.134 0.129 0.366
KMAX 0.021 0.083 0.061 0.18 0.001 0.036 0.035 0.106 0 0.009 0.009 0.02 0.011 0.063 0.052 0.147
μPAO 0.012 0.094 0.082 0.242 0.001 0.031 0.03 0.092 0.001 0.04 0.04 0.086 0.002 0.048 0.046 0.131
f 0.003 0.061 0.058 0.17 0.001 0.051 0.049 0.149 0.003 0.024 0.021 0.046 0.005 0.021 0.017 0.048
CE 0.223 0.563 0.34 1 0.454 0.783 0.329 1 0.112 0.574 0.462 1 0.205 0.557 0.352 1
kLaT,3 0.002 0.087 0.084 0.249 0.001 0.056 0.056 0.169 0.001 0.042 0.042 0.09 0.016 0.087 0.071 0.201
FXH 0.001 0.034 0.033 0.097 0.001 0.038 0.037 0.113 0.002 0.025 0.023 0.05 0.002 0.039 0.037 0.105
ΣSi 0.373 – – – 0.5 – – – 0.517 - – – 0.429 – – –
ΣSTi – 1.922 – – – 1.628 – – – 2.042 – – – 1.994 – –
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the Extended-FAST method. Considering the propagation of the
uncertainty in the 12 model factors, the same range of variation
factor that was applied during the SRC and Extended-FAST
application was employed. The uncertainty analysis has been
applied by running 7100 model simulations.
In Fig. 5, the CDFs (expressed per m3 of treated permeate) for the
5th and 95th percentiles are shown. The cumulative distribution of
the EQIs shows that the uncertainty in the model prediction ranges
between 0.12 and 0.46 kg PUm3 (5th and 95th percentiles, respec-
tively). In terms of OC, the range of the uncertainty in the model
prediction varies between 0.44 and 3.75€m3 (5th and 95th
percentiles, respectively). The cumulative distributions for the EQI
and OC (Figs. 5a and b) exhibit discontinuities, which indicates that
the EQI and the OC remain approximately constant (0.14 kg PUm3
and 0.66€m3, respectively) for approximately 53% of the simulated
values. These results show that by varying the 12 uncertain model
Fig. 4. Important model factors for EQI (a), OC (b), CO2 (c) and N2O (d).
Fig. 5. CDF for EQI (a), OC (b), CO2 (c) and N2O (d).
G. Mannina, A. Cosenza / Journal of Membrane Science 475 (2015) 80–9088
factors, the EQI and OC values are certain for approximately 53% of
the cases. Conversely, the cumulative distributions of the GHG
performance indicators (Figs. 5c and d) exhibit a different pattern.
A high variability of CO2 and N2O in terms of CDF is shown (Figs. 5c
and d). Therefore, the effect of the uncertainty in the 12 explored
model factors exhibits a higher inﬂuence for predicting the GHGs
compared with the OC or the EQI. This result suggests that the
modeller can neglect the model factors that are determined to be
important or interacting only for OC and EQI when ones aim is to
quantify the uncertainty in the GHGs. However, the CDF of N2O
shows a higher uncertainty than does the CDF of CO2, as suggested
by the extensive uncertainty between the 5th and 95th percentiles
(Figs. 5c and d). The uncertainty in the model prediction for CO2
varies between 0.011 and 0.019 kg CO2 m3 (5th and 95th percen-
tiles, respectively), whereas the uncertainty in the model prediction
for N2O varies between 0.027 and 0.071 kg CO2eq m3. The CDF of
CO2 shows that in approximately 44% of the cases, approximately
0.018 kgCO2 m3 of CO2 is maintained. This result suggests that to
improve the total GHG prediction, the modeller should consider the
model factors that are directly related to N2O modelling. The
uncertainty in N2O, which is expressed as a percentage of the N2O
emitted with respect to the inﬂuent nitrogen load, is 0.17%. This latter
value corresponds to the difference in the emission factors computed
for the 95th and 5th percentiles of the CDF of N2O. The emission
factors of N2O are 0.11% and 0.28% for the 5th and 95th percentiles,
respectively. The resulting emission factors of N2O, in order of
magnitude, correspond with the measured emission factors for
MBR in France (0.1–0.2%) [8].
The uncertainty in the prediction of CO2, which is expressed as
a percentage of CO2 emitted with respect to the inﬂuent BOD5
load, is 2.2%. This latter value corresponds to the difference in the
emission factors computed for the 95th and 5th percentiles of the
CDF of CO2. The emission factors of CO2 are 3.1% and 5.3% (5th and
95th percentiles, respectively).
The derived results provide a valuable indication of the degree
of uncertainty for both the N2O and the CO2 model predictions for
MBR systems.
4. Conclusions
The key ﬁndings of this study are summarised as follows:
– The GSA reveals that the membrane has a key role in GHG
emissions. In particular, some physical model factors related to
the membrane exhibit a signiﬁcant impact on the total perfor-
mance indicators (namely, efﬁciency of backwashing CE). Indeed,
CE controls the mass of substrate retained by the membrane and,
thus, the biological process in the MBR.
– The Extended-FAST application reveals that model factors of
the nitrogen transformation processes (namely, ηg3 and ηg4)
and PAO activity (namely, qpp, qfe and YPO4) are affected by a
high degree of interaction. To reduce the uncertainty in the N2O
estimation, a careful assessment of their values is advisable.
– Model factors related to the prediction of GHGs are non-
inﬂuential in terms of the EQI, which suggests that including
GHG terms in the EQI expression should improve the total
environmental impact of the MBR system.
– The uncertainty in the emission factors for CO2 is higher than
the uncertainty in the emission factors for N2O (namely, 2.2%
and 0.17%, respectively).
Overall, this study allowed us to gain insights into the key
model factors which inﬂuence the most the GHG emissions. In the
future, the efforts should be provided in the assessment of those
model factors as well as processes in order to enhance the GHGs
assessment. With this regard, the use of measured GHG data will
improve both the processes knowledge and the model results.
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