The Thermal Infrared Sensor (TIRS) for the Landsat 8 platform was designed and built at NASA Goddard Space Flight Center (GSFC). TIRS data will extend the data record for thermal observations from the heritage Landsat sensors, dating back to the launch of Landsat 4 in 1982. The two-band (10.9 and 12.0 μm) pushbroom sensor with a 185 km-wide swath uses a staggered arrangement of quantum well infrared photodetector (QWIPs) arrays. The required spatial resolution is 100 m for TIRS, with the assessment of crop moisture and water resources being science drivers for that resolution. The evaluation of spatial resolution typically relies on a straight knife-edge technique to determine the spatial edge response of a detector system, and such an approach was implemented for TIRS. Flexibility in the ground calibration equipment used for TIRS thermal-vacuum chamber testing also made possible an alternate strategy that implemented a circular target moved in precise sub-pixel increments across the detectors to derive the edge response. On-orbit, coastline targets were developed to evaluate the spatial response performance. Multiple targets were identified that produced similar results to one another. Even though there may be a slight bias in the point spread function (PSF)/modulation transfer function (MTF) estimates towards poorer performance using this approach, it does have the ability to track relative changes for 
approaches for determining the spatial quality. Section 3 details the methodologies used both pre-launch and post-launch. The results obtained from the two mission phases are discussed in Section 4, followed by conclusions.
Sensor Spatial Performance
The spatial quality of an optical remote sensing satellite image is often a difficult concept to define, as it involves many aspects of the imaging system. However, in general, spatial quality refers primarily to the interaction between ground sample distance (GSD) and the point spread function (PSF) of an imaging system. The GSD is the distance between centers of adjacent pixels and is given nominally in the horizontal and vertical directions. The PSF of an imaging system is a measure of the amount of blurring that occurs due to all of the components that comprise the imaging system. All of the energy received at the detector of the imaging system is not uniformly distributed across the area of the detector as transferred from the projected pixel on the surface and, in fact, always includes energy coming from outside the nominal instantaneous field of view for a given detector. Thus, there is a complex interaction among all components of the imaging system (optics, detectors, electronics and atmosphere) forming the PSF and, ultimately, the spatial quality of the system. A more detailed review of this relationship can be found in [6, 7] . Spatial quality is often described in terms of the PSF. However, the PSF is a two-dimensional function that is easier to predict based on theory than to measure prior to launch or on-orbit. To overcome this limitation, other simpler metrics are often used. The edge spread function (ESF) is the response of the system to an edge that is often nominally oriented in the horizontal or vertical direction and can be thought of as essentially a one-dimensional integration of the PSF. Per the TIRS requirements, the edge slope is the rate of increase in intensity from the 0.4 to 0.6 amplitude levels of the ESF. The edge slope has seen an increase in popularity for specifying the performance of satellite imaging systems, with Landsat 8 being a recent example. Conversely, the modulation transfer function (MTF) has historically been a widely-used figure of merit with the value of the MTF at the Nyquist frequency, often forming the system design requirement for sensors. An excellent overview of these measures and their development can be found in [8] . Because ESF and the line spread function (LSF) are often more intuitive than MTF, the results developed in this paper will focus largely on the ESF measurement and its derivative, LSF, as an assessment of the spatial quality of the TIRS instrument.
Pre-launch characterization of any remote sensing instrument will include an assessment of sensor spatial quality. The typical approach to collecting the needed measurements is the use of an illuminated "knife-edge" target. The edge in this case is between full illumination and a dark background. This type of target provides all of the information needed to analyze and derive spatial performance parameters, such as edge slope, ESF and MTF. This approach was used for TIRS pre-launch characterization. The spatial analysis of pre-launch data was focused on addressing the instrument requirements for spatial quality, which were expressed in terms of edge slope and edge extent. The edge extent is the ground distance between the 0.1 and 0.9 amplitude levels of the ESF. Determining spatial quality once on orbit is more challenging; thus, careful pre-launch characterization is imperative.
On-orbit estimation of MTF for thermal imaging satellite sensors has not often been performed. This is due, at least partially, to the difficulty in obtaining a sharp edge target for thermal wavelengths, as well as because of the large IFOV typical of these sensors. Examples of efforts for large IFOV sensors include PSF/MTF estimation for MODIS [9] and GOCI [10] . However, because of the legacy of thermal sensors with the Landsat series of satellites dating back to 1984 with the Landsat 4 Thematic Mapper and with the recent launch of the Landsat 8 TIRS, an effort was undertaken to establish a methodology to measure at least the stability of the PSF/MTF of these sensors and, also, if possible, to accurately estimate the PSF/MTF itself.
Many approaches have been developed for measuring the spatial response for optical sensors on orbit. For the most part, these can be classified by the type of target that is being used: edge targets, point targets, line targets and pulse targets [8, 11] . Although not used universally, edge targets are probably the most widely utilized type of on-orbit targets, as both man-made and natural objects can be identified as suitable edge targets.
Edge targets are normally aligned with the orbital velocity vector of the satellite, such that the edge response function can be obtained in either the along-track or cross-track direction. The alignment is typically rotated a few degrees from these directions, so that it is not perfectly aligned, and the edge may be sampled in a manner to allow sub-pixel reconstruction, as shown in the lower half of Figure 1 . Each row of pixel information is properly aligned to form an over-sampled edge, as shown in the upper half of Figure 1 . Following numerical differentiation to obtain the one-dimensional point spread function, commonly called the line spread function (LSF), estimations of full-width half-maximum (FWHM) and relative edge response can be obtained. Details on how these calculations are performed can be found in [12] . Point targets are very attractive to use, because they can provide an estimate of the full two-dimensional PSF. However, difficulties with these targets include low intensity levels, leading to low SNR (stars are a good example), the possible need to point the targets accurately to track the sensor's field of view and the need for large numbers of targets to obtain adequate sampling of the 2D PSF. Mirrors have been successfully deployed to obtain these estimates [11] , as have spotlights [13] . For those satellite sensors that are pointable, stars have been used to assess the sensor spatial response [14] .
An additional type of target is called the pulse target and is based on the use of a uniform width bright area on a dark background. This type of target is often used with those sensors that have an IFOV larger than a few meters, because edge targets are hard to develop for this scale of spatial resolution. Instead, a "narrow pulse" is used in a region with a relatively uniform background. Using this approach, a parameterized model can be fit to the pulse response function in the imagery if an underlying model may be assumed for the sensor PSF [15] . In the case where an underlying model is not known, a non-parametric approach may be taken in the Fourier domain, where the input is a known pulse with a sinc function as the Fourier transform. The pulse response, as estimated from the imagery, can then be Fourier-transformed and ratioed to the input sinc function to obtain the sensor MTF [12] .
Methodology

Pre-Launch
The TIRS pre-launch calibration and characterization was conducted at NASA GSFC facilities. The instrument was placed in a thermal vacuum (TVAC) chamber to simulate the expected on-orbit operational environment. The custom-built CGSE system contained an ensemble of optics, baffles and electromechanical devices affixed to a common mounting plate and was designed to provide TIRS with an infrared source for calibration and characterization. The CGSE IR source used for the spatial characterization test was the infrared source module (IRSM) with a NIST traceable blackbody and a motorized filter wheel containing numerous target-aperture shapes. Additionally, the IRSM contained linear stages, which, combined with a steering mirror, allowed precise, repeatable positioning of any selected target onto the TIRS FPA. Details of the CGSE system are available in [16] . During spatial characterization testing, the IRSM blackbody temperature was controlled at 300 K. The target shapes used in spatial testing were a blank for background, a large square (90 × 90 pixels) and a 16-pixel diameter circle. The square and circle targets have the same center location. An example image of the circular target is shown in Figure 2 . The individual rows/columns of pixels can be seen in the image, as well as the drop off in signal evident at the edges of the circular target image. Initially, the large square target was used for edge analysis; however, preliminary testing indicated a vignetting issue near the edges of the square target, so that necessitated a change to develop an analysis strategy using the circular target.
The test measurement procedure consisted of positioning the circular target on a region on the FPA and then collecting a sequence of images using the blank, square and circular targets. All image frames collected were of the full 32 × 640 active pixel regions of each band and SCA. The CGSE steering mirror allowed movement of the image in sub-pixel incremental steps (1/5 pixel). The measurement sequence included multiple image frames recorded while the target incremented in cross-track and along-track directions. The collection sequence was repeated at locations on all three active SCA arrays and bands to sample across the full FOV. To derive the edge response, each dataset (for any particular location) was processed as follows. The background correction was determined using an average of the collected blank target frames. Each frame of the circular and square targets was background corrected by subtracting the average background image. To flat field the circular target images, which removes any pixel-to-pixel response variations, each image frame of the background-corrected circular target was divided by the average of all background-corrected square target frames. Figure 3 shows all across-track (horizontal) cross-sections of a typical background-corrected, flat-fielded circle image (such as the one seen in Figure 2 ). The maximum horizontal cross-section was determined for each image, indicated as the black curve in Figure 3 . Each frame was normalized by the average digital count (dn) response of the 5 center pixels in the maximum horizontal cross-section. All 80 maximum frames collected during an incremental across-track move dataset are shown in Figure 4 . It can be seen that the spread on the right and left edges of the target image is due to the series of 1/5th-pixel incremental moves. The edge response for each frame is fit to a Fermi function to derive the edge midpoint. All frames are shifted to a common pixel reference scale by matching up the edge midpoints. An example of the result of this shifting is shown in Figure 5 . By combining all frames of shifted data, a more complete sampling of the image edges is obtained. The Fermi function used in this analysis is [12] : The shift edge response is resampled using linear interpolation to uniform pixel spacing (0.01 pixel) for the determination of the 0.4, 0.6 (for relative edge response), 0.1 and 0.9 (for edge extent) response points. The left edge of Figure 5 is shown in more detail in Figure 6 . The dashed horizontal lines in Figure 3 indicate the various response points defined by the requirements. This process was repeated for all datasets collected for both cross-track and along-track sub-pixel incremental image movement. 
Post-Launch
Because of the large IFOV of the Landsat thermal sensors, the development of a man-made target for PSF/MTF estimation was deemed impractical, and the focus for target development quickly became centered on naturally-occurring targets. Stable, well-defined point sources do not regularly occur in nature, so some type of target with edges is necessary, i.e., a line, pulse or edge target. One of the difficulties is that naturally-occurring thermal edges are also difficult to obtain. One of the better possibilities, however, was to consider shorelines of colder water and warmer land. In order to optimize the target suitability, additional properties to consider are: (1) the maximal difference between the temperature of the water and land; (2) the thermal uniformity of the land; (3) the physically stable shoreline (minimal effects seasonally and with respect to tides); (4) the sharp transition between water and dry land (minimal extent of wetted surfaces); (5) the proper orientation with respect to the satellite orbit; and (6) the minimal changes in temperature of both water and land seasonally and with respect to distance from the shoreline.
Site Selection
Given the criteria listed above, a search was made for coastlines in the Middle East and African desert regions to identify candidate targets for PSF/MTF estimation of Landsat 8 TIRS. Many regions of shorelines could be quickly eliminated by the constraint on orientation. Since Landsat is in a polar orbit at an inclination of 98° and a nearly optimal angle for the shoreline is ±8° from this orientation for cross-track estimations, large areas of shorelines could be easily removed from consideration. However, in addition to this orientation, PSF/MTF estimation in the along-track direction is best estimated with a shoreline angle of 8 ± 8°, and shorelines with this orientation were also considered. High-resolution visible imagery was used to quickly identify these regions. Once candidate lists of possible targets had been formed, Landsat thermal band imagery of those locations was evaluated visually and quantitatively to determine how well the rest of the criteria were met. Based on this procedure, five candidate sites were selected. Two were in the Middle East, one on the shore of Oman and one on the shore of Yemen. Three sites were selected from the shoreline of Mauritania on the northwest coast of Africa. These were named Western Sahara 1, 2 and 3 and were three different locations in the same Landsat Worldwide Reference System (WRS-2) path/row. The locations of these sites are shown in Figure 7 . Landsat 8 TIRS thermal images of these sites are shown in Figure 8 . Note that these images are oriented in the north-south direction for cross-track MTF estimation, with the exception of the Yemen test site. This site is oriented in the east-west direction for along-track PSF/MTF estimation, but has been rotated 90° in the figure for easy comparison with the other sites. As displayed in Figure 8 , these images have been resampled to 30-m resolution by the Landsat Ground Processing System and obtained from the USGS EROS archive as the standard Level 1T product. Although it is somewhat difficult to see in Figure 8 , the water regions at each test site are very uniform and repeatable spatially with warmer water near the shore and cooler water farther from shore. On the land side, good thermal spatial uniformity is present, but there is some variability that can affect the accurate estimation of PSF in the tail region of the curve. The number of available scenes from each site, as well as the time period of the scenes, is listed in Table 1 . 
Processing Steps
The approach used to estimate the PSF/MTF of the TIRS sensor is essentially the same as is typically used with edge targets [12] and is shown visually in Figure 9 . Figure 9a shows the original image, which is 50 pixels by 50 pixels in size in L1T (standard product) format with the pixel size resampled to 30 m. Each row is extracted, and its profile is shown in Figure 9b . The first step is to identify, with sub-pixel accuracy, the exact location of the edge. There are several ways to do this, but one of the most effective is to fit a Fermi function to the data, as was done with the pre-launch analysis. While the Fermi function is not a perfect fit to the entire profile, it tends to faithfully follow the data in the steepest portion of the curve, which is where the edge is located. The equation for a modified Fermi function is:
where d represents the mean value on the dark side of the edge, b is the mean value on the bright side, s represents the slope of the edge and e is the actual edge position. Because of the nature of the edge that is being used, it was necessary to modify the Fermi function by adding a linear term, gx. This is necessary because the temperature on either side of the land/water boundary is not constant, but changes in a roughly linear fashion as the distance from the edge increases. That is, the water becomes colder farther from the edge, and the land becomes warmer farther from the edge. The modified Fermi function is fit to the data using a least squares algorithm. Once this is done, the edge profiles can be aligned based on the estimated location of the edge, as shown in Figure 9c , to obtain the edge spread function. This figure indicates the excellent alignment of the data, very uniform water gradually becoming colder farther from shore, and the amount of variability that is common on the land (bright) side of the edge. The ESF data are then normalized by subtracting out the linear portion of the modified Fermi model and scaled from zero to unity by dividing by the height of the edge (b-d). An example of the resulting data is shown in Figure 10a .
(e) (f) Figure 10 . Cont. Once the edge profile has been established, the data were filtered to remove noise and to also provide uniform horizontal sampling. A Savitzky-Golay filter was used to accomplish this task and was modified so that it could accept data that were non-uniformly sampled [17] . In this implementation, a third order polynomial was applied to a window of data that spanned 10 pixels. The filter was incremented with a step size of 0.05 pixels to produce 20 uniformly-spaced data points for each pixel.
The last step in the processing is the differentiation of the edge spread function to obtain the PSF. This was accomplished by simply using first differences, and the result is illustrated in Figure 10b . As shown in the figure, the data indicate a fairly symmetric PSF with good signal-to-noise characteristics. For comparison purposes, a Gaussian curve is also fit to the data. 
Results and Discussion
Pre-Launch
A total of 26 spatial datasets were collected during TVAC testing, covering locations on each band of all three SCAs to sample the entire FOV. Several locations were subject to repeated measurements with slightly different steering mirror configurations to verify the reproducibility of the results. An example normalized edge response typical of the analysis performed is seen in Figure 6 . It is evident that the analysis produces a smooth, well-sampled edge response curve with low noise. The blue horizontal dashed lines indicate the 0.4 and 0.6 edge points used to define the edge slope response. The red horizontal dashed lines denote the 0.1 and 0.9 edge points used to define the edge extent parameter. The other two sets of black dashed lines are for ripple and overshoot estimation. Table 2 lists the resulting edge slope response and edge extent for the 13 locations sampled for the 10.9-μm band. For this analysis, a pixel size of 100 m was used, so the edge slope is in units of 1/(100-m pixel). The pixel column/row values in Table 2 are the edge center points, as determined in the analysis (0.5 edge response point in Figure 3 ) The cross-track edge slope values range from 0.53 to 0.60, with a mean of 0.59 (σ = 0.02). The table lists the results in order of one edge of the FOV to the other cross-track, i.e., the middle of SCA-C is closest to nadir. It can be seen that there is a slight degradation in edge slope at both ends of the FOV. This is not unexpected. The along-track edge slope response displayed a wider range of values, from 0.46 to 0.56, with a mean of 0.53 (σ = 0.03). As the active detector region for each SCA of a given band was only 32 pixels along-track, there are less useable pixels in the tail after the edge signal has dropped near the background levels. The edge slope along-track retrievals are therefore slightly noisier due to this, as the Fermi function fitting process is more challenging. Similar to the cross-track edge slope values, the along-track values are lower at the extreme ends of the FOV. The edge extent values listed in Table 2 The main intent of the pre-launch spatial characterization was to assess instrument performance in terms of design requirements, which were stated in terms of the edge slope and edge extent. Consideration of on-orbit along-track effects, such as integration time blur, was not included in the analysis. The testing analysis results show that TIRS did not meet the spatial requirements of an edge slope > 0.7 and an edge extent < 150 m. However, modeling analysis using DIRSIG indicated no discernable loss of image quality and that no TIRS science objectives are compromised by not meeting the spatial response requirements [18] . A singular root cause for not meeting the challenging requirement for edge slope/extent has not been found at the time of the writing of this article. Optical modeling of the sensor, pre-launch test data and post-launch data are still being evaluated to understand the possible stray light issues better in the sensor itself, as well as from the CGSE system. 
Post-Launch
A sample edge response function result generated from the Oman test site is shown in first row of plots in Figure 10 . In this figure, the extent of the data was limited to ±30 pixels. The data, shown by red plus symbols, have been normalized as described in the previous section. Thus, they extend from nominally zero to one. Removal of the linear term in the modified Fermi model has resulted in fairly flat data on either side of the edge. However, it is also observed that there is significantly more noise on the warm/land side of the edge. Although additional noise will always be present on the land side of the boundary, it has little effect on the values obtained for edge slope and FWHM. This particular dataset, as well as all of the others in Figure 10 , is drawn from those dates that produced edge slope and FWHM values that are close to the mean for each test site.
A signal-to-noise ratio (SNR) was calculated for each of the edge spread functions that was generated [19] . Values for the Oman test site ranged from 30 to 60. Past experience suggests that SNR ≥ 100 is optimal for accurate PSF/MTF estimation, but that consistent estimates can be obtained from an SNR of 50 or greater [19] . The average SNR for the Oman site was 43. Figure 10b shows the corresponding PSF obtained for the same date from the Oman test site. These results indicate that the TIRS has a fairly symmetric PSF. As expected, the land side of the PSF shows more variability than the water side. The FWHM value for this site was 7.00 pixels based on the L1T product that has been resampled to a pixel ground sample distance (GSD) of 30 meters. In the native resolution of the TIRS satellite (GSD = 100 m), the FWHM becomes 210 meters. For the Oman site, the average FWHM over all test images was 212.1 m with an uncertainty of 7.5 m (k = 1). Figure 10 shows representative ESF and PSF estimates from all five test sites. Quick visual comparisons of the data can be made, suggesting qualitative advantages of one site over another. For example, the ESF from the test site Sahara 2 shows the largest amount of variability over the land region, while the Sahara 3 test site ESF shows the least amount. Conversely, on the water side of the edge, the Yemen example shows some residual decrease in temperature, which suggests that the linear portion of the modified Fermi model did not accurately represent the variability in the data. All of the PSF estimates show more noise on the land side of the edge and also suggest good symmetry. Noise levels at the base of the PSF curves prevent an appraisal of the presence of a slight amount of undershoot. On all example plots in Figure 10 , the edge slope is given for the ESF, and the corresponding FWHM is given for the PSF estimate.
Summary data for all test sites are shown in Table 3 . The Oman test site produced the smallest edge slope and the largest FWHM values and exhibits the least consistency in its estimates of FWHM. The other test sites, Yemen and the three Western Sahara sites, produced very consistent estimates (as indicated by low standard deviations) of FWHM, indicating consistent spatial quality performance for the TIRS sensor. The Western Sahara sites consistently produced very similar edge slope values. Edge slope estimates from all test sites exhibited very similar levels of uncertainty, as expressed by the standard deviation of the mean value (about ±0.03), with Western Sahara 3 much lower at 0.01. With respect to FWHM, the Western Sahara sites consistently produced the same value with a very low uncertainty of 2% (standard deviation divided by the mean) or less. It is surprising that the Yemen site produced the largest edge slope and smallest FWHM, because the orientation of the edge there is in the along-track direction and would have an additional blurring contribution due to the orbital motion of the sensor. Lastly, it is noted that SNR may not be a consistent indicator of PSF/MTF estimation performance. The lowest ranking sites for SNR are the Sahara 1 and 2 sites, yet they produce edge slope and FWHM estimates that are very similar to what was produced by the Sahara 3 site, which has much higher SNR. The highest ranking site for SNR is the Yemen site, which produces edge slope and FWHM estimates that are higher than Sahara 3, yet the average SNR values for the two sites are quite similar. However, the guideline of SNR >50 still seems to hold, in that Yemen and Sahara 3 produce the best overall estimates among all of the sites. Estimates obtained at the Yemen and Sahara 3 sites are likely the most accurate and exhibit the best precision among the three sites. Since these two sites lie in the along-track and across-track directions, they represent a complete set of sites for monitoring the PSF/MTF of the TIRS instrument. Secondly, all uncertainties with this measurement technique should tend to bias the spatial quality of the sensor to a value that is poorer than the true value. This assertion is driven primarily by the nature of the test sites. In all cases, the physical attributes of the test site are such that there exists some type of transition region from cooler to warmer temperatures that will necessarily increase the width of the ESF and decrease the spatial quality estimate. Other target features, such as the approximately linearly changing temperature far from the edge and the less than ideal SNR will also tend to decrease the edge slope or increase the FWHM. Lastly, the data used for this study are the standard L1T product produced at USGS EROS, and the resampling that is done for geometric registration will also cause a slight reduction in spatial quality. Thus, it is likely that the true TIRS edge slope and FWHM may be slightly better than what these estimates suggest.
Conclusions
Knowledge of the spatial quality of a remote sensing instrument is an important aspect in interpreting the on-orbit operational sensor images. The TIRS instrument underwent thorough TVAC testing during pre-launch. Assessing spatial quality was part of this testing and was focused on determining whether or not TIRS met the instrument design requirements. A methodology using the CGSE circular target was developed and used to derive the relative edge response of TIRS. It was found that TIRS did not meet the design requirements in terms of edge slope and edge extent. However, subsequent modelling analysis determined that there was no discernable loss of image quality and that no TIRS science objectives are compromised by not meeting the spatial response requirements. Post-launch, a method of estimating the spatial quality of on-orbit thermal sensors using naturally occurring targets has been developed. It is based largely on previous techniques using slant edge targets. The new contribution includes the use of naturally occurring shorelines that have large differences in land and water temperature as edge targets. These types of shorelines naturally occur in desert regions and can be found with the proper orientation, such that an oversampled edge spread function can be generated. By modifying the approximating function to account for changes in temperature as a function of distance from the edge, consistent estimates of the spatial quality of the sensor can be obtained. However, the precision and, likely, accuracy of the method is a significant function of the quality of the target being used. It is difficult to directly compare the edge slopes determined from pre-and post-launch, particularly since the postlaunch analysis was performed on the standard product produced by the Landsat Ground Processing System, but they do indicate that there is no significant change in spatial quality before and after launch. Cross-track edge slope pre-/post-launch estimates are 0.59 and 0.55, while along-track edge slope pre-/post-launch estimates are 0.53 and 0.58, respectively. These differences may reflect more the uncertainties in the estimation process and indicate that there is likely no degradation of the TIRS focus occurring during the launch and initial operation timeframe.
