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a b s t r a c t
This paper studies the optimization model of a linear objective function subject to a
system of fuzzy relation inequalities (FRI) with the max-Einstein composition operator. If
its feasible domain is non-empty, then we show that its feasible solution set is completely
determined by a maximum solution and a finite number of minimal solutions. Also, an
efficient algorithm is proposed to solve the model based on the structure of FRI path,
the concept of partial solution, and the branch-and-bound approach. The algorithm finds
an optimal solution of the model without explicitly generating all the minimal solutions.
Some sufficient conditions are given that under them, some of the optimal components of
the model are directly determined. Some procedures are presented to reduce the search
domain of an optimal solution of the original problem based on the conditions. Then
the reduced domain is decomposed (if possible) into several sub-domains with smaller
dimensions that finding the components of the optimal solution in each sub-domain is
very easy. In order to obtain an optimal solution of the original problem, we propose
anothermore efficient algorithmwhich combines the first algorithm, these procedures, and
the decomposition method. Furthermore, sufficient conditions are suggested that under
them, the problem has a unique optimal solution. Also, a comparison between the recently
proposed algorithm and the known ones will be made.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, the following mathematical model is considered:
Minimize Z (x) =
n∑
j=1
cj.xj, (1)
Subject to x ∈ X (A, B, d1, d2) := {x ∈ [0, 1]n|Aox ≥ d1 and Box ≤ d2} (2)
where cj ∈ R is the coefficient associated with the variable xj; A = [aij] and B = [bij] are m × n and l × n fuzzy relation
matrices with 0 ≤ aij, bij ≤ 1, respectively; d1 = [d11, . . . , d1m]T ∈ [0, 1]m and d2 = [d21, . . . , d2l ]T ∈ [0, 1]l; and the
operation ‘‘o’’ represents the max-Einstein composition operator.
Let n be the index set {1, . . . , n} for each positive integer number n. The constraint part of model (1) and (2) is to find a
set of solution vectors x ∈ [0, 1]n such that
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Maxj∈n
{
aij.xj
2− (aij + xj − aij.xj)
}
≥ d1i , ∀i ∈ m,
Maxj∈n
{
bij.xj
2− (bij + xj − bij.xj)
}
≤ d2i , ∀i ∈ l.
(3)
Let x1 = [x1j ] and x2 = [x2j ] be two n-dimensional vectors. Define x1 ≤ x2 if and only if x1j ≤ x2j for all j ∈ n, where
x1, x2 ∈ X(A, B, d1, d2). A solution x ∈ X(A, B, d1, d2) is called the maximum solution if x ≤ x for all x ∈ X(A, B, d1, d2).
On the other hand, x ∈ X(A, B, d1, d2) is a minimal solution if ∀x ∈ X(A, B, d1, d2), where x ≤ x implies that x = x. A
solution x∗ ∈ X(A, B, d1, d2) is optimal for the problem (1) and (2) if Z(x∗) ≤ Z(x) for all x ∈ X(A, B, d1, d2). In this paper,
the notations x and x are specially applied to show the maximum and the minimal solutions of X(A, B, d1, d2).
It is not difficult to see that fuzzy relation equations (FRE) can also be viewed as fuzzy relation inequalities (FRI).
Consequently, FRE can be seen as a special case of FRI. FRE, FRI, and the problems related to them have been studied by
many researchers since the resolution of FRE was proposed in [1] in 1976 (see for instance, Refs. [2–42,1,43–55,57]).
1.1. Applications of FRE and FRI
Applications of FRE, FRI, and the problems related to them can be seen in many areas, for instance, fuzzy decision-
making, fuzzy symptom diagnosis, and especially fuzzy medical diagnosis [6,21,28,39,55]. The theory and applications of
FRE developed up to 1989were well documented in [8] in the first monograph on this issue. Themost recent monograph on
fuzzy relational equations and their applications is due to Peeva and Kyosev [42]. Good overviews can also be found in [9,
12,13,24,40,41,55].
1.2. Relevant literature review and motivations
The problem of minimizing a linear objective function subject to a consistent system of max–min equations was first
investigated by Fang and Li [10] in 1999. It was shown that this problem can be decomposed into two sub-problems by
separating the negative and non-negative coefficients of the objective function, both of which are subject to the same
constraints. The objective function with negative coefficients assumes its optimum at the maximum solution while the
objective function with non-negative coefficients assumes its optimum at one of the minimal solutions which can be
determined by a 0–1 integer programming problem. This 0–1 integer programming problem is solved by the branch-and-
bound method with jump-tracking technique.
Wu et al. [51] considered Fang and Li’s model. They enhanced Fang and Li’s method by providing an efficient procedure
that visitsmuch fewer nodes in the solution tree than that of Fang and Li’s procedure.Wu and Guu [52] proposed a necessary
condition for an optimal solution to exist. Three rules for simplifying thework of computing an optimal solution are provided
based on this necessary condition.
A more generalized case of Fang and Li’s model in which the constraints are max–min fuzzy relation inequalities was
considered in [56]. The optimization problemwith one linear objective function and finitely many fuzzy relation inequality
constraints is abbreviated as OLOFRIC. In the literature, anOLOFRIC problem is solved by converting it into two sub-problems
according to the negative and non-negative coefficients in the objective function with the same constraints. These two sub-
problems have their optimal values at themaximal point and one of theminimal points of the feasible domain, respectively.
Since the feasible domain has a unique maximal point and finitely manyminimal points, the knownmethods need to verify
every minimal point of the feasible domain to obtain an optimal solution.
In order to determine the minimal points of the feasible domain, we should firstly find its quasi-minimal solutions using
the set of all the FRI paths of the inequalities (3). Then its minimal solutions can be determined by pairwise comparison
of those quasi-minimal solutions. Wang et al. [45] showed that when the components of vector d1 satisfy the condition
d11 > d
1
2 > · · · > d1m, the set of all the quasi-minimal solutions of FRI (3) with the max–min composition is equal to its
set of all the minimal solutions. Zhang et al. [56] designed an algorithm to solve the problem (1) and (2) with the max–min
composition under Wang et al.’s condition. Also, Guo and Xia [14] presented a necessary condition of optimality for this
problemwith themax–min composition. They proposed an algorithm to solve the problembased on the necessary condition
and Wang et al.’s condition.
Unfortunately,Wang et al.’s condition for themax-Einstein composition is not true in a general case. For some large scale
problems with this composition, too many quasi-minimal points have to be verified. This is a huge work. This suggests that
generating all the minimal solutions of FRI is very difficult. Thus, designing an algorithm for determination of an optimal
solution of the second sub-problem without explicitly generating all the quasi-minimal points is motivated.
Loetamonphong and Fang [25] studied Fang and Li’smodel with themax-product composition and they introduced some
procedures to reduce the problem. They also decomposed the reduced problem into several sub-problems with smaller
dimensions and solved them by the branch-and-bound method.
Loetamonphong and Fang’s decomposition procedure is very interesting and useful to reduce the search domain of an
optimal solution. We are interested the question of whether the procedure is true to the problem (1) and (2) or not. Thus
the study of the topic is motivated.
2092 A.A. Molai / Journal of Computational and Applied Mathematics 233 (2010) 2090–2103
Guu and Wu [15] identified a necessary condition for an optimal solution of Loetamonphong and Fang’s model in terms
of the maximum solution derived from fuzzy relational equations constraints. This necessary condition provides that each
component of an optimal solution is either zero or the corresponding component’s value of the maximum solution. Also,
three rules for simplifying the work of computing an optimal solution are provide based on this necessary condition. The
othermotivation is studying correctness of some these rules for the problem (1) and (2) (exactly Guu andWu’s Rules 1 and 2).
1.3. The main works of the present paper
In this paper, using the following points (1) the special structure of quasi-minimal solutions generated by the FRI paths
of the inequalities (3), (2) the concept of partial solution, and (3) the branch-and-bound approach, an algorithm is proposed
to solve the problem (1) and (2) without generating all the quasi-minimal solutions of FRI (3). Then we show Guu andWu’s
Rules 1 and 2 [15] are true to reduce the size of the problem (1) and (2) in Theorems 4 and 5. Rule 1 has been employed
in [25], previously. Also a new rule is proposed to reduce the size of the problem (1) and (2) in Corollary 1. These rules fix as
many as possible the components of an optimal solution of the problem (1) and (2). In Theorems 6 and 7, and Corollary 2,
some sufficient conditions are suggested that under them, the problem (1) and (2) has a unique optimal solution. The
optimal solution is explicitly determined in the theorems and the corollary. Third, we show that Loetamonphong and Fang’s
decomposition procedure is true to the problem (1) and (2) in Section 5. Finally, in order to find an optimal solution of the
original problem (1) and (2), we propose an efficient algorithm which combines the above algorithm, the reduction rules,
and the decomposition procedure.
1.4. Organization of the paper
This paper is organized as follows. Section 2 studies the effect of the cost vector and shows that the problem (1) and (2)
can be divided into two parts; one with non-negative cost coefficients and the other with negative cost coefficients. Also,
its set of all the feasible solutions is completely determined. Section 3 presents an algorithm to solve the problem (1) and
(2) using the special structure of quasi-minimal solutions of FRI (3), the concept of partial solution, and the branch-and-
bound method. Section 4 introduces some procedures to reduce the size of the original problem (1) and (2). Also, some
sufficient conditions are given that under them, the problem (1) and (2) has a unique optimal solution. Section 5 presents
some considerations to decompose the search region of an optimal solution of the original problem into several search
regions with smaller dimensions. Another more efficient algorithm is proposed that combines the above algorithm, the
reduction procedures, and the decomposition procedure. The algorithm is outlined and illustrated by an example. Finally, a
comparison between the proposed algorithm and the known methods will be made.
2. Two sub-problems of model (1) and (2) and fuzzy relation inequalities
Zhang et al. [56] showed that an optimal solution for themodel (1) and (2)with themax–min composition canbe obtained
from two sub-problems,which are formedby separating thenegative andnon-negative coefficients in the objective function.
It is shown that solving the problem (1) and (2) is equivalent to solving the sub-problems.
Consider the following two problems:
Minimize Z1 (x) =
n∑
j=1
c+j .xj,
Subject to x ∈ X (A, B, d1, d2) := {x ∈ [0, 1]n|Aox ≥ d1 and Box ≤ d2} , (4a)
and
Minimize Z2 (x) =
n∑
j=1
c−j .xj,
Subject to x ∈ X (B, d2) := {x ∈ [0, 1]n|Box ≤ d2} , (4b)
where
c+j =
{
0 if cj < 0
cj if cj ≥ 0 and c
−
j =
{
cj if cj < 0,
0 if cj ≥ 0, ∀j = 1, . . . , n.
Furthermore, cj = c+j +c−j , ∀j = 1, . . . , n. Let x∗ and x∗ be optimal solutions of the sub-problems (4a) and (4b), respectively.
A new vector x∗ = (x∗1, . . . , x∗n)T is now defined by
x∗j =
{
x∗j , cj ≥ 0,
x∗j , cj < 0,
∀j = 1, . . . , n. (5)
Then we have the following theorem.
A.A. Molai / Journal of Computational and Applied Mathematics 233 (2010) 2090–2103 2093
Theorem 1. The x∗ defined in (5) is an optimal solution of the problem (1) and (2).
Proof. It is obvious that the maximum solution of the set X(A, B, d1, d2)must be the maximum solution of the set X(B, d2).
Thus, if the solution set X(A, B, d1, d2) is not empty, then the sub-problem (4b) is equivalent to
Minimize Z2 (x) =
n∑
j=1
c−j · xj,
Subject to x ∈ X (A, B, d1, d2) := {x ∈ [0, 1]n|Aox ≥ d1 and Box ≤ d2} .
Let x∗ and x∗ be the optimal solutions of the sub-problems (4a) and (4b), respectively. Then for any x ∈ X(A, B, d1, d2), we
have
Z
(
x∗
) = n∑
j=1
cj.x∗j =
n∑
j=1
c−j .x
∗
j +
n∑
j=1
c+j .x
∗
j ≤
n∑
j=1
c−j .xj +
n∑
j=1
c+j .xj =
n∑
j=1
cj.xj = Z (x) .
Therefore, x∗ is an optimal solution of the problem (1) and (2). 
In the following, the structure of the feasible domain of the problem (1) and (2), i.e., the solution set of FRI (3) will be
investigated. Czogala and Predrycz [6] first gave the structure of the solution set of FRE. The algorithm for solving FRI was
given in [45]. Generally speaking, the solution set of an FRI problem is determined by a uniquemaximal solution and finitely
many minimal solutions. We know from Theorem 1 that the problem (1) and (2) can be solved by solving the sub-problems
(4a) and (4b), respectively. Since the objective function of the sub-problem (4b) ismonotone decreasing, the optimal solution
of the sub-problem (4b) must be the maximum point of the feasible domain, i.e., the maximum solution of the set X(B, d2).
Similarly, since the objective function of the sub-problem (4a) is monotone increasing, there exists a minimal point of the
feasible domain is one of its optimal solutions. Therefore, to solve the problem (1) and (2), it is necessary to obtain the
maximum solution and minimal solutions of the inequalities (3). Hence, we pay our attention on finding the maximum
solution and the minimal solutions of FRI (3) below.
Similarly to [14], if the solution set of FRI (3) is not empty, then themaximum solution can be computed by the following
relation:
xj =
l∧
i=1
{ (
2− bij
)
d2i
bij + d2i − bijd2i
∣∣∣∣∣ d2i ≤ bij
}
, j = 1, . . . , n.
In the above relation, if d2i = bij = 0, then we define (2−bij)d
2
i
bij+d2i −bijd2i
= 1. Compared with computing the maximum solution, we
know that obtaining the minimal solutions of FRI (3) is more difficult. We consider below the method to obtain the minimal
solutions of FRI (3) in details. Some concepts and theorems related to the minimal solutions are firstly given.
Let xbe themaximumsolution of fuzzy relation inequalityBox ≤ d2. ThematrixC = (cij)m×n is called an FRI characteristic
matrix of the inequalities (3), where
cij =
{
1 xj
(
aij + d1i − aijd1i
) ≥ (2− aij) d1i ,
0 otherwise.
Define a series of index sets by Ji = {j|cij = 1}, i = 1, . . . ,m.
Definition 1. A vector p = (p1, . . . , pm) is called an FRI path of the inequalities (3) if p ∈∏mi=1 Ji. Denote P the set of all the
FRI paths of the inequalities (3).
Then we have the following theorem.
Theorem 2. The solution set of FRI (3) is not empty if and only if every row of the FRI characteristic matrix C has at least one
non-zero component.
Proof (Sufficiency). Suppose that every row of C has at least one non-zero component. For any i ∈ m, there exists some ji
such that ciji 6= 0. Define p = (p1, . . . , pm) by pi = ji, i = 1, . . . ,m, and compute xp = (xp1, . . . , xpn)T by
xpj =
m∨
i=1
{ (
2− aij
)
d1i
aij + d1i − aijd1i
∣∣∣∣∣ pi = j
}
, j = 1, . . . , n.
Note that in this relation if aij = d1i = 0, then we define (2−aij)d
1
i
aij+d1i −aijd1i
= 0. For any j satisfying xpj 6= 0, there exists ij such
that xpj =
(2−aij j)d1ij
aij j+d1ij−aij jd
1
ij
and pij = j. This implies that xpj =
(2−aij j)d1ij
aij j+d1ij−aij jd
1
ij
≤ xj, j = 1, . . . , n. Thus, xp solves Box ≤ d2. For any
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j ∈ n, one has xpj = ∨mk=1
{
(2−akj)d1k
akj+d1k−akjd1k
∣∣∣ pk = j} ≥ (2−aij)d1iaij+d1i −aijd1i where pi = j. Hence, ∨nj=1
(
aijx
p
j
2−(aij+xpj −aijxpj )
)
≥ d1i . It follows
that Aox ≥ d1. Consequently, one has that xp is a solution of the inequalities (3).
(Necessity) Suppose the solution set of the inequalities (3) is not empty. If there exists a row of C , say the ith row, whose
components are all zero, then xj(aij + d1i − aijd1i ) < (2− aij)d1i , j = 1, . . . , n, i.e., aijxj2−(aij+xj−aijxj) < d1i , j = 1, . . . , n. Since an
arbitrary solution x0 of Box ≤ d2 must satisfy x0 ≤ x, one has x0j (aij + d1i − aijd1i ) < (2− aij)d1i , for any j ∈ n. Consequently,
Aox0 < d1. This implies that the solution set of the inequalities (3) is empty. This contradicts the assumption that the solution
set of FRI (3) is not empty. 
Theorem 3. Suppose that the solution set of FRI (3) is not empty. Let p ∈ P be an FRI path of the inequalities (3) and x be the
maximum solution of FRI (3). Define xp = (xp1, . . . , xpn) by
xpj =
m∨
i=1
{ (
2− aij
)
d1i
aij + d1i − aijd1i
∣∣∣∣∣ pi = j
}
, j = 1, . . . , n.
Then the solution set of FRI (3) is S =⋃p∈P{x|xp ≤ x ≤ x}.
Proof. Let x is an arbitrary solution of FRI (3). Then x satisfies the inequality Box ≤ d2 and hence x ≤ x. On the other hand,
x also satisfies the inequality Aox ≥ d1. Thus, for any i ∈ m, the following inequality holds,
n∨
j=1
(
aijxj
2− (aij + xj − aijxj)
)
≥ d1i .
Then there exists some ji such that
aiji xji
2−(aiji+xji−aiji xji )
≥ d1i . Let qi = ji and Qi = {q1, . . . , qi−1}, i = 1, . . . ,m. Define an FRI
path p = (p1, . . . , pm) by
pi =
{
qi Ji ∩ Qi = ∅,
0 otherwise.
Thus, for any j ∈ n, one has
xj ≥
m∨
i=1
{ (
2− aij
)
d1i
aij + d1i − aijd1i
∣∣∣∣∣ qi = j
}
≥
m∨
i=1
{ (
2− aij
)
d1i
aij + d1i − aijd1i
∣∣∣∣∣ pi = j
}
= xpj .
Therefore, one has that x ∈ S.
To complete the proof, we prove that for any p ∈ P , xp is a solution of the inequalities (3). For any i, one has that
xppi = ∨mk=1
{
(2−akpk )d1k
akpk+d1k−akpk d1k
∣∣∣∣ pk = pi} ≥ (2−aipi )d1iaipi+d1i −aipi d1i and hence ∨nj=1
(
aijx
p
j
2−(aij+xpj −aijxpj )
)
≥ d1i . Therefore, the inequality
Aoxp ≥ d1 holds. With attention to definition xp, for any j ∈ n, there exists some kj such that xpj =
(2−akjj)d1kj
akjj+d1kj−akjjd
1
kj
and
pkj = j. Since
xjakjj
2−(akjj+xj−akjjxj)
≥ d1kj or equivalently xj ≥
(2−akjj)d1kj
(akjj+d1kj−akjjd
1
kj
)
, one has xpj ≤ xj, j = 1, . . . , n, i.e., xp ≤ x. This implies
that xp solves the inequality Box ≤ d2.
Since the solution set is not empty, xmust be one of the solutions. Therefore, we conclude that S is the solution set of the
inequalities (3). The proof is completed. 
From the above theorem, we conclude that for any p ∈ P , xp is a solution of the inequalities (3). We call xp a quasi-
minimal solution of the inequalities (3). Theorem 3 also shows that X ⊆ {xp|p ∈ P} where X denotes the set of all the
minimal solutions of the inequalities (3).
3. A new algorithm for solving problem (4a)
In this section, a new algorithm is proposed to solve the problem (4a) without generating all the quasi-minimal solutions
of FRI (3). Indeed, the algorithm is based on: (1) the special structure of quasi-minimal solutions of FRI (3) described in
Theorem 3, (2) the concept of partial solution, and (3) the branch-and-bound approach. We will express the definition of
partial solution before we present the main idea of the algorithm.
Definition 2. When only some decision variables, in vector x, are assigned some values, then the vector will be called a
Partial Solution (PS). In the partial solution, the decision variables with assigned values are called fixed variables and the
other variables are called free variables.
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Now, we are ready to express the main idea of the algorithm. To do this, n PSs are firstly considered as follows:
(1) For each j ∈ n, PS(j) is denoted by vector x(j) = (x(j)1 , . . . , x(j)n )T.
(2) In the beginning, PS(j), for each j ∈ n, has only one fixed variable as: x(j)j := ∨mi=1
{
(2−aij)d1i
aij+d1i −aijd1i
∣∣∣ cij = 1}. The other
variables are free and the objective value of the problem (4a) is computed for each PS(j) (the free variables have zero
values).
(3) One matrix is considered as C j := C , for each PS(j), where j ∈ n. In duration of the implementation of the algorithm, the
operations associated with PS(j) are done in the matrix C j.
The algorithm firstly computes the objective value for each PS. Then, the algorithm selects their minimum value. The PS
corresponding to the minimum value, say PS(r), is chosen as a candidate and the following rows and columns are deleted
from the matrix C r = (crij)m×n associated with PS(r) (deletion operations) as follows.
(1) The column r because x(r)r := ∨mi=1
{
(2−aij)d1i
aij+d1i −aijd1i
∣∣∣ crij = 1} and x(r)r becomes fixed.
(2) The rows i that crir = 1 because x(r)r would not be assigned any value, again.
(3) These columns that all their non-zero values were removed.
Since these columns have no effect on computing x(r), so the variables corresponding with those columns are assigned zero
value.
When all the constraints of the problem (4a) are satisfied or all rows are removed from one of the matrices,
the algorithm terminates. If all the constraints are not satisfied, then we will go to a next level by fixing one
of the free variables of PS(r), say x(r)r1 , by assigning the value ∨i∈m′
{
(2−aij)d1i
aij+d1i −aijd1i
∣∣∣ crij = 1 where j ∈ n′}, where m′ =
{1, . . . ,m} − {i|row i has been removed} and n′ = {1, . . . , n} − {j|column j has been removed}, to x(r)r1 such that
c+r1x
(r)
r1 = minj∈n′
{
c+j ×∨i∈m′
{
(2−aij)d1i
aij+d1i −aijd1i
∣∣∣ crij = 1 where j ∈ n′}} (transfer operation to a next level). So, x(r)r1 =
∨i∈m′
{
(2−air1 )d1i
air1+d1i −air1 d1i
∣∣∣∣ crir1 = 1} is set and its objective function value associated with PS(r) is updated. Then, the objective
values of the PSs are compared. If the objective function value of the recent candidate is better than the other objective
functions values of the PSs, then the deletion operations and the transfer operation to a next level will be iterated from the
recent candidate PS, respectively. Otherwise, the two operations will be iterated for a PS(k) where PS(k) is corresponding
to the minimum of objective functions values of the PSs. The above processes are continued until the termination condition
of the algorithm is provided for one arbitrary PS.
Based on this built theory, an algorithm is proposed to find an optimal solution of the problem (4a). This algorithm is
done on the matrix C = (cij)m×n.
Algorithm 1. It is necessary to illustrate two points here. In step 7, the ‘‘Final(t(r))’’ term finds the newest value of t(r) in the
partial solution r and the ‘‘temp := (Final(t(r))(if exist), (otherwise) k)’’ term is equivalent to ‘‘If there exists a value for t(r)
in the partial solution r , then we will put temp := Final(t(r)). Otherwise, temp := k is put’’. Now, we are ready to present
the algorithm.
(1) Let n := {1, 2, . . . , n},mj := {1, 2, . . . ,m}, nj := {1, 2, . . . , n}, and zj = c+j ×∨mi=1
{
(2−aij)d1i
aij+d1i −aijd1i
∣∣∣ cij = 1}, for each j ∈ n.
If there exist no non-zero component in one column j0, then wewill put x∗j0 = 0. Remove the sets nj, for each j ∈ {j ∈ n |
there is no non-zero component in the column j}. Let n := n− {j ∈ n|there is no non-zero component in the column j}
and nj := n, for each j ∈ n.
(2) Choose r such that zr = min{zj|j ∈ n}. Let temp := r and x(r)r := ∨mi=1
{
(2−air )d1i
air+d1i −aird1i
∣∣∣ cir = 1}. Hence, x(r)r becomes fixed.
(3) Select all the cells (i, temp) that cri,temp = 1. Actually, we let p(r)i := temp, for an i ∈ m that (i, temp) is selected.
(4) Letmr := mr−{i|all the cells(i, temp)were selected in step 3} andnr := nr−[{temp}∪{the columns j that their cells of
crij = 1 were removed}].
(5) If mr = ∅, then vector x(r), with its fixed variables and its free variables with zero value, is an optimal solution of the
problem (4a) and stop!
(6) Let t(r) := Argj∈nr
(
minj∈nr
{
c+j ×∨i∈mr
{
(2−aij)d1i
aij+d1i −aijd1i
∣∣∣ crij = 1}}), x(r)t(r) := ∨i∈mr { (2−ait(r) )d1iait(r)+d1i −ait(r) d1i
∣∣∣∣ crit(r) = 1}, and zr :=
zr + c+t(r)x(r)t(r) .
(7) Compute z := min{zj|j ∈ n}.
(7-1) If z = zr , then let temp := Final(t(r)).
(7-2) If z = zk, for one k 6= r , then let r := k and temp := (Final(t(r))(if exist), (otherwise) k). If temp = k, then
x(r)temp := ∨mi=1
{
(2−ai,temp)d1i
ai,temp+d1i −ai,tempd1i
∣∣∣ cri,temp = 1}.
(8) Go to step 3.
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Now, we illustrate the algorithm with the following example.
Example 1. Consider the following problem.
Minimize z = 2x1 + x2 + 3x3 + 4x4 + 6x5,
Subject to Aox ≥ d1,
Box ≤ d2,
0 ≤ xj ≤ 1, j = 1, . . . , 5,
where x = (x1, x2, x3, x4, x5)T, d1 = (0.6, 0.5, 0.4, 0.65, 0.7)T, d2 = (0.45, 0.6, 0.24)T,
A =

0.8 0.7 0.5 0.34 0.9
0.7 0.88 0.2 0.76 0.34
0.55 0.94 0.15 0.81 0.8
0.65 0.54 0.65 0.9 0.9
0.4 0.23 0.78 1 0.88
 , and B =
(0.54 0.6 0.3 0.64 0.16
0.66 0.7 0.25 0.82 0.65
0.34 0.44 0.56 0.72 0.23
)
.
In this example, the characteristic matrix is as follows:
C =

1 0 0 0 1
0 1 0 0 0
0 1 0 0 1
0 0 0 0 1
0 0 0 0 1
 .
Now, we are ready to solve this example by Algorithm 1. Since each row of the matrix C has at least one non-zero
component, according to Theorem 2, the feasible solution set of this problem is not empty. The maximum solution of the
solution set is as x = (0.8, 0.65, 0.52, 0.39, 0.94)T.
Iteration 1:
In step 1, let n = {1, 2, 3, 4, 5},mj = {1, 2, 3, 4, 5}, and nj = {1, 2, 3, 4, 5}, for each j ∈ n. Also, compute z1 = 2×0.78 =
1.56, z2 = 1 × 0.55 = 0.55, z3 = 3 × 0 = 0, z4 = 4 × 0 = 0, and z5 = 6 × 0.79 = 4.74. Since there exist no non-zero
component in two columns 3 and 4, x∗3 = x∗4 := 0 is put and two columns 3 and 4 are deleted. The sets n and nj, for j = 1, 2, 5,
are updated, i.e., n = nj := {1, 2, 5}, for j = 1, 2, 5, and nj, for j = 3, 4, are deleted. In step 2, since z2 = min{zj|j ∈ n},
we put r := 2. Let temp := 2, and x(2)2 := 0.55. Thus, x(2)2 becomes fixed. In step 3, cells (2, 2), and (3, 2) are selected. Let
p(2)2 = p(2)3 := 2. In step 4, let m2 := {1, 4, 5} and n2 := {1, 5}. In step 5, since m2 6= ∅, we go to step 6. In step 6, t(2) := 1,
x(2)
t(2)
= x(2)1 := 0.78, and z2 := 0.55 + 1.56 = 2.11. In step 7, z = min{zj|j ∈ n} = z1. Therefore, k = 1 6= r = 2. Hence,
r := 1 and temp := 1. Since temp = k, then x(1)1 := 0.78. Go to step 3.
Iteration 2:
In step 3, cell (1, 1) is selected. Hence, p(1)1 := 1. In step 4, letm1 := {2, 3, 4, 5} and n1 := {2, 5}. In step 5, sincem1 6= ∅,
go to step 6. In step 6, let t(1) := 2, x(1)
t(1)
= x(1)2 := 0.55, and z1 := 1.56 + 0.55 = 2.11. In step 7, min{zj|j ∈ n} = z1 = z2.
We arbitrarily select z = min{zj|j ∈ n} = z1. Therefore, temp := Final(t(1)) = 2. Go to step 3.
Iteration 3:
In step 3, cells (2, 2) and (3, 2) are selected. Hence, p(1)2 = p(1)3 := 2. In step 4,m1 := {4, 5} and n1 := {5}. In step 5, since
m1 6= ∅, go to step 6. In step 6, t(1) := 5, x(1)t(1) = x(1)5 := 0.79, and z1 := 2.11+4.74 = 6.85. In step 7, z := min{zj|j ∈ n} = z2.
Since k = 2 6= r = 1, we put r := 2 and temp := 1. Since temp 6= k, go to step 3.
Iteration 4:
In step 3, cell (1, 1) is selected. Hence, p(2)1 := 1. In step 4,m2 := {4, 5} and n2 := {5}. In step 5, sincem2 6= ∅, go to step
6. In step 6, t(2) := 5, x(2)
t(2)
= x(2)5 := 0.79, and z2 := 2.11 + 4.74 = 6.85. In step 7, z := min{zj|j ∈ n} = z5. Therefore,
k = 5 6= r = 2. Hence, r := 5 and temp := 5. Since temp = k, x(5)5 := 0.79 is put. Go to step 3.
Iteration 5:
In step 3, cells (1, 5), (3, 5), (4, 5), and (5, 5) are selected. Hence, p(5)1 = p(5)3 = p(5)4 = p(5)5 := 5. In step 4, m5 := {2} and
n5 := {2}. In step 5, since m2 6= ∅, go to step 6. In step 6, t(5) := 2, x(5)t(5) = x(5)2 := 0.6, and z5 := 4.74+ 1× 0.6 = 5.34. In
step 7, z := min{zj|j ∈ n} = z5. Therefore, temp := 2. Go to step 8.
Iteration 6:
In step 3, cell (2, 2) is selected. Hence, p(5)2 := 2. In step 4,m5 := ∅ and n5 := ∅. In step 5, sincem5 = ∅, we put x(5)1 := 0,
x(5)2 := 0.6, x(5)3 = x(5)4 := 0, and x(5)5 := 0.79. Therefore, x∗ = x(5) = (0, 0.6, 0, 0, 0.79)T and p∗ = p(5) = (5, 2, 5, 5, 5). 
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4. Problem (4a) reduction and sufficient conditions for uniqueness of the optimal solution of problem (4a)
In this section, some theorems are presented to reduce the size of the problem (4a). Applying these theorems, some of the
x∗i ’s of optimal of the problem (4a) can be determined immediately without solving the problem (4a). Then, some sufficient
conditions are stated that under them, the problem (4a) has a unique optimal solution and the optimal solution is explicitly
determined. At first, it is necessary to recall that the notation A ⊂ B, for two sets A and B, is equivalent to A ⊆ B and A 6= B.
We now define the matrixM = (mij)m×n as follows:
mij =
cj ×
(
2− aij
)
d1i
aij + d1i − aijd1i
if xj ≥
(
2− aij
)
d1i
aij + d1i − aijd1i
,
∞ otherwise.
(6)
Also, define Ij = {i|mij <∞}, for each j ∈ n. We suppose that X(A, B, d1, d2) 6= ∅ in the following theorems and corollaries.
In the following theorem, we show that Guu and Wu’s rule 1 [15] for the problem (4a) is true.
Theorem 4. If, for some j1, j2 ∈ n, maxi∈m{mij1 |mij1 < ∞} ≤ maxi∈m{mij2 |mij2 < ∞} and Ij1 ⊇ Ij2 , then for any optimal
solution x∗ = (x∗1, . . . , x∗n)T of the problem (4a), we have: x∗j2 = 0.
Proof. Let xj1 and xj2 be the associated variables of Ij1 and Ij2 , respectively. Due to Ij2 ⊆ Ij1 and maxi∈m{mij1 |mij1 < ∞} ≤
maxi∈m{mij2 |mij2 < ∞}, xj1 is feasible in the constraints in which xj2 is feasible as well. Hence, to minimize the objective
value, we simply set x∗j2 = 0. Note that with x∗j2 = 0, the feasibility of the problem can be maintained. 
The following theorem also shows that the rule employed in [25] is true for the problem (4a)with an additional condition.
Theorem 5. If, for some i0 ∈ m, there exists j0 ∈ n such that (1) |Ji0 | = 1 and Ji0 = {j0}, and (2)
(2−ai0 j0 )d1i0
ai0 j0+d1i0−ai0 j0 d
1
i0
≥ (2−aij0 )d1i
aij0+d1i −aij0 d1i
,
for each i ∈ Ij0 , then for any optimal solution x∗ = (x∗1, . . . , x∗n)T of the problem (4a), we have: x∗j0 =
(2−ai0 j0 )d1i0
ai0 j0+d1i0−ai0 j0 d
1
i0
.
Proof. Since Ji0 = {j0} and
(2−aij0 )d1i
aij0+d1i −aij0 d1i
≤ (2−ai0 j0 )d
1
i0
ai0 j0+d1i0−ai0 j0 d
1
i0
, for each i ∈ Ij0 , then for each FRI path P = (p1, . . . , pm), xPj0 =
∨mi=1
{
(2−aij0 )d1i
aij0+d1i −aij0 d1i
∣∣∣∣ pi = j0} = (2−ai0 j0 )d1i0ai0 j0+d1i0−ai0 j0 d1i0 . Therefore, for any optimal solution x∗, we have: x∗j0 = (2−ai0 j0 )d
1
i0
ai0 j0+d1i0−ai0 j0 d
1
i0
. 
The following corollaries are direct results of Theorem 5.
Corollary 1. If there exists an t ∈ n such that It 6= ∅ and for each s ∈ n − {t}, It ∩ Is = ∅, then for each optimal solution
x∗ = (x∗1, . . . , x∗t , . . . , x∗n)T of the problem (4a), we have: x∗t = ∨mi=1
{
(2−ait )d1i
ait+d1i −aitd1i
∣∣∣ cit = 1}.
Corollary 2. If the problem (4a) satisfies in the following conditions: (1) For each t ∈ n, It 6= ∅, and (2) for each t, s ∈ n, It ∩ Is =
∅, then the problem (4a)will have only one optimal solution x∗ = (x∗1, . . . , x∗n)T where x∗j = ∨mi=1
{
(2−aij)d1i
aij+d1i −aijd1i
∣∣∣ cij = 1} ,∀j ∈ n.
The following theorem presents sufficient conditions for uniqueness of the optimal solution of the problem (4a).
Theorem 6. If there exists an t ∈ n such that (1)⋃nj=1,j6=t Ij ⊂ It , and (2) ∃i0 ∈ It −⋃nj=1,j6=t Ij, such that (2−ai0t )d1i0ai0t+d1i0−ai0td1i0 ≥
(2−ait )d1i
ait+d1i −aitd1i
,∀i ∈ It , then the problem (4a) has only one optimal solution as x∗ = (x∗1, . . . , x∗n)T where
x∗j =

(
2− ai0j
)
d1i0
ai0j + d1i0 − ai0jd1i0
if j = t,
0 if j 6= t,
∀j ∈ n.
Proof. Since X(A, B, d1, d2) 6= ∅, we have It = m. On the other hand, for each k ∈ It−⋃nj=1,j6=t Ij, |Jk| = 1, especially |Ji0 | = 1,
i.e., Ji0 = {t}. Therefore, the assumptions of Theorem 5 are satisfied. According to Theorem 5, we have x∗t =
(2−ai0t )d1i0
ai0t+d1i0−ai0td
1
i0
.
Also, since It = m, with regard to the assumption of this theorem, x∗t is feasible in all the constraints as well. Hence, to
minimize the objective value, we simply set x∗j = 0, for each j 6= t . Thus, vector x∗ = (x∗1, . . . , x∗n)T is an optimal solution of
the problem (4a). Since
⋃n
j=1,j6=t Ij ⊂ It , x∗ is only optimal solution of the problem (4a). 
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Fig. 1. The decomposition of the search domain of an optimal solution of problem (4a).
Theorem 7 extends the sufficient conditions of Theorem 6 in a more general case.
Theorem 7. If there exist indices t1, . . . , tr ∈ n such that (1) ⋃nj=1,j6∈{t1,...,tr } Ij ⊂ It1 , . . . , Itr , and Itk = m, for each
k ∈ r, and (2) ∀k ∈ r, ∃ik ∈ Itk −
⋃n
j=1,j6∈{t1,...,tr } Ij such that
(2−aiktk )d1ik
aiktk+d1ik−aiktk d
1
ik
≥ (2−aitk )d1i
aitk+d1i −aitk d1i
, for each i ∈ Itk , then
the problem (4a) has only one optimal solution as x∗ = (x∗1, . . . , x∗tko , . . . , x∗n)T where ctk0 x∗tk0 = ∧
r
k=1{ctkxtk} that xtk =
∨mi=1
{
(2−aitk )d1i
aitk+d1i −aitk d1i
∣∣∣∣ citk = 1}, for each k ∈ r, and x∗j = 0, for each j 6= tk0 .
Proof. The Proof of this theorem is similar to that of Theorem 6. 
5. Decomposition of problem (4a)
In this section, we show that Loetamonphong and Fang’s decomposition method can be applied to the problem (4a). In
fact, wewill decompose the search region of an optimal solution of the problem (4a) into several search regionswith smaller
dimensions. To do this, we decompose (if possible) the set
∏m
i=1 Ji into several smaller sub-sets, say k sub-sets, as follows:
Λl =
∏
Ji∈Ωl
Ji whereΩl =
{
Ji
∣∣∣∣⋂
i∈m
Ji 6= ∅
}
, for l = 1, . . . , k, and Ωl ∩Ωl′ = ∅, for l 6= l′.
Also, define Ω = {Ji|i ∈ m}, I(l) = {i|Ji ∈ Ωl}, and J (l) = {j|j ∈ Ji, Ji ∈ Ωl}. With these definitions, we have:
Ω = Ω1 ∪Ω2 ∪ · · · ∪Ωk.
In this way, the setΩl contains the sets Ji’s which have some element(s) in common, and we can decompose the search
domain of an optimal solution of the problem (4a) into k sub-domains. The sets I(l) and J (l) correspond to the sets of indices
of the constraints and the variables in the search region l, respectively. Algorithm 1 is applied to find the components of an
optimal solution of the problem (4a) in each region l.
Example 2. Suppose I = {1, 2, 3, 4} = m, J1 = {2, 3, 4}, J2 = {1, 7}, J3 = {7, 8}, and J4 = {3, 5, 6}. From Fig. 1, the search
domain of an optimal solution of the problem (4a) can be decomposed into two sub-domains, withΩ1 = {J1, J4} andΩ2 =
{J2, J3}. Also, the sets I(1), J (1), and I(2), J (2) are as follows: I(1) = {2, 3, 4, 5, 6}, J (1) = {1, 4}, and I(2) = {1, 7, 8}, J (2) = {2, 3}.
Note that the cardinality of the solution set is reduced from 3× 2× 2× 3 = 36 to 3× 3+ 2× 2 = 13.
We now propose another algorithm to find one of the optimal solutions of the problem (4a). The algorithm is based on
the presented theorems and corollaries in Section 4, the decomposition method, and Algorithm 1.
Algorithm 2. (1) If there exists i ∈ m such that cij = 0,∀j ∈ n, then the solution set of FRI (3) is empty and stop! Otherwise,
go to step 2.
(2) If the conditions of Theorem 6 or Theorem 7 or Corollary 2 are satisfied for the problem (4a), then we will obtain the
optimal solution of the problem (4a) by these theorems and the corollary. Then, stop!
(3) Simplify the problem (4a) by Theorems 4 and 5, and Corollary 1 (if possible).
(4) Decompose the (simplified) problem (4a) (if possible) by the presented relations in this section. Apply Algorithm 1 for
each sub-domain (sub-region) lwith n := J (l),mj := I(l), and nj := J (l), for each j ∈ n and each l = 1, . . . , k.
(5) Produce the optimal solution of the problem (4a) by steps 2, 3, and 4.
(6) End.
Example 3. Consider the following problem.
Minimize z = 2x1 + x2 + 3.5x3 + 5x4 + 4x5 + 7x6 + x7 + 9x8,
Subject to Aox ≥ d1,
Box ≤ d2,
0 ≤ xj ≤ 1, j = 1, . . . , 8.
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Where x = (x1, x2, x3, x4, x5, x6, x7, x8)T, d1 = (0.35, 0.25, 0.4, 0.15, 0.45, 0.1, 0.4, 0.55)T, d2 = (0.7, 0.25, 0.6, 0.4, 0.5)T,
A =

0.8 0.45 0.9 0.12 0.3 0.77 0.35 1
0.1 0.24 0.5 0.24 0.25 1 0.5 0.17
0.4 0.66 0.35 0.36 0.7 1 1 0.22
0.35 0.54 0.75 0.48 0.6 1 0.42 0.82
0.6 0.7 0.44 0.15 0.54 0.63 0.18 0.9
0.15 0.4 0.82 0.62 0.48 0.18 0.28 0.5
0.75 0.1 0.5 0.98 0.12 0.26 0.12 0.66
0.9 0.15 0.45 0.25 0.28 0.16 0.36 0.4

,
and
B =

0.7 0.8 0.15 0.24 0.55 0.45 0.62 0.9
0.4 1 0.3 0.41 0.18 0.3 0.45 0.55
0.1 0.25 0.8 0.55 0.75 0.66 0.9 0.82
0.35 0.8 1 0.65 0.78 0.95 0.15 0.34
0.64 0.56 0.44 0.75 0.1 0.68 0.26 0.52
 .
In this example, the characteristic matrix is as follows:
C =

1 0 0 0 0 0 0 1
0 0 0 0 0 1 1 0
0 0 0 0 0 1 1 0
1 0 1 1 1 1 1 1
0 0 0 0 0 0 0 1
0 0 1 1 1 0 1 1
1 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0

.
Now, we are ready to solve this example by Algorithm 2. The maximum solution of the feasible solution set of the problem
is as: x = (0.73, 0.25, 0.4, 0.68, 0.56, 0.43, 0.66, 0.55)T.
Step 1. Since each row of the matrix C has at least one non-zero component, according to Theorem 2, the feasible solution
set of this problem is not empty.
Step 2. These conditions (the conditions presented in Step 2) are not satisfied for this example.
Step 3. In order to simplify this problem, we create the matrixM according to the relation (6) as follows.
M =

0.97 ∞ ∞ ∞ ∞ ∞ ∞ 3.15
∞ ∞ ∞ ∞ ∞ 1.75 0.6 ∞
∞ ∞ ∞ ∞ ∞ 2.8 0.4 ∞
1.11 ∞ 0.83 2.04 1.27 1.05 0.47 1.88
∞ ∞ ∞ ∞ ∞ ∞ ∞ 4.71
∞ ∞ 0.49 1.05 1.14 ∞ 0.49 2.45
1.18 ∞ ∞ 2.06 ∞ ∞ ∞ ∞
1.27 ∞ ∞ ∞ ∞ ∞ ∞ ∞

.
Since I3 ⊇ I5 and maxi∈m{mi3|mi3 < ∞} ≤ maxi∈m{mi5|mi5 < ∞}, according to Theorem 4, x∗5 = 0 is set. The column 5 is
removed from the matrix C .
Since |J5| = 1, J5 = {8}, and (2−a58)d
1
5
a58+d15−a58d15
= 0.52 ≥ (2−ai8)d1i
ai8+d1i −ai8d1i
, for any i ∈ I8, according to Theorem 5, x∗8 = 0.52 is set. Also,
the column 8, the rows 1, 4, 5, and 6 are removed from the matrix C .
Step 4. Since all the components of the columns 2 and 3 (corresponding to the variables x2 and x3) of the reduced matrix C ′
are zero, x∗2 = x∗3 = 0 is set.
C ′ =
 0 0 0 0 1 10 0 0 0 1 11 0 0 1 0 0
1 0 0 0 0 0
 .
According to the presented relations in Section 5, we study whether the search region of the simplified problem is
decomposable or not. Considering the reduced matrix C ′, it is easily seen that the search region of simplified problem is
decomposable into two sub-regions. The matrix C ′1 and C
′
2 corresponding to the two sub-regions are as follows.
Columns 1 4 Rows
C ′1 =
(
1 1
1 0
)
7
8
, and
Columns 6 7 Rows
C ′2 =
(
1 1
1 1
)
2
3
.
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Applying Algorithm 1 for each sub-region corresponding to the characteristic matrices C ′1 and C
′
2, the components x
∗
1, x
∗
4, x
∗
6 ,
and x∗7 of the optimal solution are as follows:
(x∗1, x
∗
4)
T = (0.63, 0)T and (x∗6, x∗7)T = (0, 0.6)T.
Step 5. The optimal solution of this problem is as: x∗ = (0.63, 0, 0, 0, 0, 0, 0.6, 0.52)T with the optimal objective function
value z∗ = 6.54. 
6. Comparison with other works
A comparison between the proposed algorithm (Algorithm 2) and Li and Fang’s algorithm [23] will be made in this
section. Since the optimal value of the problem (4a) must arrive at some quasi-minimal solution of FRI (3), the mentioned
algorithm in [23] could obtain an optimal solution in finitely many steps and the number of quasi-minimal solutions effects
the computing complexity of different algorithms directly. Therefore, we compare the proposed algorithm and Li and Fang’s
algorithm through computing the number of quasi-minimal solutions that these methods require to verify, respectively.
To do this, we study the effect of reduction procedures and decomposition, i.e., steps 2, 3, and 4 of Algorithm 2, on the
number of quasi-minimal solutions that Algorithm 2 requires to verify. At first, we consider the effect of Theorems 4–7, and
Corollaries 1 and 2 in the following remark.
Remark 1. (1) If the conditions of Theorem 4 are satisfied, then the column j2 can be removed and the sets Ji’s are updated
to Ji − {j2} for each i ∈ m.
(2) If the conditions of Theorem 5 are satisfied, then the column j0 can be removed and the sets Ji’s are updated to Ji − {j0}
for each i ∈ m.
(3) If the conditions of Corollary 1 are satisfied, then the column t can be removed and the sets Ji’s are updated to Ji − {t}
for each i ∈ m.
(4) If the conditions of Theorem 7 are satisfied, then the columns t1, . . . , tr can be removed and the sets Ji’s are updated to
Ji − {t1, . . . , tr} for each i ∈ m.
(5) If the conditions of Corollary 2 are satisfied, then the problem (4a) will be solved.
(6) If the conditions of Theorem 6 are satisfied, then the problem (4a) will be solved.
We are now ready to study the effect of step 4 of Algorithm 2. If the problem (4a) satisfies in the conditions of Corollary 2
and Theorem 6, then the problem will be solved completely and the reduced problem will be empty. Otherwise, we will
iterate the processes of reduction by Theorems 4, 5 and 7, and Corollary 1 until the reduced problem becomes empty or the
reduced problem cannot be reduced by the theorems and corollary. If the reduced problem be empty, then the problem (4a)
will be solved completely. Otherwise, the reduced sets Ji under Theorems 4, 5 and 7, and Corollary 1 are recalled by J∗i for
each i ∈ m and the J∗i ’s that are empty are removed.
If the search region of an optimal solution of the reduced problem be decomposable, then we can decompose it into k
sub-regions. Doing this, the number of solutions that must be verified from
∏
i:J∗i 6=∅ |J∗i | are reduced to
∑k
l=1
∏
J∗i ∈Ωl |J∗i |.
It is necessary to recall that
∏
J∗i ∈Ωl |J∗i | > 1 for each l ∈ {1, . . . , k}. If ∃l ∈ {1, . . . , k} such that
∏
J∗i ∈Ωl |J∗i | = 1 and⋂
J∗i ∈Ωl J
∗
i 6= ∅, then |J∗i | = 1 for each J∗i ∈ Ωl. Thus, ∃j0 such that ∀J∗i ∈ Ωl, J∗i = {j0}. According to Theorem 5,
xj0 = maxi:J∗i ∈Ωl
{
(2−aij0 )d1i
aij0+d1i −aij0 d1i
}
is set and the column j0 is removed from the sets J∗i ’s. Therefore, ∀l ∈ {1, . . . , k}, we have∏
J∗i ∈Ωl |J∗i | > 1. Thus,
∑k
l=1
∏
J∗i ∈Ωl |J∗i | ≤
∏
i:J∗i 6=∅ |J∗i |. Hence, the proposed algorithm verifies at most
∑k
l=1
∏
J∗i ∈Ωl |J∗i |
solutions to find an optimal solution of the problem (4a).
On the other hand, we know that for solving optimization problem with FRI (FRE) constraints, the method due to Li and
Fang [23] needs to verify at most
∏m
i=1 |Ji| solutions. Since J∗i ⊆ Ji for each i ∈ m, so
∏
i:J∗i 6=∅ |J∗i | ≤
∏m
i=1 |Ji|. Therefore, we
conclude that
∑k
l=1
∏
J∗i ∈Ωl |J∗i | ≤
∏
i:J∗i 6=∅ |J∗i | ≤
∏m
i=1 |Ji|. Hence, the following theorem is concluded.
Theorem 8. Consider the problem (4a). Let J∗i be the reduced sets Ji under Theorems 4, 5 and 7, and Corollary 1 for each
i ∈ m and the sets J∗i ’s that are empty are removed. Furthermore, suppose the search region of an optimal solution of the
reduced problem be decomposable into k sub-regions. Then the proposed algorithm and Li and Fang’s algorithm need to verify
at most
∑k
l=1
∏
J∗i ∈Ωl |J∗i | and
∏m
i=1 |Ji| quasi-minimal solutions to find an optimal solution of the problem (4a), respectively, and∑k
l=1
∏
J∗i ∈Ωl |J∗i | ≤
∏m
i=1 |Ji|.
A numerical example is given below to show the effectiveness of the proposed algorithm. The example also illustrates
that compared with Li and Fang’s algorithm [23], the proposed algorithm verifies much less quasi-minimal points of the
feasible domain and hence finds an optimal solution faster.
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Example 4. Consider the following problem.
min 3x1 + 0.5x2 + 5x3 + 4x4 + 3x5 + x6 + 1.2x7,
s.t. Aox = d
x ∈ [0, 1]7,
where,
A =

0.12 0.15 0.2 0.35 0.6 0.73 0.32
0.21 0.2 0.3 0.3 0.41 0.42 0.375
0.04 0.04 0.05 0.05 0.07 0.13 0.09
0.41 0.52 0.555 0.65 0.6 0.3 0.41
0.14 0.07 0.2 0.245 0.12 0.15 0.12
0.29 0.37 0.4 0.34 0.44 0.22 0.24
0.31 0.43 0.3 0.54 0.25 0.45 0.2
 , and d =

0.22
0.14
0.03
0.25
0.08
0.17
0.2
 .
The maximum solution of the feasible domain is as follows:
x¯ = [0.71 0.58 0.54 0.46 0.45 0.36 0.49]T .
In this example, the characteristic matrix is as follows:
C =

0 0 0 0 1 1 0
0 0 0 0 1 0 1
0 0 0 0 0 1 1
1 1 1 1 0 0 0
1 0 1 1 0 0 0
1 1 1 0 0 0 0
0 1 0 1 0 0 0
 .
Algorithm 2 is applied to solve this example.
Step 1. Since each row of the matrix C has at least one non-zero component, according to Theorem 2, the feasible domain of
this problem is not empty.
Step 2. The conditions of Step 2 are not satisfied in this example.
Step 3. To simplify this problem, we create the matrixM according to relation (6) as follows:
M =

∞ ∞ ∞ ∞ 1.35 0.36 ∞
∞ ∞ ∞ ∞ 1.35 ∞ 0.588
∞ ∞ ∞ ∞ ∞ 0.36 0.588
0.71 0.29 2.7 1.84 ∞ ∞ ∞
0.71 ∞ 2.7 1.84 ∞ ∞ ∞
0.71 0.29 2.7 ∞ ∞ ∞ ∞
∞ 0.29 ∞ 1.84 ∞ ∞ ∞
 .
The assumptions of Theorem 4 are satisfied for this example, i.e., max7i=1{mi1|mi1 < ∞} ≤ max7i=1{mi3|mi3 < ∞} and
I1 ⊇ I3. Therefore, x∗3 := 0 is set. The column 3 is removed from the matrices C and M . Hence, the matrix C is updated as
follows:
C ′ =

0 0 0 1 1 0
0 0 0 1 0 1
0 0 0 0 1 1
1 1 1 0 0 0
1 0 1 0 0 0
1 1 0 0 0 0
0 1 1 0 0 0
 .
Step 4. According to the presented relations in Section 5, we study whether the simplified problem is decomposable or not.
By considering the reducedmatrix C ′, it is easily seen that the search region of an optimal solution of the simplified problem
is decomposable into two sub-regions with the matrices C ′1 and C
′
2 as follows:
Column 1 2 4 Row
C ′1 =
1 1 11 0 11 1 0
0 1 1
 456
7
and
Column 5 6 7 Row
C ′2 =
[1 1 0
1 0 1
0 1 1
] 1
2
3
.
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Algorithm 1 is applied for each sub-region with the characteristic matrices C ′1 and C
′
2, respectively. Thus, the optimal
components x∗i , i = 1, 2, 4, 5, 6, 7, are as follows.
x(1)∗ = [x∗1 x∗2 x∗4]T = [0.71 0.29 0]T and x(2)∗ = [x∗5 x∗6 x∗7]T = [0 0.36 0.49]T .
Step 5. The optimal solution of this problem is as follows:
x∗ = [0.71 0.29 0 0 0 0.36 0.49]T ,
with the optimal objective function value z∗ = 3.223.
Note that an optimal solution is obtained by verifying only (3 × 3 × 3) + (2 × 2 × 2) = 27 + 8 = 35 quasi-minimal
solutions of 3-dimensional. The method due to Li and Fang [23] needs to verify
∏7
i=1 |Ji| = 2× 2× 2× 4× 3× 3× 2 = 576
quasi-minimal solutions of 7-dimensional. Also, Guu and Wu [16] presented an algorithm to solve the problem (4a) in a
special case of A = B and d1 = d2. They gave five rules to simplify the problem. Then the simplified problem is solved by
the branch-and-bound method. In this example, only their rule 3 can be applied. Applying rule 3, the matrix C is reduced as
follows:
C ′ =

0 0 0 1 1 0
0 0 0 1 0 1
0 0 0 0 1 1
1 1 1 0 0 0
1 0 1 0 0 0
1 1 0 0 0 0
0 1 1 0 0 0
 .
Themethod due to Guu andWu [16] needs to verify
∏7
i=1,i6=3 |J∗i | = 2×2×2×3×2×2×2 = 192 quasi-minimal solutions
of 6-dimensional. This shows that compared with the methods due to Li and Fang [23] and Guu andWu [16], Algorithm 2 is
better from a viewpoint of rate of computations.
7. Conclusion
In this paper, a system of fuzzy relation inequalities using the max-Einstein composition operator was defined, and its
feasible solution setwas determined.Moreover, an optimizationmodelwith a linear objective function subject to such fuzzy
relation inequalities was introduced. Themodel was divided into two sub-problems; onewith negative cost coefficients and
the other with non-negative cost coefficients with the same constraints. The first sub-problemwas solved by the maximum
solution of its feasible domain. The second sub-problemwas solved by one of quasi-minimal solutions of its feasible domain.
To determine the quasi-minimal solution, we needed to find all the quasi-minimal solutions and verify them. This work
was a huge work. Therefore, a new algorithm was proposed to solve the sub-problem without explicitly generating the set
of all the quasi-minimal solutions of its feasible domain. Also, some sufficient conditions were proposed for uniqueness
of the optimal solution of the second sub-problem. Moreover, under special conditions, some of its optimal components
were directly determined. Finding the components, the search domain of the other optimal components was reduced. The
(reduced) domain might be further decomposed into several smaller sub-domains. The new algorithm was applied to find
the optimal components in each sub-domain. Also, another algorithm was proposed to solve the second sub-problem. The
algorithm is based on the reduction procedures, the decomposition method, and the first algorithm. The second algorithm
considerably reduces computations compared with the first algorithm. Also, a numerical example was given to show the
preference of the proposed algorithm compared with the known ones.
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