Abstract The mathematical analysis of the second-order phase transitions that occur in a-asynchronous cellular automata field is a highly challenging task. From the experimental side, these phenomena appear as a qualitative change of behaviour which separates a behaviour with an active phase, where the system evolves in a stationary state with fluctuations, from a passive state, where the system is absorbed in a homogeneous fixed state. The transition between the two phases is abrupt: we ask how to analyse this change and how to predict the critical value of the synchrony rate a. We show that an extension of the mean-field approximation, called the local structure theory, can be used to predict the existence of second-order phase transitions belonging to the directed percolation university class. The change of behaviour is related to the existence of a transcritical bifurcation in the local structure maps. We show that for a proper setting of the approximation, the form of the transition is predicted correctly and, more importantly, an increase in the level of local structure approximation allows one to gain precision on the value of the critical synchrony rate which separates the two phases.
Introduction
If the field of deterministic cellular automata is now, arguably, relatively well known, their stochastic counterparts remains in great part terra incognita. Indeed, even in the simplest case where the systems are binary, one-dimensional, and where the behaviour of each cell of the automaton depends only on itself and its two nearest neighbours, little is known on the behaviour of such systems with random local transitions functions (Regnault 2013; Mairesse and Marcovici 2014; Taggi 2015) .
In this paper, we focus on this particular set of cellular automata, called Elementary Cellular Automata (ECA). While in conventional ECA are all cells are updated synchronously, we will consider asynchronous updating. For recent references, see e.g. the general analytical framework by Dennunzio et al. (2013) and the survey by Fatès (2014) . We will here consider a -asynchronous rules, which are obtained by a random perturbation of the deterministic updating rule: instead of updating all cells simultaneously, we update each cell independently with probability a, the synchrony rate, and leave its state unchanged with probability 1 -a.
Two main motivations exist for studying such systems:
• In the case where the cellular automaton is used to represent the evolution of a natural phenomenon, it is interesting to know what is the respective role of the local rule and the updating procedure in the outcome of a simulation. The study of a continuous variation of a from a quasi-deterministic setting (a ? 1) to a quasisequential one (a ? 0) may allow us to detect the non-robustness of a model (see e.g. the study by Grilo and Correia (2011) on the iterated prisoner's dilemma).
• a-Asynchronous cellular automata can also be defined as a stochastic ''mixing'' of two deterministic rules (the original rule and the identity rule). However, in contrast to other perturbations where the outcome of the mix can be partially predicted (e.g., mixing a rule with uniform noise or with a ''null'' rule), the effect of switching from the deterministic setting (a = 1) to a probabilistic one (a \ 1) is difficult to predict, even if a is infinitely close to 1 . Indeed, all happens as if each cell was updated with an independent clock where the time between two updates follows a geometric law of parameter a. It is therefore difficult, if not impossible, to predict in all generality whether the introduction of asynchrony will stabilize or destabilize the system (Bersini and Detours 1994) .
The systematic exploration of the properties of a-asynchronous Elementary Cellular Automata by numerical simulations revealed that different ''responses'' to this perturbation were observed: some rules, as the majority rule (ECA 232), show only little change while other rules (e.g., ECA 2) show a drastic modification of their behaviour as soon as a little amount of asynchronism is introduced (Fatès and Morvan 2005) . However, the most surprising phenomenon was the identification of rules which exhibited a qualitative change of behaviour for a continuous variation of the synchrony rate: there exists a critical value of a which separates an active phase where the system fluctuates around an equilibrium and an absorbing phase where the system is rapidly attracted towards a homogeneous fixed point (see Fig. 1 ).
Using the techniques from statistical physics, this abrupt change of behaviour was then identified as a second-order phase transition which belong to the directed percolation (DP) universality class (Fatès 2009 ). This identification was conducted by taking as an order parameter the density, that is, the average number of cells in state 1, and, up to symmetries, nine rules were found to exhibit such DP behaviour. Their Wolfram numbers are 6, 18, 26, 38, 50, 58, 106, 134, and 146 .
The aim of this paper is to study to which extent this second-order phase transition can be predicted with analytical techniques. We are in particular interested in answering two questions: (a) Can we explain the existence of the active and absorbing phases? (b) Can we propose an approximation of the value of the critical synchrony rate a c that separates the two phases?
Our approach is based on so-called local structure theory, proposed in 1987 by and as a generalization of the meanfield theory for cellular automata. Unlike mean-field theory, local structure theory (LST) takes (partially) into account correlations between cells. The basic idea of this theory is to consider probabilities of blocks (words) of length k and to construct a map on these block probabilities, which, when iterated, approximates probabilities of occurrence of the same blocks in the actual orbit of a given cellular automaton. The construction is based on the idea of ''Bayesian extension'', introduced earlier by other authors in the context of lattice gases (Brascamp 1971; Fannes and Verbeure 1984) , and also known as a ''finite-block measure'' or as ''Markov process with memory''. Although Gutowitz et al. originally considered deterministic CA rules, extension to probabilistic rules is straightforward, and has been described in detail by Fukś (2012) . In the case of nearest-neighbour binary rule, the aforementioned map is 2 k -dimensional, where k is called the level of local structure approximation. However, using the method proposed by Fukś (2012) , it can be reduced to equivalent, but somewhat simpler 2 kÀ1 dimensional map, and we will fully exploit this simplification here.
It has been observed that for many CA rules, as the level k increases, the accuracy of the approximation increases as well. More importantly, in some probabilistic cellular automata (PCA), their local structure map ''inherits'' important features of the PCA. For example, Mendonça and de Oliveira (2011) studied a PCA which can be understood as a ''probabilistic mixture'' of elementary CA rules 182 and 200, such that for a given cell, rule 182 is applied with a probability p, and rule 202 with probability 1 -p. They found that, as p varies, the density of ones in the steady state undergoes a phase transition which, α = 0.25 α = 0.5 α = 0.75 Fig. 1 Illustration of the qualitative change of behaviour induced by the variation of the synchrony rate a. The space-time diagrams are obtained for ECA 26 and a ring of 50 cells. Time goes from bottom to top. Blue/dark and white cells represent state 1 and 0, respectively according to numerical evidence, belongs to directed percolation (DP) universality class. They also found that the mean-field approximation of this rule predicts the existence of this phase transition, meaning that the mean-field map exhibits a bifurcation with exchange of stability between two fixed points. For higher level local structure approximations (level 2, 3 and 4), the authors obtained density curves approximating the actual density curve with increasing accuracy as the level increased. Our aim in this paper is to examine how to apply such analytical tools to the a-asynchronous Elementary Cellular Automata which were experimentally shown to exhibit phase transitions. We will show that the local structure approximation not only predicts existence of the phase transition, but that the critical value where the transition occurs can be predicted with a better precision as the level of the approximation increases.
2 Probabilistic cellular automata
Basic definitions
Our study deals with one-dimensional binary cellular automata. The set of cells is thus indexed by Z. The set of states that a cell can assume is {0, 1}; let s i ðtÞ denote the state of cell i 2 Z at time t 2 N. A deterministic elementary cellular automaton is a dynamical system governed by a local function f : f0; 1g 3 ! f0; 1g such that 8t 2 N; 8i 2 Z; s i ðt þ 1Þ ¼ f ðs iÀ1 ðtÞ; s i ðtÞ; s iþ1 ðtÞÞ:
The function f is called the local rule, or for short, the rule of the CA. In the probabilistic cellular automaton (PCA) we consider, cells also update their state in 0 or 1, but the outcome depends on probabilities which are calculated according to the states of local neighbours. Formally, we define nearestneighbour PCA as follows. Consider a set of independent Boolean random variables X t;i ðbÞ, where t 2 N, i 2 Z and b 2 f0; 1g 3 . The probability that the random variable X t;i ðbÞ takes the value a 2 f0; 1g will be assumed to be independent of t and i, and denoted by wðajbÞ, PrðX t;i ðbÞ ¼ aÞ ¼ wðajbÞ:
The update rule for PCA is then defined by s i ðt þ 1Þ ¼ X t;i ðs iÀ1 ðtÞ; s i ðtÞ; s iþ1 ðtÞÞ:
Obviously, wð1jbÞ þ wð0jbÞ ¼ 1 for all b 2 f0; 1g 3 . It is thus clear that the nearest-neighbour PCA rule can be defined with the eight transition probabilities wð1jx 1 x 2 x 3 Þ for all x 1 ; x 2 ; x 3 2 f0; 1g. The remaining eight probabilities, wð0jx 1 x 2 x 3 Þ, can be obtained with wð0jx 1 x 2 x 3 Þ ¼ 1À wð1jx 1 x 2 x 3 Þ.
We now define a -asynchronous elementary cellular automata. Let f be a local function of some deterministic CA with Wolfram number W(f). Let a 2 ½0; 1, we define the a-asynchronous elementary cellular automaton with rule number W(f) as the PCA rule with the transition probabilities:
The parameter a is called the synchrony rate; it corresponds to the ratio of cells updated at each time step. Note that when a = 1, the PCA rule is equivalent to the deterministic rule with local function f, and when a = 0, it becomes the identity rule.
Block probabilities
We will assume that the stochastic process ðs i ðtÞÞ is iterated from an initial distribution that is shift-invariant, typically a Bernoulli distribution where each cell is assigned a probability p or 1 -p to be in state 1 or 0, respectively. By the properties of a PCA, it thus remains in distribution shift-invariant over time. At time t, the probability of occurrence of a block b ¼ b 1 b 2 . . .b n 2 f0; 1g n at the lattice position i is thus independent of i and can be denoted by P t ðbÞ, where
Block probabilities form an infinite hierarchy which can be represented by defining the column vectors P 
t ¼ ½P t ð000Þ; P t ð001Þ; P t ð010Þ; P t ð011Þ; P t ð100Þ; P t ð101Þ; P t ð110Þ; P t ð111Þ T ;
The components of P ðkÞ t are not all independent: they obey relationships known as consistency conditions, which have the form P t ðbÞ ¼ P t ðb0Þ þ P t ðb1Þ ¼ P t ð0bÞ þ P t ð1bÞ; ð5Þ
for any block b. A more general set of consistency conditions can be written as well, where we sum over a suffix or postfix of length longer than one, but they can be derived from the above equation. Because the consistency conditions impose additional dependencies between block probabilities, they can be used to reduce by a factor of two the number of variables in P ðkÞ t (Fukś 2012 ).
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Let us now consider a PCA specified by its transition probabilities w. We say that a block a ¼ a 1 a 2 . . .a k results from an application of the local rule to block By the shift-invariance in distribution of ðs i ðtÞÞ, the probability that block a results from an application of the local rule to block b depends only on a and b, and is denoted by
We can thus write,
or, equivalently, in matrix notation,
where W ðkÞ is a binary matrix with 2 k rows and 2 kþ2 columns with entries given by Eq. (6).
The previous equation allows us to calculate P t ðbÞ for every t 2 N. However, in practice, the use of Eq. 8 is impossible: for each iteration of t, k increases by 2, and the number of equations that define the block probabilities grow exponentially with k.
Local structure theory
We now present techniques to reduce the complexity of the exact map given by Eq. (8) to an approximate version. This operation is called the local structure theory, after Gutowitz's denomination . It consists in expressing P ðkþ2Þ as a ''simple'' function of P ðkÞ . Such an approximation is known as Bayesian extension , and is given by
where we assume that the denominator is positive. If the denominator is zero, then we take Pðb 1 b 2 . . .b kþ2 Þ ¼ 0. In order to avoid writing a separate case for the case where the denominator is equal to zero, we define the ''thick bar'' fraction as
Moreover, in order to avoid writing the k = 1 case separately, we adopt the notational convention that Pða m . . .a n Þ ¼ 1 whenever n\m: ð11Þ
This simplifies the expression of Eq. (9) for k = 1, and we can now write it simply as
Remark that the numerator of the fraction on the right hand side of Eq. (12) contains only blocks of length k, and the denominator only blocks of length k -1. However, by using consistency conditions, we can transform the denominator and use the probabilities of blocks of size k with
With the approximation given in Eq. (12) we can now write Eq. (7) in an approximate form, and finally arrive at the following definition.
Definition The local structure map of level k is a map 
where the probability P t ðbÞ of occurrence of block b ¼ b 1 . . .b kþ2 is calculated with Eqs. 12 and 13 and where
Þ is the probability that block b is transformed into a.
We can now come back to our initial problem. If, instead of computing P t ð1Þ, the probability of occurence of 1 at time step t, with ''regular'' Monte-Carlo simulations, we compute approximate P t ð1Þ by iterating local structure map of level k, will we observe the same abrupt change of P 1 ð1Þ in a-asynchronous cellular automata?
Before we answer this question, let us note that if K ðkÞ has a stable (attracting) fixed point, then P t ð1Þ computed by iterating K ðkÞ will converge to a fixed point value as t ! 1, provided that we start in the basin of attraction of this fixed point. The existence of a phase transition can thus be related to the study of the fixed point(s) of K ðkÞ and more precisely to the evolution of their stability with a.
4 The k 5 1 and k 5 2 cases: mean-field and level-2 approximations
In statistical physics, one often uses a framework in which all interactions between components are replaced with an average or effective interaction, called a ''mean-field'' appromximation. In cellular automata, it is customary to call ''mean-field'' an approximation where one takes into account only nearest-neighbour correlations. For this reason, we will call the k = 1 case the mean-field approximation. In this section, we will first ask whether the meanfield approximation is suitable for the purpose of detecting the existence of phase transitions related to the variation of the synchrony rate a. In a second time, we will consider an approximation of order two and see if phase transitions can be predicted at this level.
Mean-field approximation
For k = 1, Eq. (7) takes a simpler form,
where a 2 f0; 1g. This defines the two-dimensional map
which we will call the mean-field map. Although this is an R 2 ! R 2 map, consistency conditions reduce it to onedimensional map, as P t ð1Þ ¼ 1 À P t ð0Þ.
Recall that a-asynchronous rules are defined with:
For a = 1, Eq. (16) thus takes the form
Note that the second term will be non-zero only when b 2 = 1, and that summations of the second term over b 1 and b 3 yield factor 1 due to consistency conditions P t ð0Þ þ P t ð1Þ ¼ 1. We obtain, therefore,
In the equation above, the sum P f ðb 1 ; b 2 ; b 3 Þ P t ðb 1 ÞP t ðb 2 ÞP t ðb 3 Þ will be a function of P t ð1Þ and P t ð0Þ, but with the substitution P t ð1Þ ¼ 1 À P t ð0Þ, we can convert it to a function of P t ð1Þ only, to be denoted by GðP t ð1ÞÞ, yielding P tþ1 ð1Þ ¼ aGðP t ð1ÞÞ þ ð1 À aÞP t ð1Þ; or, equivalently, P tþ1 ð1Þ ¼ P t ð1Þ þ a GðP t ð1ÞÞ À P t ð1Þ ð Þ :
The fixed points of the above mean-field map of a-asynchronous rule are the solutions of the equation P tþ1 ð1Þ ¼ P t ð1Þ. Any solution P(1) of this equation obeys
and it is clear that it does not depend on a. This means, in particular, that the mean-field map of an a-asynchronous rule has the same set of fixed points as the mean-field map of the corresponding synchronous rule (for which a = 1). We can give a physical interpretation of this fact: In the mean-field approximation, the only relevant quantity is the proportion of 0s and 1s. If this proportion is invariant by updating the system synchronously, it will also remain invariant if one part (rate a) is updated and if the other part (rate 1 -a) is not updated (by definition, it remains constant).
Approximation of level 2
We therefore need to consider k [ 1 to observe the effect of a. In what follows, we examine if the a-asynchronous rules we have selected exhibit a qualitative change of behaviour with a sufficiently high value of k. Formally, this takes the form of the existence of a so-called transcritical bifurcation on K ðkÞ . This type of bifurcation is well-known from the logistic map x ! kxð1 À xÞ, where x 2 ½0; 1. The logistic map has two fixed points, x À ¼ 0 and x þ ¼ ðk À 1Þ=k. It is easy to show that for k\1, x À is stable and x þ is unstable, whereas for k [ 1 their roles reverse, that is, x ¼ 0 is unstable and x ¼ ðk À 1Þ=k is stable. At k ¼ 1 we thus observe an exchange of stability between fixed points, and this phenomenon is known as a transcritical bifurcation. Figure 2 shows the bifurcation diagram of the logistic map in the interval [1 / 2, 2], that is, graphs of both fixed points as a function of k. A similar exchange of stability between two fixed points can also happen in higher-dimensional maps, including local structure maps, as we will shortly see in the next section.
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The first example we are going to consider is a-asynchronous elementary cellular automaton with rule code 6, defined by wð1j000Þ ¼ 0; wð1j001Þ ¼ a; wð1j010Þ ¼ 1;
wð1j111Þ ¼ 1 À a: With these substitutions, Eqs. (17-20) become rather complicated. Assuming that denominators are not zero, and replacing the ''thick bar'' by a regular one, using variables x t ¼ P t ð00Þ, y t ¼ P t ð01Þ, z t ¼ P t ð10Þ, and v t ¼ P t ð11Þ, after simplification performed with a symbolic algebra software, 1 they become 
We can then find the fixed points of this system and denote them by x, y, z and t. Note that consistency conditions allow us to consider only the first two variables as we have z t ¼ P t ð10Þ ¼ P t ð01Þ ¼ y t ; v t ¼ P t ð11Þ ¼ 1 À P t ð00Þ À P t ð01Þ À P t ð10Þ ¼ 1 À x t À 2y t :
The solutions given by a symbolic algebra software yield
It is easy to check that this further yields
which remains positive for a 2 ½0; 1Þ. One can, moreover, show that the above fixed point is always stable. Using the ''thick bar'' convention, one can further demonstrate that Eq. (15) have also another fixed point, x = 1, y = z = v = 0, which is always unstable. This means that the local structure map of level 2 does not undergo any bifurcation. For the sake of brevity, we do not present the study of the other ECA rules since the conclusions are similar: the LST technique fails to predict the existence of a phase transition for a level-2 approximation.
It is an open question to know whether this is specific to the case of ECA rules or if this reflects a more general property of probabilistic cellular automata.
Approximation of level 3 and higher levels
Since the local structure approximation of level 2 fails to predict the abrupt change in the density of ones as a varies, we need to consider at least a level-3 approximation. In this section, we will first begin by reconsidering the previous rule (ECA 6) and then examine the rest of the rules. We will ask what level of approximation is suitabel for detecting the existence of a phase transition and study how the properties of this pahse transitions become more precise as the level of the LST is increased.
ECA 6
For k = 3, we have 8 equations given by Eq. (15), four of which are potentially independent given the consistency conditions. These four equations are still rather complicated. For the sake of brevity, we simply write the map K ð3Þ instead of Eq. (15), and we relegate some longer expressions to the ''Appendix''. Assuming that denominators in Eq. (15) are positive, taking into account consistency conditions, and using variables x, y, z and v as the fixed points of the iterations on P t ð000Þ; P t ð001Þ; P t ð010Þ and P t ð011Þ, respectively, these four components of K
where d x , d y , d z and d v are rather complicated polynomials, defined in the ''Appendix''. In order to solve this system, it is convenient to change
This change of variables is purposefully constructed in order to simplify the map, and the rationale for this choice is explained in Ref. Fukś (2012) , where it is called ''short block representation''. In terms of block probabilities, these new variables are X ¼ Pð1Þ; Y ¼ Pð01Þ; Z ¼ Pð010Þ; V ¼ Pð000Þ:
We then obtain the following system
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The fixed point of the above map can be obtained with the help of a symbolic solver, yielding
where
We will call this fixed point ''active'', since it corresponds to non-zero value of X. Figure 4 shows the graph of X ¼ Pð1Þ as a function of a for this fixed point. Remark that P(1) becomes negative at some point a ¼ a c . The critical value a c can be obtained by solving the equation X ¼ 0, but unfortunately the solution is not expressible by elementary functions, thus we can only say that a c must satisfy
yielding numerical value 2 of a c % 0:4828. Since the X component of the fixed point given by Eq. (26) becomes negative for a [ a c , and we cannot have negative probability, one can expect that the fixed point becomes unstable for a [ a c . In order to verify this, we can use the following general property (Alligood et al. 1997 ) of maps R n ! R n . In general, if F : R n ! R n has a fixed point at u 2 R n , and the Jacobian of F at u has only eigenvalues with a magnitude less than one, then u is stable. If, on the other hand, the magnitude of at least one of the eigenvalues of the Jacobian is greater than one, then u is unstable.
For the map R 4 ! R 4 given by Eqs. (22-24) , all the four eigenvalues of the Jacobian evaluated at the fixed point given by Eq. (26) are real. Using symbolic algebra software, it is possible to obtain explicit expressions for these eigenvalues as a function of a, but they are too complicated to be included here. Instead, we include their graphs, shown in Fig. 3 . One can clearly see that magnitudes of three of these eigenvalues remain in the interval [0, 1], while the largest one becomes greater than one when a is sufficiently large. This happens when a [ a c , therefore we can conclude that the fixed point becomes unstable when a [ a c .
Remembering our ''thick bar'' convention, one can verify that there exists another fixed point of Eq. (15) for k = 3. In terms of our new variables, it is given by X = 0, Y = 0, Z = 0, V = 1. We will call this fixed point ''absorbing''. Its stability cannot be established by the same method, because the mapping given by Eq. (15) is not differentiable at this point. Nevertheless, it can be determined numerically by simply iterating the map and checking if it converges to the fixed point or not. Using this method, we verified that the fixed point X = 0, Y = 0, Z = 0, V = 1 is stable when a [ a c and unstable for a\a c . This means that at a ¼ a c a transcritical bifurcation takes place, with exchange of stability between fixed points. This is illustrated in Fig. 4 , which shows the bifurcation diagram for the X component. We can therefore summarize our results by saying that the local structure approximation ''predicts'' that P t ð1Þ behaves as follows: lim t!1 P t ð1Þ ¼ 0 if a ! a c and for a\a c :
The Taylor expansion of the above expression for a\a c yields
2 Numerical values are given with a precision of 10 À4 to compare with the experimental values which are obtained with Monte-Carlo simulations (see below).
where A ¼ 30a c 5 À 272a c 4 þ 917a c 3 À 1390a c 2 þ 875a c À 166, which means that the local structure approximation predicts, as expected, lim t!1 P t ð1Þ $ ða À a c Þ b , with a critical exponent of b = 1.
In conclusion, the local structure approximation at level three correctly predicts the existence of the phase transition in rule 6. Moreover, it correctly predicts the direction of the transition: the active phase appears as a decreases. The critical value of a c % 0:4828, however, is very far from the experimentally determined value, which is a c ¼ 0:2825 (Fatès 2009).
Local structure approximation for aasynchronous rules 18, 50, and 134
For rules 18, 50, and 134, the absorbing fixed point of the local structure map K ð3Þ is the same as before, X = 0,
can also be found using procedure outlined above, with the help of Maple symbolic algebra software. We only give expressions for the X component of the fixed point, that is, for P(1).
• Rule 18
where A 1 and A 2 are defined in the ''Appendix''. The critical value a c is root of a polynom of degree four
Although it is possible to express a c in terms of radicals, the expression is rather long, thus we only give its numerical value here, a c % 0:3605.
• Rule 50
With this equation, the bifurcation takes place at
a c % 0:3234: Fig. 3 Graphs of eigenvalues of the Jacobian for rule 6. Left eigenvalue which becomes larger than 1 for a [ a c . Right remaining three eigenvalues
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• Rule 134
For this rule, the transcritical bifurcation occurs at
In all three cases, we have exchange of stability of active and absorbing fixed point at a = a c . Resulting 
bifurcation diagrams for rule 18 is shown in Fig. 4 , while the diagrams for rule 50 and 134 are represented in Fig. 5 .
Remaining rules
For rule 38, the active fixed point of K ð3Þ can be computed, but the expression is very long. The critical point a c % 0:3493 is a solution of For the three remaining rules, 26, 58, and 146, the local structure map K ð3Þ does not exhibit a transcritical bifurcation, so it is necessary to consider higher order maps, of level four (for rules 26 and 146) and five (for rule 58). Absorbing fixed points of these maps have the same structure as previously described, with X = 0. Unfortunately, equations for their active fixed points cannot be solved even with the help of symbolic algebra software, due to the size of the relevant equations.
As an alternative solution to obtaining the values of a c with a solution of the set of equations, we calculated the value of the critical points by a numerical approximation. As a c corresponds to a fixed point of the local structure map, we iterated these maps until we obtained a numerical convergence to a stable fixed point. The results are shown in Fig. 6 for rules 26, 58 and 146. It can be noted that even though the unstable branch of the active fixed point is missing, it is evident that the active phase appears abruptly as a increases, which provides a strong evidence for the presence of a transcritical bifurcation.
Numerical approximations for higher levels
To improve the precision of these results, we performed iterations of K ðkÞ maps for k = 2 up to k = 9 for all DP rules, and plotted P t ð1Þ as a function of a after t = 10 4 iterations. Results are shown in Figs. 7 and 8, together with curves which represent the outcome of a Monte-Carlo simulations where a given rule is simulated for 10 5 steps, using randomly generated initial configurations drawn from 6 4 1 e l u R 6 2 e l u R Rule 58 symmetric Bernoulli distribution with 4 Á 10 4 cells and periodic boundary conditions. Clearly, these local structure maps not only predict existence of phase transitions, but also provide a good approximation of the behaviour of density curves, with increasing accuracy as the order of local structure approximation increases. Experimental results and local structure approximations obtained for various levels k: case of the six ECA for which the active phase observed for high values of the synchrony rate a. For the sake of readability of the results, the cases k = 7 and k = 8 are voluntarily not shown
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Conclusions and remarks
We examined how the local structure approximation could be used for predicting the existence of phase transitions in aasynchronous Elementary Cellular Automata. First, our observations show that approximations of order 3-5 can predict the existence of a qualitative change of behaviour for all the candidate rules which were observed to have a phase transition in the directed percolation universality class. Second, the study of local structure map also allowed us to predict the direction of the bifurcation. It agrees with the direction of the phase transition: the active phase appears (or disappears) with the expected variation of a.
The third point that was examined was the value a c at which the transcritical bifurcation occurs. We observed that the analytical predictions are rather far from the numerical simulations of the asynchronous systems. However, this situation may be improved by increasing the order of the local structure approximation: although we could not provide any explicit solution, approximations of a c could be obtained by iterating the maps and looking for their fixed points.
The question is now open to know if the same techniques may be applied to other probabilistic CA rules belonging to DP universality class. For instance, the probabilistic mixture of rules-see e.g. Mendonça and de Oliveira (2011) -may be a good starting point to investigate this generalisation to other PCA rules.
There are also some rules which exhibit a phase transition but for which the local structure approximation does not seem to predict existence of a phase transition. For instance, for a-asynchronous ECA 178, which was experimentally showed to belong to DP 2 universality class, that is, Z 2 -state-symmetric directed percolation universality class (Fatès 2009 ), we observed that the local structure maps do not exhibit any bifurcation for the density parameter. This fact that suggests that some other parameters should be used, e.g., the density of 01 patterns. Note that for ECA 38, the value of the critical rate is a c = 0.038 (Fatès 2009 ), which explains that no inflexion is visible on the experimental curve One major question that is raised by these observations is thus to know why the local structure approximation succeeds in some cases and fails in some others. A first path to answer this question might rely in the following observation. At the heart of the local structure approximation is the Bayesian extension, which can also be understood as maximal entropy approximation (Fukś 2012) . It is therefore reasonable to assume that the rules which produce somewhat ''disordered'' configurations, the local structure approximation works well, whereas for the rules which exhibit more ''order'', the approximation may be less accurate. The main question is now to know whether it is possible to express this idea in a more formal language.
