Abstract-In this paper, we demonstrate a methodology to link process parameters to BSIM model parameters. Here, we have combined well-known statistical methods like principal component analysis (PCA), design of experiments (DOE), and response surface methodology (RSM) to bridge the missing link between process parameters and model parameters. The proposed methodology uses the concept of a correlation matrix, which transforms the process level information to the device and circuit level information through the BSIM model parameters. The proposed methodology has been successfully implemented on an advanced CMOS process. Our results show a strong linear correlation for the data obtained from two techniques namely TCAD technique and the standard HSPICE simulation technique. In both cases the process conditions were kept identical for comparison.
I. INTRODUCTION
T HE increased impact of process variations on CMOS device and circuit performance in the sub-65 nm regime is becoming a major challenge to design a high performance digital and mixed signal integrated circuits with acceptable manufacturing and parametric yield [1] - [3] . In order to predict the yield of manufactured integrated circuits (ICs) in the early phases of design, statistical design methods are being used instead of deterministic design approach [4] . In the literature, various methodologies are proposed and demonstrated for statistical analysis and design of ICs. Most of these methods are based on well-known statistical methods like principal component analysis (PCA), design of experiments (DOE), and response surface methodology (RSM). Christopher et al. [5] demonstrated the application of PCA in statistical simulation and design of ICs. Such methods are able to predict standard deviation and parametric yield of the circuit performance, however it is not possible to correlate the standard deviation and yield with process parameters. Hence such methods based on PCA are not suitable for variability-aware process optimization. RSM is widely used for TCAD based design as well as for optimization and statistical characterization of CMOS devices [6] - [12] . Recently, it has been reported that RSM technique is useful in statistical characterization of CMOS devices and circuits in sub-100 nm regime [13] , [14] . Such methods use TCAD tools with mixed-mode (device/circuit) simulation capability. These methods are capable of correlating process parameters to circuit performance. However, such approach is limited to studying small circuits like CMOS inverter and NAND gates because mixed-mode simulator takes large CPU time for simulating larger circuits. In the past, various attempts were made to link process parameters to circuit and system performance. Power et al. [15] used PCA and VARIMAX approach to correlate process parameters to device model parameters. However, their approach does not provide direct link between process parameters and circuit performance. Tirumala et al. [16] developed a process aware SPICE model to bring manufacturing into design. In their work, each compact model parameter is expressed as a polynomial function of underlying process parameter, which is expensive to implement. Ayhan et al. [17] demonstrated RSM based methodology for statistical characterization and optimization of CMOS circuits. Similarly, Felt et al. [18] and Tomohiro et al. [19] presented hierarchical statistical approach to link variability in physical level process parameters to circuit and system performance. However, in both these approaches the physical level process parameters considered are essentially device model parameters like , , , , , and . In our work, we not only use techniques suggested in [18] and [19] but provide more flexibility by bridging the missing link between foundry level process parameters and device model parameters. Specifically, in our work, hardcore process parameters like various implant dose and their energies, anneal temperatures, gate length, etc., have been considered with suitable variations with Gaussian distribution. To the best knowledge of the authors, PCA and RSM are combined for the first time to transform process level information to circuit and system via novel concept of a correlation matrix. The remainder of the paper is organized as follows. In Section II, a concept of PCA methodology is described. Section III explains RSM to build empirical models for various device performance metrics. In Section IV, flow of the methodology to link process parameters to BSIM model parameters is proposed. Implementation of the proposed methodology is presented in Section V. Section VI gives validation methodology for the approach suggested in our work. Section VII presents conclusion of the proposed novel technique. [20] . In this work, we term principal components as PCA parameters. The detailed mathematical procedure of PCA technique is described in [5] , [20] , [21] . This technique allows us to express variations in BSIM model parameters as a linear combination of PCA parameters as shown in (1) . . .
where is the number of BSIM model parameters and is the number of PCA parameters, with . The coefficients are correlation coefficients whose values lie in the range to . In (1), PCA parameters are arranged in the order of decreasing variances such that accounts for maximum variability in the BSIM model parameters, and accounts for the least variability. The statistical distribution of each BSIM model parameter with given mean and standard deviation is obtained as shown in (2) (2) where and are mean and standard deviation of respective BSIM model parameters. These mean and standard deviations are obtained by extracting a large number of BSIM model parameter sets across different dies, wafers and wafer lots. In this way PCA technique is used to express variability in each BSIM model parameter as a function of a few PCA parameters by preserving original correlations. This property of PCA is exploited to build empirical models for various device performance metrics as a function of PCA parameters.
III. RESPONSE SURFACE METHODOLOGY
Response surface methodology (RSM) is a statistical method used to build an empirical model between the responses of a system in terms of its input parameters when the functional relationship between the output and the input of the system is unknown, as shown in Fig. 1 .
RSM is a two step method in which the first step is to screen out the input parameters which have negligible impact on the output response of interest. The Plackett-Burman Design of Experiment (PB-DOE) method is widely used for screening of the input parameters [17] , [22] , [23] . Once the important input parameters are identified, the second step is to build a response model in terms of the most sensitive input parameters using different response designs such as Central Composite Face-centered (CCF) and Box-Behnken [24] . Linear RSM, which is used in this work, is given by (3) where is the output response, is the mean value of the response, are the regression coefficients and are the most sensitive process parameters which are obtained after screening experiment. The regression coefficients are obtained using method of Least Squares Error (LSE) [24] . In this work, RSM is used to build empirical models for various device performance metrics such as , , ,
, and as a function of process parameters and PCA parameters. This is explained in Section IV.
IV. PROPOSED METHODOLOGY
This section describes in detail, the proposed methodology to bridge the missing link between process parameters and BSIM model parameters. In this method PCA and RSM are combined to generate the correlation matrix. This correlation matrix transforms process parameters to equivalent PCA parameters and these are used to generate corresponding BSIM model parameters. As explained in Section II, PCA technique is used to express variations in BSIM model parameters as a linear combination of few PCA parameters [see (1) and (2)]. These PCA parameters are used to build response surface models for various device performance metrics such as , , , , and as shown in Fig. 2(a) . These models are built from the data obtained from HSPICE simulator and are expressed in matrix form as shown in (4 Similarly, as shown in Fig. 2(b) , RSM is also used to build empirical models for various device performance metrics as a function of the most sensitive process parameters. (4) is constructed from PCA parameters and (5) is constructed from process parameters. Therefore (4) and (5) can be equated to get a relation between PCA and process parameters via the correlation matrix. Here, the mean value vector in (4) and (5) are expected to be identical vector as HSPICE simulator and TCAD simulator are tuned to the same experimental data. The method of LSE is used to obtain the correlation matrix from Matrix A and Matrix B. The relation between PCA and Process parameters is shown in (6) . . . Correlation Matrix . . .
Thus the correlation matrix, which is the key element of this proposed methodology, is used to transform process parameters to equivalent PCA parameters as shown in (6) . Once equivalent PCA parameters are obtained, then these parameters are used to generate corresponding BSIM model parameters which are fed to Hspice simulator. The implementation and validation approach of the proposed methodology is explained in Section V.
V. IMPLEMENTATION OF THE PROPOSED METHODOLOGY
The various steps involved in the implementation of the proposed methodology are as follows.
Step 1) Tuning of HSPICE and TCAD Simulator: The proposed methodology is implemented on an advanced CMOS process. For realistic simulations HSPICE and TCAD simulators are tuned to the same experimental data obtained from CMOS process. For this purpose nominal BSIM model parameters are extracted from the experimental data. Similarly, various TCAD parameters and doping profiles are matched with real process conditions. The normalized -andcharacteristics of NMOS device generated from HSPICE and TCAD simulator are shown in Fig. 3(a) and (b) , respectively. These figures also show good match between HSPICE and TCAD simulator which is necessary for the implementation of the proposed methodology with good accuracy.
Step 2) Response Surface Models as a Function of PCA Parameters: In order to build device response models as a function of PCA parameters, a large numbers of BSIM model parameter sets are extracted from different wafers as well as different dies across the wafers. PCA technique is then implemented on these extracted sets of BSIM model parameters. Implementation of PCA technique resulted into five principal components (PCA parameters) which cover 99% of the variability in the experimental data. Then these PCA parameters are used to build response surface models for various device performance metrics as shown in (7) Vector of Mean Values Matrix (7)
Step 3) Response Surface Models as a Function of Process Parameters: In the next step, PB-DOE method is implemented to identify the most sensitive process parameters causing variability in the device performance. For this purpose, we have considered 23 process parameters. A 24-run PB-DOE method is implemented on TCAD data. The analysis of PB-DOE method resulted into six most sensitive process parameters namely gate length, oxide thickness, RTA temperature, and implant dose, Halo implant dose and energy. These six parameters contribute to more than 90% of the total variability in various device performance metrics such as , , , , and . Therefore, only these six process parameters are considered to build response surface models as shown in (8) and other process parameters are ignored as their contribution to the variability is negligible device performance metrics obtained in (7) is hereafter referred to as PCA-RSM model and in (8) Table I . The statistical distribution obtained from HSPICE simulator and PCA-RSM model is due to variations in five PCA parameters. These PCA parameters are obtained after implementation of PCA technique on the experimental data. Similarly, statistical distribution obtained from TCAD-RSM model is due to variations in six most sensitive process parameters which are identified by PB-DOE screening method. The normalized standard deviations of various device performance metrics due to PCA-RSM and TCAD-RSM models show good agreement with HSPICE Monte Carlo simulations. This result validates the suitability of a) RSM for statistical characterization of CMOS devices with reasonable accuracy as compared with Monte Carlo Simulations and b) PB-DOE method to identify major sources of variations causing variability in device performance.
Step 5) Correlation Matrix: The key idea of the proposed methodology is the correlation matrix which is obtained by equating (7) and (8) as both represent the same data as explained in the earlier section. The difference obtained between mean value vector in (7) and (8) is very small. The maximum difference obtained between the mean values of (7) and (8) is 3%. In this paper mean value vector is not mentioned for proprietary purposes, but same thing is also justified by close matching between TCAD and HSPICE simulator as shown in Fig. 3(a) and (b) . Finally, method of LSE is used to generate correlation matrix as shown in (9) Correlation Matrix (9) Equation (9) is used to transform process parameters to equivalent PCA parameters and (2) and (3) are used to generate corresponding BSIM model parameters. The results and validation of the proposed methodology are explained in Section VI. 
VI. VALIDATION OF PROPOSED METHODOLOGY
In order to validate the proposed methodology, an approach shown in Fig. 4 is used. Process parameters, which are the key input parameters in CMOS process, are directly fed to TCAD simulator and TCAD-RSM model. The data representing various device performance metrics are obtained from TCAD simulator and TCAD-RSM model at module A and module D (see Fig. 4 ), respectively. The process parameters are also given to the correlation matrix which generates equivalent PCA parameters. Then these equivalent PCA parameters are fed to PCA-RSM model and also used to generate corresponding BSIM model parameters. These are then fed as input to HSPICE simulator. The data for various device performance metrics are also obtained from HSPICE simulator and PCA-RSM model at module B and module C, respectively. Fig. 4 also shows that the data obtained at modules A, B, C, and D are generated from the same process parameters. Therefore if we wish to validate our proposed methodology, the data generated at these four modules must show strong linear correlation. The correlation between data obtained from HSPICE and TCAD simulator for identical process parameters for various device performance metrics are shown in Fig. 5(a)-(f) . These figures show strong linear correlation between data obtained from HSPICE and TCAD simulator.
In addition to strong linear correlation, data obtained from TCAD and HSPICE simulator for identical process conditions also shows small RMS error for various device performance metrics except for "gds" which show relatively large spread. Tables II and III show the correlation for and gm among the data obtained at all modules as shown in Fig. 4 .
The strong linear correlation of more than 95% and small RMS error of less than 0.64% for the data obtained at all modules validates the proposed methodology to link process parameters to BSIM model parameters.
Further a CMOS inverter as shown in Fig. 6(a) is being used here as test vehicle to validate the proposed methodology at circuit level. The transient response of the CMOS inverter for identical process conditions using TCAD and HSPICE simulator is shown in Fig. 6(b) .
The strong linear correlation of 95.7% between TCAD and HSPICE simulator for the average delay of the CMOS inverter as shown in Fig. 6(c) validates the approach at circuit level.
Thus we believe that our methodology is very useful to relate circuit performance to foundry level process parameters. Our work also provides VLSI designers with direct access to process parameters. This enables them to consider the process variations during early phases of design to improve yield of ICs. 
VII. CONCLUSION
In this paper, we have successfully demonstrated a novel approach to link process parameters to BSIM model parameters on an advanced CMOS process. However the method suggested here is quite general in nature and hence can be implemented on any other technology too. RSM is implemented to construct PCA-RSM and TCAD-RSM models as a function of PCA and process parameters respectively. The suitability of these models is validated against HSPICE Monte Carlo simulations. The good matching of standard deviation of the various device performance metrics between HSPICE and TCAD-RSM model also validates the suitability of PB-DOE method. The correlation matrix, which transforms process level information to device and then to circuit level, is obtained by equating PCA-RSM and TCAD-RSM models. These two models are also developed in this work. The strong linear correlation between data obtained from TCAD and HSPICE simulator for performance metrics of the device and the circuit, validates the proposed methodology. Prior to this, she spent 15 years at AT&T Bell Laboratories, six years at Conexant/Rockwell Semiconductors, and two years at RF Integrated Corporation. She has a broad area of interest in semiconductor and has performed research and development of RF device characterization, low and high frequency noise in devices, device compact modeling and simulation, circuit simulation and optimization, statistical modeling and design centering, circuit verification, IP characterization, and EDA framework.
