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Abstract
We study a general class of control systems with memory, which in
particular includes systems with fractional derivatives and integrals and
also the standard heat equation. We prove that the approximate control-
lability property of the heat equation is inherited by every system with
memory in this class while controllability to zero is a singular property,
which holds solely in the special case that the system indeed reduces to
the standard heat equation.
1 Introduction
In this paper we study the controllability properties of a general model for
thermodynamical processes which in particular contains the model introduced
by Coleman and Gurtin in [3]:∫ t
0
K(t−s)
d
ds
w(s) ds = ∆w(t)+
∫ t
0
N(t−s)∆w(s) ds+F (t) , w(0) = w0 .
(1)
Here ∆ is the laplacian and w = w(t) = w(x, t), F = F (t) = F (x, t) with x ∈ Ω
(a bounded region with C2 boundary). The boundary conditions are described
below in (2).
We recall the notations ∗ for the convolution, as in
K ∗ w =
∫ t
0
K(t− s)w(s) ds .
With this notation, Eq. (1) takes the form
K ∗w′ = ∆w +N ∗∆w + F , w(0) = w0 .
Systems of this type are widely studied (see the references below) and the
focus in this paper is on the case that K(t) and or N(t) have a weak singularity
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at 0. The assumptions on K and N used in this paper are described below. The
prototype are kernels of the form (Γ is the Euler gamma function)
K(t) =
1
Γ(1− α)
t−α , N(t) =
1
Γ(γ)
t−(1−γ) .
In this case Eq. (1) is the equation
Dαw = ∆w + Jγw + F
where Jγ is the Riemann-Liouville fractional integral and Dα the Caputo frac-
tional derivative. As we don’t need specific properties of fractional integrals or
derivatives we refer interested readers to [17].
We do not exclude the case that either K(t) is the Dirac delta or the case
N = 0 i.e. the equations
either w′ = ∆w +
∫ t
0
N(t− s)w(s) ds
or
∫ t
0
K(t− s)w′(s) ds = ∆w + F .
The case K(t) = δ(t), N(t) = 0 is the associated heat equation to Eq. (1):
u′ = ∆u + F , u(0) = w0
with the same boundary conditions in (2) below as Eq. (1).
The boundary conditions are as follows. We fix a nonempty relatively open
subset Γa of ∂Ω. Γa is the active part of the boundary and we impose
on Γa: w = f = boundary control; on ∂Ω \ Γa: w = 0 . (2)
So, when w represents temperature, we are controlling the temperature on a
part of the boundary.
When the memory kernels K(t) and N(t) satisfy the assumptions 4, sys-
tem (1) is well posed, as specified in theorems 6 and 8, i.e. for every initial
conditions w0 and every F ∈ L2
(
0, T ;L2(Ω)
)
and f ∈ L2
(
0, T ;L2(Γa)
)
there
exists a unique solutions (in the spaces specified in the theorems) which we
denote wf (t;w0, F ).
Remark 1 (On the notations) When one of the data w0, F or f is zero, it
is not listed in the symbol used for the solution; i.e. w(t;w0) is the solution with
f = 0, F = 0. When writing w(t;w0, F ) we assume f = 0 while wf (t) denotes
the solution with w0 = 0, F = 0.
When we study controllability under boundary controls we assume F =
0. Alternatively, we shall also study controllability under the action of the
distributed control F localized to an active subregion Ωa of Ω (i.e. F = 0
on Ω \ Ωa). In this case we assume f = 0. The controllability properties of
the associated heat equation are well known and the goal of this paper is to
understand at what extent these properties are inherited by the equation with
memory (1).
Now we introduce the following definitions (we recall the notation D for the
functions of class C∞ with compact support in the specified set):
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Definition 2 The reachable sets at time T with controls localized respectively
in Ωa or Γa are respectively the following subsets of L
2(Ω)
Rd(w0;T ) = {w(T ;w0, F ) , F ∈ D (Ωa × (0, T ))}
Rb(w0;T ) = {wf (T ;w0) , f ∈ D (Γa × (0, T ))} .
The system is approximately controllable at time T (under distributed or bound-
ary controls) when Rd(0;T ), respectively Rb(0;T ), is dense in L2(Ω).
The initial condition w0 is controllable to hit the target zero at time T when,
respectively, 0 ∈ Rd(w0;T ) or 0 ∈ Rb(w0;T ).
As proved in [15], the associated heat equation is approximately controllable
at any time T > 0 and every initial condition w0 ∈ L2(Ω) can be steered to hit
the target zero in any time T > 0 (in both the cases, the controls are localized
in any open subset of Ωa or, respectively, in any relatively open subset Γa). The
main result we are going to prove is:
Theorem 3 We fix Ωa and Γa. The set Ωa is an open subset of Ω while Γa is
a relatively open subset of Γ = ∂Ω. System (1) with the boundary condition (2)
has the following properties:
1. For every T > 0 the sets Rd(w0;T ), respectively Rb(w0;T ), are dense in
L2(Ω);
2. If 0 ∈ Rd(w0;T ) or if 0 ∈ Rb(w0;T ) for every T > 0 (even for every T in
an open subset of (0,+∞)) then system (1) is reducible to the associated
heat equation.
The sense in which system (1) is reducible to the associated heat equation
is specified in the lemmas 15 and 16 and definition 17.
We sum up the main results of this paper: approximate controllability is
inherited by system with memory while controllability to the target zero is a
singular property, which holds solely for the associated heat equation. These
facts have to be compared with the general results in [18] where it is proved
that both approximate controllability and controllability to the target zero (even
controllability to zero in the state space sense) are not robust properties.
The organization of the paper is as follows: the assumptions are presented in
Sect. 1.1 (in the subsection 1.1.1 it is shown that they are satisfied in particular
by systems with fractional derivatives and integrals). Approximate controlla-
bility is studied in Sect. 2 while controllability to the target zero is discussed
in Section 3. Ancillary results on the well posedness, stated in Section 1.1, are
proved in the Appendix A.2.
1.1 The assumptions and the definitions of the solutions
We relay on Laplace transform techniques to study Eq. (1). So, the assumptions
are expressed in the frequency domain. We introduce the following notation: if
α ∈ (0, π), Σα is the sector of the complex plane
Σα = {λ : |Argλ| < α , λ 6= 0} . (3)
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Let A be the operator in L2(Ω):
DomA = H2(Ω) ∩H10 (Ω) , Aw = ∆w.
The following properties are known:
1. the operator A is selfadjoint positive with compact resolvent;
2. supσ(A) < 0;
3. Let θA ∈ (0, π/2). There exist ω > 0 and M > 0 (which depends on θA
and ω) such that the following inequalities hold for every λ ∈ ΣθA+π/2:
∥∥(λI −A)−1∥∥ ≤
{ M
|λ+ω|
≤ M|λ|
(4)
(here and below we use M to denote a generic constant, not the same at
every occurrence).
We intend that θA and ω have been chosen and kept fixed in the paper.
4. the operatorA generates a holomorphic semigroup eAt, which admits holo-
morphic extension to the sector ΣθA .
We introduce the Green operator G which is defined as follows:
u = Gf ⇐⇒
{
∆u = 0
u = f on Γa ; u = 0 on ∂Ω \ Γa .
It is known that there exists σ0 ∈ (0, 1) (any σ0 < 1/4 but the precise value is
not needed. Hence most of the arguments in this paper can be applied also to
different boundary conditions, when the exponent takes different values) such
that imG ⊆ Dom(−A)σ0 so that from the interpolation inequality of the frac-
tional powers of A we get:
∥∥(λI −A)−1AG∣∣ ≤ M
|λ+ ω|σ0
≤
M
|λ|σ0
∀λ ∈ ΣθA+π/2. (5)
It is now well understood that the operator G can be used to insert the
boundary control in the equation (1) (see [13, 19]). We use the following equality,
which is correct in (DomA)
′
:
∆w = ∆(w −Gf) = A(w −Gf) = Aw −AGf
and we rewrite Eq. (1) in (DomA)
′
as follows:
K ∗ w′ = Aw +N ∗Aw +AG (f +N ∗ f)︸ ︷︷ ︸
g
+F , w(0) = w0 . (6)
The solutions of this equation have to be found in (DomA)
′
but, as we shall
see, when w0 ∈ L2(Ω) we can give a sense to the solutions in the space L2(Ω).
In order to understand the assumptions on the memory kernels, let us com-
pute formally the Laplace transform of (6). We get
Kˆ(λ) (λwˆ(λ)− w0) = J(λ)Awˆ(λ)−J(λ)AGfˆ (λ)+Fˆ (λ) , J(λ) = 1+Nˆ(λ)
4
and so:
wˆ(λ) =
(
λKˆ(λ)I − J(λ)A
)−1 [
Kˆ(λ)w0 − J(λ)AGfˆ (λ) + Fˆ (λ)
]
=
(
λKˆ(λ)I − J(λ)A
)−1
Kˆ(λ)w0 +
(
λKˆ(λ)I − J(λ)A
)−1
Fˆ (λ)
−
(
λKˆ(λ)
J(λ)
−A
)−1
AGfˆ(λ)
=
(
λKˆ(λ)I − J(λ)A
)−1
Kˆ(λ)w0 +
(
λKˆ(λ)I − J(λ)A
)−1
Fˆ (λ)
+
[
Gfˆ(λ)− λKˆ(λ)
(
λKˆ(λ)I − J(λ)A
)−1
Gfˆ(λ)
]
. (7)
Suggested by this expression we assume:
Assumption 4 (On the memory kernels)
1. K(t) = k0δ(t)+K0(t) where k0 ≥ 0 and δ(t) is the Dirac delta and both the
kernels K0(t) and N(t) are real valued and integrable on (0,+∞). Hence,
the Laplace transforms Kˆ(λ) and Nˆ(λ) have the following properties
• the Laplace transforms of Kˆ(λ) and Nˆ(λ) exist and are holomorphic
functions on ℜe λ > 0.
• lim|λ|→+∞
ℜe λ>0
Kˆ(λ) = k0 ≥ 0.
• lim|λ|→+∞
ℜe λ>0
Nˆ(λ) = 0.
2. There exists θ ∈ (0, π/2) such that Kˆ(λ) and Nˆ(λ) (originally defined for
ℜe λ > 0) admit holomorphic extensions to Σθ+π/2.
We recall that θA ∈ (0, π/2) has been chosen once and for all, and kept
fixed in the paper. Hence, it is not restrictive to assume 0 < θ < θA.
3. J(λ) = 1 + Nˆ(λ) 6= 0 for λ ∈ Σθ+π/2.
4. the map
λ 7→ λKˆ(λ)/J(λ)
transforms Σθ+π/2 to ΣθA+π/2.
5. Assumptions on the asymptotics of Kˆ(λ) and Nˆ(λ):
(a) asymptotics of Kˆ(λ):
i. lim |λ|→+∞
λ∈Σθ+π/2
Kˆ(λ) = k0 ≥ 0 .
ii. there exists positive numbers M and R and an exponent γ0 ∈
(0, 1] such that |λKˆ(λ)| > M |λ|γ0 for λ ∈ Σθ+π/2, |λ| > R;
iii. lim λ→0
λ∈Σθ+π/2
λKˆ(λ) = 0.
(b) asymptotics of Nˆ(λ): lim |λ|→+∞
λ∈Σθ+π/2
Nˆ(λ) = 0 so that there exists r > 0
such that when λ ∈ Σθ+π/2 and |λ| > r we have
1
2
< |J(λ)| = |1 + Nˆ(λ)| <
3
2
.
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The fact that these assumptions are satisfied in significant cases is seen
in Sect. 1.1.1. In particular, note that the constant k0 in item 5(a)i is strictly
positive if K(t) is the Dirac delta, as in the case of the associated heat equation.
Remark 5 We note:
• We are interested on controllability on bounded intervals [0, T ]. So, the
assumption that K(t) and N(t) are integrable on (0,+∞) is in fact the
conditions that they are integrable on (0, T ) and then extended with zero
on (T,+∞);
• Kˆ(λ) 6= 0 in Σθ+π/2 since λKˆ(λ)/J(λ) ∈ ΣθA+π/2 and 0 /∈ ΣθA+π/2 (see
the definition (3));
• Let ω be the constant in (4), hence ω > 0. Then λKˆ(λ) + ωJ(λ) 6=
0 in Σθ+π/2 since otherwise there should exists λ ∈ Σθ+π/2 such that
λKˆ(λ)/J(λ) = −ω /∈ ΣθA+π/2.
• the assumptions in item 5 imply
lim
|λ|→+∞, λ∈Σθ+π/2
λKˆ(λ)
J(λ)
= k0 .
Using (4) and (5) we see that the previous assumptions imply the following
inequalities (with possibly different values of the constants denoted M). These
inequalities hold on the sector Σθ+π/2:

∥∥∥∥(λKˆ(λ)I − J(λ)A)−1
∥∥∥∥ ≤
{ M
|λKˆ(λ)+ωJ(λ)|
M 1
|λKˆ(λ)|∥∥∥∥∥∥
(
λKˆ(λ)
J(λ)
I −A
)−1
AG
∥∥∥∥∥∥ ≤

 M
∣∣∣λKˆ(λ)J(λ) + ω∣∣∣−σ0
M |J(λ)|
σ0
|λKˆ(λ)|σ0
.
(8)
The main results we prove in this paper depend on the definition and prop-
erties of the solutions of Eq. (1), i.e. (6), collected in the following theorems:
Theorem 6 There exists an evolution operator E(t) i.e. a function from t ∈
[0,+∞) to L
(
L2(Ω)
)
with the following properties:
1. E(t) is continuous for t > 0, bounded on [0,+∞) and limt→0 E(t)w0 = w0
for every w0 ∈ L
2(Ω);
2. the functions E(t) admits a holomorphic extension to the sector Σθ (the
extension is denoted E(z) and θ is the angle in item 2 of the set of the
assumptions 4) and for each z ∈ Σθ (hence not for z = 0) we have E(z)w ∈
DomA for every w ∈ L2(Ω) (we recall the nonrestrictive assumpotioin
0 < θ < θA);
3. the function AE(z) is holomorphic on Σθ;
4. the Laplace transform of E(t)w0 is
(
λKˆ(λ)I − J(λ)A
)−1
Kˆ(λ)w0.
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The last property in theorem 6 justifies the following definition:
Definition 7 A mild solution of system (6) (i.e. (1)) when F = 0, f = 0 is
w(t;w0) = E(t)w0 for every initial condition w0 ∈ L2(Ω).
We recall the notation wf (t;w0, F ) for the solution, and we recall that when
w0, F or f is zero, the corresponding symbol is omitted.
The following theorem justify the definition 9 below of the solutions w(t;F )
and wf (t):
Theorem 8 The following properties hold:
1. For every T > 0 there exists a linear continuous operator operator Ed,T
from L2
(
0, T ;L2(Ω)
)
to itself such that
(a) if T1 > T and F ∈ L
2
(
0, T1;L
2(Ω)
)
then (Ed,T1F )|(0,T ) = Ed,T
(
F|(0,T )
)
.
So, we can define (EdF ) (t) = (Ed,TF ) (t) with any T > t;
(b) the Laplace transform of EdF is defined for ℜe λ > 0 and it is equal
to
(
λKˆ(λ)I − J(λ)A
)−1
Fˆ (λ).
(c) if F ∈ D (Ω× (0, T )) then the function t 7→ (EdF ) (t) is continuous
from [0, T ] to DomAk for every T > 0 and every k ≥ 0.
2. For every T > 0 there exists a linear continuous operator Eb,T from
L2
(
0, T ;L2(Γa)
)
to L2
(
0, T ;L2(Ω)
)
such that
(a) if T1 > T and f ∈ L2
(
0, T1;L
2(Γa)
)
then (Eb,T1f)|(0,T ) = Eb,T
(
f|(0,T )
)
.
So, we can define (Ebf) (t) = (Eb,T f) (t) with any T > t;
(b) the Laplace transform of Ebf is defined for ℜe λ > 0 and it is equal
to −
(
λKˆ(λ)I − J(λ)A
)−1
J(λ)AGfˆ (λ).
(c) if f ∈ D (Γa × (0, T )) then the function t 7→ (Ebf) (t) is continuous
from [0, T ] to L2(Ω) for every T > 0.
These results justify:
Definition 9 When w0 = 0, f = 0 we define w(·, F ) = EdF ; when w0 = 0,
F = 0 we define wf (·) = Ebf and, in general, wf (·;w0, F ) = E(t)w0+EdF+Ebf .
The proofs of the previous theorems 6 and 8 follow the lines already used in
several special cases and for completeness they are sketched in the appendix A.2.
Remark 10 It is easy to understand the importance that the statement in
item 2c of theorem 8 has in the definition of the reachable set under boundary
controls, since it is known that in general wf (t) is not continuous if f is solely
square integrable, not even in the case of the associated heat equation, as seen
in the example [16, p. 217]. Example 20 in the appendix A.2 shows that even
the function t 7→ w(t;F ) is not continuous when K(t) is not the Dirac delta,
and this explains the reason why we stated explicitly the result in item 1c.
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We shall use also representation formulas for the operators E(t), Ed(t) and
Eb(t). In the case of the associated heat equation, Ed(t) and Eb(t) are just
convolutions with E(t) which in this case is eAt. This is not the case in general,
since the decaying factor K(λ) in wˆ(λ;w0) is not present in the expression of
wˆ(λ;F ) and wˆf (λ).
The representations, derived in the appendix A.2, are as follows. Let the
path of integration Gǫ be composed by the following two half lines and circular
arch (this is the usual integration path of the theory of holomorphic semigroups,
see [20, Sect. 1.7]. The path is represented in Fig. 1 of the appendix A.2):
G± : λ = s [cosα± sinα] s ∈ [ǫ,+∞) , λ = ǫe
−τ , −α < τ < α . (9)
The angle α ∈ (π/2, θ) is fixed. Then we have
w(t;w0) = E(t)w0 =
1
2πi
∫
Gǫ
etλKˆ(λ)
(
λKˆ(λ)I − J(λ)A
)−1
w0 dλ . (10)
Of course the improper integral is computed as the limit forR→ +∞ of integrals
on GR,ǫ = Gǫ ∩ {λ , |λ| < R}.
The operators Ed(t) and Eb(t) are given by the following convolutions:
w(t;F ) =
∫ t
0
E(t− s)F (s) ds , wf (t) = −
∫ t
0
E(t− s)AGg(s) ds (11)
where
E(t) =
1
2πi
∫
Gǫ
etλ
(
λKˆ(λ)I − J(λ)A
)−1
dλ (12)
and g is the function in (6). As proved in the appendix A.2, the integral con-
verges uniformly for t ∈ [a, T ], a > 0 and in L1 (0, T ;L(X)) for every T > 0.
1.1.1 Discussion of the assumptions
The powers of λ denotes the principal value, so that argλγ = γ argλ with
−π ≤ argλ < π.
We recall A = ∆ with domain H2(Ω) ∩ H10 (Ω) ⊆ L
2(Ω) so that θA is any
number in (0, π/2) and we discuss the assumptions on the memory kernels in
the following significant cases:
1. K(t) = δ(t), N(t) = 1Γ(γ) t
γ−1 so that Kˆ(λ) = 1, Nˆ(λ) = 1λγ where
γ ∈ (0, 1). Then
λKˆ(λ)
J(λ)
=
λ1+γ
1 + λγ
;
2. K(t) = 1Γ(1−α) t
−α, N(t) = 0 with α ∈ (0, 1). Then λKˆ(λ) = λα and
λKˆ(λ)
J(λ)
= λα ;
3. K(t) = 1Γ(1−α) t
−α, N(t) = 1Γ(γ) t
γ−1 so that λKˆ(λ)
(1+Nˆ(λ))
= λ1+α/ (1 + 1/λγ)
where α and γ belong to (0, 1). Then,
λKˆ(λ)
J(λ)
=
λα+γ
1 + λγ
;
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The conditions in the items 1-3 and the asymptotic conditions of item 5
clearly hold in the three examples, and we must prove the existence of a sector
Σθ+π/2 over which the condition in item 4 hold, i.e. λKˆ(λ)/J(λ) transforms
Σθ+π/2 into a sector Σπ−ǫ for some ǫ > 0. This assumption is clearly satisfied
in case 2 since α ∈ (0, 1). We prove that it is satisfied in case 1. We consider
argλ ≥ 0 (similar computations when argλ ≤ 0 lead to the same condition on
ǫ). If argλ > 0 we have
arg
λ1+γ
1 + λγ
= (1 + γ) argλ− arg(1 + λγ) < (1 + γ) argλ .
The required condition holds of we choose ǫ ∈ (0, (1− γ)π/2).
Case 3 is more interesting since in this case the condition in item 4 imposes
a link among the exponents α and γ. It is convenient to rename ǫ as πǫ and θ as
θπ/2 so that now θ ∈ (0, 1). Then, the condition in item 4 of the assumptions 4
can be written as follows: there exists θ ∈ (0, 1) and ǫ > 0 such that both the
following conditions hold when −(π/2)(θ + 1) ≤ argλ ≤ (π/2)(θ + 1):
−π(1− ǫ) < arg
λα+γ
1 + λγ
< π(1− ǫ) (13)
We examine the case 0 ≤ argλ ≤ π2 (θ + 1). Computing the limit for λ→ 0
along the line argλ = (θ + 1) (π/2) we get
(α+γ)(π/2)(θ+1) < π(1−ǫ) which implies the necessary condition α+ γ < 2 .
When ℜe λ ≥ 0 the left inequality in (13) is always satisfied since arg(1 +
λγ) ≤ γ argλ. We prove that the inequality from above is satisfied, for a suitable
θ ∈ (0, 1) and ǫ > 0, when α+ γ < 2. In fact,
(α+ γ) argλ− arg(1 + λγ) ≤ (α + γ) argλ ≤ (α+ γ)
π
2
(θ + 1)
and we want the existence of θ0 > 0 such that the following holds for θ < θ0:
1
2
(α+ γ)(θ + 1)π < π .
This is achieved provided that
θ < θ0 where θ0 =
2− (α+ γ)
α+ γ
> 0 .
A similar analysis shows that when α + γ < 2 the required condition (13)
can be satisfied also in a sector −(π/2)(θ + 1) ≤ argλ ≤ 0.
1.2 Comments on previous results
The first instance of system (1) that has been studied is the Colemann-Gurtin
equation, i.e. Eq. (1) when K(t) is the Dirac delta and of course the first results
concern the case that the kernel N(t) is smooth. In this case, the first study of
controllability seems to be the paper [2] which proves lack of exact controllability.
This result is expected of course, since exact controllability does not hold for
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the associated heat equation. The proof of approximate controllability in [1] is
for kernels K(t) = δ(t) and
N(t) =
n∑
j=1
aje
−αjt +
m∑
j=1
∫
Ij
bj(s)e
−st ds
where αj > 0, aj ≥ 0; bk(s) > ck > 0 are integrable on the bounded intervals
Ij . Approximate controllability is then proved for any N ∈ H1(0, T ) (and
K(t) = δ(t)) in [9, 10]. In this paper lack of controllability to hit the target
zero has also been proved for every N ∈ H1(0, T ), after the preliminary results
in [6, 7, 8].
Approximate controllability for a heat equation perturbed by a memory term∫ t
0 H(t−s)u(s) ds when the relaxation kernel has compact support is proved via
Carleman inequalities in [14]. A positive result on controllability to the target
zero for this class of systems when H(t) has very special properties is proved
in [22] via Carleman estimates.
Controllability of systems with fractional derivatives (in time) have been
advocated in particular by M. Yamamoto, and we cite the paper [5] where
approximate controllability is proved for the system (1) with boundary controls,
in the case that N(t) is the Dirac delta and K(t) = (1/Γ(1 − α))t−α (see
also [12, 24]).
2 Approximate controllability
In this section we prove the statement in item 1 of theorem 3, i.e. we prove
that the system with memory (1) inherits the approximate controllability prop-
erties of the associated heat equation. In spite of the fact that distributed and
boundary controls have special features, it is convenient to introduce suitable
notations using which we can perform most of the computations in a unified
way.
We recall that the distributed control F is zero on Ω\Ωa. We introduce, for
F ∈ L2
(
0, T ;L2(Ωa)
)
,
(B0F ) (x) =
{
F (x) if x ∈ Ωa
0 if x ∈ Ω \ Ωa
(in this section it might be Ωa = Ω. In this case, B = I). The control process (6)
is
K ∗ w′ = Aw +N ∗Aw −AG (f +N ∗ f) +B0F , w(0) = w0 .
We can subsume both the controls f and F in the same expression by writing
K ∗ w′ = Aw +N ∗Aw +AB (g +N ∗ g) , w(0) = w0 (14)
where (R(t) is the resolvent kernel of N(t), see below){
either B = G and g = −f
or B = A−1B0 and g = F −R ∗ F
(15)
and then we can study approximate controllability of (14) under the action
of the control g ∈ L2(0, T ;U) where now U is either L2(Γa) or L2(Ωa). The
solution of (14) with w0 = 0 is denoted wg(·).
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Once this transformation has been done, the reachable set is denoted simply
R(T ):
R(T ) =
{
either Rd(0, T )
or Rb(0, T ) .
The set R(T ) is a subspace of L2(Ω) and R(T1) ⊆ R(T2) if T1 < T2. Then we
define
R(∞) =
⋃
T>0
R(T ) .
Note that the “real control” in (14) is not g but g + N ∗ g. Then it is
convenient to keep in mind the following facts.
The resolvent kernel R(t) of N(t) is the unique solution of
R+N ∗R = N .
We recall that the transformation
F 7→ F +N ∗ F
is continuous and boundedly invertible in any space L2(0, T ;U) (also T = +∞
when N(t) ∈ L1(0,+∞)) and the inverse is
F 7→ F −R ∗ F .
So, in the particular case of the distributed control we have g +N ∗ g = F . In
paricular, if F ∈ D (Ωa × (0,∞)) then g +N ∗ g = F has this same regularity.
Things are slightly different in the case of the boundary controls. In this case
f ∈ D (Γa × (0,+∞)) so that N ∗ f ∈ C∞ (Γa × (0,+∞)) and N ∗ f = 0 on a
suitable interval (0, ǫ) (ǫ > 0 depends on f). Furthermore:
• The set of the functions g +N ∗ g is dense in L2(0, T ;U) both in the case
U = L2(Ωa) and U = L
2(Γa);
• In both the cases, the Laplace transform gˆ(λ) decays faster then 1/|λ|k
when |λ| → +∞ in ℜe λ ≥ 0, for every k > 0;
• The Laplace transform of R(t) is Rˆ(λ) = Nˆ(λ)/J(λ).
Now we recall that our goal is the proof that the subspace R(T ) is dense in
L2(Ω) for every T > 0. The proof is in three steps:
1. we characterize the elements ofR(T )⊥ for every T > 0, T = +∞ included;
2. we prove that R(∞) is dense in L2(Ω);
3. then we prove that R(T ) is dense in L2(Ω) at any time T > 0.
Note that in the proofs we cannot relay on the usual variation of constants
formula, as for example wg(·) = E ∗ (ABg) since wˆ(λ;w0) has the decaying
factor Kˆ(λ) which is not present in the expression of wˆg(λ). So we use the
Laplace transform formulas to represent the solutions.
Thanks to the fast decaying properties of gˆ(λ) the solution wg(t) is contin-
uous and it is given by is
wg(t) =
1
2π
∫ +∞
−∞
eiωt
[
iωKˆ(iω)I − J(iω)A
]−1
AB [J(iω)gˆ(iω)] dω . (16)
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Using the fact that the reachable set is increasing, ξ ⊥ R(T ) (with T ≤ +∞)
if and only if the following holds:∫ +∞
−∞
eiωt〈
[
iωKˆ(iω)I − J(iω)A
]−1
ABJ(iω)gˆ(iω), ξ〉 dω = 0 ∀t ∈ [0, T ] .
(17)
The orthogonality condition can be written as∫ +∞
−∞
eiωt〈(iω + 1) gˆ(iω),
J(−iω)
1− iω
B∗A
[
−iωKˆ(−iω)I − J(−iω)A
]−1
ξ〉 dω = 0 .
(18)
Both the sides of the crochet belong to H2(Π+) (see the Appendix A.1 for the
definition and key properties of the Hardy spaces H2(Π+). The minus sign in
front of iω in the second factor of the inner product is explained there).
The reason for inserting the factor 1/(1 − iω) is that in this way also the
second factor of the inner product is integrable on the imaginary axis, thanks
to the inequalities (8), and so it is the Laplace transformation of a continuous
function, while (1 + iω)gˆ(iω) still decays faster then any 1/|ω|k for every k.
Note that (1 + λ)gˆ(λ) is the Laplace transform of g + g′ since g(0) = 0.
Let us introduce L(t)ξ, the inverse Laplace transform of
J(λ)
1 + λ
B∗A
[
λKˆ(λ)I − J(λ)A
]−1
ξ .
The orthogonality condition (18) at time T takes the form (see the Appendix A.1)∫ t
0
〈g(s) + g′(s), L(t− s)ξ〉 dλ = 0 0 ≤ t ≤ T ≤ +∞ . (19)
In order to examine the ortogonality condition, we shall use the following
lemma, whose proof is at the end of this section:
Lemma 11 Let either U = L2(Ωa) and U0 = D(Ωa) or U = L
2(Γa) and
U0 = D(Γa). Let
HT = {g + g
′ , g ∈ D(0, T ;U0)} .
We have:
1. if T < +∞ then H⊥T = {e
tu0 , u0 ∈ U};
2. If T = +∞ then H∞ is dense in L2(0,+∞;U) and so H∞ = {(1 + λ)gˆ(λ) , g ∈ H∞}
is dense in H2(Π+;U).
Now we characterize R⊥∞. The proof relays on the second statement in
lemma 11.
Lemma 12 We have ξ ⊥ R(∞) if and only if
J(λ)
λ+ 1
B∗A
(
λKˆ(λ)I − J(λ)A
)−1
ξ = 0 i.e. B∗A
(
λKˆ(λ)I − J(λ)A
)−1
ξ = 0 .
Proof. The two forms of the conditions are equivalent since J(λ) is not zero.
The first form is obtained directly from lemma 11 when the control acts on
the boundary, since in this case g = f and the orthogonality condition is that
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L(t)ξ = 0 for t > 0, i.e. Lˆ(λ)ξ = 0 in ℜe λ > 0. Analogously, the second form
is immediate in the case of distributed controls, since in this case J(λ)gˆ(λ) =
Fˆ (λ).
This is the characterization we searched in the first step of the proof.
Remark 13 Note that this orthogoanlity condition in the case of the associated
heat equation is the well known condition
B∗A (λI −A)−1 ξ = 0 ℜe λ > 0 i.e. B∗AeAtξ = 0 t > 0 .
It is known, (see [23]) that this condition implies ξ = 0.
Now we proceed with the second step of the proof, i.e. we prove thatR(∞)⊥ =
0. First we prove:
Lemma 14 The following holds:
1. if ξ ⊥ R(∞) then B∗ξ = 0.
2. the linear space R(∞)⊥ is invariant under A−1: A−1R(∞)⊥ ⊆ R(∞)⊥
Proof. From lemma 12 we have that ξ ⊥ R(∞) if and only if
J(λ)B∗A
(
λKˆ(λ)I − J(λ)A
)−1
ξ
= −B∗ξ + λKˆ(λ)
[
B∗
(
λKˆ(λ)I − J(λ)A
)−1
ξ
]
= 0 .
Now we compute the limit for λ→ 0. Inequalities (8) show that the bracket
is bounded and item 5(a)iii in the set of the assumptions 4 is that the factor
λKˆ(λ) tends to zero. Hence B∗ξ = 0.
Once B∗ξ = 0 is known we have also
0 = B∗
(
λKˆ(λ)I − J(λ)A
)−1
ξ = B∗A
(
λKˆ(λ)I − J(λ)A
)−1 [
A−1ξ
]
and so A−1ξ is orthogonal to R(∞) when ξ ⊥ R(∞), i.e. [R(∞)]⊥ is invariant
under A−1.
Note that in the proof of the second statement of lemma 14 we used λKˆ(λ) 6≡
0, which follows from item 5(a)ii in the set of the assumptions 4.
Now we complete the second step of the proof i.e. we prove that controlla-
bility of the associated heat equation implies that if ξ ⊥ R(∞) then ξ = 0.
The operator A−1 is selfadjoint bounded so that if [R(∞)]⊥ 6= 0 then A−1
must have an eigenvalue in this invariant space:
A−1ξ0 =
1
µ0
ξ0 i.e. Aξ0 = µ0ξ0 ξ0 ∈ [R(∞)]
⊥
and so B∗ξ0 = 0
(note that the eigenvalue is not zero since A−1 is invertible). Then we have
B∗A [λI −A]−1 ξ0 = µ0
1
λ− µ0
B∗ξ0 = 0
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and this is the condition that ξ0 is orthogonal to the reachable set of the as-
sociated heat equation, see Remark 13. Hence, it must be ξ0 = 0 i.e. we have
proved the statement in item 2: R(∞) is dense in L2(Ω).
Finally, we pass to the third step of the proof. We need an explicit expression
of the operator L(t) in (19). This is simply derived from the equality
1
1 + λ
B∗J(λ)A
(
λKˆ(λ)I − J(λ)A
)−1
ξ = −
1
λ+ 1
B∗ξ
+B∗
(
λKˆ(λ)I − J(λ)A
)−1
Kˆ(λ)ξ −
1
λ+ 1
B∗
(
λKˆ(λ)I − J(λ)A
)−1
Kˆ(λ)ξ
which shows
L(t)ξ = −e−tB∗ξ +B∗w(t; ξ) −B∗
∫ t
0
e−(t−s)w(s; ξ) ds
(we recall that w(·; ξ) is the solutions when the controls are put equal zero).
Now we treat separately the case of the boundary and distributed controls.
In the case of the boundary controls, g = f and we use directly statement 1 in
lemma 11 to deduce that ξ ⊥ R(T ) if and only if there exists u0 such that
−e−tB∗ξ +B∗w(t; ξ)−B∗
∫ t
0
e−(t−s)w(s; ξ) ds = etu0 . (20)
In fact, the orthogonality condition (19) is the condition that L(·)ξ ⊥ HT where
HT is defined in lemma 11.
We compute (20) for t = 0 and we see that it must be u0 = 0, i.e. in the
case of boundary controls we have ξ ⊥ RT if and only if
B∗w(t; ξ) −B∗
∫ t
0
e−(t−s)w(s; ξ) ds = e−tB∗ξ t ∈ [0, T ] . (21)
The solution of the Volterra integral equation
y(t)−
∫ t
0
e−(t−s)y(s) ds = e−tB∗ξ
is constant, equal to B∗ξ so that
B∗w(t; ξ) = B∗ξ , t ∈ [0, T ] . (22)
Statement 2 in theorem 6 and the fact that B is a bounded operator show that
B∗w(t; ξ) admits a holomorphic extension to a sector surrounding the positive
real axis, and so if it is constant on [0, T ] it is constant for every t > 0. We
compute the Laplace transformation of both the sides of the equality (22) on
[0,+∞) and we find
λ
[
B∗
(
λKˆ(λ)I − J(λ)A
)−1
Kˆ(λ)ξ
]
= B∗ξ .
We use again that limλ→0+ λKˆ(λ) = 0 and we see that B
∗ξ = 0.
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Then, if ξ ⊥ RT we have also
0 = B∗
(
λKˆ(λ)
)(
λKˆ(λ)I − J(λ)A
)−1
ξ
= B∗ξ +B∗J(λ)A
(
λKˆ(λ)I − J(λ)A
)−1
ξ
and so also
B∗A
(
λKˆ(λ)I − J(λ)A
)−1
ξ .
We compare with lemma 12 and we see that if ξ ⊥ RT then ξ ⊥ R∞ and so
ξ = 0 from the second step of the proof.
Now we prove that if ξ ⊥ R(T ) then condition (21) holds also in the case of
distributed controls. In fact in this case g = (δ − R) ∗ F where δ is the Dirac
delta and g′ = (δ−R) ∗F ′ since F (0) = 0. So, the orthogonality condition (19)
is
−(δ −R) ∗ χB∗ξ + y − χ ∗ y = etu0
where
χ(t) = e−t , y = (δ −R) ∗B∗w(·; ξ) .
Computing with t = 0 we get again u0 = 0 and the orthogonality condition
takes the form
(δ −R) [−χB∗ξ +B∗w − χ ∗B∗w] = 0 , w = w(·; ξ) .
We compute the convolution with δ +N and we see that B∗w(t; ξ) solves (21).
Now we proceed as in the case of boundary controls to conclude that ξ = 0.
In order to complete the proof of the statement in item 1 of theorem 3 we
prove lemma 11.
The proof of lemma 11 We prove the lemma in the case U = L2(Ωa). The
proof in the case U = L2(Γa) is similar.
First we recall the following facts. Let f ∈ L2(0, T ;U). By definition,
f ∈ W 1,2(0, T ;U) when we have also f ′ ∈ W 1,2(0, T ;U). The derivative is
defined in the sense of the distributions, i.e.∫ T
0
〈f(t), φ′(t)〉U dt = −
∫ T
0
〈f ′(t), φ(t)〉U dt (23)
for any function φ ∈ D(0, T ;U). In the special case under consideration, any
function φ ∈ D
(
0, T ;L2(Ωa)
)
. Note that if φ ∈ D
(
0, T ;L2(Ωa)
)
then we have
also φ ∈W 1,2
(
0, T ;L2(Ωa)
)
.
Every φ ∈W 1,2
(
0, T ;L2(Ωa)
)
can be approximated (in the norm ofW 1,2) by
a sequence {φn} ∈ D (Ωa × (0, T )). Hence, f ∈W 1,2(0, T ;U) when equality (23)
holds for every φ ∈ D (Ωa × (0, T )).
Now we prove the lemma. The condition f ⊥ HT is the condition∫ T
0
〈f(t), g(t)〉L2(Ωa) dt = −
∫ T
0
〈f(t), g′(t)〉L2(Ωa) dt
for every g ∈ D (Ωa × (0, T )).
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It follows that
f ′ = f so that f(t) = etf(0) .
This proves the first statement.
In order to prove the second statement we note that if f ⊥ H∞ then f ⊥ HT
for every T > 0 and so both the following properties must hold: f(t) = etf(0)
and also f ∈ L2
(
0,+∞;L2(Ω)
)
. So, it must be f(0) = 0, hence f = 0.
3 Controlability to the target 0 and reducibility
to the standard heat equation
In this section we are going to prove the existence of initial conditions w0 which
cannot be steered to hit the target 0 at any time T /∈ Z ⊆ (0,+∞), an excep-
tional set of times which does not have accumulation points in (0,+∞), unless
system (1) can be reduced to the standard heat equation in the sense specified
below.
The initial condition w0 can be controlled to hit the target 0 when
distributed control: 0 ∈ Rd(w0;T ) i.e. E(T )w0 ∈ Rd(0, T )
boundary control: 0 ∈ Rb(w0;T ) i.e. E(T )w0 ∈ Rb(0, T ) .
(24)
The definition of the set Z is suggested by the following representation of
E(t)w0: Using I = A
−1A we see that, for T > 0,
2πiE(T )w0
= A−1
∫
Gǫ
eλT
Kˆ(λ)
J(λ)
[
J(λ)A − λKˆ(λ)I + λKˆ(λ)I
] (
λKˆ(λ)I − J(λ)A
)−1
w0 dλ
= −A−1
[∫
Gǫ
eλT
Kˆ(λ)
J(λ)
dλ
]
︸ ︷︷ ︸
we want 6=0
w0
+A−1
[∫
Gǫ
eλT
λKˆ2(λ)
J(λ)
(
λKˆ(λ)I − J(λ)A
)−1
w0 dλ
]
︸ ︷︷ ︸
∈DomA2
. (25)
The second bracket is an element of DomA thanks to the assumed asymptotic
properties of Kˆ(λ) and Nˆ(λ), item 5 in the set of the assumptions 4, and so
E(T )w0 /∈ DomA
2 if the first bracket is nonzero and w0 /∈ DomA.
So we define
Z =
{
t :
∫
Gǫ
eλt
Kˆ(λ)
J(λ)
dλ = 0
}
.
We are going to see that Z is the set of the real zeros of a function which is
holomorphic in a sector surrounding the real positive axis. So, it does not have
accumulation points in t > 0, unless the function is identically zero. In this case
we shall see that system (1) can be reduced to the associated heat equation. In
fact:
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Lemma 15 The function
Ψ(z) =
1
2πi
∫
Gǫ
eλz
Kˆ(λ)
J(λ)
dλ
is holomorphic in the sector Σθ+π/2 (θ is as in Assumption 4 item 2) and it is
zero if and only if Kˆ(λ)J(λ) is a constant. If
Kˆ(λ)
J(λ) ≡ c then c > 0.
Proof. Note that Kˆ(λ)/J(λ) is bounded in the set Σθ+π/2∩{λ : |λ| > a} (any
a > 0) so that the improper integral converges uniformly on compact sets of
Σθ+π/2, i.e. Ψ(z) is holomorphic on Σθ+π/2.
If Kˆ(λ)/J(λ) ≡ c then the integral is zero, as seen by integrating on the
closed circuit Gǫ ∩ {λ : |λ| < R}, closed by an arc of radius R in the left half
plane, and passing to the limit for R→ +∞.
Conversely, we prove that if Ψ(z) ≡ 0 then Kˆ(λ)/J(λ) is constant and in
fact it is a positive constant.
As in [21, p. 59], we introduce
Φ(z) =
1
2πi
∫
Gǫ
eλz
1
λ2
Kˆ(λ)
J(λ)
dλ .
Also this function is holomorphic on Σθ+π/2.
Thanks to the fast decaying property of the exponential,
Φ′′(z) = Ψ(z) ≡ 0 i.e. Φ(z) = Φ0 +Φ1z . (26)
So we have (see formula (28))
Φ(t) = Φ0 +Φ1t =
1
2πi
∫
Gǫ
eλt
1
λ2
Kˆ(λ)
J(λ)
dλ
=
1
2π
∫ c+i∞
c−i∞
e(c+iω)t
Kˆ(c+ iω)
(c+ iω)2J(c+ iω)
dω , c > ǫ .
The last equality is justified by the facts that, from the properties 5(a)i and 3
in the set of the assumptions 4, Kˆ(λ) is bounded on Gǫ and in the region to the
right of it and J(λ) 6= 0. It follows that the Laplace transform of Φ(t) is
Φˆ(λ) =
Kˆ(λ)
λ2J(λ)
ℜe λ > 0.
Using the expression of Φ(t) in (26) we have
Kˆ(λ)
λ2J(λ)
= Φ0
1
λ
+Φ1
1
λ2
and so λKˆ(λ)J(λ) = Φ0λ
2 +Φ1λ .
Now we invoke the assumption 4 item 4: the map λ 7→ λKˆ(λ)/J(λ) transforms
Σθ+π/2 to ΣθA+π/2. This is possible only if Φ0 = 0 and Φ1 ≥ 0 (and in fact
Φ1 > 0 since K 6= 0) as wanted.
And so:
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Lemma 16 The set Z has accumulation points in t > 0, and so Z = (0,+∞),
if and only if Eq. (1) is the associated heat equation.
Proof. We proved that if Z = (0,+∞) then
Kˆ(λ)/J(λ) ≡ Φ1 > 0 i.e. Kˆ(λ) = Φ1
(
1 + Nˆ(λ)
)
, Φ1 > 0 .
Then, Eq. (1) takes the form(
w′ −
1
Φ1
∆w
)
+
∫ t
0
N(t− s)
(
w′(s)−
1
Φ1
∆w(s)
)
ds =
1
Φ1
F .
Let R(t) be the resolvent kernel of N(t). Then we have
w′(t)−
1
Φ1
∆w(t) =
1
Φ1
F −
∫ t
0
R(t− s)
1
Φ1
F (s) ds , Φ1 > 0
(with the same boundary control f). This is the associated heat equation (with
a diffusion coefficient 1/Φ1 possibly not equal 1, but it is clear that this has no
importance. If we want also the coefficient to be equal 1 this can be achieved
by changing the time scale).
Lemma 16 suggests the following definition:
Definition 17 System (1) is reducible to the standard heat equation when
there exists c > 0 such that K(t) = c (δ +N(t)) where δ is the Dirac delta.
Now we prove:
Theorem 18 Let Z 6= (0,+∞) (i.e. the system (1) is not reducible to the
standard heat equation) and let T /∈ Z. Then:
1. if Ω \ clΩa 6= ∅ then there exist initial conditions w0 (which do not depend
on T /∈ Z) such that E(T )w0 /∈ Rd(0;T );
2. there exist initial conditions w0 (which do not depend on T /∈ Z) such that
E(T )w0 /∈ Rb(0;T ).
Proof. The proof in the case of distributed controls is immediate: if F ∈
D (Ωa × (0, T )) then w(T ;F ) ∈ DomAk for every k, see the statement in item 1c
of theorem 8. Hence, the inclusion w(T ;w0) ∈ Rd(0, T ) does not hold for
example when w0 /∈ DomA, thanks to the representation (25) of E(T )w0.
The proof of lack of controllability under boundary controls follows similar
ideas. Thanks to the regularity of f(t), we have that (λ + 1)kfˆ(λ) is bounded
in the right half plane for every k ≥ 0 and formula (7) gives the following
expression for wf (t) (here Rc is the vertical line ℜe λ = c for an arbitrary fixed
c > 0)
wf (t) = Gf(t)
−
1
2πi
∫
Rc
eλt
λKˆ(λ)
(λ + 1)k
(
λKˆ(λ)I − J(λ)A
)−1
G
[
(λ+ 1)kfˆ(λ)
]
dλ︸ ︷︷ ︸
w˜(t)
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where the path of integration Rc is the vertical line ℜe λ = c for an arbitrary
fixed c > 0,
Rc = c+ iω , ω ∈ R .
We shall see that w˜(t) takes values in Dom(−A)2−σ0 for every t, in particular
for t = T . Accepting this fact and using f(T ) = 0 we then have wf (T ) ∈
Dom(−A)2−σ0 and the inclusion E(T )w0 ∈ Rb(T ) cannot hold when w0 /∈
Dom(−A)1−σ0 .
In order to complete our argument we prove the stated regularity of w˜(t).
This follows from the following equality:
Aw˜(t)
=
∫
Rc
eλt
λ
(λ+ 1)k
Kˆ(λ)
J(λ)
{
−I + λKˆ(λ)
(
λKˆ(λ)I − J(λ)A
)−1}
G
[
(λ+ 1)kfˆ(λ)
]
dλ
= −G
∫
Rc
eλt
λKˆ(λ)
J(λ)
fˆ(λ) dλ︸ ︷︷ ︸
∈Dom(−A)σ0
+
∫
Rc
eiλt
{
λ2Kˆ(λ)2
(λ+ 1)k
(
λKˆ(λ)I − J(λ)A
)−1}
G
[
(λ + 1)kfˆ(λ)
]
dλ
︸ ︷︷ ︸
∈DomA
.
The proof of the theorem is now complete.
Remark 19 Note that the result concerning distributed controls is stronger
than stated since we did not use the full strength of the assumption that the
control is localized in Ωa (which is the case of interest in practice) but we
used solely the fact that it is possible to control w0 to hit the target zero with
distributed controls which are smooth enough. Also the full strength of the
condition that the controls are of class C∞ has not been used.
A Appendices
A.1 Information on the Laplace transform and Hardy spaces
Let X be any separable Hilbert space. We use Π+ to denote the right half plane,
Π+ = {ℜe λ > 0}. The Hardy space H2(Π+;X) is the space of the functions
F (λ) which are holomorphic in ℜe λ > 0 and such that
‖F‖2H2(Π+;X) = sup
x>0
∫ +∞
−∞
‖F (x+ iy)‖2X dy < +∞ .
The linear space H2(Π+;X) endowed with this norm is a Hilbert space and
the Laplace transformation f 7→ fˆ = F is bounded and boundedly invertible
between L2(0,+∞;X) and H2(Π+;X).
We need the following additional pieces of information:
• if F ∈ H2(Π+;X) then limx→0+ F (x + iy) = F (iy) exists a.e. and exists
in the sense of L2(iR), i.e. limx→0+ ‖F (x+ iy)−F (iy)‖L2(−∞,+∞;X) = 0.
19
• The space {F (iy) , F (x + iy) ∈ H2(Π+;X)} is a closed subspace of
L2(−∞,+∞;X) and it turns out that
〈F,G〉H2(Π+;X) = sup
x>0
{∫ +∞
−∞
G¯(x+ iy)F (x+ iy) dy
}
=
∫ +∞
−∞
G¯(iy)F (iy) dy
(i.e. H2(Π+;X) and such closed subspace of L
2(−∞,+∞;X) are isomet-
ric).
• In the special case of a real valued function f(t), fˆ(x + iy) = fˆ(x − iy)
and so, if f and g are real valued and F = fˆ , G = gˆ, we have
〈F,G〉H2(Π+;X) = sup
x>0
{∫ +∞
−∞
G¯(x+ iy)F (x+ iy) dy
}
=
∫ +∞
−∞
G(−iy)F (iy) dy .
• Let f and g belong to L2(0,+∞;X). Then,
h(t) =
∫ t
0
〈f(t− s), g(s)〉 ds ∈ L∞(0,+∞) ∩ C([0,+∞))
and we have:
– The Laplace transform of h(t) is
hˆ(λ) = 〈fˆ(λ), gˆ(λ)〉X .
– In the special case that f(t) and g(t) take values in a real Hilbert
space X then h(t) is real valued and
hˆ(iω) = 〈fˆ(iω), gˆ(iω)〉X = 〈fˆ(iω), gˆ(−iω)〉X .
• when f ∈ L2(0,+∞;X) i.e. fˆ ∈ H2(Π+;X), the usual formula of the
inverse Laplace transform holds
f(t) =
1
2π
∫ +∞
−∞
eiωtfˆ(iω) dω (27)
in the sense that the integral computed on [−T, T ] converges to f in
L2(0,+∞;X) when T → +∞. If it happens that fˆ(iω) ∈ L1(−∞,+∞;X)
then f(t) is continuous and the convergence (for T → +∞) is uniform on
compact subsets of [0,+∞).
• If there exists α ∈ R such that F (λ + α) ∈ H2(Π+;X) then F (λ) = fˆ(λ)
where the function f(t) is given by
f(t) =
1
2π
∫ c+i∞
c−i∞
e(c+iω)tF (c+ iω) dω =
1
2πi
∫
Rc
veλtF (λ) dλ (28)
where Rc = c + iω, −∞ < ω < +∞. The number c is any real number
larger then a.
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• When f ∈ D ((0,+∞)×X) its Laplace transform fˆ(λ) decays faster then
1/|λ|k when |λ| → +∞ in ℜe λ ≥ 0, for every k > 0.
A.2 The proofs of theorems 6 and 8
The proofs follows estabilished routes, see for examples [21]. In fact, similar
ideas are used in the study of holomorphic semigroups, see [20].
We sketch the proofs in order to see the role of the assumptions, in particular
of the assumptions on Kˆ(λ).
The idea is to recover the candidate solution w(t;w0) = E(t)w0 as the in-
verse Laplace transform of (λKˆ(λ)I − J(λ)A)−1Kˆ(λ) but the restriction to the
imaginary axis is not integrable so that in order to find the inverse Laplace
transform we integrate on the path Gǫ in (9) and represented in Fig. 1.
We recall that the angle α ∈ (π/2, θ) is fixed.
Figure 1: The path of integration Gǫ. The dotted angle is Σθ.
G
-
G
+
ǫ
Then we define
E(z) =
1
2πi
∫
Gǫ
ezλKˆ(λ)
(
λKˆ(λ)I − J(λ)A
)−1
dλ .
Of course the improper integral is computed as the limit of integrals on GR,ǫ =
Gǫ ∩ {λ |λ| < R}. It is easy to see that the limit exists uniformly on compact
subsets of the sector
Σθ = {z : | arg z| < θ , z 6= 0}
and so E(z) is a holomorphic operator valued function on Σθ.
The operator AE(z) has similar properties. This is simply seen as follows:
the operator valued function AE(z) is bounded on every compact subset of Σθ
as seen from
Kˆ(λ)A
(
λKˆ(λ)I − J(λ)A
)−1
= −I +
λKˆ(λ)
J(λ)
(
λKˆ(λ)
J(λ)
I −A
)−1
.
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The second addendum is bounded from the assumptions on the memory kernels
and the first set of the inequalities (8) while ezλ is dominated by a decaying
exponential if z belongs to a compact subset of Σθ (in particular it is far from
0).
Let now w ∈ L2(Ω) and w˜ ∈ DomA. Then we have (the crochet denotes the
inner product in L2(Ω))
〈AE(z)w, w˜〉 = 〈E(z)w,Aw˜〉
so that z 7→ 〈AE(z)w, w˜〉 is a holomorphic valued function for every w˜ ∈ DomA
(which is dense in L2(Ω)). We use [11, Remark 1.38 p. 139] and we deduce that
z 7→ AE(z) is a holomorphic operator valued function on Σθ.
Now we prove that E(t) is bounded for t > 0. We proceed as in [4]: we
change the variable λ = ζ/t and we see that E(t) is given by
E(t) =
1
2πi
∫
Gǫt
eζ (1/t) Kˆ(ζ/t)
(
ζ
t
Kˆ(ζ/t)I − J(ζ/t)A
)−1
dζ .
The straight lines of the paths Gǫt and Gǫ coincide but the paths are closed by
the circular arcs of radius respectively ǫt and ǫ (with the same center zero). So,
the integration paths differ by a path which does not enclose singularities of the
integrand and we have also
E(t) =
1
2πi
∫
Gǫ
eζ (1/t) Kˆ(ζ/t)
(
ζ
t
Kˆ(ζ/t)I − J(ζ/t)A
)−1
dζ .
Boundedness uniformly in t > 0 follows since∣∣∣∣1t Kˆ(ζ/t)
∣∣∣∣
∥∥∥∥∥
(
ζ
t
Kˆ(ζ/t)I − J(ζ/t)A
)−1∥∥∥∥∥ ≤ M|ζ| .
Finally, we prove that
lim
t→0+
E(t)w0 = w0 ∀w0 ∈ L
2(Ω) .
As we already noted that E(t) is a bounded function of t, we can confine
ourselves to prove this property for w0 = A
−1y0.
We use the first formula of the resolvent and we see that
1
2πi
∫
Gǫ
eλtKˆ(λ)
(
λKˆ(λ)I − J(λ)A
)−1
w0 dλ
=
1
2πi
∫
Gǫ
eλt
1
λ
A−1y0 dλ+
1
2πi
∫
Gǫ
eλt
1
λ
(
λKˆ(λ)
J(λ)
I −A
)−1
y0 dλ .
The first integral is A−1y0 from Cauchy integral formula and so it is sufficient
to note that the limit of the second integral for t→ 0+ is equal zero. To prove
this fact, we again use the transformation λ = ζ/t and write the second integral
as ∫
Gǫ
eζ (1/ζ)
(
ζ
t
Kˆ(ζ/t)
J(ζ/t)
I −A
)−1
y0 dζ .
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The condition in item 5a of the set of the assumptions 4 shows that∥∥∥∥∥∥
(
ζ
t
Kˆ(ζ/t)
J(ζ/t)
I −A
)−1∣∣∣∣∣∣ ≤M |J(ζ/t)||(ζ/t)Kˆ(ζ/t)| ≤ M|ζ/t|γ0
tends to zero when t→ 0+. The integral tends to zero since eζ/ζ tends to zero
exponentially fast when |ζ| → +∞, ζ ∈ Gǫ.
Now we compute the Laplace transform Eˆ(s)w0 in ℜe s > 0 of t 7→ E(t)w0
and we prove that it is precisely Kˆ(λ)
(
λKˆ(sλ)I − J(λ)A
)−1
w0, as it must be
if we want to choose E(t)w0 as the definition of the solution w(t;w0):
Eˆ(s)w0 =
1
2πi
∫ +∞
0
e−st
[∫
Gǫ
etλKˆ(λ)
(
λKˆ(λ)I − J(λ)A
)−1
w0 dλ
]
dt
=
1
2πi
∫
Gǫ
1
s− λ
Kˆ(λ)
(
λKˆ(λ)I − J(λ)A
)−1
dλ
= Kˆ(s)
(
sKˆ(s)I − J(s)A
)−1
w0 .
The last integral is computed as the limit of the integrals onGR,ǫ = Gǫ∩{λ |λ| <
R} completed with the circular arch of radius R and which intersect the right half
plane ℜe λ > 0. The equality follows since the integrand has the sole singularity
λ = s in the interior region while the contribution of the circular arch tends to
zero since the integral decays as 1/λ2 (we take into account the fact that the
path is described in the negative sense).
This ends the proof of theorem 6 and we proved also the representation
formula (10).
The previous arguments show that it makes sense to use w(t;w0) = E(t)w0
has the mild solution of Eq. (1)(when F = 0, f = 0) and that the evolution
operator E(t) admits a holomorphic extension to a sector enclosing the axis
t > 0.
In order to prove theorem 8 we first examine
(
λKˆ(λ)I − J(λ)A
)−1
Fˆ (λ)
and we prove that when F ∈ L2
(
0,+∞;L2(Ω)
)
this function is the Laplace
transformation of a square integrable L2(Ω)-valued function.
By assumption, Fˆ (λ) ∈ H2
(
Π+;L
2(Ω)
)
and
(
λKˆ(λ) − J(λ)A
)−1
Fˆ (λ) ∈ H2
(
Π+;L
2(Ω)
)
. (29)
This follows from the fact that∥∥∥∥(λKˆ(λ)I − J(λ)A)−1
∥∥∥∥ ≤ M∣∣∣λKˆ(λ) + ωJ(λ)∣∣∣
(this is the first inequality in (8)). In fact we noted in Remark 5 that the
denominator is not zero, and so it is sufficient to note that it does not approach
zero for λ → 0 and |λ| → +∞ in ℜe λ > 0. This follows easily from the
assumption 4 item 5a.
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The fact that the multiplier
(
λKˆ(λ)I − J(λ)A
)−1
is holomorphic and bounded
in the right half plane implies also that the transformation from Fˆ ∈ H2
(
Π+;L
2(Ω)
)
to the function in (29), as an element of H2
(
Π+;L
2(Ω)
)
, is bounded and so,
passing to the time domain, there exists a transformation Ed ∈ L
(
L2
(
0, T ;L2(Ω)
))
such that the Laplace transform of (EF ) (t) is
(
λKˆ(λ)I − J(λ)A
)−1
Fˆ (λ), as
we wanted to prove.
For every T > 0 the transformation (Ed,TF ) is just the restriction of EF to
(0, T ) (in case that F is defined only on (0, T ) we intend that it is extended
with 0 for t > T ).
This justify taking the inverse Laplace transform of
(
λKˆ(λ)I − J(λ)A
)−1
Fˆ (λ) .
as the solution w(t;F ).
Now we prove the representation formula (11). Using the formula for the
Laplace transform of a convolution, it is sufficient to prove that the integral (12)
converges in L1 (0, T ;L(X)) (convergence in C ([a, T ];L(X)) for a > 0 is clear)
and then to compute its Laplace transform.
In order to prove convergence in L1 (0, T ;L(X)) (the integral is in Bochner
sense) we prove convergence of the integral of the norm. It is sufficent that we
consider the integrals on G+ (the integral on G− is treated analogously). The
parametrization of G+ is in (9). We see that∥∥∥∥eλt (λKˆ(λ)− J(λ)A)−1
∥∥∥∥ ≤ e−st| cosα| Msγ0
and we must prove that
lim
R→+∞
∫ +∞
0
∫ +∞
R
e−stc
1
sγ0
ds dt = 0 , c = | cosα| .
We replace stc = ν in the inner integral and then Rtc = ξ and we see that the
integral is equal to
1
cRγ0
∫ +∞
0
1
ξ1−γ0
∫ +∞
ξ
e−ν
1
νγ0
dν dξ
=
1
cRγ0
∫ +∞
0
e−ν
1
νγ0
∫ ν
0
1
ξ1−γ0
dξ dν =
1
γ0cRγ0
→ 0 .
Using the Laplace transform of a convolution, formula (11) is by proving
that the Laplace transform of (12) is
(
λKˆ(λ)I − J(λ)A
)−1
, similar to what we
did above.
Thanks to the convergence of the integral we can exchange the order of
integration in the computation of the Laplace transformation∫ +∞
0
e−ζt
[
1
2πi
∫
Gǫ
eλt
(
λKˆ(λ)− J(λ)A
)−1
dλ
]
dt
=
1
2πi
∫
Gǫ
[∫ +∞
0
et(ζ−λ) dt
] (
λKˆ(λ) − J(λ)A
)−1
dλ
=
1
2πi
∫
Gǫ
1
λ− ζ
(
λKˆ(λ)− J(λ)A
)−1
dλ =
(
ζKˆ(ζ)− J(ζ)A
)−1
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from Cauchy integral formula.
An analogous argument (based on the second set of inequalities in (8)) shows
that f 7→ wf (t) (t ∈ [0, T ]) is linear and continuous from L
2
(
0, T ;L2(Γa)
)
to
L2
(
0, T ;L2(Ω)
)
and the representation formula (11).
Now we observe that w(t;F ) and wf (t) are continuous L
2(Ω) valued func-
tions when F , or f are C∞ with compact support. In fact, in this case for every
k there exists Mk > 0 such that, respectively,∥∥∥Fˆ (λ)∥∥∥
L2(Ω)
≤
Mk
|λ|k
,
∥∥∥fˆ(λ)∥∥∥
L2(Γ)
≤
Mk
|λ|k
so that(
iωKˆ(iω)− J(iω)A
)−1
Fˆ (iω) ,
(
iωKˆ(iω)− J(iω)A
)−1
AGfˆ(iω)
are integrable on the imaginary axis and the inverse Laplace transformations
are continuous L2(Ω)-valued functions.
Finally, if F ∈ D (Ω× (0,+∞)) then we have also F ∈ C∞
(
[0, T ],DomAk
)
(and also F (k)(0) = 0) for every k so that the representation formula (11)
shows that w(t;F ) ∈ C
(
[0, T ]; DomAk
)
for every k. This completes the proof
theorem 8.
Finally, we give an example which shows that t 7→ w(t;F ) needs not be
continuous. We use the semigroup property of the Riemann-Liouville integral:
Jγ ◦ Jσ = Jγ+σ.
Example 20 We fix ǫ ∈ (0, 1/4) and γ = ǫ+1/2 < 1. We consider the equation
Jγw′ = ∆w + F w(0) = w0 = 0 , f = 0 .
We apply J1−γ to both the sides and we get the equation
J1w′ = w(t) = J1−γ∆w + J1−γF .
We choose F = F (x, t) = F0(t) and we put cn =
∫
Ω φn(x) dx where φn is an
eigenfunction of the operator A such that cn 6= 0 (−µ2n be the eigenvalue).
We project on the eigenfunction φn. Let wn(t) =
∫
Ωw(x, t)φn(x) dx. We
get
wn(t) + µ
2
nJ
1−γwn = cnJ
1−γF .
If t 7→ w(·, t) is a continuous L2(Ω) valued function, then the left hand side
is a continuous function of t. In contrast with this, the right hand side is not
continuous at t = T when, for example,
F (t) =
1
(T − s)(1/2)−ǫ
∈ L2(0, T ) .
In fact in this case we have for t < T
(J1−γF )(t) =
1
Γ(γ)
∫ t
0
1
(t− s)(1/2)+ǫ
1
(T − s)(1/2)−ǫ
ds .
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This is a continuous function of t for t < T but the limit for t → T− is not
finite. In fact, t− s ≤ T − s so that
lim
t→T−
∫ t
0
1
(t− s)(1/2)+ǫ
1
(T − s)(1/2)−ǫ
ds ≥ lim
t→T−
∫ t
0
1
T − s
ds
= lim
t→T−
[logT − log(T − t)] = +∞ .
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