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G. N. Raney a donn6 en 1960 une preuve combinatoire de la formule d'inversion 
de Lagrange. Nous 6tendons a m&hode au cas de deux variables pour donner une 
preuve combinatoire de la formule d'inversion de Good. Pour cela, nous &udions 
les propri&6s 6num6ratives des mots des langages de Lukasiewicz. Ces propri&6s 
sont clairement raises en 6vidence si on consid6re cesmots comme des arbres. 
G. N. Raney gave in 1960 a combinatorial proof of Lagrange's inversion 
formula. We extend his method to the two variable case to give a combinatorial 
proof of Good's inversion formula. This is obtained by investigating the 
enumerative properties of words in Lukasiewicz's languages. These properties 
become clear if the words are regarded as trees. 
INTRODUCTION 
Les s~ries g6n~ratrices jouent en combinatoire un rfle fondamental; elles 
sont largement utilis6es par Brown et Tutte [1] et Riordan [15], qui voient 
en elles la source des r6sultats de l'analyse combinatoire moderne. 
Depuis environ dix ans, de nombreux combinatoriciens, parmi lesquels 
Foata et Schutzenberger [7, 8], MuUin et Rota [13], Tutte [17] soutiennent 
que les sbries g~n6ratrices rel~vent de l'alg~bre et consid6rent que les preuves 
de formules d'inversion faisant intervenir les techniques de l'analyse sont 
"contre-nature". Ainsi Riordan [15] affirme: "others [combinatorialists] to 
my horror use contour integrals, differential equations and other resources of 
mathematical analysis". 
Un des buts fix6s est alors de substituer des preuves alg~briques, qui 
~clairent les propri&6s des objets fi compter, aux preuves analytiques, qui les 
dissimulent. 
Parmi les outils fondamentaux de l'~num6ration figurent la formule d'in- 
version de Lagrange [12] et sa gbn6ralisation par Good [11] fi plusieurs 
variables, toutes deux d~montr6es initialement par des m&hodes analytiques. 
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Ce n'est que depuis peu que Raney [14] (en 1960, pour la formule de 
Lagrange), puis Tutte [15] et, plus r6cemment, Garsia et Joni [9] (pour la 
formule de Good), en ont donn6 des preuves alg6briques, au moyen d'outils 
d'ailleurs tr+s diff6rents: en effet, la preuve de Tutte et celle de Garsia et Joni 
utilisent les s6ries formelles en variables commutatives, alors que Raney 
construit sa d6monstration sur une propri&6 6num6rative qu'il &ablit 
propos d'un certain ensemble de mots, ou ~16ments d'un monoi'de libre, outil 
essentiellement non commutatif. 
C'est dans cet aspect "noncommutatif" que nous voyons l'int+r& de la 
d6marche de Raney; en effet, cette d6marche peut se d6crire comme suit: 
(1) faire appara~tre l'6quation fonctionelle ~=x~i~oas~ i (off les coef- 
ficients a s sont donn6s dans un certain anneau) comme l"'image 
homomorphe" de l'6quation s = x 0 + x~ s + ... + x n s n + . . . ,  dont la solution 
s est une s6rie formelle en les variables non commutatives x 6 le support de 
cette s6rie est un langage dit de Lukasiewicz (par r6f6rence fi la notation 
polonaise pr6fix+e due b. cet auteur). 
(2) &ablir une propri&6 6num6rative concernant les mon6mes (ou 
"mots") de la s6rie solution s, propri&6 dont l"'image homomorphe" est 
pr6cis6ment la formule de Lagrange, qui donne les coefficients de la s6rie 
en fonction des a s. 
La formule de Lagrange apparait ainsi comme simple cons+quence d'une 
propri&6 combinatoire sur les mots d'un monoi'de libre. 
Cette d6marche se retrouve dans le travail de Cori et Richard (4, 5[; ceux- 
ci, reprenant l'&ude des s6ries g6n6ratrices exhib6es par Brown et Tutte [1] 
pour 6num6rer des families de graphes, observent que la plupart de ces s6ries 
sont alg6briques (i.e. solutions d'6quations fonctionnelles) et que cette 
alg6bricit6 vient du fait qu'elles sont images homomorphes d'ensembles 
alg6briques de mots (ou langages context-free), qui sont en bijection avec les 
families de graphes compt6es. Dans un article r+cent [10], Goldman reprend 
et d~veloppe ces id6es. 
Revenons un instant sur la propri&6 ~num6rative 6voqu~e dans l'&ape (2) 
ci-dessus" il nous semble important en effet de noter que cette propri&+ 
appara~t clairement d+s que les mots (de coefficient non nul) de la s~rie s 
sont consid~r6s comme des arbres (dessin~s dans le plan et munis d'un 
sommet initial, ou racine). 
Le travail que nous pr6sentons ici est le prolongement aturel de celui de 
Raney pour le cas de deux variables. 
Dans la section i, nous donnons les d6finitions usuelles concernant les 
s6ries formelles et les langages (th+orie initialement d6velopp~e par Chomsky 
et Schutzenberger [2]; pour un expos~ complet, voir [6, 16]); nous rappelons 
ou d+montrons quelques propri&6s de base dont nous faisons un usage 
constant dans les sections 3, 4 et 5. Dans la section 2, nous donnons les 
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6nonc6s des formules de Lagrange et de Good, sous une forme qui est, fi 
notre avis, plus applicable que l'6nonc6 classique; nous en donnons des 
applications combinatoires. Dans la section 3, nous pr6sentons la preuve de 
la formule de Lagrange par Raney. Celle ci est rappel6e en d&ail car la 
d6marche va &re du m~me type pour la preuve de Good. Dans la section 4, 
nous appliquons la m&hode de Raney pour obtenir la preuve d'une forme 
simplifi6e de la formule de Good que nous avions d6jfi obtenue au moyen de 
techniques analogues mais sans r6frence explicite fi l'6num6ration d'arbres 
[3]; enfin, la forme g~n6rale st &ablie dans la section 5. 
Nous tenons ici fi mettre en lumi6re que le coeur (la partie consistante) des 
r6sultats pr6sent6s est consitu6 par des propri&6s combinatoires du monoi'de 
libre (th6or6mes 3.2, 4.2 et 5.2), les preuves effectives des formules de 
Lagrange et Good &ant des reformulations de ces propri&6s. 
Nous remercions nos referees pour leurs nombreuses remarques, et Robert 
Cori pour les conseils et les encouragements dont il n'a pas 6t6 avare. 
1. SERIES FORMELLES ET LANGAGES 
Soient /A un anneau commutatif unitaire et H un monoi'de "localement 
fini" (terminologie de Eilenberg [6]), c'est-fi-dire tel que, pour tout 61~ment m 
de ~, il n'existe qu'un nombre fini de couples (ml, mE) de ~2 tels que 
mlm= = m. Supposons en outre que ~ est muni d'un morphisme m~ [m[ 
valeurs dans le monoi'de additif N des entiers non n~gatifs, tel que ] m[ = 0 si 
et seulement s im est ~gal fi l'61~ment eutre 1 de M. 
Par d6finition, une s~rieformelle sur H fi coefficients dns/A est un 616ment 
de/A M, c'est-~-dire une application s: M -~/A. Pour tout 616ment m de H, nous 
appelons coefficient de m dans set  nous notons (s, m) l'image de m par s. 
Soient r,s dans /A Met a dans /A; nous d6finissons la somme r+ set  les 
produits rs et as, comme suit: pour tout 616ment m de ~, 
(r + s, m) = (r, m) + (s, m), 
(rs, m) = ~.~ (r, m)(s, mE), 
mlm2=m 
ce qui a un sens car M est localement fini, 
(as, m) = a(s, m). 
On v6rifie ais~ment que, muni de ces op6rations, A M est une alg&bre, 
d'~16ment ul la s~rie dont tousles coefficients ont nuls et d'unit6 la s~rie I] 
telle que (4, m) soit nui pour tout m :/: 1, et telle que (11, 1 )= 1. 
Classiquement,/A et M s'identifient fi des parties de A M. Si E est une partie 
de H, la sdrie caract6ristique de E est la s6rie E telle que (E, m) = 1 si m est 
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dans E, 0 sinon. S i s  est une s6rie de /A e, le support de s est 
{m E t~/(s, m) 4= 0}; s est unpolyn6me si son support est fini. Les polyn6mes 
de/AM forment une sous-semi-alg6bre. 
Soit I un ensemble d'indices; une famille F : Io /Ae  de s6ries est dire 
sommable si, pour tout 616ment m de ~,  il n'y a qu'un hombre fini d'indices i 
tels que (F(i), m) =/= O. On peut alors d6finir la somme ~ F = ~,i~i F(i) d'une 
telle famille, en posant (~2 F, m) = ~i~l(F(0,  m). 
Par exemple, s &ant une s6rie de /A~, /~ chaque m de N nous pouvons 
associer la s6rie (s, re)m, produit du coefficient de m par la sdrie m. I1 est 
clair que la famille des (s, m)m est sommable t que sa somme est la s6rie s. 
Ainsi toute s~rie s peut s'6crire: 
s = ~. (s, m)m. 
mEM 
PROO~T~ 1.1. Soit F: N ~ A M une suite de sdries et s une sdrie de/A~. 
Si (s, 1)= 0 alors la famille n ~ F(n)s ~ est sommable. 
La ddmonstration est imm6diate en remarquant que pour tout m, le 
nombre de coeffiecients (F(n)s ~, m) non nuls est infbrieur ou +gal /t Im[. 
Maintenant /l l'aide du morphisme m~ Im[, nous allons munir/AM d'une 
topologie que nous allons utiliser pour &ablir que Fapplication 
s ~ ~n~N F(n) sn a un point fixe unique parmi les s~ries s telles que (s, 1) = 0 
pourvu que (F(0), 1) soit nul. 
Soient r et s deux s~ries distinctes de/AM; nous posons: 
/.t(r, s) = mintlm[/m E ~, (r, m) -r (s, m)}, 
fi(r, s) = 2 -"lr'sl, (~(s, s) = O. 
On v~rifie sans peine la: 
PROPRIkTk 1.2. ~ est une distance, qui munit /A M d' une structure d' espace 
m~trique complet, dans lequel toute suite de Cauchy n-~ s, a pour limite une 
sOrie s telle que: 
Ym E N, 3n E N, Vp > n, (s, m) = (s,, m). 
Soit ~! un espace m&rique, fi sa distance; une contraction dans E est une 
application H: E--* rF telle qu'il existe un r6el positif r < 1 pour lequel 
~(H(x), H(y)) <. r~(x, y) pour tous x et y dans I:. I1 est connu que, si IF est 
complet, une contraction H dans ~: admet un unique point fixe (~16ment x de 
I: tel que x = H(x)). 
PROPRII~TI~ 1.3. Soit F: N -~ ~AM une suite de sdries, telle que 
(F(0), 1) = 0. Alors l'application H: s-~ Y~e~F(n)s ~ est une contraction 
dans {s E/AM/(s, 1) = 0} (eta donc un point fixe unique). 
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Preuve. Soient r et s deux s6ries distinctes; soit m dans ~ tel que 
Ira[ ~<~(r, s); (H(s), m) est la somme des produits (F(n), mo)(S, mO. . .  (s, mn) 
off n<lm I et off moml ... m, =m (en effet, pour n > Iml, m, vaut 1 pour au 
moins deux indices i). Chaque m i intervenant dans ces produits v6rifie donc 
Imi[<~12(r,s), d'ot~ l'6galit6 (H(s) ,m)=(H(r ) ,m) ;  il en r6sulte que 
lu(n(r), n(s))/>/~(r, s) + 1, d'ofi 3(n(r), n(s))  ~ 89 s); la propri&6 est 
ainsi d6montr6e. 
Remarque. Si, au lieu de A e, nous consid6rons la k-i6me puissance 
cartbsienne (AM) k, les r6sultats pr6c6dents e g6n6ralisent sans difficult& 
compte tenu du fait bien connu qu'un produit cart6sien d'espaces m&riques 
complets est un espace m&rique complet. Ainsi: 
PROPRII~TI~ 1.4. Soit F:~qk~A ~, sa ..... s k dans A M. Si (s i, 1 )=0 pour 
1 <~ i ~ k, alors lafamille (n~ ..... nk) ~ F(n 1 ..... nk) s~'.., s~ k est sommable. 
PROPRII~TI~ 1.5. Soient k applications Fi: ~qk_~ AM, v~rifiant 
(Fi(O), 1) = 0 pour 1 ~ i ~ k. Alors l'applieation: 
..... sk)--} (~,1 ..... ,,)ENk ri(nl ..... "'" l<i<k ,q: (s, Y nk) 4' @) 
est une contraction dans {sEA ' / ( s ,  1)=0} ~ (et a done un point fixe 
unique). 
Dans la suite, nous considbrerons les monoi'des ~ suivants: 
(i) le monoi'de libre engendr6 par un ensemble non vide X (dont les 
616merits sont appel6s lettres); ce monoi'de st not6 X*; ses 616merits sont des 
mots sur X; son 616merit neutre est le mot vide 1 (qui n'appartient pas h X); 
tout mot f sur X s'6crit de faqon unique xlx2 "" x.  avec n dans Net  les xi 
dans X; l'entier nest la longueur de f, not6e I f  f; le mot vide est l'unique mot 
de longueur z6ro; les lettres s'identifient aux roots de longueur 1; X* est 
localement fini; f - - .  Ill est un morphisme de X* dans le monoi'de additif N; 
enfin, nous notons A((X)) la semi-alg6bre /AX*; lespolyn6mes de /A((X)) 
forment une sous-semi-alg6bre, not6e A(X). 
(ii) le monoi'de eommutatif libre X ~ engendrb par X; on peut le d6finir 
comme le quotient de X* par la plus petite congruence telle que xy =yx 
quelles que soient les lettres x et y de X, ou encore comme l'ensemble des 
applications t: X--, IN telles que t(x) = 0 saul pour un hombre fini de lettres 
x. Les 616ments de X ~ sont des termes; le degrg Itl d'un terme est la somme 
des t(x) (x E X); X ~ est localement fini; t ~ It[ est un morphisme de X ~ dans 
le monoi'de additif fN; enfin, nous notons A[[X]] la semi-alg6bre A x~ qui est 
commutative. Si X= {x}, nous 6crivons A[[x]] au lieu de A[[{x}]]. 
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kes propri&6s 1.1 /t 1.5 s'appliquent aussi bien fi/A((X)) qu'fi /A [ [X] ]. 
A pr6sent d+veloppons quelques points concernant le monoi'de libre X*. 
Nous appelons langage sur X tout sous-ensemble de X*. Le sous-monoide de 
X* engendr+ par un langage L sur X est l'ensemble des produits de la forme 
f l  "'" fn avec n dans IN et les f .  dans L (pour n =0 on a le  mot vide); ce 
sous-monoi'de st not~ L*;  par exemple, si X= {a, b} et si L = {a, b, ab}, 
(ab) et (a)(b) sont respectivement un mot de longueur 1 et un mot de 
longueur 2 du monoi'de libre sur L, qui correspondent fi deux fa~ons 
distinctes d'obtenir le mot ab comme ~lgment du sous-monoi'de de X* 
engendr~ par L. Ces remarques conduisent /t la d~finition suivante: une 
partie L d'un monoi'de M est un code dans M si tout produit d'61bments de L 
s'6crit defaqon unique m~ ... m n avec n dans IN et les m i dans L. Dans ce 
cas, le sous-monoide ngendr~ par L s'identifie au monoi'de libre sur L. Ici 
nous attirons l'attention du lecteur sur le fait que si Les t  un code dans le 
monoi'de libre X* et que si f est un mot de L*,  on ne peut pas parler de la 
longueur de f sans pr~ciser si f est consid+r6 comme un mot sur X ou un mot 
sur L. Par exemple, toujours avec X= {a,b}, consid6rons le code 
L= {a, ab}; le motf=ab a pour longueur 2 comme mot sur X, et pour 
longueur 1 comme mot sur L. 
Un langage L sur X est dit prdfixe si u E L et v non vide implique uv q~ L. 
I1 est clair que tout langage pr+fixe est un code. Ainsi {a, ab} est un code 
non pr6fixe, tandis que {b, ab} est un code pr+fixe. Le r6sultat suivant ne 
pr6sente pas de difficultY, mais il nous sera tr+s utile dans la suite. 
PROPRII~TI~ 1.6. Soit L un code sur X, A une application de L clans un 
monoi'de ~ et B une application de L clans L* telle que [B(f)[ < If[ pour 
tout mot f de L (les longueurs dtant considdrdes ur X). Alors il existe un 
couple unique (F, G) de morphismes de L* clans ~, tel que, pour tout mot f
de L: 
F ( f )  = a ( f )  F (B( f ) )  et G( f )  = G(B(f) )A (f). 
La construction de F et la preuve de son unicit6 se font par r~currence sur 
la longueur de fsur  X. Pour G, le raisonnement est le m~me. 
Terminons cette section par une remarque concernant les conjugu~s d'un 
mot. Nous appelons eonjugud 'un mot f tout  mot qui s'6crit vu avec uv =f .  
Si f est non vide, il est clair que, dans cette d6finition, on peut supposer v 
non vide. Nous appelonsfactorisation def tout  couple (u, v) de roots tel que 
uv =fet  v 4: 1; le mot f  a donc toujours If l  factorisations. En raisonnant par 
r6currence sur la longueur des mots, on d6montre que, si u et v sont deux 
mots non vides tels que uv = vu, alors il existe un mot g non vide et deux 
entiers positifs p, q tels que u = go et v - gq. 
I1 en r~sulte que si un mot f admet au moins deux factorisations distinctes 
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donnant lieu au m~me conjugu6 alors ce mot s'6crit gP avec g non vide et 
p/> 2. Nous disons que f est ind~eomposable s'il ne peut pas s'~crire ainsi; 
donc un mot non vide f est ind6composable si et seulement si l'application 
(u, v)~ vu est une bijection des factorisations de f sur ses conjugu6s. Si f 
n'est pas ind6composable, onpeut l'6crire g~ avec p >/2 et g ind6composable, 
et ses factorisations sont tousles couples (g'u, vg q) off m + q + 1 = pet  off 
(u, v) est une factorisation de g; ainsi f a I g{ conjugu6s, chacun d'eux &ant 
issu de p factorisations distinctes. 
De ces considerations on d~duit ais~ment la: 
PROPRII~TI~ 1.7. Soient E un langage et f un mot non vide ayant n 
factorisations (u, v) telles que vu E E. Alors le nombre d'dldments de E parmi 
les c conjuguds de f est cn/If[. 
2. EXEMPLES D~APPLICATIONS COMBINATOIRES 
DES FORMULES DE LAGRANGE ET DE GOOD 
Donnons d'abord les ~nonc6s de ces formules; ~ d6signe le corps des 
r6els. 
2.1. La formule de Lagrange 
Soit ~0 une s6rie de ~[[t]]; l'6quation ~= x~0(~) (off ~0(~) d6signe la somme 
~--,~N (~0, t")~") a dans ~[[x]] une solution unique, donn6e par: 
n(~,x") = (~o", t"-l). 
Remarque. Cette formule est souvent pr~sent6e sous la forme: 
(~,x")=(1/n!)(D"-~o")t=o (off D p d+signe la d~riv~e p-i~me); le lecteur 
pourra facilement v+rifier l'6quivalence entre cette pr6sentation et la n6tre. 
2.2. La formule de Good 
Soient ~o et ~, deux s6ries de ~[[t, u]]; le syst+me d'6quations: 
= x~(~, ~), (1) 
= y~,(~,  ,1), 
a darts ~[[x, y]]2 une solution unique, donn6e par: 
mn(~, xmy" ) = ~ k(~o m, tauk)(~U ", tJ'uk'), 
mn(tl, x"y m) = ~ j(r tk'UJ')(~ 'm, tku/), 
les sommes &ant &endues aux couples ( j , j ' )  et (k,k') de N 2 tels que 
j+  f =m--1  et k +k' =n. 
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Remarque. Le r6sultat de Good &ait initialement donn6 sous la forme: 




am'"--m! n! \ cOtm ~u" t=u=o 
et 
bmn -- m! n! t m n ' \ c~ c~u /t=~=o 
od A d+signe le d&erminant 
1-x  Ot -x--~-u 
-Y 0-5- 1 -y  
Encore une fois nous laissons au lecteur le soin de v6rifier l'+quivalence des 
deux formulations (noter que les am, . et les bin, . ne sont pas les coefficients 
de ~ et de r/, mais des polyn6mes en x et y). 
2.3. Un exemple dapplication de la formule de Lagrange 
Comme exemple illustrant la m&hode qu'il expose dans [10], Goldman 
consid~re les arbres (dessin6s point6s), qu'il repr6sente par les mots 
engendr6s par les r+gles de r6~criture suivantes: 
S-~ (S . . .  S) (p ~> 1);S-~ t. 
p fois 
I1 en d6duit une 6quation donnant la s~rie g6n6ratrice ~ des arbres: 
= x Y~,>0 ~", le coefficient (~, x ' )  6tant le nombre d'arbres ~t n sommets; la 
formule de Lagrange donne alors (en prenant q~=Y~p~otP)(~,x')= 
(1/n)(~0", t "-~) = (2n -2 ) ! /n !  (n - 1)!. 
2.4. Un exemple d'application de la formule de Good 
Reprenons l'exemple pr6c6dent en comptant cette fois-ci les arbres bi- 
colori6s avec les couleurs 1 et 2; nous pouvons les coder par les mots 
engendr6s par les r6gles: 
S 1 ~ (S~) (n/> 1); $1 --* t2; 
S2~(S~)(n>/1); $2~tl;  
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on en tire le syst6me d'6quations: ~= x ~,~N r/", r /= y y ] ,~  ~", le coefficient 
(~, xmy ") 6tant le nombre d'arbres dont la racine a la couleur 1 et qui ont m 
sommets eolorids 1 et n sommets colorids 2. La formule de Good donne alors 
(avec 0 = (1 - u) -a et ~, = (1 - t ) - ' ) :  
mn(r xmy" ) = ~ k(~o ~, tiuk)(~u ", fl'uk'); 
j +j' =m-  l,k + k' =n 
dans cette somme, seul le terme off j=  0 et k = n est non nul; donc: 
m n 1 tin_l) __ (m + n -- 1)! (m + n -- 2)! 
(~,X y )=- -~(~0 m, un)(~ll n, m! (m -- 1)! n! (n -- 1)! " 
3. PREUVE COMBINATOIRE DE LA FORMULE DE LAGRANGE 
(D 'APRES RANEY [14] )  
Nous d6composons cette preuve en trois &apes. Darts la premi6re, nous 
d6finissons le langage de Lukasiewicz et nous 6nonqons le th6or6me 3.1, qui 
lie ce langage fi la solution de l'6quation (= xfa((). Darts la deuxi~me, nous 
6nonqons le th6or6me de Raney, ici th6or6me 3.2, concernant les roots de 
Lukasiewicz et leurs conjugu6s. Enfin, dlans la troisi6me, nous montrons que 
la formule de Lagrange, ici th~or6me 3.3, se d6duit de fagon simple des 
th6or6mes 3.1 et 3.2. 
3.1. Le langage de Lukasiewiez 
Consid&ons un ensemble X et une application d: X~ N; X,  d6signe l'en- 
semble des x de X tels que d(x)= n. La propri6t6 suivante compl6te Ies 
propri6t6s 1.1 et 1.3: 
X R PROPR~T~ 3.1. L'unique s~rie s de N((X)) telle que s=~,~N ,s est 
la s&ie earaet&istique c~un code pr6fixe de X*. 
Preuve. Faisons l'hypoth+se de r6currence que les mots fdu  support de s 
dont la longueur est <n (entier positif) v6rifient (s, f )=  1 et forment un code 
pr6fixe (ce qui est trivial pour n = 1). Soit fun  mot de longueur n sur X; ce 
mot peur s'6crire xg avec x darts X; soit k = d(x); alors ( s , f )  = (Y~p~Xpg,  
xg) = (Xks k, xg) = (s k, g) = ~gl...gk:g (s, gO""  (s, gk); g 6tant de longueur 
n - I, il existe, d'aprbs l'hypoth6se de r6currence, au plus une d6composition 
gl "'" gk de g telle que chaque (s, gi) soit non nul (donc 6gal h 1). Par suite 
(s, f )=  I ou 0. Si (s, f )=  1, soit f '  un facteur gauche strict de f S i f '  est 
vide, on a ( s , f ' )=  0; sinon, f '  s'6crit xg' off g' est un facteur gauche strict 
S r __ $ t S t de g, et on a ( , f  ) -  Y]gl...g;=g, ( , gl) ... ( , g~). Supposons (s , f ' )  = 1; 
alors, si g ] . . .  ~ est l'unique d6composition de g' pour laquelle chaque 
(s, g~) vaut 1, le fait que g' soit facteur gauche strict de g impose l'existence 
582b/31/I-3 
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d'un indice i tel qu'un des mots gi, g~ soit facteur gauche strict de l'autre, ce 
qui contredit l'hypoth~se de r~currence. La propri&6 est ainsi d~montr6e. 
Notation. Nous notons L(X,d) (ou L si aucune confusion n'est /L 
craindre) le support de la s6rie s. 
De la propri&~ 3.1 on d~duit que tout mot de L s'~crit, de mani~re unique, 
xfl "'" fn avec x dans X, n -- d(x) et lesf/dans L, et que tout mot qui s'~crit 
ainsi est dans L (conventionellement, sin = 0,f l  ... fn est le mot vide). Cette 
propri6te sugg~re de donner aux mots de L l'interpr&ation suivante, 
d'ailleurs classique: les lettres de X n sont des symboles de fonction /l n 
arguments (en particulier les lettres de X 0 sont des smboles de constantes) et 
les mots de L sont des ,,termes bien form,s", ~crits en notation dite polonaise 
prdfix~e; cette notation est attribfie /t Lukasiewicz, et le langage L est 
souvent appel~ langage de Lukasiewicz;une autre faqon de"voir"les mots de 
L, tout aussi classique consiste b, consid6rer les lettres de Xn comme des 
~tiquettes attributes aux sommets ayant n successeurs, dans un arbre plan 
point~ (en particulier les lettres de X o sont attribu6es aux sommets 
terminaux). Par exemple, le mot XEX~XoxEXoX o (off d(xi)= i) peut &re vu 
comme l'arbre dessous (Fig. 1). 
Cette identification arbres-mots de Lukasiewicz se r~v~lera utile dans les 
sections 4 et 5, lorsqu'il s'agira d'&endre la preuve de Raney au cas de deux 
variables (ou plus). 
Pour le moment, mettons en ~vidence le lien entre le langage de 
Lukasiewicz et l'~quation ~=x~0(~), off ~0 est une s~rie donn~e de/A[[t]] (/A 
est un anneau commutatif unitaire). En appliquant les propri&~s 1.1 et 1.3 /L 
la suite F: n-~ (~o, t~)xE A[[x]], on voit que cette ~quation a dans A[[x]] 
une solution unique. Prenons maintenant X tel que chaque X~ contienne un 
616merit unique x~ examinons le langage L = L(X, d). Ce langage st li~ h la 
solution ~ de la fa~on suivante. 
Soient les applications h:X~/A[[x]], xn~(cp, t~)x et h ' :X~/A,  
xn -~ (~, t~); ces applications '6tendent en des morphismes de semi-anneaux, 
d6finis respectivement sur ~q((X)) et sur nq(X); ainsi, s i s  est une s6rie de 
H ((X)), h(s) est la s6rie Y~xil...xt ~x* (s, x i . . .  xi~ ) (~, t i~) ... (~o, ti,)x ~, qui est 
bien d6finie car il n'y a qu'un no~mbre fini de mots sur X de tongueur donn6e 
x 2 
x I x z 
/ 
x o x o o 
FIGURE 1 
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n; si s est un polyn6me, h'(s) n'est autre que la somme de tousles coef- 
ficients du polyn6me h(s). 
Si nous appliquons h aux deux membres de l'6galit6 L----Y~'~n~Nx~L" 
v6rifi6e par la s6rie caract6ristique L du langage de Lukasiewicz, nous 
obtenons: 
h(L) = x ~ ((P, t") h(L)" = x~(h(L)); 
nEfN 
d'autre part, (h(L), x") = ~Xil .... itlE t (~, t q) "'" (~0, tt") = h'(L N X"). Ainsi: 
THI~ORI~ME 3.1. L'unique solution de r~quation ~ = x~o(~) est: 
h(L) = ~ h ' (LNXn)X  n. 
3.2. Une propridt~ dnum~rative des mots de Lukasiewicz 
Revenons ~ l'application d:X-~N;  cette application s'&end en un 
morphisme du monoi'de libre iV* dans N considbr6 comme monoi'de additif: 
ainsi d(x lx  2 ... xn) = d(xO + d(x2) +. - .  + d(xn); en particuiier, d(l)  = 0. 
Nous 6nonqons alors: 
THI~ORI~ME 3.2 (Raney [14]). Tout mot f sur X tel que d( f )= I l l -  1 
poss~de xactement une factorisation (u, v) telle que vu E L. 
En fait Raney a 6none6 un rbsultat plus g6n6ral, portant sur les conjugu6s 
des mots de L p (p dans IN); mais seul le casp = 1 intervient, d'abord dans la 
preuve de la formule de Lagrange, ensuite dans les extensions ~t plus d'une 
variable. 
3.3. La formule de Lagrange comme consequence des thdor~mes 2.1 et 2.2 
Revenons au langage L intervenant dans le thbor6me 2.1, et calculons 
h'(E) off E =X ~ ~ d- l (n -  1). Pour cela, remarquons que tout conjugu6 
d'un mot de E est dans E; cet ensemble st donc une union disjointe de 
classes de conjugaison E 1 ..... E k. Comme h' prend ses Valeurs dans un 
anneau commutatif, tousles mots d'une m~me classe ont m~me image par h'. 
Donc, si nous choisissons, dans chaque classe, un repr6sentant f~, nous 
obtenons: 
h ' (E )= ~ card(E,)h'(f~.). 
l<~i<k 
D'apr6s le th6or~me 3.2, chaque E~ contient un Unique mot de L, ce qui, 
d'une part, permet de choisir chaque f~ dans L (un  tel choix 6puise tousles 
mots de L ~X ~) et, d'autre part, assure que deux factorisations,distinctes 
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d'un mot de E donnent lieu a deux conjugu6s distincts: chaque classe E i a 
donc n 616ments et nous avons: 
h'(E) = nh'(L ~ Xn). 
Mais nous avons aussi, en revenant h la d6finition de h': 
h'(E) = ~ (~o, ti') ... (~o, ti") = (~o"-', t"); 
d(Xi l  ". 'Xin)=n - 1 
d'od, en tenant compte du th6or6me 3.1: 
THI~ORI~ME 3.3 (formule de Lagrange). L'unique solution de l'dquation 
= x~o(~) vdrifie, pour n >~ 1 : 
n(~, x") = (~o "-1, t"). 
4. UNE VERSION SIMPLIFII~E DE LA FORMULE DE GOOD 
Nous &udions dans cette section le cas off, dans le syst6me d'~quations: 
= x~0(~, ~),  
r /= yq/(~, r/), (1) 
la s6rie q~(t, u) ne d6pend pas de t et la s6rie ~(t, u) ne d6pend pas de u. Le 
syst6me 6tudi6 s'6crit donc: 
= x~o(~), 
= yv,(~).  (2) 
La preuve que nous pr~sentons se d~compose, comme la pr~c~dente, entrois 
&apes. Disons tout de suite que la v~ritable raison d'&re de cette section 
n'est pas uniquement d'obtenir un cas particulier de la formule de Good, 
mais d'&ablir un r6sultat interm~diaire important, le th~or&me 4.2, h la fois 
extension et cons6quence du th~or~me 4.1 (th~or~me de Raney), et qui inter- 
viendra de faqon essentielle dans la section 5, lors de l'&ude de la formule de 
Good dans toute sa g~n6ralit& 
4.1. Les langages Met  N 
Consid6rons deux alphabets disjoints X, Y et une application 
d:XU Y-~N.  Posons Xn=X~d- l (n ) ,  IT,= Y~d- l (n ) .  La propri6t+ 
suivante compl&e les propri&6s 1.1 et 1.3; sa preuve est analogue ~ celle de 
la propri&6 3.1. 











PROPRIETI~ 4. I. L'unique couple (r, s) de N((Xk3 T)) 2 vdrifiant 
r = ~n~N Xn sn et s = Y~n~ Y~r ~ admet pour composantes les s~ries carac- 
tdristiques de deux codes prdfixes du monoi'de libre (Xt.3 Y)*. 
Notations. Nous notons M(X, I1, d) et N(X, Y, d) les supports respectifs 
de r et s; nous les notons Met  N si aucune confusion n'est fi craindre. 
De la propri&6 4.1 il r6sulte que tout mot de M (resp. N) s'6crit defar 
unique xf l . . ,  f~ avec x dans X (resp. Y), n = d(x) et chaque fi dans N 
(resp. M). R6ciproquement, tout mot qui s'6crit ainsi est darts M. Ainsi, si 
nous cherchons fi &endre aux langages M, N l'identification arbres-mots de 
L, nous sommes naturellement conduits fi consid6rer X et Y comme deux 
couleurs distinctes et fi identifier les mots de M (resp. iV) ~ des arbres plans 
point~s, bien colori6s avec les couleurs X et Y, la racine &ant colori6e X 
(resp. I0. Par exemple, en prenant X= {xi/iE /N}, Y= {yi/ iE ~q}, avec 
d(xi) = d(yi) = i, le mot f=  x 2 Y~ Xz Yo Y~ Xo Y~ Xl Y2X~ YoXo appartient fi Met  
s'identifie ~t l'arbre qi dessus (Fig. 2). 
Nous reviendrons plus loin sur cette identification arbres bicolori~s-mots 
de M; d'abord explicitons le lien entre les langages Met  N d'une part, et le 
syst~me d'6quations (2) d'autre part, systbme qui admet, comme l'6quation 
~= xr et pour la m~me raison, une solution unique. 
Dans ce contexte, nous imposons ~ chaque X~ et it chaque Y, de contenir 
un ~l~ment unique, respectivement x~et Yr. Soient alors les applications: 
h: XU Y~ A[[x, YII, x.-~ (~o, u")x, y . - .  (~,, t") y, 
h ' :XU Y~A,  x,-~(~o,u"), y,-,(~t,t"), 
qui s'&endent, comme dans la section 3, en des morphismes de semi- 
alg6bres, d6finis respectivement sur nq((XU Y)) et ~q(Xk3 }1). 
Notons xmwy" l'ensemble des mots sur XU Y qui ont m occurrences dans 
X et n dans Y. Nous avons alors un 6none6 analogue au th6or6me 3.1, et qui 
se prouve de la m~me faqon: 
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THI~ORI~ME 4.1. L'unique solution du syst~me (2) est le couple (h(M), 
h(N)). De plus, h(M) = )~m,ne~ h'(M O xmt.0V n) xmy n. 
4.2. Etude des mots de M 
A partir de la propri&6 4.1 on d6montre ais6ment la suivante: 
PROPRIETE 4.2. Tout mot de M s'dcrit de fagon unique xy l f  1 . . .  Yn fn  
avec x dans X, n = d(x), les Yi dans Yet  chaque fi dans M a~y~). Rdcipro- 
quement, tout mot qui s'dcrit ainsi est dans M. 
Notation. Soit f - - -xy] f l  ... y , f ,  E M, avec x, les Yi et les f / comme dans 
la propri&6 4.2. Nous posons: 
A( f )  = (x, Yl"'" Y,) EXX Y*, 
B(f )  = f i  "'" f ,  E M p avec p = d(y, ... y,). 
Remarque 4.1. A( f )  est un couple (x, g) ot~ x E X et g C ya(x), et on a: 
Ifl~ = IxgB(f)l~ pour toute lettre z de XU Y, Ifl~ d6signant le hombre d'oc- 
currences de la lettre z dans le mot f. 
I1 est clair que les applications A et B satisfont aux hypothbses de la 
propri6t6 1.6, ce qui nous permet de poser la d6finition suivante: 
Dt~FINITION. T est l'unique morphisme du monoi'de libre M* dans le 
















ARBRES ET FORMULES D~INVERSlON 37 
Reprenons l'exemple pr~c+dent et calculons T(f), il vient: T( f )= 
(xz, Yl Yl)(x2, Yo Yl)(X0, 1)(xl, Yz)(xl, Yo)(Xo, 1), ce qui peut s'interpr&er en 
termes d'arbres en disant qu'on a "distinguC' dans l'arbre f tousles sous- 
arbres form,s d'un sommet de couleur X et de ses successeurs (de couleur Y) 
(Fig. 3). 
A present considdrons comme dans la section 3 que l'application 
d:Xt,.) T-+ ~,1 s'&end en un morphisme de (XU II)* dans le monoi'de additif 
~q. 
Notons aussi h' l'application (u, v) -~ h' (uv) de X* • Y* dans/A, que nous 
&endons par lin6arit+ en un morphisme d+fini sur les polyn6mes sur 
X* • Y* fi coefficients dans N. 
Nous avons alors la propri&~ suivante: 
PROPRII~TE 4.3. 
(I) Soient p dans N, f dans M v, (u, v)= T(f).  Alors 
(a) ]f]2 = Juv]~ pour toute lettre z de XU Y; 
(b) lu[ =d(v) + p, Ivl =d(u); 
(2) Test  une injection; 
(3) Si X,, = {xm} et Y, = {y,} pour m, n >i O, alors 
h'(M ~ xmc~Y n) = h'(T(M) ~ X m X Y"). 
(h' est le morphisme d6fini au d6but de cette section). La partie (1) se 
prouve sans difficult6 par r~currence sur la longueur des mots, en tenant 
compte de la remarque 4.1. La partie (2) se montre 6galement par r6currence 
en utilisant (b) et la d+finition de T; la partie (3) r6sulte alors de (1, a) et de 
(2), compte tenu du fait que h' est fi valeurs dans un semi-anneau 
commutatif . 
La remarque 4.1 dit aussi que les A ( f )  off f E M sont des couples (x, g) 
avec x E X et g E yn(x). D6signons par Z l'ensemble des couples de cette 
forme. I1 est clair que Z est un code du monoi'de X*•  I1" et que 
Z* = {(u, v) EX* X Y*/Iv[ = d(u)}; ainsi: T(M) cZ* ,  d'apr~s la partie (b) 
de la propri&6 4.3. 
Notation. Soit D l'application (x, g) ~ d(g) de Z dans N, application qui 
s'6tend en un morphisme (u, v) -~ d(v) de Z* dans le monoi'de additif N. 
PROPRII~TI~ 4.4. 
T(M) = L(Z, O). 
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Autrement dit: envoie M sur rensemble des roots de Lukasiewicz construits 
sur rensemble Z muni de rapplication D. 
Preuve. Soit fun  mot de M; T( f )  s'6crit (x, g )T ( f ' )  avec (x, g )= 
A( f )  E Z et f '  = B( f )  E Mdtg~; T &ant un morphisme, T( f )  appartient donc 
ZpT(M) p avec p=d(g) ,  Zp = {(x, g)E  Z /d(g)= p}. 
R6ciproquement, consid6rons un couple (xu, gv) = (x, g)(u, v) avec (x, g) 
dans Z v (pour quelque p E Itq) et (u, v) dans T(M)P; g s'6crit Yl "'" Y, avec 
n = d(x); posons Pi = d(Yi); P 6tant la somme des Pi, (u, v) se d6compose n 
(u 1 , vl) ..... (u n, v,) avec chaque (ui, vi) dans T(M) pi, donc de la forme T(f.) 
avec f~ dans MVt; cette d6composition est unique car M est un code et Tune 
injection. I1 est alors clair que (x ,g )=A( f )  et (u, v )= T(B(f ) )  avec 
f=  xy l f l  "'" Ynfn C M; donc (xu, gv) E T(M). 
On en d6duit que la s6rie caract6ristique T(M) v~rifie T (M)= 
Y~n~ Z,T(M)" ce qui, d'apr~s la propri6t6 3.1, ach~ve la d6monstration. 
La propri&6 4.4 s'interpr6te simplement en termes d'arbres: elle 
apparaissait d6j~t dans l'exemple pr~c6dent, off l'on voit qu'un arbre bien 
bicolori6 peut &re consid6r6, si on "groupe" ses sommets comme indiqu6 
pour former de nouveaux sommets, comme un arbre ordinaire (c'est-h-dire 
un arbre au sens de la section 3); l'arbre obtenu dans l'exemple (fig. 3) est 
celui de la Fig. 1. 
Cette propri~t~ 4.4 et le th~or~me 3.2 permettent d'&ablir le: 
THI~ORI~ME 4.2. Soit (u, v) C X* • Y* tel que Iv[ ---- d(u) et 
d(v)  = l ul - 1. Si v -~ 1, alors (u, v) admet [ v[ factorisations 
((Ul, Vl), (u2, v2)) tetles que (u2u 1, v2vl) E T(M), avec u 2 et v2 non rides. Si 
v = 1, (u, v) n'admet qu'une tellefactorisation. 
Preuve. Le cas v---1 6rant trivial, supposons v :/: 1. La condition 
Ivl=d(u) signifie que (u ,v )EZ* ;  la condition d(v)=lul-1 peut se 
formuler D(u, v)= [(u, v ) [ -  1, [(u, v)] d~signant alors la longueur de (u; v) 
considdrd comme mot sur le code Z. Le couple (u, v) v~rifie ainsi les 
hypoth6ses du th6or6me 3.2; il a donc, dans Z*, une factorisation unique 
((ul, vl), (u2,v2)) telle que (U2Ul, U2U1)E T(M), avec U 2 et v 2 non vides. 
Consid6rons maintenant l'ensemble des factorisations ((Ul, Vl), (u2, rE)) de 
(u, v), avec u 2 et v 2 non vides, mais cette fois-ci darts X*•  Y*. On peut 
partager cet ensemble n I v l classes pour la relation d'6quivalence d~finie par 
l'application ((Ul, Vl), (u2, v2))-~ Ivll - d(ul); on v6rifie alors que chacune 
de ces v classes est en bijection avec les factorisations dans Z* de quelque 
couple (u', v) oil u' est un conjugu6 de u, et que cette bijection "conserve" 
l'application ((Ul,Vl), (u2, v2))~ (U2Ul, VEVl); cette application "'atteint" 
donc T(M) qu'une seule fois pour chaque classe consid6r6e; d'otl le r6sultat. 
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4.3. La version simplifide de la formule de Good 
THI~ORI~ME 4.3. L'unique couple (~, r/), solution du syst~me (2) v$rifie: 
m(~,xmy~)=(~om, u~)(~, t  m-l) pour m>/1, n~>0, 
n(~, xmy n) =(r U n- l)(~n, t m) pour m >/O, n ~ I. 
La premi6re formule s'obtient en effet de la m~me faqon que le 
th6or6me 3.3 fi partir des th6or6mes 3.1 et 3.2; la deuxi6me formule se dbduit 
de la premi6re n 6changeant met  n, ~ et r/, ~ et ~,, t et u. 
5. LA FORMULE DE GOOD 
Nous abordons maintenant la formule de Good telle qu'elle est 6nonc+e 
dans la Section 2. La preuve se d~compose en trois &apes, suivant le schema 
que nous avons d6jit suivi dans les Sections 3 et 4. 
5.1. Les langages Pet  Q 
Consid6rons /t pr6sent deux ensembles disjoints X, Yet deux applications 
dl, d2 de Xt,_) Ydans ~. Posons Win, n = {x E X U Y/d~(x) = met  d2(x ) = n}, 
Xm,n=X n Wm, ~ et Ym,,= Y~ W~,,. La propri&6 suivante se d6montre 
comme les propri6t6s 3.1 et 4.1: 
PROPRI~a% 5,1. L'unique couple (r, s) de ~q((XU I,')) 2 vdrifiant: 
r ~ ~ Xm,nFmsn~ 
m,n~ 
S -~- S Ym,n rmsn 
m,tlE~q 
admet pour composantes les s~ries caractdristiques de deux codes prefixes du 
monoi'de libre (XU I1)., 
Notation. Nous notons Pet  Q les supports respectifs de r et s. 
De la propri6t~ 5.1 il r6sulte que tout mot de P (resp. Q) s'+crit de far 
unique xfl .,. fm gl "'" g, avec x dans X (resp. Y), m = dl(x), n = dz(x), lesf/ 
dans Pet  les g; dans Q. R6ciproquement, tout mot qui s'~crit ainsi est dans P 
(resp. a). 
L'identification arbres-mots faite dans les Sections 3 (pour L) et 4 (pour 
Met  N) s'&end ici de faqon naturelle aux mots de P et Q: ces derniers 
d'identifient/t des arbres "mal" bi-colori6s, en ce sens que les successeurs de 
chaque sommet forment une suite de sommets colori+s X suivie d'une suite 
de sommets colori6s Y (chaque suite &ant 6ventuellement vide). 




Xo, 1 YO, 1 
/ 
Yl, i Yl, 0 
Xo, 2 go, 0 Xo, I 
Yl, 0 Yl, 1 
Xl, 0 Xo, 1 
/ / 






Par exemple, avec Xm, . = {Xm,,}, Ym,, = {Ym,n}' prenons dans P le  mot: 
f = XlA Xo,1 Yl,1Xo,2 Yo,1 Yo,o Yl,oXl,oXo,o Yo,o YoA Yl,oXo,1 Yl, lXo,I Yo,o Yl,oXo,o; 
ce mot peut &re vu comme l'arbre qi dessus (Fig. 4). 
Explicitions le lien entre, d'une part les langages P et Q, d'autre part, le 
syst~me d'~quations: 
= x~o(~, ~), 
r/= y~,(~, r/), (1) 
otl ~0 et ~, sont deux s6ries donn6es dans A[[t, u]]; ce syst6me admet une 
solution unique, comme le syst6me (2) et pour la m6me raison. 
Darts ce contexte, nous imposons /t chaque Am, . et /t chaque Ym,. de 
contenir un 616merit unique, respectivement xm,. et Ym,." Soient alors les 
applications: 
h: XU Y~ A[[x, y]], Xm, n ~ (tp, tmu") x, Ym,n ~ (q/, tmun) y, 
h': Xk J  Y-* A, Xm, n --4 (~0, tmun), Ym,n--* (l/t, tmun), 
qui s'&endent en des morphismes de semi-alg~bres, d~finis respectivement sur 
N((XL) Y)) et N(XU I1). 
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Nous avons alors, de la m~me faqon que les th6or6mes 3.1 et 4.1, le: 
THI~ORI~ME 5.1. L'unique solution du syst~me (1) est le couple (h(P), 
h(Q)). De plus h(P) = Zm,neN ht( P 0 xmt3Y n) xmy n. 
(La notation X'%3Y" a 6t6 d6finie dans la section pr6c6dente). 
5.2. Etude des mots de P et de Q 
Revenons ur le fait que tout mot fde  P (resp. Q) s'6crit de faqon unique 
xuv avec x dans X (resp. Y), u dans pd~tx) et v dans Qa~tx). Nous posons 
alors: 
A( f )= x, 
B( f )  = u (resp. v), 
C(f)  = v (resp. u). 
Ainsi: 
A envoie P dans X et Q dans Y, 
B envoie P dans P* et Q dans Q*, 
C envoie P dans Q* et Q dans P*. 
De plus, Bet  C diminuent la longueur des mots; nous sommes donc dans les 
conditions d'application de la propri&6 1.6, ce qui nous permet de poser la 
d6finition suivante: 
DI~FINITION 5.1. 
(1) U est l'application P* U Q* ~X*  u Y* pour laquelle: 
(a) la restriction de U fi P* (resp. Q*) est un morphisme dans X* 
(resp. T*); 
(b) V(f )  =A( f )  V(B(f))  pour tout mot fde  PU Q. 
(2) Vest l'application P* • Q* -~ Q* uP*  pour laquelle: 
(a) la restriction de V fi P* (resp. Q*) est un morphisme dans Q* 
(resp. P*); 
(b) V(f)  = V(B(f)) C(f)  pour tout mot f de P, 
(c) V(f)  = C(f)  V(B(f)) pour tout mot f de Q. 
PROPRII~T~ 5.2. 
(1) Soit f un mot de P (resp. Q); alors: 
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(a) U(f)  est un mot de L(X, d 0 (resp. L(Y, d2)); 
(b) V(f )  est un mot de Qd2WW) (resp. Pd1r plus court que f; 
(c) pour toute lettre z de X~ Y, Iflz = ]u ( f )  v(f)[z; 
(2) f ~ (u( f ) ,  v ( f ) )  est une injection. 
Preuve. (1) U 6tant un morphisme, U(f)  s'6crit xg avec g dans 
U(P) d'~x), et cette 6criture est unique car f se dbcompose de faqon unique en 
xuv avec x dans X, u dans pan,x) et v dans Qa2r 
R6ciproquement, soit w un mot de la forme xg avec x dans X et g dans 
. dz(x) U(p)d'tx); il est clair alors, que w= U(xuv) o5 v = Y0,o et ot~ u v6rifie 
g:  U(u). 
ainsi U(P) v6rifie: U(P) = ~m ~N X,, U(P) m, 05 X m = {x E X/d,(x) = m }. 
D'apr6s la propri6t6 3.1, nous avons donc bien U(P)=L(X ,d  O. Pour Q le 
raisonnement est le mbme. D'o6 (a).  
Les parties (b), (c) et (2) se d6montrent sans difficult6 en raisonnant par 
r6currence sur la longueur des mots. 
DI~FINITION 5.2. West l'application P* U Q* --* (XU Y)* pour laquelle: 
(a) la restriction de W ~ P* (resp. Q*) est un morphisme; 
(b) W(f)  = U(f)  W(V(f ) )  pour tout mot fde  PU Q. 
PROPRII3TI~ 5.3. 
(1) Soit f un mot de P (resp. Q), g = W(f).  Alors: 
(a) [glz = [f]z pour toute lettre z de XU Y; 
(b) I glx = dl(g) + i, I glr = dE(g); 
(2) W est une injection; 
(3) supposons Xm, . = {x,,,,} et Ym,, = {Ym,,} pour m, n ) 0; alors: 
if(PC) xmt0Y n) = h'(W(P) C'~ Xmoyn). 
Cette propri&6 se d6montre de faqon analogue h la propri&+ 4.3. 
Consid6rons b, present les ensembles X' = L(X, dl) et Y' = L(Y, d2), qui sont 
deux codes disjoints. Nous munissons X' U Y' d'une application 
D' :X' U Y' -~ IN en posant: D' ( f )  = dz(f) si f ~ X', d l ( f )  si f ~ Y': Nous 
disposons alors d'objets auxquels nous pouvons appliquer les r~sultats de la 
Section4. En effet, nous pouvons obtenir, de faqon analogue fi la 
Propri~t6 4.4, la: 
PROPRII~T~ 5.4. 
W(P) ----- M(X', Y', D'), 
W(Q) = N(X', Y', D'). 
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FIGURE 5 
Autrement dit: W envoie les arbres "mar' bi-colorids (sur XL) Y) sur les 
arbres "bien" bi-eolorids (sur X' ~J Y'). 
En revenant ~ l'exemple pr6c6dent, nous pouvons visualiser l'action de W 
sur l'arbre f :  nous voyons apparaftre (Fig. 5) un nouvel arbre dont les 
sommets sont des sous-arbres ~ une couleur (~l~ments de 
L(X, dOUL(Y,  d2) ). Sur cet exemple, nous avons: 
W(f) = (Xl ,  1 xo, l )(Yl ,  1 Yo,o)(Xo,2)(Yo,1 Yo,o)(Y,,o)(Xl,oXo,o) 
X (Yo,~ Yl,o)(Xo,a)(Ya,~ Y ,o)(Xo,a)(Yo,o)(Xo,o). 
La propri&6 5.4 et le th6or6me 4.2 permettent d'&ablir le: 
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THi~ORI~ME 5.2. Soit (U,V) EX*•  tel que lu [=d l (UV)+l  et 
I v ] = d2(uv). Si  v ~= 1, alors (u, v) admet d2(u ) factorisations 
((ul, Vl), (u2, v2)) telles que (u2u 1, v2vl) E T(W(P)) ,  avec u2 et v 2 non rides. 
Si v = 1, (u, v) n'admet qu'une telle factorisation. 
(Test l'application d6finie dans la Section 4). Ce th60r~me s'obtient sans 
difficult6 ~ partir du th60r6me 4.2, moyennant les remarques suivantes: 
(i) nous pouvons dans l'6nonc6 ci-dessus remplacer u et v par u' et v' 0/1 
u' et v' sont des conjugu6s quelconques de u et v, respectivement; 
(ii) par suite, nous pouvons supposer, sans perte de g6n~ralit~, que 
u E L(X,  dl) dl(v)+l et v E L(Y,  d2) d2tu), grfice au fait que lu[ = D'(v)  + dl(V ) 
et lv I = D' (v )+ d2(u), 6galit6s qui permettent d'appliquer le th6or~me 3.2; 
(iii) enfin, le th6or6me 4.2 dit que le nombre de factorisations que l'on 
cherche st 6gal /t la longueur de v, mais ici il faut consid&er qu'il s'agit de 
la longueur de v comme mot sur L(Y,  d2); d'apr6s la remarque pr6c6dente, 
cette longueur est bien d2(u). 
5.3. La formule de Good 
Elle s'obtient en proc6dant comme aux sections pr6c6dentes, c'est-/l-dire ici 
en appliquant les th6or6mes 5.1 et 5.2. Le syst~me (1) a une solution unique 
(~, r/), et le coefficient de xmy n dans ~ est 6gal, d'apr6s le th~or~me 5.1 et la 
propri&6 5.3, /l: 
h'(T(W(P)) ~ X m • Y~); 
nous pouvons 6crire T(W(P))  comme union disjointe d'ensembles E k, chaque 
E k &ant constitu6 des couples (f, g) E T(W(P))  tels que d2(f) = k. D'apr~s 
le th6or~me 5.2, k parcourt l'ensemble {1, 2 ..... n} et: 
mnh' (Ek) = kh' (Fk) 
off F k = {fg/ f  E X m, g E Y~, dl( fg) = m -- 1, d2(fg) = n, d2(f) = k} done: 
mnh' (Ek) = ~(~o, tt~uJO ... (~o, timjUm)(ll/, trluSO "" (Ip', trnuSn), cette somme &ant 
&endue aux indices v6rifiant i+r=m--1 ,  j+s=n et j=k ,  avec 
i = il + "" + im, J = Jl + "" + Jm, r = G + "" + rn, S = Sl + "" + sn. 
Finalement, en additionnant sur k, on obtient: 
mn(~, xmy n) = ~, k(~p, #'uk)(~ ,, d'uk'). 
j+ j '=m--1  
k+k '=n 
Nous pouvons done 6noncer: 
TH~OR~ME 5.3 (Formule de Good). L'unique solution (~,q)E/A[[x,y]] 2 
du syst~me: 
= x~o(~, 7), 
,1 = y~,(~, ,1) 
ARBRES ET FORMULES D'INVERSION 
o~ (r ~/) ~ A[[t, u]] 2 est donnde par: 
mn(~, xmy n) : E k( tpm' tYuk)( qln' tY'Uk') ' 
mn(rl, xny m) = ~ y(~o", tk'ui')(~ m, tkui), 
les sommes dtant dtendues aux couples (j , j ')  et (k, k') 
j+  f =m--  1 et k +k '  =n.  
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