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ABSTRACT
We explore the parameter space of the semi-analytic galaxy formation model galform, study-
ing the constraints imposed by measurements of the galaxy stellar mass function (GSMF)
and its evolution. We use the Bayesian Emulator method to quickly eliminate vast implausi-
ble volumes of the parameter space and zoom in on the most interesting regions, allowing
us to identify a set of models that match the observational data within model uncertainties.
We find that the GSMF strongly constrains parameters related to quiescent star formation in
discs, stellar and AGN feedback and threshold for disc instabilities, but weakly restricts other
parameters. Constraining the model using local data alone does not usually select models
that match the evolution of the GSMF well. Nevertheless, we show that a small subset of
models provides acceptable match to GSMF data out to redshift 1.5. We explore the physical
significance of the parameters of these models, in particular exploring whether the model
provides a better description if the mass loading of the galactic winds generated by starbursts
(β0,burst) and quiescent disks (β0,disc) is different. Performing a principal component analysis
of the plausible volume of the parameter space, we write a set of relations between parameters
obeyed by plausible models with respect to GSMF evolution. We find that while β0,disc is
strongly constrained by GSMF evolution data, constraints on β0,burst are weak. Although it
is possible to find plausible models for which β0,burst = β0,disc, most plausible models have
β0,burst > β0,disc, implying – for these – larger SN feedback efficiency at higher redshifts.
Key words: galaxies: evolution – galaxies: luminosity function, mass function
1 INTRODUCTION
Semi-analytic models of galaxy formation (SAMs) are well estab-
lished tools for exploring galaxy formation scenarios in their cos-
mological context. The problem of how galaxies form and evolve
is described by a set of coupled differential equations dealing with
well-defined astrophysical processes. These are driven by dark mat-
ter halo merger trees that determine the source terms in the equation
network (for reviews see e.g. Benson 2010; Baugh 2006; Somerville
&Davé 2015). Due to the approximate nature of themethods used in
these simulations, and the uncertainties in the physical process that
are modelled, these models include a large number of uncertain pa-
rameters. While order of magnitude estimates for these parameters
can bemade, their precise valuesmust be determined by comparison
to observational data.
Traditionally, parameter values have been set through a trial-
and-error approach, where the galaxy formation modeller varies an
individual parameter developing intuition about its effects on the
? Email: luiz.rodrigues@newcastle.ac.uk
model predictions for a particular observable and then uses this un-
derstanding to select a parameter set that gives a good description
of the observations. Despite its simplicity, and obvious limitations,
this procedure has led to substantial progress in the field. Recently,
however, several papers have employed more rigorous statistical
methods to explore the high dimensional parameter space system-
atically (Kampakoglou et al. 2008; Henriques et al. 2009; Bower
et al. 2010; Henriques et al. 2013; Benson 2014; Lu et al. 2014;
Henriques et al. 2015). Such approaches provide a richer analysis,
and seek to identify the regions of parameter space that are in agree-
ment with observational data, and not just to find optimal parameter
values. This therefore informs as to the uniqueness of the parameter
choices, and provides understanding of the degeneracies between
different parameters.
In this work we study which constraints are imposed on the
semi-analytic model galform by the observations of galaxy stellar
mass function (GSMF). We first consider the constraints imposed
by local observations and then investigate how the parameters are
further constrained by the introduction of high redshift data. This
makes powerful use of the iterative emulator technique described
© 2016 The Authors
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by Bower et al. (2010), which provides an efficient way of probing a
high dimensional parameter space. Importantly, the method allows
additional constraints to be added in post-processing. Thus, we start
by finding the region in the parameter space which contains models
that produce a good match to the local Universe GSMF. This region
is, then, further probed to check whether a match to higher redshift
data is possible. By analysing 2Dprojections of the plausiblemodels
sub-volume and performing a principal component analysis of it,
we are able to study the degeneracies and interactions between
the most constrained parameters. We note that typical approaches
to analysing comparable models using Bayesian MCMC require
millions of model runs (at least), while the approach used here,
which utilises Bayesian emulation, only required tens of thousands
of model runs, representing a substantial improvement in efficiency.
Closely reproducing the observed high-redshift galaxy mass
function (Cirasuolo et al. 2010; Henriques et al. 2013) is problem-
atic for many galaxy formation models. Henriques et al. (2013),
for example, concludes that the effectiveness of galaxy feedback
(specifically the re-incorporation time of expelled gas) must de-
pend on the virial mass of the dark matter halo on the basis of
a Monte Carlo exploration of the parameter space of their model.
This is not fully satisfactory, however, since one would expect the
re-incorporation time to be physically related to the halo dynamical
time and not the halo mass.
In this paper, we explore an appealing and well-motivated
alternative. Observations of galaxywinds (eg., Heckman et al. 1990;
Martin et al. 2012) suggest that the effectivemass loading is strongly
dependent on the surface density of star formation. It appears that
efficient outflows are more readily generated when star formation
occurs in dense bursts than when the star formation occurs in a
smooth and quiescent disk. These observations motivate a more
careful exploration of the treatment of galaxy winds from starburst
and quiescent disks, and in this paper we parametrize the mass
loading of the wind independently in these two cases. This may
naturally resolve the difficulty presented by observations of the high
redshift GSMF since the cosmic star formation rate density may be
more dominated by starbursts at high redshift, while it is dominated
by quiescent star formation at low redshift (Malbon et al. 2007).
This paper is organized as follows. In §2 we describe the
galaxy formation model, specifying which parameters were varied
and briefly reviewing the physical meaning of the most relevant of
them. In §3 the iterative history matching methodology is reviewed.
In §4.1 we present our results for the matching to the local GSMF.
In §4.2 we examine the effects of including higher redshift data. In
§4.3, 2D projections of the parameter space are analysed. In §4.4,
the results of a principal component analysis of the non-implausible
volume are shown. Finally, in §5, we summarize our conclusions.
2 GALAXY FORMATION MODEL
The basis of this paper is the semi-analytic model galform, first
introduced by Cole et al. (2000). Our starting point is the model
discussed by Gonzalez-Perez et al. (2014, hereafter GP14), which
re-calibrates the version described in Lagos et al. (2012) to match
observational data taking into account the best-fitting cosmological
parameters obtained by WMAP7 (Komatsu et al. 2011). The model
of Lagos et al. (2012) is itself a development of the version presented
by Bower et al. (2006) – which introduced AGN feedback and disc
instabilities to the original galformmodel – introducing amodified
prescription for star formation in galaxy discs (§2.2.1, see Lagos
et al. 2011 for an in-depth discussion).
We note that there is now a more modern variant of the gal-
form model which differs from the base model used here. This
model, described comprehensively by Lacey et al. (2016), assumes
two initial mass functions (IMFs), one for quiescent star formation
and a different one for star bursts – an approach which improves
the model predictions for number counts and redshift distribution
of sub-millimetre galaxies. The model presented here assumes a
universal IMF, which considerably simplifies comparison with the
galaxy stellar mass function. A universal IMF is compatible with
direct observational measurements: see Bastian et al. (2010) and
Smith et al. (2015) for a recent discussion.
2.1 Differences from GP14
Although the model we use here is based on GP14, there are a
number of small, but important, differences. Firstly, the merger
trees in the present study were constructed using the Monte Carlo
algorithm described by Parkinson et al. (2008), which is based on
the Extended Press-Schechter theory (Bower 1991; Lacey & Cole
1993), while GP14 uses merger trees extracted from a Millenium-
class N-body simulation (Guo et al. 2013). – the use of Monte Carlo
merger trees allows galform to run significantly faster since it is
possible to control the number of haloes with a given final mass in
the simulation, whereas in the case of the N-body trees, most of the
computational time is spent on over-represented small mass haloes.
In GP14, ram-pressure stripping is modelled by completely and
instantaneously removing the hot gas halo when a galaxy becomes
a satellite. Herewe follow the same prescription as Font et al. (2008),
which uses theMcCarthy et al. (2008) ram-pressure strippingmodel
that is based on hydrodynamic simulations – a similar update to the
model is used in Lagos et al. (2014). Finally, the present model
adopts the IMF obtained by Chabrier (2003), while GP14 uses a
Kennicutt (1983) IMF.
2.2 Varied parameters
The semi-analytic approach to the problem of galaxy formation re-
lies on a large number of parameters which codify the uncertainties
associated with the many astrophysical processes involved. Since
the emulator technique allows us to survey a parameter space of
high dimensionality both quickly and at a relatively low compu-
tational cost, we are able to vary parameters simultaneously. One
should bear in mind that varying a larger number of parameters in
the present approach corresponds to a more conservative choice,
since it requires less a priori assumptions about the role of each
parameter.
We varied 20 parameters, all of which are listed, together with
their ranges, in table 1. We outline the physical meaning of parame-
ters related to star formation and feedback in the subsections below,
for further details, we refer the reader to the original papers, and to
Lacey et al. (2016).
For the purposes of sampling, computations of volumes and
principal components analysis, the parameters were rescaled to
[−1, 1] within the initial range, either linearly,
p(s) = 2
(
p − pmin
pmax − pmin
)
− 1 , (1)
or logarithmically,
p(l) = 2
[
log10(p/pmin)
log10(pmax/pmin)
]
− 1 . (2)
The scaling used is also listed in table 1.
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Table 1. Parameters varied in this work, the physical processes and their ranges. For reference, values of these parameters used in GP14 are shown.
Process modelled Section Parameter name [units] Range GP14 Scaling
Star formation (quiescent) §2.2.1 νsf [Gyr−1] 0.025 1.0 0.5 lin
Psf/kB [cm−3K] 1 × 104 5 × 104 1.7 × 104 log
βsf 0.65 1.10 0.8 lin
Star formation (bursts) §2.2.2 fdyn 1.0 100.0 10 log
τmin,burst [Gyr] 10−3 1 0.05 log
SNe feedback §2.2.3 αhot 1.0 3.7 3.2 lin
β0,burst 0.5 40.0 11.16 lin
β0,disc 0.5 40.0 11.16 lin
αreheat 0.15 1.5 1.26027 lin
AGN feedback §2.2.4 αcool 0.1 2.0 0.6 log
edd 0.004 0.1 0.03979 log
fsmbh 0.001 0.01 0.005 lin
Galaxy mergers fburst 0.01 0.5 0.1 log
fellip 0.01 0.5 0.3 log
Disk stability §2.2.5 fstab 0.61 1.1 0.8 lin
Reionization Vcut [km s−1] 20 60 30 lin
zcut 5 15 10 lin
Metal enrichment pyield 0.02 0.05 0.021 lin
Ram pressure stripping strip 0.01 0.99 n/a lin
αrp 1.0 3.0 n/a lin
2.2.1 Quiescent star formation
It is assumed in the model that the surface density of the star forma-
tion rate is set by the surface density of molecular gas (see Lagos
et al. 2011 and references therein),
Σ˙? = ν0,sf Σmol = ν0,sf fmolΣgas , (3)
where Σgas is the surface density of cold gas in the disc and the frac-
tion of molecular hydrogen, fmol = Rmol/(Rmol + 1), is computed
using the pressure relation of Blitz & Rosolowsky (2006)
Rmol =
(
Pext
Psf
)βsf
, (4)
with
Pext =
pi
2
GΣgas
[
Σgas +
(
σgas
σ?
)
Σ?
]
. (5)
2.2.2 Star formation bursts
During a starburst the star formation rate is set to
SFRburst =
Mgas,bulge
τ?,burst
(6)
with
τ?,burst = max
(
fdynτdyn, τmin,burst
)
(7)
where τdyn is the dynamical time of the newly formed spheroid and
fdyn and τmin,burst are model parameters.
2.2.3 Supernovae feedback
The outflow of gas from the disc or the bulge of a galaxy is modelled
using
M˙out,disc/burst = β × SFRdisc/burst (8)
where SFRdisc/burst are the total star formation rates in the quiescent
and starburst cases and β is the mass loading, given by
β = β0,disc/burst
( Vdisc/bulge
200 km s−1
)−αhot
(9)
where Vdisc/bulge are the circular velocity associated with with the
disc (in the quiescent case) or with the newly formed spheroid
(bulge) component (in a starburst).
In previous galform works the mass loadings associated with
discs and bursts were assumed to share the same normalization, i.e.
β0,burst = β0,disc = β0. This assumption was relaxed in the present
work. The notation in previous works was also slightly different:
the equivalent parameter
Vhot ≡ (200 km s−1) × β−1/αhot0 (10)
was used instead.
The outflowed gas is assumed to be once more available to
cool and form stars on a time-scale
treinc =
τhalo
αreheat
, (11)
where τhalo is the dynamical time of the halo. The amount of cold
gas available (as well as the amount of stars formed) is determined
by simultaneously solving for both the star formation rate and the
outflow rate.
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2.2.4 AGN feedback
The model assumes the cooling of gas from the hot gas halo can be
disrupted by the injection of energy by the AGN. This is assumed to
happen only at haloes under ‘quasi-hydrostatic equilibrium’, defined
by
tcool(rcool) > α
−1
cooltff(rcool) (12)
where tcool and rcool are the cooling time and radius and tff is the
free fall time. Thus, the parameter αcool determines the halo mass at
which AGN feedback is effective (i.e. lower values of αcool implies
AGN feedback active in smaller mass haloes).
The cooling of gas from the hot gas halo is interrupted if a
galaxy satisfies equation (12), and
Lcool < eddLedd (13)
where Ledd is the Eddington luminosity of the central galaxy’s black
hole.
2.2.5 Disc stability
Discs are considered stable if they satisfy
Vmax√
1.68GMdisc/rdisc
< fstab (14)
where fstab is a model parameter close to 1. If at any timestep
this criterion is not satisfied, it is assumed that the disc is quickly
converted into an spheroid due to a disc instability and a starburst
is triggered – i.e. all the gas and stars are instantaneously moved
into the spheroid component where the star formation follows equa-
tion (7).
3 BAYESIAN EMULATION METHODOLOGY
The use of complex simulation models, such as galform, is now
widespread across many scientific areas. Slow simulators with high
dimensional input and/or output spaces give rise to several major
problems, the most ubiquitous being that of matching the model
to observed data, and the subsequent global parameter search that
such a match entails.
The general area of Uncertainty Analysis has been developed
within the Bayesian statistical community to solve the correspond-
ing problems associated with slow simulators (Craig et al. 1997;
Kennedy & O’Hagan 2001). A core part of this area is the use
of emulators: an emulator is a stochastic function that mimics the
galform model but which is many orders of magnitude faster to
evaluate, with specified prediction uncertainty that varies across the
input space (O’Hagan 2006; Vernon et al. 2010a, 2014). Any sub-
sequent calculation one wishes to do with galform can instead be
performed far more efficiently using an emulator (Heitmann et al.
2009). For example, an emulator can be used within an MCMC
algorithm to greatly speed up convergence (Kennedy & O’Hagan
2001; Higdon et al. 2004; Henderson et al. 2009). This is espe-
cially useful as for scenarios possessing moderate to high numbers
of input parameters, MCMC algorithms often require vast num-
bers (billions, trillions or more) of model evaluations to adequately
explore the input space and reach convergence: see for example
the excellent discussion in Geyer (2011). Such numbers of eval-
uations are clearly impractical for models that possess substantial
run time, such as galform. Another major issue with MCMC is
that of pseudo convergence: an MCMC algorithm may after a large
number of iterations appear to have converged and hence pass every
convergence test, but continued running would eventually reveal a
sudden and substantial change in chain location, showing that the
chain had not in fact reached equilibrium at all (Geyer 2011).
Hence, although we fully support the Bayesian paradigm, we
do not use an MCMC algorithm here, due both to the reasons dis-
cussed above, and to the fact that a Bayesian MCMC approach
requires a full joint probabilistic specification across all uncertain
quantities, that is often hard to make and hard to justify. We instead
outline a more efficient and robust approach known as iterative his-
torymatching using Bayesian emulation (Vernon et al. 2010a). Here
the set of all inputs corresponding to acceptable matches to the ob-
served data is found, by iteratively removing unacceptable regions
of the input space in waves. History matching naturally incorporates
Bayesian emulation and has been successfully employed in a range
of scientific disciplines including galaxy formation (Vernon et al.
2010a,b; Bower et al. 2010; Vernon et al. 2014), epidemiology (An-
drianakis et al. 2015, 2016a), oil reservoir modelling (Craig et al.
1996, 1997; Cumming & Goldstein 2009a; Cumming & Goldstein.
2009b), climate modelling (Williamson et al. 2013) and environ-
mental science (Goldstein et al. 2013). History matching can be
viewed as a useful precursor to a fully Bayesian analysis that is of-
ten in itself sufficient for model checking and model development.
Here we use it within a Bayes Linear framework, a simpler, more
tractable version of Bayesian statistics, where only expectations,
variances and covariances need to be specified (Goldstein 1999;
Goldstein & Wooff 2007). However, if one is committed to a full
Bayesian MCMC approach, performing an a priori history match
can dramatically improve the subsequent efficiency of the MCMC
by first removing the vast regions of input parameter space that
would have extremely low posterior probability.
3.1 Emulator Construction
We now outline the core emulator methodology (see Ver-
non et al. 2010a; Bower et al. 2010, for further description).
We represent the galform model as a function f (x), where
x = (ν0,sf, Psf/kB, . . . , strip, αrp) is a vector composed of the 20
input parameters given in table 1, and f is a vector containing all
galform outputs of interest, specifically the GSMF at various mass
bins and redshifts. To construct an emulator we generally perform
an initial space filling set of wave 1 runs, using a maximin latin hy-
percube design over the full 20 dimensional input space (see Bower
et al. 2010; Sacks et al. 1989; Santner et al. 2003; Currin et al. 1991,
for details). For each output fi (x), i = 1 . . . q, a Bayesian emulator
can be structured as follows:
fi (x) =
∑
j
βi jgi j (xAi ) + ui (xAi ) + vi (x) (15)
Here βi j , ui (xAi ) and vi (x) are uncertain quantities to be informed
by the current set of runs. The active variables xAi are a subset of the
inputs that are found to be most influential for output fi (x). The gi j
are known deterministic functions of xAi , with a common choice
being low order polynomials, and the βi j are unknown regression
coefficients. ui (xAi ) is a Gaussian process with, for example, zero
mean and possible covariance function:
Cor(ui (xAi ), ui (x
′
Ai
)) = σ2ui exp
{
−‖xAi − x′Ai ‖2/θ2i
}
(16)
where σ2ui and θi are the variance and correlation length of ui (xAi )
which must be specified, and vi (x) is an uncorrelated nugget with
expectation zero and Var(vi (x)) = σ2vi , that represents the effect
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of the remaining inactive input variables, and/or any stochasticity
exhibited by the model (Vernon et al. 2010a).
We could employ a fully Bayesian approach by specifying joint
prior distributions for all uncertain quantities in equation (15), and
subsequently updating beliefs about fi (x) in light of the wave 1
runs via Bayes theorem. Here instead we prefer to use the more
tractable Bayes Linear approach, a version of Bayesian statistics that
requires only expectations, variances and covariances for the prior
specification, and which uses only efficient matrix calculations,
and no MCMC (Goldstein & Wooff 2007). Therefore if we are
prepared to specify E(βi j ), Var(βi j ), σ2ui , σ
2
vi and θi , we can
obtain the corresponding Bayes Linear priors for fi (x) namely
E( fi (x)),Var( fi (x)) and Cov( fi (x), fi (x′)) using equations (15)
and (16).
The initial wave of n runs is performed at input loca-
tions x(1), x(2), . . . , x(n) which give model output values Di =
( fi (x(1) ), fi (x(2) ), . . . , fi (x(n) )), where i labels the model output.
We obtain the Bayes Linear adjusted expectation EDi ( fi (x)) and
variance VarDi ( fi (x)) for fi (x) at new input point x using:
EDi ( fi (x)) = E( fi (x))
+ Cov( fi (x), Di )Var(Di )−1(Di − E(Di )) (17)
VarDi ( fi (x)) = Var( fi (x))
− Cov( fi (x), Di )Var(Di )−1Cov(Di, fi (x)) (18)
The emulator thus provides a prediction EDi ( fi (x)) for the be-
haviour of the galform model at new input point x along with
a corresponding x dependent uncertainty VarDi ( fi (x)). It is the
later feature that strongly contributes to emulators being more ad-
vanced than interpolators. These two quantities EDi ( fi (x)) and
VarDi ( fi (x)) are used directly in the implausibility measures that
form the basis of the global parameter search described below.
3.2 Simple 1-dimensional Example
To clarify the above description we outline the construction of a
simple 1-dimensional emulator of the function
f (x) = 3 x sin
(
5pi(x − 0.1)
0.4
)
(19)
for which we perform a set of n = 10 equally spaced wave 1 runs at
locations x( j) = 0.1, . . . , 0.5 giving rise to run data
D = ( f (x(1) ), f (x(2) ), . . . , f (x(n) )) (20)
where we have dropped the i subscript as the output is only 1-
dimensional.
For simplicity we reduce the emulator’s regression terms
βi jgi j (xA), in equation (15), to a constant β0 and remove the nugget
vi (x) as there are no inactive inputs. The emulator equation (15)
therefore reduces to:
f (x) = β0 + u(x) (21)
A possible prior specification is to treat the constant or mean term
β0 as known, with E(β0) = 0.1 and hence Var(β0) = 0. We also
set σu = 0.6 and θ = 0.06: a choice that represents curves of
moderate smoothness. We can now calculate all terms on the rhs
of equations (17) and (18) using equations (21), (16) and (20), for
example:
E( f (x)) = β0 (22)
Var( f (x)) = σ2u (23)
E(D) = (β0, . . . , β0)T (24)
0.1 0.2 0.3 0.4 0.5
x
2.0
1.5
1.0
0.5
0.0
0.5
1.0
f(
x
),
E
D
(f
(x
))
f(x)
ED(f(x))
ED(f(x))± 3
√
VarD(f(x))
Figure 1. The 1-dimensional emulator as constructed in §3.2. The dashed
(blue) line is the emulator prediction ED ( f (x)) as a function of x, and the
credible interval ED ( f (x)) ± 3
√
VarD ( f (x)) is given by the dotted (red)
lines. The true function f (x) is shown as the black solid line, and the 10
model runs that make up the vector D used to build the emulator are given
as the red points.
while Cov( f (x), D) is now a row vector of length n with jth com-
ponent
Cov( f (x), D)j = Cov(u(x), u(x( j) )) (25)
= σ2uexp
{
−‖x − x( j) ‖2/θ2
}
and Var(D) is an n × n matrix with ( j, k) element
Var(D)jk = Cov(u(x( j) ), u(x(k) )) (26)
= σ2uexp
{
−‖x( j) − x(k) ‖2/θ2
}
We can now construct the emulator by calculating the adjusted
expectation and variance ED ( f (x)) and VarD ( f (x)) from equa-
tions (17) and (18) respectively, for any new input point x.
Fig. 1 shows the 1-dimensional emulator where ED ( f (x)) as
a function of x is given by the dashed blue line, and the credible
interval ED ( f (x)) ± 3
√
VarD ( f (x)) by the dotted red lines. We
can see that ED ( f (x)) precisely interpolates the known runs at
outputs D, with zero uncertainty (as the red lines touch at these
points): a desirable feature as here f (x) is a deterministic function.
The credible regions get wider the further we are from known runs,
appropriately reflecting our lack of knowledge in these regions. The
true function f (x) is given by the solid black line which lies within
the credible region for all x, only getting close to the boundary for
x > 0.5. This demonstrates the power of an emulator: using only a
small number of runs we can successfully mimic relatively complex
functions to a known accuracy, a feature that scales well in higher
dimensions due to the chosen form of the emulator. The speed
of Bayesian emulators is also crucial for global parameter searches
where wemay need to evaluate the emulator a huge number of times
to fully explore the input space. Note that the emulator calculation
is extremely fast because it only requires matrix multiplication for
each new x. The inverse Var(Di )−1 that features in equations (17)
and (18) is independent of x (and indeed of Di) and hence can
be performed only once, offline and in advance of even the run
evaluations Di .
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3.3 Emulating in Higher Dimensions
When emulating functions possessing high input dimension, the
polynomial regression terms βi jgi j (xAi ) in the emulator equa-
tion (15) become more important, as they efficiently capture many
of the more global features often present in the physical model (Ver-
non et al. 2010a,b). Prior specifications for the βi j can be given,
based say on structural knowledge of the model, or on past expe-
rience running a faster but simpler previous version of the model
(Cumming & Goldstein 2009a). However, if no strong prior knowl-
edge is available and the number of runs performed is reasonably
high, a vague prior limit can be taken in the Bayes Linear update
equations (17) and (18), resulting in the adjusted expectation and
variance of the βi j terms tending toward their Generalised Least
Squares (GLS) estimates. For space filling runs, such as those from
a maximin latin hypercube, the GLS estimates can be accurately
approximated by the corresponding Ordinary Least Squares (OLS)
estimates, which can also be used to estimate σ2ui , providing further
efficiency gains (Vernon et al. 2010a).
In addition, the choice of active input variables xAi and the
choice of the specific regression terms βi jgi j (xAi ) that feature
in the emulator, can both be made using linear model selection
techniques based on AIC or BIC criteria. For example, these can be
simply employed using the lm() and step() functions in R (Vernon
et al. 2010a; R 2015). The use of active variables xAi can lead
to substantial dimensional reduction of the input space of each of
the outputs, and hence convert a high dimensional problem into a
collection of low dimensional problems, which is often far easier
to analyse (see Vernon et al. 2010b, for further discussion of this
benefit). It is worth noting that reasonably accurate emulators can
often be constructed just using such regression models. This can
be a sensible first step (see Andrianakis et al. 2016b), before one
attempts the construction of a full emulator of the form given in
equation (15).
3.4 Iterative History Matching via Implausibility
Wenow describe the powerful iterative global searchmethod known
as History Matching (Craig et al. 1996, 1997), which naturally
incorporates the use of Bayesian emulators, and which has been
successfully applied across a variety of scientific disciplines. It
aims to identify the setW of all inputs x that would give rise to
an acceptable match between the galform outputs f (x) and the
corresponding vector of observed data w, and proceeds iteratively,
discarding regions of input space which are deemed implausible
based on information from the emulators. For more detail on the
contents of this section see (Vernon et al. 2010a,b).
For an output fi (x) we define the implausibility measure:
I2i (x,wi ) =
(EDi ( fi (x)) − wi )2
VarDi ( fi (x)) + σ2i + σ
2
ei
(27)
which takes the distance between the emulator’s prediction of the ith
output EDi ( fi (x)) and the actual observed data wi and standardises
it with respect to the variances of the three major uncertainties: the
emulator uncertaintyVarDi ( fi (x)), the model discrepancy σ2i and
the observation error σ2ei .
The least familiar of these is the model discrepancy σ2i which
is an upfront acknowledgement of the deficiencies of the galform
model in terms of assumptions used, missing physics and simpli-
fying approximations. In addition to ensuring the analysis is more
meaningful, this term guards against overfitting, and the subsequent
technical and robustness problems this can cause for a global pa-
rameter search. See Kennedy & O’Hagan (2001); Brynjarsdottir &
O’Hagan (2014); Goldstein & Rougier (2009) for extended discus-
sions on this point1. The form of the implausibility comes from the
“best input approach" which models the link between the galform
model evaluated at its best possible input x∗ and the real Universe
y as y = f (x∗) +  , where  is a random quantity representing the
model discrepancy with varianceσ2 , and assumes that the observed
data w is measured with uncertain error e with variance σ2e, such
that w = y + e. See Craig et al. (1997); Vernon et al. (2010a,b) for
further justifications and discussions.
Most importantly, a large value of the implausibility Ii (x,wi )
for any output implies that the point x is unlikely to yield an accept-
able match between f (x) and w were we to run the galformmodel
there, hence x is deemed implausible and can be discarded from fur-
ther analysis. We therefore impose cutoffs of the form Ii (x,wi ) < c
to rule out regions of input space, where the choice of c is motivated
from Pukelsheim’s 3-sigma rule2 (Pukelsheim 1994). We can com-
bine the implausibility measures from several outputs in various
ways e.g.
IM (x,w) = max
i∈Q Ii (x,wi ) (28)
whereQ represents the subset of outputs currently considered (often
we will only emulate a small subset of outputs in early iterations).
We may use the second or third maximum implausibility instead for
robustness reasons, or use multivariate implausibility measures to
incorporate correlations (Vernon et al. 2010a,b).
History matching proceeds iteratively, discarding implausible
regions of the input parameter space in waves. At the kth wave we
define the current set of non-implausible input points asWk and
the set of outputs that have so far been considered for emulation
as Qk . We proceed according to the following algorithm:
1. Design and evaluate a space filling set of wave k runs over the
current non-implausible spaceWk .
2. Check if there are informative outputs that can nowbe emulated
accurately (that were difficult to emulate in previous waves)
and add them to Qk , to define Qk+1.
3. Use the wave k runs to construct new, more accurate emulators
defined only over the regionWk for each output in Qk+1.
4. Recalculate the implausibility measures Ii (x,wi ), i ∈ Qk+1,
overWk , using the new emulators.
5. Impose cutoffs Ii (x,wi ) < c to define a new, smaller non-
implausible volume Wk+1 which satisfies W ⊂ Wk+1 ⊂
Wk .
6. Unless:
A) the emulator variancesVarDi ( fi (x)) are now small in com-
parison to the other sources of uncertainty: σ2i + σ
2
ei ,
B) the entire input space has been deemed implausible or
C) computational resources have been exhausted,
return to step 1.
1 It is worthwhile noting that any analysis that does not include a model
discrepancy is only meaningful given that “the model f (x) is a precise
match to the real Universe for some input x", and all conclusions derived
from such an analysis should be written with this conditioning statement
attached.
2 Pukelsheim’s 3-sigma rule is the powerful, general, but underused result
that states for any continuous unimodal distribution, 95% of the probability
must lie within µ ± 3σ, regardless of its asymmetry or skew.
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7. If 6A is true, generate a large number of acceptable runs from
the final non-implausible volumeW , using appropriate sam-
pling for the scientific purpose.
We are then free to analyse the structure of the non-implausible
volumeW and the behaviour of model evaluations from different
locations within it. The history matching approach is powerful for
several reasons:
• Aswe progress through thewaves and reduce the non-implausible
volume, we expect the function f (x) to become smoother, and
hence to be more accurately approximated by the regression part
of the emulator βi jgi j (xAi ) (which is often composed of low
order polynomials – see equation 15).
• At each new wave we have a higher density of points in a smaller
volume, therefore the emulator’s Gaussian process term ui (xAi )
will be more effective, as it depends mainly on the proximity of
x to the nearest runs.
• In later waves the previously strongly dominant active inputs xAi
from early waves will have had their effects curtailed, and hence it
will be easier to select additional active inputs, unnoticed before.
• There may be several outputs that are difficult to emulate in
early waves (often due to their erratic behaviour in scientifically
uninteresting parts of the input space) but simple to emulate in
later waves, once we have restricted the input space to a much
smaller and more physically realistic region.
History matching can be viewed as the appropriate analysis suitable
for model investigation, model checking and model development.
Should one wish to perform a fully Bayesian analysis using say
MCMC, history matching can be used as a highly effective pre-
cursor to such a calculation in order to rule out vast regions of
input space that would only contain extremely low posterior proba-
bility. However such an MCMC analysis would only be warranted
assuming one is willing to specify meaningful joint probability dis-
tributions over all uncertain quantities involved, in contrast to only
the expectations, variances and covariances required for the Bayes
Linear history match.
3.5 Application of Emulation and History Matching to
galform and the GSMF
We now apply the above Bayesian emulation and history matching
methodology to galform and the GSMF, and generalise it to the
case of multiple available observed data sets. We first identify the
galform model outputs fi (x) that we wish to emulate, and the
corresponding observed data w(m)
i
to match them to as
fi (x) = log φi,model and w
(m)
i
= log φi,obs(m) (29)
where
φi =
dn
dlogM?
M?, i,z
is the GSMF at the stellar mass binM?,i for redshift z. Herem labels
the choice of observed data sets we use, represented for output i by
w
(m)
i
. Following the discussion in Bower et al. (2010), we adopt a
model discrepancy of 0.1 dex. This term summarises the accuracy
we expect for the model due to the approximations inherent in
the semi-analytic method. In effect, this means that we will regard
models that lie within 5% of the observed data-point as a perfectly
adequate fit, even if the quoted Poisson observational errors are
substantially smaller. This means that if a model has a marginally
Table 2. Thresholds used for eliminating implausible regions with respect
to the local Universe GSMF after each wave and the fraction of the initial
volume in the non-implausible region.
Wave Threshold Fraction of the
1st max. 2nd max. 3rd max. initial volume
1 - 3.2 2.5 0.2522
2 4.5 3.0 2.3 0.0494
3 3.75 2.5 2.0 0.0170
4 3.5 2.5 2.0 0.0116
5 3.0 2.25 2.0 0.0036
6 2.4 2.15 1.8 0.0010
acceptable implausibility, I ∼ 3, it may be 0.3 dex away from the
observational data-point.
As we have multiple sets of observed data for the GSMFwhich
we wish to match to, we have to make an additional decision as to
how to combine these within the history matching process. Here we
generalise the implausibility measure of equation (28) by minimiz-
ing over the m data sets:
IM (x,w) = max
i∈Q {minm Ii (x,w
(m)
i
)} (30)
with the second and third maximum implausibilities defined simi-
larly. This implies that our history match search will attempt to find
all inputs that lead tomatches to any of the observed data sets, judged
on an individual bin basis. This is a simple way of incorporating
several (possibly conflicting) data sets into the history match that
does not involve additional assumptions or further statistical mod-
elling, and which is sufficient for our current purposes. It should
lead to the identification of all inputs of interest, subsets of which
(for example those that match a specific data set, or a combined data
set) can be subsequently explored in further detail.
The emulators used in each wave were constructed following
the techniques described in §3.1, §3.2 and specifically the high
dimensional approaches of §3.3.
3.6 Observational datasets used
For the local Universe GSMF, we use the results of Li & White
(2009) based on SDSS and Baldry et al. (2012) on the GAMA
survey.
For larger redshifts, we combine the results of Tomczak et al.
(2014) based on the zfourge and candels surveys, and Muzzin
et al. (2013), based on the UltraVISTA survey. In these papers,
the GSMF is reported for redshift intervals/bins. For simplicity, we
adopt the midpoint of each redshift bin as the typical redshift to
be compared with the model (e.g. the GSMF obtained for 0.5 <
z < 1.0 will be compared with the model results for z = 0.75).
Both datasets obtain their stellar masses using the fast code (Kriek
et al. 2009) to fit the stellar population synthesis model of Bruzual
& Charlot (2003) to the measured spectral energy distributions
of the galaxies, assuming a Chabrier (2003) IMF. Errors in the
determination of galaxy masses at z > 0 redshifts were assumed
to follow the redshift-dependent estimate as Behroozi et al. (2013),
i.e. σM (z) = σ0 + σz z, with σ0 = 0.07 and σz = 0.04. These
mass errors were accounted for convolving the model GSMF with
a Gaussian kernel (see §4.2 for a discussion).
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Figure 2. Histograms of the model implausibilities (with respect to the
local Universe only) obtained at each wave. In the top panel, exploratory
waves 2-6 are shown. Each new wave reduces the tail of very implausible
models. However, the increase in the number of models with I < 2 occurs
only slowly after each wave. In the bottom panel, waves 7a and 7b are
also shown (please, note the different range in I ). Wave 7a was designed
specifically to obtain many plausible runs, instead of uniformly covering the
non-implausible parameter space, and Wave 7b (discussed in §4.2) takes
into account the constraints by high redshift data.
4 RESULTS
The parameter space exploration was conducted through successive
waves of runs. After each wave, emulators were generated from its
results and used to design the parameter choices for the next wave,
discarding a vast, specifically implausible, region of the parameter
space. Each wave was designed using a Latin Hypercube Sampling
of 5000 points of the non-implausible region of the parameter space
(full details are given in appendix A).
4.1 Matching the local galaxy stellar mass function
There were initially 6 waves of runs, where the implausibilities
were computed with respect to the local Universe GSMF data only.
Table 2 shows the implausibility cut-off thresholds applied, which
decreased after each wave as we build more trustworthy emulators.
Table 2 also shows the fraction of the initial volume which corre-
sponds to the region classified as non-implausible after each wave.
To compute the volumes, the parameters were rescaled following
equations (1) and (2) – i.e. lengths associated with the range of each
parameter were considered equivalent. Despite making very con-
servative choices for the thresholds, there is a strong decrease in the
volume after each wave and after wave 6 only 10−3 of the original
volume was classified as non-implausible. In Fig. 2 the evolution of
the distribution of the implausibilities can be followed: after each
wave the number of highly discrepant models is strongly reduced,
1. 0
1. 5
2
2. 5
3. 0
I
Figure 3. Local galaxy stellar mass function. The coloured curves show
all the runs with implausibility I < 3.5, with different shades showing
different implausibilities (see colour-bar in the plot). The surrounding light
grey curves correspond to the initial set of runs (wave 1). Data-points show
the GSMF data obtained by Li & White (2009) and Baldry et al. (2012).
Note that a 0.1 dex model discrepancy was assumed (see text for details).
but the number of acceptable models, with I < 3, increases only
modestly.
After the 6th wave the emulator variance at each point was
already smaller or equal to the other uncertainties, indicating that
no further refinement was possible (condition 6A in the algorithm
described in §3.4). A final, wave 7a, was then designed, this time
using the emulator information to aim for the best possible matches
to the GSMF (i.e. step 7 in the algorithm; in contrast to the previous
waves where the non-implausible space was uniformly sampled to
ensure an optimum input for the next wave).
In Fig. 3, the final results of the history matching are shown,
together with our observational constraints. Error bars in this and
other figures show only the quoted observational errors, and do not
include the model discrepancy term, so that the over all quality of
the fits can be judged from figures. The purpose of the model dis-
crepancy is to avoid rejecting models when the observational errors
become very small. All the models in our library with implausibil-
ity I < 3.5 are shown in Fig. 3, with the curves colour-coded by
the implausibility. The width of the lightest shade, corresponding
to I ≤ 1.0, allows one to visualize the effect of adopted model dis-
crepancy. Also shown are the wave 1 runs given as the grey curves,
many of which were far from the observed data. The impact of the
history match in terms of the removal of substantial amounts of im-
plausible regions of the parameter space can be seen by comparing
the coloured region with the grey curves.
While there are models with I ∼ 2.5 − 3 which produce an
excess in the number of small mass galaxies, the opposite (i.e. φ
smaller than the observations at the low mass end) is very rare.
A similar behaviour is also present in the high mass end. Thus,
acceptable (I . 3) models may display over-abundances of very
small [log(M?/M) . 8.5] or very large [log(M?/M) & 11.5]
masses, but there are no acceptable models with significant under-
abundances in these ranges.
Once the locus of models with good fits to the local Universe
GSMF was found, we examined how well these models performed
with respect to high redshift data. In Fig. 4 the GSMF output by the
models shown in Fig. 3 is now compared with higher redshift data.
One finds that the models selected only by their ability to reproduce
the local Universe GSMF data under-represent the abundance of
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Figure 4. The GSMF of selected models colour-coded by their implausibility, I (see colour bar), calculated only with respect to the GSMF data at the local
Universe, from Baldry et al. (2012) and Li & White (2009). Only runs with I < 3.5 with are shown. The high redshift observational data shown were obtained
from Muzzin et al. (2013) and Tomczak et al. (2014). The models selected solely by their good match to z = 0 data produce poor agreement to higher redshift
data.
high mass galaxies at higher redshifts while simultaneously gener-
ating an excessive number of galaxies of lower masses.
In the following section we will examine the parameter space
and show that the vast majority of acceptable models have β0,burst >
β0,disc and so lie in a region of parameter space not available to the
original model.
4.2 Constraining models with higher redshift data
To investigate if, and to what extent, the present model could re-
produce the evolution of the GSMF, a new wave of runs was gener-
ated from the wave 6 emulator (wave 7b), this time computing the
implausibilities simultaneously with respect to the GSMF data at
higher redshifts, up to z = 1.75.
After just a single additional wave, the emulation technique
indicated that no extra refinement was likely: the emulator variances
became smaller than the other uncertainties, corresponding to step
6A in the algorithm of §3, suggesting that it would be highly unlikely
to find a locus of more plausible runs within any sub-volume of the
parameter space. A new (and final) wave was then designed, to
produce runs which provided a good match to the GSMF at those
redshifts (corresponding to step 7). This set of runs was deliberately
focused towards the regions of lowest emulator implausibility,where
we would now expect the best matches to occur. This is a good
technique for exploring the correlations between parameter sets;
however, it is important to note that the resulting design of runs
would not be a suitable basis for the construction of a statistical
emulator.
In Fig. 5 we show the evolution of the GSMF for all the runs
(of all waves) with implausibility I < 3.5 with respect to redshifts
up to z = 1.12. The adoption of higher redshift constraints leads to
tension with the local Universe data: the least implausible models
produce a GSMF with a too shallow high mass end at z = 0 and
too steep at any other redshift. In the low mass end, there is an
excess of . 1010M galaxies at higher redshift and a small deficit
of them in the local Universe. This is consistent with behaviour seen
in the runs constrained at z = 0 only. It should be noted that, despite
the tension, the level agreement achieved is still better than what is
found in most published models, and is not dissimilar from what is
found by Henriques et al. (2013, 2015).
This tension becomes clearer when the results for specificmass
bins of the GSMF are compared. This is shown in panels below the
diagonal in Fig. 6, for two mass bins, log(m/Mh) = 9.5 and 11.2,
redshifts z = 0.0, 0.35 and 0.75. The observational constraints are
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Figure 5. The GSMF of selected models colour-coded by their implausibility, I , calculated simultaneously with respect to the GSMF at z =
0, 0.35, 0.62, 0.75, 0.88, 1.12, 1.25 and 1.43. Only runs with I < 3.5 are shown. The high redshift observational data shown were obtained from Muzzin
et al. (2013) and Tomczak et al. (2014) and local Universe data were obtained from Baldry et al. (2012) and Li & White (2009). galform models generally
lead to a GSMF with a high mass end which is too shallow at z = 0 and too steep at higher redshifts.
shown as blue bands. By showing the constraints in pairs, we gain
insight into the conflicting pressures imposed on themodel. Initially,
successive waves of runs (shown by colours from red to green, as
indicated in the figure) are increasingly focused towards the point
at which the two bands intersect. However, it becomes increasingly
evident that some constraint pairs cannot be matched by the model
and the successive waves lead to no improvement. For example, the
panel showing log(m/Mh) = 11.2 at z = 0 and z = 0.35 has a
strong diagonal line above which the model is never able to cross.
The same behaviour is found when comparing the high mass end
of the GSMF at z = 0 with other redshifts. For the constraints at
log(m/Mh) = 9.5, the outputs of all models are tightly correlated
when comparing between redshift. Comparison between different
mass bins appears to be less constraining.
One can best interpret Fig. 6 by comparing the models to a
non-evolving GSMF. This is shown by the dashed diagonal line
in panels that compare the same mass bins. The grey-shaded side
of the dashed diagonal line show the case where the number of
galaxies decreases with time. It can be seen that the observational
data used leads to no evolution (or even decrease) in the number of
1011.2h−1M galaxies if z = 0 is compared to other datasets. This
makes it clear why it is not possible to findmodels in the exact target
region. Since galform is inherently hierarchical, it is difficult to
conceive of a mechanism which could lead to a significant decrease
in the abundance of massive galaxies with time. This would only
be possible if 1011.2h−1M galaxies were to grow in mass (and
so leave the mass bin) faster than lower mass (and more abundant)
galaxies were able to grow and move into the bin. Clearly, the
situation never arises in the galform model and the only way of
obtaining points in the grey region for the highmass bin panes is due
to the distortion caused by errors in the galaxy mass determination,
as we will discuss below.
Systematic errors in the determination of galaxymasses (‘mass
errors’ for short) arising from the modelling of the star formation
history, choice of dust model and the choice of IMF can significantly
affect the shape of theGSMFwhich is inferred from the observations
(Mitchell et al. 2013). As mentioned in §3.6, mass errors were
accounted for by convolving the model GSMF with a Gaussian
kernel. The main effect of such convolution is making the GSMF
appear less steep at higher redshifts. This raises the question of
whether underestimated mass errors could explain the difficulty in
simultaneouslymatching the highmass end of theGSMFat different
redshifts.
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Figure 6. Each panel compares the output of the GSMF for different mass bins and/or redshifts. Waves 2, 4, 6, 7a, 7b are shown colour-coded as indicated. The
observational constraints of previous figures are shown as blue shades. The light grey shade was added to guide the eye, indicating where the GSMF values in
the vertical axis are smaller than the horizontal axis, and the dashed diagonal line indicates the case where the GSMF for the two is the same. Panels below the
diagonal use the same estimates for the errors in the mass determination as Behroozi et al. (2013): σM = 0.07 + 0.04 z (see text for details). For comparison,
in the panels above the diagonal we double the mass error. After successive waves there is improvement in the agreement with the low redshift data and with
the low-mass-end of the high redshift data, however, for the high-mass end, there is still tension at higher redshifts. The increase in the mass error does not
avoid the tension. This tension originates from the data being consistent with small or no evolution for bins of large mass.
In the panels above the diagonal of Fig. 6, we show the con-
sequences of doubling the mass error – i.e. considering σ0 = 0.14
and σz = 0.08. This has the effect of loosening the implausibility
contours: the blue regions are the same as those below the diag-
onal. The effect of these much increased mass errors is to allow
models near to the “no evolution” region, alleviating the tension by
allowing the corrected galform results to get closer to the target
region. However, even considering these mass errors, some tension
still persists.
4.3 Plausible models subspace
We examine now what are the main properties of the subspace of
plausible models, which we define as models having implausibility,
I < 3.5, a conservative threshold.
We begin by considering the models that provide a plausible
match to the GSMF at z = 0. The distribution of these models are
shown above the diagonal in Fig. 7. In each panel we show the
plausible models projected into the two dimensional space of a pair
of variables. The models are coloured by implausibility and the
lowest implausibility runs are plotted last to ensure they are visible.
This method of plotting also gives a good impression of the “optical
depth” of the parameter region in the hidden parameters of each
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Figure 7. The panels show two dimensional projections of the plausible parameter space. Each circle represents a galform run and is colour coded by its
implausibility (as indicated by the colour bar); lower implausibility runs are plotted on top facilitating the visualisation of their clustering in the projected
space; only runs with I < 3.5 are shown. In panels above the diagonal, the implausibility is computed with respect to the observed local GSMF only. In panels
below the diagonal, the implausibility is computed with respect to the GSMF at redshifts z = 0.0, 0.35, 0.62, 0.75, 0.88, 1.12, 1.25 and 1.43. Note that the
axes are labelled consistently above and below the diagonal. A panel below the diagonal should be rotated and inverted in order to compare it to the equivalent
panel above the diagonal. This figure summarizes the main constraints imposed by the GSMF and its evolution on the galform parameters.
panel. We only show the most interesting variables in this plot, the
panels for other variable pairs are less informative scatter plots.
The most constrained parameters are: the disk wind parame-
ters, αhot and β0,disc, the normalisation of the star formation law,
ν0,sf, the AGN feedback parameters, αcool, and the disk stability
threshold, fstab. Several parameter degeneracies can be picked out
in the figure. For example, values of αhot are strongly correlated
with β0,disc, with larger β0,disc being compensated by a smaller
αhot: i.e., the higher mass loading normalisation is compensated by
a weaker mass dependence so that the level of feedback is similar
in low-mass galaxies.
Other parameters are more weakly constrained, and it is pos-
sible to find plausible models over most of the range of the param-
eter considered. The parameter αreheat is a good example. In this
case, smaller values of αreheat can be compensated by reductions
in β0,disc. This makes physical sense. The time-scale on which gas
is re-incorporated into the halo after ejection depends on α−1reheat
(equation 11), so that increases in the time-scale can be offset by an
overall lower mass loading of the disk wind (Mitchell et al. 2016).
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One surprising feature is that the normalization mass loading
associated with star burst galaxies, β0,burst, (see §2.2.3) is weakly
constrained. Although the best models (and also the greatest number
of models) have β0,burst > 20, entirely plausible models can be
found with much smaller values. This is presumably because the
impact of the large values of β0,burst can be offset by adjusting the
values of other parameters. The pairs plot does not, however, reveal
an obvious interaction with another individual parameter. In §4.4,
we will use a principle component method to try to isolate simpler
interactions between parameter combinations, and we explore the
physical interpretation there.
The panels below the diagonal line show the models that gen-
erate plausible fits to the GSMF over the redshift range z = 0 to
1.43. A panel below the diagonal must be rotated and inverted in
order to compare it to the equivalent panel above the diagonal. As
we have already discussed, this is a stringent requirement, and even
the best models have I > 2. The volume of the parameter space
within which plausible models can be found is significantly reduced
compared to the situation if only the z = 0 implausibility is consid-
ered. The plausible range of the parameters αreheat, αcool and ν0,sf is
particularly affected. For example, the addition of the high redshift
GSMF excludes very long gas cycling time-scales (and thus small
values of αreheat).
Plotting the data in this way does not, however, expose any
new correlations between parameters, or make it easy to appreciate
the physical differences in the model that result in the very different
behaviour at high redshift that can be seen by comparing Figs. 4
and 5. In order to make it easier to identify these differences, we
will analyse the distribution of the plausible models in the Principle
Component Analysis (PCA) space. This allows us to better iden-
tify the critical parameter combinations that are picked out by the
data. We have already noted that several parameters show signifi-
cant (anti-)correlation, and the PCA analysis will identify the most
important relations.
One of the motivations for undertaking a full parameter space
exploration is the possibility of the existence of multiple discon-
nected implausibility minima, which would be unlikely to be found
in the ‘traditional’ trial-and-error approach to choosing the param-
eters. Nevertheless, we find that the locus of acceptable galform
runs is connected and there are no signs of multiple minima or
other complex shapes. Because of this, the distribution of plausible
models is particularly amenable to the PCA method.
4.4 Principal component analysis
In order to obtain greater insight into the constraints imposed by the
GSMF, and in particular the constraints imposed by the higher red-
shift data, we performed a principal component analysis (PCA) on
the volume of the input parameter space containing runs with I <
3.4 in all the datasets at z = 0, 0.35, 0.62, 0.75, 0.88, 1.12, 1.25
and 1.43, giving a set of 508 runs in total. The PCA generates a
new set of 20 orthogonal variables defined as the eigenvectors of
the covariance matrix formed from the input parameter locations of
the 508 runs, ordered by size of eigenvalue. Therefore the first new
variable (Var 1) gives the direction which has the largest variance
in the input space, while the last (Var 20) gives the direction with
the smallest variance. Usually, PCA is applied to find the directions
with the largest variance, but here we are precisely interested in the
opposite: we wish to learn about those directions in input param-
eter space that have been most constrained by the observed data.
This analysis allows the examination of the location of acceptable
runs in the rotated (and translated) PCA space, to identify possi-
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Figure 8. Summary of results of the principal component analysis. The 6
most constrained components of the region with I < 3.4 with respect to
z = 0, 0.35, 0.62, 0.75, 0.88, 1.12, 1.25 and 1.43 (which contains 508
models). The bars show the absolute values of the PCA loads associated
with each scaled parameter (only parameters with non-negligible loads are
shown). Parameters with larger loads (> 0.3) are drawn in red and have their
names and loads written on the top of the bars. Bright (dark) colours show
variables with positive (negative) loads.
ble hidden features, and the transformation of the (approximately)
orthogonal constraints observed in the PCA space back on to the
original parameters to aid physical interpretation. For example, ac-
ceptable model runs all have similar values for Var 20, Var 19 etc,
and this can be inverted to express the dependencies of the variables
on one another. It is important to note that the precise components
of the PCA variables depend on their original range (and whether
the variables are normalised on to a log or linear scale). This can be
viewed in a Bayesian sense, in that we are quantifying the increase
in knowledge about the values of the variables relative to our prior
knowledge. It is also important to bear in mind that variables with
similar variance are degenerate, and that alternative combinations
of them will describe the distribution of the data similarly well, but
may have a simpler physical interpretation.
The resulting PCA variables (and the centroid of the distri-
bution) are listed in Appendix B. The standard deviation in the
directions defined by Var 20 and Var 19 is extremely small (less
than 0.1 relative to the prior distribution of ±1). Var 18 and Var 17
are also significantly constrained (std. dev. less than 0.22). The con-
straints on the other variables are much less significant, Var 14, 15
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and 16 all have std. dev. ∼ 0.4. This gives us a quantitative measure
of the information content of the GSMF relative to the freedoms of
the model.
The components of the 6 most constrained variables are shown
in Fig. 8. We begin by considering the strongly constrained compo-
nents Var 19 and Var 20. The variance of these two components is
similar and so we should consider them together. As shown by the
colouring of the histogram,Var 19 is dominated by β0,disc and αcool,
with a smaller contribution from αreheat. Qualitatively, this simply
confirms that the break of the GSMF is controlled by competition
between AGN and stellar feedback; stronger winds from disks in
200 km s−1 galaxies (i.e., larger β0,disc, equation 9), or a longer re-
incorporation time-scale (i.e., smaller αreheat, equation 11), need to
be compensated by an increase the halomass at which AGN become
effective (i.e., smallerαcool, since tcool/tff(rcool) increaseswith halo
mass, equation 12). As well as providing qualitative insight, this can
be translated into quantitative constraints on the input parameters.
To do this we neglect the dependence on parameters with small
loads (< 0.3, shown in blue in Fig. 8) and assume that they have
values close to the centroid of the PCA expansion. Using super-
scripts to denote that this relation applies to the rescaled variables
(given by equations 1 and 2), the constraint can then be simplified
to:
|Var 19| = | − 0.669(β(s)0,disc + 0.464) − 0.576(α(l)cool − 0.065)
+ 0.356(α(s)reheat − 0.462) | . 0.095. (31)
Var 20 is mainly composed of αcool (the AGN feedback param-
eter), αhot and β0,disc (the quiescent feedback parameters). Elimi-
nating variables with small weight, we arrive at the following in-
equality:
|Var 20| = | + 0.401(β(s)0,disc + 0.464) + 0.583(α(s)hot − 0.673)
− 0.634(α(l)cool − 0.065) | . 0.071. (32)
Physicaly, this relation tells us that if we pick the disk feedback pa-
rameters αhot and β0,disc, the AGN feedback must follow from the
equality. Increases in αhot and/or β0,disc (making supernovae driven
feedback) need to be compensated by increases αcool (making AGN
feedback effective only in higher mass haloes). Since Var 19 already
determines αcool, it is more useful to write the constraint as (ne-
glecting small weights):
|Var 20| ≈ | + 1.137(β(s)0,disc + 0.464) − 0.391(α(s)reheat − 0.462)
+ 0.583(α(s)hot − 0.673) | . 0.175, (33)
which expresses the requirement that a given choice of β0,disc (and
αreheat) parameters need to be balanced by a suitable choice of
circular velocity dependence of supernova feedback, αhot.
The next two components, Var 18 andVar 17, have significantly
larger variances (σ = 0.174 and 0.217, respectively). Var 17 is
almost completely determined by fstab, so that successful models
require a narrow range of the stability parameter, almost independent
of the other variables.
|Var 17| = | − 0.931( f (s)stab + 0.362) | . 0.217 . (34)
Var 18 relates the star formation efficiency ν0,sf to αhot, the halo
mass dependence of feedback (which in turn relates to the choice
of feedback parameters β0,disc and αreheat, see equation 33):
|Var 18| = | 0.613(ν(s)0,sf + 0.456)
− 0.604(α(s)hot − 0.673) | . 0.174. (35)
Increasing the strength of feedback in small galaxies (greater αhot)
requires that star formation is made more efficient to compensate
(i.e. by increasing star formation at higher mass galaxies, maintain-
ing thus the total amount of stars at low z).
The remaining variables are relatively weakly constrained, but
have similar variance. They provide addition constraints on the disk
and AGN feedback parameters (αreheat, αcool, αhot and β0,disc) and
the star formation law (ν0,sf). Although they are weakly constrained,
these relations play an important role in determining whether mod-
els successfully match the higher redshift GSMF data as well as the
z = 0 GSMF, as we will show below.
4.5 Effect of GSMF constraints in PCA space
In order to better understand why some runs generate a plausible
match to the z < 1.43 GSMF (as well as that at z = 0) while others
do not, we select the 5 components with least variance and rotate
the distribution of the full set of runs with plausible z = 0 into
this space. Note that the variables are defined using the plausible
z < 1.43 GSMF runs, but we can use the same rotation to examine
the distribution of any set of runs. We show projections into pairs
of these variables in Fig. 9. Below the diagonal, we show the runs
selected on the basis of the full redshift range of GSMF data (as
in Fig. 7). The colouring, and plotting order, of points is the same
as in the previous figures. Above the diagonal, we show the set of
runs that provide a good match to the z = 0 GSMF, but a very
implausible match to the full z < 1.4 implausibility (I > 6). We
add the underlying grey points to show the distribution of the runs
giving plausible fits to the z = 0 GSMF (regardless of their z < 1.4
implausibility) in order to make it simpler to compare with panels
above and below the diagonal.
The location of the runs in the strongly constrained variables
Var 19 and Var 20 hardly changes. These strong selection rules seem
to primarily select runs with a good match to the z = 0 GSMF, and
are not particularly important in determining whether a run also
matches the higher redshift data or not. Var 15, 16 and 17, however,
show systematic shifts above and below the diagonal, showing that
it is these secondary relationships between the feedback variables
and the disk stability parameters that are critical in matching the
evolution of the mass function. In particular, we recall that Var 17
is almost exclusively dependent on the disk stability criterion: runs
which match the z = 0 GSMF but not the higher redshift data tend
to have higher values of Var 17, and thus lower values of fstab
which tends to make disks more unstable at low redshift. Therefore,
when larger redshift data is considered, models where instabilities
are mostly present at higher redshifts are preferred. Var 15 and 16
also show shifts, however, showing that the re-incorporation time-
scale (ie., αreheat) and the strength of disk feedback also play an
important role. In particular, there is significant shift in the median
value of Var 15 towards smaller values when higher redshift data
is considered, which implies, simultaneously, an increase in β0,disc
and a decrease in both αhot and ν0,sf. The combined effect is to
reduce the efficiency of star formation in galaxy disks.
4.6 The star formation history of the Universe
In this paper we have deliberately focused on the GSMF. This en-
coded the star formation history of the Universe in the fossil record
of the stars that have been formed. It is nevertheless of interest to
examine the star formation histories of the models that have been
selected on this basis. Furthermore, it is interesting to separate mod-
els in which the mass loading in starbursts, β0,burst, is comparable
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Figure 9. A comparison of runs that provide plausible fits to the z < 1.43 GSMF datasets (below the diagonal), and those that provide a plausible description
of the z = 0 GSMF, but a very implausible match to the high-z data (above the diagonal). We show the comparison PCA-space, with individual panels showing
two dimensional projections. The PCA variables are defined using the set of plausible z < 1.43 GSMF datasets. We show the 6 most constrained variables (see
text for discussion). Each circle represents a galform run and is colour coded by its implausibility (as indicated by the colour bar); lower implausibility runs
are plotted on top to facilitate the visualisation of their clustering in the projected spaced. To facilitate comparison of the runs above and below the diagonal,
we show the full set of runs with plausibly fits to the z = 0 GSMF as the underlying grey points.
to that during quiescent star formation (β0,disc). For simplicity, pre-
vious versions of galform have assumed that the parameters for
the normalization of the mass loading in quiescent discs, β0,disc,
and starbursts, β0,burst, were equal. By relaxing this assumption in
this work, we found in §4.3 that a larger β0,burst is favoured. While
it is possible to find plausible models for which β0,burst ∼ β0,disc,
we found that most of the volume (and the most plausible runs)
of the plausible parameter space has β0,burst  β0,disc. Since star-
bursts are more frequent at earlier times, it is worth noting that a
β0,burst > β0,disc can lead to stronger supernova feedback at high
redshift.
In Fig. 10 we show the evolution of the cosmic star formation
rate density (SFRD) for runs with β0,burst > 2 β0,disc (upper panel)
and for β0,burst ≤ β0,disc (middle panel), in both cases selecting
only “acceptable” runs, with I < 3.5 when conditioned on the full
range of GSMF data. A selection of observational data are shown as
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Figure 10. Panels (a) and (b), show the cosmic star formation history (or
comoving star formation rate density, SFRD), of runs with I < 3.5 with
respect to the redshifts z = 0.0, 0.35, 0.62, 0.75, 0.88, 1.12 and 1.25. The
colours correspond to their implausibilities as indicated. Observational data
fromRodighiero et al. (2010); Karim et al. (2011); Cucciati et al. (2012), and
Burgarella et al. (2013). Panel (a) shows onlymodels with β0,burst > 2 β0,disc
while the panel (b) shows the case β0,burst ≤ β0,disc. Panel (c) highlights the
slope as a function of the β0,burst/β0,disc ratio with observational constraints
shown as shaded areas (same colours as previous panels). While runs with
a larger β0,burst/β0,disc display a qualitatively a better fit to the SFRD, they
fail to produce the strong increase in SFRD with redshift between z = 0.5
and z = 1, despite providing a better match to the GSMF evolution at the
same redshift interval (as it can be seen by the colours).
coloured points. Runs with a larger β0,burst/β0,disc ratio match well
the observations for the SFRD at low redshifts (z ≤ 0.5), but fail to
reproduce the steep rise in SFRD with redshift in the interval 0.5 <
z < 1.0. When runs with β0,burst ≤ β0,disc are examined, one finds
a stronger redshift evolution of the SFRD, but the normalization
is a factor ∼ 3 off. It should be remembered, however, that the
observational data does not measure the star formation rate directly,
but requires calibration. This is usually based on Kennicutt (1998).
However, a more recent study by Chang et al. (2015) has suggested
that this calibration needs revision (for Mid-IR indicators), bringing
the observational data into better agreement with the β0,burst ≤
β0,disc models. A similar discrepancy was found in the numerical
Eagle simulations (Furlong et al. 2015) and other semi-analytic
models (Henriques et al. 2015, see also Guo et al. 2016). It is
noticeable, however, that these runs – Panel (b) – are generally in
less plausible agreement with the mass function data than those in
Panel (a).
We quantify these differences more clearly in Panel (c). Here
the slope of the star formation rate rate density is plotted as a function
of β0,burst/β0,disc, with the colour coding indicating the plausibility
of the run. The coloured shaded regions indicate the constraints
implied by the observational data. The tension between the GSMF
and the observed decline in the star formation rate density is now
evident. While models require very small ratios of β0,burst/β0,disc
to match the SFRD observations, the most plausible models with
respect to the GSMF evolution, i.e. those with I < 2.5, all have
1.66 < β0,burst/β0,disc < 2.56.
5 SUMMARY AND CONCLUSIONS
In this work, using an iterative emulator technique, we explored how
the parameter space of galform is constrained by the galaxy stellar
mass function. After 6 waves of emulation, using only the local Uni-
verse GSMF data, more than 99.9 per cent of initial volume of the
parameter space was deemed too implausible for further exploration
and was eliminated. It was possible to find many parameter choices
which provide a good match to the local GSMF. The bi-variate pro-
jections of this space are shown above the diagonal in Fig. 7. The
shape of the GSMF is primarily controlled by parameters related
to star formation and feedback, namely: αcool, αhot, β0,disc, αreheat,
ν0,sf and fstab. Constraints on other parameters are weak.
We then included the requirement that the models also match
higher redshift data. This parameter space is shown below the diag-
onal of Fig. 7. This proves to be a much more stringent constraint,
and the only acceptable runs found had I & 2. The high mass end
of the GSMF produced by this version of galform is typically too
shallow for the local universe and becomes too steep at higher red-
shifts. This tension is a consequence of the observational data being
consistent with small or no increase in the abundance of high mass
galaxies between z > 0.35 and z = 0.0, compared to the model in
which galaxies cannot avoid growing in mass. This tension would
still be present even if mass errors had been underestimated by a
factor of 2.
In order to better understand the dimensionality and most im-
portant variables of the parameter space, we performing a PCA of
the non-implausible volume of the parameter space (constrained
using the full range of redshifts, Fig. 9). We show that it is possible
to write approximate relations between the parameters, expressing
conditions which need to be satisfied in order to obtain a model
with an acceptable match to the GSMF. Two principal components
(i.e. 2 directions in the parameter space) contain most of the infor-
mation about the basic shape of the GSMF, and these are mainly
combinations of the parameters αcool, αhot, β0,disc, αreheat, i.e. the
parameters controlling feedback processes. The parameters ν0,sf,
fstab are also significantly constrained compared to their initial val-
ues.
The PCA analysis provides a simple way to better understand
why some model are able to match both the local and high redshift
GSMFdata (points below the diagonal in Fig. 9), while othermodels
only match the observational at z = 0 (points above the diagonal in
Fig. 9). We show that the primary differences are encoded in Var 15,
16 and (primarily) 17. Models which match the z = 0 GSMF but
not the higher redshift data tend to have higher values of Var 17, and
MNRAS 000, 1–19 (2016)
Constraining galaxy formation using the GSMF 17
thus lower values of fstab which tends to make disks more unstable
at low redshift.
In this paper, we explored a model in which the we allowed the
mass loading in starburst (driven by mergers or disk instabilities)
to be different from the mass loading in quiescent star formation.
The normalization of the quiescent mass, β0,disc loading is strongly
constrained, while marginally acceptable models can be found for
most of the range of values for the burst mass loading, β0,burst.
Nevertheless, this does not mean that the full range of β0,burst is
equally plausible: there is a much larger density of acceptable mod-
els (I . 3) with 20 < β0,burst < 30 and the most plausible models,
with I < 2.5, have 1.66 < β0,burst/β0,disc < 2.56.
We have deliberately focused the paper on the GSMF. This
encoded the star formation history of the Universe, but we can also
compare the models to the observed star formation rates of galaxies.
We do this by computing the volume averaged star formation rate
density in the model. We find that the star formation history is sen-
sitive to the choice of the ratio β0,burst/β0,disc. While models with
β0,burst > β0,disc offer a reasonable match to the GSMF evolution,
they fail to display sufficiently rapid increase in the cosmic SFRD.
These results show the important additional information that can
be extracted by confronting the constrained models with additional
datasets, but that this needs to be done with care, since it is quite
possible that systematic differences may make it hard to simulta-
neously provide a plausible description of all the available data if
the observational uncertainites are taken at face value. The appar-
ent contradictions inherent in different datasets must be carefully
accounted for: as they may point to missing physics in the model.
Clearly a future avenue for further progress is to apply the methods
we have developed here to a much wider range of datasets.
Finally, we note that the main aim of this paper has been
to examine how information on the formation of galaxies can be
extracted from observational dataset. We have shown how simple
physical results can emerge from the analysis of a highly complex
model. This approach can equally be applied across a wide range of
science disciplines where observational data are used to constrain
seeming complex numerical models.
APPENDIX A: DETAILS OF THE HISTORY MATCHING
PROCEDURE
At each wave a set of 5000 runs were performed using space filling
designs based on maximin Latin hypercubes with rejection (see,
for example, Sacks et al. 1989; Santner et al. 2003; Currin et al.
1991). Third order polynomials were used as the set of candidate
regression terms for βi jgi j (xAi ) in equation (15), with linear model
selection based on AIC criteria used to choose both the list of active
inputs xAi , and the final list of polynomial terms used, for each
output labelled by i. As we had access to reasonable numbers of
runs at each wave we used a vague prior limit for the βi j parameters
and corresponding OLS estimates for the total residual variance
σ2i = σ
2
ui + σ
2
vi , with σ
2
vi = ασ
2
i where α was chosen so the
nugget term represented a small proportion of the total variance,
checked using emulator diagnostics (Bastos & O’Hagan 2008). The
correlation lengths were specified to be θi = 0.35, following the
argument for the residual of a third order polynomial fit presented
by Vernon et al. (2010a). The set of outputs to be used in each
wave Qk was chosen by scanning through all possible outputs with
approximate linear model regression based emulators, and selecting
those that had the highest chance of input space reduction, which
were then emulated in detail using equation (15).
APPENDIX B: FULL PCA RESULTS
Table B1 shows the full results of the PCA of the volume of the
parameter space containing models with I < 3.4 with respect to
redshifts z = 0, 0.35, 0.62, 0.75, 0.88, 1.12, 1.25 and 1.43 (which
corresponds to 508 runs in our library).
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