In this paper, we study the state controllability and nodal profile controllability for a scalar conservation law, with a nonlocal velocity, that models a highly re-entrant manufacturing system as encountered in semi-conductor production. We first prove a local state controllability result, i.e., there exists a control that drives the solution from any given initial data to any desired final data in a certain time period, provided that the initial and final data are both close to a given equilibrium ρ 0. We also obtain a global state controllability result for the same system, where there is no limitation on the distance between the initial and final data. Finally, we prove a nodal profile controllability result, i.e., there exists a control under which the solution starts from any initial data reaches exactly any given out-flux over a fixed time period.
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Introduction and main results
In this paper, we study the scalar conservation law ρ t (t, x) + ρ(t, x)λ W (t) x = 0, t ∈ (0, T ), x ∈ (0, 1), was used in [4, 21] .
In the manufacturing system, with a given initial data ρ(0, x) = ρ 0 (x), x ∈ (0, 1), (1.3) the natural control input is the in-flux, which suggests the boundary condition
ρ(t, 0)λ W (t) = u(t), t ∈ (0, T ).
(
1.4)
Thereupon the evolution of ρ is completely determined by the given ρ 0 and u (see [12] or [31] ).
This work is motivated by problems arising in the control of semiconductor manufacturing systems. These systems are characterized by their highly re-entrant feature with very high volume (number of parts manufactured per unit time) and very large number of consecutive production steps as well. This character is, in particular, described in terms of the velocity function λ in the model:
it is a function of the total mass W (t) (the integral of the density ρ). This partial differential equation model becomes popular due to their superior analytic properties (compared with the ordinary differential equation models) and the availability of efficient numerical tools for simulation. For more detailed discussions, see e.g. [3, 4, 19, 21] .
The hyperbolic conservation laws and related control problems have been widely studied for a long time. For the well-posedness problems, we refer to the works [5, 6, 22, 29] (and the references therein) in the content of weak solutions to systems (including scalar case) in conservation laws, and to [23, 28] in the content of classical solutions to general quasi-linear hyperbolic systems. For the controllability of linear hyperbolic systems, one can see the important survey [30] . The controllability of nonlinear hyperbolic equations (or systems) are studied in [9, 11, 16, 18, 20, 24, 26, 27, 32] , while the attainable set of conservation laws can be found in [1, 2] . Moreover, [10] provides a comprehensive survey of controllability and stabilization in partial differential equations that also includes nonlinear conservation laws. Recently initiated by [17] , [25] studies the nodal profile controllability, as a new control problem, for general quasi-linear hyperbolic systems.
The main difficulty of this paper comes from the nonlocal velocity in the model. There are also some other one-dimensional models with a nonlocal velocity, either in divergence form or not, see [33] for a model on sedimentation of particles in a dilute fluid suspension and see [13] (see also the references therein, especially [8] ) for models related to the 3D Navier-Stokes equations or the Euler equations in the vorticity formulation. A more related paper [7] , which is also motivated in part by [4, 21] , addressed well-posedness for systems of hyperbolic conservation laws with a nonlocal velocity in R n . The authors studied the Cauchy problem in the whole space R n without considering any boundary conditions. The differentiability of the solution ρ with respect to the initial data ρ 0 is also shown. In addition, a necessary condition for the possible optimal controls is given in [7] .
As for this manufacturing model itself, an optimal control problem related to the Demand Tracking Problem was studied in [12] and originally inspired by [21] . The objective of that optimal control problem is to minimize the L ρ(t, 1)λ(W (t)) and a given demand forecast y d (t) over a fixed time period. As a generalization of [12] , [31] studies the corresponding well-posedness and optimal control problem for the model
This generalized model has both the local and nonlocal features which can be also regarded as a simplification of the multi-dimensional biological model describing the follicular ovulation [14, 15] .
In this paper, we study the state controllability and nodal profile controllability of the manufacturing system (1.1), (1.3) and (1.4 
(1.6)
We first consider the local state controllability for this control problem in the case that the initial data ρ 0 and final data ρ 1 are both close to a given constant equilibrium ρ 0. 
(1.11)
Since the well-posedness of the Cauchy problem (1.5) (see [12] or [31] ) does not require that the initial data be close to some equilibrium, it is quite natural to study also the global state controllability of the control problem (1.5)-(1.6) for general initial and final data. Besides the above two results on state controllability, we are also interested in the problem of nodal profile controllability which was originally introduced in [17] for 1-D isothermal Euler equations. This kind of controllability was later named by [25] and generalized for first order quasi-linear hyperbolic systems. It can be described as follows: For any given initial data ρ 0 , boundary data y d and any T 1 , T with 0 < T 1 < T , to find suitable control u : (0, T ) → [0, +∞) such that the solution ρ to the following Cauchy problem (1.5) satisfies also the nodal profile condition:
(1.12) However, for practical reasons, we care more about controllability of the out-flux ρ(t, 1)λ(W (t)) rather than the density ρ(t, 1) itself. We finally prove the following theorem on out-flux controllability which is a slight modification of nodal profile controllability. This is a local result in the sense that the solution belongs to a neighborhood of a given equilibrium ρ 0. 
Cauchy problem (1.5) satisfies (1.10), (1.11) and the out-flux condition
(1.14)
In order to prove Theorem 1.1 and Theorem 1.3, we first establish the controllability results for a corresponding linear control problem. Then we construct a contraction mapping, relying on solving the linear controllability problem, whose fixed point gives the existence of the desired control u : (0, T ) → [0, +∞) to the original controllability problem (1.5)-(1.6) and controllability problem (1.5)-(1.14). See [10, Section 4.2.1] for an example of this method applied to another scalar conservation law.
The idea to prove Theorem 1.2 is to drive first the initial state ρ 0 to an intermediate state ρ 0, then, using the reversibility of the system, to drive ρ to the final state ρ 1 . In this way, we manage to drive any given initial data ρ 0 to any final data ρ 1 by suitable control u, without requiring that ρ 0 and ρ 1 both belong to a neighborhood of a constant equilibrium. Let us emphasize that we need a longer time period (depending on ρ 0 and ρ 1 ) to realize the global controllability. This is quite natural, as we have encountered in other situations when studying global controllability, see e.g. [27, 32] .
In this paper, we have required that λ ∈ C 1 ([0, ∞); (0, ∞)) and that all the data (equilibria, initial data, final data, boundary control, solution) be nonnegative almost everywhere. Note that it is important to make such requirements to meet the practical need of the original production model. Note 
Controllability for linear control problem

State controllability for linear control problem
The goal of this subsection is to prove the following proposition on state controllability. Proposition 2.1. Let ρ 0 be the given constant equilibrium and let T 0 be the critical control time given by (1.7). Then, for any p ∈ [1, +∞) and any T > T 0 , there exists η > 0 such that the following holds: For any
satisfies also the final condition
Proof. We prove the existence of the control u by direct construction through characteristic method. Define
Let T > T 0 be given. We denote by ξ 1 the characteristic that passes through the origin:
, we know that ξ 1 is strictly increasing with respect to s and thus
and thus by (1.7)
Now we denote by ξ 2 the characteristic that passes through the point (t, x) = (T , 1):
implies the strict monotonicity of ξ 2 and noticing that ξ 2 (T ) Remark 2.1. Using the control u given by (2.10), we can obtain the expression of W (t) :
in terms of ξ 1 and ξ 2 . When t 2 t 1 (see Fig. 1 ),
(2.12)
When t 2 t 1 (see Fig. 2 ),
(2.13)
Nodal profile controllability for linear control problem
In Section 2.2, we prove the following proposition on nodal profile controllability, or more precisely, on out-flux controllability. 1) ) to the linear Cauchy problem (2.2) satisfies also the out-flux condition
(2.14)
Proof. We prove this proposition by direct construction following again the characteristic method.
Let ξ 1 , ξ 2 be defined by (2.8), (2.9) and correspondingly, t 1 = ξ
. In addition, we denote by ξ 3 the characteristic that passes through the point (t, x) = (T 1 , 1):
Similarly as in the proof of Proposition 2.1, one can choose η > 0 sufficiently small such that there exists a unique t 3 ∈ [0, T 1 ] such that ξ 3 (t 3 ) = 0 and at the same time the following relations hold:
Obviously, there are five various possibilities concerning the order of t 1 , t 2 , t 3 , T 1 and T :
For the simplification of the statements, we only discuss the case that 0 < t 3 < t 2 t 1 < T 1 < T (see Fig. 3 ). All the other cases can be dealt with in a similar way, so we omit the details of those discussions.
Using the property that ρ is constant along the characteristics, we can construct the solution to Cauchy problem (2.2) in the following way.
The rectangle domain [0, T ] × [0, 1] is divided into four sub-domains by ξ 1 , ξ 2 and ξ 3 (see Fig. 3 ).
Two of the sub-domains are correspondingly determined by ρ 0 and y d , while the other two are filled with the constant ρ. Then it is easy to see that under the control 
the unique weak solution to (2.2) is given by Then, we define a contraction mapping (relying on the controllability problem studied in Section 2.1) on this domain. The existence of the fixed point of this mapping implies the existence of the desired control to the original nonlinear controllability problem. The key point is to prove that the mapping is contracting.
Let us define the domain candidate as follows: 
Hence we know that ξ i (i = 1, 2) are both strictly increasing with respect to t and satisfy the following properties:
By the definitions of Ω M,δ , ξ 1 , ξ 2 and (1.7), we have
yields that ξ 1 (T ) 1 Now we define a mapping F : 
On the other hand, by definitions (2.7), (3.8), property (3.7), assumption (1.8) and Hölder's inequality,
Similarly as seen before for ξ 1 , ξ 2 , we know that under (3. 
where C is a constant independent of ξ 1 , ξ 1 . Furthermore by Hölder's inequality and (1.8),
together with (3.5), we get
Then the contraction mapping theorem implies that F has a unique fixed point (3.10) where ξ 2 is still given by (3.2), t 1 = ξ Finally, let us turn to proving (1.9) and (1.11). We first obtain from (1.8), (2.7), (3.2), (3.10) and Hölder's inequality that 
On the other hand, we obtain from (1.8) and (2.11) that
Clearly, setting 
Proof of Theorem 1.2
In this section, we prove Theorem 1.2. The idea is to drive the state from ρ 0 to an intermediate equilibrium ρ, then to drive ρ to ρ 1 by using the reversibility of the Cauchy problem (1.5) (see Fig. 4 ).
First let us prove the following lemma. 
Proof. For any given ρ 0 , ρ, we define
For any fixed T > T 00 , we first look at the following Cauchy problem
Similarly as in [12] , we can prove, by fixed point arguments, the existence of the unique weak 1) ) to the Cauchy problem (4.2). More precisely, the solution can be expressed as
where ξ 1 (0) = 0 and
Here t 1 ∈ [0, T 00 ] ⊂ [0, T ] is defined by requiring ξ 1 (t 1 ) = 1. The existence of t 1 ∈ [0, T 00 ] can be implied by the facts that ξ 1 is continuous and 
, (4.4) where
Then, for any T
to the backward Cauchy problem
Let us now go back to the proof of Theorem 1.
(4.5) 6) where T 00 and T 01 are defined by (4.1) and (4.4), respectively. Then for any T T 1 , we define a nonnegative function (see Fig. 5 )
where ξ 1 , ξ 2 are defined correspondingly by By the proof of Lemma 4.1 and the fact that T T 1 = T 00 + T 01 , we have the relation that 0 t 1 T 00 T − T 01 t 2 T . Therefore, the above ρ and W are both well defined. Actually, we use the same domain candidate Ω M,δ as in Section 3, see (3.1) for definition. We also use λ(M), λ(M), which are still defined by (2.5), (2.6). M, δ > 0 are two constants to be determined.
For 
Obviously, by choosing suitable constant M (see (5.7)) and ν, δ small enough, we could get the estimate (3.7) of W (ξ 1 ).
Motivated by solving the linear controllability problem (1.5)-(1.14), we define a mapping F :
3) instead of (3.6). We are going to prove that F is contraction mapping on Ω M,δ for small δ and ν.
For any ξ 1 ∈ Ω M,δ , it is clear that F (ξ 1 )(0) = 0 and (3.9) holds. Unlike the proof of Theorem 1.1, we don't have directly
for small δ and ν. Actually we have only the following estimate: λ(W (t)), t ∈ (t 3 , t 2 ), (5.8) where W (t) is given by (2.18), t 1 = ξ .
