An extension of this procedure to Markov chains has recently been considered by P. Samuelson [1] .
Denoting the sample size by N 1 , one finds the expected sample size to be In Section 3, we examine a non-even procedure Q 3 which is better than Q2' We conjecture that Q 3 is "weakly admissible" in the sense that no better procedure exists. In Section 4, we discuss admissibility and show that there is no procedure which is better than (or as good as) all others. In connection with this, we obtain a lower bound for the expected sample size and introduce a fourth (non-even and non-symmetric) procedure Q 4 which has smaller expected sample size than Q 3 for small p •
We tabulate the expected sample size for the range of p one is most likely to encounter, . The margin for improvement in Q 3 in terms of the expected .sam'ph size is less than 4% over the entire range of p , 0 < p < 1 • n 2. Even Procedures Let S -~X , n = 1,2"" and
As one samples sequentially from Xl' X 2 , ... and plots S -0 . o S versus n n -S , one generates a "path" in the Euc1idean.p1ane. A n stopping set S is a set of points (i, j) with i, j nonnegative integers, the stopping points. Sampling is stopped as soon as
The stopping variable N is defined as the smallest integer n Z, 0 such that (n -S , S ) E S if one exists, and n n N = 00 otherwise. Let m(i, j) denote the number of paths from (0,0)
to (i, j) with N~i + j • For mathematical convenience we include points (i, j) with min(i, j) < 0 and note that m(i, j) = 0 for such points. In order to make all stopping points reachable, we insist that m(i, j) > 0 for all (i, j) E S. With this restriction on S , we call a point (i, j), not in S a continuation point or inaccessible point as m(i, j) > 0 or = 0 , respectively. We denote the corresponding sets by C and I. Thus (2) (i, j) E I if, and only if, m(i, j) = 0 .
Anyone of the three sets S, C and I determines the other two and the stopping variable N. The condition that N is finite with probability one for p E (0,1) is expressed by the identity
If this condition is satisfied, an impartial procedure or, briefly, procedure is determined by S and a Bernoulli variable Z, .defined on the paths from (0,0) to the points of stopping (N -SN' S~) , which has mean 1/2 for 0 < P < 1. If Z exists for a given S and, for each (i, j) E S k(i, j) denotes the number of paths from (0,0) to (i, j) on which Z = 1 , we have (4)~k(i, j) qip j = 1/2, 0 < P < 1 .
is satisfied and there exist integers (3) Conversely, if°S k(i, j)~m(i, j) , such that (4) holds, we can define subdividing, for each (i, j) E S , the paths from (0,0) to into two arbitrary subsets of k(i, j) and m(i, j) -k(i, j) paths and assigping the value Z = 1 (Z = 0) to each path in the first (second) subset (or vice versa). Two procedures defined on the same stopping set will be considered as equivalent, and our main concern will be to determine stopping sets for which at least one impartial procedure exists and EN is small. We introduce this equivalence as a mat-ter gf convenience but do not wish to suggest that the definition of Z is completely unimportant.
If N < 00 with probability one (0 < p < 1) and m(i, j) is even for every (i, j) E S , we can satisfy (4) by setting We turn our attention now toward characterizing even procedures.
We shall say that the variable N is "of type .k " (whether it stops with certainty or not) if k divides m(i, j) for every
In the sequel, we denote the binomial
Proof. Observe that for all (i, j)
and (7) c (i, j) = c ( i-I, j) + c (i, j -1) ,
where I(i, j) = 1 or°as (i, j) E C or sur respectively.
Assume that at least one of (a) -(d) hold. We shall prove (e) .
Certainly (e) holds for (i, j) such that i + j~0. Let n~1 and assume that (e) holds for all (i, j) for which i + j < n .
Let i + j = n. By the induction assumption,
Using (8) alone if (i-I, j) E C ,(8) and anyone of (a) - (d) if (i-I, j) E S ,or (8) and (2) if (i-I, j) E 1 , we conclude that
Similarly,
• Finally we complete the induction step by concluding k divides c(i, j) -m(i, j) from (6), (7), (9) and (10) .
Conversely we shall derive (a) from (e) . With this, it easily follows that (e) implies (a) -(d) . Suppose (e) holds but (a)
does not. Then there exists an n and some (i, j) with
Let us assume we have chosen the poirit (i, j) satisfying (11) with the smallest value of j . We work with the three points (i, j) (i+l, j-l) and (i+l, j) . With (6), (7) and (11) we conclude (12) and (13)
From (e), (11) and (lZ) , it follows that k does not divide (13) and (14) 
and from (iv) , 
where .l.
• r.. .. 
or, since are integers, Our:.last theorem concerns the subject of weak admissibility.
Recall that a procedure Q is weakly admissible if there is no better procedure (i.e., no procedure which stops as soon as and sometimes sooner than Q.) Theorem 3.
For every procedure Q there is~weakly admissible procedure Q* which is better than E.E. equivalent to Q.
We shall need the following lemma. if necessary, we can assume By taking a subsequence of (i, j) . 2) The lemma (used to prove Theorem 3) and Theorem 2 can be used to show that inequality (32) is not "tight" in the sense that -1 -1 p q -1 is not the greatest lower bound for EN.
3) We conjecture that there is no uniformly optimal procedure, that is, a procedure which minimizes EN for all p e: (0,1) • 4) Let Sand S' c S be two stopping sets. Suppose that fn~~topping variable N' associated with S' is finite with 23.
probability one (0 < p < 1) and there exists a procedure Q with stopping set S. Then (it is easily shown) there exists a procedure Q' with stopping set S' .
5) Either \.Q 3 -,is weakly admissible or (because of the way procedure Q' , referred to in remark 4, is constructed) there exists a procedure which is equivalent to Q 2 but violates (5) Showing that a procedure is weakly admissible seems to be a difficult· task.
