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a b s t r a c t
Imbalance of gender ratio at birth has been a serious phenomenon in China. To solve
this problem, a scheme for ultrasonic image classification is proposed for preventing
fetus gender examination with non-medical purposes. Tens of thousands of ultrasonic
images with and without sexual organs are collected to establish a professional database.
These images are preprocessed firstly by cropping, de-noising and compression. And
then, independent component analysis (ICA) is applied for feature extraction under two
architectures, which give local and global information respectively. The first architecture
treats the images as random variables and the pixels as outcomes, while the second
treats the pixels as random variables and the images as outcomes. After training of
selected samples, a support vector machine (SVM) classifier which combined the two ICA
representations is established for recognition, and a good performance is given for testing
data. Finally, some new technique is suggested for algorithm improvement in the future.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
The gender ratio of the newborn population has been increasing significantly in China in recent years, particularly in
rural areas. The result of the latest population census showed that gender ratio of newborn infants was 119.45 in 2009,
extraordinarily exceeding the international standard which is normally 103 ∼ 107. The National Bureau of Statistics of
China has concluded that the phenomena of high gender ratio at birth will get more serious in our country. Due to the feudal
customs of ‘‘regarding men as superior to women’’, illegal gender selection is a main reason for the imbalance. In order
to interdict this illegal behavior, a monitoring system is established against fetus gender examination with non-medical
purposes, whose main technique is the automatic identification and classification of ultrasonic images.
Generally, feature extraction is thought as the first step for recognition before classification via feature matching. In
this paper, starting from the approach followed in [1], we propose a new image classification technique consisting of two
steps. The first one implements two independent component representations which undergo the subsequent classification
step based on the means of support vector machine (SVM). Principal component analysis (PCA) is a popular method to
find useful image representations. However, PCA can only separate the second-order dependencies, so it is necessary
to investigate generalizations of PCA which are sensitive to high-order relationships among the image pixels, such as
independent component analysis (ICA). It has been shown in [1] that ICA with two features outperformed PCA for face
recognition. It is particularly encouraging that the algorithm is robust to data collected across different days. For these
reasons, our feature extraction technique is based on the ICA scheme with two architectures.
This paper is an extended version of the paper presented at the 2010 International Conference on Natural Computation
held in Yantai, China [2].With respect to our previous paper, deeper andmore detailed explanations of the feature extraction
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(a) Architecture I. (b) Architecture II.
Fig. 1. Two architectures for performing ICA on images.
and sample training are presented here. Meanwhile, the classification results by sheer SVM and SVM with PCA features
are also given and compared to the previous one with two types of features. Moreover, it is worth noticing that when
a declaration is done, a quantitative evaluation method should also be provided to measure the confidence level of the
classification results, such as probabilities of detection and false alarms.
The paper is organized as follows. The algorithms of ICA and SVM are described in Sections 2 and 3 respectively. In
Section 4, a scheme for ultrasonic image classification based on ICA and SVM is proposed and applied to live image data
collected by medical experts. The monitoring system, which can be combined with several types of ultrasonic instrument,
is introduced in Section 5. Conclusions and future work in Section 6 close the paper.
2. ICA
ICA is a method for blind source separation. Its goal is to find a linear representation of nongaussian data so that the
components are statistically independent, or as independent as possible [3]. The ICA model is shown in Eq. (1). Observed
data denoted by x is a group of vectors with elements x1, . . . , xn. Source data denoted by s cannot be observed directly. A is
the mixing matrix.
x = As. (1)
Let us assume that the components s are statistically independent. After estimating the matrix A, we can compute its
inverse or generalized inverse, sayW, and obtain the independent components simply by
s = Wx. (2)
A number of algorithms for performing ICA have been proposed [4,5]. The main methods for ICA estimation include
nongaussianity (e.g. high-order moment and negentropy), maximum likelihood estimation, and minimization of mutual
information.
We use a version of ICA developed by Bell and Sejnowski from the principle of optimal information transfer through
sigmoidal neurons [6]. We organize each image in the database as a long vector with as many dimensions as number of
pixels in the image. There are at least two ways in which ICA can be applied [1].
The first approach is illustrated in Fig. 1(a). In this approach, images are random variables and pixels are trials. It also
makes sense to talk about independence of images or functions of images in this approach. Two images are independent if
when moving across pixels, it is not possible to predict the value taken by the pixel on image j based on the value taken by
the pixel on image i.
The second approach is illustrated in Fig. 1(b). In this approach, pixels are random variables and images are trials. Here,
it makes sense to talk about independence of pixels or functions of pixels. For example, pixel i and jwould be independent if
whenmoving across the entire set of images it is not possible to predict the value taken by pixel i based on the corresponding
value taken by pixel j on the same image.
ICA in architecture I finds weight vectors in the directions of statistical dependencies among the pixel locations, whereas
ICA in architecture II finds weight vectors in the directions of statistical dependencies among the face images.
PCA is applied to the data set firstly and the first t PC eigenvectors with bigger eigenvalues are chosen, which is denoted
as the PC matrix Pt . High-order relationships still exist in the data waiting for separation by ICA. The PCA representation of
the set of original images in x based on Pt is defined as
Rt = x · Pt . (3)
Hence, the IC representations of the ultrasonic images are given by
Ct = Rt ·W−1I , (4)
whereWI is the product of the weight matrix learned by ICA. Therefore, the set of t statistically independent ICA features is
given by
St = WI · PTt . (5)
However, it is hard to determine the number of principle components. Commonly, the PCs should account for over 95% of
the variances in the images. The use of PCA before ICA reduces the number of mixed data to a tractable number and provides
a convenient method for calculating ICA representations.
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3. Support vector machine
The support vector machine [7] has become a common algorithm for pattern classification these years. It has gained
popularity because it produces a classifier with maximum generality, can be adapted to produce nonlinear classifiers, and
has mitigating factors for the curse of dimensionality.
SVM starts from the linear machines trained on separable data. Suppose we have some hyper-plane which separates the
positive from the negative examples. Let d+(d−) be the shortest distance from the separating hyper-plane to the closest
positive (negative) example. Define the ‘‘margin’’ of a separating hyper-plane to be d++ d−. For the linearly separable case,
the support vector algorithm simply looks for the separating hyper-plane with largest margin. This can be formulated as
follows:
yi[w · xi + b] − 1 ≥ 0, i = 1, 2, . . . , n. (6)
Subject to constraints (3), we can find the pair of hyperplanes which gives the maximummargin by minimizing ‖w‖2.
Positive Lagrange multipliers αi (i = 1, . . . , n) are introduced for the constraints (3); the problem of seeking the
hyperplane has been converted into the calculating of maximum value of the function below:
Q (α) =
n−
i=1
αi − 12
n−
i,j=1
αiαjyiyj(xi · xj) (7)
giving the conditions
∑n
i=1 yiαi = 0 andw∗ =
∑n
i=1 α
∗
i yixi.
Consequently, the optimum classification function could be obtained:
f (x) = sgn{(w∗ · x)+ b∗}
= sgn

n−
i=1
α∗i yi(xi · x)+ b∗

. (8)
Those training points lying on one of the hyper-planes are called ‘‘support vectors’’ have α∗i > 0, while all others have
α∗i = 0.
As for the nonlinear problem,we canmap the data to some other infinite dimensional space by nonlinear transformation.
In such space, it would be hard to work with dot products on functions of the form φ = φ(xi) · φ(xj). Now if there was a
‘‘kernel function’’ K(xi, xj) = φ(xi) · φ(xj), we would only use it instead in the training algorithm, needless to compute φ.
Correspondingly, the Eq. (8) is converted into:
f (x) = sgn

n−
i=1
α∗i yiK(xi, x)+ b∗

. (9)
Three kernels are commonly used, including polynomial function, radial basis function and sigmoid function.
4. Experiment scheme and analysis
A scheme for ultrasonic image classification based on ICA and SVM is explained in detail in this section. This scheme
is composed of four steps: establishment of ultrasonic image database, image pretreatment, ICA representation and SVM
training and testing.With a description of the scheme step by step, a group of selected ground-truth images is processed and
analyzed. These images were preprocessed and de-noised firstly. ICA was used for feature extraction, and a SVM classifier
was trained for recognition based on the representations.
4.1. Ultrasonic image database
Tens of thousands of ultrasonic images with and without sexual organs were collected in Beijing by medical experts in
this field. A professional database composed of about 120,000 ultrasonic images was built, including images of different
gestational weeks, images of different fetus postures and images collected by different ultrasonic instruments. All the
situations are considered to achieve the comprehensive coverage of the database. The images were selected and classified
into two classes: Yes and No (Yes with sexual organ and No without). Meanwhile, the Yes images were divided into more
than ten subclasses according to typical fetus postures. Fig. 2 presents some typical samples of the ultrasonic image database.
It should be noted that the sexual organs are difficult to discriminate in some Yes samples, especially for the ones of early
gestational weeks due to their small size. Therefore, the selection of Yes samplesmainly depends on the fetus postures. If the
posture tends to expose the sexual organ, the image was generally selected as the Yes sample, otherwise as the No sample.
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(a) Yes samples.
(b) No samples.
Fig. 2. Typical samples of the ultrasonic image database.
4.2. Image pretreatment
Image pretreatment is a critical step before feature extraction. 780 Yes images and 3798 No images were selected from
the database for the experiment. Since these images were collected by different machines and different experts, they should
be pretreated for utilization. Firstly, as it is shown in Fig. 3, the central part of the ultrasonic instrument display (dashed-line
frame part) was cropped so a 320 × 240 image was obtained containing main fetus position information; secondly, the
image was de-noised by a phase preserving method [8]; thirdly, the image was compressed into 40 × 30 and normalized
for further recognition. For the subsequent analysis, each image was represented as a 1200-dimensional vector with zero
mean.
4.3. ICA representation
After pretreatment, 400 typical images were chosen randomly from the images mentioned in Section 4.2 (780 Yes and
3798No). In order to reduce the dimensionality of the input, instead of performing ICA directly on the 1200 image pixels, ICA
was performed on the first 100 PCA coefficients of the original images. Some PCA features are shown in Fig. 4 for comparison
with the latter ICA features.
Weperformed ICAon the PCA coefficients under two architectures,whichperformwell in feature extraction. Architecture
I treated the images as random variables and the pixels as outcomes, whereas Architecture II treated the pixels as random
variables and the images as outcomes. The samples of the two ICA features are shown in Fig. 5, where the PC matrix was
used to visualize them. The two ICA representations were then combined in a single classifier in Section 4.4. Our goal was
to find a good set of basis images to represent the ultrasonic image database.
The first architecture (Fig. 5(a)) found local features for ultrasonic images. Two images are independent if when moving
across pixels. It is impossible to predict the value taken by the pixel on one image based on the value taken by the same pixel
on the other. The second architecture (Fig. 5(b)) produced global features for ultrasonic images. Two pixels in one image are
2700 W. Chen et al. / Computers and Mathematics with Applications 62 (2011) 2696–2703
Fig. 3. Cropping of ultrasonic instrument display.
Fig. 4. PCA features of ultrasonic images.
independent if whenmoving across the entire set of images, so it is impossible to predict the value taken by one pixel based
on the corresponding value taken by another pixel on the same image.
In both the approaches, ICA found a matrixW such that the source images are estimated and then used as basis images
to represent the original images. Ultrasonic image representations consisted of the coordinates of these images with respect
to the image basis, as shown in Fig. 6. These coordinates were contained in the presentation matrix C, which is represented
as (c1, c2, . . . , ct ). The image basis can be composed of single ICA feature or both of them. The dimensionality of the
representation corresponds to the number of ICs. In general, themore ICs selected, the better the classification performance.
4.4. SVM training and testing
SVM training and testing is the kernel part of scheme for ultrasonic image classification, which is shown in Fig. 7. The
780 Yes ultrasonic images belonged to 65 image sequences (12 images in each sequence), so one image was sampled from
each sequence as training data and the left eleven as testing data. 380 images were sampled randomly from the 3798 No
images as training data and the left 3418 as testing data.
There are 445 (65 Yes and 380 No) images in the training database and 4133 (715 Yes and 3418 No) images in the
testing database. The 1200-dimensional vectors comprised the rows of 445×1200 trainingmatrix and 4133×1200 testing
matrix. The training data were pretreated and projected onto the IC space based on two architectures, so feature vectors of
low dimensions were obtained. Yes feature vectors were indexed 1, and No feature vectors were indexed 0. A polynomial
function kernel was used for the training SVM classifier.
Changes in composition of the IC space caused changes in recognition rate. 50 ICs were selected from the two
architectures respectively, based on which the classifier was constructed. The ICA representation matrix is 445 × 100 for
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(a) Architecture I.
(b) Architecture II.
Fig. 5. Two ICA features of ultrasonic images.
Fig. 6. The independent basis image representation consisted of the coefficients, C, for the linear combination of independent basis images, S, that
comprised each ultrasonic image.
the training data and 4133× 100 for the testing data. Test images were recognized by different classifiers. The recognition
performance is described by the probabilities of detection (PD) and false alarm (PFA), which are calculated as follows:
PD = d/Y (10)
PFA = f /N (11)
where the variables are defined in Table 1.
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Fig. 7. Scheme for ultrasonic image classification.
Table 1
Definitions of some variables.
True No images True Yes images
Classified No N − f Y − d
Classified Yes f d
Total N Y
Table 2
Recognition probabilities for testing database.
Probability (%) PD PFA PTR
PCA 91.5 8.6 91.4
ICA1 98.2 5.7 95.0
ICA2 96.9 6.9 93.8
ICA combined 98.2 4.0 96.4
Sheer SVM 91.2 8.7 91.3
Additionally, the probability of total recognition (PTR) is simply the sum of these two individual recognition types:
PTR = (N − f + d)/(N + Y ). (12)
For our purposes, these quantities suffice to qualify a particular detection strategy and of course our general aim is to
increase the recognition rate and reduce the error rate. Table 2 shows the recognition probabilities of the combined ICA
classifier for the testing database, compared to the results from individual classifiers with PCA, ICA1, ICA2, and sheer SVM.
The recognition improvement of SVMwith PCA can be neglected, when the total recognition rate of sheer SVM is already
over 90%. Both ICA representations significantly outperform the PCA representations. The testing result of ICA1 is slightly
better than that of ICA2. Given that the two ICA representations gave similar recognition performances, we examined the
classifier with the two representations. It is clear that the combined ICA classifier gives the best performance for the testing
database.
5. Monitor system application
The scheme discussed in Section 4 was integrated into a recognition & recording module (RRM) and combined with
several domestic models of ultrasonic instrument, realizing the functions as the following:
• ultrasonic imageswith sexual organs in it will be detected, covered and recorded by RRM, so a doctor without permission
cannot see these images;
• doctors with permission can make RRM short-circuit, so analysis and diagnosis could be done with freedom.
The permission is given by inputting a password or reading a card. These functions could prevent illegal gender selection
without interfering with the routine medical examination. In order to transmit the video data smoothly over internet, real-
time transport protocol is applied for network communication. Ultrasonic instruments with the module are connected to
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the network for remote video display and monitoring. So, a monitoring system for non-medical fetus gender examination
is established, providing specialized real-time access to remote Provincial Family Planning Commissions or the State Family
Planning Commission. Any government staff can access the ultrasonic examination data from the hospitals within their
management scope.
6. Conclusions and future work
Imbalance of the gender ratio has been a problem disturbing the establishment of harmonious society due to illegal
gender selection. Our systemwill play an important part in containing the imbalance of newborn gender ratio. In this paper,
a SVM-based scheme is proposed for ultrasonic image classification to prevent fetus gender examination with non-medical
purposes. The establishment of SVM classifier with two independent component features is the kernel mechanism of this
scheme. The research found that the classifier with ICA representations gave superior recognition performance to thosewith
PCA representations and original data.
In future applications, a database composed of millions of ultrasonic images will be established ultimately for classifier
building, bringing the problem of data explosion at the same time. To solve this problem, algorithms such as Fourier
Transform (FT) and log-polar [9] can be used. FT itself is translation invariant and its conversion to log-polar coordinates
converts the scale and rotation differences to vertical and horizontal offsets that can be measured. An algorithm composed
of FT and log-polar, called the Fourier–Mellin transform [10], gives a transform-space image that is invariant to translation,
rotation and scale. Therefore, by adopting the technique of the Fourier–Mellin transform, the number of images used to
generate the classifier could be reduced to improve the recognition efficiency.
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