Abstract. Kaplansky's test problems, originally formulated for abelian groups, concern the relationship between isomorphism and direct sums. They provide a \reality check" for purported structure theories.
Introduction
Kaplansky's test problems appear in [8] . They make sense in any category C equipped with a binary \direct sum" operation ©; it doesn't really matter whether © has the naturality properties associated with products or coproducts [4] . It will be convenient to state the problems in the following form.
Test Problems. Suppose a; b, and c are objects in C.
P1 If a and b are isomorphic to direct summands of one another, must a be isomorphic to b? P2 If a © a is isomorphic to b © b, must a be isomorphic to b? P3 Does isomorphism of a © c to b © c imply isomorphism of a to b? If not, how should c be restricted to validate this implication ?
In [7] , R. V. Kadison and I. M. Singer studied these problems in the context of unitary equivalence of Hilbert space operators. Their results illustrate the best one can hope for: a±rmative answers to P1 and P2, and formulation of an appropriatē niteness condition on c in response to P3. Successful projects of this type have recently been carried out in the context of quasisimilarity of special classes of Hibert space operators: C 0 operators by H. Bercovici [3] and bitriangular operators by K. Davidson and D. Herrero [5] .
These papers illustrate two fundamentally di®erent approaches to Kaplansky's problems. In [3] and [5] , the authors develop canonical forms for the operators in question. No such forms were available to Kadison and Singer, who instead relied on the rich comparison theory for projections in von Neumann algebras. In Section 2 of the present paper, we review these ideas in various simple settings.
In Section 3, we obtain the following results concerning von Neumann algebras. Theorem 1.1. Suppose A and B are von Neumann algebras whose two{fold copies A (2) and B (2) are unitarily equivalent. Then A is unitarily equivalent to B. Theorem 1.2. Let A; B; and C be von Neumann algebras of operators acting on arbitrary Hilbert spaces with C not unitarily equivalent to a proper direct summand of itself. Then each of the following implies that A is unitarily equivalent to B.
(1) A and B are unitarily equivalent to direct summands of one another.
(2) A © A is unitarily equivalent to B © B.
(3) A © C is unitarily equivalent to B © C.
The proof of 1.1 is accomplished by adapting Kadison and Singer's methods to the study of representations of a¯xed von Neumann algebra. The proof of 1.2, on the other hand, depends on studying a new equivalence relation on the central projections of a von Neumann algebra.
Sections 4 and 5 concern (not necessarily self{adjoint) operator algebras and are independent of Section 3. Theorem 1.3. Suppose A and B are operator algebras whose commutants arē nite{dimensional. If A (2) is similar to B (2) then A is similar to B as well.
Theorem 1.4. Let A; B, and C be algebras of operators having¯nite-dimensional commutants. Then each of the following implies that A is similar to B.
(1) A and B are similar to direct summands of one another.
As in the von Neumann algebra setting, the relevant context for 1.3 is representations of a¯xed algebra, while 1.4 addresses Kaplansky's problems in a category of operator algebras. This time, however, justi¯cation of 1.4 follows immediately from the fact that any operator algebra whose center is¯nite-dimensional has a unique decomposition as a direct sum of factor algebras. The proof of 1.3, on the other hand, is accomplished by studying an appropriate notion of equivalence on the idempotents in a¯nite{dimensional algebra, where classical results of J. H. M. Wedderburn can be applied.
Throughout this paper, the term \direct sum" is assigned traditional operator{ theoretic meanings. The direct sum of two vector spaces V 1 and V 2 is simply their cartesian product equipped with pointwise addition and scalar multiplication; if the original spaces have distinguished inner products, we de¯ne an inner product on V 1 © V 2 by setting < (x 1 ; x 2 ); (y 1 ; y 2 ) >=< x 1 ; y 1 > + < x 2 ; y 2 > :
The direct sum of two operators is de¯ned componentwise, and if A 1 and A 2 are operator algebras acting on V 1 and V 2 respectively, then
Finally, if ¼ 1 and ¼ 2 are representations of some common algebra A on V 1 and V 2 , then the direct sum representation is de¯ned by
To say that \x is a direct summand of y" means there is a z for which x © z is (completely) isomorphic to y.
The language of category theory is avoided in the body of the paper, though we do identify the relevant object and morphism classes in an appendix.
While not required in the sequel, it should perhaps be mentioned that the motivation for 1.3 comes from the study of re°exive operator algebras [2] . An operator algebra A is k{re°exive if its k{fold ampliation A (k) is re°exive. k{re°exivity implies l{re°exivity for k · l and it seemed natural to introduce a fractional version of the notion, calling A 1 2 {re°exive if it is (similar to) a 2{fold copy of some auxiliary re°exive algebra B. Theorem 1.3 lends credibility to this de¯nition by implying that if A is similar to a 2{fold copy of some other algebra C, then C would have to be re°exive as well.
Single operators.
The easiest operator-theoretic setting for Kaplansky's test problems involves unitary equivalence (i.e. isometric isomorphism) of the underlying Hilbert spaces. Proposition 2.l. Let H; J , and K be Hilbert spaces and suppose K is not unitarily equivalent to a proper subspace of itself. Then each of the following implies that H is unitarily equivalent to K.
(1) H and K are unitarily equivalent to subspaces of one another.
The preceding conditions hold with \similar" in place of \unitarily equivalent".
Proof. (Orthogonal) dimension is a complete unitary invariant for Hilbert spaces. Since dim K is¯nite by hypothesis, (1), (2) , and (3) reduce to cardinal arithmetic. As for (4), (5) , and (6), polar decomposition shows that similar Hilbert spaces are automatically unitarily equivalent.
The ease of the preceding proof re°ects the fact that Hilbert space dimension is a very satisfying invariant. The next proposition illustrates the corresponding utility of Jordan Canonical Forms. Proof. For each polynomial p and operator a, set n p (a) equal to the rank of p(a). Then fn p g is a complete set of similarity invariants since n p (a) = n p (b) for all p implies that a and b have a common Jordan Canonical Form. Since n p (a © c) = n p (a) + n p (c), the proof reduces to integer arithmetic. Theorem 2.3. Let a; b, and c be operators acting on arbitrary Hilbert spaces and suppose that c is not unitarily equivalent to a direct summand of itself. Then each of the following implies that a is unitarily equivalent to b.
(1) a and b are unitarily equivalent to direct summands of one another.
When the underlying Hilbert spaces are¯nite dimensional, 2.3 can be proved in the same style as 2.2. For each polynomial p in two non-commuting variables and each operator a, set t p (a) equal to the trace of p(a; a ¤ ). It is a theorem of W. Specht [11] that the ft p (a)g form a complete set of unitary invariants -note in particular that t 1 (a) recovers the dimension of the underlying Hilbert space. (C. Pearcy [10] proved that only¯nitely many of the ft p g are needed to distinguish between unitary equivalence classes in M n (C) for any¯xed n.) The observation that each t p is additive (i.e. t p (a © b) = t p (a) + t p (b) ) thus reduces the proof to integer arithmetic.
On the other hand, there is no hope of¯nding a complete set of \computable" unitary invariants for operators on in¯nite{dimensional spaces. (More precisely, the associated quotient Borel structure is not countably separated. See W. Arveson [1] and J. Ernest [6] for discussion of this phenomenon.) We do, however, have a rich comparison theory for projections in von Neumann algebras, which tells us a lot about the structure of single operators. This is the tool exploited by Kadison and Ringrose in their proof of 2.3 (under a stronger assumption for 2.3.3).
Direct sums and ampliations are usually thought of as external constructions. The¯rst step in the proof of Theorem 2.3 is an internal reformulation of its hypotheses and conclusions. De¯nition 2.4. Let a 2 L(H; K) and suppose p 2 L(H) is a (self-adjoint) projection. Then a p denotes the restriction of a to the range of p. If A is a subset of L(H; K), we write A p for fa p : a 2 Ag. Proposition 2.5. Let a be a (bounded Hilbert space) operator and write A for the von Neumann algebra of all operators which commute with it and its adjoint. Suppose p and q are projections in A. Then the following statements imply one another.
(1) a p is unitarily equivalent to a q .
(2) p and q are von Neumann equivalent projections in A.
Proof. 1) =) 2) Given u : ran p ! ran q with ua p = a q u, take v to be the extension of u to H which vanishes on ker p. Then v is a partial isometry in A having the range of p as its initial space and the range of q as its¯nal space.
2) =) 1) Given v 2 A with v ¤ v = p and vv ¤ = q, take u to be its restriction to ran p. Proof. It is easy to check that q and b commute. From the equation up = qu, we conclude that u maps the range of p onto the range of q, so that u p is a unitary operator between ran p and ran q. From the equation ua = bu, we therefore learn that u p a p = b q u p , which establishes the unitary equivalence of a p and b q . The proof is completed by replacing p and q by their complements 1 ¡ p and 1 ¡ q.
Proof of Theorem 2.3.
(1) By hypothesis, there are projections p; r commuting with a; b respectively such that a ' b r and b ' a p . Applying Proposition 2.6, we also¯nd a projection q with b r ' (a p ) q = a pq . Thus a ' a pq by the transitivity of unitary equivalence. Proposition 2.5 tells us that the identity 1 and pq are equivalent projections in the *{commutant A of a. Since 1 · p · pq, we conclude that 1 and p are equivalent as well, whence a second application of 2.5 tells us that
(2) Fix an operator c unitarily equivalent to a © a (and hence also to b © b), and write C for the *{commutant of c. Applying 2.6 to the canonical projection 1 © 0 associated with a © a, we¯nd a projection p 2 C with c p ' a ' c 1¡p . Similarly, we get q 2 C with c q ' b ' c 1¡q . Applying 2.5, we conclude that p » 1 ¡ p and q » 1 ¡ q. A basic result in comparison theory (Proposition 8 on page 49 of [13] ) yields p » q, whence a second application of 2.5 tells us that a ' c p ' c q ' b. Thus p » q by 2.5. The hypothesis that c is not unitarily equivalent to a direct summand of itself means that p and q are¯nite projections. Proposition 1.38 on page 304 of [12] then tells us that 1 ¡ p » 1 ¡ q, so a ' b by 2.5.
Von Neumann algebras
De¯nition 3.1. Let p; q be projections in the commutant of a von Neumann algebra A.
Proposition 3.2. Let p; q be projections in the commutant of a von Neumann algebra A. Then the following statements imply one another.
(2) p and q are equivalent projections relative to the von Neumann algebra A 0 .
Proof. 1) =) 2) Given u : ran p ! ran q with ua p = a q u for all a 2 A, take v to be the extension of u to H which vanishes on ker p. Then v is a partial isometry in A 0 having the range of p as its initial space and the range of q as its¯nal space. 2) =) 1) Given v 2 A 0 with v ¤ v = p and vv ¤ = q, take u to be its restriction to ran p.
Proof. It is easy to check that Á(p) lies in the commutant of B. From the equation up = Á(p)u, we conclude that u maps the range of p onto the range of Á(p), so that u p is a unitary operator between ran p and ran Á(p). From the equation uA = Bu, we therefore learn that u p A p = B Á(p) u p , which establishes the unitary equivalence of A p and B Á(p) . The proof is completed by noting that if v 2 A 0 implements the equivalence between p and q, then Á(v) 2 B 0 implements an equivalence between Á(p) and Á(q)
Proof of Theorem 1.1. Let C be a von Neumann algebra unitarily equivalent to A (2) and B (2) . The restriction of A (2) to the range of the canonical projection 1 © 0 is unitarily equivalent to A, and relative to the commutant of A (2) , this projection is equivalent to its complement. Applying Propositions 3.2 and 3.3, we thereforē nd a projection p in C 0 with C p ' A and p » 1 ¡ p relative to C 0 . Similarly, we get a projection q with C q ' B and q » 1 ¡ q relative to C 0 . Comparison theory tells us that p » q relative to C 0 whence A ' B.
To see the di®erence between Theorems 1.1 and 1.2, note that the canonical projection p´1 © 0 commutes with A © A, and the restrictions of A © A to p and 1 ¡ p are both unitarily equivalent to A, but the corresponding representations ¼ p and ¼ 1¡p are not equivalent, i.e., the operator implementing the unitary equivalence between (A © A) p and (A © A) 1¡p has nothing to do with the commutant of A © A. De¯nition 3.4. Let p and q be central projections in a von Neumann algebra A. We say that p is (centrally) equivalent to q if there is a unitary operator u : ran p ! ran q such that uA p u ¤ = A q (as sets). We write p ¼ q if p is centrally equivalent to q and p ¿ q if p is centrally equivalent to some r · q. (
Postponing the proof of 3.5 for a moment, we¯rst apply it to Theorem 1.2. The internalization we need is already contained in Propositions 3.2 and 3.3.
Proof of Theorem 1.2. (1) By hypothesis, there are projections p; r in the centers of A; B respectively such that A ' B r and B ' A p . Applying Proposition 3.3, we also¯nd a central projection q with B r ' (A p ) q = A pq . Thus A ' A pq by the transitivity of unitary equivalence. By de¯nition, 1 ¼ pq, and since 1 · p · pq, we conclude from 3.5.1 that 1 ¼ p,
(2) Fix a von Neumann algebra C unitarily equivalent to A © A (and hence also to B © B). Applying 3.3.2 to the central projection 1 © 0 associated with A © A, we¯nd a projection p in the center of C with C p ' A ' C 1¡p . Similarly, we get q in the center of C with
(3) Fix D unitarily equivalent to A © C and B © C. Apply 3.
It remains to prove 3.5. For the most part, we follow the format of the corresponding proofs for von Neumann equivalence as presented on pages 291-304 of [12] . For the remainder of this section, the von Neumann algebra A will be¯xed, all projections discussed will be central projections in A, and equivalence will refer to the relation introduced in De¯nition 3.4. (1) p ¼ q i® there is an admissible partial isometry having the range of p as its initial space and the range of q as its¯nal space. Proof.
(1) Given u : ran p ! ran q with uA p = A q u, take v to be the extension of u to the entire underlying Hilbert space which vanishes on ( ran p) ? . Given a; b 2 A with ua p = b q u, the fact that p and q commute with A implies that va = bv; thus vA = Av.
Conversely, given a partial isometry v having ran p as initial space and ran q as nal space with vA = Av, take u to be the restriction of v to ran p. Then given a; b 2 A with va = bv, we also have ua p = b q u; thus uA p = A q u.
(2) Choose admissible partial isometries fv i : i 2 Ig implementing the hypothesized equivalences. It is clear that the series P v i converges strongly to a partial isometry w with the desired initial and¯nal space. To check that w is admissible, let a 2 A be given. For each i, p i a also belongs to A so there is a b i 2 A with v i p i a = b i v i = b i q i v i . Since kb i q i k = kp i ak for each i and v i v j = 0 for i 6 = j, we see that the series P b i q i converges to an element b 2 A with wa = bw. Thus wA ½ Aw and wA = Aw by symmetry.
(3) Choose v with v ¤ v = p and vv ¤ = q and take w = vz. Then w ¤ w = zpz = zp. That ww ¤ · z follows since z is hypercentral while ww ¤ = vzv ¤ · vv ¤ = q only depends on the fact that z is a projection. Thus ww ¤ · zq. On the other hand,
4) Extend fpg to a maximal orthogonal family F of projections which are equivalent to subprojections of p. Take z to be the supremum of F. The maximality of F shows that z is hypercentral.
Proof of Theorem 3.5.1. Choose admissible partial isometries u and v with
Write p 0 = p and q 0 = q. Construct two decreasing sequences of projections inductively by the formulas p n+1 = vq n v ¤ and q n+1 = up n u ¤ . Also, set p 1 = lim p n and q 1 = lim q n . For each n, u(p 2n ¡ p 2n+1 ) is an admissible partial isometry whose initial space is the range of p 2n ¡ p 2n+1 and whose¯nal space is the range of q 2n+1 ¡ q 2n+2 . Thus p 2n ¡ p 2n+1 ¼ q 2n+1 ¡ q 2n+2 and a similar argument shows that Proof of 3.5.2. Apply the Comparison Theorem to the projections p(1 ¡ q) and q(1¡p) to get a hypercentral z satisfying zp(1¡q) ¿ zq(1¡p) and (1¡z)p(1¡q) À (1 ¡ z)q(1 ¡ p). Adding zpq to the¯rst \inequality" and (1 ¡ z)(1 ¡ p)(1 ¡ q) to the second yields
Applying the hypothesis and Lemma 3.7.3, the last inequality yields
Thus zp ¿ zq and (1 ¡ z)p ¿ (1 ¡ z)q whence p ¿ q and the desired conclusion p ¼ q follows by symmetry. Proposition 3.9. Suppose e is an in¯nite central projection in A. Then there is a projection f · e and a hypercentral projection z in A such that ze is in¯nite and zf ¼ z(e ¡ f ) ¼ ze.
Proof. By assumption, there is an admissible partial isometry u satisfying u ¤ u = e and uu ¤ < e. Set p n = u n (e ¡ uu ¤ )(u ¤ ) n for each non-negative integer n. Note that the fp n g are mutually orthogonal and equivalent, and p n · e for each n. Let fq i : i 2 Ig be a maximal family of orthogonal equivalent projections majorized by e which contains the original family fp n g. Write q 0 = e ¡ P i2I q i . Choose a hypercentral projection z satisfying zq 0 ¿ zp 0 and (1 ¡ z)q 0 À (1 ¡ z)p 0 . By maximality, we know that p 0 cannot be equivalent to a subprojection of q 0 so the last inequality shows that ze > zp 0 > 0. Express I as the disjoint union of two sets I 1 and I 2 of equal (in¯nite) cardinality . Then
zq i ¿ ze:
If ze were¯nite, we would have zf = z(e ¡ f ) = ze which is impossible since we already know ze > 0. Proof. Since we are dealing with central projections, p _ q = p + q(1 ¡ p). Thus, replacing q by q(1 ¡ p) if necessary, we can assume that pq = 0. Suppose for purposes of contradiction that e = p + q is in¯nite and apply Proposition 3.9 to get f and z. Next, apply Proposition 3.8 to get another hypercentral projection w satisfying wzpf ¿ wzq(e ¡ f ) and (1 ¡ w)zpf À (1 ¡ w)zq(e ¡ f). Now wze ¼ wzf = wzpf + wzqf ¿ wzq(e ¡ f) + wzqf = wzq and
It follows that wze and (1 ¡ w)ze are¯nite. Since w is hypercentral, we reach the conclusion that ze is¯nite in contradiction of Proposition 3.9.
Proof of Theorem 3.5.3. Suppose p ¼ q with p¯nite. Write e = p_q which we have just seen is¯nite. Apply comparability to get a hypercentral z with z(e ¡ p) ¼ h · z(e¡ q) and (1¡z)(e¡q) ¼ k · (1¡ z)(e¡ p). Now ze = zp+z(e¡ p) ¼ zq + h · ze whence the¯niteness of ze implies that h = z(e¡q) i.e. z(e¡p) ¼ z(e¡q). Similarly,
Comparison theory for idempotents in finite-dimensional algebras
Throughout this section, A will denote a¯nite-dimensional complex algebra with identity.
De¯nition 4.1. Two idempotents e, f in A are equivalent (denoted e » f ) if there exist x; y 2 A satisfying xy = e and yx = f .
The goal of this section is the following proposition.
Proposition 4.2. Let e; f be idempotents in A.
(
Example 4.3. Take A = M n , the algebra of linear transformations on C n . Then e » f i® rank e =rank f i® e is similar to f . Thus Proposition 4.2 holds for A = M n .
Proof. Suppose¯rst that e » f , and choose x; y as in the de¯nition. Then e = x(yx)y = xf y so rank e · rank f , whence rank e = rank f by symmetry. Next, suppose rank e = rank f. There is a z in M n which maps range e onto range f and ker e onto ker f , and it is easy to check that zez ¡1 = f. To complete the cycle, suppose zez ¡1 = f . Then x = ez ¡1 and y = ze implement the equivalence e » f .
Having established that e » f i® rank e = rank f , Proposition 4.2 becomes a matter of arithmetic. For example, if e » f , then rank (1 ¡ e) = n¡ rank e = n¡ rank f = rank (1 ¡ f ), whence 1 ¡ e » 1 ¡ f . Proof. Given x; y which implement the equivalence between e and f , it is easy to check that xz; yz implement the equivalence between ez and f z, so ez » f z and e(1 ¡ z) » f(1 ¡ z). Conversely, given s; t which implement the equivalence between ez; f z and u; v which implement the equivalence e(1 ¡ z) » f (1 ¡ z), note that sz + u(1 ¡ z) and tz + v(1 ¡ z) implement the equivalence e » f .
We next use Wedderburn's structure theory to prove Proposition 4.2 for semi{ simple algebras. We recall the relevant de¯nitions here, but refer the reader to [9] for details. De¯nition 4.5. Let A be a¯nite-dimensional algebra over C with identity.
(1) The radical of A is the intersection of its maximal (two-sided) ideals. It is denoted R(A). (2) A is simple if it has no non-trivial two-sided ideals. (3) A is semi-simple if its radical is f0g. Proof. The class of algebras satisfying Proposition 4.2 is obviously closed under algebraic isomorphism; Proposition 4.4 implies that it is also closed under the taking of direct sums. By the Wedderburn Structure Theorems, we know that A is isomorphic to a direct sum of full matrix algebras, whence the proof is completed by appealing to Example 4.3.
Let ¼ : A ! A=R(A) be the canonical projection. It is clear that A=R(A) is semi-simple. The next result says that equivalences in A=R(A) can be lifted to equivalences in A. We follow the development on pages 124-126 of [9] . Proposition 4.7.
(1) Let e; f be orthogonal idempotents in A=R(A) and suppose u is an idempotent in A with ¼(u) = e. Then there is an idempotent v in A with vu = uv = 0 and ¼(v) = f . Proof.
(1) Choose x 2 A with ¼(x) = f and set y = (1 ¡ u)x(1 ¡ u). We still have ¼(y) = f . In particular, ¼(y 2 ¡ y) = 0 so y 2 ¡ y is nilpotent and thus the spectrum of y is contained in f0; 1g. Let Á be the characteristic function of fz 2 C : jz ¡ 1j < 1=2g. Then Á is analytic in a neighborhood of the spectrum of y and Á(y) is idempotent. Since we are working in a¯nite dimensional algebra, we can¯nd a polynomial p with p(0) = 0 and p(1) = 1 such that Á(y) = p(y). Setting v = p(y), we note that v 2 = v and ¼(v) = p(¼(y)) = f. That uv = vu = 0 follows since p has no constant term.
(2) Choose x; y 2 A with xy ¡ u 2 R(A) and yx ¡ v 2 R(A). Replacing x; y by uxv and vyu respectively if necessary, we may assume x = uxv and y = vyu. Set z = y(1 + xy ¡ u)
¡1 . Since u commutes with xy, it also commutes with (1 + xy ¡ u) ¡1 whence z = vz = zu. Also xz = u(1 + xy ¡ u)(1 + xy ¡ u) ¡1 = u, while (zx) 2 = z(xz)x = zux = zx so that zx is an idempotent commuting with v. It follows that v ¡ zx is idempotent. On the other hand, ¼(v ¡ zx) = 0, so v ¡ zx is nilpotent. The conclusion is that v = zx and we have already seen that xz = u.
Algebras with finite{dimensional commutants
Throughout this section, the term \operator algebra" will refer to an algebra of linear transformations acting on a complex vector space whose commutant is nite-dimensional.
De¯nition 5.1. Let e; f be idempotents in the commutant of an operator algebra A.
(1) A e = fa e ja 2 Ag.
(2) ¼ e : A ! A e by ¼ e (a) = a e . (3) A e ' A f if there is a surjective u : ran e ! ran f with uA e = A f u (as sets). (4) ¼ e ' ¼ f if there is a surjective u : ran e ! ran f with ua e = a f u for all a 2 A.
Proposition 5.2. Let e; f be idempotents in the commutant of an operator algebra A ½ L(V ). Then the following statements imply one another.
(2) e and f are equivalent relative to the relation on the idempotents in the operator algebra A 0 studied in the preceding section.
Proof. 1) =) 2) Given u : ran e ! ran f with ua e = a f u for all a 2 A, take y to be the extension of u to V which vanishes on ker e and take x to be the extension of u ¡1 to V which vanishes on ker f. Then x and y commute with A, xy = e, and yx = f .
2) =) 1) Given x; y 2 A 0 with xy = e and yx = f , take u to be the restriction of y to ran e. 
. Suppose e and f are idempotents in A 0 . Then
Proof. It is easy to check that Á(e) and b commute. From the equation ue = Á(e)u, we conclude that u maps the range of e onto the range of Á(e), so that u e is an isomorphism between ran e and ran Á(e). From the equation uA = Bu, we therefore learn that u e A e = B Á(e) u e , which establishes the similarity of A e and B Á(e) . The proof is completed by noting that if x; y 2 A 0 implement an equivalence between e and f , then Á(x); Á(y) 2 B 0 implement an equivalence between Á(e) and Á(f ).
Proof of Theorem 1.3. Let C be an operator algebra similar to A (2) and B (2) . The restriction of A (2) to the range of the canonical idempotent 1©0 is similar to A, and relative to the commutant of A (2) , this idempotent is equivalent to its complement. Applying Propositions 5.2 and 5.3, we therefore¯nd an idempotent e 2 C 0 with C e ' A and e » 1 ¡ e relative to C 0 . Similarly, we get an idempotent f with C f ' B and f » 1 ¡ f relative to C 0 . Proposition 4.2 tells us that e » f relative to C 0 whence A ' B.
Proof of Theorem 1.4. Note that every operator algebra whose center is¯nite-dimensional can be \uniquely" expressed as a direct sum of factors; isomorphisms between such algebras merely permute the factors. (In other words, the proof of 3.5 is trivial when the center of A is¯nite-dimensional.)
Appendix: Relevant categories Proposition 2.1, Parts 1) 2) 3). The objects are Hilbert spaces. The morphisms are partial isometries. Note that if u 2 L(H; K) and v 2 L(K; H) are partial isometries satisfying uv = I K , then u must be onto and v must be one-to-one. In particular, u is an isomorphism in this category if and if it is unitary. 
