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Abstract. We study the problem of surface-directed spinodal decomposition, viz., the
dynamical interplay of wetting and phase separation at surfaces. In particular, we focus
on the kinetics of wetting-layer growth in a semi-infinite geometry for arbitrary surface
potentials and mixture compositions. We also present representative results for phase
separation in confined geometries, e.g., cylindrical pores, thin films, etc.
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1. Introduction
A homogeneous binary (AB) mixture becomes thermodynamically unstable when
it is rapidly quenched below the coexistence curve. The subsequent evolution of
the system is characterized by the emergence and growth of domains enriched in
either A or B. There has been intense research interest in these problems of domain
growth or phase ordering kinetics [1–3].
In many experimental situations, the segregating mixture is in contact with a
surface which is preferentially wetted by one of the components (say A) of the
mixture [4,5]. In this case, there is growth of a surface wetting layer in conjunction
with phase separation. The kinetics of wetting, and the segregation kinetics near
the wetting layer, has also received much attention [6–8]. This process is usually
referred to as surface-directed spinodal decomposition (SDSD) or surface-directed
phase separation, and is of great scientific and technological importance.
We have a long-standing theoretical interest in the problem of SDSD. Here, we
review some of our results in this context. This paper is organized as follows. In
§2, we discuss microscopic and coarse-grained models for SDSD. In §3, we present
analytical and numerical results for the case of a semi-infinite geometry. In §4, we
discuss phase separation in confined geometries, e.g., pores, thin films. Finally, §5
concludes this paper with a summary and discussion of our results.
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2. Theoretical modeling of surface-directed spinodal decomposition
2.1 Model Hamiltonian
Consider an AB mixture in contact with a surface S. There are pair-wise interac-
tions −Eαβij between species α and β at sites i and j. Introduce the local concen-
tration variables, nαi = 1 if site i is occupied by an α-atom, and 0 otherwise. The
corresponding Hamiltonian for a system with N atoms is
H = −
N∑
i>j=1
∑
α,β
Eαβij n
α
i n
β
j +
N∑
i=1
∑
α
Vα(~ri)nαi , (1)
where lattice sites exist only in the positive half-space (z ≥ 0). In general, Eαβij
depends separately on ~ri, ~rj . For example, different interactions occur if both sites
i, j are in the surface layer [9]. In eq. (1), VA(~ri) and VB(~ri) are potentials on A
or B atoms at site i due to the surface at z = 0. The relative strength of these
potentials and the AB surface tension determines whether the surface is completely
wet (CW) or partially wet (PW) in equilibrium.
The correct description of microscopic detail is not relevant here. We will use the
Hamiltonian in eq. (1) to motivate reasonable coarse-grained models, whose validity
is substantially greater than the ‘derivation’ suggests. Therefore, we simplify the
Hamiltonian by assuming that there are only nearest-neighbor interactions. Fur-
ther, these are taken to be independent of i and j, except when they both lie in the
surface layer. The surface potential usually depends only on the distance from the
surface. In experiments, one can have both short-ranged potentials [V (z) ∼ δ(z) or
V (z) ∼ exp(−z/z0)] and long-ranged potentials [V (z) ∼ z−n]. There are significant
differences between wetting by short- and long-ranged potentials [10].
The semi-infinite Ising Hamiltonian corresponding to eq. (1) is obtained by in-
troducing the spin variables Si = 2nAi − 1 = 1− 2nBi as follows:
H = −
∑
〈ij〉
JijSiSj −H
N∑
i=1
Si −H1
∑
iz=0
Si
+
∑
iz 6=0
V (zi)Si +H0, Si = ±1, (2)
where 〈ij〉 denotes a sum over nearest-neighbor pairs. The subscript iz = 0 denotes
sites i lying in the surface layer, and H0 is a constant. The interaction Jij is
Jij = J =
EAA + EBB − 2EAB
4
, i or j not in surface,
= Js =
EAAs + E
BB
s − 2EABs
4
, i, j both in surface, (3)
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where the subscript s refers to the surface. The bulk ‘magnetic field’ H is
H =
q
4
(
EAA − EBB) , (4)
where q is the coordination number of a site. It is irrelevant in a fixed-magnetization
ensemble. For sites in the surface layer, the magnetic field (for a cubic lattice) is
H +H1 =
q − 2
4
(
EAAs − EBBs
)
+
1
4
(
EAA − EBB)− 1
2
[VA(0)− VB(0)] .
(5)
Finally, we identify the potential as V (zi) = [VA(zi) − VB(zi)]/2. Notice that
we have absorbed the potential contribution at the surface into the definition of
H1. The surface field H1 and the potential term are responsible for both surface
enrichment and wetting phenomena in mixtures [9–12]. The generalization of the
Hamiltonian in eq. (2) to any other geometry is obvious. For example, in a d = 2
film of thickness D, the RHS of eq. (2) would contain additional terms arising from
the introduction of a surface at z = D.
We conclude this discussion by formulating the free-energy functional corre-
sponding to the Hamiltonian in eq. (2). We introduce the space-dependent order
parameter ψ(~ri) = 〈Si〉. Then, the free energy can be obtained by identifying
ψ(~rj) = ψ(~ri + ~rj − ~ri), and Taylor-expanding around ~ri:
F [ψ] = H−TS '
∫
d~r
[
−1
2
kB(Tc−T )ψ2+ kBT12 ψ
4+
J
2
(~∇ψ)2+V (z)ψ
]
+
∫
d~ρ
{
−1
2
[(q−2)Js+J−kBT ]ψ(~ρ, 0)2−H1ψ(~ρ, 0)
+
Js
2
[~∇‖ψ(~ρ, 0)]2 − J2 ψ(~ρ, 0)
∂ψ
∂z
∣∣∣∣
z=0
}
. (6)
Here, we have identified ~r = (~ρ, z), where ~ρ are the coordinates parallel to the
surface, and z is perpendicular to the surface. The first term on the RHS of eq. (6)
corresponds to the usual bulk energy, supplemented by a surface potential term.
The bulk critical temperature is identified as kBTc = qJ . The second term is
the surface contribution. The term ∂ψ/∂z|z=0 appears because of the missing
neighbors for z < 0. The expansion which results in eq. (6) is only justifiable near
criticality, where the order-parameter amplitude is small. However, we will also
use this coarse-grained free energy far from criticality, and show that it successfully
describes experimental phenomenology.
2.2 Coarse-grained dynamical model
A microscopic model for SDSD is obtained by associating spin-exchange kinetics
with the Ising Hamiltonian in eq. (2). However, the corresponding continuum
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model is more amenable to theoretical analysis. Binder and Frisch [13] used a
master-equation approach to obtain a coarse-grained equivalent of the kinetic Ising
model for a delta-function surface potential. This approach was modified by Puri
and Binder [14], who explicitly incorporated a no-flux boundary condition into the
model. The Puri–Binder model was the first successful coarse-grained model for
SDSD. Here, we motivate it directly from the free-energy functional in eq. (6).
The bulk order-parameter equation is obtained from the continuity equation for
the composition field ψ(~r, t). The resultant model is
∂
∂t
ψ(~r, t) = −~∇ · ~J(~r, t)
= ~∇ · {D~∇µ(~r, t) + ~θ(~r, t)} = ~∇ ·
{
D~∇
(
δF
δψ
)
+ ~θ(~r, t)
}
= ~∇ ·
{
D~∇
[
−kB(Tc − T )ψ + kBT3 ψ
3 − J∇2ψ + V (z)
]
+~θ
}
.
(7)
The quantities ~J and µ in eq. (7) denote the current and chemical-potential differ-
ence between A and B, respectively; and D is the diffusion coefficient. This model is
known as the Cahn–Hilliard–Cook (CHC) equation or Model B [15]. The Gaussian
noise term has zero average and obeys the fluctuation–dissipation relation:
θi(~r ′, t′)θj(~r ′′, t′′) = 2DkBTδijδ(~r ′ − ~r ′′)δ(t′ − t′′). (8)
The surface order parameter rapidly relaxes to its equilibrium value and is not
conserved. We assume a nonconserved (or Model A [15]) kinetics for ψ(~ρ, 0, t):
λ−1
∂
∂t
ψ(~ρ, 0, t) = − δF
δψ(~ρ, 0, t)
= [(q − 2)Js + J − kBT ]ψ + J2
∂ψ
∂z
∣∣∣∣
z=0
+H1, (9)
where λ−1 sets the time-scale. The lateral-diffusion term has been neglected as
the order parameter rapidly homogenizes at the surface. Finally, we implement a
no-flux condition at z = 0, viz.,
0 =
{
D
∂
∂z
[
kB(Tc − T )ψ − kBT3 ψ
3 + J∇2ψ − V (z)
]
− θz
}
z=0
. (10)
We will subsequently present results obtained for T < Tc from a dimensionless
version of this model, which is as follows [6, 8]:
∂
∂t
ψ(~r, t) = ~∇ ·
{
~∇
[
−ψ + ψ3 − 1
2
∇2ψ + V (z)
]
+ ~θ
}
, (11)
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where
θi(~r ′, t′)θj(~r ′′, t′′) = 2²δijδ(~r ′ − ~r ′′)δ(t′ − t′′),
² =
1
3
(
Tc
T
− 1
)−2
ξ−db , (12)
ξb(= [q (1− T/Tc) /2]−1/2) being the bulk correlation length. The dimensionless
boundary conditions are
τ0
∂
∂t
ψ(~ρ, 0, t) = h1 + gψ + γ
∂ψ
∂z
∣∣∣∣
z=0
, (13)
0 =
{
∂
∂z
[
−ψ + ψ3 − 1
2
∇2ψ + V (z)
]
+ θz
}
z=0
, (14)
where τ0, h1, g, γ are parameters. Equation (13) rapidly relaxes the surface value of
the order parameter to its equilibrium value, and will be replaced by its static ver-
sion (τ0 = 0) subsequently. In general, the potential and the parameters ², h1, g, γ
determine the equilibrium phase diagram of the surface [6, 16,17].
The above model describes the case where segregation is driven by diffusion.
However, many experiments on SDSD involve fluid mixtures, where hydrodynamic
effects play an important role [18]. As in the diffusive case, one can study micro-
scopic models, e.g., molecular dynamics (MD) simulations of mixtures near surfaces.
Alternatively, one can study coarse-grained models like Model H at a surface [19].
The boundary conditions on the order-parameter field are similar to those described
above. However, these must be supplemented with boundary conditions on the ve-
locity field, e.g., the velocity vanishes at the surface.
3. Analytical and numerical results
3.1 Wetting for critical quenches (ψ0 = 0)
Next, we discuss the kinetics of wetting, and phase separation in the vicinity of
the wetting layer. We have used the above model to study SDSD for a wide range
of mixture compositions [20], and potentials [21]: V (z) = −V0, z ≤ 1;V (z) =
−V0/zn, z > 1. Here, the cut-off is chosen to avoid the singularity at z = 0. Such
power-law potentials are common in the context of surface-molecule interactions,
e.g., n = κ − d, with κ = 6 and 7 corresponds to cases with non-retarded and
retarded van der Waals’ interactions, respectively [22]. For simplicity, we focus on
the case with EAA = EBB and EAAs = E
BB
s in eq. (5), so that h1 = −V (0) = V0.
Figure 1 shows a snapshot for a critical mixture (with average order parameter
ψ0 = 0) evolving from a disordered initial condition. The parameters are such
that the surface (at z = 0) is completely wetted by the component A. The surface
exhibits a layered morphology, i.e., wetting layer followed by depletion layer, etc.
This morphology is time-dependent and propagates into the bulk. The RHS of
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Figure 1. Snapshot at t = 24000 (frame on LHS) for an unstable AB
mixture evolving from a disordered initial condition with ψ0 = 0. The
picture is obtained from an Euler-discretized version of eqs (11)–(14) (with
∆x = 1,∆t = 0.03) on a d = 2 square lattice of size 400× 300. The surface is
at z = 0 and attracts A (with ψ > 0, marked in black) with a power-law po-
tential V (z) = −0.8/z4. The other parameters are τ0 = 0, g = −0.4, γ = 0.4,
corresponding to complete wetting in equilibrium. The noise amplitude is
² = 0.041, which corresponds to a deep quench with T ' 0.22Tc. The frame
on the RHS shows laterally averaged profiles at t = 60, 240, 2400, 24000 for
this evolution.
figure 1 shows the laterally averaged profiles, ψav(z, t) vs. z, for the evolution. These
are obtained by averaging ψ(x, z, t) along the x-direction for a typical evolution,
and also averaging over independent runs. This is the numerical counterpart of the
lateral-averaging which yields experimental density-depth profiles [4, 5] – these are
comparable to the RHS of figure 1. The averaging yields ψav(z, t) ' ψ0 = 0 in
the bulk, where the phase-separation profiles are randomly oriented. However, a
systematic behavior is seen at the surface. The wetting profiles are characterized
by the zero-crossings of ψav(z, t) − ψ0. We denote the first and second zeros as
R1(t) and R2(t), respectively, and will study them in detail here.
Apart from the wetting-layer kinetics, it is also relevant to quantify the nature of
domain growth in the vicinity of the wetting layer. Puri et al [14, 21] have studied
z-dependent correlation functions for a critical quench and a range of surface poten-
tials. Their studies support the following picture. Domains near the wetting layer
are characterized by two length scales L‖(z, t), L⊥(z, t) ∼ t1/3, with L‖ > L⊥ (see
figure 1). The length scale parallel to the surface is larger because of the orienta-
tional effect of the layered morphology at the surface. However, the enhancement is
only in the prefactor of the growth law. Furthermore, these length scales cross over
to diffusive growth (L‖(z, t) ∼ t1/2) as the domains are absorbed into the wetting
layer which propagates into the bulk.
Next, we develop a theory for the growth kinetics of the wetting layer. It is
experimentally relevant to do this for mixtures with arbitrary composition. We
first consider the case where the wetting component is the minority component.
3.2 Wetting by the minority component (ψ0 < 0)
Figure 2 shows an evolution snapshot for SDSD with ψ0 = −0.4, corresponding to
a mixture with 30% A (the preferred component) and 70% B. The bulk (large z) is
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Figure 2. Analogous to figure 1, but for ψ0 = −0.4.
Figure 3. Analogous to figure 1, but for ψ0 = −0.8.
characterized by the usual droplet morphology for off-critical phase separation [23].
As in figure 1, there is a wetting layer of the preferred component at the surface,
which is followed by a depletion layer. The evolution of the laterally averaged
profiles is shown on the RHS of figure 2.
Next, consider the evolution of an extremely off-critical case (ψ0 = −0.8 or 10%
A and 90% B) in figure 3. In this case, the thermal fluctuations are not sufficient
to nucleate an A-rich droplet on the time-scale of our Langevin simulation. Thus,
there is no bulk phase separation but there is a rapid growth of the wetting layer
at the surface. The RHS of figure 3 shows the laterally averaged profiles. The
behavior is qualitatively different from that for ψ0 = 0,−0.4, due to the absence
of bulk phase separation. The A-rich wetting layer is followed by a layer which is
moderately depleted in A, and extends deep into the bulk.
First, consider the case where the bulk undergoes phase separation (as in figures 1
and 2). The thickness of the depletion layer is h(t) = R2(t)−R1(t). The growth of
the wetting layer is driven by two factors: (a) The surface-potential gradient drives
A to the wetting layer with a current −V ′(R1). (b) The intrinsic chemical potential
µ (due to local curvature) is higher on the curved surface of bulk A-rich droplets
than on the flat wetting layer. We have ∆µ ∼ σ/L, where L(t) is the bulk domain
size, and σ is the surface tension. The corresponding current contribution at the
wetting layer is −σ/(Lh).
Thus the A-current in the z-direction is Jz ' −V ′(R1) − σ/(Lh). To estimate
h(t) in terms of R1(t), we assume that the wetting and depletion layers have an
overall composition of ψ0. Then
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R2(t) ' 21 + ψ0R1(t), h(t) '
1− ψ0
1 + ψ0
R1(t). (15)
The validity of eq. (15) has been confirmed by Puri and Binder [20].
For the case of a power-law potential, we have
dR1
dt
= −Jz ' nh1
Rn+11
+
σ
LR1
(
1 + ψ0
1− ψ0
)
. (16)
The bulk length scale obeys the Lifshitz–Slyozov (LS) law L(t) = f(ψ0)(σt)1/3,
where f(ψ0) is known analytically for |ψ0| → 1 [1], but only numerically for other
values of ψ0 [23]. The first term on the RHS of eq. (16) is dominant at early times
(for n > 1) and the second term is dominant at late times. Thus
R1(t) ∼ (h1t)1/(n+2), t¿ tc,
∼
√
(1 + ψ0)
f(ψ0)(1− ψ0) (σt)
1/3, tÀ tc. (17)
The cross-over between the potential-dependent growth regime and the univer-
sal regime (R1 ∼ t1/3) can be extremely delayed, depending on the parameters
and mixture composition. This explains the diverse growth exponents reported
by various experiments and simulations. Figure 4a plots ln[R1(t)] vs. ln t for
ψ0 = 0,−0.2,−0.4,−0.6 with V (z) ∼ z−4, and illustrates this cross-over behav-
ior.
We separately discuss the cases of the power-law potential with n = 1; and the
short-ranged potential V (z) = −V0 exp(−z/z0). For V (z) ∼ −z−1, both terms
on the RHS of eq. (16) are comparable and the growth law is always the LS law,
R1(t) ∼ t1/3. On the other hand, the short-ranged potential yields a logarithmic
early-time growth, R1(t) ∼ z0 ln(h1t/z20), which rapidly crosses over to the universal
LS growth law. However, thermal fluctuations may interfere with the observation
of the logarithmic growth regime [24].
Finally, consider the case of far-off-critical quenches (ψ0 ¿ 0), as in figure 3.
Here, there are no bulk droplets to feed the wetting layer. Thus, the chemical
potential in the bulk is the uniform value µ0 = ψ30−ψ0. The current to the wetting
layer is −µ0/h, where h(t) is the scale on which the order parameter saturates to
its bulk value (see figure 3). We neglect lateral fluctuations and assume a simple
form (motivated by the solution of the linearized model [25]) for ψ(z, t) as follows:
ψ(z, t) ' 1, z < R1(t),
' ψ0 −B0e−(z−R1)/h, z > R1(t), (18)
where B0 is a parameter. The composition constraint yields h(t) ' (1− ψ0)R1(t)/
B0. Thus, eq. (16) is modified as
dR1
dt
' nh1
Rn+11
+
µ0B0
1− ψ0
1
R1
=
nh1
Rn+11
+
|ψ0|(1 + ψ0)B0
R1
. (19)
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Figure 4. (a) Plot of ln[R1(t)] vs. ln t for mixtures with ψ0 = 0,−0.2,−0.4,
−0.6. The straight lines have slopes 1/6 and 1/3, respectively. The expo-
nent φ = 1/6 corresponds to potential-dependent growth for the power-law
potential with n = 4. (b) Plot of lnR1 vs. ln t for a far-off-critical case with
ψ0 = −0.8. The straight line has a slope of 1/2.
The corresponding growth regimes in this case are (for any value of n)
R1(t) ∼ (h1t)1/(n+2), t¿ tc,
∼ [|ψ0|(1 + ψ0)B0]1/2 t1/2, tÀ tc. (20)
Figure 4b shows data for ln[R1(t)] vs. ln t for ψ0 = −0.8, illustrating the asymp-
totically diffusive growth of the wetting layer. For a short-ranged surface potential,
the initial growth regime is logarithmic, as before.
3.3 Wetting by the majority component (ψ0 > 0)
We have also investigated the case with ψ0 > 0, so that the majority component
wets the surface. For brevity, we do not show detailed results here, and confine
ourselves to a brief discussion of the coarsening scenario [20]. In this case, the bulk
droplets are of the non-wetting component B. A thin wetting layer is formed and
grows very slowly. The depletion layer that forms adjacent to the wetting layer is
hardly apparent in this case.
It is somewhat counter-intuitive that the wetting layer grows so slowly when
the majority component wets the surface. This is because the bulk droplets now
compete with (rather than feed) the wetting layer for the preferred component A,
as the intrinsic chemical potential for A is lower on the surface of the drops. Thus,
the intrinsic chemical-potential gradient actually drives A into the bulk [20].
The far-off-critical case (with ψ0 À 0) is analogous to surface enrichment kinetics
seen for T > Tc [25]. Of course, this assumes that there is no nucleation of droplets
over extended time-scales. If droplets are nucleated, the scenario described above
is applicable again.
4. Phase separation in a confined geometry
So far, we have described modeling and results for semi-infinite systems. The mod-
eling of phase separation in confined geometries is a straightforward generalization.
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Figure 5. Phase-separation kinetics in cylindrical samples of steel mixtures
of ferrite (δ) and austenite (γ) phases. The δ-phase wets the open surface.
Thus, for a thin film of thickness D, we impose the boundary conditions in eqs (13),
(14) at z = D with an appropriate surface potential [26]. The dynamical behavior
is now much richer due to the interaction of SDSD waves originating from different
surfaces. We discuss two recent works in this context.
4.1 Experiments on SDSD in cylindrical samples of steel mixtures
Aichmayer et al [27] have reported the first observation of SDSD in solid mixtures of
ferrite (δ, bcc) and austenite (γ, fcc) stainless steels. These mixtures were prepared
as cylindrical specimens with diameter 10 mm, and were quenched into the two-
phase (δ + γ) region of the phase diagram. The δ-phase is preferentially driven to
the surface due to (a) the atmosphere around the samples; and (b) the presence
of long-ranged strain fields. Figure 5 shows the evolution of the unstable mixture.
An enriched layer of the ferrite phase forms at the surface, followed by a depletion
layer and then the bulk region. This is analogous to figures 1 and 2. The SDSD
profiles propagate into the bulk, resulting in a macroscopic segregated state, which
is dictated by the composition of the mixture.
Aichmayer et al also undertook Langevin simulations of the SDSD model in
eqs (11)–(14) in a cylindrical geometry. Their numerical results replicate the evo-
lution seen in figure 5 at both the pictorial and quantitative levels.
4.2 SDSD in a thin-film geometry
In a recent work, Das et al [28] have undertaken Langevin and MD studies of phase
separation of AB mixtures in thin films. They consider symmetric or antisymmet-
ric films, where the two surfaces (at z = 0, D) preferentially attract the same or
different components of the mixture. As stated earlier, depending on the surface
potentials, the equilibrium state is either CW or PW [29].
Das et al have obtained a quantitative understanding of the pathways of segrega-
tion in both the diffusive and hydrodynamic cases. Here, we only show representa-
tive results from their studies. Figure 6 shows evolution pictures from a disordered
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Figure 6. Phase-separation kinetics in d = 3 thin films of thickness D = 10.
The simulation details (apart from the potential) are the same as for figure 1,
and the system size is 5122 × 10. (a) Evolution for the symmetric case with
potential V (z) = −0.1[(z + 1)−3 + (D + 1 − z)−3], z ∈ [0, D]. (b) Evolution
for the antisymmetric case with V (z) = −0.05[(z + 1)−3 − (D + 1− z)−3].
initial condition in the diffusive case. The parameters are chosen so that the surfaces
are PW in equilibrium. The frames on the LHS show a symmetric film withD = 10.
The equilibrium state is PW, but the rapid kinetics of surface enrichment results
in a metastable CW state. This metastable state can be long-lived, depending
on the proximity to the PW/CW line in the phase diagram. The CW state is
finally broken up by fluctuations, and coarsening proceeds by the lateral diffusion
of symmetric plugs. The frames on the RHS show the corresponding evolution
for an antisymmetric film with D = 10. In this case, the coarsening plugs are
cone-shaped due to the different contact angles on the two surfaces.
5. Conclusion
We conclude this paper with a brief summary and discussion of the results presented
here. The presence of wetting surfaces has a strong effect on phase-separating binary
mixtures. In particular, the interplay of wetting and segregation kinetics gives rise
to a diverse range of novel and technologically relevant phenomena. This problem
is usually referred to as surface-directed spinodal decomposition (SDSD).
In this paper, we have reviewed modeling and results for SDSD. We first focus
on the case of a semi-infinite geometry, and clarify the kinetics of wetting-layer
growth for arbitrary surface potentials and mixture compositions. The model for
the semi-infinite system is readily adapted to the case of a confined geometry. Novel
dynamical effects arise in confined systems due to the interaction of SDSD waves
originating from different surfaces. Due to paucity of space, we have focused on
specific features of SDSD here. However, there are many fascinating aspects of this
problem, and it continues to be of great experimental and theoretical interest.
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