The dynamics of learning from examples in the K = 3 nonoverlapping committee machine with single presentation of examples is studied. The optimal algorithm, in the sense of mean generalization, is obtained from a variational analysis of the di erential equations which describe the dynamics. The agreement of the theoretical predictions and the results of numerical simulations is excellent. The optimized dynamics has the extra advantage with respect to the nonoptimized cases in that it uncouples the differential equations which describe the evolution of the relevant parameters, i.e. the student-teacher overlap and the norm of the student synaptic vector. This in turn translates into the possibility of constructing useful practical optimized on-line algorithms which work optimally even in the absence of knowledge of the probability distribution of examples. For the optimal algorithm the generalization error decays as 0:88 ?1 , the same nominal error as for the simple perceptron with optimized dynamics.
Introduction
The application of the methods of Statistical Mechanics to the study of learning and generalization in perceptrons with no hidden units has yielded a wealth of results which lead in a natural way to the study of more realistic and complex nets. The feedforward nets with a layer of hidden units connected through xed weights to the output layer have been the natural candidates to continue the study of Neural Networks.
The supervised learning process can typically be casted as a problem of minimizing some energy function constructed from a set of examples. This minimization leads naturally to a learning dynamics. If this minimization is performed in the presence of noise then the problem is that of Statistical Mechanics at nite temperature. Thus the learning algorithms describe a sequence of steps which tend to minimize a free energy. In the iterated form, these algorithms extract all the information contained in the a priori given energy function. From a practical point of view, this might be a computationally expensive operation. For the perceptron with no hidden units it has been shown that if the dynamics is properly chosen, then the rst step of the minimization leads to an asymptotic decay of the generalization errors that is almost as good as the exhaustive iterated learning. For example, the generalization error in the case of the boolean perceptron with real weights decays as 0:88 ?1 , compared to the bayesian bound of Opper and Haussler 11] of 0:44 ?1 . In the case of learning by queries, by judiciously choosing the energy function, the error can be made to decay exponentially fast 6].
The main point of the above discussion is that by correctly choosing the dynamics, the computational e ort of learning can be drastically reduced. The on-line learning by single presentation of examples, which has been lately studied by several authors 9]-7]-4]-1], can thus lead to very e cient learning algorithms. In the case of nets which are not very useful in real life applications this might not be very important. This is not the case for nets with hidden units, where any reduction in the training times or improvement of performance will certainly be welcomed, and which are applicable in a large number of real problems.
The object of this paper is to study the single presentation of examples algorithms that lead to the best possible generalization (in the mean) in the committee machine with nonoverlapping architecture. The method generalizes to nets with hidden units that of reference 7] .
In section 2 the model is presented, an expression for the generalization error as a function of the overlaps is obtained and the equations governing the evolution of the order parameters for a general algorithm are deduced. In section 3 we obtain the optimal weight function through a variational argument. This leads to an algorithm which belongs to the class of the \expected stability " algorithms 7]. In section 4 the theoretical results, obtained by numerical integration of the evolution equations are compared to the results of numerical simulations. Section 5 contains some concluding remarks.
The Generalization Error and the Learning Dynamics
Since we are interested in the problem of generalization or rule extraction within the framework of supervised learning, we build a learning set with the help of a teacher network 2]-3], which for simplicity we take to have the same architecture as the student net.
The K nonoverlapping committee we deal with is a set of K independent boolean perceptrons or branches with N=K inputs units each. The notation we use is such that every N-dimensional vectorṼ can be thought of as K branch-vectors V = (V 1 ; : : : ; V K ). We will restrict ourselves to the K = 3 case.
The learning set is a set of P pairs f(S; B )g whereS = (S 1 ; S 2 ; S 3 ) with S kj = 1, k = 1; 2; 3, j = 1; : : : ; N=3 and B is the teacher output (see equation (1) 
where B P 3 k=1 Bk . The student net is de ned by a vector of real connectionsJ and an output J = sign(H) ; (2) where H = P 3 k=1 Jk , Jk = sign(h k ) and h k =h k =J k J k :S k =jJ k j. The aim of training the net is to obtainJ, using information from the learning set, such that J is near in some sense to B . The meaning of \near" here is in the sense of generalization, that is, we should ndJ which maximizes the probability of B = J upon the presentation of a random input vector, uncorrelated with the learning set. That probability is called the generalization ability (g) and its complement is called the generalization error (e g ).
We deduce now the generalization error as a function of the overlaps k = 
This result expresses the geometrical relation between the generalization error and the overlaps. The evolution of the overlaps during the learning process is obtained from the learning algorithm prescription of how the synaptic weights are modi ed upon presentation of a new example, which we take as the most general linear and synchronous dynamics:
where F k ( ) de nes the algorithm and k ( ) just rescales the norm of J k . In the N ! 1 limit we have the following equations
where = =N is the number of presented patterns per adjustable network weight. Averaging over random examples and taking the mean values k and J k as aproximations (which will turn out to be very good) for k ( ) and J k ( ) we get the mean evolution equations
where D stands for the measure over random patterns. The dynamics is described by 2K = 6 variables 1 , 2 , 3 , J 1 , J 2 , J 3 and by the initial conditions. The optimization procedure of the next section will uncouple the set from the J set, leading not only to better performance but also to a simpler to analyze dynamics.
Dynamics Optimization
From equations (5) and (4) it can be seen that minimization of e g is obtained by maximizing the increase in the overlaps k 's for each newly presented example. A simple variational method applied to equation (7) leads to the optimal weight F k , given by
where the index will be dropped for simplicity. However, the values of fb j g are not known. De ne a new weightF k in which the unaccessible variable b k is replaced for some unknown function f k which may depend on anything but the b j 's, i.e.
InsertingF k into equation (7) we get We have thus obtained the accessible optimal weight
The meaning of this result is clear. The optimal weight that should be attached to a new example depends on b k (equation (9)). This, however, doesn't comply with the rules of the game and the next best thing that can be done is to replace b k by the expected value hb k i k . Another point that might be raised is that the overlaps k 's are not accessible either. There are several ways out of this problem. The rst and most obvious one is to obtain the value of k ( ) by integration of the evolution di erential equations. This leads to mean eld type lowerbounds on the generalization error. A second way out of the -problem has been suggested for single layer perceptrons 8], where a selfadaptive algorithm estimates the value of from a measure of the performance on the last few examples. We will now see that the optimization procedure will grant the possibility of a third solution, much more elegant and appealing than the previous two, specially from the point of view of applications. It is important to stress the fact that in equation (11) the dependence of the weight function on the distribution of examples cancels out, leaving us with an optimal weight function independent of how the examples are chosen. The e ect of such choice will a ect only the speed of learning but not the optimal learning algorithm.
In the special case where the examples are independent identical uniformly distributed random variables, and for the nonoverlapping architecture which allows for branch factorization, we have P (fb k ; h k g) = where is the Kronecker delta function. Inserting result (19) in the mean evolution equation (7), we see that the optimization procedure left the 1 (23) so that, as can be seen from equations (21) and (23),
where c is a constant and we can self-consistently choose c = 1, since k enters the J k dynamics (23). Such a choice leaves these two equations uncoupled and, what is even more interesting, identical. That means that, in the mean,
as long as J k (0) = k (0).
Theoretical results and simulations
The branch permutation symmetry displayed by the set of di erential equations (7) or (21) k and in this case the value of J k in each step is measured and used. The fact that both simulations give rise to identical results, within error bars, shows that the last algorithm is immune to the uctuations in the values of J k . In this form we have a perfectly well de ned and applicable algorithm. 
This is exactly the same nominal error of the expected stability algorithm for the perceptron with no hidden layers.
Conclusions
The analysis of the optimal weight function (19) yields some very interesting results. This analysis is based on the interpretation of the weight function as a measure of the information value as judged from the previous experience acquired during the learning process. Two elements govern the behaviour of the weight function. In the rst place, it depends on the the error of generalization through its dependence on the k 's. This means that the synaptic couplings will be changed di erently depending on whether the net is in an advanced stage of learning or just beginning. These remarks are the basis of the construction of a self adaptive algorithm. Figure 2 shows the weight function dependence on the branch stability 1 in the special case where 2 = ?3 and 3 = 3, for di erent learning stages as parametrized by the overlaps k . Note the evolution of F 1 from a at, pure pseudo-Hebbian (i.e. constant) weight at the beginning of the process to a highly structured function of the stability 1 Notice that if a given branch-variable y k is positive that branch gives a contribution which agrees with the teacher output. In general if the internal representation agrees with the teacher then no major change in the synaptic couplings is performed. However, and specially when the other two branches disagree (either between themselves or with the teacher), the cases with y 1 < 0 lead to recognizing a surprise and thus performing a major synaptic change. However, if y 1 gets to be even more negative than y 2 and y 3 , then the increased con dence on being correct, although with J1 = ? B , leads to a decrease in the weight function as if this meant that the blame for a wrong classi cation lies somewhere on the other branches.
A nal point that deserves to be mentioned is the fact that as in all the optimized on-line dynamics for spherical perceptrons, the energy function per example is related to the conditional probability E = ? 2 ln P ( B jfh j g) :
In conclusion the study of the learning dynamics of a net with three hidden units has led to algorithms that can be used in a practical learning task where this architecture is suited. The uncoupling of the and J variables due to the optimization procedure rids the algorithm from unknown parameters and yields a weight function that can be evaluated with the available information. 
