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ABSTRACT
Numerical modelling is an essential approach to understanding the behavior of thermal plasmas in
various industrial applications. We propose a deep learning method for solving the partial differential
equations in thermal plasma models. In this method a deep feed-forward neural network is constructed
to surrogate the solution of the model. A loss function is designed to measure the discrepancy between
the neural network and the equations describing thermal plasmas. A good neural network is obtained
by minimizing this loss function. We demonstrate the power of this deep learning method by solving
a 1-D arc decaying model which is consist of three cases: stationary arc, transient arc without
considering radial velocity, and transient arc with radial velocity respectively. The results show that
the deep neural networks have excellent ability to express the differential equations describing thermal
plasmas. This could bring us a new and prospective numerical tool for thermal plasma modelling.
Keywords Deep learning · thermal plasma simulation · arc plasam modelling · deep neural networks · partial
differential equations
1 Introduction
Thermal plasmas are partially or strongly ionized gases which are usually produced by electric arcs, RF discharges,
microwave discharges, and laser induced plasmas [1]. There are a lot of industrial applications relating to thermal
plasmas, such as arc welding, arc lighting, circuit interruption, plasma cutting, plasma spraying, mineral processing,
nanoparticle production, and waste treatment [2]. In order to well understand thermal plasmas, numerical modelling
is commonly used as an essential tool to predict the properties of thermal plasmas in the above applications. For
example, the computational fluid dynamics (CFD) modelling can help those who are studying and developing gas-blast
circuit breakers [3, 4, 5] and arc welding processes [6, 7, 8] to understand the flow features of interrupting arc and
optimize import welding parameters respectively. The basic equations describing the behavior of thermal plasmas
are conservation or continuity equations and Maxwell’s equations [9]. The former includes the equations of mass
continuity, momentum conservation, and energy conservation, which are similar to those used in conventional fluid
dynamics. The latter is used to describe the flow of charge. Furthermore, in some cases such as high-velocity plasma
jet and supersonic nozzle in high-voltage circuit breakers, extra equations are needed to describe the turbulence in
thermal plasmas [9, 10]. All these equations are partial differential equations (PDEs) which are solved numerically
with defined initial and boundary conditions by the finite element method (FEM) or the finite volume method (FVM).
In the practical applications, FVM is much more widely used than FEM for thermal plasma simulation. In order to
describe thermal plasmas e.g. the compressive plasma flow with shock waves as accurately as possible, the sophisticated
meshing techniques should be applied to computational domain. Even so, the FEM or FVM solvers do not always give
us reasonable results because of convergence problem.
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With the development of artificial intelligence and machine learning in the last decades, we nowadays have a
new powerful tool for solving differential equations via deep learning in form of deep neural networks (DNNs)
[11, 12, 13, 14]. DNNs can be used as a black box method to approximate a physical system, which is called physics-
informed neural networks by some researchers [14, 15]. The philosophy of learning differential equations through
neural networks is not a new idea [16, 17] but recent experience has shown that deep networks with many layers seem
to do a surprisingly good job in modeling complicated datasets [11]. The key step of deep learning-based method for
solving differential equations is to constrain a neural network which can minimizes the residual of the corresponding
differential equations. Solving differential equations is therefore reduced to solving optimization problems. Although
we still cannot well explain the effectiveness of neural networks, the universal approximation theorems tell us that
hidden-layer neural networks can approximate a wide class of functions on compact subsets [11]. Compared with the
traditional mesh-based methods e.g. FEM and FVM, the deep learning-based method is a mesh-free approach which
could break the curse of dimensionality [15].
The rest of the paper is organized as follows. In Section 2, we describe in detail a general deep learning-based
algorithm for solving partial differential equations in thermal plasma models. In Section 3, we demonstrate the power
of this algorithm by solving a 1-D arc decaying model with three cases: stationary arc, transient arc without considering
radial velocity, and transient arc with radial velocity respectively. Lastly a short summary is presented in Section 4.
2 Methodology
In this work we propose a deep learning method for thermal plasma modelling by taking advantages of recent
developments in artificial intelligence, such as automatic differentiation and acceleration of graphics processing unit
(GPU). Since the equations used to describe thermal plasmas are partial differential equations defined on spatio-temporal
domain Ω, we consider the following general PDE parameterized by λ for the solution u(t,x) with x = (x, y, z).
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With boundary and initial conditions defined on ∂Ω
B(u, t,x) = 0, I(u,x) = 0 (2)
Where the parameters λ represent thermal plasma properties, e.g. mass density, specific heat, electrical conductivity,
thermal conductivity, and viscosity. They are always temperature and pressure dependent. The meaning of solution u
depends on the type of equations. For example, u stands for velocity and pressure in momentum conservation equations
and temperature in energy conservation equation.
As illustrated in Figure 1, in order to solve the equation (1), we construct a feed-forward neural network uˆ(t,x, θ)
with parameters θ as the surrogate of u(t,x). This network takes t and x as input, and outputs the predicted solution
of u. The parameters θ are the set of weights in the neural network, which are initialized randomly or using some
specific techniques e.g. Xavier initialization method [18] before the training of the neural network. Definitely, the neural
network uˆ(t,x, θ) in the initial stage does not satisfy the differential equation (1) and boundary and initial conditions
(2). In order to restrict uˆ(t,x, θ) to satisfy these constraints, we construct a loss function L(θ) as follows to measure
the discrepancy between uˆ(t,x, θ) and the constraints.
L(θ) = Lf (θ) + LB(θ) + LI(θ) (3)
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LB(θ) = 1
NB
NB∑
i=0
F(B(uˆi, ti,xi)) (5)
LI(θ) = 1
NI
NI∑
i=0
F(I(uˆi,xi)) (6)
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Figure 1: Diagram of a deep neural network for thermal plasma modelling. A large multi-layer feed-forward neural
network is used to surrogate the solution of differential equations describing thermal plasmas. A smaller neural network
is used to express the plasma properties in the differential equations.
Where Nf , NB, and NI are the number of the scattered points we select in the corresponding computational domain
Ω and the boundary and initial domain ∂Ω. These points are called training data which can be selected randomly or
uniformly. All the partial derivatives in (4) - (6) are calculated by automatic differentiation during the training [14].
F(·) is the function for measuring residuals. All the previous works used L1 or L2 norm as F(·) [12, 13, 14]. In this
work we combine the advantages of L1 and L2 norm, and use Huber loss function as follows instead based on our
practical experience.
F(f(x)) =
{
1
2 (f(x))
2 for |f(x)| ≤ 0
δ |f(x)| − 12δ2 otherwise
(7)
Where δ is a controlling parameter which is set as 1 in this work.
For the parameter λ representing thermal plasma properties, it is difficult to take it into account directly as in the
previous works [12, 13, 14] because the thermodynamic, transport, and radiation properties of a thermal plasma are
usually given in a tabular form not in the explicit functional form. Moreover, these plasma properties are strongly
dependent of temperature and pressure i.e. uˆ in the neural network. As a result, we propose to use several pre-trained
small neural networks to express the relationship between uˆ and λ. This is similar to the commonly used regression
techniques.
Lastly, we need to search for good weights θ of the neural network by minimizing the loss function L(θ), which is
called “training” in deep learning. The well-known and widely used algorithm Adam [19] is used to accomplish this
non-convex optimization problem in this work.
3 Case study of 1-D arc modely
Next, we demonstrate the power of this deep learning-based method by solving 1-D arc decaying model as an example
which is consist of three cases: stationary arc, transient arc without considering radial velocity, and transient arc with
radial velocity respectively. All the works were implemented using the framework of PyTorch which is an open source
and popular machine learning library developed by Facebook’s AI Research lab (FAIR) [20].
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Figure 2: Prediction of arc temperature distribution of Ar, N2, CO2, and SF6 arc plasmas at ambient pressure (I = 200A,
R = 10mm) via deep learning neural networks with comparison of the exact results by a high-order BVP solver.
3.1 Case 1: stationary arc
In the first case, we construct a 6-hidden-layer deep neural network with 50 neurons per layer to solve the Elenbaas-Heller
equation which describes the radial temperature distribution of a steady arc in a cylindrical column [21, 22].
1
r
∂
∂r
(rκ
∂T
∂r
) + σ
I2
g2
− Erad = 0 (8)
g =
∫ R
0
2pirσ dr (9)
Where r is the radial distance, T the arc temperature, σ the electrical conductivity, κ the thermal conductivity, I
the current, g the arc conductance, Erad the energy loss due to radiation, and R the radius of the arc. The radiation
energy loss is described by the net emission model [23] in this work. For the boundary conditions, the zero gradient of
temperature i.e. ∂T/∂r = 0 and the constant temperature (2000 K in this work) are used at the symmetry (r = 0) and
the wall (r = R) respectively.
Since the electrical conductivity, thermal conductivity, and the net emission coefficients in the radiation model are all
dependent of arc temperature, we use 6-hidden-layer deep neural networks with 20 neurons per layer to fit the functional
relationship between temperature and these plasma properties. All the source data are compiled from our previous
works [24, 25, 26]. The integral in (9) is calculated by the Gauss-Legendre quadrature. The hyperbolic tangent function
is used as activation functions in all the neural networks. 500 points are sampled uniformly along the arc radius as
training data. The learning rate is set to be 10−4 during the whole training. The Elenbaas-Heller equation is generally
difficult to solve analytically because of the strong nonlinear characteristics of the electrical conductivity [21]. In order
to validate the results by the deep learning, we also solve the solution as the exact results by a high-order boundary
value problem (BVP) solver [27]. The comparison is shown in Figure 2. As can be seen, the radial temperatures of Ar,
N2, CO2, and SF6 arc plasmas solved by deep neural networks agree very well with the exact results even in the domain
near the boundary wall in which the temperature gradients could be very large.
3.2 Case 2: transient arc without radial velocity
In the second case, we add a transient term in the equation which describes a decaying arc with time. This usually exists
in the extinguishing process of interrupting arc in gas-blast circuit breakers [24, 25].
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Figure 3: Prediction of the spatial and temporal distribution of arc temperature in transient SF6 arc plasma without
considering radial velocity at ambient pressure (R = 10mm, t: 0 ∼ 1000µs) via deep learning neural networks with
comparison of the exact results by an explicit method.
Where ρ and Cp are the mass density and the specific heat at constant pressure respectively. Both of them are also
temperature dependent and are also expressed by 6-hidden-layer deep neural networks with 20 neurons per layer as in
the first case. Due to the transient term, an initial condition is needed in addition to the boundary conditions in the first
case. We use the steady temperature profile obtained in the first case as the initial values of temperature. The current is
set to be zero after that (t > 0).
Also due to the transient term, a larger neural network than that in the first case is needed to surrogate the temperature
of transient arc. In this work, 6-hidden-layer deep neural network with 200 neurons per layer is used in solving the
equation 10. 200 points along the arc radius and 100 points along the temporal axis are sampled uniformly, which totally
results in 20000 training data (t,x) in the computational domain Ω. Also, 200 and 100 points are sampled uniformly
at both spatial and temporal boundary ∂Ω. All the other settings are consistent with the first case. In order to obtain
accurate results for comparison, we follow the work by Chervy et al. [28] and use an explicit method with very short
time step of 1 ns. Figure 3 presents the spatial and temporal distribution of arc temperature in SF6 arc plasma calculated
by the deep learning method. The radial temperature distributions at t = 100µs, 500µs and 900µs are compared with
the exact results by the explicit method. Obviously, the deep neural network yields very good results both in spatial and
temporal domain.
3.3 Case 3: transient arc with radial velocity
In the last case, we take into account the effect of radial velocity vr, which leads to an extra equation of mass continuity
and an addition of convection term in the equation of energy conservation.
∂ρ
∂t
+
1
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(rρvr) = 0 (11)
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This case is more complicated than the second case because the two differential equations must be solved in a
coupled way. Therefore, we use a larger neural network than that in the second case, i.e. a 6-hidden-layer deep neural
network with 300 neurons per layer. There are two outputs in the last layer of this neural network, corresponding to the
temperature T and velocity vr respectively. The initial velocity (t = 0) and the velocity at the symmetry (r = R) are
both zero. All the other settings are consistent with the second case. The results of temperature and velocity for SF6 arc
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Figure 4: Prediction of the spatial and temporal distribution of arc temperature in transient SF6 arc plasma with
considering radial velocity at ambient pressure (R = 10mm, t: 0 ∼ 1000µs) via deep learning neural networks with
comparison of the exact results by an explicit method.
Figure 5: Prediction of the spatial and temporal distribution of radial velocity in transient SF6 arc plasma at ambient
pressure (R = 10mm, t: 0 ∼ 1000µs) via deep learning neural networks with comparison of the exact results by an
explicit method.
plasma are shown in Figure 4 and 5 respectively. It can be seen from the comparison between the results by the deep
learning method and the explicit method in both figures that the deep neural network has excellent ability to yield good
prediction of temperature and velocity for the 1-D arc decaying model.
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4 Conclusion
In summary, we propose a deep learning method for thermal plasma simulation. More specifically, we use deep neural
networks to solve the partial differential equations describing thermal plasmas. The power of deep learning in this kind
of task is demonstrated preliminarily by solving a 1-D arc decaying model. This could bring plasma community a new
and prospective numerical tool for thermal plasma modelling. Following this philosophy, this deep learning-based
method could be extended to more complicate thermal plasma modelling in the future work.
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