One contribution of 13 to a theme issue 'Energy management: flexibility, risk and optimization' . Demand side response (DSR) provides a flexible approach to managing constrained power network assets. This is valuable if future asset utilization is uncertain. However there may be uncertainty over the process of procurement of DSR from customers. In this context we combine probabilistic modelling, simulation and optimization to identify economically optimal procurement policies from heterogeneous customers local to the asset, under chance constraints on the adequacy of the procured DSR. Mathematically this gives rise to a search over permutations, and we provide an illustrative example implementation and case study.
Introduction (a) Demand side response
Demand side response (DSR) may be defined as 'actions by consumers to change the amount of electricity they take off the grid at particular times in response to a signal' [1] . As described in Strbac [2] , DSR offers potential benefits across the entire electricity system, including generation, transmission, distribution and consumption. At the level of generation, DSR may allow a lower margin of installed generation capacity to be maintained relative to the system maximum demand. DSR may also potentially be deployed to increase the level of utilization in transmission networks, to manage distribution network constraints of various kinds or to help maintain the balance between generation and load in systems with significant renewable penetration.
According to the UK energy market regulator Ofgem [3] three main methods are used to facilitate DSR: (i) Tariffs, including time of use pricing; critical peak pricing, where the peak periods and associated prices are communicated to customers a short time before they begin; and real-time pricing. (ii) Automated devices such as 'smart' appliances which respond either to changing network conditions or to price signals. A related approach is demand bidding whereby customers offer demand response via an online platform [4] , for example by scheduling their appliances intelligently. (iii) Contracts with industrial and commercial customers to curtail load. This approach includes load curtailment at pre-agreed times; interruptible contracts, where the utility may shed customer load a limited number of times; or the direct control of loads, whereby utility companies have free access to customer processes.
Method (iii) is our focus in this paper. The first DSR programmes emerged following the energy crises of the 1970s [5] . Nevertheless, neither the operational nor the planning aspects of DSR can yet be considered mature subjects. A particular challenge has been to value the benefits of flexible solutions such as DSR under uncertainty, and a recent contribution in this direction is [6] . In the latter paper, real options analysis is used to value DSR alongside capital network investment on a consistent basis for planning purposes, so that an informed choice may be made between the two. In particular, the authors highlight the potentially high value of DSR under uncertain growth in peak load, as it offers to defer capital investment for a number of years and thus potentially avoid the stranding of assets in scenarios of subsequent low peak demand growth.
We focus on the application of DSR by a distribution network operator (DNO) through load curtailment, as described in (iii) above. The goal is to manage the maximum utilization of a particular cable or transformer, in order to defer or avoid a capital-intensive reinforcement of this asset. The strategic decision to use DSR rather than reinforcement is assumed to have already been made. For clarity we use the following terminology: -A qualifying customer is an industrial or commercial customer who:
(1) is served by the constrained asset and (2) has sufficiently high demand, both to make a significant DSR contribution to and justify the fixed automation costs involved in joining the DSR programme.
-A contracted customer is a qualifying customer who passes an acceptance test, and is thus assumed to enter the DSR programme. This assessment represents the outcome of a test procedure, whereby both the utility and customer verify the suitability of the customer's load for curtailment within the parameters of the DSR programme.
We, therefore, do not assume that each qualifying customer will participate in the DSR scheme if invited. Instead an acceptance test is carried out to determine whether both the utility and the customer are willing to proceed (a real-world example of acceptance testing, although in a different DSR scheme, is described in [7] ). We assume that each acceptance test carries a fixed cost β for the utility, and so the assessments occur only after the customer is invited to join the programme. Example reasons for failure of the acceptance test include unacceptable disruption caused to the customer's business by load curtailment; technical unsuitability of the customer's devices or control equipment; and loads which may not be available for DSR when needed. lower-cost alternative to be the direct control of load from selected customers served by the asset. A receiver and control system is installed at each participating customer site, enabling communication from the DNO and automated load control. In return for a reduced electricity bill, the DNO is then able to either cycle or shut off an appliance for a certain amount of time, a certain number of times per year, in order to relieve the network asset when its level of utilization is highest. Since we consider only the utilization of a specific cable or transformer in the distribution network, we make the approximation that network effects are not modelled. Our probabilistic modelling of the procurement process, which was outlined above, will have significant consequences for the underlying optimization problem which is formulated mathematically in §1c and solved in §3. In the absence of uncertainty over acceptance testing, the problem reduces to one of integer programming, in which each qualifying customer is simply selected or not for the programme. However, if each customer's ability to participate is uncertain then any given solution to this integer programming problem may not be implementable in practice, since one or more of the desired customers may not pass the acceptance test. The solution we propose is to create -an ordered 'wish list', denoted by ρ, which may be interpreted as a ranking of the qualifying customers in decreasing order of their desirability to the DNO, together with -a threshold, denoted by H, which indicates when the desired total amount of DSR has been contracted and thus the procurement process would stop. That is, once this threshold has been met, the process of inviting customers and acceptance testing stops.
Our chosen objective is therefore to identify an optimal order ρ in which qualifying customers are invited to participate. This will necessitate a particular mathematical formulation which we provide in the next section. Finally, we note that our modelling of future utilization at time 1, which uses probability weighted scenarios plus added noise, is the same as that used in Schachter et al. [6] .
(c) Overview of the modelling and optimization paradigms Our study aims to perform an economic optimization over a particularly large and complex parameter space, with a two-stage model of uncertainty and a chance constraint on the loss of load. In this section, we discuss the modelling and optimization issues that arise in this context and give an overview of our approach for tackling them (for the detailed descriptions, see § §2 and 3). Frequently used notation is listed in table 1.
Let N be the number of qualifying customers and let ρ represent an arbitrary (but fixed) order in which they are to be approached to join the DSR programme. Mathematically, ρ is therefore a permutation of the set {1, . . . , N}, where the first element of the permutation, written ρ(1), denotes the first customer to be approached, and so on for ρ(2), etc. We write S N for the permutation group, which consists of all possible such permutations. By contrast, the problem of choosing an optimal subset (which, as discussed, is more appropriate in the case of a deterministic procurement process) would correspond to choosing an element of the power set. The large size of the considered parameter space can be appreciated by taking N = 20 qualifying customers, when the number of possible permutations in S N is 20! ≈ 2 × 10 18 . By contrast, the number of subsets in the power set is 2 20 ≈ 1 × 10 6 . Identifying the optimal permutation can, therefore, be computationally prohibitive in the context of integer programming techniques, even for a relatively small number of customers N. The problem is further complicated by the necessity to evaluate the performance of each candidate permutation ρ over a detailed model of uncertainty. Put differently, this issue arises because the objective function in the optimization is given as an expectation that cannot be computed in closed form for any given permutation ρ.
We are hence faced with a global optimization problem over a very large finite set, making an exhaustive search infeasible. A deterministic local search approach would require a predefined notion of a neighbourhood of a permutation ρ in S N and would consist of optimizing over the neighbourhood of ρ in S N . This would clearly lead to a local minimum at best. Furthermore, the resulting permutation would depend heavily on the specific choice of the neighbourhood of the starting permutation ρ. A general approach to global optimization problems over very large finite (and infinite) sets, capable of circumventing these difficulties, is known as stochastic optimization [16] . In our context, the underlying idea behind this class of methods can be described as follows: choose randomly a new permutation ρ and use a probabilistic criterion, based on the values the objective function at ρ and ρ , to decide whether to move to ρ . This stochastic search is not exhaustive and is hence feasible, as long as it converges rather quickly to an acceptable solution, sufficiently close to a global minimum. A paradigm known as simulated annealing (SA) encapsulates the idea of a non-exhaustive stochastic search, generalizing, for example, stochastic gradient and other stochastic methods. The SA paradigm is crucial in many areas of application [17, 18] . Owing to the general nature of SA, its definition is broad (see §3) and requires the development of an optimization algorithm in each specific application separately. More specifically, our approach to this computational challenge will be twofold: to simulate outcomes in a Monte Carlo fashion as described in §2, and to incorporate this within the SA paradigm for heuristic search, as described in §3. In this way, we seek to identify an economically approximately optimal permutation ρ ∈ S N . However, it should be noted that the specific choice of the SA algorithm is for the sake of concreteness in our running example and case study, and in principle other versions of the algorithm, based on a heuristic stochastic search paradigm, could be used.
Given a candidate permutation ρ the two time points in our probabilistic simulation model, namely DSR procurement at time 0 and then DSR provision at time 1, are described in table 2. The sum of the DNO's simulated costs for time 0 and time 1 is then calculated by adding the costs of the DSR programme given in §2b to the value of any load shed involuntarily at time 1 at a flat rate γ per MVA of load unserved. We note an interplay between the parameters γ and H. The role of γ is to make the model of DNO costs more complete by taking account of the value of lost load. In the absence of a constraint on the loss of load probability, γ could potentially therefore cause the economic optimization to trade off a greater loss of load probability against a lower cost of procurement and provision. However, the threshold H provides a guarantee that a certain minimum level of DSR will be procured (if available). Thus unless there is a problem with the availability of directly controllable load, this threshold H places a chance constraint on the loss of load at time 1 by ensuring adequate procurement at time 0. Further, as noted in Time 0 Procurement is simulated by assessing the qualifying customers in the order specified by ρ, flipping a biased coin each time to determine the outcome of the acceptance test. Procurement stops when either the threshold H has been reached or when all customers have been assessed, whichever is earlier. 
(d) Contribution
In this paper, we address the procurement and provision of DSR through load curtailment from customers local to a specific constrained network asset, taking account of uncertainty at both stages. In particular, we -provide a probabilistic problem formulation, -propose a stochastic optimization procedure in the framework of SA, -develop the details of an algorithmic implementation, and -discuss particular considerations arising from case study results.
Simulation model
As described above our simulation model has two parts, namely contracting and then operation. Before describing these parts we first clarify the stochastic model used for operation and the contract structure assumed in the DSR programme. This section concludes with a description of the optimization problem which is based on the simulation model.
(a) Utilization scenarios
We assume that the DNO's model of the future utilization at time 1 is expressed using a number M of probability weighted scenarios. These scenarios are typically chosen by expert judgement and may for instance correspond to different economic scenarios. Particularly if the number of scenarios is small, there may remain significant uncertainty over utilization within each scenario. To take account of this, and hence relate the scenarios more closely to the real world, an appropriate amount of random noise may be added in each scenario. Indeed by the use of a continuous distribution for the noise model we in principle allow any surrounding value to be simulated. This has the added benefit of avoiding sensitivity to the use of 'round numbers' or other particular values in the scenario predictions. In our running example and case study, we choose the (zero-mean) normal distribution for this noise. Although this specific choice is merely for concreteness in the paper, it is a well-known symmetric distribution with a single parameter (the standard deviation) and so would be a practical and transparent choice in practice. In this case, the overall distribution of future utilization across all scenarios is a Gaussian mixture distribution. We use the following notation. The considered asset's capacity is denoted by C 0 . For 1 ≤ i ≤ M, scenario i predicts a level μ i of utilization and has probability weight q i . The utilization in this scenario is simulated as a normally distributed random variable with mean μ i and standard deviation σ i . We denote by D a random variable with the corresponding Gaussian mixture distribution. 
(b) Demand side response programme costs
The cost structure we assume for DSR procurement is as follows. Firstly, there is a cost β for each acceptance test which accounts for the DNO's resources spent in conducting each test. Secondly, provided that the invited customer passes the acceptance test, an availability payment accounts for fixed compensation paid, together with any costs arising from the installation of necessary communications and automation equipment. Finally, an additional exercise payment is made at time 1 to each customer who is required in the event to provide demand response.
Our notation is as follows. Labelling the potential DSR customers in a list from 1 to N, we attribute to the ith customer the following data:
-C i , the DSR capacity added by a successful contract with the ith customer; -A i , the availability payment; -E i , the exercise payment; -p i , the probability that the ith customer passes the acceptance test, with 0 < p i ≤ 1.
These quantities are assumed to be known at time 0. The plausibility of this set-up, as well as alternatives to it, are discussed in §5. For concreteness we will take the desired total capacity (that is, the asset's capacity C 0 plus any contracted DSR) as H = max 1≤i≤M (μ i + 3σ i ). Provided that it is met at time 0 this target ensures that, after DSR, the utilization at time 1 will not exceed the asset's capacity with probability more than 99.7% under our model.
Running example, Part 1. We will develop the following example, which is based in part on Schachter et al. [6] . Capacities are measured in MVA and costs in thousands of GBP. (c) Time 0: procurement Since future utilization is uncertain, there is a risk that the DSR contracts entered at time 0 will not provide sufficient DSR capacity to bring utilization within capacity at time 1. As discussed above, this risk may be constrained by a conservative choice for H. However, in order to preserve the generality of the model, and to account for the economic cost of load unserved, we allow this event to be explicitly penalized by associating a cost γ per MVA to the load unserved at time 1. Next, we describe the model of the contracts entered at time 0.
The fixed cost β for each acceptance test (which has been introduced above) is incurred irrespective of the test outcome. Independent of the order ρ and irrespective of whether the 
negotiation with the ith customer at time 0, should that negotiation take place: a successful contract being indicated by the value B i = 1 (which has probability p i ), while the value B i = 0 corresponds to no contract being entered with that customer.
The network operator stops approaching customers when either its target amount of DSR capacity has been contracted or, failing this, when all customers have been approached. After k customers have been approached, the capacity contribution from DSR at time 1 is equal to
which is random since it depends on the realization of the indicators B = (B 1 , B 2 , . . .) of success in contract negotiation. Suppose that the target is to contract sufficient DSR that a load of H (measured in MVA) can be brought within capacity at time 1. Then from (2.1), the total number of customers who are approached at time 0 will be given by T, the smallest positive integer less than N such that C T 1 ≥ H, where
). Denote by L ρ (B) the subset of {1, 2, . . . , N} containing all the customers who have been approached, tested and successfully contracted.
(d) Time 1: provision
Next we describe the operational model, which specifies the manner in which the DSR contracts agreed at time 0 are used at time 1. Given the set of contracted customers L ρ (B) and given also the realization of the utilization level D at time 1, the network operator is faced with the task of selecting the subset K = K ρ (B, D) ⊂ L ρ (B) of customers from whom demand response is to be requested in return for any agreed exercise payments. The total cost of the DSR scheme to the network operator in this model is thus
where the first term on the right-hand side is the total cost of acceptance testing for the T customers approached at time 0, the second accounts for the fixed payments under the agreed contracts, the third sums the exercise payments for the contracts exercised at time 1 and the fourth term penalizes the load not served (here (a) + equals a when a is positive and equals 0 otherwise). Thus, if K is chosen on a least cost basis, the corresponding total cost is 
(B 3
= B 2 = 1), bringing capacity successively to C 3 1 = 15.99 and C 4 1 = 16.49. At this point the threshold H is exceeded so the negotiation of contracts concludes and customer ρ(5) = 1 is not approached.
(e) Optimization problem
We may now state the main optimization problem as follows:
Here E denotes the mathematical expectation over the distributions of B and D. The goal is therefore to find a permutation ρ giving the lowest average cost for the DSR scheme. This optimization problem is challenging for the following reasons:
(i) The cost V ρ (B, D) depends in a nonlinear fashion on the realization of the random quantities B and D. Thus, its expectation cannot, in general, be calculated explicitly, and it may also be challenging to approximate deterministically. (ii) The permutation space (that is, the set of all permutations ρ of N customers) is a large discrete set with no convexity structure. In addition, its size grows rapidly with N, so that an exhaustive search over this space becomes computationally intractable even for modest values of N. For example, in the case study below with nine customers there are 362 880 (that is, 9 factorial) permutations, while with 20 customers there are more than 2 × 10 18 permutations over which to search.
By contrast, the approximation of the expectation E[V ρ (B, D)] for a given permutation ρ using simulations is relatively computationally inexpensive. We will therefore employ an approximate stochastic optimization method, as follows. Beginning with an arbitrary permutation ρ we may propose another randomly chosen permutation, approximate its expected cost via simulation, and compare this to the approximate cost of the present permutation ρ. A random walk may then be performed over the space of all possible permutations, by moving to the new permutation if its approximate expected cost is lower, or staying at the present permutation if it is higher. As it progresses, this random walk identifies permutations with progressively lower expected cost. It may be possible to accelerate this progress by proposing the next permutation not entirely randomly but instead in a guided fashion, choosing randomly among 'neighbouring permutations', provided we can give a suitable meaning to this concept.
We now discuss the evaluation of the objective function E[V ρ (B, D)]. If there is an analytical formula for this expectation, or an analytical expression which is known to be a close approximation, then this would provide a computationally inexpensive approach. If such an expression is not available, however, the objective function must be approximated. This may be done inexpensively using Monte Carlo simulation. Although this approximation step introduces error, this may be accounted for in the above comparison step. In particular, the walk may be permitted to move to a new permutation whose approximate objective function is less favourable. Indeed, when the proposals are selected from among the neighbours of the present permutation, this approach offers the benefit of helping the walk to 'escape' from permutations which are optimal among their neighbours, but not optimal globally.
In the next section, we introduce simulated annealing, the particular approach to stochastic optimization considered in this paper. 
Simulated annealing
For completeness, in this section we provide a general description of the SA algorithm. Assume that we are given a discrete parameter set Θ and an objective function f : Θ → R to be minimized over Θ, so that the optimization problem is to find a parameter θ * such that
Running example, Part 3. In this paper, the parameter set Θ consists of all orderings of N objects, Θ = S N and the objective function is defined as in (2.2) ).
SA, which was introduced in [19] [20] [21] , is a stochastic algorithm designed to provide approximate solutions to problems of the form (3.1). It produces a time inhomogeneous Markov chain (Φ k ) k∈N which is a random walk in Θ, with steps proposed according to a Markov transition kernel Q. The walk is designed to converge towards a global minimizer θ * for the function f .
(a) Algorithm
The SA algorithm is summarized by the following pseudocode, or informal description:
Pseudocode, simulated annealing:
Input: An objective function f , a decreasing sequence T 1 ≥ T 2 ≥ T 3 · · · converging to 0, an initial state θ 0 ∈ Θ, a Markov transition kernel Q on Θ and a stopping rule for the termination of the algorithm. Output: A random sequence (Φ k ) k∈N ⊂ Θ, designed to converge to an optimal parameter θ * solving (3.1). (I) Set Φ 0 = θ 0 ; (II) Given Φ k simulate a proposal Ψ k+1 ∈ Θ according to the distribution Q(Φ k , dθ); (III) Evaluate the acceptance probability
Throw an independent coin with probability α(Φ k , Ψ k+1 , T k ) of heads. In case of heads accept the proposal and set Φ k+1 = Ψ k+1 . Otherwise reject the proposal and set Φ k+1 = Φ k ; (IV) If the stopping rule is not reached, increase k to k + 1, decrease T k to T k+1 , go back to step (II) and repeat.
It is appropriate to use pseudocode at this point since, as mentioned in §1c, SA is a general stochastic optimization framework rather than a formal algorithm. This is because the stopping rule, cooling schedule (that is, the decreasing sequence T 1 ≥ T 2 ≥ T 3 · · · ) and the Markov kernel Q should ideally be tailored to each particular problem. In §3b and in the case study of §4, we highlight particular considerations for the procurement problem under study.
SA is in fact an adaptation of the well-known Metropolis-Hastings algorithm (see [22] and references therein). That is, its goal is to obtain a sequence of random samples from a probability distribution from which direct sampling is computationally challenging. The particular idea in SA is that the mode(s) of these distributions are the minimizer(s) of the objective function f , and hence the resulting samples will tend to be located in parts of the parameter space which are approximately optimal.
Note from (3.2) that a proposed move to a smaller f value is always accepted. A proposed move to a larger f value, by contrast, is accepted with a probability which depends on T k (and which converges to zero as T k ↓ 0). The constants T k are chosen to decrease to 0 at an appropriate speed. In fact, T k may be called the temperature at time k and the name 'simulated annealing' arises from an analogy between the algorithm and the controlled cooling used in the annealing process in metallurgy. The first question of convergence can be answered theoretically in certain specific cases. The papers [23, 24] present sufficient conditions under which SA converges on a finite parameter space. There are also results about convergence in the case of a continuous parameter space [25] . In general, however, establishing convergence is a challenging mathematical problem. Nevertheless, SA has been applied successfully to a wide range of optimization problems, many where no theoretical guarantee is available, and has thus proved itself to be of undisputed practical value (e.g. [26] and references therein).
Even in settings with provable convergence, though, very little has been established about the second question of the speed of convergence. Indeed the number of iterations needed to guarantee a certain level of near-optimality is usually prohibitively large for real applications (e.g. [27] ). Hence in practice SA is typically terminated long prior to any level of theoretical near-optimality through the use of a heuristic stopping rule with the aim of obtaining a good working solution.
(b) Discussion
Some clarifications are in order regarding the above pseudocode.
Step (II) could be called proposing a neighbour: the transition kernel Q is simply a mathematical way to encode a rule that governs how, given the current location Φ k = θ of the random walk, the proposed next step Ψ k+1 ∈ Θ is generated. Although almost any such rule may be used it is advantageous if the proposal is computationally inexpensive to evaluate (there are additional considerations including exploration and exploitation of the parameter space, which are discussed below). If the parameter set Θ was continuous, for instance R d , then a centred uniform or normal random variable could, for example, be added to the current location to generate a proposal. In our present context with a discrete parameter set, if Θ can be regarded as the set of vertices of a graph (as is the case with the permutations ρ treated in this paper) then a common proposal is to choose another vertex, among the vertices that are connected to Φ k by an edge, uniformly at random.
Running example, Part 4. Given the current permutation ρ = Φ k , we give three methods for proposing the next step ρ = Ψ k+1 of a random walk over permutations. We will work with the second one in this example and with a mixture of all three in the case study. The second and third methods use different concepts of a 'neighbouring' permutation. Here the representation of Θ as a graph, as illustrated in figure 1 , is helpful. The neighbouring transposition corresponds to moving along a single edge in this graph and so provides the most local move. Thus, if the current position of the random walk is not a local optimum, the third method is typically effective in proposing an improvement when contrasted with the first method, which may easily propose an absurd permutation with significantly higher cost. Conversely, the third method is incapable of improving upon a local optimum. In this case the first method, which ignores the structure of the parameter space, and also the second method which offers a compromise between the first and third, offer the opportunity to propose a better permutation and hence for the walk to escape from a local minimum. A random mixture of all three methods thus provides a balance between exploration of the whole parameter space and exploitation of the current position of the random walk, this balance depending on the relative frequencies with which the three methods are applied.
Step (III) of the SA algorithm is the accept-reject step, in which the proposed next location Ψ k+1 of the random walk is considered. The interpretation of (3.2) is that if Ψ k+1 improves upon Φ k then the walk moves there, otherwise the proposed next location Ψ k+1 is accepted according to the toss of a biased coin. The sequence (T k ) k∈N of temperatures is called the cooling schedule. It governs these biased coin probabilities by influencing the balance between exploration and exploitation as the random walk progresses on the parameter set Θ. It is common to use a sequence (T k ) k∈N which decreases to zero, so that exploration gives way progressively to exploitation. A cooling schedule often used in the theoretical literature that we will also use here is of the form T k = h/log k for some constant h [24] . The choice of cooling schedule is an interesting topic which is beyond the scope of this paper and the interested reader is referred to, for example, §9 of [27] . We note that a systematic approach to choosing the constant h in the cooling schedule T k = h/log k is described in [28] and references therein.
The starting value for the random walk, specified in step (I), is typically chosen either heuristically or randomly.
Running example, Part 5. Initially, we sort the potential customers by their unit cost of capacity, as measured by the ratio (A i + E i )/C i . Given the parameters specified in Part 1, the random walk thus begins at the initial permutation Φ 0 = (5, 4, 3, 2, 1). We specify the cooling schedule T k = 1/20 log(k).
As discussed above, the objective function D) ] is approximated by sampling. At each iteration of step (III) n MC = 500 independent Monte Carlo simulations of B and D (denoted by B n and D n , 1 ≤ n ≤ n MC ) are generated. The empirical distribution of this sample is then used to approximate the objective function as follows. We compute
respectively. This formulation of the accept-reject step follows the treatment in, for example, [17, 18] .
Step (IV) terminates the algorithm using the stopping rule, which is typically derived from heuristics about the optimization problem at hand. A common choice is to fix numbers n R and n S and to stop either when the last n R proposals have all been rejected, or when n S steps have been taken, whichever is earlier.
Running example, Part 6. We apply the following heuristic for the stopping rule. Suppose that DSR is readily available (that is, suppose that if all potential DSR customers were contracted then the total capacity would be large compared to H, and the contracting probabilities p i are not small). Then variations towards the end of the permutation ρ would tend to have little effect on the objective function, since in this setting the corresponding customers would be relatively unlikely to be approached at time 0. Indeed, this heuristic can frequently be exact in all 500 Monte Carlo samples so that
Since the proposal is accepted in such cases, it may take an unacceptably long time to reject n R consecutive proposals for any moderately large n R . Hence we modify the stopping rule by excluding such instances, as follows. We take n R = 50 and stop when the last n R proposals, satisfying
have all been rejected (or when the total number of steps reaches n S = 2000). The choice n R = 50 is based on the following heuristic concerning the set of 'neighbouring' parameters ρ. There are 10 possible transpositions available in proposal method (ii) above. If there is a transposition that would lower the cost, we wish the probability that this transposition goes untried before stopping to be limited to 0.5%. With n R = 50 this probability equals the chance of not choosing one particular transposition (from these 10) in 50 consecutive attempts, that is ((10 − 1)/10) 50 = 0.9 50 = 0.0051 ≈ 0.5%. The SA algorithm thus has the following implementation:
(I) Set Φ 0 = (5, 4, 3, 2, 1), n = 0 and k = 0; (II) Given Φ k pick distinct numbers i, j uniformly at random from {1, 2, 3, 4, 5} and denote by Ψ k+1 the permutation equal to Φ k with Φ k (i) and Φ k (j) interchanged; (IIIa) For each n ∈ {1, 2 . . . , 500} simulate independent realizations of the random variables D n and coin tosses B n = (B n 1 , B n 2 , . . . , B n 5 ); (IIIb) For each n ∈ {1, 2 . . . , 500} determinine L Φ k (B n ) and L Ψ k+1 (B n ) as in §2c and evaluate
Throw an independent coin with probability α(Φ k , Ψ k+1 ) of heads. In case of heads accept the proposal, set Φ k+1 = Ψ k+1 and set n = 0. Otherwise reject the proposal, set Φ k+1 = Φ k and increase n by one; (IV) If n < n R = 50 and k < n S = 2000, increase k to k + 1, decrease T k to T k+1 , go back to step (II) and repeat. Otherwise stop.
In a single run of the above SA algorithm this stopping rule was achieved after 135 steps. The final permutation was (2, 5, 1, 4, 3) , with approximate cost 131.74. A second independent run took 458 steps and returned the same permutation with an approximate cost of 127.90.
Case study application
In the absence of general theoretical guidelines regarding the choice of Markov transition kernels for proposals or the choice of stopping rules, the implementation details of the SA algorithm should typically be tuned in order to achieve reasonable results with computational efficiency. A particular feature of the optimization problem under study is the nonlinear structure of the parameter space, since the set Θ of permutations instead has the more general structure of a graph. Our aim in this section is therefore to present a case study implementation.
(a) Utilization scenarios and demand side response procurement As in the above example, we take C 0 = 15.45, γ = 5000 and β = 3. We now take three scenarios for utilization and nine potential DSR customers, which are as follows.
Utilization scenarios: -with 5% probability choose a random permutation; -with 15% probability choose a random transposition; -with 80% probability choose a random neighbouring transposition.
Independent of the cooling schedule, the above frequencies themselves emphasize exploitation rather than exploration by weighting more highly the more local proposal methods, as discussed in part 4 of the above example. The accept-reject step is again evaluated using n MC = 500 independent Monte Carlo simulations of utilization D and contract success B; the cooling schedule T k = 1/50 log k is used; and the stopping rule is as described above with n R = 50 and n S = 1000. This choice of n R is again based heuristically on ensuring a very low probability that an improvement via a local move is missed prior to stopping. In contrast with the running example, however, here we interpret 'local move' as a neighbouring transposition, since the latter is now both the most frequent and most local type of proposal.
(c) Results
Since SA is a stochastic algorithm, over multiple independent runs several different approximately optimal permutations are returned. As our parameter space Θ of permutations has a nonlinear structure, which may instead be represented by a graph, the question of how to represent the set of results is of interest. The case study was repeated independently 100 times (each initialized with a different seed for random number generation). Figure 1 shows the set of most commonly returned permutations in these 100 runs, together with their graph structure as permutations. Mathematically, they form a cyclic graph which is generated by two (non-adjacent) transpositions, namely the transposition (4, 6) which exchanges 4 and 6, and the transposition (7, 9) .
These four permutations were returned in 82 out of 100 runs (seven returns of the top left, 19 of the bottom left, 27 of the top right and 29 of the bottom right). They have the same initial three choices of customer, namely (3,2,1). In fact, the returned permutation started with (3, 2, 1) in 98 out of 100 runs.
By the heuristics discussed in the running example, part 6, variations at the beginning of the permutation are likely to have the greatest effect on the objective function, and hence on the accept-reject step of the SA algorithm. The random walk should therefore provide a clear indication of the optimal initial order in which customers should be approached, and this heuristic is clearly borne out in figure 1 . Conversely, we may expect ambiguity over the later stages of this order. The same argument, however, indicates that this ambiguity should not be problematic from the point of view of economic optimization. This is because the ambiguity arises when the difference in the objective function is relatively small across the set of alternative solutions. Figure 1 illustrates that in our case study there is ambiguity over the relative ordering of two pairs of customers: namely, whether customers 4 and 6 should be interchanged in the optimal solution, and whether customers 7 and 9 should be interchanged. This suggests that the objective functions of the four permutations in figure 1 may be almost indistinguishable.
To investigate this point further we performed a more extensive Monte Carlo simulation of D and B. An experiment with 10 5 Monte Carlo simulations confirmed the closeness of the objective functions of the four permutations in figure 1: indeed it yielded identical average costs of 99.084 × 10 3 GBP for the two permutations on the left of figure 1, and also identical costs of 99.079 × 10 3 GBP for the two permutations on its right. While these values were expected to be close, these pairs of identical costs are striking. They may be explained by considering the capacities specified in part a for customers 7 and 9. At time 0, if at least two of the customers 1, 2 and 3 (who are always approached first in the subgraph shown in figure 1 ) are contracted then the target H is reached before customers 7 and 9 are approached and so they do not influence the cost. Alternatively, if at most one of customers 1, 2 and 3 is contracted at time 0 then both customers 7 and 9 are needed in order to reach the target H, so that the order in which they are approached does not have an effect on cost (irrespective also of the contract success indicators B 7 and B 9 ). Thus in figure 1, transposing 7 and 9 has no effect whatsoever on cost. Interestingly, the latter discussion shows that part of the ambiguity illustrated by figure 1 is inherent in the optimization problem of this case study and is not the result of the iterative stochastic approach of the SA algorithm. In particular, any alternative exact and deterministic approach would also be unable to distinguish between the top and bottom rows of figure 1.
The majority of runs (71 of 100) of this case study were stopped before the maximum run time length of n S = 1000 was achieved. The average number of steps needed to satisfy the stopping rule was around 712 and the shortest run took 88 steps. Using an Intel Core TM i7-6700 CPU @ 3.40 GHz processor the average computation time required for a run was 295.3 s with a standard deviation of 132.3 s (with the fastest and the slowest run lasting 22.6 s and 494.0 s, respectively). However, all of the 500 Monte Carlo simulations of utilization D n and contract success B n that are required each time an expected cost of a permutation needs to be evaluated can be run in parallel. Thus, the algorithm can be accelerated by nearly 500 times if sufficient computing resources are available. In order to illustrate behaviour when termination does not occur in the first 1000 steps, figure 2 plots the evolution of cost over a randomly selected run which reached n S = 1000 steps. The vertical scattering in adjacent costs is due to the stochastic nature of the algorithm, as the random variables D and B are independently resampled at each step rather than being held constant. To estimate the evolution of the average cost, we also show a linear regression of these points for each 100 steps. It can be seen that in this run the average cost decays over the first 200 steps, remaining almost constant afterwards at a cost of approximately 100. This example thus provides some evidence that taking n S = 1000 steps is more than enough for SA to achieve near-optimal solutions. Figure 2 also illustrates the economic value of this optimization procedure when compared with the simple heuristic solution of inviting qualifying customers to join the programme in increasing order of their total cost per unit capacity, (A + E)/C. We recall that the latter heuristic was used to define the starting permutation (1, 2, 3, 7, 4, 6, 5, 9, 8 ). Indeed this initial permutation has an average cost (over 10 5 Monte Carlo simulations) of 106.01 × 10 3 GBP, which compares to an average cost of approximately 99 × 10 3 GBP for the best permutations obtained by SA, as discussed above.
Discussion and conclusion (a) Implementation issues
We recall that during DSR provision at time 1, the discrete exhaustive search (2.2) is undertaken to identify an optimal subset K. Therefore, when the number of contracted DSR customers is larger (e.g. 50, cf. §1c), this search also becomes computationally prohibitive. In this case an additional layer of stochastic optimization would have to be employed to find a near optimal subset K ⊆ L ρ (B). Note that the simple alternative of requesting capacity in the same order as the customers were contracted is clearly suboptimal for this operational problem since the availability payments, which are influential at time 0, are sunk economic costs at time 1 and hence do not play a role in the minimization problem (2.2).
The model assumes that the customers' respective probabilities p i of passing the acceptance test are known. We acknowledge that in practice basing these numbers on expert opinion or on contract success history might not be either feasible or satisfactory. Interestingly, though, sensitivity analysis (data not shown) indicates that precision in the values of p i is unnecessary. That is, the near optimal permutations in which the algorithm terminates seem to be robust with respect to changes in the values of p i , provided that the majority of them are significantly different from 1, say at most 0.95. This can be understood in the light of the discussion in §1b. If most of the values p i are very high then the uncertainty in the procurement process becomes insignificant, and our problem of choosing an optimal permutation thus starts to collapse into the integer programming problem of choosing an optimal subset. Conversely, if the probabilities p i are significantly lower than 1 then the optimization must take account of randomness in the procurement process, and the resulting solution can then be understood as a 'wish list' which ranks the qualifying customers in decreasing order of their desirability to the DNO. By contrast, the average cost objective function is of course somewhat sensitive to the values of p i , since when these probabilities are lower a greater number of costly acceptance tests tends to be required before the procurement threshold H is reached.
(b) Extension to multiple periods
As we have noted, DSR contracts may in practice cover multiple years and we therefore comment on potential multiple period extensions to the above framework. There are many possible directions for such generalizations, and developing them case by case with industrial feedback could be an interesting direction for future research. For instance, different customers' participation in the DSR programme could be planned to start in different years, or an option could be added for each customer to withdraw from a contract after a prescribed time period by paying a penalty fee. In the mathematical formulation of §1c, the representation ρ of candidate solutions would then need to be extended to an appropriate analogue, along with the simulation models for procurement and provision and the associated cost model. At the level of utilization modelling ( §2a), each utilization scenario would then become a pathway over the considered future time points rather than a point forecast. Although the computational complexity of the heuristic search then increases accordingly, only relatively small numbers of customers need to be considered in the setting of this paper. Further because of their flexibility and relatively low capital costs, DSR programmes can be planned for a relatively small number of years. Therefore, it is not anticipated that typical extensions to multiple time periods should cause SA to become computationally intractable, rather stochastic optimization algorithms like SA should remain an appropriate method for heuristic search.
Further, in the case of multiple time periods there is the opportunity to apply the above model in a 'receding horizon' fashion, as uncertainty gives way to additional information [6] . That is, the optimization may be repeated as each successive time period passes, to verify whether any refinements should be made to the optimal policy in the light of the new information.
