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a b s t r a c t
Nowadays, a variety of controllers used in process industries are still of the propor-
tional–integral–derivative (PID) types. PID controllers have the advantage of simple struc-
ture, good stability, and high reliability. A relevant issue for PID controllers design is the
accurate and efficient tuning of parameters. In this context, several approaches have been
reported in the literature for tuning the parameters of PID controllers using evolutionary
algorithms, mainly for single-input single-output systems. The systematic design of multi-
loop (or decentralized) PID control for multivariable processes to meet certain objectives
simultaneously is still a challenging task. This paper proposes a new chaotic firefly algo-
rithm approach based on Tinkerbell map (CFA) to tune multi-loop PID multivariable con-
trollers. The firefly algorithm is a metaheuristic algorithm based on the idealized behavior
of the flashing characteristics of fireflies. To validate the performance of the proposed PID
control design, a multi-loop multivariable PID structure for a binary distillation column
plant (Wood and Berry column model) and an industrial-scale polymerization reactor are
taken. Simulation results indicate that a suitable set of PID parameters can be calculated
by the proposed CFA. Besides, some comparison results of a genetic algorithm, a particle
swarm optimization approach, traditional firefly algorithm,modified firefly algorithm, and
the proposed CFA to tune multi-loop PID controllers are presented and discussed.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Despite the appearance of many complicated control theories and techniques, more than 95% of control loops still
use proportional–integral–derivative (PID) controllers [1]. This is mainly because PID controllers have structure simplicity
and meaning of the corresponding three parameters, which can be easily understood by process operators. Moreover, PID
controllers have the advantage of good stability and high reliability.
A typical structure of a PID controller involves three separate elements: the proportional, integral and derivative values.
The proportional value determines the reaction to the current error, the integral value determines the reaction based on
the sum of recent errors, and the derivative value determines the reaction based on the rate at which the error has been
changing.
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Accordingly, PID controllers arewidely used to control systemoutputs, especially for systemswith accuratemathematical
models. In spite of this widespread usage, the PID effectiveness is often limited owing to poor tuning. The key issue for PID
controllers is the accurate and efficient tuning of parameters. Many PID tuning rules [1–3] and systematic methods for
designing and tuning of PID controllers with the aim of ensuring good stability robustness and performance have been
extensively studied in the literature [1–5]. In terms of optimization methods, several researchers have proposed to tune
PID controllers applied in single-input-single-output (SISO) systems, such as the genetic algorithm [6–8], self-organizing
migrating algorithm [9], particle swarmoptimization [10–12], chaotic evolutionary programming [13], tribes algorithm [14],
harmony search [15], ant colony optimization algorithm [16], bacterial foraging [17], and population based incremental
learning algorithm [18], among others.
On the other hand, generally, most industrial processes are multivariable systems. When the interactions in different
channels of the process are modest, a diagonal PID controller is often adequate. Besides, cross coupling of the process
channels makes it difficult to design each loop independently. In other words, adjusting controller parameters of one loop
affects the performance of another, sometimes to the extent of destabilizing the entire system. In this way, several methods
have been proposed to solve the PID tuning problem inmultivariable applications in the literature (see examples in [19–23]).
An alternative optimization method to tune multi-loop (or decentralized) PID multivariable controllers is presented and
evaluated in this paper based on a firefly algorithm (FA) [24,25] combined with a chaotic Tinkerbell map (CFA). To validate
the performance of the proposed multi-loop PID control design based on CFA, a decoupled multivariable PID structure for a
binary distillation column plant described byWood and Berry [26] and an industrial-scale polymerization reactor, both case
studies having two inputs and two outputs are taken. Additionally, the simulation results are compared to those obtained
using a genetic algorithm, a particle swarm optimization approach, a traditional firefly algorithm, and a modified firefly
algorithm.
The performance of the traditional firefly algorithm greatly depends on its control parameters and it often suffers from
being trapped in a local optimum. The Tinkerbell map as a chaotic system has the particular characteristics, such as the
randomicity and ergodicity, which can enhance the diversity of the fireflies (potential solutions of optimization problem)
and actuate the fireflies to move out from the local near-optimal solutions. The premature convergence of the traditional
firefly algorithm is weakened and the convergence of it is also accelerated. Furthermore, the performance to accomplish the
global optimization is also improved subject to the chaos method in CFA design.
The remainder of this paper is structured as follows. Section 2 presents the fundamentals of multivariable PID controller.
Section 3 explains the firefly algorithm (FA) approaches. In Section 4, the descriptions of a binary distillation column and an
industrial-scale polymerization reactor are provided. Simulation results are presented and discussed in Section 5. Finally,
Section 6 outlines the conclusions about this study.
2. Theoretical background and formulation of PID controller
Multi-loop SISO controllers are often used to control chemical plants which have multi-input multi-output (MIMO)
dynamics. In multi-loop control, the MIMO processes are treated as a set of multi–single loops, and a controller is designed
and implemented on each loop by taking loop interactions into account. Due to their reasonable performances, structure
simplicity and robustness, multi-loop control has beenwell accepted by the process control industry and considerable effort
has been dedicated to improve the performance of multi-loop PID controllers [27].
Multi-loop PID control systems are widely used for MIMO control problems in spite of the development of multivariable
control strategies such as model-based predictive and adaptive controls. The simple controller structure and the easiness to
handle loop failure are the most attractive advantages of such multi-loop PID control systems.
In this work, consider a process with n inputs and n outputs represented by [28]
G(s) =
g11(s) · · · g1n(s)... . . . ...
gn1(s) · · · gnn(s)
 . (1)
A multivariable controller K(s)with n× n structure is adopted, where
K(s) =
k11(s) · · · k1n(s)... . . . ...
kn1(s) · · · knn(s)
 . (2)
The form for kij(s), for i, j ∈ n = {1, 2, . . . , n} is given by
kij(s) = Kpij

1+ 1
Tiij · s + Tdij · s

, (3)
where Kpij is the proportional gain, Tiij is the integral time constant, and Tdij is the derivative time constant. The control law
of Eq. (3) can be rewritten as
kij(s) = Kpij + Kiij · 1s + Kdij · s, (4)
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where Kiij = Kpij/Tiij is the integral gain and Kdij = Kpij · Tdij is the derivative gain. For convenience, let PID gains for
optimization task, where θij = [Kpij, Kiij, Kdij]T represent the gains vector of the i-th row and j-th column of the sub-PID
controller in K(s). In the Wood–Berry distillation column [26] with n = 2, the following objective function is adopted:
F =
N
k=1
k · |e1(k)| + k · |e2(k)| (5)
where k is the number of sample in the time domain, N is the total number of sampling; ei(k) is the error signal given by the
difference between the setpoint signal yri(k) and the output signal yi(k), i.e., ei(k) = yri(k)− yi(k), i = 1, 2.
In fact, the objective function will depend on the controller gains θij = [Kpij, Kiij, Kdij]T . The smaller F gets, the better the
PID controller is designed. Practically, the design of the PID’s gains is heuristic and depends on an expert’s experiences. In
the next section, the traditional FA and the CFA are described. The objective is the utilization of mentioned FA approaches
to determine the PID tuning parameters.
3. Fundamentals of the firefly algorithm (FA)
Fireflies are beetles members of the family Lampyridae. They can be seen in many different parts of the world. For the
most part their habitat in these various worldwide regions has some things in common. These habitats are usually humid
environments to help protect the insects from desiccation. Also, the habitat usually containsmuch vegetation for the insects
to live on because it is good for hiding, can be used for roaming, is helpful in finding food, and other such daily activities as
well as being a good place for the fireflies to lay their eggs. Fireflies have long been known for their glowing and flashing
abdomens [29]. These flashes are mainly used in the courtship behaviors of fireflies. A specific kind of flashing, termed
‘‘synchronized flashing’’, can even develop during the courtship rituals of several different firefly species [30].
The FA is a metaheuristic Algorithm, inspired by the flashing behavior of fireflies. Recent studies show that the FA is
efficient in numerical optimization [31–33] and combinatorial optimization [34], and could outperform othermetaheuristic
algorithms [31]. FA can find the global optima as well as all the local optima simultaneously in a very effective manner. A
further advantage of FA is that different fireflies will work almost independently, it is thus particularly suitable for parallel
implementation. It is even better than genetic algorithms (GAs) and particle swarm optimization (PSO) because fireflies
aggregate more closely around each optimum (without jumping around as in the case of GAs). The interactions between
different subregions are minimal in parallel implementations [25].
In FA, the primary purpose for a firefly’s flash is to act as a signal system to attract other fireflies. Yang [24,25]
formulated this FA by assuming: (i) all fireflies are unisex, so that one firefly will be attracted to all other fireflies;
(ii) attractiveness is proportional to brightness, and for any two fireflies, the less brighter one will attract to the brighter
one; however, the brightness can decrease as their distance increases; and (iii) if there are no fireflies brighter than a given
firefly, it will move randomly. The brightness should be associated with the objective function.
As a firefly’s attractiveness is proportional to the light intensity seen by adjacent fireflies v, we can now define the
attractiveness of a firefly in terms of Cartesian distance between firefly i and firefly j. In this case, the movement of a firefly
i is attracted to another more attractive (brighter) firefly j is determined by [25,26]
vi = vi + β0e−γ r2ij (vj − vi)+ α

rand− 1
2

, (6)
where the second term is due to the attraction, where γ is the absorption coefficient and β0 is the attractiveness at r = 0.
The third term is randomizationwithα being the randomization parameter. The value of rand is a randomnumber generator
uniformly distributed in [0, 1]. Based on comments in [25] for the implementation of traditional FA was adopted β0 = 1
and α generated with uniform distribution in range [0, 1] in this paper. The procedure for implementing the FA can be
summarized as the pseudo code (adapted of [25]) shown in Fig. 1.
Objective function of optimization problem f (v), v = (v1, . . . , vd)T
In terms of Results of this paper, modified FA (MFA) approaches with the parameter values α and γ changing from large
to small or small to large with iteration number were adopted too. In this case, it is adopted that
α = (αf − αi) · Generation/MaxGenerations+ αi (7)
γ = (γf − γi) · Generation/MaxGenerations+ γi (8)
where the initial and final values of a linear function to tune α are given by αi and αf , respectively; and the initial and final
values of a linear function to tune γ are given by γi and γf , respectively. Other tested setting in MFA approaches was γ
generated with a uniform distribution in the range [0, 1].
3.1. The new proposed CFA
An essential feature of chaotic systems is in such a way that the small changes in the parameters or the starting values
for the data lead to the vastly different future behaviors, such as stable fixed points, periodic oscillations, bifurcations, and
ergodicity.
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Fig. 1. Pseudo code of the traditional FA.
Fig. 2. Phase plots of the Tinkerbell map using 2000 iterations.
The idea of using chaotic systems instead of random processes has been noticed in several fields [35–39]. One of
these fields is the optimization. In this context, evolutionary optimization and swarm intelligence paradigms can have
their convergence speed and exploitation capabilities enhanced to avoid premature convergence by coupling chaotic
sequences during the evolutionary cycle of the algorithms. Chaotic sequences have been adopted instead of random ones
and interesting results have been shown in many applications [40–49].
An example of a strange attractorwith a fractal basin boundary is the Tinkerbellmap [50–54]. A CFA approach is proposed
here based on the Tinkerbell map. The two-dimensional quadratic map of the Tinkerbell map is a discrete map given by
xt+1 = x2t − y2t + a · xt + b · yt (9)
yt+1 = 2xtyt + c · xt + d · yt , (10)
where a, b, c, d are non-zero parameters and t is the iteration. For parameter values a = 0.9, b = −0.6013, c = 2.0,
and d = 0.5, we get the chaotic attractor of this map as shown in Fig. 2. The initial conditions are x0 = 0.72 and
y0 = 0.64. However, Lyapunov exponent is difficult to compute for the Tinkerbell map and its negative value is not
clearly explained [52]. The Lyapunov exponent measures essentially the rate of divergence of two, generally time-domain,
trajectories.
In the proposed CFA, Eq. (6) of the traditional FA based on constant values of γ and α is modified by Eq. (11) using new
variables, λ and φ. In this case, the fireflies are adjusted by:
vi = vi + β0e−λr2ij (vj − vi)+ φ

rand− 1
2

, (11)
λ = |G| · x∗t+1 · Generation/MaxGenerations (12)
φ = (φf − φi) · Generation/MaxGenerations+ φi (13)
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where G is a signal generated using a normal distribution with zero mean and variance equal to 0.3, i.e., N(0, 0.3);
|G| represents the absolute value of G; and φ is a decreasing linear function with initial and final values given by φi and
φf , respectively.
In terms of the chaotic component of CFA, x∗t+1 are normalized values of xt+1 generated by the Tinkerbell map in the
range [0, 1]. The normalized values of xt+1 are employed in all 30 runs of CFA. In this case, in a preprocessing phase of
the Tinkerbell map data for utilization in CFA, T values are generated using Eqs. (9) and (10). After that, the values of xt+1
(Eq. (7)) are normalized using a linear scaling function. The linear scaling functionmakes use of themaximum andminimum
values of xt+1. The linear scaling function in range [0, 1] transforms a variable xt+1 into x∗t+1 in the following way:
x∗t+1 =
xt+1 −min(x)
max(x)−min(x) (14)
where x = (x1, . . . , xT ), T is number of iterations, min(x) and max(x) are the minimum and maximum values of xt+1,
respectively.
4. Case studies
In the next subsections, a brief introduction to the case studies is presented. First, a brief overview of the Wood–Berry
distillation model is provided; and after, an industrial-scale polymerization reactor model is explained.
4.1. Case study #1: Wood–Berry distillation model
Distillation is the most common unit operation in the chemical industry [55]. Distillation is used in many chemical
processes for separating feed streams and for purification of final and intermediate products. It is known that high-purity
distillation columns are highly nonlinear and the composition interaction between the stages due to the counter flow of
vapor and liquid is also large [56]. Furthermore, distillation is a typical energy-consuming process. Even for a straightforward
distillation, the successful control of the compositions of both top andbottomproducts can yield substantial benefits in terms
of energy cost reduction.
The Wood–Berry model is a well-known 2 × 2 (two inputs and two outputs) transfer function model of a pilot-
plant distillation column for a methanol–water mixture [26]. The Wood–Berry model is highly coupled and attracts much
attention in the literature. This model is a classical example that has been used in many previous papers concerned with
process control and identification [57–61].
The composition of the top and bottom products expressed both in weight % of methanol are the controlled variables.
The reflux and the reboiler steam flow rates are the manipulated inputs expressed in lb/min. The distillation column of
Wood–Berry is a binarywith eight plates, reported by [26] and shown in Fig. 3. The transfer function of the distillation column
has first order dynamics and significant time delays and it has a strong interaction between inputs and outputs. The linear
model is
given by

y1(s)
y2(s)

=

12.8e−s
16.7s+ 1
−18.9e−3s
21.0s+ 1
6.6e−7s
10.9s+ 1
−19.4e−3s
14.4s+ 1
 · u1(s)u2(s)

+

3.8e−8.1s
10.9s+ 1
4.9e−3.4s
13.2s+ 1
 · [D(s)] (15)
where input signals are the reflux flow rate u1 and the steam flow rate u2, the output signals are the top product composition
y1 in mole fraction and the bottom product composition y2 also in mole fraction. The influence of the feed flow rate (in the
mole fraction)Dwas taken from [61]. The unmeasured feed flow rate acts as a process disturbance. This linearmodel is valid
around the set point y1 = 0.96 and y2 = 0.02 [62]. The time sampling is 1 min.
4.2. Case study #2: Industrial-scale polymerization reactor model
The system to be controlled is an industrial-scale polymerization reactor. The time scales are in hours, so the process
dynamic response is very slow. The two controlled variables are twomeasurements representing the reactor condition, and
the twomanipulated variables are the references of two reactors feed flow loops with load disturbance as the purge flow of
the reactor [63]. The system dynamics are modeled by Eq. (16) given by

y1(s)
y2(s)

=

22.89e−0.2s
4.572s+ 1
−11.64e−0.4s
1.807s+ 1
4.689e−0.2s
2.174s+ 1
5.80e−0.4s
1.801s+ 1
u1(s)u2(s)

+

−4.243e−0.4s
3.445s+ 1
−0.601e−0.4s
1.982s+ 1
 [d(s)] (16)
where y1(s) and y2(s) are the outputs, u1(s) and u2(s) are the inputs and d(s) is the disturbance signal.
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Fig. 3. Simplified schematic diagram of the distillation column [58].
Table 1
Results of objective function to the first case study in 30 runs.
Optimization
method
Tuning parameters of optimization Best objective function after 100 generations in 30 runs
Minimum (best) Mean Maximum (worst) Standard deviation
FA(1) α = 0.01, γ = 1.0 18.311 5.401 · 1016 1.598 · 1018 2.894 · 1016
FA(2) α = 0.1, γ = 1.0 15.484 23.864 80.073 12.911
FA(3) α = 0.2, γ = 1.0 16.512 25.750 108.296 16.545
FA(4) α = 0.3, γ = 1.0 19.217 30.487 89.023 13.478
FA(5) α = 0.4, γ = 1.0 18.698 36.341 76.607 16.280
FA(6) α = 0.5, γ = 1.0 22.288 98.114 628.744 123.342
FA(7) α = 0.6, γ = 1.0 24.661 138.930 753.644 178.381
FA(8) α = 0.7, γ = 1.0 18.313 1226.432 1.192 · 104 3.012 · 103
FA(9) α = 0.8, γ = 1.0 23.010 5.547 · 104 1.391 · 106 2.537 · 105
FA(10) α = 0.9, γ = 1.0 33.219 2.366 · 105 3.424 · 106 6.902 · 105
MFA(1) αi = 0.1, αf = 0.9, γ ∈ [0, 1] 21.556 154.374 1201.666 296.993
MFA(2) αi = 0.9, αf = 0.1, γ ∈ [0, 1] 15.470 30.064 93.961 15.770
MFA(3) αi = 0.1, αf = 0.9, γi = 0.01, γf = 1.0 19.005 82.334 867.731 157.587
MFA(4) αi = 0.9, αf = 0.1, γi = 0.01, γf = 1.0 15.712 46.845 433.983 81.622
CFA φi = 0.4, φf = 0.01 14.001 16.563 23.491 1.816
GA – 22.484 1.255 · 107 2.496 · 108 5.022 · 107
PSO – 19.102 5.361 · 106 1.179 · 108 2.172 · 107
Note: Bold numbers indicate the best performing algorithm.
5. Results and discussion
This section presents a comparative study of the traditional FA approach, MFA approaches, PSO, GA, and the proposed
CFA. For the mentioned approaches β0 = 1, population size of fireflies m = 15, and MaxGenerations = 100 were adopted.
The initial population of fireflies in the traditional FA and the CFA was generated from a uniform distribution in the ranges
specified below. The lower and upper bounds of the search space are given by [−0.5, 2] and [0, 4] for optimized variables
(Kp,1, Ki,1, Kd,1,Kp,2, Ki,2, Kd,2) in the first and second case studies, respectively.
The optimization results of a real-coded genetic algorithm (GA) [64] and a particle swarm optimization [65] method
with the same number of evaluations of objective function, population size, andmaximum of generations that the tested FA
approaches the purpose of comparing are also presented for the two case studies. Other particular parameters and design
procedures used in these optimization methods that are fixed empirically were:
• GA: Roullete wheel selection with elitismmechanism, and crossover and mutation probabilities are set to 0.80 and 0.05,
respectively;
• PSO: The inertia weight adopted is linearly decreased over the course of each run, starting from 0.9 and ending at 0.4.
The acceleration constants (cognitive and social terms) were set to 2.05.
Each optimizationmethodwas implemented inMatlab (MathWorks). In each case study, 30 independent runsweremade
for each of the optimization algorithms involving 30 different initial trial solutions for each optimization method (total of
3000 objective function evaluations in each run).
5.1. Results for the case study #1: Wood-Berry distillation model
Table 1 summarizes the results obtained by applying the FA, MFA, CFA, GA, and PSO to tune the multivariable PID when
applied toWood and Berry columnmodel. Results show that the CFA is the best performer followed by theMFA(2) and FA(2)
in terms of minimum and mean objective function in 30 runs.
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Table 2
Best results in multivariable PID controller design for the first case study.
Parameters FA(2) MFA(2) CFA GA PSO
Kp,1 1.9752 1.1412 1.5896 0.3440 1.6910
Ki,1 0.3626 0.3784 0.4871 0.2031 1.1881
Kd,1 1.0654 0.9715 1.0539 0.6294 0.9682
Kp,2 −0.2230 −0.2134 −0.2205 −0.2894 −0.2088
Ki,2 −0.0710 −0.0959 −0.0958 −0.0539 −0.0910
Kd,2 −0.3046 −0.4271 −0.4002 −0.5000 −0.3593
Objective function 15.484 15.470 14.001 22.484 19.102
IAE (y1) 1.8370 2.4281 1.8417 7.6450 2.5558
IAE (y2) 13.6470 13.0413 12.1595 14.8399 16.5469
Maximum (u1) 0.0202 0.0193 0.0224 0.0152 0.0240
Mean (u1) 0.0062 0.0063 0.0063 0.0062 0.0063
Maximum (u2) 0.0238 0.0246 0.0254 0.0256 0.0255
Mean (u2) 0.0135 0.0135 0.0135 0.0134 0.0135
Note: Bold numbers indicate the best performing algorithm.
Fig. 4. Result of PID control tuned by CFA applied to Wood and Berry column model.
Best gains obtained to the multivariable multi-loop PID design are presented in Table 2. In the Table 2, the acronyms
IAE(y1) and IAE(y2) are the sum of absolute errors of outputs y1 and y2, respectively. It is observed than the CFA presented
better IAE(y2) than theMFA(2), FA(2), PSO and GA approaches. However, in terms of IAE(y1), FA(2) got a slightly better value
than the one obtained using CFA. Fig. 4 presents the best result of multivariable PID control tuning using CFA.
In terms of results presented in Table 1, we want to know if there is a significant difference between the tested
optimization approaches. For this purpose a nonparametric statistical test called Wilcoxon’s rank sum test [66,67] with
1% significance level for independent samples has been done to check whether the final results obtained by the proposed
CFA differ in a statistically significant way from the result obtained by tested FA, MFA, GA and PSO.
TheWilcoxon rank-sum test is a nonparametric alternative to the two sample t-test which is based solely on the order in
which the observations from the two samples fall. It is valid for data from any distribution, normal or not, and is much less
sensitive to outliers than the two-sample t-test. When the assumptions of the two-sample t-test hold, the Wilcoxon test is
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Table 3
Wilcoxon rank sum test results for the PID tuning to the Wood and Berry column model (1 in A vs. B comparison indicates A is better than B;−1 in A vs. B
comparison indicates A is worse than B; 0 in A is equal to B).
A B
FA(1) FA(2) FA(3) FA(4) FA(5) FA(6) FA(7) FA(8) FA(9) FA(10) MFA(1) MFA(2) MFA(3) MFA(4) CFA GA PSO
FA(1) 0 −1 −1 −1 −1 −1 −1 −1 0 0 −1 −1 −1 −1 −1 −1 0
FA(2) 1 0 0 1 1 1 1 1 1 1 1 1 1 1 −1 1 1
FA(3) 1 0 0 1 1 1 1 1 1 1 1 0 1 0 −1 1 1
FA(4) 1 −1 −1 0 0 1 1 1 1 1 1 0 1 0 −1 1 1
FA(5) 1 −1 −1 0 0 1 1 1 1 1 0 0 0 0 −1 1 1
FA(6) 1 −1 −1 −1 −1 0 0 1 0 1 0 −1 0 −1 −1 0 0
FA(7) 1 −1 −1 −1 −1 0 0 0 0 1 0 −1 0 −1 −1 0 0
FA(8) 1 −1 −1 −1 −1 −1 0 0 0 0 −1 −1 −1 −1 −1 0 0
FA(9) 0 −1 −1 −1 −1 0 0 0 0 0 −1 −1 −1 −1 −1 0 0
FA(10) 0 −1 −1 −1 −1 −1 −1 0 0 0 −1 −1 −1 −1 −1 0 0
MFA(1) 1 −1 −1 −1 0 0 0 1 1 1 0 −1 0 −1 −1 0 0
MFA(2) 1 −1 0 0 0 1 1 1 1 1 1 0 1 0 −1 1 1
MFA(3) 1 −1 −1 −1 0 0 0 1 1 1 0 −1 0 −1 −1 1 1
MFA(4) 1 −1 0 0 0 1 1 1 1 1 1 0 1 0 −1 1 1
CFA 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1
GA 1 −1 −1 −1 −1 0 0 0 0 0 0 −1 −1 −1 −1 0 0
PSO 0 −1 −1 −1 −1 0 0 0 0 0 0 −1 −1 −1 −1 0 0
Table 4
Results of objective function to the second case study in 30 runs.
Optimization
method
Tuning parameters of optimization Best objective function after 100 generations in 30 runs
Minimum (best) Mean Maximum (worst) Standard deviation
FA(1) α = 0.01, γ = 1.0 1.469 · 1045 2.448 · 1073 7.345 · 10174 Infinite
FA(2) α = 0.1, γ = 1.0 3.910 3.246 · 1080 9.737 · 1081 1.777 · 1081
FA(3) α = 0.2, γ = 1.0 5.764 7.377 · 1022 2.213 · 1024 4.041 · 1023
FA(4) α = 0.3, γ = 1.0 5.819 4.520 · 1012 1.356 · 1014 2.476 · 1013
FA(5) α = 0.4, γ = 1.0 8.838 9.552 · 109 2.856 · 1011 5.232 · 1010
FA(6) α = 0.5, γ = 1.0 17.259 8.032 · 1013 1.747 · 1015 3.372 · 1014
FA(7) α = 0.6, γ = 1.0 43.907 913.560 5.875 · 103 1.491 · 103
FA(8) α = 0.7, γ = 1.0 22.809 1.379 · 103 5.417 · 103 1.980 · 103
FA(9) α = 0.8, γ = 1.0 46.577 920.478 4.794 · 103 1.390 · 103
FA(10) α = 0.9, γ = 1.0 118.207 1.300 · 103 4.799 · 103 1.724 · 103
MFA(1) αi = 0.1, αf = 0.9, γ ∈ [0, 1] 6.151 3.175 · 104 9.525 · 1015 1.739 · 1015
MFA(2) αi = 0.9, αf = 0.1, γ ∈ [0, 1] 5.296 9.247 · 1020 2.828 · 1022 5.163 · 1021
MFA(3) αi = 0.1, αf = 0.9, γi = 0.01, γf = 1.0 38.306 7.670 · 1036 2.301 · 1038 4.201 · 1037
MFA(4) αi = 0.9, αf = 0.1, γi = 0.01, γf = 1.0 4.867 83.684 1.754 · 103 317.064
CFA φi = 0.4, φf = 0.01 3.484 10.807 171.230 30.351
GA – 37.975 2.067 · 103 4.801 · 103 2.271 · 103
PSO – 94.547 4.603 · 1081 1.381 · 1083 2.521 · 1082
Note: Bold numbers indicate the best performing algorithm.
somewhat less likely to detect a location shift than is the two-sample t-test. However, the losses in this regard are usually
quite small [68].
From the Wilcoxon rank sum test results presented in the Table 3, it is clear that (i) CFA is always better than FA(1) to
FA(10), MFA(1) to MFA(4), PSO and GA, and (ii) FA(2), FA(3), FA(4) and MFA(2) are better than FA(1) and FA(6) to FA(10).
5.2. Results for the case study #2: Industrial-scale polymerization reactor model
Results in terms of the objective function in 30 runs to the industrial-scale polymerization reactor model control are
summarized in Table 4. In terms of minimum objective function values, the CFA obtained the best results with FA(2) close
behind. The results in Table 4 clearly show the effectiveness of CFA; this method particularly dominates other methods for
the second case study.
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Table 5
Best results in multivariable PID controller design for the second case study.
Parameters FA(2) MFA(4) CFA GA PSO
Kp,1 0.2285 0.2319 0.2216 0 0
Ki,1 0.1123 0.1568 0.1000 0.0287 0.0298
Kd,1 0.0152 0 0.1316 0 0
Kp,2 0.1617 0.0371 0.0.834 0.5433 0.4968
Ki,2 0.0690 0.0547 0.0164 0.7375 0
Kd,2 0 0 0.0041 0 0
Objective function 3.910 4.867 3.484 37.975 94.547
IAE (y1) 2.4329 2.7107 2.1185 35.4261 40.6098
IAE (y2) 1.4770 2.1466 1.3651 2.5420 53.8807
Maximum (u1) 0.0240 0.0254 0.0230 0.0145 0.0149
Mean (u1) 0.0076 0.0076 0.0076 0.0076 0.0077
Maximum (u2) 0.0022 0.0010 0.0021 0.0145 0.0075
Mean (u2) −0.0015 −0.0015 −0.0015 −0.0015 −0.0012
Note: Bold numbers indicate the best performing algorithm.
Fig. 5. Result of PID control tuned by CFA applied to industrial-scale polymerization reactor model.
Best gains obtained for the multivariable PID design are presented in Table 5. It is observed that the CFA presented better
IAE(y1) and IAE(y2) than the other tested optimization algorithms. In short, the proposed CFA approach has demonstrated
stronger capability than other approaches in finding a best solution for the PID tuning to the industrial-scale polymerization
reactor model. Fig. 5 presents the best result of PID tuning using CFA for the second case study.
The nonparametric statistical test called Wilcoxon’s rank sum test with 1% significance level for independent samples
has been done to check whether the final result obtained by the proposed CFA (see Table 4) differ in a statistically significant
way from the results obtained by other validated optimizationmethods. From theWilcoxon rank sum test results presented
in Table 6, it is clear that (i) CFA is always better than the other tested optimization methods, and (ii) that MFA(4) is better
than FA(1) to FA(10), MFA(1), MFA(3), GA, and PSO.
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Table 6
Wilcoxon rank sum test results for the PID tuning to industrial-scale polymerization reactor model (1 in A vs. B comparison indicates A is better than B;−1
in A vs. B comparison indicates A is worst than B; 0 in A is equal to B).
A B
FA(1) FA(2) FA(3) FA(4) FA(5) FA(6) FA(7) FA(8) FA(9) FA(10) MFA(1) MFA(2) MFA(3) MFA(4) CFA GA PSO
FA(1) 0 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1
FA(2) 1 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0
FA(3) 1 0 0 0 −1 −1 −1 −1 −1 −1 −1 0 1 0 −1 −1 1
FA(4) 1 0 0 0 0 1 −1 −1 −1 −1 −1 0 1 0 −1 −1 1
FA(5) 1 0 1 0 0 1 −1 −1 −1 −1 −1 1 1 −1 −1 −1 1
FA(6) 1 0 1 −1 −1 0 0 0 0 0 0 1 0 −1 −1 0 0
FA(7) 1 0 1 1 1 0 0 0 0 0 0 1 0 −1 −1 0 0
FA(8) 1 0 1 1 1 0 0 0 0 0 0 1 0 −1 −1 0 0
FA(9) 1 0 1 1 1 0 0 0 0 0 0 1 0 −1 −1 0 0
FA(10) 1 0 1 1 1 0 0 0 0 0 0 1 0 −1 −1 0 0
MFA(1) 1 0 1 −1 −1 0 0 0 0 0 0 1 0 −1 −1 0 0
MFA(2) 1 0 0 0 −1 −1 −1 −1 −1 −1 −1 0 1 0 −1 −1 1
MFA(3) 1 0 −1 −1 −1 0 0 0 0 0 0 −1 0 −1 −1 0 0
MFA(4) 1 0 0 0 1 1 1 1 1 1 1 0 1 0 −1 1 1
CFA 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 1 1
GA 1 0 −1 1 1 0 0 0 0 0 0 1 0 −1 −1 0 0
PSO 1 0 −1 −1 −1 0 0 0 0 0 0 −1 0 −1 −1 0 0
6. Conclusion
Tuning of PID Controllers for MIMO processes is a challenging problem. In terms of control, MIMO processes are more
difficult to deal with compared to their monovariable counterparts due to the existence of interactions between input and
output variables. In last several decades, this topic has drawn a lot of research interest and many multivariable control
approaches have been proposed.
Although great progress on PID control has been made recently, some fundamental issues remain to be addressed for
better understanding and applications of PID controllers, especially for the MIMO case. Owing to its intuitiveness and its
relative simplicity, in addition to satisfactory performance which it is able to provide with a wide range of processes,
PID control has become in practice the standard controller in industrial settings. Multi-loop PID controllers have certain
advantages over the complex multivariable control systems. Multi-loop PID control systems are often used in the industry
because of their simplicity.
This paper addresses the problem of determining the parameters of multi-loop PID controllers which stabilize two
simulatedMIMO systems. An effective optimization scheme for the PID controllers based on CFAwas presented in this paper.
The obtained simulation results show the efficiency in terms of performance. Of the proposed PID control approach based
on CFA tuning. If we compare the results in terms of objective function values (see Tables 3 and 6) then from the numerical
results we can see that the performance of CFA in PID controller tuning based on statistical evidence using Wilcoxon non-
parametric rank sum test is better than the other compared algorithms for two case studies.
However, stochastic search algorithms such as traditional FA and CFA do not always guarantee discovering the globally
optimal solution. However, they often provide a reasonable solution.
Further analysis should be conducted in order to improve the CFA’s performance in tuning of multivariable model-based
predictive controllers. Furthermore, criteria based on disturbance rejection and system robustness must be investigated to
assess the performance of controllers.
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