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An Encoder-Decoder System Based on Nonlinear Elements 
by 
Orban Norman 
Abstract 
A technique for encoding and decoding signals using nonlinear networks is 
presented. The fundamental concept is discussed with some analysis which 
suggests circuit topologies for a class of encoders and canonical inverse 
decoders. Two types of circuits from this class are investigated in detail. In 
both cases a pair of signals are mixed nonlinearly at the encoder. The type-I 
circuit uses synchronous demodulation at the decoder, while the type-II circuit 
uses a pair of intermodulated signals to decode. The performance of both 
circuits is excellent if the channels are ideal and the transmitted signals are not 
perturbed. A type-II system is found to be superior to a type-I system when 
the channel signals are subjected to bandlimiting, dispersion, noise and 
attenuation. It is shown that for best results all intermediate signals in a type-
II system should be transmitted through channels with the same characteristics 
and common mode noise. It is also shown that the system may be made to be 
less susceptible to narrow channel bandwidths by incorporating frequency 
dependency into the nonlinear components, such that the resulting spectra of the 
scrambled signals do not spread out into a large frequency band. 
1 
... 
Chapter 1 
Introduction 
All information transmission systems involve three major subsystems : a 
transmitter, the channel, and 
• 
a receiver. Before information is transmitted 
through a channel, some type of -modulation process is utilized to produce a 
signal which can be accomodated by that channel. This process commonly 
translates the message signal to a new spectral location. The fact that everyone 
can have access to common transmission channels such as the atmosphere or 
copper wires, has led to encryption ( or scrambling) of signals to be transmitted 
in order to preserve the privacy of a communication system. 
The aim of this study is directed at the application of nonlinear cifcuits in 
realizing a general class of encoding-decoding systems. Figures 2-4 through 2-9 
show modulator/ demodulator pairs which are based on one, two and three 
nonlinear components, respectively. In each case the inputs are intermodulated 
in a nonlinear fashion to produce the intermediate signals ( this may also be 
thought of as nonlinear modulation). These distorted signals are then 
transmitted simultaneously to a decoder, which is a close match to the encoder, 
and forced at the respective intermediate nodes using op-amps. The objective is 
to recover the original information from the corresponding outputs. The 
apparent practical application that comes to mind is to scramble signals using 
nonlinear methods where ch.ann~l security is of high importance. Note that the 
way the inputs are intermodulated depehds very much on the type of nonlinear 
components used. 
• I 
The study is broken down into two parts, theoretic.al analysis and 
experiments. Chapter 1 gives the theory, which will then be used to correlate 
2 
with the experimental results. A technique suggested in [1] is used to model 
the nonlinear system. In chapter 3 nonlinear components are designed and then 
modeled using this technique. The performance of a first and a second order 
system, denoted by type-I and type-II, respectively, regarding sensitivity to 
additive noise, bandlimitation, dispersion, and attenuation in the channels, is 
investigated. Chapter 4 gives the results for Circuit # 1. In chapter 5 Circuit 
#2 is analyzed and the theoretical and experim.ental results are compared. An 
overall evaluation of this communication system, including a comparison between 
circuits # 1 and #2, and gene~al suggestions, · is presented· in chapter 6. 
All work done and every observation made during the experiments are 
recorded here, regardless of whether they are supported by theoretical analysis 
or not. The idea is to provide the persons who might pursue this kind of 
study, with all the details available so that they can direct their investigation 
accordingly. 
, 
3 
• 
• 
2.1 Topological Co11cept 
Chapter 2 
Theory 
The general communication system proposed in this study is shown in 
figure 2-1. 
- - Decoder 
-
y. 
I u. -
• 
Encoder Channel 
- -
Figure 2-1: Cornrnunication systern 
• 
Carrier and information signals, which are def)oted by ui ~ i - 1, .. ,lV, IV 
being the number of inputs., are mixed in the encoder with the help of nonlinear 
cornponents. '"fhe resulting signals are in a scrambled form. These are then 
sent through .a co1nn1unication channel to a decoder, which 
. 
IS a canonical 
Lauerse of the Pncoder'I i.e. it has the same type of :nonlinear structure. 1'he 
decoded out puts, y. , i _:- 1, .. ,JV, should be the replicas of u . . 
Z 1 
'"fhe amount of scrarnbling ( or encoding) obtained, which is of interest 
from a channel security point of view, also depends on the network structure 
and its degree of nonlinearity. This degree of nonlinearity, o·n the other hand, 
I 
4 
'· 
is limited by the fact that there must be a unique solution at the encoder for 
all inputs, so that the intermediate signals can be decoded successfully as y . . I 
This system will be analyzed by first constructing a standard equation, 
describing the nonlinear circuit, and then solving it. The procedure and the 
background leading to it are explained in the following sections. 
2. 2 Background 
It has been shown by Frey in [ 1] that nonlinear elements, considering only 
two terminal devices, can be modeled by using linear components in combination 
with dependent sources. As a result the nonlinear network, N, can then be 
transformed into its associated linear form, L, where all the topological 
properties of N are preserved. L is now composed of linear elements and, 
,, 
independent dnd dependent sources. 
There are two general models as suggested in (1 ]. In figure 2-2a a current 
controlled voltage source ( CCVS) and a voltage controlled current source 
(VCCS) is used with the linear component, Z, and in figure 2-2b the model has 
a voltage controlled voltage source (VCVS) and a current controlled current 
source _ ( CCCS). 
Choice of models in a particular application is determined by the 
component constitutive relationships. Once a1l nonlinearities are modeled in this 
fashion, it is relatively straightforward to find a standard ( canonical) equation of 
the form, 
X Au + BF(x) (2.1) 
w,hich is similar to the form given. by Sandberg[2] as 
5 
0 
/(V) 
+ 
V 
1 I 
z 
/(/) 
(a) 
Figure 2-2: 
DF(x) + Gx == C 
+ 
V 
/(/) 
l / 
z 
Generalized models 
/(V) 
(b) 
(2.2) 
but more general in that not only resistive but reactive nonlinearities can also 
be incorporated into (2.1). Net\vorks with two-terminal nonlinear elements have 
this canonical form in which there are k nonlinearities, each connected to one of 
the ports of a k-port interconnection netw<>rk composed· of only linear 
cornponents and independent sources (see figure 2-3). 
Therefore x, which is of dirrtension k~ cornprises those trPe branch voltages 
and link currents that art> associated with t.he models. In (2.1) linear operators 
A and B are determined entirely by the values of linear components and the 
network's topology. I1ence they are riot affected through changes in the values 
of independent sources., which is accounted for in vector u. F(x) . 1s a vector 
function on x (mapping from Rk to Rk). Note that if the systern were linear 
then BF(x) would be zero. Equation (2.1) can also be thought of as describing 
6 
• 
• 
.t . 
. i, 
-
+ 
11 v, 
+ 
• 
. 
'lt 
-
• 
+ 
flt v" 
Figure 2-3: k-port nonlinear network 
a feedback network '"'·here BF(x) is the feedback. 
The solution of a nonlinear network reduces to the solution of equation 
(2.1), which is arrived at by combining the equations resulting frorn laws of 
elements and laws of interconnection. This approach is used here for theoretical 
analysi~ of practical circuits. Intuitively, a solution to an equation with 
practical origins is expected to exist. However a distinction must be made 
between a physical system and its mathematical model, 
. 
Ill which some 
pararr1eters, appearing unimportant at the time, may have been neglected!2]. 
For the rase \vith a resistive interconnection network and diode-resistor 
cornbination of nonlinearities - i.e.~ a resistive network containing only strictly 
monotonically increasing resistors - a unique solution is guaranteed[3]. 
7 
Jl 
,-
2.3 Nonlinear Encoder and its Canonical Inverse 
A T-network is chosen as a starting point for the encoding circuit, which 
is shown in figure 2-4. Two inputs, c(t) and m(t), are intermodulated 
nonlinearly due to the component placed between node (X) and ground. The 
intermediate voltage, v x ( t), taken from this node is then transmitted to the 
canonical inverse circuit shown in figure 2-5. 
One of the inputs, c( t), is supplied at the receiver end for synchronous 
decoding. Received signal, v x ( t), is forced onto the intermediate node using an 
operational amplifier. 
Using an associated linear network for the encoder as described previously, 
the standard equation (2.1) is found to be in the form, 
(2.3) 
where f( v x) results from modeling the nonlinear element. Linear operators 
A == [a
1 
a 2) and B == [b] are determined by the circuit structure. Hence if 
the respective components • Ill the decoder circuit are matched to their 
counterparts in the encoder, then these operators are the same in the decoder 
standard equation, which is 
-V 
X 
(2.4) 
Due to synchronous decoding, u 1 - u1. Furthermore, if the op-amp gain-
bandwidth-product (GBP) approaches infinity, then v x 
equation (2.4) to 
Solving for u2, which is to be decoded, 
u2 -:-- v x -- .a 1u 1 - b f(vx) 
-u = u 2. -·2 
8 
v , which reduces 
X 
(2.5} 
(2.6) 
•. 
• 
X z, 
c(t} m{t} 
. . 
Figure 2-4: Encoder # I 
c{t) m(t) 
z, 
)• .. . .... 
Figure 2-5: Canonical Inverse of Encoder # I 
9 
Therefore, as long as v == v and the circuits are well-matched, the X X 
system can extract the original information from the scrambled signal. 
A second system, comprising 1r-circuits, is considered next. Figure 2-6 
shows the encoder with two nonlinear elements. The inputs, c( t) and m( t ), are 
mixed in a nonlinear fashion to produce intermediate voltages at nodes ( C) and 
(M). 1 These intermediate signals are then sent to the canonical inverse net,work 
shown in figure 2-7. 
The type of decoding here is not synchronous. Two signals are 
transmitted and both c(t) and m(t) are decoded as c(t) and m{t). After 
transf arming the encoder into its associated linear form, a standard equation of 
the form ( 2.1) can be found, where x is composed of voltages at the 
intermediate nodes. 
(
0 11 
0 21 
• 
Functions f1 (x) and f2(x) result from the modeling procedure. Matrices A
 
and B are linear and determined entirely by the circuit structure. Hence they 
remain the same at the decoder end if the components are matched. 
x = Au + BF(x) 
Again, if the op-amps have large gain-bandwidth products, then x 
for decoded outputs, 
u A- 1{x - BF(x)} 
u u 
(2.7} 
x. Solving 
(2.8} 
1Letters C and M are used for denoting these nodes because v c(t) is related more to c(t) than. to 
m(t), and similarly vM(t) to m(t). Later in the following chapters terms channel C and channel M will 
be used iu refering to the transmission channels of these intermediate signals. 
10 
C z, M z, 
c{t) m{t) 
NJ N2 
Figure 2-6: Encoder #2 
vcft) 
z, 
ul 
.i(t) z, m(t) 
Nl N2 
... 
Figure 2-7: Canonic_·a] Inverse of Encoder #2 
• 
• 
11 
. ' 
There are three necessary conditions for successful decoding : 
• large G BP for the op-amps 
• well-matched components 
• nonsingular A· 1 
A similar reasoning can be extended to N-dimensions. Equation (2.1) will 
be the same, only the dimensions will change. 
A type-III system, also tested experimentally, is shown in figures 2-8 and 
2-9. In this case a ~-network structure is used. 
The channels, through which all the intermediate signals are transmitted, 
are not ideal in a real communication system. Therefore these signals will 
experience some changes before they reach the decoder. A method of finding 
/ 
the effects of such perturbations on the decoder performance is described in the 
following section. 
2.4 Perturbation Analysis 
Let 
x == Au + BF(x) 
and 
x == Au + BF(x) 
describe the encoder and decoder, respectively, where x denotes intermediate 
signals appearing at op-amp8' inverting terminals. Decoded outputs are denoted 
by vector u. Linear operators A and B are the same in both equations 
because the interconnection network does not change and respective components 
are matched. If stable operation is assumed for the op-amps and they have 
12 
N9 
s(t) 
C 
c(t) 
M 
z, m(t) 
NJ z, 
N2 
Figure 2-8: Encoder #3 
"s(t) 
vcft) 
N9 
s(t) 
c(t) 
m{t) 
NJ 
N2 
Figure 2-9: Canonical Inverse of Encoder #3 
• 
'.•t 
H 
. I 
13 
I 
i.nfinite gain characteristics then x == x which yields 
u 
successful decoding. 
u, hence we have 
Now suppose transmitted signal x is perturbed by a v
ector p due to non-
ideal transmission channels and/ or op-amps, such that 
x==x+p 
This perturbation will be translated to the decoder ou
tputs as distortion, 
making them differ from those applied originally to th
e encoder. Let e be the 
vector to account for this deviation, such that 
u==u+e 
Hence the standard equation at the decoder end become
s 
x + p == A{u + e} + BF(x+p) 
F(x+p) now can be expanded by using Taylor series[5] as
2 
F(x+p) - F(x) + F[11(x)p + g(x) 
(2.9) 
\\'here g( x) represents the higher order terms. Using a first order approximation, 
F(x+p) ~ F(x) + F[1l(x)p 
In the single nonlinearity case F[1J(x) is simply the derivative of F(x) with 
respect to x, whereas, with double nonlinearity, it b
ecomes the Jacobian of 
vector function F ( x). 
If F (x) (:J and x ·. (::) then, 
2The superscript [1 J is used to denote the derivative 
14 
'· t 
Going back to the standard equation, 
x + p == Au + Ae + BF(x) + BFl 11(x)p 
which, when con1bined with equation (2.1), reduces to 
p -~ Ae + BFl 1l(x)p 
which is solved for e : 
(2.10) 
Note that p cannot be simply ta~en out of the parenthesis., because if the 
network is not resistive then B has to be convolved with F! 1l(x)p in the time 
domain. Then, 
e == A - 1 [ p( t ) - b ( t ) * { F [ I ] ( x ( t ) ) p( t ) } I 
where b(t) is the inverse transform of B(s) in the tirne dornain. Since p is a 
.. 
function of time_ 
b ( t ) :r { F [ 1 ] ( x ( t) ) p( t ) } :/ { b ( t ) :+ F [ I ] ( x ( t ) ) } p( t ) 
therefore it cannot be factored out in equation (2.10). 11owever for a resistive 
network e can be \\'tit.ten as 
\vhere Ikxk is an identitv rnatrix and k is the din1ension of '.X. Once vector e is 
found then the deviations at all outputs are known, i.e. u. = u. + e .. 
I I l 
Wh-en investigating the effects of non-ideal channels on decoded outputs, 
intermodulation distortion is used as a means of comparison. For this purpose 
ui are taken to be pure sinusoids at frequencies, ~-
15 
Let, 
PT : power of decoded output ITi 
P : power at frequency f 
8 I 
Then define IM distortion as, 
p -P 
01' T a IM distortion, ,o : x 100 
PT 
... 
( 2.11) 
The distortion signal ei will have a component at ~' which must also be 
taken into account. If u == Asin(21rfut) and e == et+Esin(21rfut), then squaring 
both sides of equation (2.9) and then integrating over one period yields, 
u2 == (u + e) 2 
1 1T . 1 1T 
-.. · u2dt == -· (u+e) 2dt T o T o 
2AE 1T , 2A 1T P- == P + P + sin 2 ( 2 ~ / t) d t + - et sin ( 21r / t) d t 
u u e T O u T O u 
Due to orthogonality the third term on right hand side will reduce to AE 
and the fourth term will approximately be zero. Thus, 
P- == P + P + AE u u e 
where P denotes power. From above, E can be solved as 
P--P -P 
u u e E == ------,--
A 
(2.12): 
-
Now, using the definition of equation (2.11), 
IM distortion, % : X 100 (2.13) 
16 
This communication system • IS expected to be sensitive to 
• 
noise, 
attenuation, bandlimiting and phase shifting in the transmission channels. The 
effects of these are examined separately in the following chapters . 
.. 
17 
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Chapter 3 
Design and Modeling of Nonlinear 
\ 
Components 
3.1 Design 
3.1.1 Design Considerations 
In designing the nonlinear components to be used in this communication 
system, four major points are considered to be impor1t'ant. 
1) The function, describing the I-V characteristics for each element must 
be a voltage controlled function. As it is mentioned i-n chapter 2, intermediate 
signals are forced onto the decoder nodes by the op-amps; so, for each voltage 
value, there must be only one current value in order to avoid errors in 
decoding. 
2) Since the system is also planned to be tested experimentally, it must be 
easy to match the corresponding nonlinear elements in the encoder and decoder. 
3) Dynamic range is roughly taken to be from -IOV to + IOV at the 
encoder inputs. 
4) Finally, to achieve our objective, these components must be able to 
scramble the inputs into a substantially unrecognizable form. 
3.1.2 Nonlinear Components 
First, an attempt was made to design a component by utilizing the 
nonlinearity at the base-emitter junction of a differential pair (see Figure 3-1). 
The current-voltage characteristics for this circuit (of tanh[x] type) is shown in 
figure 3-2. The voltage at node (x) is sensed by an op-amp, which drives the 
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differential pair. The nonlinearity at th
e base-emitter junction of Q2 is used to 
feedback a current which varies invers
ely with the input voltage (i.e. if V. ID 
increases, current through QI increases, causing curren
t through Q2 to decrease). 
Q4 is used to satisfy the condition that when V. = 
0 then I. is also zero. By 
ID ID 
varying the value of R , slope of the 
1-V characteristics around the origin can
 
X 
be changed. Increasing it will increase 
the slope, causing saturation to occur a
t 
lower input levels. 
Usage of this particular nonlinear co
mponent was abandoned for two 
reasons : 
I. Since the I- V characteristics is smoot
h, it did not give the expected 
degree of nonlinear multiplexing. 
2. Due to the large number of lumped
 elements in just one nonlinear 
component, it is more difficult to match
 the encoder and the decoder, 
though an attempt was made by us
ing LM3086 IC which is a 
transistor array containing one different
ial pair and three transistors. 
That, however, still leaves a number 
of resistors to be matched. 
Monolithic ICs for each component wo
uld have solved this problem, 
had they been available. 
As an optimum solution, combinatio
ns of resistors and diodes are 
considered, yie]ding components that are easi
er to match. Figure 3-3 shows 
different combinations that are used. 
1-V characteristics for figures 3-3a and 
' 
3-3b are shown in figu~e 3-4 for R 1== IK
n and R2== 4700 case. The di
odes are 
formed by connecting the base and coll
ector of NPN transistors, which are 
taken from LM3086 to. render close mat
ching. Respective diodes in the encoder
 
and the decoder are supplied by the sam
e IC. 
Frequency dependency can also be inc
orporated into the nonlinearity by 
adding a para.Ile! capacitor across th
e diode. Capacitors are matched b
y 
measuring their values and then adding
 a parallel capacitor to the appropriate
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C 
V(V) 
·' 
one, with. a value approximately equal to the difference of the original two. 
3.2 Modeling 
There are two points to take into account when modeling diodes. First, 
they are usually described by functions whose range is not the entire real line 
(e.g. v d = ,ln[id/1 5 +I]). Second, as shown in !4] , a model may not yield a 
unique transient response starting from an initial condition. 
In modeling the components that are used in the experiments, three 
methods are tried : 
1) The I-V characteristic of the nonlinear element is loaded into matrix in 
a con1puter program, and then this matrix is resolved into a linear component 
and a nonlinear dependent current source pair on a point-by-point basis, instead 
of using an analytical expression. The model then looks like this : 
+ 
V 
-
R J(V) 
Howev.er this method becornes very cumbersome, es·pecially in the double 
n·onlinearity case, when standard equation (2.1) ·is being solved b.y numerical 
methods. 
2) In the second method the model is a linear component in series with a 
nonlinear current controlled voltage source. 
23 
·" 
. 
t 
/( i) = ,lnl1+ 1 J 
j 
where , == 0.026V 
@ room temperature 
and I is the diode 
s 
reverse saturation current 
l / 
/(!) 
' 
A particular problem exists here because J(i) is not defined on the entire 
real line, as mentioned before. In order to account for this~ IF statements must 
. 
' 
be used in the computer program which is seen to cause some difficulties when 
using Newton-Raphson and secant numerical methods to solve for the 
intermediate voltages. 
3) The third model makes use of a linear component in series with a 
voltage controlled voltage source. So an analytical expression, valid for all real 
values, can be written. As an example figure 3-3a will be modeled : 
- -
! i 
R 
h 
z 
• 
• 
This techniq·-ue analyzes the nonlinear element inside the interconnecting 
network, as opposed to isolating. itn Therefore, 
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1 11 + 12 
where i1 , ie are functions of V and adjacent node voltages, which are either 
known or elements of vector x. · 
Using the exponential contstitutive relationship for the diode, 
where 
V - V - iR d -
hence 
h X - V d ==~ V - i R 
V-iR 
h - \/ - RI [exp { } - 1] 
X 8 I 
Note that i is a function of V and other node voltages. Looking at 
circuits of figures 2-4 and 2-6, all node voltages belong to either· u or x. 
Therefore hx is a function of x and u, which has an analytical expression for 
the entire real line, thus works well with numerical methods. Figure 3-5a shows 
the 1-V characteristic of figure 3-3a, and figure 3-5b shows that of the linear 
component. The nonlinear dependent function hx is defined in figure 3-5c, 
which, when combined with figure 3-5b , yields figure 3-5a. 
With this kind of modeling then F(x) in the standard equation (2.l) is 
replaced by F(x,u) and when doing perturbation analysis[5], 
F(x,u) F(x+p,u+e) 
F(x,u) + F x[l](x,u)p + F u[ 11(x,u)e 
must be used, since nonlinear function F not only changes with x but is also 
affected by the variations in u. Subscripts (x) and (u) are used to denote the 
Jacobian of F with respect to x and u, respectively. Now e becomes 
e (3.1) 
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For a resistive network 
(3.2) 
Now that all the necessary theoretical tools are developed, the circuits can 
be analyzed in the following chapters, where experimental results are also 
presented. 
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Chapter 4 
Results for Circuit # 1 
In this chapter results for the system utilizing only a single nonlinearity is 
given. The encoder circuit is as shown in figure 2-4 and the decoder in figure 
2-5. There is one channel over which the intermediate signal is transmitted. A 
synchronous type of demodulation is used, i.e. c( t) is provided at the encoder 
and the decoder at the same time. The recovered information is m(t), which is 
equal to m( t) in the ideal case. The theoretical approach explained in chapter 
2, combined with the modeling technique described in chapter 3, is used to 
model this nonlinear network in order to obtain its associated linear counterpart. 
The resistor-diode combination of figure 3-3a is used as a nonlinear component. 
4.1 Theory applied to Circuit #1 
Figure 4-1 shows Encoder # 1 and its modeled version, where 
x-iR f(x,u) ~ x - RI [exp{ } -· 1] 
. 8 7 
i is given by the laws of interconnection as, 
i == Y1 (u1 - x) + Y2(u2 - x) 
~· yl ttl + .Y2u2 -· (Yl + Yz)x 
Using the associated linear network, the standard equation for Encoder #1 
is found to be 
YI Y2 Y3 
X - u1 + .. · u + y f(x,u) - y2 YI + y2 + Y3 y + y2 + y 2 yl + + l 3 3 
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Figure 4-1: 
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Encoder # 1 and its associated linear model 
YI 
+ y2 + Y., 
,J 
The solution for x is obtained by using the secant numerical method. Here 
the explicit expression for J(x,u) is 
x(l + RY1 + RY2) - RY1 u1 - RY2u2 f(x,u) - x - Rl
9
I exp{ } - 1 ] 
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So, 
R(l + RY1 + RY2)I, 
1 - ------- exp(ARG) 
' 
R2Y I 
[ 1 ! fu 1l(x,u) - --- exp(ARG) 
1 ' 
f u [ll(x,u) -
2 
R2Y I 2 ! 
-- exp(ARG) 
x(l+RY1+RY2) - RY1u1 - RY2u2 
where ARC==-----------
Now, 
(
u + e) . · 
x + p == [ a a ] 1 . 1 + B(/ + / 11lp + / [1le + / [1le ) 1 2 Uz + e2 X Ul 1 u2 2 
Due to the structure of the decoder (synchronous), e1 ·== O. Thus~ 
and 
e == 2 
For 
1 
---
-- [ P - Bfx[ll(x,u)p ] 
a2 + Bf u [Il(x,u) 2 
a resistive network p can be taken out of the parenthesis. 
Having 
found e2, intermodulation dis
tortion is determined from equations (2.12) and 
(2.13). 
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4. 2 Experimental results 
A type-I communication system, as shown in figures 2-4 and 2-5, has been 
constructed on an experimental board. Unity gain op-amp buffers, which are 
not shown in the figures, vvere placed between signal generators and the inputs 
to the circuit to avoid loading effects. The nonlinear component of figure 3-3a 
(with and without a capacitor) was used in this system. The resistor values 
are as follows: 
RI== 5.6 K 
R2== 5.6 K 
RN== 1.0 K 
where RN denotes the resistive part of the nonlinear component. A 1000 
. potentiometer is used in series with the decoder's 1 K resistor, which has a lower 
value than its counterpart, to achieve a close match. As mentioned earlier 
matching the respective components plays an important role 
. 
In high 
performance. Table 4-1 shows the percentage mismatch among lumped 
components. For circuit #1 there is an average mismatch of 0.167%. 
Table 4-1: Mismatch among lumped components - Circuit #1 
Encoder Decoder Mismatch, % 
RI 5.580K 5.590K 0.18 
Rz- 5.538K 5.526K 0.22 
RN 1.017K 1.018K 0.10 
Ave.== 0.167 
. R1 does not necest·d.rily have to be equal to .R2• In fact R1 may be 
chosen independently. Experiments were successful with R2 == 6.8K. One 
particular concern is about the closed loop bandwidth of the op-amp. In order 
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to maintain adequate loop gain, the feedback should have a lower bound. The 
LF353 has a gain-bandwidth product (GBP) of about 4MHz. Let /3 be the 
feedback factor. Then the closed loop bandwidth may be defined as 
BW == /3 X GBP 
So as to simplify matters a first order approximation for the diode can be 
used. Let {3
0 
be the feedback when it is OFF and {31 when it is ON. For the 
case where figure 3-3a is used without a capacitor as the nonlinearity, 
5.6K {30== - 0.5 5.6K +5.6K 
5.6K / /lK 
f31== == 0.132 
5.6K +5.6K //lK 
Corresponding closed lo':)p bandwidths then are, 
BW0== 0.5x4MHz == 2MHz 
BW1== O.I32x4MHz == 528KHz 
Therefore, in both cases, the bandwidth of operation is large enough to 
accomodate high frequency components resulting from nonlinear encoding. 
At node (X) the main frequency components appear at input frequencies 
and the secondary ones are caused by nonlinear modulation. When c( t) = 0 
the components are only at integer multiples of fm, and vice versa. This is an 
expected result from Fourier series analysis. 
If fc and fm have a common factor, the frequency components at node (X) 
for the case without the capacitor appear at discrete values governed by 
multiples of f , f and the common factor. For example, when f = 4KHz and 
C ID C 
f == 6KHz, they are at multiples of 2KHz. 
m 
Otl1erwise, the components are 
spread out over the spectrum. For the condit.t_~s below, 
le( t) I == lm(t) I sinusoidal 
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, 
.. 
f = 3 KHz 
C 
f = 7 KHz 
m 
the major frequency components appear at 
3 KHz f C 
4 KHz f -f ID C 
6 KHz 2f C 
7 KHz f m 
10 KHz f +f ID C 
14 KHz 2f m 
21 KHz 3f m 
They are, as expected, at multiples of f and f as well as their sum and C ID 
difference. 
If a capacitor, C == O.lµF, is placed across the diode (as in figure 3-3a), 
then the high frequency co1.-1pnnents in the intermediate signal are attenuated. 
Thus the result is bandlimiting the signal to be transmitted and still achieving 
a successful decoding, given that the capacitors are well matched. 
4.3 Performance 
Percentage intermodulation distortion, which. is defined below, is used to 
evaluate the system's performance3• Sinusoidal inputs are used for this purpose. 
PT : total power of output signal in 100 KHz band 
Pm : signal power at fm 
3When measuring intermodulation distortion an HP3561A dynamic signal analyzer was used. 
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IM distortion : 
p - p 
T m 
P. X 100 
T 
In the case without the capacitor IM distortion is found out to be 0.003% 
as compared to 0.006% with the capacitor (O.lµF) attached as in figure 3-3. 
The reason for this difference is believed to be the additional mismatch 
introduced into the system by adding another lumped component. 
Performance is good when either or both of the inputs are sinusoids, 
triangular, or square waveforms. For square wave input(s) there is a small 
amount of distortion at the edges of the square wave output(s) due to the slew 
rate limitation of the op-amp. 
If the capacitor is placed across R1 or resistive part of the nonlinearity or 
from node (X) to ground, the performance of the system is poor because the 
feedback loop of the op-amp in the decoder circuit causes instability. This is 
especially apparent with square wave input(s): ringing is observed on top of the 
output waveform. In Appendix-B an (ac) stability analysis is made concerning 
the op-amp in the case where O.lµF is attached between node (X) and ground. 
Again, for the sake of simplicity a 1st order approximation is used for the 
diode. It is seen that with this configuration the op-amp will be unstable. In 
order to have stable operation with the same resistor values, a maximum value 
of l. lnF is required for the capacitor. 
The performance is also good if the capacitor is placed across R2• At low 
frequencies the capacitor is open circuit, and the op-amp is stable as before. At 
high frequencies the capacitor tends toward a short circuit, increasing negative 
feedback which in turn prevents unstable operation. 
What follows is a series of experiments investigating what happens if the 
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channel is not ideal. Throughaut these experiments the input parameters are 
fixed: 
• c(t): 4.8 Vrms @ 3KHz 
• m(t): 4.2 Vrms @ 7KHz 
• vx(t): intermediate signal, positive peak 1.9V, negative peak 5.5V, 
RMS == 2.46V 
4.3.1 Bandlimited Channel 
The set-up used for simulating the bandlimited channel, and its transfer 
function are shown in figure 4-2. A voltage follower is used to avoid loading 
the original circuit. The procedure is to vary R and/or C to change th
e 
bandwidth. Figure 4-3 shows the effect of channel bandwidth o
n 
intermodulation distortion at the decoded output. When drawn on a full-log 
graph, the relationship is almost a straight line. Even at as large a bandwidth 
as 1 OOKHz, there is a 2.2% IM distortion. As channel bandwidth is narrowed 
further, the c( t) component starts to appear strongly at the m( t) output, which 
is to be decoded. 
bandwidth. 
Hence the distortion increases rapidly with decreasing 
4.3.2 Dispersive Channel 
The filter used for bandlimiting purposes not only attenuates the 
amplitudes of those frequency corriponents beyond its cut-off point but 
introduces a phase shift as well. The transfer function for figure 4-2 is 
1 
(1 + sRC) 2 
which gives a phase shift of 
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(4.2) 
To investigate whether all of the distortion seen in figure 4-3 is due to 
bandlimiting or partly due to phase shift, an all-pass filter with the same phase 
relationship as in equation {4.2) is used {figure 4-4). The transfer function and 
its phase is given below. 
I - sRC 
TP(s) == 1 + sRC 
LT (s) == -2tan- 1{wRC} p 
(4.3) 
Figure 4-5 shows the results of this analysis. On the x-axis the equivalent 
cut-off frequency (-6dB point) is plotted for easy comparison with figure 4-3, 
which is for the bandlimiting case. It is seen that most of the distortion is due 
to phase shifting rather than bandlimiting. At high cut-off frequency values, 
phase shifting is the cause of almost all distortion. Considering the type of 
detection used ( which is synchronous), these results are logical. After going 
through the channel, the cornponen ts of intermediate signal v x( t) lose their 
relative phases with respect to c(t). 
Experimentally, the largest distortion component seen at output m{ t) is at 
· 7KHz, which is the frequency of c(t). 
4.3.3 Noisy Cha11nel 
Using the set-up shown in figure 4-6 additive 
• • 
noise 1s injected into the 
channel. A 5000 potentiometer is used to adjust the gain, v /v, to unity. 
HP3561A 's random noise source is used in the analysis. The output of this 
source is first bandlimited by a filter with cut-off frequency at 40KHz, in order 
' 
to avoid high frequency noise effects on the op-a1nps. Different noise levels are 
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Figure 4-6: Circuit used for noise experiments 
obtained by attenuating the source output. At OdB attenuation the rms value 
of the noise is measured to be 810 m Vrms. As a reminder, the intermediate 
signal level is. at 2 .46 V rms. 
Figure 4-7 sho\\'S how IM distortion increases with noise. If 1 % is taken 
as an allowable distortion, then the signal-to-noise ratio in the channel should 
not go below 27.5 dB. 
In noise experiments, the positive portion of the decoded \Vaveform is 
observed to be distorted much rr1ore than the negative port.ion.. An explanation 
might be that when vx(t) swings positive, the diode is on, hence the signal level 
is relatively low (1.9V peak). During the negative swing, on the other hand, 
the diode is off so signal level is larger in magnitude {-5.5V peak). Therefore 
positive cycles are affected rnore easily by 
• 
noise. ~I.owever, the direction in 
which v x( t) swings does not only depend on the sign of m(t) but on that of 
c( t) as well. So the bottom portion of the output waveform is also distorted, 
though to a lesser extent. 
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4.3.4 Attenuation along the Channel 
In order to investigate the system "s sensitivity to attenuation along the 
channel, the set-up shown in figure 4-8 is used. Here, the value of R is varied 
to obtain different levels of attenuation. 
2.2K 2.2K 
v(t) 
v{t) 
2.2K SO<Xl 2.2K R 
Figure 4-8: Set-up used for attenuation experiments 
It is observed that both positive and negative portions of the decoded 
waveform get quite distorted as attenuation increases. At the same time t.he 
c( t) component appears strongly at m ( t) out put. This is due to the fact that 
the intermediate signal, which contains all the information about m( t) is 
attenuated while c(t) is provided at the decoder without any alteration, making 
it harder for the circuit to suppress it at the m(t) output. 
The variation of IM distortion with respect to attenuation along the 
channel is shown in figure 4-9. If 1% distortion is tolerable then upto 0.8dB 
(0.91 times) attenuation can be allowed (which is not much). 
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In this chapter, a type-I system was analyzed taking into account the practical 
considerations. A similar approach is followed in the next chapter for a type-II 
system. 
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Chapter 5 
Results for Circuit #2 
This chapter discusses the performance of a type-II system. A type-II 
system has been constructed utilizing double nonlinearities as in figures 2-6 and 
2-7. For N 
1
, the component i:: figure 3-3a and for N 2, the component in figure 
3-3b have been used. The system is analyzed t.heoretically below according to 
the analysis described in chapters 2 and 3. 
In this system, demodulation is not synchronous as in Circuit # 1. 
Instead, two channels, C and M, both have to be used to send information. In 
the following discussion decoded outputs are denoted as c( t) and m( t). 
5.1 Theory applied to Circuit #2 
Figure 5-1 sho'ws the type-II encoder. In order to model this network, 
expressions for h and h must be determined. 
X y 
yl %1 
ul 
. 
'1 -
l y = -
4 R 4 
+ 
h 
J: 
Figure 5-1: 
l z J: 
-
i T 
' 
h 
' 
+ 
Modeling of Encoder #2 
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. 
z., 
XI -R4i:x 
h - x1 R4 I J( exp{ } 1 ) - - -:z 1 
- X -R i 
h R5l 8 ( exp{ 
2 5 y } 1) 
-
-x - - -y ') .. 1 
where 
. 
? 
:x 
l y 
YiuI (YI Yz)x I Y2x2 - - + + -
-
- Y3u2 - Y2xI + ( }' 2 + Y3)x2 -
The associated linear network 
• shown . figure 5-2. lS In 
Y., 
+ Y, ys 
ul 
11 12 + 
Figure 5-2: Associated linear network 
' 
Explicit expressions for the dependent voltage sources are ., 
( l t R 4 y I + R 4 y 2) --' R 4 y 1 u 1 - R 4 y 2 x 2 
f 1 ( x, u )-. ·x 1 --" -R 41 s ( exp{ · · · } -- 1 ). 1 
+ 
Rs Y3u2+ Rs Y2xI-· ( 1 + Rs }'2 + Rs Y3)x2 
/ 2 ( x , u ) = - x 2 - R5 J s ( e x p { } - 1 ) 1 
u, 
A standard equation for this circuit is derived in Appendix A as., 
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(5.1) 
(5.2) 
• 
where 
Intermediate voltages, x1 and x2., are solved by using the secant numeric 
method 4 • Since the network is resistive., equation (3.2) can be used to 
determine the effects of channel perturbations., where A and B are 2x2 matrices 
found in .. \ppendix A., and 
and p = (::) 
. 
F [11 u (x ~ u) -
af1/ax l a, 1/ ax2 
lJ.sin.g equations (5.1) and (5.2), and denoting the exponential arguments of 
f 
1 
and f 2 by .. 4 RG1 and A RC 2, respectively., we have 
4Subroutin.e ZSCNT in IMSL library 
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,., 
ARG 1 
(l+R4Y1 +R4Y2)-R4 Y1 u 1-R4 Y2x 2 
' 
R5Y3u2+ R5Y2x 1 -(1+ R5Y2+ R5Y3)x2 
' 
Rs 2 JsY3 
' 
exp(ARG 2 ) 
R42 ltJY2 
' 
exp(ARG 1) 
R5(1 + R5Y2 + R5Y3)Is 
exp(ARG2) 
Now e1 and e2, the deviations at the outputs u1 and u2
, respectively, can 
be calculated and then usin.g equations (2.12) and (2.13), IM distortion at those 
outputs are determined. 
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5.2 Experimental results 
Figure 5-3 shows the system that is constructed for experimental analysis. 
To ensure close matching 01 and D3, and similarly 02 and 04 are taken from 
the same IC5 • The resistors used are as follows: 
RI - 5.6K 
R3 5.6K 
RNI lK 
RN2 4700 
Three different values for R2 were tried: 4 700, 1 K, 2.2K. The objective is 
to enable sufficient intermodulation between nodes ( C) and (M), while avoiding 
very low values at which percentage mismatch is higher. After observing 
intermediate waveforms, I K was chosen as the final R2 value. Table 5-1 lists 
the lumped components and percentage mismatch among them. For Circuit #2 
there is an average mismatch of 0.268%. 
Frequency spectra and time waveforms of intermediate nodes (C) and (~1) 
are shown in figures 5-4 and 5-5, respectively. In this case the input signals 
are sinusoidal and no capacitor is used in the system. If capacitors are placed 
across D2 and 04, the spectrum and time waveform at node (C) look like those 
as in figure 5-6a/b. Similarly, at node (M), to which the nonlinear component 
with the capar.itor is attached, the spectrum is also bandlimited, though slightly 
more compared to that of node ( C). In both cases, decoding is successful also 
with square wave inputs. If the capacitor is across R 2, there is ringing in the 
square wave response. The same is true for cases where the capacitor is from 
51c LF353 is used for the op-amps. 
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Figure 5-3: Circuit #2 used for experi111ents 
• 
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Table ·5-1: Mismatch among components - Circuit #2 
Encoder Decoder Mismatch, ~ 
RI 5.555K 5.550K 0.09 
R2 l .OOOK 1.004K 0.40 
R3 5.517K 5.542K 0.45 
RNI 0.995K 0.997K 0.20 
RN2 0.474K 0.473K 0.20 , 
Ave.== 0.268 
C 100.8nF 100.2nF 0.60 
node (C) or node (M) to ground. The ringing is due to either or both decoder 
op-amps' going unstable (see Appendix B). When the capacitor is from node 
(C) to ground, c(t) is not decoded whereas m(t) is. Similarly when it is from 
{M) to ground, only c( t) is decoded because the corresponding op-amp is not 
affected much by the presence of the capacitor at the other side. 
If fc == kfm, where k is an integer, the spectra of v c and vM have frequency 
con1ponents only at multiples of fm. When f == 4KHz and f == 6KHz, C ID 
components appear at multiples of 2KHz. If f == 3KHz and f == 5KHz, C m 
components of intermediate nodes are spread out along the frequency band and 
• 
maJor ones appear at 
2 KHz 
3 KHz 
5 KHz 
8 KHz 
10 KHz 
f -f ID C 
f 
C 
f 
m 
f +f ID C 
2f 
JI} 
Similar to the single nonlinearity case, if one · of the inputs is zero then 
the components are at multiples of the other input's frequency. Plugging the 
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capacitor in does not change these results, however the higher frequency 
components are attenuated in that case. 
5.3 Performance 
The system can decode sine, square and triangular waves successfully. The 
IM distortion at the c( t) output is just a little under 0.001 % and for m( t) it is 
just over that value. 6 The difference between the t~o might be due to larger 
percentage mismatch among the components on m( t) 's side. Decoding 
performance . increases when capacitors are better matched ( C introduces 
additional mismatch). A decrease in amplitude of intermodulation components 
at the decoded outputs is observed when an attempt is made to better match 
the capacitors. 
For all of the following experiments, the test conditions are as below: 
f == 3 KHz 
C 
f == 7 KHz 
m 
5.3.1 Bandlimited Channels 
c(t) == 3.1 Vrms 
m.( t) == 4.2 Vrms 
The effect of bandlimiting the channels is analyzed by using the set-up of 
figure 4-2 for each channel. The following observations are made: 
• If only one channel is bandlimited and the other is not, there is 
more IM distortion than in the case where both channels have the 
same bandwidth. 
• The op-amp that is being used in the decoder, has a critical role. 
Replacing LF353, which has a GBP of 4 MHz, by a better one, 
NE5532N with 10 MHz GBP, more suppression of IM signals at the 
decoder outputs is achieved. 
6Test conditions: f = 3KHz at 3.1 Vrms, f = 7KHz at 3.1 Vrms C . · ID 
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• The wider the channels' bandwidth, the better performance the 
system can achieve. If the bandwidth is increased from 20KHz to 
40KHz, the largest IM component at the output is suppressed by 
about IOdB. 
• If capacitors (0. lµF) are placed across D2 and D4, then the 
intermediate signals are not spread out into higher frequencies. 
Hence, bandlimiting the channels has less effect on IM distortion. 
~ 
Figure 5- 7 shows the relationship between channel bandwidth and IM distortion 
for two cases. When the capacitor is not used, distortion increases rapidly with 
decreasing bandwidth. At about 30KHz, 1 % distortion is already reached. 
With the capacitor plugged in, then even at narrow bandwidths distortion stays 
below I%. 
5.3.2 Dispersive Channel 
As explained in chapter 4, the filters used for bandlimiting purposes also 
introduce a phase shift, given by equation ( 4.2) and shown in figure 4-4. In 
order to determine the amount of distortion only due to this phase shift, an all-
pass filter with this phase relationship (figure 4-4) is used for each channel. 
The results are shown in figure 5-8. On the x-axis the effective cut-off 
frequency is plotted for easy comparison with the bandlimiting case. 
If both channels are not subjected to the same phase shift, distortion is 
quite high even for small shifts. 
It is seen that most of the distortion in figure 5-7 is due to shifting of 
relative phases of intermediate signal components. If capacitors were attached 
as mentioned before, high frequency components would be attenuated. Therefore 
the shifting in phase will not be effective till the value (21r RC)·1, the equivalent 
cut-off frequency, comes closer to the main component frequencies. The effect of 
channel dispersion on vM( t) is shown in figure 5-9. In this case, the equivalent 
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Figure 5-7: IM distortion vs. Channel bandwidth - Circuit #2 
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cut-off frequency is at 20KHz. 
5.8.3 Noisy Channel 
Noise sensitivity measurements were carried out by using the set-up in 
figure 4-6 for each channel. No capacitors were used and the intermediate signal 
levels were at 1.13 Vrms (vc) and 1.29 Vrms (vM). 
Four types of noise sources were employed. Two consisted of pure sine 
waves at 5KHz and 25KHz. For the other two, random noise taken from the 
source output of the HP356IA, bandlimited to 20KHz and IOOKHz, respectively, 
were used. For the 20KHz case and at OdB attenuation, the noise level is 554 
Vrms and for the lOOKHz ca~ at OdB attenuation it is 1.12 Vrms. In each 
series of tests, noise was first injected into clrannel C, and then into channel M, 
then +J,-o both: IM distortion is measured at both outputs c(t) and m(t). The 
results are shown in figures 5-10 through 5-17. The following observations are 
made: 
• The curves have the same trend on all graphs. 
• Worst case distortion is observed if noise is injected into only one 
channel and the output related to that channel is examined. 
• If the signal-to-noise ratio in channel ( C), SN Re, is considered, the best 
case for c( t) occurs when both channels are subjected to the same noise levels, 
and for m(t), it is when noise is only in channel (C), which is not related 
directly to m( t). 
• If SNRM is considered, the best carve for c( t) is still the case where 
noise is in both channels, which also happens to be the best case for m( t ). 
• Since channel (C) has more control over c(t} and similarly, channel (M) 
I' 
over ffi(t), during the noise analysis, SNRc and SNRM can be taken as the 
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respective criteria for detection of c( t) and m( t). Therefore the overall best 
curves occur when noise is in both channels and at the same levels. 
• Assuming a 1 % tolerable distortion, the minimum signal-to-noise ratios 
for this case, are as follows : 
. SNRc(dB) SNRM(dB) noise source 
sinusoid @ 5KHz 23.0 26.5 
random, 0-20KHz 21.5 25.0 
random, 0-IOOKHz 21.5 25.5 
• When the same noise is injected into both channels, the positive portion 
of c( t) and the negative portion of m( t) are distorted most. This is shown in 
figure 5-18. It is believed that the directions of the diodes are the main cause. 
In channel C, v c( t) is influenced by c( t) more than by m( t) because of the 
circuit structure. Therefore when v c( t) swings positive, it is most probable that 
c(t) is also positive. At those times DI is on. Hence, the signal level at node 
(C) is lower in amplitude (1.6 V peak) than in the case where DI is off (1.8 V 
peak). So it is easier for the noise to corrupt the relatively low signal 
amplitudes. A similar argument holds for vM(t), though the diode is reversed. 
When v M( t) swings negative, D2 is on, its level is low ( 1.5 V peak). Hence, it 
is more susceptible to noise than in the other case (2.2 V peak). 
• When a sinusoid at 5KHz (f0 ) is used as a noise source, most of the 
power of the outputs (about 99%) remains in a IOKHz bandwidth. As the 
noise level increases, at the decoder outputs major frequency components appear 
at: 
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5.3.4 Attenuation along the Channels 
Attenuation experiments are conducted by using the set-up of figure 4-8, 
one for each channel. Both outputs are observed while attenuating channel C, 
or channel M, or both. Resulting curves are shown in figure 5-19. 
Observations made are as fallows: 
• The worst case occurs when the two channels are not attenuated by the 
same amount. As attenuation along only one channel increases, at the related 
output the other {undesired) input signal becomes larger in amplitude. For 
instance, since node ( C) is nearer to input c { t), channel C contains more 
information about c( t) than channel M. If channel C is the only one attenuated 
then at the decoder end voltage at node M, which contains mostly information 
about m(t), starts to influence the rest of the circuit more than it should. The 
result is the m(t) component appearing at output c(t). 
• Therefore, with attenuation experiments, the major distortion is due to 
crosstalk among channnels. 
• The best performance is achieved if both channels are attenuated by the 
same amount. For a 1 % tolerable distortion, maximum attenuation should not 
exceed an average of l .25dB (0.86). 
• When only one channel is being attenuated, the power of the output 
related to that channel decreases, whereas the power of th«:! other output 
increases, with increasing attenuation. 
• If the signal in the OdB attenuation channel has higher power, then it is 
not deteoriated much at the decoder output, though the output related to the 
attenuated channel may not even be in a rec.ognizable form. 
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• When both channels are attenuated, the positive portion of c(t) and the 
negative portion of m( t) get distorted most. This is again due to the direction 
of the diodes. The distortion in both cases seem to be periodic with 1 msec and 
indeed the intermediate signals are also periodic with 1 msec, which corresponds 
to a frequency of lKHz. Since f == 3KHz and f == 7KHz, I KHz happens to be C ID 
the greatest common divisor of the two. 
5.4 Comparison of theoretical and experimental data 
In this section the theoretical and experimental results are compared to 
investigate if the data obtained from the practical system are supported by the 
theory. First, standard equations are solved numerically, y·ielding intermediate 
voltages V c and V M" Figure 5-20 shows one period of these as determined 
theoretically. Table 5-2 compares the experimental and theoretical rms values. 
Therefore solving the encoder network using standard equations and the 
modeling technique suggested in [ 1] has been success{ ul. 
Secondly, a perturbation analysis is made using the approach that is 
described in chapter 2. The perturbation types that are examined are 
attenuation and noise in the channels. In the former case p ~ (a-1}x, where a 
is the attenuation factor and in the latter case p is just the noise added onto 
the intermediate signals. Theoretical curves for IM distortion vs. Signal-to-noise 
ratio in the channel8 and IM distortion vs. Attenuation along the channels are 
obtained. Two noise sources are used, one with a frequency of 5KHz and the 
other at 25KHz. 
Figures 5-21 and 5-22 display the effect of noise @5KHz in both channels 
on the decoded outputs. Note that the top portion of c(t) and bottom portion 
of m{ t) are more distorted, which agrees with the results presented previously. 
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Table 5-2: RMS values 
R·MStheo RMS exp 
V C (V) 1.076 1.13 
VM (V) 1.228 1.29 
Figures 5-23 and 5-24 show the case when noise @25KHz is injected only into 
channel C. The effect of attenuation along both channels can be seen in figures 
5-25 and 5-26. Again top portion of c( t) and bottom portion of m( t) are 
distorted more. 
Results for IM distortion in the presence of noise1 ( 5KHz ), noise2(25KHz) 
and attenuation type of perturbations are shown in figures 5-27 through 5-31. 
The trends in all theoretical and experimental graphs support each other. 
Moreover, the ordering of curves for noise analysis is exactly the same in both 
\ 
cases. The discrepancies between theoretical and experimental results are 
thought to be contributed mainly by the following : 
1. Experimental resistor values are not exactly equal to the nominal 
values used in theoretical analysis ( see Table 5-3). 
2. When modeling a diode, its reverse saturation current is taken as 
7.5x10~16 A, which is only an average value for the actual device (see 
Table 5-3). 
3. During the process of numerically solving standard equations, 1000 
points per 1 msec are used. This approximation may also have an 
overall effect. 
As a result theoretical rms values for intermediate voltages are sligthly 
different from those that are obtained experimentally (Table 5-2), which affects 
the overall performance in the presence of noise or attenuation. In order to 
account for these discrepancies, comparison tables have been made. For noise 
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Figure 5-23: Effects of 25KHz noise only in 
channel C - decoded version of c( t) 
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channel C - decoded version of m(t) 
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Table 5-3: Comparison of component values 
z1 (n) 
z2 (n) 
z3 (n) 
RI (n) 
R2 (n) 
Theoretical 
values 
5600 
1000 
5600 
1000 
' 470 
7.5x10- 16 
Experimental 
values 
encoder - decoder 
5555 - 5550 
1000 - 1004 
5517 - 5542 
995 - 997 
474 - 473 
. 
min - max 
(6.8 - 8.5)x10-16 
analysis channel signal-to-noise ratio is used as a means of comparison : 
SNR. 
i 
V.rms 
i 
- 20log{ . } 
noise rms 
where i stands for the channel label. 
1 % IM distortion is taken to be the point where all the comparisons are 
made. Tables 5-4 and 5-5 display the SNRs for noise1 and noise2, respectively. 
Note that the lower the signal-to-noise ratio is, the higher the system's tolerance 
to noise in the channels will be. Increasing the noise level will decrease the 
signal-to-noise ratio in the channels, since intermediate signal levels are the 
same. If the system can still attain an IM distortion of 1 %, then it is better 
than the case where it has 1 % distortion for a larger SNR value, i.e. lower 
noise level. In Table 5-4 the corresponding values are almost the same, though 
experimental SNRs are slightly less than the theoretical ones, which may have 
resulted from the various approximations made. In Table 5-5 it can be seen 
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Table 5-4: Comparison of SNRs in presence of 5KHz noise 
Noise 
into 
ch.C SNR M 
Noise SNRc 
into 
ch.M 
Noise SNRC 
into 
both SNRM 
1 % distortion 
in c( t) 
exp. theo. 
29.8 30.0 
25.6 26.7 
22.9 23.0 
24.0 24.1 
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" 
1 % distortion 
in m(t) 
exp. theo. 
24.4 22.8 
30.4 31.2 
25.3 25.8 
26.5 27.0 
Table 5-5: Comparison of SNRs in presence of 25KHz noise 
Noise 
into 
ch.C SNRM 
Noise SNRC 
into 
ch.M SNRM 
1 % distortion 
in c(t) 
exp. theo. 
30.3 29.7 
26.3 25.6 
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1 % distortion 
in m( t) 
exp. theo. 
24.8 24.1 
, 
30.9 30 .. 6 
t 
i that all theoretical values are less than (but close to) the experimental SNRs. 
· On examining figure~ 5-19 and 5-31 it is seen that theoretical IM 
distortion is at sligthly low~r levels than experimentally measured, when only 
either one of the channels is attenuated, although theoretical rims values are less 
than i2xperimental ones. The order of the curves are the same except for an 
upwards shift along the distortion axis for theoretical curves corresponding to 
attenuation of both channels. This is probably due to lower rms values, 
because experimentally it is observed that when both channels are attenuated by 
equal amounts the intermediate signals reaching the decoder are still able to 
support one another. But having lower rms values to start with means the 
attenuation factor actually is greater than what has been calculated. For the 
case where both channels are attenuated a comparison table is set up as follows: 
1 % IM distortion is again the point of comparison. The corresponding 
attenuation factor is found graphically, after which rms voltage levels reaching 
the decoder end are calculated. Results are shown in Table 5-6. 
I 
Looking at the last line of Table 5-6 it is seen that for I% IM distortion 
the intermediate voltage levels are very close to each other , in fact theoretical 
values are slightly less than experimental ones. 7 Therefore, within experimental 
error and computational approximation margins ex·perimental data are backed by 
the theoretical analysis. 
,.. 
7 Note that this is only a rough comparison. 
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Table 5-6: 
signal level 
w / o attenuation (V) 
attenuation 
(dB) 
signal level 
afterwards (V) 
Comparison table for attenuation results 
Ve rms VM rms 
theo. exp. theo. exp. 
1.08 1.13 1.23 1.29 
1.25 1.47 0.90 1.20 
0.94 0.95 1.11 1.12 
' 
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Chapter 6 
Discussion and Conclusion 
The theoretical analysis of both circuits, using the same component values 
and types of inputs, has been found to support the data obtained 
experimentally. 
If the performance of circuits # I and #2 are compared, Circuit #2 
emerges as the better one in all cases, given that both intermediate signals are 
sent through the transmission channels with similar characteristics and common 
mode noise (i.e. bandlimited, dispersed, perturbed by noise and attenuated by 
equal amounts). Tables 6-1 and 6-2 clearly show this. Again 1 % IM distortion 
at the outputs is taken as a point of comparison. 
Thus Circuit # 1 is more sensitive to perturbations along the transmission 
channel. Since synchronous decoding is used with this system, when the 
intermediate signal is~ modified externally, its effect on distortion at the m( t) 
I 
" 
output is drastic because c(t) is the same as c(t) (not modified) at the decoder 
end. Especially in dispersive channel experiments,11 the performance of Circuit 
# 1 is poor because the intermediate signal components lose their relative phases 
with respect to c( t) once they go through the channel. On the other hand, the 
performance of Circuit #2 is better because the relative phases of those 
components that are at the same frequencies, do not change. Here the 
distortidn results from the relative shifting of each frequency component 
changing the waveshape. Furthermore, in Circuit #2 intermediate signals can 
be thought to be supporting each other and when both channels are acted upon 
by equal amounts, the distortion is distributed between two outputs, c(t) and 
m(t). 
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Table 6-1: Performance of Circuit #1 
Circuit # 1 
SNR(dB) 8 
27.2 
BW(KHz) 
> 100 
Dis.( eq.KHz) Attenuation( dB) 
> 100 0.81 
Table 6-2: Performance of Circuit #2 
SNR(dB) 
1 % distotion in c(t) 
ch.C 
ch.M 
~· 
···,-1. 
1% distortion in m(t) 
ch.C 
ch.M 
21.5 
22.7 
24.5 
25.6 
8SNRs from random noise experiments 
BW(KHz) Dis.(eq.KHz) Attenuation(dB) 
25 19 1.47 
25 19 1.47 
32 26 1.10 
32 26 1.10 
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As a result of these tests the following observations are made : 
1) If there are more than one signal to be transmitted, all of them should 
be sent through channels with similar characteristics. 
2) After comparing both circuits one may conclude that a system with 3 
nonlinear components and 3 node voltages to be transmitted may even perform 
better. In fact according to a quick experiment done with the circuits of figure 
2-8 and 2-9, if R .. ~ -:/ R c(t) and s(t) are not decoded at all, but m(t) is 
4,enc 4,dec' 
reasonably similar to m(t). 
3) Synchronous decoding should be avoided if the transmission channel is 
dispersive. 
In order to avoid being too dependent on channel bandwidth and its 
dispersive characteristic, the nonlinearities can be so designed that the 
intermediate voltages do not spread out into a wide band of frequencies. This 
was experimentally verified by adding a capacitor across the diodes (see figure 
5-7). 
Much depends on the operational amplifiers themselves. So far they have 
been taken as almost ideal, but when designing practical systems, op-amps with 
high gain-bandwidth products and slew-rates must be selected. 
In this study no attempt was made to investigate the types of 
nonlinearities for which such systems would or would not work. However, it 
seems that as long as a voltage controlled element is used, there appears to be 
a unique solution, for the voltage is forced onto the respective intermediate node 
' 
by an op-amp. 
During the first stages c( t) was always considered to be the carrier and 
m( t) the information signal. This need not be the case for systems of type-II 
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or higher, since decoding is not synchronous. In a type-11 system, for example, 
two different information signals may be mixed nonlinearly and then the 
.!. 
intermediate signals can be sent using conventional means. At the decoder, first 
these are demodulated, after which they are applied to the decoder circuit to 
recover the messages. Besides, using two information signals not only decreases 
the redUndancy that is inherent in a one-carrier-one-information system, but also 
increases the channel security as well. For a would-be eavesdropper, now there 
are four unknowns : types of two nonlinearities and the way two information 
signals vary with respect to time . 
As mentioned earlier, it is advantageous to make use of monolithic 
integrated circuit technology for two reasons : 
1. Respective components can be matched to a higher degree, which is 
very important for successful decoding. 
2. Unit ICs can be manufactured to be used in either an encoder or a 
decoder. A type-II system then would look like that shown in figure 
6-1. 
uJ{t) JCQQ uR{t) 
I 
I 
I 
I 
Figure 6-1: 
,., 
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IC realization 
Even different kinds of uonlinear elements mJ.y be put into one IC package 
so that the user will have different options by changing connections at some 
external pins. 
The amount of scrambling obtained at the intermediate nodes is dependent 
on nonlinear components. By trying different types, more (or less) encoding can 
be achieved. The diode-resistor combination provides easy matching. However, 
when modeling these, certain problems arise (for instance, the complicated 
analytical expression which is needed for defining the model along the entire real 
line). Given that there are some means to match components, a nonlinear 
element which has an analytical expression only in terms of its branch voltage 
or current, would make the theoretical analysis a simpler task. 
A set of audio experiments were carried out to evaluate the type-II system 
qualitatively. First, a music signal and a square wave were mixed and then 
two music signals were intermodulated. In each case, the intermediate signals, 
vc(t) and vM(t), and the decoded outputs were recorded. The decoded outputs 
were not distinguishable from the original inputs. Audible distortion was 
recorded in the channels. However, the signals were still intelligible. Of course, 
the redundant nature of a music signal has also to be taken into account. If 
the inputs were, for example, phase shift keyed beforehand, then the encoding 
would be more effective. Furthermore, the diode-resistor combination as a 
nonlinear component is by no means the only option. A more complex V-1 
characteristic would make this encoding scheme stronger. The effects of 
attenuation, bandlimiting and dispersion in the channels were also observed. A 
2dB attenuation resulted in an audibly noticeable distortion at the decoded 
outputs in the form of crosstalk betv.,een these two, which agrees with the 
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experimental results. Bandlimiting and dispersion did not cause much distortion 
even at a low cut-off frequency of 20KHz. This is due to the fact that most of 
the energy of an audio signal is trapped below 3KHz, whereas in the 
experiments, there was an input signal at 7KHz at 4.2 V rms. 
It was shown that a communication system, based on nonlinear encoder-
decoder pairs, can scramble and descramble input signals successfully. This 
suggests that a similar system may be widely used in the future. 
From a practical point of view, this system is quite promising. It can 
find applications in fields ranging from military to commercial. The following 
tasks are suggested for further research : 
1. Developing techniques to analyze the system in the frequency domain 
2. Investigating those nonlinearities that would: yield unique solutions 
and better scrambling 
3. Making a thorough stability analysis both from the op-amps' and the 
nonlinear network's point of view 
,. 
\' 
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Appendix A 
Derivation of the Standard Equation for 
Circuit #2 
First~ the encoder of Circuit #2 is modeled to find the standard equation. 
Y, Y., 
+ 
+ 
!, 
Figure A-1: Modeled version of Encoder #2 
There are two nodes in the circuit shown in figure A-1, XI and X2, which 
are to be solved, and five generalized branches (see figure A-2). 
A generalized branch is defined in figure A-3. 
We can now construct the vectors I, I, V, and V as, s 8 
I - [ 11, 12 ' ... ' I . -) T associated with each z. -- 5 I 
I 1st' 1s2,···, I ]T s s5 
V VI' V 2'" .. ' vs ]T taken across each z. I 
and, 
From Kirchofrs laws, 
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I 
/ 
-
- I I 
l I 
T -
l 
_ ... _ ... _._ 
b, bs 
--
... _ 
..... _ 
Figure A-2: Generalized branch representation 
I. 
I 
z. 
I 
+ 
Figure A-3: 
18 == l 8 + I 
VB == V - vs 
and from Ohm's law 
I== YV 
+ 
-
A generalized branch 
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• 
where 
Thus, 
but 1
8 
== [OJ in this case, 
IB=YVB+YVS 
\ 
From Kirchofrs current law 
(A.I) 
where A. is the nodal incidence matrix in the generalized network. Multiplying 1 
both siues of {A.I) with Ai and equating it to iero, we get 
A.YV8 = -A.YV 1 1 S 
Since node voltages are desired 
Vs== AiTx, we get 
A.YA.TX = -A.YV 1 1 1 8 
and defining 
YN == A.YA.T I 1 
instead of branch 
the standard equation can be found from 
and 
X = -Y ·1A.YV N 1 s 
The rnatrices Y N and Ai are given below : 
A. -
1 
" 
-1 -1 0 -1 
0 1 -1 
-Y 2 
0 
0 
0 1 
-Y 2 
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voltages, 
. 
using 
. :' 
hence 
y -1 _ d-1 
N 
where 
Now, 
and 
Y2+Y3+Y5 
-Yi u1 
A.YV --
1 s 
-Y 3u2 
Therefore X - -Y ·1A.V N 1 s 
XI 
--
y 2 --t- y 3 + y 5 y2 
= d-1 
X2 y 'l 
" 
Y1+Y2+Y4 
+ 
. y 
2 
-Y 4f i 
y 5f2 
yields, 
-Yi u1 
-Y'>u') 
,J .. 
-Y 4f1 
+ 
y 5f2 
Putting it into standard equation form, X == Au + BF(x,u), we have 
a11 - Y1(Y2+Y3+Y5)/d 
a12 y 2 y 3/d 
- a2.1 y i Y2/d 
a22 Y3(Y 1 + y 2+ y 4}/d 
and 
' 
b11 Y4(Y2+Y3+Y5)/d 
b12 == -Y2Ys/d 
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b21 == Y2Y4/d 
h22 = -Y5(Y1+Y2+Y4)/d 
I 
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Appendix B 
. A stability concern for the op-amp 
if a capacitor is in the system 
A stability analysis for the op-amp is presented here regarding the case 
where a capacitor is attached as seen in figure 13-1. 
5.61< 
m(t) 
· 5.6K 
lK 
0.1µ 
Figure B-1: Decoder # l with the capacitor 
The transfer function, m/v x' of figure B-1 is of the form, 
m A 
V I~ AB 
X 
where A is the open-loop gain of the op-art1p~ and /3 is the feedback, hence A/3 
is the loop gain. Both A and /3 are functions of frequency. ·\\7hen A/3 = -1, 
the circuit will not be stable anymore. 
IA/31 -
and 
I 
1 , i.e. /Al - l~I 
• 
For this condition to be satisfied, 
• 
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f 
, 
4> A + 4> p - 180° 
where 4> denotes phase. 
Actually the phase total of A and /3 can also be larger than 180° to cause 
instability. When the circuit is switched on for the first time, m( t) rises to its 
steady-state value and during this time jA/31=1 and 180° phase will occur. 
The open loop gain-frequency specification for LF353 is given in figure B-2. 
/A/ 
110 dB a------
0 dB 
I 
12.6Hz ,!MHz 
Figure B-2: Open loop gain characteristics for LF353 
• Stability will be analyzed graphically. First the {3s for the two states are 
found as : 
5.6K/ / zc 
/3of f == 5.6K + 5.6K / / Z 
0.5 
1 + if/ f 2 • 
where f2-= 0.57KHz. 
C 
'5.6K//1K I I zc 
/3 = -----....---
on 5.6K + 5.6KlllK/IZc 
• 
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0.132 
1 + if I I 1 
where f 1 == 4.33KHz. 
In figure B-3 the point where I A.Bl == 1 is well over one decade above 
4.33KHz, so the total phase exceeds 180° for this case. Therefore the circuit 
will not be stable. 
Similarly, in figure B-4, it is found to be unstable. 
Since f2 < f 1, making the circuit stable for the case where the diode is 
OFF, will also solve the stability problem for the other case. Assuming a 45° 
phase margin, minimum f2 is found from figure B-5. 
be chosen accordingly, as shown below : 
R 
5.6K 
IOK 
IK 
C 
l.lnF 
0.63nF 
6.3nF 
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110 dB 
/A/ -
. -+ /A/J/ = 1 
17. 7 dB 
0 dB 
12.6 4.33 47.2 4 
Hz KHz KHz MHz I 
tA + t /J 
(1' 
I 
I 
-9{1' I 
I 
OI 
-18(1' 
Figure B-3: Stability analysis for the ON-case 
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110 dB 
-
-
/AIJ/ = 1 
6 dB 
0 dB 
12.6 570 33.8 4 
Hz Hz KHz MHz I 
t A + tfJ 
(1' 
I 
I • 
.g(l' I 
I 
I 
1 
-18U' 
Figure B-4: Stability analysis for the OFF-case • 
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' 110 dB 
6 dB 
0 dB 
Figure B-5: 
/A/ 
12.6/lz 2MHz ,lMl/z 
1 
IPoF"' 
45° phase margin for the OFF-case 
• 
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