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Spatial squeezing in bright twin beams generated with four-wave mixing: constraints
on characterization with an EMCCD camera
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The observation of spatial quantum noise reduction, or spatial squeezing, with a large number of
photons can lead to a significant advantage in quantum imaging and quantum metrology due to
the scaling of the signal-to-noise ratio with the number of photons. Here we present a systematic
study of the limiting factors that play a role on the measurement of spatial squeezing with an
electron-multiplying charge coupled device (EMCCD) camera in the limit of bright quantum states
of light generated with a four-wave mixing process in an atomic vapor cell. We detect a total
number of photons per beam of the order 108 in 1 µs pulses, which corresponds to a photon flux per
beam of the order of 1014 photons per second. We then investigate the role of different parameters,
such as cell temperature, pump power, laser detunings, scattered pump background noise, and
timing sequences for the image acquisition with the EMCCD camera, on the level of spatial
squeezing. We identify critical parameters to obtain an optimum squeezing level and demonstrate
that for bright beams it is essential to acquire images at a rate fast enough to overcome the effect
of classical technical noise.
PACS numbers: 42.50.Dv, 42.50.Ar, 03.67.-a
I. INTRODUCTION
Spatial quantum correlations that lead to spatial
squeezing can play an important role in quantum metrol-
ogy and quantum imaging as they make it possible to
perform measurements below the shot noise limit [1–8].
Furthermore, spatial quantum correlations are useful in
quantum information processing as they provide high-
dimensional entangled photons that can encode informa-
tion in transverse spatial modes [9, 10]. As a result, the
study of spatial quantum correlations has become an ac-
tive area of research [9–15]. While most of the work
on spatial squeezing has focused on photon-pairs gen-
erated through spontaneous parametric down conversion
(SPDC) [16–18], we have recently shown that it is pos-
sible to obtain spatial squeezing in the regime of a large
number of photons with bright twin beams generated
with a four-wave mixing (FWM) process [19]. As op-
posed to measurements done in the photon-pair regime,
the ability to measure spatial quantum correlations with
bright beams makes it possible to obtain sub-shot noise
imaging in a single shot with a significant level of noise
reduction. Moreover, the ability to generate quantum
states of light with a macroscopic number of photons can
lead to further enhancements in sensing applications due
to the
√
N scaling of the signal-to-noise ratio, where N
is the number of photons.
In this paper, we present a systematic study of the
limiting factors that play a role in the use of an EMCCD
camera to observe spatial squeezing in bright twin beams
of light generated with FMW in a double-Λ configuration
in a hot rubidium vapor cell. The use of this process as
a source allows us to generate quantum correlated pho-
tons without the need of an optical cavity [20, 21], which
makes it possible to preserve the multi-spatial-mode na-
ture of the source. It also provides the added advan-
tage of a controllable mean photon number over a wide
range while keeping the level of quantum correlations
fixed. These properties make the quantum correlated
twin beams generated with this source a viable option
for quantum metrology, quantum imaging, and quantum
information processing applications [22–25].
The manuscript is organized as follows. In section II,
we discuss the details of the experiment, data acquisition,
and data analysis. We present the experimental results
in section III, which is divided into three subsections. In
subsection III.A, we focus on the effect of different pa-
rameters of the FWM on the measured level of spatial
squeezing. In particular, for a given pump-probe pulse
timing sequence, we study the dependence of the spa-
tial squeezing on the cell temperature, pump power, and
laser detuning. Once we have determined the optimum
operational parameters of the source, we keep them fixed
for the results presented in the subsequent sections. In
subsection III.B, we discuss the contribution of scattered
background photons, which add noise to the measure-
ment, on the measured level of spatial squeezing. We
show that for large number of photocounts in the anal-
ysis region, the scattered pump photons do not degrade
the spatial squeezing significantly, while they do have a
significant impact at a lower number of photocounts. In
subsection III.C, we study the dependence of the spatial
squeezing on timing effects. In particular, we consider
pump-probe pulse timing sequences, which affect tran-
sient effects in the FWM, and camera acquisition rates,
which affect detection, for the optimized cell tempera-
ture, pump power, and one photon detuning. We present
a simple model to emulate the effect of excess noise on the
measured level of spatial squeezing. Finally, we conclude
in section IV.
2II. EXPERIMENT
A schematic of the experimental setup is shown in
Fig. 1. We generate bright twin beams of light with a
FWM process in a hot 85Rb vapor cell at a temperature
of 110◦C. A strong pump beam, with a power of 2.15 W
and a 1/e2 diameter of 4.4 mm, intersects at an angle
of 0.4 degrees inside the cell with a weak probe beam,
with a power in the µW level and a 1/e2 diameter of
0.4 mm. Both the pump and the probe are derived from
the same Ti-Sapphire laser, which is frequency locked to
a reference vapor cell. The probe beam is generated by
taking a small portion of the pump and using an acousto-
optic modulator (AOM) to downshift the frequency by
3.04 GHz with respect to the pump frequency, such that
the pump and probe are on two-photon resonance with
the hyperfine ground levels of 85Rb, as shown in the inset
of Fig. 1. To precisely control the one-photon detuning
∆ of the pump laser, we use a saturated absorption spec-
troscopy setup to lock the laser frequency at a given de-
tuning from the F = 2 to F ′ = 3 transition in the 85Rb
D1 line.
FIG. 1. Experimental setup for the characterization of spatial
squeezing in the far field. HWP: Half wave plate; QWP: Quar-
ter wave plate, AOM: Acousto-optic modulator, PBS: Polar-
izing beam splitter, BS: Beam splitter, SAS: Saturated ab-
sorption spectroscopy, EMCCD: Electron-multiplying charge
coupled device.
As a result of the FWM process in a double-Λ configu-
ration (see inset in Fig. 1), the input probe beam is am-
plified and a new beam, the conjugate, is generated. The
simultaneous generation of probe and conjugate photons
(twin beams) by the FWM process leads to temporal
quantum correlation between them while phase match-
ing, or the conservation of momentum, leads to spatial
quantum correlations or spatial squeezing. In our current
experiment we limit our study of these spatial quantum
correlations to the far field. In order to measure the spa-
tial squeezing in this regime, the probe and conjugate
beams are sent through two separate lenses, each of fo-
cal length f = 500 mm. The lenses are used in an f -to-f
configuration to obtain the Fourier transform of the fields
at the cell center on the EMCCD camera (ProEM-HS:
512BX3). To minimize the amount of pump light that
reaches the EMCCD, the pump beam is filtered after the
cell with a polarization filter.
The generation of bright twin beams requires an input
probe beam to seed the FWM process. This introduces a
DC-gaussian profile and classical excess noise on the gen-
erated probe and conjugate beams [26]. Given that the
spatial quantum correlations manifest themselves in the
relative spatial intensity fluctuations between the fields
[27], it is necessary to extract these small spatial fluc-
tuations from the large DC-gaussian background, and to
eliminate the classical excess noise introduced by the seed
as much as possible in order to observe the spatial squeez-
ing. To do so, we acquire two consecutive sets of probe
and conjugate images in a short time interval. The sub-
traction of these two sets of images allows us to obtain
the spatial intensity fluctuation for each beam as well as
to cancel out any temporal classical technical noise up to
a frequency of the order of the inverse time between the
two sets of images. Thus, it is necessary to acquire the
sets of images as fast as possible. We do this through the
use of the kinetic mode of the EMCCD camera, which
allows us to capture multiple frames containing probe
and conjugate images in fast succession in a single acqui-
sition from the camera. The EMCCD camera that we
use consists of an active area of 512×512 pixels and a
buffer region of 512×512 pixels for storage. We divide
the total sensor area into six frames of equal size such
that each frame is 170×512 pixels. For the analysis, we
use two of the frames that are stored in the buffer region,
which helps to minimize contributions from background
and scattered light. Given that the EMCCD camera has
a vertical charge shift rate of 300 ns/row, the time be-
tween frame can be made as small 51 µs.
For the image acquisition, the input probe and pump
beams are pulsed with AOMs to implement the pulsing
sequence shown in Fig. 2(a). The timing of the pulse se-
quence is synchronized with the acquisition of the frames
in the EMCCD by triggering the AOMs with the camera
such that an image of single probe and conjugate pulses
are acquired in each of the 6 frames. For a typical timing
sequence in our experiment, the pulse width of the pump
(A+B+C) is kept at 10 µs, while the probe pulse width
(B) is set to 1 µs. The probe pulse is turned on after
a delay (A) of 6 µs with respect to the pump pulse to
avoid any transient effects in the FWM, which will be
discussed in detail in next sections.
We record images of the twin beams for various settings
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FIG. 2. Image acquisition of probe and conjugate pulses with
the EMCCD camera. (a) Pulse sequence for the input probe
and pump for the acquisition of probe and conjugate images in
two consecutive frames of the EMCCD camera. (b) Images of
probe and conjugate pulses in consecutive frames. Each frame
is 170× 512 pixels, with a pixel size of 16× 16 µm. The time
interval t between the two frames can be controlled (see text
for the details). (c) Probe and conjugate spatial noise (spatial
photocount fluctuations) obtained after the subtraction of two
consecutive frames for an analysis region of 80×80 pixels.
of different parameters that affect the FWM process, such
as cell temperature, one-photon detuning, pump power,
and pump-probe pulse timing sequence; and the detec-
tion with the EMCCD, such as vertical charge shift rate
of the EMCCD camera. For each measurement, we cap-
ture 100 image sequences, with each image sequence con-
taining a total of 6 frames. To study the effect of the
scattered pump, we record images of the scattered pump
background noise by turning the input seed off and fol-
lowing the same procedure used to acquire the probe and
conjugate images. To obtain an accurate measure of the
scattered pump noise, we acquire a background noise im-
age after each probe-conjugate image acquisition.
Figure 2(b) shows two consecutive frames, each with
a size of 170×512 pixels and with an image of a probe
and conjugate pulse. We subtract these images to obtain
images of the spatial intensity fluctuations of the probe
and the conjugate, as shown in Fig. 2(c). To do so, a
section of 120×120 pixels around the maximum inten-
sity region of the probe and conjugate in each image are
cropped and aligned in each frame with an image reg-
istration algorithm. We then further crop a section of
80×80 pixels area around the maximum intensity region
in each aligned probe and conjugate images for the fi-
nal noise analysis. Due to thermal effects of the AOM
there is a small drop in the power of the seed probe for
the second frame with respect to first one, and thus of
the total photocounts from one frame to the other. As
a result, a scaling factor of ∼ 1.003, which is obtained
by taking the ratio between the total probe photocounts
in the analysis regions in the two frames, is applied to
the second frame to rescale its intensity before the two
frames are subtracted. We have verified that this scaling
factor is consistent for every consecutive frame used in
the analysis. The scaling factor effectively balances the
different input probe seed powers and makes it possible
to completely eliminate the DC-gaussian profiles of the
probe and conjugate images when performing the sub-
traction between the frames. Without proper balancing,
there would be a spatially dependent offset in the spatial
noise shown in Fig. 2(c), which would bias the measured
levels of noise. Once the images of the intensity spa-
tial fluctuations of the probe and conjugate are obtained
by subtracting the two frames, see Fig. 2(c), they can
be used to calculate the spatial squeezing by subtracting
the corresponding pixels and performing spatial statis-
tics. Due to the phase matching condition, the spatially
correlated regions between the probe and conjugate are
located diametrically opposite to each other, therefore it
is necessary to rotate the image of the intensity fluctua-
tions of the conjugate by 180 degrees with respect to the
one of the probe before subtracting the two.
We define the noise ratio (σ) to characterize the spatial
squeezing in the bright twin beams as follows
σ ≡ 〈δ
2[(Np1 −Np2)− (Nc1 −Nc2)]〉
〈Np1 +Nc1 +Np2 +Nc2〉 , (1)
where Np1, Np2, Nc1, and Nc2 are the matrices repre-
senting the photocounts per pixel for probe and conju-
gate images in two consecutive frames and the statistics
are performed over the pixels of the images. In this ex-
pression, (Np1−Np2) and (Nc1−Nc2) give the images of
the spatial intensity fluctuations of the probe and con-
jugate, respectively, as shown in Fig. 2(c), such that the
numerator represents the spatial variance of the intensity
difference noise between the probe and conjugate. The
denominator gives the mean photocounts for the probe
plus conjugate pulses used for the analysis and represents
the shot noise. For coherent state pulses σ = 1, which
corresponds to the shot noise limit, while for thermal
light or other classical states σ > 1. Spatially quantum
correlated beams, like the twin beams generated in our
experiment, will result in σ < 1 when the contribution
from the quantum correlations to σ can be made to dom-
inate over the contributions from classical excess noise.
Thus, the noise ratio (σ) can directly quantify the spatial
squeezing, with a smaller σ corresponding to a larger de-
gree of spatial squeezing or spatial quantum correlations.
It is important to note that as a result of the non-
4planner (gaussian) pump profile used for the FWM pro-
cess, there is a spatial spread, known as the coherence
area, between the correlated regions of the probe and
conjugate spatial intensity fluctuations. The coherence
area provides a minimum spatial scale for the spatial cor-
relations and can be directly measured through the cross-
correlation between the spatial intensity fluctuations of
the probe and the conjugate [28]. For our current op-
tical system, we have measured the full width at half
maximum of the coherence area to be ∼10×10 pixels. In
order to observe a significant degree of spatial squeezing,
the size of a pixel in the detection area needs to be larger
than the size of the coherence area, as partial detection
of a coherence area by different pixels is equivalent to
attenuation that degrades the spatial squeezing [19]. In
particular, in the limit where the pixel size is smaller
than the coherence area, the effect is equivalent to spa-
tially cutting a single spatial mode beam [29]. There-
fore, in order to properly characterize the level of spatial
squeezing with our current optical system, we need to
perform the spatial statistics by grouping or binning pix-
els to define “superpixels”. As we bin the pixels, we cut
less and less of the coherence area, which leads to the spa-
tial squeezing increasing and then saturating as the size
of a super pixel exceeds the size of the coherence area. To
illustrate this fact, we analyze the spatial squeezing, or
noise ratio defined in Eq. (1), as a function of the number
of pixels that are binned in each superpixel.
There is, however, a tradeoff between binning a large
number of pixels to obtain an accurate measure of the
level of spatial squeezing and having enough superpix-
els in the analysis region to perform the statistics re-
quired for the noise ratio. It is thus necessary to have
as many coherence areas as possible for a given analysis
region [30]. This means that the size of the coherence
area should be made as small as possible relative to the
size of the probe and conjugate in the far field. Recently
we have shown that the size of the coherence area in
the twin beams can be controlled by changing the pump
beam size [29]. In particular, an increase in the pump size
reduces the size of coherence area. Therefore, we use a
pump beam with a 1/e2 diameter of 4.4 mm, with its size
determined by a compromise between a reduction in the
size of the coherence area and the available pump power
(2.15 W). The use of such a large pump beam leads to
an increase of the pump power required to get a large
enough FWM gain (∼ 4.0 in this experiment), which in
turn increases the scattered pump background noise.
III. RESULTS AND DISCUSSION
In this section, we discuss the results obtained from
scanning over the different FWM and detection parame-
ters that play a role in the level of spatial squeezing. For
all the results that we present, we calculate the noise ratio
defined in Eq. (1) as a function of the number of binned
pixels. To perform the binning, we group a square region
of n× n pixels in the computer to form the superpixels.
To keep the total number of superpixels an integer, we
used a slightly different analysis region for each binning.
Unless noted, the total number of photocounts in an
analysis region of 80×80 pixels is kept at about 108.
Given that images are captured with an input probe pulse
with a 1 µs duration, the total photocounts per second
in each beam is of the order of 1014. For the seeded
FWM process, in the absence of losses and competing
effects, every input photon generates G − 1 correlated
photon pairs, where G is the gain of the process. For
our experimental configuration G = 4, which means that
3/4 of all the measured photons are quantum correlated.
This translates to a flux of quantum correlated photons of
∼ 7.5× 1013 per second in each beam. It is important to
note that the total number of photocounts is limited by
saturation of the EMCCD camera and not by the FWM
source.
A. Role of cell temperature, pump power, and
one-photon detuning
We first study the effect of source (FWM) parame-
ters on the observed level of spatial squeezing. More
specifically, we consider the effect of temperature (T ),
pump power (P ), and one-photon detuning (∆). We
vary the cell temperature from 106◦C to 112◦C, and for
each temperature, we study the effect of one-photon de-
tuning and pump power on the spatial squeezing. We
find the maximum spatial squeezing for a cell temper-
ature of 110◦C, one-photon detuning of 1.1 GHz, and
pump power of 2.15 W. In Fig. 3, we plot the measured
noise ratio for different combinations of one-photon de-
tuning, cell temperature, and pump power. More specif-
ically, Fig. 3(a) shows the noise ratios for values of ∆
from 0.9 GHz to 1.3 GHz at a fixed cell temperature of
110◦C and pump power of 2.15 W. As can be seen, the
maximum noise reduction is obtained for ∆=1.1 GHz,
detuning at which the noise ratio decreases more sharply
at lower binning. The dependence of the noise reduction
on ∆ can be attributed to the fact that for lower values
of ∆, the probe frequency comes closer to atomic reso-
nances, which leads to probe absorption and as a result
to a degradation of the level of squeezing. For larger val-
ues of ∆, the probe frequency moves away from atomic
resonance, which leads to a reduction of the FWM gain
and as a result of the level of squeezing. Therefore, one
has to operate the FWM at an optimum value of ∆ where
we have a balance between the minimum probe absorp-
tion and the maximum FWM gain. Figure 3(b) shows
how the noise ratio changes for cell temperatures rang-
ing from 106◦C to 112◦C for an optimized one-photon
detuning of 1.1 GHz and a pump power of 2.15 W. As
can be seen in Fig. 3(b), within the range we considered,
the temperature of the cell does not have a significant
effect on the noise reduction, nevertheless the optimum
temperature appears to be 110◦C given slightly faster
50.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
D = 0.9 GHz
D = 1.0 GHz
D = 1.1 GHz
D = 1.2 GHz
D = 1.3 GHz
T = 106ºC
T = 108ºC
T = 110ºC
T = 112ºC
P = 1.2 W
P = 1.6 W
P = 2.15 W
(a) (b) (c)
Number of binned pixels
0 5 10 15 20
N
o
is
e 
ra
ti
o
 (
s
)
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
0.65
0.70
0.75
0.80
0.85
0.90
0.95
1.00
1.05
Number of binned pixels
0 5 10 15 20
Number of binned pixels
0 5 10 15 20
Shot noise limit Shot noise limit Shot noise limit
FIG. 3. Measured noise ratio as a function of the number of binned pixels for different values of (a) one-photon detuning (∆)
at a cell temperature (T ) of 110◦C and pump power (P ) of 2.15 W, (b) cell temperature for a one-photon detuning of 1.1 GHz
and pump power of 2.15 W, and (c) pump power for a one-photon detuning of 1.1 GHz and a cell temperature of 110◦C. The
black trace shows the measured noise ratio with two coherent laser beams and corresponds to the shot noise limit. The error
bars in all the plots represent the standard deviation of the mean noise ratio over the acquired 100 shots.
reduction in the noise ratio for low binning.
Finally, we scan over a range of pump powers to study
the dependence of the spatial squeezing on this param-
eter. We plot the noise ratio for pump powers values of
1.2 W, 1.6 W, and 2.15 W at an optimized cell temper-
ature of 110◦C and ∆ of 1.1 GHz in Fig. 3(c). As the
pump power is decreased, the FWM gain decreases and
as a result the level of spatial squeezing decreases. Thus,
when comparing all the results shown in Fig. 3, we can see
that for our pump size, angle between pump and probe,
and two-photon detuning, an optimum spatial squeezing
is obtained at a cell temperature of 110◦C, pump power
of 2.15 W, and one-photon detuning of 1.1 GHz. The
data presented in the subsequent sections is taken with
these optimized parameters.
The overall behavior of the noise ratio with binning
seen in Fig. 3 can be understood, as explained before, as
an effective loss due to spatially cutting coherence areas
that occurs when the size of a superpixel is smaller or of
the order of the coherence area. This behavior is consis-
tent with the model we previously developed to explain
the noise of the twin beams as they are clipped [28, 29].
As can be seen from Fig. 3, once the size of the super-
pixel exceeds the size of the coherence area, the noise
ratio saturates at ∼0.7. This level of spatial noise reduc-
tion (spatial squeezing) is limited by the level of inten-
sity difference squeezing in the temporal domain, which
for our experiment is of ∼0.3. The reduction in spatial
squeezing is due in part to the lower quantum efficiency
of the EMCCD camera, which is of 70%. This leads to
an expected level of squeezing of 0.5. Additionally, the
discrepancy between the expected and measured levels
of spatial squeezing can be understood by taking into
account the fact that when images are taken with the
EMCCD we are effectively integrating over a region of
the squeezing spectrum over which the intensity differ-
ence squeezing is reduced from its maximum value.
To validate our analysis and show that values of the
noise ratio below one represent noise levels below the shot
noise limit, or squeezing, we also perform the noise anal-
ysis with a classical coherent laser beam. To do so, we
split a laser beam into two with a beam splitter and per-
form the same analysis and pulsing sequence as for the
probe and conjugate beams. From these measurements
we obtain a noise ratio (σ), defined in Eq. (1), of ∼1 (see
black trace in Fig. 3), as expected for a classical coher-
ent state. This level corresponds to the shot noise limit
and any noise ratio below this level is a sufficient con-
dition for the presence of quantum correlations between
the probe and conjugate. This result also shows how the
fast acquisition of subsequent frames used for the analy-
sis is able to cancel any classical technical noise present
in the light.
B. Role of scattered pump noise
The measured level of spatial squeezing can degrade
significantly in the presence of scattered background pho-
tons that reach the EMCCD as the noise from these pho-
tons adds in quadrature with the reduced noise level from
the twin beam. In our experiment, the frequencies of the
generated twin beams are close to that of the pump beam
(∼ 3 GHz away from each of the twin beams) as shown
in the inset of Fig. 1. Therefore, it is not possible to
eliminate the scattered pump photons via an interference
filter and the use of a cavity would modify or filter out
the spatial correlations. Even though we can separate
the orthogonally polarized pump beam and twin beams
with a polarization filter, due to the large power required
for the pump there are still residual scattered pump pho-
tons that make it to the EMCCD. These scattered pump
6photons are one of the main sources of excess noise in our
experiment. Therefore, it is important to study the role
of this source of noise on the measured level of spatial
squeezing.
We study the effect of the scattered pump photons by
comparing the noise ratio calculated with and without
taking the background noise into account. For each of the
100 probe-conjugate sequences, we take a corresponding
background sequence and use the same analysis region
as the one used for the corresponding probe-conjugate
image for the data analysis. We then take the background
noise into account by defining the following background
subtracted noise ratio
σB ≡ 〈δ
2[(Np1 −Np2)− (Nc1 −Nc2)]〉 − 〈δ2[(Npb1 −Npb2)− (Ncb1 −Ncb2)]〉
〈Np1 +Nc1 +Np2 +Nc2〉 − 〈Npb1 +Nbc1 +Nbp2 +Nbc2〉 , (2)
where (Npb1, Ncb1) and (Npb2, Ncb2) are the matrices rep-
resenting the photocounts per pixel for the background
noise images in the two consecutive frames used for the
analysis.
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FIG. 4. Effect of scattered pump photons on the measured
level of spatial squeezing. We calculate the noise ratio with
(red traces, ) and without (blue traces, ◦) background noise
subtraction for a total of (a) 7.5 × 107, (b) 2.7 × 107, (c)
9.4×106, and (d) 6.2×106 photocounts in the analysis region.
To study the impact of the scattered pump photons, we
perform experiments where we change the total number
of photocounts by changing the power of the input probe
beam while keeping the power of the pump fixed. Fig-
ure 4 shows the noise ratio with and without background
noise correction for these measurements. The total num-
ber of probe photocounts in Figs. 4(a) to (d) in our anal-
ysis region with a 1 µs long probe pulse are 7.5 × 107,
2.7 × 107, 9.4 × 106, and 6.2 × 106, respectively, with
the maximum number of photocounts limited by satura-
tion of the EMCCD. For all these measurements the total
background scattered photocounts in our analysis region
are ∼ 4 × 105. It is clear from Fig. 4 that the contribu-
tion from the background noise becomes significant as the
number of probe photocounts is reduced. At lower probe
photocounts, the background noise not only degrades the
spatial squeezing but can also completely dominate over
it. However, it is possible to recover the spatial squeezing
by subtracting the background noise through the use of
Eq. (2). As can be seen in Fig. 4(d), for the lowest to-
tal photocount level we considered (6.2 × 106), the level
of spatial squeezing after background subtraction is the
same as the one measured when the background noise
does not play a significant role, see Fig. 4(a).
C. Role of pump-probe timing sequence and
camera acquisition rate
As discussed in the experimental section, during the
image acquisition, we use the pulse sequence shown in
Fig. 2(a) for the pump and the probe pulses. Here we
study the role of the timing of the pump and probe pulse
sequence on the observed level of spatial squeezing. We
first focus on the role of transient effects in the FWM
process by measuring the level of spatial squeezing for
different delay times between the start of the pump and
probe pulses; that is, for different value of A in Fig. 2(a)
with fixed pump pulse duration (A+B+C) of 10 µs and
probe pulse duration (B) of 1 µs. Given that for the ideal
case of no loss, the noise ratio or squeezing depends on the
gain G of FWM and scales as 1/(2G−1), we first directly
look at the gain of the FWM process as a function of the
probe-pump delay A. When we turn on the pump and
the probe pulses simultaneously, there is no FWM gain
given that it takes some time for the pump to prepare the
atoms for the FWM. As the delay is increased, the FWM
gain starts to increase after a delay of ∼ 1 µs and finally
saturates at a value of ∼ 4 for our optimum experimental
conditions at a delay of ∼ 6 µs.
In order to see how the FWM transient effects, along
with the resulting saturation of the gain, impact the spa-
tial squeezing, we calculate the noise ratio for twin beam
images acquired for different probe-pump delay times A,
as shown in Fig. 5. It can be seen from this figure that
for delays of the order of a few µs or less, for which the
FWM gain is low, the spatial intensity fluctuations in
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FIG. 5. Impact of FWM transient effects on the level of spa-
tial squeezing. Measured noise ratio levels for different de-
lays between the pump and probe pulses; that is, time A in
Fig. 2(a). For these measurements the duration of the pump
and probe pulses are kept constant at 10 µs and 1 µs, respec-
tively.
the twin beams are dominated by the transient effects of
the FWM process and present no squeezing. However,
as we keep increasing the delay, we recover the spatial
squeezing (σ¡1). The noise ratio decreasing with increas-
ing delay and saturates after a delay of about 5 µs to
6 µs, consistent with the increase and saturation of the
FWM gain. We have verified that this behavior is inde-
pendent of the pump pulse duration (A + B + C) and
the probe pulse duration (B) and only depends on the
delay between the pulses (A). Thus, in order to avoid
transient effects from the FWM process in our experi-
ments, we turn on the probe pulse with a delay of 6 µs
with respect to the pump pulse.
We also study the role of the acquisition rate of the
images with the EMCCD camera on the noise reduction.
To observe spatial squeezing with bright twin beams, it
is essential to “filter” the DC gaussian profile introduced
by the input seed beam, as the quantum correlations ex-
ist between the relative spatial intensity fluctuations of
the twin beams. This can be accomplished by subtract-
ing two images in consecutive frames acquired in rapid
succession, which makes it possible to extract the spa-
tial intensity fluctuations required to calculate the spa-
tial squeezing. This technique also offers the advantage
of canceling any low frequency spatial and temporal tech-
nical noise. The ability to filter out the bright spatial DC
gaussian profile is analogous to the technique routinely
used in the time domain with a spectrum analyzer. In
particular, in the temporal domain the spectrum ana-
lyzer makes it possible to filter out the bright DC por-
tion of the beams as well as the low frequency technical
noise since the quantum correlations or quantum noise
reduction can be characterized at an analysis frequency
different than DC [31].
To effectively cancel the classical technical noise, it is
necessary to acquire the two images to be subtracted in a
time interval shorter than the inverse of the frequency of
the noise we are trying to cancel. Thus, by keeping the
time between frames as small as possible, we can subtract
classical technical noise up to larger frequencies. We ac-
quire two successive images of the probe and conjugate
in a short time frame through the use of the kinetic mode
feature of the EMCCD camera. Given that the EM-
CCD camera can transfer charge at a rate of 300 ns/row,
600 ns/row, 2000 ns/row, or 5000 ns/row, we can con-
trol the time interval between two consecutive frames. In
addition to the time between frames, during our experi-
ments we expose each frame of size 170×512 pixels for a
time of 12 µs, with a start and stop of the exposure 1 µs
before and after the pump pulse. The combination of
these two times allows us to take two images with a time
between them (t in Fig. 2) of 63 µs, 114 µs, 352 µs, or
862 µs. To study the effect of the technical noise on the
spatial squeezing, we calculate the noise ratio for these
four time intervals t between images, see Fig. 6. It can
be seen from this figure that as we increase t beyond a
certain value, the spatial squeezing degrades and is even
lost at higher binnings. Longer time intervals between
probe and conjugate images can be achieved through the
use of two non-consecutive frames out of the six that are
taken in each sequence. We have observed that when the
time t is larger than about 1 ms, no spatial squeezing is
measured for any binning. This is due to the fact that
with the larger time t, the cut off frequency for techni-
cal noise that can be canceled is lowered. This leads to
the excess technical noise dominating over the quantum
spatial intensity fluctuations of the probe and conjugate,
and thus making it impossible to see the quantum corre-
lations through squeezing measurements.
In order to understand the source of the degradation of
the spatial squeezing at longer time intervals t and its de-
pendence on binning, we develop a simple model for the
noise. We generate two noise matrices of 80×80 pixels,
corresponding to the size of analysis region of the probe
and conjugate, with random number between −r and r
and zero mean. We then add these random noise matrices
to the probe and conjugate spatial intensity fluctuation
matrices obtained after subtraction of the two frames.
For each probe-conjugate image sequence, we generate
and add a different pair of random noise matrices. We
take the probe and conjugate spatial intensity fluctua-
tions obtained for the fastest possible acquisition rate of
the EMCCD camera (t = 63 µs) as the baseline matrices
we add the random noise to. Finally, we follow the same
analysis as described above to calculate the noise ratio
defined in Eq. (1). The addition of the noise matrices to
the baseline probe and conjugate noise levels effectively
models the technical noise that remains after subtraction
of the two consecutive frames.
To model the effect of high spatial frequency classical
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FIG. 6. Measured noise ratio as a function of binning for
different vertical charge transfer rates of the EMCCD camera.
A change in transfer rate leads to a change in the time between
consecutive frames, t in Fig. 2. The noise ratio degrades with
longer time between frames due to classical technical noise.
noise between frames or spatial inhomogeneities in the
quantum efficiency of the EMCCD, we directly add the
noise matrices to the intensity fluctuation matrices to
add random spatial noise at the pixel level. In this case
the noise ratio shifts up as shown in Fig. 7 (black trace,
 symbol) by a constant amount, which depends on the
value of r, for all binnings with respect to the baseline or
original noise ratio in Fig. 7 (blue trace, ◦ symbol). Given
that this result is inconsistent with the experimental re-
sults shown in Fig. 6, where for longer time intervals t
the spatial squeezing degrades more at higher binnings
than at lower binnings, we can conclude that noise either
due to high frequency spatial fluctuations from shot to
shot or inhomogeneities in the quantum efficiency of the
pixels of the EMCCD camera do not play a significant
role in our measurements. We have also independently
verified that the pixel-to-pixel quantum efficiency inho-
mogeneities in our EMCCD camera do not introduce a
significant amount of spatial noise in our measurements
through the use of the flatfield correction technique given
in Ref. [32].
Another possible source of noise is temporal technical
noise. To model this source of noise, we convolve the ran-
dom noise matrices with a matrix composed of elements
of equal value, normalized such that the sum of all its el-
ements is equal to one, and of size equal to the full width
at half maximum of the probe beam (i.e. ∼ 40×40 pix-
els). The convolution effectively introduces classical spa-
tial correlations to the noise matrix and makes it possible
to model technical noise that is fairly uniform over the
whole beam. After the convolution we add the noise ma-
trices to the baseline probe and conjugate spatial inten-
sity fluctuations as described above. We then calculate
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FIG. 7. Emulation of the role of classical technical noise on
the noise ratio. The blue trace (◦) serves as a baseline and
is given by the experimental data acquired with the shortest
possible time interval between the two images (t = 63 µs).
Random noise with values between the numbers in parenthesis
are added to the baseline to model classical technical noise.
The black trace () gives the noise ratio when random noise
is added at the pixel level to the baseline. The peak-to-peak
values of the noise (numbers in parenthesis) correspond to
7% of the peak-to-peak spatial intensity fluctuations in the
baseline. The red (⋄), green (▽), and orange (△) traces give
the noise ratios when a spatial running average is performed
on the noise matrix before adding it to the baseline with peak-
to-peak values of 21%, 28% and 32% of the spatial intensity
fluctuations of the baseline, respectively.
the noise ratios with different amplitudes for the added
noise (values of r), as shown in Fig. 7 (traces with ⋄, ▽
and △ symbols). In this model, a larger noise ampli-
tude is equivalent to having a larger amount of noise not
canceled by the two frame subtraction. Thus a larger
noise amplitude is used to model a longer time t between
images. As can be seen from Fig. 7, the noise ratios
obtained with convolved spatially random noise follow a
similar trend to the one seen in Fig. 6 as the binning and
noise amplitude (or effectively time t) are increased. This
results point to the high frequency temporal noise that is
not canceled by the two frame subtraction technique as
the source of noise that leads to the degradation of the
spatial squeezing for longer times and binning of a larger
number of pixels.
For the noise analysis presented here, it is also impor-
tant to discuss the number of temporal and spatial modes
involved in the analysis region. Regarding the spatial
modes, with the current configuration of our experiment
the number of spatial modes (as estimated from the ex-
tent of the coherence area) in Fig. 3 varies roughly from
0.01 to 4. It is important to note that the exact number
of modes per super-pixel of the camera depends on the
optical system used to perform the Fourier transform of
9the center of the cell to obtain the far field distribution
on the EMCCD. A more significant figure of merit is the
number of spatial modes present in the whole analysis
region of 80×80 pixels, as we perform the spatial statis-
tics over these modes. For our current configuration this
is of the order of 64 spatial modes. As the bandwidth
of the FWM process is of the order of 10 to 20 MHz,
this leads to a typical number of temporal modes (probe
pulse width/coherence time) within the 1 µs probe pulse
width of the order of 10 to 20. If we consider the num-
ber of temporal modes and spatial modes detected in the
analysis region, 64×(10 to 20), we get a total number of
modes detected per image of the probe and conjugate of
the order of 1000. This means that each of the modes
we are detecting has on average 105 photons in the 1 µs
capture time.
IV. CONCLUSION
We present a systematic analysis of the limiting fac-
tors for the use of an EMCCD camera to measure spatial
squeezing in bright twin beams of light generated with
FWM in an atomic vapor. We show the dependence of
the spatial squeezing on various experimental parameters
such as temperature of the Rb vapor cell, pump power,
laser detunings from atomic resonances, number of probe
photocounts, and pump-probe pulse timing sequences; as
well as on detection parameters, such as camera acquisi-
tion rates. For our experimental setup, we find the opti-
mum FWM parameters to obtain spatial squeezing to be
a cell temperature of ∼ 110oC, pump power of ∼ 2.15 W,
and one-photon detuning of ∼ 1.1 GHz. We also show
that the role of background scattered pump photons be-
comes significant at a low number of probe photocounts,
where the spatial squeezing can be completely suppressed
by this source of noise, and that the spatial squeezing
can be recovered by properly subtracting the background
noise due to the scattered pump photons.
For the optimized FWM parameters (cell temperature,
pump power, and laser detuning), we present a study of
the effect of different pump and probe pulse timing se-
quences on the measured level of spatial squeezing. We
observe that an optimum noise reduction can be obtained
when the probe pulse is delayed at least 6 µs with respect
to the pump pulse in order to avoid transient effects in
the FWM process. We have also studied the effect of dif-
ferent EMCCD acquisition rates on the spatial squeezing.
We show that the spatial squeezing degrades as the image
acquisition rate is decreased and as the number of binned
pixels is increased. This behavior is due to the fact that
at slower acquisition rates, the maximum frequency for
technical noise that can be canceled by the subtraction of
two consecutive frames is reduced. This leads to a larger
amount of classical excess technical noise after the sub-
traction, which can dominate over the spatial squeezing.
Through the use of a simple model we are able to show
that this is due to the temporal technical noise and not
spatial inhomogeneities in the quantum efficiency of the
EMCCD.
We believe that this comprehensive study of the
limiting factors for measuring spatial squeezing in bright
twin beams with an EMCCD camera will be helpful
to study of the spatial quantum properties of bright
twin beams in general and their applications to different
quantum protocols [2]. Moreover, the ability to obtain
spatial quantum noise reduction with a macroscopic
number of photons will find its way into applications
such as enhanced image resolution in a single shot, which
could be beneficial for biological and quantum-enhanced
imaging.
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