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Abstract—Spatial modulation (SM) is a new paradigm of
multiple-input multiple-output (MIMO) systems, in which only
one antenna at the transmitter is activated during each symbol
period. Recently, it is observed that SM training sequences
derived from corss Z-complementary pairs (CZCPs) lead to
optimal channel estimation performance over frequency-selective
channels. CZCPs are special form of sequence pairs which have
zero aperiodic autocorrelation zones and cross-correlation zone
at certain time-shifts. Recent paper by Liu et al. discussed
only perfect CZCPs. In this paper, we focus on non-perfect
CZCPs. We introduce the term cross Z-complementary ratio
and re-categorise the CZCPs, both perfect and non-perfect,
based on that. We propose a systematic construction of CZCPs
based on generalised Boolean functions (GBFs). We further
extend the lengths of the CZCPs by using the insertion method.
The proposed CZCPs are all of new lengths of the form
2α10β26γ +2 (α ≥ 1), 10β +2, 26γ +2 and 10β26γ +2. Finally
we propose a construction of optimal binary CZCPs having
parameters (12, 5) and (24, 11) from binary Barker sequences.
These CZCPs are also extended to (12N, 5N)- CZCPs and
(24N, 11N)- CZCPs, where N is the length of a binary Golay
complementary pair (GCP). During the proof, we also found
a new structural property of binary CZCPs and concluded all
binary GCPs are CZCPs too. Finally, we give some numerical
simulations to confirm that depending on the number of multi-
paths, the proposed CZCPs can be used to design SM training
matrix which attains the minimum mean square error.
Index Terms—Barker sequences, cross Z-complementary pairs
(CZCPs), generalised Boolean functions, insertion method, spatial
modulation.
I. INTRODUCTION
IN 1950, M. J. Golay introduced complementary pairs in hiswork on multislit spectrometry [1]. Golay complementary
pairs (GCPs) are pair of sequences whose aperiodic autocorre-
lation sums (AACSs) are zero everywhere, except at the zero
shift [2]. Binary GCPs are available only for limited lengths
of the form 2α10β26γ (where α, β, and γ are non-negative
integers) [2], [3]. In 1972, Tseng and Liu [4] extended the
idea of complementary pairs to complementary sets (CSs) of
sequences. Since then, CSs found a number of applications
in communication systems [5]–[9]. Due to the limited avail-
ability of binary GCPs Fan et al. [10] proposed binary Z-
complementary pairs (ZCPs) in 2007. Since then, a lot of
research has been done afterwords towards the systematic and
structural analysis of ZCPs [11]–[17].
Spatial modulation (SM) is a special kind of multiple-
input multiple-output (MIMO) technique, which optimizes
multiplexing gain with complexity and performance [18]–[22].
The main difference of SM system with a traditional MIMO is
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that it is equipped with a single radio-frequency (RF) chain. In
SM, only one transmit antenna is activated over every symbol
duration. During each time-slot, an SM symbol can be divided
into two parts, spatial symbol and constellation symbol. Spatial
symbol is responsible for the transmit antenna elements and
constellation symbol is selected from a conventional phase
shift keying (PSK)/quadrature amplitude modulation (QAM)
constellation and transmitted from the active transmit antenna
element. Such unique transmission principle of SM allows it to
have the salient advantages of zero inter-channel interference,
low energy consumption [23], and low receiver complexity
over traditional MIMO systems. Till date, however, little has
been understood on channel estimation of SM in frequency-
selective channels. Early literature on SM mostly assume that
channel state information (CSI) is perfectly known at the
receiver [24], [25]. Note that the one-RF-chain principle of
SM prevents the transmitter from using simultaneous pilot
transmission over all the transmit antennas. Consequently, it
implies that dense training sequences proposed in [26]–[28] for
traditional MIMO are not applicable in SM systems. Although
an identity training matrix has been employed for joint channel
estimation and data detection in SM systems [29], extension
to frequency-selective channels is not straightforward. A naive
scheme is to extend a perfect sequence (having zero autocor-
relation sidelobes) with cyclic prefix (CP) and then send the
extended sequence in turn over multiple transmit antennas. But
this training scheme would be inefficient in highly dispersive
channels.
To deal with this problem, recently Liu et al. [30] proposed
a new class of sequence pairs called cross Z-complementary
sequence pairs (CZCPs). The authors also proposed a generic
training framework for SM training over frequency selective
channels. Under the proposed framework in [30], the authors
derived the lower bound on channel estimation mean square
error (MSE) using least square (LS) estimator and conditions
to meet the lower bound with equality. In [30], the authors
show that CZCPs play an instrumental role in the design of
optimal SM training sequences (which are equivalent to certain
sparse matrices). The authors also show that the numerical
simulations indicate that the proposed SM training sequences
in [30] lead to minimum channel estimation MSE w.r.t. the
aforementioned lower bound.
A. Concept of Cross Z-Complementarity
Let a and b be two sequences of length N . Also let ρa,b(τ)
denotes the aperiodic cross-correlation function of a and b at
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2time-shift τ given by
ρa,b(τ) :=

N−1−τ∑
k=0
ωak−bk+τ , 0 ≤ τ ≤ N − 1;
N−1+τ∑
k=0
ωak−τ−bk , − (N − 1) ≤ τ ≤ −1;
0, | τ |≥ N,
(1)
where ω = exp(2pi
√−1/q) (q ≥ 2, is a positive integer).
When the two sequences are identical, i.e., a = b, ρa,b(τ)
is known as an aperiodic auto-correlation function (AACF)
of a and it is denoted by ρa(τ). Then (a,b) is said to be a
(N,Z + 1)- Z-complementary pair (ZCP) if
ρa(τ) + ρb(τ) = 0, for 1 ≤ τ ≤ Z. (2)
ZCPs are related to the AACS only. To define CZCPs we
need the following two sets. For an integer Z, let T1 =
{1, 2, . . . , Z} and T2 = {N−Z,N−Z+1, . . . , N−1}. Then
(a,b) is called an (N,Z)- CZCP if it possesses symmetric
zero (out-of-phase) AACSs for time shifts over T1 ∪ T2 and
zero aperiodic cross-correlation sums (ACCSs) for time shifts
over T2 [30]. In short, it needs to satisfy the following two
conditions:
C1: ρa(τ) + ρb(τ) = 0, for all |τ | ∈ T1 ∪ T2; and
C2: ρa,b(τ) + ρb,a(τ) = 0, for all |τ | ∈ T2.
(3)
From C1 it is clear that CZCPs have two zero auto-correlation
zones (ZACZs) when the AACSs are considered. In this paper
we will call them “front-end-ZACZ” and “tail-end-ZACZ” for
the time shifts over T1 and T2, respectively. From C2, we get
that each CZCP needs to have “tail-end zero cross-correlation
zone (ZCCZ)” when ACCS are considered.
In [30], Liu et al. proposed the concept of cross Z-
complementarity and constructed a class of GCPs of length
N achieving the maximum ZACZ and ZCCZ width of N/2.
The authors in [30] termed them as “strengthened GCPs” and
the (N,Z)- CZCPs for which the value of Z is N/2, as
perfect CZCPs. On contrary, the (N,Z)- CZCPs for which
Z < N/2, the authors termed them as non-perfect CZCPs.
Since, Z = N/2 can only be achievable when N is the length
of a complementary pair, we re-categorise the CZCPs based
on cross Z-complementary ratio.
B. Cross Z-Complementary Ratio
Let (a,b) be a CZCP of length N having ZCCZ and ZACZ
of length Z. If the maximum achievable length of Z is Zmax,
then we define the Cross Z-Complementary ratio (CZCratio)
as
CZCratio =
Z
Zmax
. (4)
When CZCratio = 1, we call it optimal. When 0.8 ≤
CZCratio < 1 we call it almost-optimal. Figure 1 clearly
categorizes the CZCPs and also shows the relation of CZCPs
with the existing GCPs and ZCPs. Figure 1 also corrects [30,
Figure 3], since there are a lot of “non-strengthened GCPs”,
where Z < N/2, which were not shown in [30, Figure 3].
TABLE I: [3] GCP Kernels of Lengths 2, 10 and 26.
N
(
a
b
)
Notation
2
(
++
+−
)
K2
10
(
++−+−+−−++
++−+++++−−
)
K10
26
(
++++−++−−+−+−+−−+−+++−−+++
++++−++−−+−+++++−+−−−++−−−
)
K26
C. Our Contributions
Based on the simulations given in [30], it can be observed
that CZCPs can be used as an alternative to strengthened
GCPs in the design of optimal SM training sequences over
frequency selective channels. Since the availability of binary
GCPs only for lengths of the form 2α10β26γ is still a
conjecture, from [30, Table I] it can be partially proved that
the maximum ZACZ and ZCCZ for binary non-perfect CZCPs
of length N is N/2 − 1. In [30], the authors proposed two
constructions of perfect (N,N/2)- CZCPs, where for binary
case N = 2α+110β26γ , α, β, γ ∈ Z+, α ≥ 1. Motivated
by the work of Liu et al. [30], we propose several new
constructions of (N,Z)- CZCPs of new lengths. Specifically,
the contribution of this paper are the following:
• We propose construction of (2m−1 + 2, 2pi(m−3) + 1)-
CZCPs by using generalized Boolean functions (GBFs),
where m ≥ 4 and pi is a permutation over {0, 1, . . . ,m−
3}.
• We further extend the construction by applying insertion
method on GCPs, which are constructed via Turyn’s
method. By exploiting the intrinsic structural properties of
the GCPs found in [16], we propose systematic construc-
tion of CZCPs of new lengths of the form 2α10β26γ (α ≥
1)+2, 10β+2, 26γ+2 and 10β26γ+2 based on insertion
method. The constructions which are based on insertion
method, all the GCPs are constructed by applying Turyn’s
method over kernel GCPs given in Table I.
• We propose an optimal construction of binary (12, 5)-
CZCP and (24, 11)- CZCP using binary Barker se-
quences. These two optimal CZCPs leads to two new sets
of CZCPs with parameters (12N, 5N) and (24N, 11N),
where N is the length of a GCP.
• We also found one interesting property of CZCPs that if
(c,d) is an (N,Z)- CZCP, then ci = di, and cN−1−i =
−dN−1−i, for all i ∈ {0, 1, · · · , Z − 1}.
• Along with this, we also found that all the binary GCPs
are also CZCPs. We clearly describe the relationships
between binary CZCPs with ZCPs and GCPs in Figure
3.
• Through numerical simulations we show that our pro-
posed optimal and almost-optimal CZCPs can be used to
design optimal training sequences for SM systems, based
on the framework given in [30].
• We analysed through numerical simulations that although
some of the CZCPs may not be optimal or almost-optimal
in sequence design point of view, however, depending on
the number of multi-paths, those CZCPs can still be used
to design optimal training sequences for SM systems.
Based on the discussion on designing training sequences
for broadband SM systems and the numerical simulations
3afterwards in [30], we can say that our proposed constructions
will add flexibility in choosing the CZCPs of various lengths
for designing training sequences in SM systems. Since, in
practical scenarios, a longer training sequence will give rise to
a higher training overhead. Therefore, selection of the training
length is a trade-off between channel estimation performance
and training overhead. For example, let us consider that in
a practical scenario, we need to consider 22 multi-path. If
we only consider CZCPs in [30], we have to use a (64, 32)-
CZCP. However, by our proposed constructions, now we can
use a (48, 22)- CZCP to design the training sequences in SM
systems using the framework given in [30]. This will improve
the system performance.
The rest of the paper is organised as follows. In Section
II we discuss some previous results on binary GCPs and
also recall the basics of GBFs. In Section III, we propose
(2m−1 + 2, 2pi(m−3) + 1)- CZCPs by using GBFs. In Section
IV, we propose the construction of CZCPs of various lengths
of the form 2α10β26γ + 2 (α ≥ 1), 10β + 2, 26γ + 2 and
10β26γ + 2 via insertion method. We propose optimal binary
(12, 5)- CZCP and (24, 11)- CZCP from Barker sequences
in Section IV. We also construct (12N, 5N)- CZCPs and
(24N, 11N)- CZCPs in Section V. In Section VI, we check the
performance of the proposed CZCPs to design sparse training
matrices for optimal channel estimation performance (w.r.t. the
derived lower bound in [30]) in SM-MIMO frequency selective
channels. Finally, we conclude the paper in Section V.
II. PRELIMINARY RESULTS
Let us fix the following notations, which will be used
throughout the paper.
• ←−a denotes the reverse of the sequence a.
• 1 and −1 are denoted by + and −, respectively.
• cL denotes a length-L vector with identical entries of c.
• ∀ denotes ‘for all’.
• x¯ = 1− x is the binary complement of x ∈ {0, 1}.
• b.c denotes the floor function.
• Uq = (exp 2pi
√−1t
q : 0 ≤ t < q) denotes the set of q-th
roots of complex numbers.
• XT and XH denote the transpose and the Hermitian
transpose of matrix X , respectively.
• Tr(X) denotes the trace of square matrix X .
Definition 1 (Complementary Mates): A GCP (c,d) is
called a complementary mate of GCP (a,b) if
ρa,c(τ) + ρb,d(τ) = 0, for all 0 ≤ τ < N. (5)
Throughout the paper, for a GCP (a,b) we consider (c,d) ≡
(
←−
b∗,−←−a∗) as its complementary mate.
Definition 2 (Optimal CZCPs): An (N,Z)- CZCP (a,b) is
optimal if Z = N/2− 1.
Definition 3 (Cross Z-complementary Ratio): For an (N,Z)-
CZCP (a,b), let the maximum value of Z be Zmax then the
ratio of Z over Zmax is called cross Z-complementary ratio,
denoted by ZCCratio. In other words,
CZCratio =
Z
Zmax
. (6)
GCPs
ZCPs
CZCPs
Optimal CZCPs 
Almost-optimal 
CZCPs
Perfect CZCPs
Non-perfect CZCPs
Fig. 1: Relationship between ZCPs, GCPs and CZCPs.
Definition 4 (Optimal and Almost-optimal CZCPs): We
define a (N,Z)- CZCP (a,b) to be optimal if CZCratio = 1
and almost optimal if 0.8 ≤ CZCratio < 1.
Note that all perfect CZCPs mentioned in [30] are optimal.
However, non-perfect CZCPs can also be optimal. Fig 1
explains the definitions clearly.
Definition 5 (Symmetric Insertion Function): Consider a
sequence a of even length N , given by (a0, a1, . . . , aN−1).
Then Is(a, r, {x0, x1}), given by
Is(a, r, {x0, x1}) =
(x0, a0, a1, . . . , aN−1, x1), if r = 0,
(x1, a0, a1, . . . , aN−1, x0), if r = N,
(a0, a1, . . . , aN/2−1, x0, x1, aN/2,
. . . , aN−1), if r = N/2,
(a0, a1, . . . , ar−1, x0, ar,
. . . , aN−r−1, x1, aN−r, . . . , aN−1), if 0 ≤ r ≤ N,
r 6= N/2
(7)
is an insertion function which generates sequence of length
N + 2 with element x0 at the r-th position and element x1
at the (N − r)-th position when r 6= N/2. For r = N/2,
x0 and x1 is inserted at N/2-th and (N/2 + 1)-th position,
respectively.
A. Generalized Boolean Functions (GBFs)
A GBF f : Zm2 → Zq can uniquely be written as a linear
combination of 2m monomials
1, x0, x1, · · · , xm−1,x0x1, x0x2, · · · ,
xm−2xm−1 · · · , x0x1 · · ·xm−1,
(8)
where the coefficients are taken from Zq .
By the notation Ψ(f), we denote the sequence correspond-
ing to a GBF f and defined by (ωf0 , ωf1 , · · · , ωf2m−1) where
fi = f(ri,0, ri,1, . . . , ri,m−1) and ri ≡ (ri,0, ri,1, . . . , ri,m−1)
is the binary vector representation of integer i (i =
m−1∑
j=0
ri,j2
j).
Given a GBF f with m variables, as defined above, the
corresponding sequence Ψ(f) will be of length 2m. 1 denotes
4a sequence of all ones. In this paper, we concern about (N,Z)-
CZCPs, where N 6= 2m. Hence we define the truncated
sequence ΨL(f) corresponding to GBF f by eliminating the
first and last L elements of the sequence Ψ(f).
Example 1: Let us consider m = 3, q = 2 and f = x0x1 +
x1x2, then
x0x1 = (0, 0, 0, 1, 0, 0, 0, 1),
x1x2 = (0, 0, 0, 0, 0, 0, 1, 1),
x0x1 + x1x2 = (0, 0, 0, 1, 0, 0, 1, 0),
(9)
and therefore Ψ(f) = (+++−++−+). If we assume L = 1,
then Ψ1(f) = (+ +−+ +−).
Lemma 1 ( [32]): Consider a GBF f : Zm2 → Zq , given by
f =
q
2
m−2∑
α=0
xpi(α)xpi(α+1) +
m−1∑
i=0
gixi + g
′, (10)
and
f¯ =
q
2
m−2∑
α=0
x¯pi(α)x¯pi(α+1) +
m−1∑
i=0
gix¯i + g
′, (11)
where gi, g′ ∈ Zq . Then, (Ψ(f¯ + x¯pi(m−1)),Ψ(f¯ + 1)) is one
of the complementary mates of (Ψ(f),Ψ(f + xpi(m−1))).
Lemma 2 (Turyn’s Method [31]): Let A = (a,b) and B =
(c,d) be binary GCPs of lengths N and M , respectively and
denote A as the 1st pair and B as the 2nd pair. Then (e, f) ,
Turyn(A,B) is a GCP of length-MN where,
e = c⊗ (a+ b) /2−←−d ⊗ (b− a) /2,
f = d⊗ (a+ b) /2 +←−c ⊗ (b− a) /2. (12)
Result 1: [16] Let A = (a,b) be a binary GCP kernel KN
where N ∈ {2, 10, 26},B = (c,d) be a GCP of length M and
(e, f) = Turyn(A,B). If the i-th column of B has elements
with the same sign, then the next N columns of (e, f) will
have elements with same sign, starting from Ni-th column. If
the i-th column of B have elements with different signs, then
the next N columns of (e, f) will have elements with different
sign, starting from Ni-th column.
Result 2: [16] Let (e, f) be a GCP of length 2αM , con-
structed recursively using Turyn’s method on kernel GCPs as
follows:
(e0, f0) = K2,
(ei, fi) = Turyn(A, (ei−1, fi−1)), A = K2, K10 or K26,
(13)
where M = 10β26γ and α, β, and γ are non-negative
integers and α ≥ 1. Then the first 2α−1M columns of (e, f)
will have elements with identical sign in each column.
Result 3: [16] Let (e, f) be a GCP of length 10β or 26γ ,
constructed iteratively using Turyn’s method on K10 or K26,
respectively. Also suppose there are t consecutive columns of
K10 or K26, having elements with identical signs (or different
signs) in each column, starting from the i-th column index.
Then, the t×10β−1 or t×26γ−1 consecutive columns of (e, f)
will have elements with identical sign (or different sign) in
each column, starting from the iNp−1-th column, respectively.
Result 4: [16] Let (e, f) be a GCP of length 10β26γ ,
constructed iteratively by employing Turyn’s method on
K10 and K26 as follows:
(e0, f0) = K26,
(ei, fi) = Turyn(A, (ei−1, fi−1)), A = K10 or K26,
(14)
where β and γ are non-negative integers. Then the first 12×
26γ−110β columns of (e, f) will have elements with identical
signs in each column.
In the following section we propose another construction of
CZCPs with the help of GBFs.
III. CONSTRUCTION OF CZCPS THROUGH GBFS
The proposed construction is discussed in this subsection.
We need the following lemmas for the construction.
Lemma 3: Let r2m−2+τ−1,pi(m−3) and r3×2m−2+τ,pi(m−3)
be as defined above. Then,
r2m−2+τ−1,pi(m−3) + r3×2m−2+τ,pi(m−3) = 1, ∀τ. (15)
Proof: Note that binary representation of x and 2m−x−1
for 0 ≤ x < 2m are always complementary to each other.
Let x = 2m−2 + τ − 1, then 2m − (2m−2 + τ − 1) − 1 =
3×2m−2−τ . Hence, the binary representation of 2m−2+τ−1
is complementary with 3×2m−2−τ . Hence the proof follows.
Lemma 4: For any integer m ≥ 4, let pi be a permutation
of {0, 1, 2, . . . ,m − 3}. Then, for 2m−1 − 2pi(m−3) < τ <
2m−1 + 1, r2m−2+τ−1,pi(m−3) is always 1.
Proof: For 2m−1−2pi(m−3) < τ < 2m−1+1, we need to
consider the m bit binary representation of i where 3×2m−2−
2pi(m−3) ≤ i ≤ 3 × 2m−2 − 1 and show that ri,pi(m−3) =
1. Since 3 × 2m−2 = 2m−1 + 2m−2, therefore, the binary
representation of 3×2m−2 is (11 00 . . . 0︸ ︷︷ ︸
m−2 times
). Hence the binary
representation of 3×2m−2−1 is (10 11 . . . 1︸ ︷︷ ︸
m−2 times
). Let pi(m−3) =
v. Also, let the binary representation of i ≤ 3× 2m−2 − 1 be
(i0, i1, . . . , im−3, 0, 1). If is = 1 for s = m− 3,m− 4, . . . , v,
v ≤ m − 3, then 3 × 2m−2 − 1 − 2v < i. Therefore for
3×2m−2−2v ≤ i ≤ 3×2m−2−1, ri,v = 1. Hence the proof
follows.
Theorem 1: For any integer m ≥ 4, let pi be a permutation
of {0, 1, 2, . . . ,m−3}. For d ∈ Z2, let the GBF gd : Zm2 → Zq
be given as follows:
gd =
q
2
[x¯m−1xm−2ζd + xm−1x¯m−2ηd + d¯xm−1xm−2]
+
m−3∑
i=0
eixi +
m−3∑
i=0
fix¯i
(16)
where ζd : Zm−32 → Z2 is
ζd =
m−4∑
α=0
xpi(α)xpi(α+1) + dxpi(m−3), (17)
ηd : Zm−32 → Z2 is
ηd =
m−4∑
α=0
x¯pi(α)x¯pi(α+1) + d¯x¯pi(m−3) + d1, (18)
5and ei, fi ∈ Zq for 0 ≤ i ≤ m− 3. Then
(a,b) =
(
Ψ2m−2−1(g0),Ψ2m−2−1(g1)
)
(19)
forms a (2m−1 + 2, 2pi(m−3) + 1)- CZCP.
Proof: Let p = {p0, p1, . . . , pm−3} be the m−2 bit binary
representation of τ−1 (mod 2m−2). Then s = ∑i∈p′ |ei−fi|
where p′ = {r|pr 6= 1, 0 ≤ r ≤ m− 3}. For 0 < τ < 2m−2
we have
ρa(τ) + ρb(τ)
=
[
ωs−
q
2 ζ
0(r2m−2+τ−1) + ωs−
q
2+
q
2η
0(r3×2m−2−τ )
]
+
[
ωs−
q
2 ζ
1(r2m−2+τ−1) + ωs+
q
2η
1(r3×2m−2−τ )
]
= ωs
[
ω−
q
2 ζ
0(r2m−2+τ−1) + ω−
q
2 ζ
1(r2m−2+τ−1)
]
− ωs
[
ω
q
2η
0(r3×2m−2−τ ) − ω q2η1(r3×2m−2−τ )
]
.
(20)
Note that,
q
2
ζ1(r2m−2+τ−1) =
q
2
[
ζ0(r2m−2+τ−1) + r2m−2+τ−1,pi(m−3)
]
(21)
and
q
2
η0(r3×2m−2−τ ) =
q
2
[
η1(r3×2m−2−τ ) + r3×2m−2−τ,pi(m−3)
]
.
(22)
Applying (21) and (22) in (20) we get
ρa(τ) + ρb(τ)
= ωs−
q
2 ζ
0(r2m−2+τ−1)
[
1 + ω−
q
2×r2m−2+τ−1,pi(m−3)
]
− ωs+ q2η1(r3×2m−2−τ )
[
ω
q
2×r3×2m−2−τ,pi(m−3) − 1
]
.
(23)
We have the following two sub-cases:
1) For r2m−2+τ−1,pi(m−3) = 0 we have
r3×2m−2−τ,pi(m−3) = 1. In this case it follows from (23)
that
ρa(τ) + ρb(τ)
= 2ωs
[
ω−
q
2 ζ
0(r2m−2+τ−1) + ω
q
2η
1(r3×2m−2−τ )
]
= 0,
(24)
since, from (17) and (18) we get
ω−
q
2 ζ
0(r2m−2+τ−1) = −ω q2η1(r3×2m−2−τ ). (25)
2) For r2m−2+τ−1,pi(m−3) = 1 we have
r3×2m−2−τ,pi(m−3) = 0. In this case we have from
(23)
ρa(τ) + ρb(τ) = 0. (26)
For 2m−1 − 2pi(m−3) < τ < 2m−1 + 1 we have
ρa(τ) + ρb(τ)
=
[
ωs−
q
2η
0(r2m−2+τ−1) + ωs−
q
2+
q
2 ζ
0(r3×2m−2−τ )
]
+
[
ωs−
q
2η
1(r2m−2+τ−1) + ωs+
q
2 ζ
1(r3×2m−2−τ )
]
= ωs
[
ω−
q
2η
0(r2m−2+τ−1) + ω−
q
2η
1(r2m−2+τ−1)
]
− ωs
[
ω
q
2 ζ
0(r3×2m−2−τ ) − ω q2 ζ1(r3×2m−2−τ )
]
.
(27)
Note that,
q
2
ζ1(r3×2m−2−τ ) =
q
2
[
ζ0(r3×2m−2−τ ) + r3×2m−2−τ,pi(m−3)
]
,
(28)
and
q
2
η0(r2m−2+τ−1) =
q
2
[
η1(r2m−2+τ−1) + r2m−2+τ−1,pi(m−3)
]
.
(29)
Applying (28) and (29) in (27) we get
ρa(τ) + ρb(τ)
= ωs−
q
2η
1(r2m−2+τ−1)
[
ω
q
2×r2m−2+τ−1,pi(m−3) + 1
]
− ωs+ q2 ζ0(r3×2m−2−τ )
[
1− ω q2×r3×2m−2−τ,pi(m−3)
]
.
(30)
Again we have the following sub-case
1) For r2m−2+τ−1,pi(m−3) = 1 we have
r3×2m−2−τ,pi(m−3) = 0. In this case we have from
(30)
ρa(τ) + ρb(τ) = 0. (31)
For τ = 2m−1 + 1 we have
ρa(τ) + ρb(τ) = ω
s− q2 + ωs = 0. (32)
Hence the ZACZ is 2pi(m−3) + 1. Now we will check the
ZCCZ. Before that let us define k(i). For a given i and τ ,
consider the first (m− 2) bits of the binary representation of
3× 2m−2− τ + i and 2m−2 + τ + i− 1 as (q0, q1, · · · , qm−2)
and (s0, s1, · · · , sm−2), respectively. Let p′′ = {r|qr 6= sr}
and
σ =
{
0 if qr = 0,
1 if qr = 1.
(33)
Then
k(i) =
∑
s∈p′′
(−1)σ(fi − ei), (34)
For calculating ZCCZ we only consider 2m−1−2pi(m−3) <
τ ≤ 2m−1 + 1. When 2m−1 − 2pi(m−3) < τ < 2m−1 + 1, we
have
ρa,b(τ) =ω
s− q2η1(r2m−2+τ−1)
+
2m−3−1∑
i=0
ω
q
2 ζ
0(r3×2m−2−τ+i)− q2η1(r2m−2+τ+i−1)+k(i)
+ ωs+
q
2 ζ
0(r3×2m−2−τ )
(35)
and
ρb,a(τ) =ω
s− q2η0(r2m−2+τ−1)
+
2m−3−1∑
i=0
ω
q
2 ζ
1(r3×2m−2−τ+i)− q2η0(r2m−2+τ+i−1)+k(i)
+ ωs−
q
2+
q
2 ζ
1(r3×2m−2−τ )
(36)
Since from (17) and (18) we have
η1(r2m−2+τ+i−1) = ζ0(r3×2m−2−τ+i) + 1, (37)
and
ζ1(r3×2m−2−τ+i) = η0(r2m−2+τ+i−1). (38)
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ρa,b(τ) + ρb,a(τ)
= ωs
[
ω−
q
2η
1(r2m−2+τ−1) + ω−
q
2η
0(r2m−2+τ−1)
]
+
2m−3−1∑
i=0
ωk(i)
[
ω−
q
2 + 1
]
+ ωs
[
ω
q
2 ζ
0(r3×2m−2−τ ) + ω−
q
2+
q
2 ζ
1(r3×2m−2−τ )
]
.
(39)
Further, using (28) and (29) in (39) we get
ρa,b(τ) + ρb,a(τ)
= ωs−
q
2η
1(r2m−2+τ−1)
[
1 + ω−
q
2×r2m−2+τ−1,pi(m−3)
]
+ ωs+
q
2 ζ
0(r3×2m−2−τ )
[
1− ω q2×r3×2m−2−τ,pi(m−3)
]
.
(40)
We have the following sub-case
1) For r2m−2+τ−1,pi(m−3) = 1 we have
r3×2m−2−τ,pi(m−3) = 0. In this case we have from
(40)
ρa,b(τ) + ρb,a(τ) = 0. (41)
For τ = 2m−1 + 1 we have
ρa,b(τ) + ρb,a(τ) = ω
s + ωs−
q
2 = 0. (42)
Hence the ZCCZ is 2pi(m−3) + 1. Hence (a,b) is a (2m−1 +
2, 2pi(m−3) + 1)- CZCP.
Let us take the following example to illustrate the above
construction.
Example 2: Let us consider q = 6, m = 6
and {pi(0), pi(1), pi(2), pi(3)} = {0, 1, 2, 3}. For d ∈
Z2, {e0, e1, e2, e3} = {1, 4, 1, 1} and {f0, f1, f2, f3} =
{1, 3, 1, 1} let the Boolean function gd be given by
gd = 3(x4x¯5 · ζd + x¯4x5 · ηd+d¯x4x5)
+
3∑
i=0
eixi +
3∑
i=0
fixi,
(43)
where
ζd = x0x1 + x1x2 + x2x3 + dx3, (44)
and
ηd = x¯0x¯1 + x¯1x¯2 + x¯2x¯3 + d¯x3 + d¯x¯3 + d1. (45)
Since pi(3) = 3, the pair (a,b) =
(
Ψ15(g
0),Ψ15(g
1)
)
gives a
(34, 9)- CZCP as follows:
a = ω
[1,0,0,1,4,0,0,4,1,0,0,1,4,3,3,1,4,0,3,1,1,0,3,4,4,0,3,1,1,3,0,1,1,3]
6
b = ω
[1,0,0,1,4,0,0,4,1,3,3,4,1,0,0,4,1,0,3,1,1,0,3,4,4,3,0,4,4,0,3,4,4,0]
6 .
(46)
In the next section we propose CZCPs with more new
lengths using insertion method.
IV. CONSTRUCTION OF CZCPS THROUGH INSERTION
METHOD
In this section, we propose constructions of CZCPs of
lengths of the form 2α10β26γ + 2 (α ≥ 1), 10β + 2, 26γ + 2
and 10β26γ + 2.
A. CZCPs of lengths of the form 2α10β26γ + 2 (α ≥ 1)
Theorem 2: Let (a,b) be GCPs of length N =
2α10β26γ (α ≥ 1) constructed via Result 2, and (c,d) be one
of its complementary mate. Also let e = (a||c), f = (b||d),
g = Is(e, 0, {x0, y0}), and h = Is(f , 0, {x1, y1}) where
x0, y0, x1, y1 ∈ Uq . Then (g,h) is (2N + 2, N/2 + 1)-
CCP if the following conditions hold.
x0 − y∗1 = 0, x1 + y∗0 = 0
x0 = x1, y
∗
0 = −y∗1 .
(47)
Proof: From [16] we know that (a,b) is a GCP having
the property
ai = bi for 0 ≤ i < N/2,
ai = −bi for N/2 ≤ i < N.
(48)
Let us define two sets A = {0, 2} and B = {1, 3}. Also let
L = N/2. Define σ as follows:
σ(i) =
{
1 if i ∈ A
−1 if i ∈ B (49)
Consider (c,d) as one of the complementary mates of
(a,b), then (c,d) will also have the same property as in (48).
Consequently, e and f are sequences of length 2N , having the
following structural property
fi = σ (bi/Lc) ei. (50)
Also within sequence e, we have the following property
ei =
{
e2N−1−i if 0 ≤ i < L
−e2N−1−i if L ≤ i < N
. (51)
Define δτ,L as
δτ,L =
{
0 if τ mod L ≡ 0 or τ ≥ 3N/2,
1 otherwise
(52)
Also, let e|Mn denote a subsequence of e, containing n con-
secutive elements of e, starting from the index ML. First, let
us calculate the autocorrelation to check condition C1 of (3).
For iL ≤ τ < jL, where 0 ≤ i < 4, j = i+ 1, we have
ρg(τ) =x0eτ−1 +
4−j∑
k=0
ρe|kL,e|k+iL (τ − iL)
+ δτ,L
3−j∑
k=0
ρ←−
e|kL,
←−−−
e|k+jL
(jL− τ) + e2N−τy∗0 .
(53)
For τ = 4L, we have
ρg(τ) = x0e2N−1 + e0y∗0 . (54)
For τ = 4L+ 1, we have
ρg(τ) = x0y
∗
0 . (55)
Similarly, we calculate the autocorrelation of sequence h.
For iL ≤ τ < jL, where 0 ≤ i < 4, j = i+ 1, we have
ρh(τ) =x1fτ−1 +
4−j∑
k=0
ρf |kL,f |k+iL (τ − iL)
+ δτ,L
3−j∑
k=0
ρ←−
f |kL,
←−−−
f |k+jL
(jL− τ) + f2N−τy∗1 .
(56)
7For τ = 4L, we have
ρh(τ) = x1f2N−1 + f0y∗1 . (57)
For τ = 4L+ 1, we have
ρh(τ) = x1y
∗
1 . (58)
Recall that (e,f ) is a GCP, using (50) and (51) we get
ρg(τ) + ρh(τ) =
(x0 + y
∗
0 + x1 − y∗1)eτ−1 if 0 < τ ≤ N/2,
(x0 − y∗0 − x1 − y∗1)eτ−1 if N/2 < τ ≤ N,
(−x0 + y∗0 + x1 + y∗1)e2N−τ if 3N/2 < τ < 2N,
(x0 + y
∗
0 − x1 + y∗1)e2N−1 if τ = 2N,
x0y
∗
0 + x1y
∗
1 if τ = 2N + 1.
(59)
Therefore we can get a ZACZ of (N/2 + 1) for the sequence
pair (g, h) if the given conditions hold.
To check the condition C2, we calculate the cross-
correlation of g and h. For iL ≤ τ < jL, where 0 ≤ i < 4,
j = i+ 1, we have
ρg,h(τ) =
σ(i) · x0eτ−1 +
4−j∑
k=0
σ(k + i) · ρe|kL,e|k+iL (τ − iL)
+ δτ,L
3−j∑
k=0
σ(k + j) · ρ←−
e|kL,
←−−−
e|k+jL
(jL− τ) + σ(i) · e2N−τy∗1 .
(60)
For τ = 4L, we have
ρg,h(τ) = x0f2N−1 + e0y∗1
= −x0e2N−1 + e0y∗1
= (−x0 + y∗1)e0.
(61)
For τ = 4L+ 1, we have
ρg,h(τ) = x0y
∗
1 . (62)
Similarly, for iL ≤ τ < jL, where 0 ≤ i < 4, j = i + 1, we
have
ρh,g(τ) =
x1eτ−1 +
4−j∑
k=0
σ(k) · ρe|kL,e|k+iL (τ − iL)
+ δτ,L
3−j∑
k=0
σ(k) · ρ←−
e|kL,
←−−−
e|k+jL
(jL− τ) + e2N−τy∗0 .
(63)
For τ = 4L, we have
ρh,g(τ) = x1e2N−1 + e0y∗0
= (x1 + y
∗
0)e0.
(64)
For τ = 4L+ 1, we have
ρh,g(τ) = x1y
∗
0 . (65)
Then for 1 ≤ τ < 2N ρg,h(τ) + ρh,g(τ) is given in (66).
For rest of the cases, we have
ρg,h(τ) + ρh,g(τ) ={
(−x0 + y∗1 + x1 + y∗0)e0 if τ = 2N,
x0y
∗
1 + x1y
∗
0 if τ = 2N + 1.
(67)
Since according to the setup σ(i) = −1 when 3N/2 ≤ τ <
2N , therefore ρg,h(τ) + ρh,g(τ) = 0 if (−x0 + x1 − y∗1 +
y∗0) = 0. Therefore, from (67) and the above explanation, we
conclude that the ZCCZ of (g, h) is (N/2 + 2).
Hence, we conclude that (g, h) is a (2N + 2, N/2 + 1)-
CZCP.
In the following example we will illustrate the proposed
construction step by step.
Example 3: Step 1: Let (a,b) be a GCP of length 8,
constructed via Result 2 as follows:(
a
b
)
=
(
+ + +−+ +−+
+ + +−−−+−
)
(68)
Step 2: (c,d) be a complementary mate of (a,b). Therefore,(
c
d
)
=
(
+−++−+ + +
+−++ +−−−
)
(69)
Step 3: e = (a||c) and f = (b||d). Therefore,(
e
f
)
=
(
+−++−+ + ++−++−+ + +
+−++ +−−−+−++ +−−−
)
(70)
Step 4: g = Is(e, 0, {x0, y0}), and h = Is(f , 0, {x1, y1}). Let
x0 = 1, x1 = 1, y0 = −1, and y1 = 1,Therefore,(
g
h
)
=
(
++−++−+ + ++−++−+ + +−
++−++ +−−−+−++ +−−−+
)
(71)
The pair (g,h) is a length (18, 5)- CCP, because
|ρg(τ) + ρh(τ)|17τ=0 = (36,08,44,05). (72)
and
|ρg,h(τ) + ρh,g(τ)|17τ=0 = (0,45, 8, 4, 0, 4, 8, 4,06).
(73)
We give the following theorems without proofs. Since the
proofs are similar to Theorem 2.
B. CZCPs of lengths of the form 10β + 2
Theorem 3: Let (a,b) be GCPs of length N = 10β con-
structed via Result 3 and (c,d) be one of its complementary
mate. Also let e = (a||c), f = (b||d), g = Is(e, 0, {x0, y0}),
and h = Is(f , 0, {x1, y1}) where x0, y0, x1, y1 ∈ Uq .
Then (g,h) is (2N + 2, 4N/10 + 1)- CZCP if the following
conditions hold.
x0 − y∗1 = 0, x1 + y∗0 = 0
x0 = x1, y
∗
0 = −y∗1 .
(74)
C. CZCPs of lengths of the form 26γ + 2
Theorem 4: Let (a,b) be GCPs of length N = 26γ con-
structed via Result 3 and (c,d) be one of its complementary
mate. Also let e = (a||c), f = (b||d), g = Is(e, 0, {x0, y0}),
and h = Is(f , 0, {x1, y1}) where x0, y0, x1, y1 ∈ Uq .
Then (g,h) is (2N + 2, 12N/26 + 1)- CZCP if the following
conditions hold.
x0 − y∗1 = 0, x1 + y∗0 = 0
x0 = x1, y
∗
0 = −y∗1 .
(75)
8ρg,h(τ) + ρh,g(τ) =(σ(i) · x0 + x1)eτ−1 +
4−j∑
k=0
(σ(k + i) + σ(k)) · ρe|kL,e|k+iL (τ − iL)
+ δτ,L
3−j∑
k=0
(σ(k + i) + σ(k)) · ρ←−
e|kL,
←−−−
e|k+jL
(jL− τ) + e2N−τ (σ(i) · y∗1 + y∗0).
(66)
−20 −15 −10 −5 0 5 10 15 20
0
10
20
30
40
timing shift (τ) →
Au
to
co
rre
la
tio
n 
M
ag
ni
tu
de
 →
−20 −15 −10 −5 0 5 10 15 20
0
2
4
6
8
timing shift (τ) →
Cr
os
sc
or
re
la
tio
n 
M
ag
ni
tu
de
 →
Fig. 2: A glimpse of correlation magnitudes of the (18, 5)-
CZCP in Example 3.
TABLE II: [33] List of binary Barker sequences.
N Barker sequence/s (a) {ρa(τ)}N−1τ=0
2 +−, ++ {2,−1}, {2, 1}
3 + +− {3, 0,−1}
4 +−++, +−−− {4,−1, 0, 1}, {4, 1, 0,−1}
5 + ++−+ {5, 0, 1, 0, 1}
7 + ++−−+− {7, 0,−1, 0,−1, 0,−1}
11 + ++−−−+−−+− {11, 0,−1, 0,−1, 0,−1, 0,−1}
13 + ++++−−++−+−+ {13, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1, 0, 1}
D. CZCPs of lengths of the form 10β26γ + 2
Theorem 5: Let (a,b) be GCPs of length N = 10β26γ con-
structed via Result 4. and (c,d) be one of its complementary
mate. Also let e = (a||c), f = (b||d), g = Is(e, 0, {x0, y0}),
and h = Is(f , 0, {x1, y1}) where x0, y0, x1, y1 ∈ Uq .
Then (g,h) is (2N + 2, 12N/26 + 1)- CZCP if the following
conditions hold.
x0 − y∗1 = 0, x1 + y∗0 = 0
x0 = x1, y
∗
0 = −y∗1 .
(76)
V. CONSTRUCTION OF CZCPS USING BARKER
SEQUENCES
Before going to the construction, let us recall the binary
Barker sequences in Table II. Since the sequences are specific,
we list down their autocorrelations as well.
Using their correlation properties given in Table II, we have
the following theorem.
Theorem 6: Let a and b be binary Barker sequences of
lengths M and N , respectively, and M ≤ N . Then the
sequence pair (c,d) given by
c = a||b;
d = a|| − b; (77)
forms a (M +N,M )- CZCP, if ρa(τ) = −ρb(τ) for 0 < τ <
M and ρb(M) = 0 when M < N .
Proof: As per the given in (77), we have for 0 < τ < M ,
ρc(τ) + ρd(τ) = 0, (78)
since, ρa(τ) = −ρb(τ) for 0 < τ < M .
For M ≤ τ < N , we have
ρc(τ) + ρd(τ) = 2ρb(τ). (79)
For N ≤ τ < M +N , we have
ρc(τ) + ρd(τ) = 0. (80)
Now, to analyse the cross-correlation, we have for 0 < τ <
M ,
ρc,d(τ) = ρd(τ)− 2ρb(τ);
ρd,c(τ) = ρc(τ)− 2ρb(τ);
(81)
Therefore, from (78) we have for 0 < τ < M ,
ρc,d(τ) + ρd,c(τ) = −4ρb(τ). (82)
Similarly, we have for M ≤ τ < N ,
ρc,d(τ) + ρd,c(τ) = −2ρb(τ). (83)
And, for N ≤ τ < M +N , we have
ρc,d(τ) + ρd,c(τ) = 0. (84)
Hence the theorem is proved.
Remark 1: Based on the result of the Theorem 6, when
M = 5 and N = 7, using Table II, we get an optimal binary
(12, 5)- CZCP. When M = 11 and N = 13, using Table II, we
get an optimal binary (24, 11)- CZCP. Note that these CZCPs
are different than that of the “best possible” CZCPs given in
[30, Table I], obtained through computer search.
In the next theorem we will enlarge the length of the CCPs
generated by Theorem 6 with the help of GCPs and utilizing
Turyn’s method. To prove the theorem, we need the following
lemma.
Lemma 5: For a binary sequence pair (c,d) of length N ,
ρ
c,
←−
d
(τ) = ρd,←−c (τ).
9Proof: By definition of ACCF, we have
ρ
c,
←−
d
(τ) =
N−1−τ∑
i=0
ci
←−
d i+τ
=
N−1−τ∑
i=0
cidN−1−i−τ
=
N−1−τ∑
t=0
cN−1−t−τdt
= ρd,←−c (τ).
(85)
Property 1: Let (c,d) be a binary (N,Z)- CZCP, then
ci = di, and cN−1−i = −dN−1−i, (86)
for all i ∈ {0, 1, · · · , Z − 1}.
Proof: If a, b can only take the values +1 or −1, then
we know that
ab ≡ a+ b− 1 (mod 4). (87)
From C2 of (3), we get for Z ≤ τ < N
c0dN−1 + d0cN−1 = 0,
c0dN−2 + c1dN−1 + d0cN−2 + d1cN−1 = 0,
...
c0dN−Z + · · ·+ cZ−1dN−1
+d0cN−Z + · · ·+ dZ−1cN−1 = 0.
(88)
Using (87) to reduce the above equations we get,
ci + di + cN−1−i + dN−1−i = 2 (mod 4). (89)
Which is equivalent to
cicN−1−i + didN−1−i = 0. (90)
Equivalently, we can conclude that ci = di and cN−1−i =
−dN−1−i.
Theorem 7: Any binary GCP (a,b) of length N is also a
CZCP.
Proof: We just need to check C2 of (3), for τ = N − 1.
Since we already know that
a0aN−1 + b0bN−1 = 0, (91)
using (87), we can conclude that
a0bN−1 + b0aN−1 = 0. (92)
This completes the proof.
Remark 2: Theorem 7, changes our understanding for the
binary CZCPs, which we get from Figure 1. The modified
figure, describing the relationships of binary CZCPs with
ZCPs and GCPs, is given in Figure 3.
Lemma 6: [30] Let (c,d) be a binary (N,Z)- CZCP. Then
ρc,←−c (τ)− ρd,←−d (τ) = 0, for all |τ | ≥ Z. (93)
Theorem 8: Let A =(a,b) be a GCP of length M and
B =(c,d) be a (N,Z)- CZCP. Also, let
(e, f) = Turyn(A,B). (94)
GCPs
ZCPs
CZCPs
Optimal CZCPs 
Almost-optimal 
CZCPs
Perfect CZCPs
Non-perfect CZCPs
Fig. 3: Relationship of binary CZCPs with binary ZCPs and
binary GCPs.
Then (e, f) is a (NM,ZM)- CZCP.
Proof: See Appendix.
All the parameters of the CZCPs which can be generated
through systematic construction, including this paper, are listed
in Table III.
VI. PERFORMANCE ANALYSIS OF THE PROPOSED CZCPS
TO DESIGN TRAINING SEQUENCES FOR SM SYSTEMS
In this section, we will analyse the performance of the
proposed CZCPs in designing the training sequences for SM
systems, based on the framework proposed in [30].
Let us consider a generic training-based single carrier
MIMO transmission structure with Nt transmit antennas and
Nr receive antennas. Assume that each of the antenna has (λ+
1)- multipath in an additive white Gaussian noise (AWGN)
channel having zero mean and variance σ2/2. Applying the
least-squares (LS) channel estimator (unbiased) the normalized
mean square error (MSE) can be derived as [30]
MSE =
σ2
Ntλ+Nt
Tr((XHX)−1), (95)
where X is the training matrix. Since the non-zero entries of
the training sequences have ideal magnitude of 1, so for a
training sequence of length E, the minimum MSE is given by
σ2/E.
Consider Nt = 4 and Nr = 1 and J ∈ {2, 6} having
similar meaning as in [30]. Consider an optimal (12, 5)- CZCP
constructed through Theorem 6. Let us design a training matrix
for SM system, considering 5 multi-paths. We have taken a
random sequence for comparison. Fig. 4 shows that when the
number of multi-paths is 5 (or less), (12, 5)- CZCP constructed
through Theorem 6 can be used to design SM training matrix
which attains the MSE lower bound.
In a similar set-up, we consider (18, 5)- CZCP derived in
Example 3. Fig. 5 shows that when the number of multi-paths
is 5 (or less), (18, 5)- CZCP constructed in Example 3 can
be used to design SM training matrix which attains the MSE
lower bound.
Next, we evaluate the channel estimation MSE perfor-
mances under different values of multi-paths at EbNo of
16 dB. We employ the optimal (48, 22)-CZCP constructed
through Theorem 6 to generate our SM training matrix. We
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TABLE III: Parameters of CCPs and CZCPs.
Ref. Type N Z CZCratio Remarks
[30] CCP 2α 2α−1 1 Optimal
[30] CCP 2
α+110β26γ
(α ≥ 1) 2
α10β26γ 1 Optimal
Th. 1 CZCP 2
m−1 + 2
(m ≥ 4) 2
m−3 + 1 ≈ 1
2
Not optimal
Th. 2 CZCP 2
α+110β26γ + 2
(α ≥ 1) 2
α−110β26γ + 1 ≈ 1
2
Not optimal
Th. 3 CZCP
2N + 2
(N = 10β) 4N/10 + 1 ≈
2
5
Not optimal
Th. 4 CZCP 2N + 2(N = 26γ) 12N/26 + 1 ≈
6
13
Not optimal
Th. 5 CZCP
2N + 2
(N = 10β26γ) 12N/26 + 1 ≈
6
13
Not optimal
Th. 6 CZCP 12 5 1 Optimal
Th. 6 CZCP 24 11 1 Optimal
Th. 8 CZCP
12N
(N = 2α10β26γ) 5N ≈
5
6
Almost-optimal
Th. 8 CZCP
24N
(N = 2α10β26γ) 11N ≈
11
12
Almost-optimal
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Fig. 4: MSE comparison, No. of multi-paths 5, (12, 5)- CZCP.
compare its channel estimation performance with SM training
matrices from (16, 8)- CZCP given in [30], the length-16 GCP
(which is not a CZCP) given below(
a
b
)
=
(
+ + + + +−−+ + +−−+−+−
+−+−+ +−−+−−+ + + ++
)
. (96)
and also with a randomly generated sequence, which is gen-
erated “on-the-fly”. Fig. 6 shows that when the number of
multi-paths is 9 (or less) (16, 8)- CZCP of [30] can be used
to design SM training matrix which achieves the minimum
MSEs. (48, 22)- CZCP, constructed using Theorem 6 can
be used to design SM training matrix which achieves the
minimum MSEs when the number of multi-paths is less than
or equal to 15. As per the discussion in [30] (48, 22)- CZCP
can be used to design SM training matrix which achieves the
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M
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Fig. 5: MSE comparison, No. of multi-paths 5, (18, 5)- CZCP.
minimum MSEs when the number of multi-paths is less than
or equal to 23.
Hence, in the given conditions, it can be used to design
optimal training matrix for SM systems using the framework
given in [30].
VII. CONCLUDING REMARKS AND OPEN PROBLEMS
In this paper, we have introduced the concept of CZCratio
and re-categorised the CZCPs based on that. We analysed the
non-perfect CZCPs and proposed three constructions of non-
perfect CZCPs. The first construction is based on GBFs while
the second one is based on applying insertion method on the
GCPs, which are constructed via Turyn’s method. By using
GBFs we have constructed CZCPs of lengths 2m−1 + 2 (m ≥
4). By applying insertion method we have constructed CZCPs
11
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(16,8)− CZCP in [30], J=6
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Fig. 6: MSE comparison between various sequences, EbNo=16
dB.
of lengths 2α10β26γ + 2 (α ≥ 1), 10β + 2, 26γ + 2 and
10β26γ + 2. In the final construction, we proposed construc-
tion of binary optimal (12, 5)- CZCPs and (24, 11)- CZCPs
using Barker sequences. These two optimal CZCPs leads to
(12N, 5N)- CZCPs and (24N, 11N)- CZCPs, where N is the
length of a GCP. All these CZCPs can be used to construct
cross Z-complementary sets by the method given in [30]. Also,
during this work we found one beautiful property of binary
(N,Z)- CZCPs, stated in Property 1. Through numerical
simulations we show that depending on the number of multi-
paths our proposed CZCPs can be used to design optimal
training sequences for SM systems, based on the framework
proposed by Liu et al. in [30].
While calculating the CZCratio for non-perfect (N,Z)-
CZCPs, we always take the maximum value of Z, i.e., Zmax =
N/2−1. However, by taking a closer look at [30, Table I], we
can see that for binary cases, the “best possible” CZCPs for
lengths 18 and 22, one can obtain from computer search, have
Zmax values 7 and 9, respectively. So, it is highly possible to
tighten the upper-bound of Zmax for certain lengths. Along
with the above, systematic constructions of optimal CZCPs
with new lengths can be considered.
APPENDIX
PROOF OF THEOREM 8
By the Euclidean division theorem, we have τ = k1M +k2
where 0 ≤ k1 < N and 0 ≤ k2 < M . By the definition of
AACF, we have
ρe(τ) =
N−1−k1∑
m=0
[(
cm + dN−1−m
2
)(
cm+k1 + dN−1−m−k1
2
)
ρa(k2)
+
(
cm − dN−1−m
2
)(
cm+k1 − dN−1−m−k1
2
)
ρb(k2)+(
cm + dN−1−m
2
)(
cm+k1 − dN−1−m−k1
2
)
ρa,b(k2)+(
cm − dN−1−m
2
)(
cm+k1 + dN−1−m−k1
2
)
ρb,a(k2)+(
cm + dN−1−m
2
)(
cm+k1+1 + dN−1−m−k1−1
2
)
ρa(k3)+(
cm − dN−1−m
2
)(
cm+k1+1 − dN−1−m−k1−1
2
)
ρb(k3)+(
cm + dN−1−m
2
)(
cm+k1+1 − dN−1−m−k1−1
2
)
ρb,a(k3)+(
cm − dN−1−m
2
)(
cm+k1+1 + dN−1−m−k1−1
2
)
ρa,b(k3)
]
,
(97)
where M − k2 = k3. Similarly,
ρf (τ) =
N−1−k1∑
m=0
[(
dm − cN−1−m
2
)(
dm+k1 − cN−1−m−k1
2
)
ρa(k2)
+
(
dm + cN−1−m
2
)(
dm+k1 + cN−1−m−k1
2
)
ρb(k2)+(
dm − cN−1−m
2
)(
dm+k1 + cN−1−m−k1
2
)
ρa,b(k2)+(
dm + cN−1−m
2
)(
dm+k1 − cN−1−m−k1
2
)
ρb,a(k2)+(
dm − cN−1−m
2
)(
dm+k1+1 − cN−1−m−k1−1
2
)
ρa(k3)+(
dm + cN−1−m
2
)(
dm+k1+1 + cN−1−m−k1−1
2
)
ρb(k3)+(
dm − cN−1−m
2
)(
dm+k1+1 + cN−1−m−k1−1
2
)
ρb,a(k3)+(
dm + cN−1−m
2
)(
dm+k1+1 − cN−1−m−k1−1
2
)
ρa,b(k3)
]
,
(98)
where M−k2 = k3. Therefore, by some elementary operations
and Lemma 5, we have
ρe(τ) + ρf (τ) =
1
4
(
ρc(k1) + ρd(k1) + ρ←−c (k1) + ρ←−d (k1)
)
(ρa(k2) + ρb(k2))
+
1
4
(
ρc(k1 + 1) + ρd(k1 + 1) + ρ←−c (k1 + 1) + ρ←−d (k1 + 1)
)
(ρa(M − k2) + ρb(M − k2))
(99)
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When τ = MZ+M , then k1 = (Z+1) and k2 = 0, therefore
from (99), it is clear that
ρe(MZ +M) + ρf (MZ +M) =
1
2
(ρc(Z + 1) + ρd(Z + 1)) (ρa(0) + ρb(0)) .
(100)
otherwise, for all other values of τ ,
ρe(τ) + ρf (τ) = 0. (101)
Now to calculate the cross-correlation, for M − k2 = k3,
we have
ρe,f (τ) =
N−1−k1∑
m=0
[(
cm + dN−1−m
2
)(
dm+k1 − cN−1−m−k1
2
)
ρa(k2)
+
(
cm − dN−1−m
2
)(
dm+k1 + cN−1−m−k1
2
)
ρb(k2)+(
cm + dN−1−m
2
)(
dm+k1 + cN−1−m−k1
2
)
ρa,b(k2)+(
cm − dN−1−m
2
)(
dm+k1 − cN−1−m−k1
2
)
ρb,a(k2)+(
cm + dN−1−m
2
)(
dm+k1+1 − cN−1−m−k1−1
2
)
ρa(k3)+(
cm − dN−1−m
2
)(
dm+k1+1 + cN−1−m−k1−1
2
)
ρb(k3)+(
cm + dN−1−m
2
)(
dm+k1+1 + cN−1−m−k1−1
2
)
ρb,a(k3)+(
cm − dN−1−m
2
)(
dm+k1+1 − cN−1−m−k1−1
2
)
ρa,b(k3)
]
.
(102)
Similarly,
ρf ,e(τ) =
N−1−k1∑
m=0
[(
dm − cN−1−m
2
)(
cm+k1 + dN−1−m−k1
2
)
ρa(k2)
+
(
dm + cN−1−m
2
)(
cm+k1 − dN−1−m−k1
2
)
ρb(k2)+(
dm − cN−1−m
2
)(
cm+k1 − dN−1−m−k1
2
)
ρa,b(k2)+(
dm + cN−1−m
2
)(
cm+k1 + dN−1−m−k1
2
)
ρb,a(k2)+(
dm − cN−1−m
2
)(
cm+k1+1 + dN−1−m−k1−1
2
)
ρa(k3)+(
dm + cN−1−m
2
)(
cm+k1+1 − dN−1−m−k1−1
2
)
ρb(k3)+(
dm − cN−1−m
2
)(
cm+k1+1 − dN−1−m−k1−1
2
)
ρb,a(k3)+(
dm + cN−1−m
2
)(
cm+k1+1 + dN−1−m−k1−1
2
)
ρa,b(k3)
]
.
(103)
Simplifying (102), (103) and using Lemma 6, we get for
ZM ≤ τ < NM ,
ρe,f (τ) + ρf ,e(τ) = 0, (104)
since, for ZM ≤ τ < NM , we have Z ≤ k1 < N . Hence,
(e, f) is a (NM,ZM)- CZCP. This completes the proof.
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