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a b s t r a c t
Two unitarily equivalent quantum states have the same von Neumann entropy, but not
vice versa. In the note, we give a sufficient and necessary condition of unitary equivalence
of quantum states associated with the von Neumann entropy. Let S be the von Neumann
entropy and In the maximal mixed state. We show that for quantum states ρ, σ , the state
ρ is unitarily equivalent to σ if and only if S(λρ + µ In ) = S(λσ + µ In ) for all λ,µ ∈[0, 1]with λ+ µ = 1.
© 2012 Elsevier Ltd. All rights reserved.
Let H be a complex Hilbert space with dimH = n < ∞. We denote by S(H) the set of quantum states on H , that is,
the set of all positive operators on H with the trace 1. Let I be the identity on H . Then In ∈ S(H) is called the maximal
mixed state. For ρ ∈ S(H), the von Neumann entropy of ρ is S(ρ) = −tr(ρ log2 ρ). If the spectral set of ρ is Sp(ρ),
then S(ρ) = −λ∈Sp(ρ) λ log2 λ, where 0 log2 0 = 0 and 1 log2 1 = 0 (Ref. [1]). The maximal mixed state In has the
maximal von Neumann entropy log2 n. The concept of the von Neumann entropy plays an important role in the theory of
quantum information (Refs. [2–4,1] and their references). The von Neumann entropy is unitary similarity invariant (recall
that a function F on operator setsΩ is unitarily similarity invariant if F(A) = F(UAU∗) forA ∈ Ω and all unitary operatorsU).
Two quantum states ρ, σ are said to be unitarily equivalent if there exists a unitary operator U such that ρ = UσU∗. In the
theory of quantum information, unitary operators are used to represent quantum gates, so the topic of unitary equivalence
of quantum states also plays a fundamental role in the theory of quantum information (Refs. [3,1]). Two unitarily equivalent
quantum states have the same von Neumann entropy, but not vice versa (Ref. [1]). In the note, we give a sufficient and
necessary condition of unitary equivalence of quantum states associated with the von Neumann entropy. The following
theorem is our main result.
Main Theorem. Let H be a complex Hilbert space with dimH = n <∞. For any two quantum states ρ, σ on H,
S

λρ + µ I
n

= S

λσ + µ I
n

for all λ,µ ∈ [0, 1] with λ+ µ = 1, (1)
if and only if there exists a unitary operator U such that ρ = UσU∗.
Proof of Main Theorem. Checking the ‘‘if’’ part is straightforward, because the von Neumann entropy is unitary similarity
invariant. So we will only deal with the ‘‘only if’’ part.
Next we show that ρ is unitarily equivalent to σ if Eq. (1) holds true. Suppose that rank ρ = k, rank σ = l and the
spectral sets of ρ, σ are Sp(ρ) and Sp(σ ) respectively. Without loss of generality, we assume that Sp(ρ) \ {0} = {xi}ki=1
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with x1 ≥ x2 ≥ · · · ≥ xk and Sp(σ ) \ {0} = {yj}lj=1 with y1 ≥ y2 ≥ · · · ≥ yl. Since tr ρ = tr(σ ) = 1, it follows that
i xi =

j yj = 1. Without loss of generality, we can assume that k ≥ l. Because ρ, σ are communicative with In , {ρ, In }
and {σ , In } are simultaneously diagonalizable. By Eq. (1) and µ = 1− λ,
−
k
i=1

λxi + 1− λn

log2

λxi + 1− λn

− (n− k)1− λ
n
log2
1− λ
n
= S

λρ + µ I
n

= S

λσ + µ I
n

= −
l
i=1

λyi + 1− λn

log2
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λyi + 1− λn

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n
log2
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n
. (2)
Taking the Taylor series of log2(λxi + 1−λn ) at λ = 0, we have that
log2
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
= log2 1n +
n
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p−1 . . . . (3)
Similarly
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Using Eqs. (3) and (4) respectively, we have that
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Taking Eqs. (5) and (6) into Eq. (2), then there are nonzero scalars αd(d ∈ N+) such that
λα1

l
i=1
(xi − yi)+
k
j=l+1
xj

+ λ2α2

l
i=1
(x2i − y2i )+
k
j=l+1
x2j

+ · · ·
+ λdαd

l
i=1
(xdi − ydi )+
k
j=l+1
xdj

+ · · · ≡ 0, for d ∈ N+ and λ ∈ [0, 1]. (7)
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By the arbitrarity of λ and Eq. (7), we have that for arbitrary d ∈ N+,
l
i=1
(xdi − ydi )+
k
j=l+1
xdj = 0. (8)
By Eq. (8), one can find that

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...
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= 0. (9)
Now let z1 > z2 > · · · > zm be all the non-zero eigenvalues of ρ with multiplicities t1 > t2 > · · · > tm respectively. Let
w1 > w2 > · · · > ws be all the non-zero eigenvalues of σ with multiplicities v1 > v2 > · · · > vs respectively. Then by
Eq. (9),

z1 z2 · · · zm yv1 w2 · · · ws
z21 z
2
2 · · · z2m w21 w22 · · · w2s
...
...
...
...
...
...
...
...
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It follows from Eq. (10) that
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z21 z
2
2 · · · z2m w21 w22 · · · w2s
...
...
...
...
...
...
...
...
zm+s1 z
m+s
2 · · · zm+sm wm+s1 wm+s2 · · · wm+ss
 = 0. (11)
It follows by Eq. (11) that there exists a pair of {i, j} at least such that zi = wj. Without loss of generality, assume that
z1 = w1. So by Eq. (8) again, we can transform Eq. (10) to the following equation:

z1 z2 · · · zm w2 w3 · · · ws
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...
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...
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= 0. (12)
This implies that
z1 z2 · · · zm w2 w3 · · · ws
z21 z
2
2 · · · z2m w22 w23 · · · w2s
...
...
...
...
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...
...
...
zm+s−11 z
m+s−1
2 · · · zm+s−1m wm+s−12 wm+s−13 · · · wm+s−1s
 = 0. (13)
So there is p ≠ 1 such that zp = wq for some q ≥ 2. If not, p = 1, then w1 = z1 = yvq < w1, it is a contradiction.
Duplicating the discussion from Eqs. (10)–(13), we have that s = m and {zi}mi=1 = {wj}mj=1. Since z1 > z2 > · · · > zm and
w1 > w2 > · · · > wm, it follows that zi = wi, i = 1, 2, . . . ,m. Next we claim that ti = vi, i = 1, 2, . . . ,m. If not, without
loss of generality, we assume that t1 > v1; then by {zi}mi=1 = {wj}mj=1, there is t1 − v1 < g ≤ t1 such that xg = yf for some
f ∉ {1, 2, . . . , v1}, so xg = yf < y1 = x1 = xg , this is a contradiction. Hence ρ, σ have the same spectrum. This implies that
ρ, σ are unitarily equivalent and the proof of the theorem is complete. 
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