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Abstract
The resources available to build any system are finite. The decisions involved in building any nontrivial system are complex and typically involve many stakeholders, many requirements, and many technical decisions. The stakeholders have an interest in ensuring that good design decisions are made-decisions that meet their technical objectives and their tolerance for risk. These decisions should, as much as possible, maximize the benefit that the system provides and minimize its cost. The Cost Benefit Analysis Method (CBAM) was created to provide some structure to this decision-making process. The CBAM analyzes architectural decisions from the perspectives of cost, benefit, schedule, and risk. While the CBAM does not make decisions for the stakeholders, it does serve as a tool to inform managers and to structure the inquiry so that rational decisions can be made. This report describes the steps of the CBAM and its application to a real-world system.
Introduction
The creation and maintenance of a complex software-intensive system involves making a series of architecture design decisions. The Architecture Tradeoff Analysis Method SM (ATAM SM ) 1 provides software architects with a framework for understanding the technical tradeoffs they face as they make design or maintenance decisions [Kazman 99, Clements 01] . But the biggest tradeoffs in large, complex systems usually have to do with economics, and the ATAM does not provide any guidance for understanding economic tradeoffs. Organizations need to know how to invest their resources to maximize their gains and minimize their risks. When economic issues have been addressed by others in the past, the focus has usually been on costs, and only on the cost of building the system, not the long-term costs of maintenance and upgrade. Yet the benefits that an architecture decision may bring to an organization are as important-or perhaps even more important-than the costs.
Because the resources for building and maintaining a system are finite, there must be a rational process for choosing among architectural options during the initial design phase and during subsequent periods of upgrade. These options will have different costs, consume different amounts of resources, implement different features (each bringing some benefit to the organization), and have some inherent risk or uncertainty. To explore the effects of these options, economic software models are needed that take into account costs, benefits, risks, and schedule implications.
Earlier Software Engineering Institute (SEI) technical reports describe the first version of the Cost Benefit Analysis Method (CBAM), a quantitative economic approach to making design decisions [Kazman 01, Asundi 01 ]. This approach asserts that architectural strategies (ASs) affect the quality attributes (QAs) of the system and in turn provide the stakeholders of the system with some benefit. The benefit added to the system through the implementation of an AS is referred to as utility. Each AS provides a specific level of utility to the stakeholders, and each AS has cost and schedule implications. This information can aid the stakeholders in choosing ASs based on their return on investment (ROI), which is the ratio of benefit to cost.
While this approach seems reasonable in theory, there are a number of problems with trying to implement it in practice. One problem is that QAs (such as performance, modifiability, and usability) are abstract entities to the stakeholders, making it difficult for stakeholders to inter-pret QAs consistently. Stakeholders also have difficulty quantifying the expected utility level of an AS, and highly variable judgments can result if their interpretations cannot be calibrated with the current system's business goals.
We noted these problems as we prototyped the CBAM in a real-world setting, and in response we created a second version of the CBAM, which is described in this report.
This report is structured as follows: Section 2 describes the improvements to the CBAM and the steps of the new version. Sections 3 and 4 describe a pilot case study conducted with NASA, and Section 5 concludes with ideas for future work. Appendix A describes the theoretical basis of the CBAM.
Decision-Making Context
The software architect or decision maker needs to maximize the difference between the benefit derived from the system and the cost of implementing the design. The CBAM begins where the ATAM concludes and depends on the artifacts produced by the ATAM. Figure 1 depicts the context for the CBAM. Because these ASs have technical and economic implications, the business goals of a software system should influence the ASs used by software architects or designers. The technical implications are the characteristics of the software system (namely, QAs), while the direct economic implication is the cost of implementing the system. However, the QAs also have economic implications because of the benefits that can be derived from the system.
When the ATAM is applied to a software system, the result is a set of documented artifacts, including
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• a description of the business goals that are crucial to the system's success
• a set of architectural views that document the existing or proposed architecture
• a utility tree that represents a decomposition of the stakeholders' quality goals for the architecture, starting with high-level statements of QAs and ending with specific scenarios
• a set of architectural risks that have been identified
• a set of sensitivity points (architecture decisions that affect some QA measure of concern)
• a set of tradeoff points (architecture decisions that affect more than one QA measure, some positively and some negatively)
The ATAM identifies the set of key architectural decisions that are relevant to the QA scenarios elicited from the stakeholders. These decisions result in specific QA responses, such as levels of availability, performance, security, usability, and modifiability. But each of those architectural decisions also has associated costs. For example, using redundant hardware to achieve a desired level of availability has a cost, and checkpointing to a disk file has a different cost. Furthermore, both of these architectural decisions will result in (presumably different) measurable levels of availability with some value to the organization developing the system. Perhaps the organization believes that its stakeholders will pay more for a highly reliable system (for example, software that controls anti-lock brakes in an automobile or medical monitoring software) or that it will get sued if the system is not highly available (for example, a telephone switch).
The ATAM uncovers the architectural decisions made in the system and links them to business goals and QA response measures. The CBAM builds on this foundation by eliciting the costs and benefits associated with these decisions. Given this information, the stakeholders can decide whether to use redundant hardware, checkpointing, or some other strategy to achieve the system's desired availability. Or the stakeholders can choose to invest their finite resources in some other QA-perhaps believing that higher performance will have a better benefit to cost ratio. A system always has a limited budget for creation or upgrade, so each architectural choice is competing with all other choices for inclusion.
The CBAM does not make decisions for the stakeholders, just as a financial advisor doesn't tell clients how to invest their money. The CBAM simply aids in the elicitation and documentation of the costs, benefits, and uncertainty of a "portfolio" of architectural investments and gives the stakeholders a framework for applying a rational decision-making process that suits their needs and risk averseness.
To summarize, the idea behind the CBAM is that ASs affect the QAs of the system and in turn provide the stakeholders of the system with some level of utility. However, each AS also has costs associated with it and takes time to implement. Given this information, the CBAM can aid the stakeholders in choosing ASs based on the ROI they provide.
The CBAM Steps
This section first describes the steps of the CBAM and then explores how to quantify uncertainty to aid in making decisions.
Iteration I: Establish an Initial Ranking
In the first iteration of the CBAM, each step is executed to establish an initial ranking that will then be refined in the second iteration. These steps serve to reduce the size of the decision space, refine the scenarios, collect sufficient information for decision making, and establish an initial ranking of ASs.
The steps of the CBAM are as follows:
Step 1: Collate scenarios. Collate the scenarios elicited during the ATAM exercise, and allow stakeholders to contribute new ones. Prioritize these scenarios based on satisfying the business goals of the system and choose the top one-third for further study.
Step 2: Refine scenarios. Refine the scenarios by focusing on their stimulus/response measures. Elicit the worst, current, desired, and best-case QA response level for each scenario.
Step 3: Prioritize scenarios. Allocate 100 votes to each stakeholder and have them distribute the votes among the scenarios by considering the desired response value for each scenario. Total the votes and choose the top 50% of the scenarios for further analysis. Assign a weight of 1.0 to the highest rated scenario, and assign the other scenarios a weight relative to that scenario. This becomes the scenario weight that appears in the calculation of the overall benefit of an AS. Make a list of the QAs that concern the stakeholders.
Step 4: Assign utility. Determine the utility for each QA response level (worst-case, current, desired, or best-case) for all scenarios. The QAs of concern are the ones in the list generated in step 3.
Step 5: Develop ASs for scenarios and determine their expected QA response levels. Develop (or capture the already-developed) ASs that address the top 50% of the scenarios chosen in step 3, and determine the expected QA response levels that will result from implementing these ASs. Given that an AS may affect multiple scenarios, this calculation must be performed for each affected scenario.
Step 6: Determine the utility of the expected QA response level by interpolation. Using the elicited utility values (that form a utility curve) determine the utility of the "expected" QA response level. We perform this calculation for each affected scenario.
Step 7: Calculate the total benefit obtained from an AS. Subtract the utility value of the "current" level from the "expected" level and normalize it using the votes elicited in step 3. Sum the benefit of a particular AS across all scenarios and across all relevant QAs.
Step 8: Choose ASs based on ROI, subject to cost and schedule constraints. Determine the cost and schedule implications of each AS. Calculate the ROI value for each remaining AS as a ratio of benefit to cost. Rank order the ASs according to their ROI values, and choose the top ones until the budget or schedule is exhausted.
Step 9: Confirm the results with intuition. Of the chosen ASs, consider whether these seem to align with the organization's business goals. If not, consider issues that may have been overlooked during the analysis. If significant issues exist, perform another iteration of these steps.
Iteration II: Incorporating Uncertainty
A more sophisticated and realistic version of the CBAM can be created by expanding on the steps enumerated above. Secondary information can be added about risk estimation and uncertainty and the allocation of development resources. Each category of secondary information may potentially affect the investment decisions under consideration. Therefore, the ways they augment the steps of the method must be considered carefully for correctness and for practicality.
Augmenting the Steps
The CBAM relies on stakeholder judgments for its valuations of software benefits and costs. But these judgments will naturally be uncertain, due to differences in beliefs and experiences. One way to think rigorously about the uncertainty of the results collected in Iteration I is to collect and consider the risks inherent in the estimates that have been made. To do this, some kind of risk assessment exercise must be performed. The risks typically fall into these four categories:
1. risks that affect the cost estimate of a strategy under consideration 2. risks that affect a stimulus-response characteristic or a utility estimate of a strategy in the context of a scenario 3. risks that affect stimulus-response characteristics of other scenarios or QAs not previously considered. These risks pertain to the side effects (rather than the intended effects) of an AS.
risks that are related to project management and schedule
Given this risk information, it can no longer be assumed that the costs of ASs, the resulting QA response levels, and the associated utility levels are all known and elicited from the stakeholders with certainty; therefore, the uncertainty along those three dimensions can be dealt with explicitly. The final result of this iteration is to associate with each cost, response, and utility a range (distribution) of values, rather than a single point value for each.
The stakeholders need to assess the probability and impact of each risk and use this to create a delta expected cost, delta expected response, and utility value for each risk affecting each AS. When this technique has been employed, the result is a range of values rather than a single point. Probability calculations are then used to determine the likelihood of the ROI ranking (determined in step 8) changing. This calculation is discussed in the appendix.
Process Steps and Triage
A process flow diagram for the CBAM can now be created; an example is depicted in Figure  2 . The first four steps in this figure are annotated with the relative numbers of scenarios that they consider. The number of scenarios considered steadily decreases. This is the CBAM's way of concentrating the stakeholders' limited time and attention on the scenarios that are believed to be of the greatest potential in terms of ROI.
Any method for improving the quality of a system, or for making strategic decisions about the system, has a cost: the cost of running the method. It also has some benefits: better, more informed decisions, a formal process that the stakeholders follow, and greater stakeholder buyin. Presumably the stakeholders would like to maximize the ROI of running the CBAM just as much as they would like to maximize the ROI of the system itself. For this reason, it is critical that the time spent on the CBAM is kept to a reasonable level and is focused on the most important scenarios and ASs.
Step 1: Collate scenarios. Prioritize to choose top 1/3.
Step 2: Refine Scenarios. Determine QA response levels for best, worst, current, & desired cases of the scenario.
Step 3: Prioritize scenarios by voting. Eliminate 1/2 of the scenarios.
Step 4: Assign intra-scenario utility for the current and desired levels for each scenario.
Step 5: Develop ASs to address scenario and determine QA response levels of the ASs.
Step 7: Calculate Benefit for an AS summed over all scenarios.
Step 8: Calculate Return as benefit/ cost and prioritize ASs.
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Step 6: Determine the expected utility value of AS using interpolation of the utility curves.
N/3 scenarios N/6 scenarios The following case study shows how the CBAM has been applied to a real-world system.
The Earth Observing System is a constellation of NASA satellites that gathers data about the Earth for the U.S. Global Change Research Program and other scientific communities worldwide. The Earth Observing System Data Information System (EOSDIS) Core System (ECS) collects data from various satellite downlink stations for further processing. The mission of the ECS is to process the data into higher-form information and make it available in searchable form to scientists around the world. The goals are to provide a common way to store and process data and to provide a public mechanism for introducing the new data formats and processing algorithms needed, thus making the information widely available to the scientific community at large. The ECS processes an input stream of hundreds of gigabytes of raw environment-related data per day. Processing involves the computation of 250 standard "products" and results in thousands of gigabytes of information that get archived at 8 data centers in the U.S. The ECS has important performance and availability requirements. The long-term nature of the project also makes modifiability an important requirement.
The project manager at ECS had a limited annual budget to maintain and enhance his current system. During a prior analysis (in this case an ATAM exercise), many desirable changes to the system were elicited from the stakeholders, resulting in a large set of ASs. 2 The manager had to choose a much smaller subset of ASs for implementation, since only a subset of the proposed changes could actually be funded. The manager used the CBAM to help make a rational decision based on ROI.
Step 1: Collate Scenarios
Scenarios from the ATAM were collated with a set of new scenarios elicited from the assembled stakeholders. Because the ECS stakeholders had previously been through an ATAM exercise for ECS, this step was relatively straightforward for them.
The raw scenarios are shown in Table 1 . Note that the scenarios are not yet well-formed and that some of them do not have defined responses. These issues are resolved in step 2 when the number of scenarios is reduced.
Step 2: Refine Scenarios
These scenarios were then refined, paying particular attention to specifying their stimulus/ response measures precisely. The worst case, the current case, the desired case, and the best case response goal for each scenario were elicited and recorded, as shown in Table 2 . 3 Reduce the number of orders that fail on the order submission process.
4
Reduce order failures that result in hung orders requiring manual intervention.
5
Reduce order failures that result in lost orders.
6
There is no good method of tracking ECS. Guest failed/cancelled orders without much manual intervention (e.g., spreadsheets).
7
Users need more information on why their orders for data failed.
8 Due to limitations, there is a need to artificially limit the size and number of orders.
9
Small orders result in too many notifications to users.
10
The system should process a 50 gigabyte user request in 1 day, and a 1 terabyte user request in 1 week. 
Step 3: Prioritize Scenarios
The team voted on the refined representation of the scenarios. This close-knit group chose to deviate slightly from the method by not voting individually, but instead discussing each scenario and determining its weight by consensus. The votes allocated to the entire set of scenarios were constrained to a total of 100, as shown in Table 3 . Although the stakeholders were not required to make the votes multiples of five, they felt that this was reasonable, and that more precision in the votes was not needed and could not be justified.
Step 4: Assign Utility
In this step the utility for each scenario was determined by the stakeholders, again by consensus. A utility score of 0 represents no utility; a score of 100 represents the most utility possible. The results of this process are given in Table 4 . 
Step 5: Develop ASs for Scenarios and Determine Their Expected Response Levels
Based on the requirements implied by the above scenarios, a set of 10 ASs was developed by the ECS architects. Recall that an AS may affect more than one scenario. To account for these complex relationships, the expected QA response level that each AS was predicted to achieve had to be determined with respect to each relevant scenario.
The set of ASs is shown in Table 5 , along with the scenarios they address. For each AS/scenario pair, the response levels that the AS is expected to achieve with respect to that scenario is shown (along with the current response, for comparison purposes). 
Step 6: Determine Expected Utility Levels by Interpolation
Now that the expected response level of each AS has been characterized with respect to a set of scenarios, the utility of these expected response levels can be calculated by consulting the utility scores for each scenario's current and desired responses for all of the affected attributes. Using these scores the utility of the expected QA response levels for the AS/scenario pair can be calculated through interpolation or extrapolation. Table 6 shows the results of this calculation for the AS/scenario pairs presented in Table 5 . 
Step 7: Calculate the Total Benefit Obtained from an AS
Based on the information collected, as represented in Table 6 , the total benefit of each AS can be calculated using Equation 1 from Section A.5. For each AS, this equation calculates the total benefit as the sum of the benefit that accrues to each scenario, normalized by the relative weight of the scenario. The total benefit scores for each AS are given in Table 7 . 
Step 8: Choose ASs Based on ROI Subject to Cost Constraints
To complete the analysis, a cost estimate was done for each AS. The team provided cost estimates based on its experience with the system, and an ROI was calculated for each AS based on those estimates. Using the ROI, each of the ASs was ranked, as shown in Table 8 . The ranks roughly follow the ordering that the ASs proposed: AS 1 has the highest rank, with AS 3 second. AS 9 has the lowest rank, and AS 10 has the second lowest rank. This validates the stakeholders' intuition about which ASs were most beneficial. In Iteration II, the team discussed many important risk factors as a group. These factors were not given significant consideration in Iteration I due to time constraints and the triage focus of that iteration.
Each risk pertained to 1 or more of the 10 ASs that had been proposed previously, as shown in Table 9 . For each risk factor, the following topics were discussed and assessed:
• the probability of occurrence (as an estimated probability score)
• the impact it would have if it did occur (in terms of changes to the response level and the resultant changes in utility)
• mitigation strategies Next, the risks were discussed with respect to the categorization presented in Section 2.2.1 to indicate whether they affected cost, benefit, or schedule, and whether they had any side effects. The results of this categorization are shown in Table 10 . In some cases, a risk was categorized as having a primary and a secondary effect (indicated by appending an "s" to the risk ID). Finally, the impacts of the risks and the probabilities of the events were explicitly determined by the stakeholders, and an expected risk-based delta cost (raising the maximum cost) and delta benefit (lowering the minimum benefit) were calculated. Based on these elicited values, the benefits and costs were re-estimated using a pessimistic estimate for the spread of the uniform distribution for the benefit and the cost. 3 In addition, for the cost estimate, a 10% factor was added to account for the error in the underlying cost estimation process.
Based on this exercise a range of values was computed for the cost and for the benefit. The minimum and maximum values are the end points of the confidence intervals. The expected return (E(Return)) is simply calculated as the mean of the minimum and maximum return values. The results of these new cost calculations and the benefit elicitation exercise are collated in Table 11 . 3. In a pessimistic estimate, benefit/cost has the maximum spread. The largest value possible is taken to be the maximum value, and the smallest value possible is the minimum. Based on the above probability functions, a matrix can be produced that shows the confidence in the earlier rank orderings (from Table 8 ) given the additional information collected regarding the uncertainties. This matrix is shown in Table 12 .
As shown in Table 12 , the probability that AS1>AS3 = 0.23, so there is only a 23% chance that the rank ordering decision that AS3>AS1 is incorrect. In this manner, the confidence of the rank ordering can be judged.
Managers viewing these rankings and their associated probability values can choose to commit to one or more ASs, or they can choose to spend more effort getting better estimates of costs and benefits if the two attractive alternatives are too close to differentiate. (The second choice is particularly desirable when the probability that one is greater than the other is between 0.4 and 0.6.) 
Conclusions and Future Work
In our experiences with the CBAM, we have discovered that solving a problem in theory is very different from solving one in practice. We have already modified the CBAM considerably as a result of the two applications of this method to the ECS project. But we also recognize that we need even more experience in applying these techniques in practice, particularly on other projects, to guide us in optimizing the method.
The new version of the CBAM is an iterative elicitation process combined with a decision analysis framework. It incorporates scenarios to represent the various QAs. The stakeholders explore the decision space by eliciting utility-QA level curves to understand how the system's utility varies with changing attributes. The consensus basis of the method allows for active discussion and clarification among the stakeholders. The traceability of the design decision permits updating and continuous improvement of the design process over time.
The CBAM has several benefits. First, it forces the stakeholders to turn their intuition about costs and benefits into explicit judgments-judgments that are based on business goals and whose underlying assumptions are discussed openly. Second, the method uses ROI as the measure of the AS's merit, rather than simply relying on either cost or benefit for the ranking. Third, and perhaps most important, the method forces the stakeholders to compare different response values using a common coin-utility-that is related to the achievement of the project's business goals.
Clearly, as software becomes even more important to the economics of many kinds of organizations, it is in their own self-interest to increase their institutional capability through the use of economic modeling in their decision-making process. Understanding the relationship between their business goals, QAs, and the utility they derive from them is an important (and fairly simple) first step. Over time, if an organization were to develop models (even heuristic ones) relating a QA response to utility or benefit, then the elicitation exercise would be much easier and less subjective.
Our experience with the CBAM tells us that giving people the appropriate tools to frame and structure their decision-making process in relation to costs and benefits and encouraging the right kind of dialogue among the stakeholders are beneficial to the development of the software system.
Appendix A The Basis for the CBAM
This appendix describes the key ideas that form the theoretical basis for the CBAM, with a goal of explicating the theory underpinning the creation of ROI as a measure for various ASs through the use of scenarios chosen by stakeholders.
First, a collection of scenarios is considered and the different values of their projected responses are examined. Utility is then assigned to those various values of the projected responses, based on the importance of each scenario with respect to its expected response value. Next, the ASs that led to the various projected responses are considered. Each of these ASs is examined in two ways: first by the cost and then by the way in which the strategy impacts multiple QAs. That is, an AS could be used to achieve some projected response, but by achieving that response, it might also effect another QA. The utility of these "side effects" must be considered when calculating the overall utility of an AS. It is this overall utility that is combined with the project cost of an AS to calculate a final ROI measure.
A.1 Explicitly Characterized Scenarios
To deal consistently with the problem of quantifying and understanding the impact of the ASs on the QAs, the stakeholders need a concrete representation of the QAs. Scenarios elicited during the ATAM can be used for this purpose. Rather than asking the stakeholders to interpret a vague concept such as security or performance, these concepts are made more concrete through the use of specific security or performance scenarios. These scenarios specify stimulus-response characteristics and provide a tangible example that the stakeholders can use to rate the effect of each AS. The scenarios also provide a basis for deriving system utility and make it possible to rate the relative importance of the ASs.
For example, the term performance may mean different things to different stakeholders, but the scenario "the server component should process at least 200 transactions per minute in a steady state with an average latency of 2.5 seconds" provides little room for subjective interpretation. Every scenario, as envisioned by the ATAM, has a stimulus, a response, and an environment. In the above scenario, the stimulus is 200 transactions per minute, the environment is the steady state, and the response is stipulated at an average latency of 2.5 seconds. Every change could potentially affect the stimulus-response characteristics of a scenario in desirable or undesirable ways. Therefore, the scenario becomes the basis for estimating the effects of an AS.
A.2 Utility-Response Curves
While the ATAM uses individual scenarios, the CBAM uses a set of scenarios (generated by varying the values of the responses). This leads to the concept of a utility-response curve. Every stimulus-response value pair in a scenario provides some utility to the stakeholders, and the utility of the different possible values for the response can be compared. For example, a very high availability in response to a failure scenario might be valued by the stakeholders only slightly more than a moderate availability level. But a low latency response to a particular performance scenario might be valued substantially more than a latency that is moderate. Each relationship between a set of utility measures and a corresponding set of response measures can be portrayed as a graph-a utility-response curve. Some samples of utility-response curves are shown in Figure 3 . In each example, the point labeled "a" represents one value of the response, and the point labeled "b" represents a different value. The utility-response curve thus shows the utility as a function of the response value. The utility-response curve depicts how the utility derived from a particular response varies as the response varies. As seen in Figure 3 , the utility could vary non-linearly, linearly, or even as a step function. For example, graph (c) portrays a steep rise in utility over a narrow change in a QA response level, such as the performance example stated above. The availability example might be better characterized by graph (a), where a modest change in the response level results in only a very small change in utility to the user.
Eliciting the utility characteristics from the stakeholders can be a long and tedious process. To make this process practical, the stakeholders are asked only to provide rough approximations of these curves, using five values of the QA response for the scenario. To build the utilityresponse curve, the QA levels for the best-case and worst-case situations are determined. The best-case QA level is the level above which the stakeholders foresee no further utility. For example, if the system responds to the user in 0.1 second, that is perceived as instantaneous; improving it further to make it respond in 0.03 seconds has no utility to the user. Similarly, the worst-case QA level is a minimum threshold above which a system must perform; otherwise, the system is of no use to the stakeholders. These best-case and worst-case levels are assigned utility values of 100 and 0, respectively.
Then the current and desired utility levels for the scenario must be determined. The respective utility values (between 0 and 100) for the current and desired cases are elicited from the stakeholders, with the best-case and worst-case values used as reference points (e.g., we are currently half as good as we would like, but if we reach the desired QA level, then we would have 90% of the maximum utility; hence, the current utility level is set to 50 and the desired utility level is set to 90). In this manner the curves are generated for all the scenarios.
A.3 Inter-Scenario Importance
Different scenarios within a given system have different levels of importance to the stakeholders and therefore different utilities. To characterize the relative importance of each scenario, a weight is assigned through a two-step voting exercise. In the first step, the stakeholders vote on the scenarios to order them. This voting is based on the expected response value for each scenario. Then the stakeholders assign a weight of 1 to the highest-rated scenario and a fractional amount to the other scenarios, based on their relative importance.
If, at some future date, additional scenarios need to be added, they can also be assigned a weight depending on their relative importance. The stakeholders, through consensus, make sure that the scenario weights accord with their intuition.
A.4 Architectural Strategies
The job of the architect or architects is to determine the ASs needed to move from the current QA response level to the desired or even best-case level. A portion of the CBAM is devoted to the enumeration of a set of such ASs. For each strategy, the following information can be derived:
• the expected value of the response in the scenario. The utility of the expected value is calculated using interpolation from the four values already elicited from the stakeholders.
• the effect of the AS on other attributes of interest
• a cost estimate for implementing the AS (an ROI can also be calculated)
A.4.1 Side Effects
Each AS will impact not only the QA from the scenario being considered but also other QAs (which is why there are architectural tradeoffs!). It is important to determine the utility of these additional side effect attribute responses that arise when the AS is applied. In the worst case, a new scenario must be created and its utility-response curve determined by eliciting the best, worst, current, and desired response values from the stakeholders and interpolating the expected utility. In practice, however, if the QA was important to the stakeholders, it would occur in one of the other scenarios, and the utility-response curve for that response would have been constructed already. In that case, the only thing left to be determined would be the expected utility associated with that QA for the given AS. Notice that the expected utility of a particular attribute may be negative if the AS is designed to emphasize an attribute in conflict with it.
Once this additional information has been elicited, the benefit of applying an AS can be calculated by summing the benefits of applying it to all relevant QAs.
A.5 Determining Benefit and Normalization
The overall benefit of an AS can be calculated across scenarios from the utility-response curves by summing the benefit associated with each scenario (weighted by the importance of the scenario). For each AS (i), we calculate a benefit, B i as follows:
where b i,j is the benefit accrued to AS (i) due to its effect on scenario j, and W j is the weight of scenario j. Referring to Figure 3 , each b i,j is calculated as the change in utility that is brought about by the AS in this scenario. This "delta utility" is calculated as follows:
b i,j = U expected -U current , the utility of the expected value of the AS minus the utility of the current system relative to this scenario. The effect of multiplying the weight W j is to normalize this utility value by the relative importance of the various scenarios.
A.6 Cost
To use the CBAM in making investment decisions, the benefit information needs to be coupled with cost estimates. For each AS under consideration, a cost of implementing that strategy is calculated using a cost model that is appropriate for the system and environment being developed. The CBAM is independent of any particular cost model; no cost model is prescribed.
A.7 Calculating ROI
The ROI value for each AS is the ratio of the total benefit, B i , to the cost, C i , of implementing the strategy, as shown in Equation 2.
Using this ROI score, the ASs can be rank ordered, and this rank ordering can be used to determine a desirable order for implementing the various strategies. Also note that it might be important to take the shape of the curve into consideration when ranking ASs. Consider curves (a) and (b) in Figure 3 . Curve (a) "flattens out" as the QA response improves. In this case, it is likely that a point is reached past which ROI decreases as the QA response improves. In other words, spending more money will not yield a significant increase in utility. On the other hand, consider curve (b) for which a small improvement in QA response can yield a very significant increase in utility. In this case the ROI might increase with improvements in the QA response. Therefore an AS whose ROI is too low to consider might rank significantly higher with a modest improvement in its QA response.
A.8 Dealing with Uncertainty
Within the CBAM, there are a number of uncertain variables that are estimates of stakeholder judgment:
1. inter-scenario weights-This variable defines the relative importance of one scenario with respect to all others. The relative importance is quantified either as votes or as absolute ratios (e.g., the lowest priority scenario has a vote of 1 and the other scenarios have values R i B i C i -----= Eq. 2 greater than 1, indicating their relative values). These weights are dimensionless numbers greater than 0.
2. intra-scenario utility-This is depicted by a utility function, for a particular scenario, for varying levels of the stimulus/response characteristic. (Currently five levels are used: worst, current, expected, desired, and best.) The unit is utils and defined between 0 and 100.
3. QA level realized through implementation of an AS-This variable defines the estimated response characteristic that can be achieved by implementing an AS. The dimension of this number depends on the characteristic being measured.
4. cost of implementing an AS-This variable defines the cost of implementing an AS, measured in person-months or dollars.
Given the fact that the values elicited for these variables are certain to be uncertain, we will eventually obtain an ROI score, R(i), that is uncertain. The score (for each AS) can thus be represented by a probability distribution -either uniform, triangular, or normal. R(i) will be the mean/mode value, R(i,max) and R(i,min) will be the bounds of the uniform/triangular distribution, and σ(i) will be the standard deviation for a normal distribution. Along with the rank ordering, the certainty/uncertainty regarding this rank ordering can be quantified. The probability that R(i) is greater than R(j) can be calculated according to:
where f i (x) is the probability density function of R(i) and
Eq. 4
