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Abstract—With the rapid development of intelligent vehicles, drivers are increasingly likely to share their control authorities with the 
intelligent control unit. For building an efficient Advanced Driver Assistance Systems (ADAS) and shared-control systems, the vehicle 
needs to understand the drivers’ intent and their activities to generate assistant and collaborative control strategies. In this study, a 
driver intention inference system that focuses on the highway lane change maneuvers is proposed. First, a high-level driver intention 
mechanism and framework are introduced. Then, a vision-based intention inference system is proposed, which captures the multi-modal 
signals based on multiple low-cost cameras and the VBOX vehicle data acquisition system. A novel ensemble bi-directional recurrent 
neural network (RNN) model with Long Short-Term Memory (LSTM) units is proposed to deal with the time-series driving sequence 
and the temporal behavioral patterns. Naturalistic highway driving data that consists of lane-keeping, left and right lane change 
maneuvers are collected and used for model construction and evaluation. Furthermore, the driver's pre-maneuver activities are 
statistically analyzed. It is found that for situation-aware, drivers usually check the mirrors for more than six seconds before they initiate 
the lane change maneuver, and the time interval between steering the handwheel and crossing the lane is about 2 s on average. Finally, 
hypothesis testing is conducted to show the significant improvement of the proposed algorithm over existing ones. With five-fold 
cross-validation, the EBiLSTM model achieves an average accuracy of 96.1% for the intention that is inferred 0.5 s before the maneuver 
starts.  
 
Index Terms—Driver intention, ADAS, RNN, LSTM, intelligent vehicle.  
I. INTRODUCTION 
A. Motivation 
illions of injuries and deaths are caused by traffic accidents each year worldwide. Most of the traffic accidents are caused by 
human drivers’ issues, such as cognitive overload, judgment mistakes, and operation errors [1]-[3]. Drivers influence the 
other road entities and the surrounding traffic context by controlling their vehicles according to their driving willingness and traffic 
laws. The Traffic-Driver-Vehicle (TDV) loop can be defined as a dynamic social system, with each part being capable of 
influencing and interacting with the other dynamically [4]. Since drivers are positioned in the center of the TDV loop, a proper 
understanding of driver’s intention and related behaviors can help effectively reduce the number of traffic accidents and increase 
driving safety [5] [6]. In the past two decades, a series of ADAS products has been implemented on commercialized vehicles. 
Currently, most of the successful ADAS products, such as the lane departure warning system (LDW) [7] [8], adaptive cruise 
control (ACC) [9], and side warning assist system (SWA), [10] are mainly designed to provide additional context information to 
assist the drivers. Although these products can be viewed as active safety systems, they still interact with the human drivers 
passively since most of these systems are unable to monitor and understand driver behaviors in real-time. The dynamic interaction 
and mutual understanding between the driver and the intelligent units are expected as one of the primary objectives for the 
development of the next-generation ADAS [11] [12].  
 In this study, a driver reasoning system is proposed towards real-time lane change intention inference (LCII). The reasons for 
understanding and inferring driver intentions are multifold [13]. First, the primary motivation is to improve the driving safety of 
human drivers. One of the significant tasks of driver intention inference (DII) is to anticipate the driver's behavior before the 
maneuver happens or at an early stage after the maneuvers are initiated. LCII enables ADAS or intelligent vehicles to focus on the 
potential traffic region as early as possible so that dangerous situations can be detected in an early stage. With precise inference of 
driver intention, ADAS can generate proper notification and assistance to the driver [14], or alter the possible dangers based on the 
drivers’ future trajectories and interested regions [15]. As shown in [16], turn signals are only used in 66% of lane changes, and less 
than 50% of the turn indicators are activated in the initial phase of the lane change maneuvers. Therefore, with the prediction of the 
intention, the LCII-enabled vehicle will interact with human drivers more efficiently, as the system can understand the drivers’ 
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plans and will not distract the drivers with false alarms even if no turn signal is activated. Also, driver intention prediction has been 
analyzed from the perspectives of law, regulations, and policies. For example, in [17], the intention to commit violations enables 
the prediction of traffic laws violation and is essential to the driver's assistance. Hence, it is shown that intention inference and 
behavior anticipating are efficient ways to improve the functional design of ADAS.   
Second, as most of the ADAS and high-level automation systems tend to share the control authorities with the drivers, the LCII 
system can decrease the conflicts between the human driver and the automation functionalities. The mutual understanding between 
the human driver and the automation is essential for the construction of the intelligent shared control strategies. For example, 
Pentland and Liu described the human as a device that has a large number of internal mental states and control behaviors [18]. If a 
machine can anticipate human behavior, it can better serve humans’ needs. In [19], the driver’s intention on path planning is 
recognized based on the lateral offset and lateral velocity, and it is integrated into the shared obstacle-avoidance model predictive 
controller. However, current driver behavior enabled shared control systems mainly rely on the driver control commands, such as 
the steering angle and vehicle velocity. These systems cannot provide an early intention prediction and are hard to fully exploit the 
cooperation potential of the integrated shared control strategies [19][20]. The intelligent vehicles are believed to have great 
potential in comprehensive sensing and perception of the surrounding context. While understanding driver intention will further 
boost the automation system to generate smart sensing and precise control assistance to the driver, which will significantly enhance 
the public acceptance of intelligent vehicles. 
Last, understanding the driver's intention mechanism is expected to contribute to a more naturalistic decision-making system for 
autonomous vehicles. It can be used to design the human-like decision-making and behavior generation algorithms [21]. People 
may argue that future autonomous cars will not maintain the driver in the control loop. However, this does not mean that 
human-like decision-making and control are not necessary for the vehicles. Learning how human drivers generate intentions and 
make decisions are long-term tasks for autonomous vehicles, as the rule-based methods cannot adequately meet the requirements 
of the various and uncertain situations in the real world. The data-driven intention and decision-making models are expected to be 
more efficient for the development of vehicle automation in the future [22].  
Although the technology of driver intention inference is believed to be promising, there are still not many commercialized 
products that have been deployed in the automotive industry. The development of the driver intention inference systems is still 
challenging and needs further analysis and improvement in terms of both accuracy and robustness. In this study, a driver LCII 
system is developed based on an ensemble RNN structure to improve the accuracy of driver intention recognition. As a popular 
model enhancement approach, the ensemble learning method has achieved a vast amount of successes in the classification, 
regression, and data mining [23][24]. The reasons for applying ensemble learning into driver intention inference is multifold. First, 
most of the existing machine learning-based LCII algorithms are sensitive to the training data, and they can generate different sets 
of weights and performance if the training data changes. While the ensemble learning method can increase the model robustness by 
introducing various light networks [25]. Second, inspired by the Bootstrap aggregating (bagging) technique, several light LSTM 
networks can be developed based on the different sub-sampling datasets to improve the intention prediction accuracy and model 
generalization performance [26]. Last, it is a common challenge that massive naturalistic driver behaviors and intention data are 
hard to be collected and labeled. By sampling, augmenting the raw dataset, and assembling several light LSTM networks, a more 
precise intention inference model can be achieved with limited raw datasets. Hence, in this study, an ensemble learning-based RNN 
model with LSTM cells (EBiRNN) is developed to model the temporal process of driver intention inference. Based on the proposed 
EBiRNN model, the driver behaviors for preparing a lane change maneuver are statistically analyzed based on naturalistic highway 
driving data. The real-time performance of the LCII system is also illustrated, indicating the efficiency of the LCII system. 
Conclusions made in this work are expected to benefit the design of efficient LCII systems in the future. 
B. Literature Review 
Driver intention has been widely studied in the past two decades. The very beginning research can be found in [27], where only 
the vehicle dynamic data, such as the steering angle, steering velocity, and vehicle velocity, were used. An average detection rate of 
88.3% was achieved after the lane change maneuver has been initiated for 0.5 seconds. After that, Oliver and Pentland proposed 
another intention prediction model based on the Coupled Hidden Markov model (CHMM) [28]. The CHMM model gave a high 
prediction accuracy for a start and stop intention one second prior, while it only achieved 29.4% and 6.3% detection rate for the left 
and right lane change maneuver, respectively. After these early studies, it was found that a precise intention inference system 
should rely on a holistic approach, which needs to fuse the multi-modal data within the TDV loop [29] [30]. To recognize the lane 
change intention, signals within the TDV loop that come from different sensors are needed. For the traffic context, the most widely 
used features are lane markings, surrounding vehicle positions, digital maps, and Global Positioning System (GPS), etc. [31]-[33]. 
Important driver behavioral features consist of head motion, eye gaze, body gestures, and even the Electroencephalography (EEG), 
etc. [34]-[36]. The vehicle status signals usually can be collected from the in-vehicle Controller Area Network (CAN) 
bus/Ethernet, which generally contains vehicle speed, acceleration, steering wheel angle and velocity, turn signal, and pedal, etc. 
[13] [37] [38].  
In [39], Moreo et at. introduced an interactive-multiple-models (IMM) approach to predict the lane change maneuver on the 
highway. The GPS/IMU sensors were used to collect naturalistic driving data. The GPS can provide the location and time 
information in harsh weather conditions, and it is more robust than the camera and Light Detection and Ranging (Lidar) devices in 
such situations. Salvucci et al. introduced a four-step LCII system based on the framework of the human cognitive process, which 
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contains data collection, model simulation, action tracking, and thought inference [38] [40]. Schmidt et al. proposed a lane change 
intention recognition method based on an explicit mathematical steering wheel angle model [41]. In [42], driver intention was 
detected by observing the easily accessible vehicle and traffic signals, which focused on the analysis of the impact of 
environmental indicators on the prediction of lane change intention. Henning, et al. proposed a lane change recognition system 
which focused on the analysis of the impact of environmental indicators on the prediction of lane change intention [43]. The 
vehicle dynamic signals are the most straightforward signals that can be easily collected. However, the vehicle data is hard to 
reflect the lane change intention before the driver taking any control actions. Therefore, the vehicle status information can only be 
used to recognize the on-going intention instead of predicting the intention before any actions are taken. 
On the other hand, driver behavioral features, such as the head pose and eye gaze signals, can give earlier clues about the driver's 
intention. Many studies have evaluated their influence on the intention prediction problem [44]-[47]. Zhou et al. evaluated how the 
driver behaviors were affected by the cognitive distraction during the lane change preparation process through the analysis of 
driver eye movement [48]. They concluded that a secondary task could affect the accuracy of intention inference. Li et al. proposed 
an integrated intention inference algorithm based on HMM and Bayesian Filtering (BF) techniques [49]. A preliminary output from 
the HMM was further filtered using the BF method to make the final decision. In [50], the authors proposed a lane change detection 
method based on the object-oriented Bayesian networks (OOBN). The system was designed according to the modularity and 
reusability of the Bayesian network, which makes the system easier to be extended considering different requirements.  
Moreover, it was found that driver behavior information gives a more significant contribution to the intention inference, 
comparing with the traffic context and vehicle dynamics in [30] [51]. The head poses signals show significant advantages in the 
early recognition of the lane change intent. With various combinations of the input data, eye gaze signals were found not as 
informative as the head pose and did not significantly improve the precision of the intention inference system. In [52], a 
discriminative relevance vector machine (RVM) classifier was used to predict driver lane change intent with a sliding time 
window. The multimodal signals from ACC, SWA, LDW, and head motion were fused. It was found that the LDW system was 
more useful to predict the intent between 0 and 1.5 seconds before the lane change occurs, while the head motion is more 
informative between two and three seconds before the lane change happens. Recently, Jain et al. [15] [53] used the Autoregressive 
Input-Output HMM (AIOHMM) and RNN-LSTM algorithms to predict the intention and future maneuvers. The algorithms took 
the inside and outside video streams, vehicle dynamics, GPS, and street maps as input signals to anticipate the lane change, turn, 
and normal driving maneuvers. The authors concluded that the RNN model leads to the best detection precision of 88.2% and can 
anticipate the lane change maneuvers 3.5 seconds earlier. However, the strategical plan of the route and the utilization of the digital 
map in that study could reduce the system reliability in the unseen streets. 
C. Contribution 
Although some successful cases on the lane change intention inference have been reported in the past, few works have been 
devoted to analyzing the lane change intention on both the cognitive level and the activity level. In this study, we analyze the 
cognitive process of intention generation to build a unified intention inference framework. An overall analysis of driver intention 
and its framework are proposed. The frame is designed according to the driver cognitive process and considering behaviors in 
different time-scales. Second, a light ensemble RNN structure is developed for the intention inference task to improve the accuracy 
and robustness of the RNN model. The LCII system is designed with a low-cost vision system, which is scalable and easy to be 
implemented. By integrating the inside and outside driving context into the EBiLSTM model, the temporal LCII model achieves a 
state-of-the-art recognition accuracy for the lane change intention, compared with other baselines models. Finally, the naturalistic 
temporal properties of the lane change process on highways are analyzed to better understand the lane change process of the human 
driver, and the real-time intention inference results are illustrated and discussed.   
D. Paper Organization 
The remainder of this paper is organized as follows. Section Ⅱ introduces a general framework for driver intention inference and 
the problem formulation for LCII. In section Ⅲ, the experiment setup and the feature extraction for the inside and outside driving 
context are proposed. The ensemble deep learning scheme based on the RNN model is described in Section Ⅳ. In Section Ⅴ, the 
statistical analysis for the temporal characteristic of lane change maneuver and the intention inference results are proposed. The 
discussion and future works are included in Section Ⅵ. Finally, this study is concluded in Section Ⅶ. 
II. THE FRAMEWORK OF DRIVER INTENTION INFERENCE 
In this section, A driver LCII framework is introduced. The framework describes the development procedure of the lane change 
intention and the relationship and connection of different driver behaviors. This framework can also be extended to describe 
intention inference tasks in many other application domains.  
A. Intention Inference Framework 
Michon pointed out that the cognitive structure of human behavior is a four-level hierarchical architecture, which contains the 
road user, transportation consumer, social agent, and psycho-biological organism [54]. The road user level is directly connected to 
the driver's intent and behaviors, and it can be further divided into three levels: strategy, tactical, and operational (also known as 
control) level according to the time constant property. The strategical level defines the high-level plans for each trip, such as the 
route, destination, and risk assessment, etc. The time constant of this level is much longer than that in the rest two levels, which can 
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last for minutes or hours. The tactical tasks are the driving maneuvers that a driver can take during normal driving, such as lane 
change, lane keeping, deceleration, and acceleration. The time constant of these maneuvers is usually at around several seconds. 
Finally, the control level describes the human control actions on the vehicles, and it stands for the willingness to remain safe and 
comfortable during driving. The time constant at this level is generally in milliseconds [37]. A general lane change intention 
framework is shown in Fig. 1, which indicates the relationship between the tactical level and the control level [13]. As discussed in 
[13], human intention can be generated according to some stimuli. For example, the lane change decision is usually made due to an 
uncomfortable driving context. Once the intention occurs, it can be reflected by different driver dynamics, such as the variation of 
EEG signals, the head, and eye motion, etc. These behavioral signals play a crucial role in the estimation of the intention. After the 
drivers have decided to execute the intention, they will control the vehicle through the steering wheel and the acceleration/brake 
pedal. Finally, the vehicle responds to these control actions with the variation of vehicle dynamics.  
 
 
Fig. 1. The LCII framework and its relationship with the control actions in the third level. 
 
It can be found that before the lane change maneuver is initiated, the driver must execute a series of checking behaviors 
according to the traffic context and his/her situation awareness. Therefore, the traffic context and driver behaviors are the two 
critical clues for predicting the lane change intention. The drivers will only change the vehicle control strategy after they have 
decided to execute their lane change intention. Hence, the vehicle dynamic signals have a limited contribution to the prediction of 
the intention. However, these signals are still useful for the recognition of the driving intention at an early stage. 
 
 
Fig. 2. Exemplar sensor systems for driver intention inference. 
 
Fig.2 illustrates some typical sensory systems that can be used for driver intention inference considering the critical conditions of 
lane change maneuver. Nowadays, the Lidar/Radar devices are widely accepted in the precise positioning and velocity detection of 
surrounding vehicles. The Lidar/Radar detection results also can be used for efficient driving intention inference of the surrounding 
vehicles. Moreover, based on Fig. 1, driver intention can be stimulated by outer traffics, which can be further classified into 
destination-oriented or surrounding stimuli-oriented ones. Therefore, the Lidar/Radar based object detection and motion 
predication systems will benefit the intention analysis of the ego-driver during the whole process of one tactical maneuver (i.e., 
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intention generation, maneuver execution, and maneuver finish). Based on the cognitive process of driver intention illustrated in 
Fig. 1, it can be found that driver behavior and physical dynamics, such as EEG signals, is believed to be more straightforward than 
the behavior monitoring, making it closer to the real intention generation moment. However, the real-time noise of the EEG signals 
is one of the significant drawbacks that worsen the acceptance of the device in driver monitoring. The camera-based systems have 
a lower cost than the Lidar and Radar-based ones in road perception, which makes them more accessible for the real-world 
low-cost application. Moreover, the camera devices are convenient to be implemented inside the vehicle cabin for driver 
monitoring. The driver behavior monitoring systems (e.g., head tracking, gaze tracking, breath, heart rate, etc.) can be used as the 
primary systems to recognize the driving intention before the maneuvers happen. Once the maneuver is initialized, the driver 
usually maintains their hands on the steering wheel and slightly change the vehicle control input. Hence, at this moment, the global 
GPS positioning, vehicle dynamics, and local lane position detection become essential cues. One of the objectives of this study is to 
analyze the driver's intention based on the features that can bring early cues. Therefore, the driver's head pose, eye gaze, vehicle 
velocity, and lane marking styles are jointly used in this study for precise intention inference.  
B. Problem Formulation 
Based on the intention inference framework shown in Fig. 1, this study expects to solve the following problems. First, to 
construct an efficient LCII system based on the fusion of multi-modal sensors. The primary objective of this study is to infer the 
lane change intention before the driver initiates the maneuver.  Thus, the steering wheel and pedal signals will not be considered as 
the primary input for the LCII system. Secondly, since the driver's intention is not an instant detection task, the inference model 
should be able to process the temporal information and mining the temporal dependency between the features. Therefore, the 
LSTM based bi-directional RNN model is adopted in this study. To further improve the intention prediction accuracy, an ensemble 
RNN structure is developed. Next, it is essential to understand the naturalistic driver behaviors and analyze the statistic roles within 
the lane change maneuvers. The statistic results for the mirror checking behavior before the lane change maneuver and the lane 
change duration are analyzed. In this study, only the intended lane change maneuvers are included, while the unintended and 
aborted lane changes will not be considered.   
III. METHODOLOGIES 
This section describes the experimental setup and data processing for lane change intention inference. In Section Ⅲ. A, the 
experiment design, data collection, and feature processing framework are introduced. Section Ⅲ B and Section Ⅲ. C describes the 
feature extraction for the traffic context and driver behavior information, respectively.  
A. Experiment Setup and Data Processing 
In this study, naturalistic highway driving data are collected for experiment analysis and model evaluation. The vehicle testbed is 
a commercialized sport utility vehicle (SUV), which is equipped with a multi-modal sensor system. The sensory platform includes 
three low-cost CMOS cameras and a Velocity BOX (VBOX) datalogger. The VBOX datalogger is a high-performance GPS 
receiver that can capture a series of vehicle dynamic information such as vehicle velocity, acceleration, heading, and positions, etc. 
The three cameras are all mounted inside the vehicle cabin. One is mounted in front of the driver to capture driver head motion and 
eye gaze information. The outside traffic context monitoring camera is mounted in the middle on top of the front window. The third 
one is mounted on the sunroof to monitor driver hand motion and the usage of the turn signal. It is only used for labeling driver 
maneuver, and no data stream are used to model construction. A diagram of the system architecture is shown in Fig. 3.  
 
Fig.  3. Experimental platform and system architecture of the ane change intention inference system. 
 
 6 
    All three cameras are synchronized with the time step of 25 fps. The video streams are recorded at the resolution of 640 × 480. Two VBOX antennas are fixed on top of the vehicle roof ceiling to measure the vehicle dynamic states, including 
velocity, acceleration, and heading. The sampling frequency for the VBOX data logger is 20 HZ. All the signals are collected using 
a laptop with an Intel Core i7 2.5 GHz CPU. Three adult drivers with varying ages and experiences participated in the data 
collection process. They were asked to drive as usual without being told the real objectives of the experiment.  Each driver drove 
the vehicle on the highway for about one hour, and a total of 150 miles of naturalistic data were collected. 
Based on the on-board sensory platform shown in Fig. 3, the proposed system for data collection and feature processing can be 
further illustrated in Fig. 4. The comprehensive feature extraction module is responsible for the feature extraction of driver 
behaviors and road context. Specifically, for the driver's behavioral data, the head poses and eye gaze dynamics will be extracted. 
Regarding the road context, the LCII system needs to be aware of the proper road and lane mark style (dashed or solid lane 
marking) to make the prediction. Hence, the lane styles and positions will be detected to guide the intention inference system of 
making reasonable predictions. These features will be concatenated together and fed into the LCII model part, which processes the 
time-series feature set based on the ensemble RNN models. Finally, the predicted driver intention, along with the traffic context, 
can be integrated into the risk assessment and intelligent assistance modules for intelligent vehicles. In the following sections, the 
processing for the driver-oriented and road-oriented features will be discussed in detail.  
 
 
Fig.  4. Data collection and feature processing procedure for the proposed ensemble-based LCII system. 
B. Features of the Traffic Context and Vehicle Dynamics  
The road-facing camera captures the front traffic context, and it mainly focuses on lane detection. The lane detection system is 
constructed with an integrated edge detector, Hough Transform, and polynomial lane function fitting modules. This method has 
been successfully used for lane detection in many existing studies [7]. The camera is calibrated to make an inverse perspective 
mapping and detect the distance between the virtual vehicle central line as well as the adjacent lanes. The detected lane positions 
are tracked using a Kalman filter. Then, a lane style detector based on the lane sampling and voting (LSV) scheme is developed [7]. 
Three different lane styles, namely, the solid, double solid, and dashed lane, are recognized. First, an odd number of sampling 
points are generated in the detected lane position. Then, the lane style for the left and right lanes can be recognized by extending the 
sampling points to short sampling segments. The scanning is proposed on the edge image given by the Sobel edge detector, and the 
lane style is determined by counting the rising edge along each sampling line. The voting results of the sampling lines determine the 
final lane style. The system is further developed into a lane departure warning system. An entire lane change process is visualized 
in Fig. 5. In the first image of Fig. 5, the yellow lines represent the dashed line styles, which means the driver is allowed to make a 
lane change maneuver to the corresponding side. When the vehicle is approaching the lane, the algorithm can detect a lane 
approaching maneuver and generate lane change warning signal based on the estimation of the distance between the virtual vehicle 
central line and the adjacent lanes.  
Two vehicular signals, namely the vehicle speed (𝑉), and heading angle (𝐻) are collected using the VOBX. The total feature 
vectors for the outside traffic context and vehicular dynamics can be formed as a four-dimensional vector. 𝑂𝑡 = [𝐿𝑟  𝐿𝑙  𝑉 𝐻]                                         (1) 
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where  𝐿𝑟 and 𝐿𝑙 are the lane style for right and left lanes, and 𝐿 ∈ [−1, 0, 1] represents the three different lane styles. 
 
 
Fig.  5. An illustration of a lane change process which consists of lane-keeping, lane changing, lane crossing, and recovering stages. 
C. Driver Behavioral Features 
The inside features for driver head motion and eye gaze are detected with the Openface system [55]. The driver head position and 
facial landmarks are identified using the Conditional Local Neural Fields (CLNF) approach [56]. The CLNF estimates the 3D head 
pose angles by projecting the 3D representation of the facial marks to the image plane using orthographic camera projection. The 
pupil locations for both eyes are detected with the deformable shape registration approach. The gaze directions are estimated 
according to the pupil locations and the 3D eyeball center [57]. The inside feature vector at each time constant can be formed as 
follows. 𝐼𝑡 = [𝐺𝑟 𝐺𝑙  𝐺𝑎  𝐻𝑡  𝐻𝑟]                                        (2) 
where 𝐺𝑎, is the 2D gaze angle in 𝑥 and 𝑦 coordinate,  𝐺𝑟 , 𝐺𝑙 , 𝐻𝑡 , and 𝐻𝑟  are the 3D gaze direction for each eye, head pose 
translation vector, and head pose direction vector, respectively. This gives a 14-dimensional vector of driver behavior features. A 
comparison of the head yaw angles for different maneuvers is illustrated in Fig. 6. From the time-series yaw angles, it can be found 
that the head rotation can indicate different dynamics for different context checking. 
 
 
Fig.  6. An example of the dynamics of the head yaw angle for the three different maneuvers. The times-series data shows the variation of the yaw angle occurs six 
seconds before the maneuver happens. Time 0 represents the initial time of the lane change maneuver.    
IV. ALGORITHM 
In this section, the recurrent neural network, LSTM cell, and ensemble RNN model are introduced. The RNN model is used to 
learn the temporal dependency between the input data, and the LSTM efficiently improves the performance of the RNN model by 
capturing the long-term context dependencies.   
A. Recurrent Neural Network and Bi-directional Structure 
Since driver intention inference is not an instant detection task, historical behavioral data needs to be taken into consideration. 
The recurrent neural network is applied in this study to process the sequential inputs. RNN allows exhibiting the dynamic temporal 
behavior of a sequence by forming a directed connection between previous states and the current states [58]-[60]. Based on the 
vanilla RNN structure, an advanced version of the RNN, i.e., the bi-directional RNN (BRNN), is adopted [61]. To overcome the 
shortcomings of vanilla RNN, which is only able to use the backward information to make a prediction, the bi-directional RNN 
enables the process of the whole temporal sequence with both forward and backward information. The bi-directional RNN 
increases the amount of input information that is available on the network. In terms of intention inference, given a fixed period of 
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sequence, the driver's intention within this sequence is expected to be better identified by considering the bi-directional connection 
between the current and the previous contexts. A single layer BRNN structure is shown in the right part of Fig. 7. 
 
Fig.  7. A simplified single layer Bi-directional Recurrent Neural Network structure. 
 
The BRNN can be expressed as: 𝑠𝑓𝑡 = 𝑓(𝑾1𝑥𝑡 + 𝑾𝟐𝑠𝑓𝑡−1 + 𝑏𝑥)                                  (3) 𝑠𝑏𝑡 = 𝑓(𝑾3𝑥𝑡 + 𝑾𝟓𝑠𝑏𝑡−1 + 𝑏𝑥)                                    (4) 𝑜𝑡 = 𝑓(𝑾4𝑠𝑓𝑡 + 𝑾6𝑠𝑏𝑡 + 𝑏𝑜)                                    (5) 
where 𝑓 is the activation function of the states, which is normally selected as 𝑡𝑎𝑛ℎ and 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 function, 𝑋, 𝑆𝑓 , 𝑆𝑏  and 𝑂 
represent the input, forward hidden states, backward hidden states, and the output of the RNN, respectively. 𝑾 are the weight 
matrix for the input, hidden states, and the output. 𝑏𝑥 and 𝑏𝑜are the input and output bias vector, respectively. 
Although the number of training parameters is reduced with the parameter sharing scheme, RNN or BRNN still suffers another 
severe problem, namely, the gradient vanishing or exploding [62], which cause the vanilla RNN structure has limited ability to 
capture the long-term dependency. Hence, Hochreiter and Schmidhuber developed the LSTM cell to overcome the gradient 
vanishing and exploding drawbacks of RNN [63]. The LSTM-RNN solves the long-term dependency problem by introducing three 
extra gates, known as the input gate, forget gate, and output gate. The central idea behind LSTM is that the gates in the LSTM cell 
cooperate to control how much information should be remained and forgotten. A good illustration of the LSTM gated cell 
framework can be found in [64]. The LSTM-RNN still follows the chain-like structure. The difference is LSTM-RNN replace the 
hidden unit (usually a 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 or 𝑡𝑎𝑛ℎ activation function) with an LSTM cell. The LSTM cell has the following mathematic 
representation. Firstly, the forget gate controls what information to throw away. Then, the input gate chooses information to be 
updated and stored. The output gate controls the candidate layer output. 𝑓𝑡 =  𝜎(𝑼𝑓𝑥𝑡 + 𝑾𝑓𝑠𝑡−1 + 𝑏𝑓)                                     (6) 𝑖𝑡 =  𝜎(𝑼𝒊𝑥𝑡 + 𝑾𝑖𝑠𝑡−1 +  𝑏𝑖)                                        (7) 𝑜𝑡 =  𝜎(𝑼𝑜𝑥𝑡 + 𝑾𝑜𝑠𝑡−1 + 𝑏𝑜)                                                                                            (8) 
where 𝜎 in the above equations represents the 𝑠𝑖𝑔𝑚𝑜𝑖𝑑 function. ∗ is the element-wise production, 𝑥𝑡 and 𝑠𝑡−1 are the current 
input and previous LSTM cell output.  𝑓, 𝑖, 𝑜 are the forget gate, input gate, and output gate, respectively. 𝑈, 𝑊, 𝑏 are the 
corresponding weight matrix. A value 𝑐?̃? in the candidate cell state can be represented as: 𝑐?̃?  =  𝑡𝑎𝑛ℎ(𝑼𝑐𝑥𝑡 + 𝑾𝑐𝑠𝑡−1 +  𝑏𝑐)                                      (9) 
The 𝑐𝑡  is the key parameter of LSTM unit, which determines the cell output and information processing, and it is the 
combination of previous 𝑐𝑡−1 and the current candidate states. 𝐶𝑡 = 𝑓𝑡 ∗  𝑐𝑡−1 + 𝑖𝑡 ∗  𝑐?̃?                                            (10) 
Finally, the output of the layer is the products of the cell state 𝐶𝑡 and the candidate output from the output gate. 𝑠𝑡 =  𝑜𝑡 ∗  𝑡𝑎𝑛ℎ(𝐶𝑡)                                           (11) 
The driver intention inference (DII) model takes the driver behavioral feature and lane style features as the input, and outputs the 
predicted maneuver based on cross-entropy loss function. The general time-series DII model can be represented as: 𝑦𝑡 = 𝐷𝐼𝐼(𝑋)  
where 𝑦𝑡   is the output of  𝐷𝐼𝐼 model. 𝑋 is the sequence input of the ensemble-LSTM based 𝐷𝐼𝐼 model at each moment, and it 
can be further extended as 𝑋 = {𝑥𝑡−𝑝, 𝑥𝑡−𝑝+1, ⋯ , 𝑥𝑡}. 𝑝 is the previous data threshold that determines how much past data is used. 
Based on the statistical analysis of the lane change dynamics in the next section, the prediction horizon is selected as six seconds. 
Hence, the previous data threshold 𝑝 can be calculated as 𝑝 = 𝑝𝑟𝑒𝑑𝑖𝑐𝑡 ℎ𝑜𝑟𝑖𝑧𝑜𝑛 × 𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑟𝑎𝑡𝑒, the sampling rate is 25, and 𝑝 
is 150.  
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 The input 𝑥𝑡 for the LSTM-RNN at each time step is the concatenation version of the inside and outside feature vector 𝑥𝑡 =[𝐼𝑡 , 𝑂𝑡] as given in the last section, which is an 18-dimensional feature vector. Hence, each training sample for the LSTM-RNN is 
an 18-D temporal sequence, and the total dataset can be formed as{(𝑥𝑡−𝑝, 𝑥𝑡−𝑝+1, ⋯ , 𝑥𝑡)𝑗 , 𝑦𝑗}𝑗=1𝑁 , where 𝑁 is the total number of 
the training sample. Finally, the input sequence to the model is formed into the format of 18 × 150.  𝑦𝑗 is the scalar intention label 
of each sequence. In this study, the target values are manually labeled according to the video streams, which has three candidate 
values, as {𝑙𝑎𝑛𝑒 𝑐ℎ𝑎𝑛𝑔𝑒 𝑙𝑒𝑓𝑡, 𝑙𝑎𝑛𝑒 𝑐ℎ𝑎𝑛𝑔𝑒 𝑟𝑖𝑔ℎ𝑡, 𝑙𝑎𝑛𝑒 𝑘𝑒𝑒𝑝𝑖𝑛𝑔}. The overall ensemble-DII model architecture is shown in 
Fig. 8. The raw data sequence is augmented into a series of sub-sequence to train different light LSTM networks. Then, the results 
voting module takes the outputs from different sub-models and vote for the majority label as the final inferred maneuver. The 
ensemble process is given in the next part in detail. 
    
 
Fig. 8. The architecture of the proposed ensemble LSTM-RNN model. 
 
B. Ensemble LSTM-RNN Structure 
A light ensemble method structure is applied in this study to improve the intention inference accuracy of the LSTM-RNN model. 
As discussed in [65], a single model can be weak to make predictions, while assembling these weak models can build a strong 
predictor. The ensemble method is adopted for the intention inference tasks so that the integration of multiple LSTM-RNN models 
can guarantee the inference accuracy. The diversity of each single RNN is one of the most important factors that need to be 
considered to construct the ensemble LSTM-RNN model. Hence, in this study, the diversity for each RNN is controlled based on 
an augmented random data sampling method. The data augmentation scheme is designed with two objectives. First, to increase the 
data volume to avoid overfitting during the LSTM-RNN model training process. Second, based on the data augmentation, the 
different sub-training datasets can be generated for multiple model training, and the sub-RNN models can maintain its diversity and 
compensate with each other. The data augmentation can be represented as:  𝑋𝑛𝑒𝑤 = 𝑔(𝑋, 𝜃, 𝑛), 𝜃 ∈ [0.65,0.9]                                (12) 
where the 𝑋 is the original training dataset, 𝑔(∙) is the sampling function which randomly samples sub-dataset according to the 
random number  𝜃. 𝜃 is a randomly generated parameter in each iteration. Its value is between [0.65,0.9], which follows the 
uniform distribution.  𝑛 is the total number of the augmentation steps, which determines how many sub-datasets should be 
generated. In this study, n is set as three so that the augmentation process will be applied for three times. The final training dataset 
is the combination of the original dataset and the augmented one. Hence, the new training dataset 𝑋𝑛𝑒𝑤is four times larger than the 
original one. For each augmentation iteration (iteration < 4), a random sampling rate 𝜃 is generated. Then, one augmentation 
dataset at each iteration can be obtained by randomly sampling the raw data sequence according to the sampling rate 𝜃.  
The random sample control threshold [0.65,09] is manually and empirically selected. This threshold is used to control the 
diversity of the dataset. For each sequence, a sample rate within this range is first generated to sample the original data. The 
primary motivation of using the sample control threshold is to create a different dataset for each sub-LSTM model to increase the 
model diversity while maintaining the temporal patterns as many as possible. The mechanism behind the ensemble method is 
similar to that of the ensemble tree model given by Breiman [65]. In [65], the random forest can generate out-of-bag (OOB) 
samples based on the Bootstrap aggregating (Bagging) method, which creates new samples for the trees by sampling from the 
dataset uniformly and with replacement. Hence, the sampled dataset can own about 63.2% unique examples from the original 
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dataset, while the rest one-third can be used as OOB data to evaluate the model. In this study, the random sample control threshold 
is used to increase the data diversity and model performance. The results indicate that the ensembled LSTM network can contribute 
to a more precise estimation than the BiLSTM network. The sampling threshold selected may not be the optimal one. Although the 
value selection for the threshold is not included in this study, it is worthwhile exploring in the future. 
The data augmentation and model ensemble process are shown in Fig. 9. The raw dataset is first split into training and testing 
datasets. The data augmentation is only proposed to the training set, and testing data is only used for model testing. Each of the 
single LSTM can generate its prediction of the labels for the driver on-going intention, which can be one of the three studied 
maneuvers. Then, the final prediction for the driver intention task should be determined based on the majority conclusion from the 
multiple RNN models. One primary concern for the ensemble RNN framework is its real-time computational efficiency. Unlike the 
decision trees, which have a light volume and can make predictions very fast, the LSTM-RNN is hard to be ensembled into a 
large-scale forest structure. Therefore, the total number of models is much smaller than the classical random forest structure. Based 
on the real-time evaluation of the ensemble RNN structure, it can be found that a light ensemble scheme that combines three 
different RNN models is accurate enough for the lane change intention inference. It takes about 20ms for each RNN model to make 
a prediction, and it costs 60 ms in total for the three RNN models. This is acceptable for the intention inference since the timescale 
for the lane change intention is about a few seconds. We also tested the system with nine RNN models, which can provide a more 
accurate result than the three models case. However, it takes about 200 ms to make each prediction and does not show significant 
improvement. Therefore, in this study, the three different RNN models are used to process the intention inference task.  
 
 
Fig. 9. The block diagram of the ensemble LSTM-RNN model construction process. 
 
C. Model construction 
There are 135 lane change maneuvers detected in the experiment video, with 65 left lane change cases and 70 right ones. Then, 
66 regular lane-keeping driving sequences are randomly picked from the raw data. The sequential data are labeled based on the 
final maneuver of the video sequences. The naturalistic driving dataset is randomly split into the training and testing data. 80% of 
the data is used for model training, and the rest 20% is used for model testing. The random splitting ensures that the data from the 
three different maneuvers can be equally split into the training and testing groups so that the proportion of each maneuver is similar 
to each other in both the training and testing datasets. Each data sequence is an 18 × 150 tensor that represents an 18-dimensional 
input feature with 150-time steps (six seconds). The LCII model is trained with the Adam optimizer [66] with an initial learning 
rate of 0.001 and a gradient decay factor of 0.9. The maximum epoch is 150, and the mini-batch size is 32. The input weights are 
initialized using the Glorot initializer [67], and the recurrent cell weights are initialized using the orthogonal initializer [68]. The 
LSTM-RNN model is trained with the MATLAB Deep Learning Toolbox. The LSTM layer has 120 hidden units, followed by two 
FC layers with 100 neurons and three neurons for the output layer, respectively.  
The model learning process considering training loss and training accuracy is shown in Fig. 10. The upper two graphs show the 
model learning performance of the BiRNN model with data augmentation. While the bottom two represent the training process of 
the BiRNN without using data augmentation. As the maximum epoch is selected 150 and the mini-batch size is 32, the overall 
iteration of the data augmentation enabled BiRNN is 3000, which is four times longer than that for the original data based BiRNN 
model. Based on the model learning results shown in Fig. 10, it is found that the learning process of the BiRNN model can 
converge within about 60 epochs with both augmented and original datasets using the Adam optimizer.  
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Fig. 10. Illustration of the learning process of the Bi-LSTM-RNN model. The upper two graphs show the training loss and training accuracy of the BiRNN model 
with the augmented dataset (shown in red line), while the bottom two show the training loss and training accuracy of the BiRNN model without using data 
augmentation.  
V. EXPERIMENT RESULTS 
In this section, the statistical analysis of the lane change maneuver is conducted based on the critical driving conditions of the 
lane change process. Then, the LCII results of the EBiRNN model with different prediction horizons are compared over various 
algorithms.  
A. Driver Lane Change Maneuver Analysis 
As shown in the left subplot of Fig. 11, for each lane change maneuver, four critical moments during the lane change process, 
namely the intention occurs point (denoted as T1), the maneuver start point (T2), the lane crossing point (T3), and the maneuver 
finishing point (T4), need to be identified. At T1, the driver generates a lane change intention according to the traffic context 
stimuli. Most of the time, this specific initial moment of the intent is undetectable. Hence, T1 is roughly replaced by the time of the 
first mirror-checking behavior in the following analysis. At T2, the driver uses the turn signals to indicate their lane change 
intention and then turns the steering wheel. Finally, T3 and T4 are the moments that the vehicle crosses the lane and finishes the 
lane change maneuver, respectively. In this study, the statistical analysis of the gap between T1 and T2, T2, and T3 for all the 
recorded lane change maneuvers are investigated. The time interval between T1 and T2 (denoted as T1-T2) measures the time cost 
for the lane change preparation, and the interval between T2 and T3 (indicated as T2-T3) measures how long it takes to cross the 
lane after the driver starts the maneuver.  
 
 







TABLE I  
DESCRIPTIVE STATISTICS OF THE LANE CHANGE PREPARATION AND EXECUTION 
Statistics T1-T2 T2-T3 
Mean 6.085 𝑠 1.881 𝑠 
SD 3.033 𝑠 0.530 𝑠 
Variance 9.200 𝑠2 0.281 𝑠2 
Median 5.437 𝑠 1.805 𝑠 
Mode 3.060 𝑠 1.890 𝑠 
Maximum 22.423 𝑠 3.680 𝑠 
Minimum 1.843 𝑠 0.930 𝑠 
*SD is short for standard deviation 
 
In the right subplot of Fig.11, the time distributions of T1-T2 and T2-T3 are fitted by the lognormal distribution function. 
According to the statistical results shown in Table 1, the drivers tend to perform their first mirror checking behavior about six 
seconds earlier before they start the lane change maneuver. The average time cost between initiating the lane change and crossing 
the lane is about 1.88 seconds. Therefore, to predict the lane change intention before the driver turns on the turn signal or turn the 
steering wheel, a six-seconds window is large enough to cover the featured behaviors. After the driver starts the lane change 
maneuver, the LCII system still has nearly two seconds to recognize an intended lane change.  From the dataset, it is found that 
mirror checking behaviors can occur during the lane-keeping maneuver. However, the duration of these behaviors is much shorter 
than that during the lane change preparation process. Meanwhile, drivers tend to perform single side mirror checking multiple 
times during the lane change preparation stage instead of performing both sides checking behaviors as they do during the normal 
lane-keeping process. The difference between the mirror checking behaviors will be further analyzed in future work. 
B. Lane Change Intention Inference  
In this study, we examine the performance of the intention inference model from two aspects: the detection accuracy and the 
prediction horizon. The prediction horizon measures how early the LCII can make a precise prediction. Since all the drivers are 
asked to drive as usual, some of the lane change maneuvers may not be indicated by the turn signal. In such a case, the starting point 
of the maneuver is marked as the first moment of operating the steering wheel. The BiRNN-5 and EBiRNN-5 models are evaluated 
with 5-fold cross-validation. Besides, the BiRNN-20 and EBiRNN-20 are trained and tested for 20 times with different datasets to 
avoid bias and used for a reasonable T-Test. The EBiRNN-5 and EBiRNN-20 represent the overall results that are obtained based 
on the five-fold cross-validation and 20 times testing with different testing data, respectively. The structures of these models are the 
same.  
In Table Ⅱ, Table Ⅲ and Table Ⅳ, the performance of the proposed EBiRNN models concerning different prediction horizon 
are compared with some existing machine learning methods, including the support vector machine (SVM), hidden Markov model 
(HMM), feedforward neural network (FFNN, with 50 hidden neurons), Naïve Bayesian and Random Forest (RF, with 50 decision 
trees). The inferences are made 0.5 s, 2 s, and 3.5 s before the maneuver starts, respectively, and all the baseline models are 
evaluated with a 5-fold cross-validation method. It is shown that the proposed EBiRNN model can achieve the most accurate result 
among all the methods with different prediction horizons. Among the baseline methods, The FFNN model shows significant 
advantages on the intention inference task over other conventional methods, and it even achieves better results than the vanilla 
LSTM approach in some cases. Therefore, the EBiRNN and the FFNN will be further evaluated and compared in the next section. 
It is shown that the statistic results with 20 times testing (EBiRNN-20) are slightly lower than that of the five-fold cross-validation. 
We think the results of EBiRNN-20 are closer to the real model performance. Therefore, the hypothesis testing will be proposed 
based on the EBiRNN-20 results. 
For quantitative measurement, the precision, recall, F1 scores, and the general average precision are used to measure the model 
performance on each maneuver (right lane change, left lane change, and lane-keeping). Specifically, four classification results are 
defined and statistically calculated for each maneuver, which is the true positive (𝑇𝑝, the model correct detects this maneuver), true 
negative (𝑇𝑁, the mode correct detects the other maneuvers), false positive (𝐹𝑝, the model detects the other maneuvers as target one), 
and false negative (𝐹𝑁, the mode detects the target maneuver as other maneuvers).  
    Accordingly, the Precision (𝑃𝑟) is calculated as:  Pr =  𝑇𝑃𝑇𝑃+𝐹𝑃                            (13) 
    The Recall (𝑅𝑒) is calculated as:  Re =  𝑇𝑝𝑇𝑝+𝐹𝑛                            (14) 
    The F1-score considers both the 𝑃𝑟  and 𝑅𝑒, and it is the harmonic mean of these two values. 𝐹1 = 2 × 𝑃𝑟×𝑅𝑒𝑃𝑟+𝑅𝑒                          (15) 






RESULTS OF METHOD COMPARISON WITH THE PREDICTION MADE AT 0.5S BEFORE THE MANEUVER STARTS.  
Algorithms 
Left Lane Change Right Lane Change Lane Keeping General 
Ave (%) Pr (%) Re (%) F1 Score Pr (%) Re (%) F1 Score Pr (%) Re (%) F1 Score 
SVM 96.8±𝟕. 𝟏 85.2±4.7 90.4±3.3 80.0±9.3 93.8±𝟔. 𝟔 85.8±3.3 95.8±4.2 97.6±𝟐. 𝟒 96.5±𝟏. 𝟏 91.5±1.8 
FFNN 91.3±9.6 97.0±4.2 93.8±5.9 98.1±2.5 90.9±4.9 94.4±3.2 91.0±4.1 93.1±8.2 91.9±5.5 93.4±4.6 
Naïve Bayes 91.6±2.6 93.0±2.5 92.3±1.4 93.0±3.3 85.2±3.7 88.9±2.3 89.5±4.2 95.9±2.8 92.5±3.1 91.3±1.9 
HMM 83.6±2.9 96.2±3.9 89.4±0.9 73.4±2.8 94.5±3.8 82.9±2.2 97.3±5.9 53.3±6.2 68.6±3.9 81.6±1.3 
RF 95.0±3.6 92.1±2.6 93.5±2.1 92.9±5.4 92.0 ±5.7 92.3±2.9 91.9±3.5 95.7±4.4 93.6±2.1 93.1±2.1 
LSTM-RNN 91.9±2.7 94.4±3.6 93.5±1.4 95.2±3.4 92.5±3.5 93.7±1.7 90.4±4.6 90.1±5.7 90.1±2.8 92.5±1.5 
Bi-RNN-5 96.7±1.9 94.4±4.6 95.5±3.1 93.5±2.2 95.0±3.5 94.2±2.4 90.6±7.6 91.9±2.8 91.1±4.4 93.8±2.7 
EBiRNN-5 93.7±2.6 98.1±2.6 95.9±2.6 95.3±8.3 93.1±5.1 94.1±5.7 98.0±4.6 95.0±6.1 96.3±3.1 96.1±3.4 
Bi-RNN-20 95.3±4.8 92.1±5.3 93.5±3.2 91.5±5.9 91.9±7.2 91.4±4.4 92.2±6.6 96.2±4.6 93.9±3.6 93.1±2.8 
EBiRNN-20 95.6±5.7 95.1±6.4 95.1±4.5 95.6±5.2 92.5±6.3 93.7±3.2 94.9±5.4 97.5±4.3 96.0±3.3 95.1±2.2 
TABLE Ⅲ 
RESULTS COMPARISON WITH THE PREDICTION MADE AT 2S BEFORE THE MANEUVER.  
Algorithms 
Left Lane Change Right Lane Change Lane Keeping General 
Ave (%) Pr (%) Re (%) F1 Score Pr (%) Re (%) F1 Score Pr (%) Re (%) F1 Score 
SVM 90.3±5.6 96.0±𝟓. 𝟓 92.9±3.6 94.6±4.2 89.1±2.0 91.7±2.0 89.4±3.3 92.0±5.9 90.7±3.6 91.8±2.3 
FFNN 97.1±2.6 88.5±7.3 92.4±3.5 92.3±6.2 93.9±9.2 92.8±5.4 88.2±9.5 93.9±7.7 90.6±5.8 92.1±4.5 
Naïve Bayes 91.7±1.1 79.2±1.0 84.3±5.7 81.2±1.3 95.9±𝟏. 𝟐 87.0±6.0 95.9±4.6 90.4±6.9 92.8±1.5 88.2±3.7 
HMM 72.8±8.6 85.7±9.5 78.6±8.1 71.8±9.5 91.8±6.7 80.4±7.3 91.4±13.5 46.7±9.2 65.4±10.2 75.0±7.6 
RF 92.6±5.3 91.7±1.7 92.1±2.1 87.6±5.9 95.8±4.4 91.3±2.0 95.4±4.5 85.9±15.0 90.0 ±10.6 91.8±2.8 
LSTM-RNN 92.9±5.0 88.9±4.8 90.8±2.8 88.9±6.8 91.5±5.4 89.9±3.5 92.7±𝟒. 𝟓 92.7±2.9 92.7±3.5 91.1±2.7 
Bi-RNN-5 95.6±2.6 90.7±7.3 93.0±4.9 91.0±2.8 90.6±5.0 90.7±3.0 90.7±4.8 96.1±3.9 93.2±2.6 92.5±2.5 
EBiRNN-5 95.2±3.7 95.4±7.7 95.0±𝟑. 𝟔 95.5±𝟎. 𝟕 91.2±5.2 93.3±𝟐. 𝟗 91.9±5.0 96.3±𝟑. 𝟒 94.0±𝟑. 𝟕 94.5±0.7 
Bi-RNN-20 92.4±9.1 92.5±8.4 91.8±5.0 91.9±8.8 91.6±6.2 91.3±4.5 93.3±6.5 91.4±12.4 91.5±6.6 91.8±3.7 
EBiRNN-20 95.9±4.4 92.3±8.8 93.7±4.6 93.2±7.2 93.9±6.8 93.2±4.4 94.7±6.4 95.8±6.5 95.1±5.1 94.4±2.6 
 
TABLE Ⅳ 
RESULTS COMPARISON WITH THE PREDICTION MADE AT 3.5S BEFORE THE MANEUVER.  
Algorithms 
Left Lane Change Right Lane Change Lane Keeping General 
Ave (%) Pr (%) Re (%) F1 Score Pr (%) Re (%) F1 Score Pr (%) Re (%) F1 Score 
SVM 86.2±5.7 91.8±𝟒. 𝟎 88.8±3.5 75.5±1.3 76.2±3.7 75.2±7.5 90.3±𝟔. 𝟑 82.6±8.5 86.0±𝟓. 𝟑 83.6±4.2 
FFNN 87.4±1.0 90.8±7.8 88.9±8.4 91.6±𝟐. 𝟕 85.7±5.9 88.4±2.3 83.8±6.6 86.2±8.5 84.8±6.3 87.2±4.8 
Naïve Bayes 85.0±4.9 76.8±8.2 80.6±6.1 77.5±7.0 82.9±6.5 79.7±2.9 82.9±1.1 86.7±𝟔. 1 84.6±8.2 81.9±5.8 
HMM 67.4±5.5 81.9±10.9 73.7±6.1 70.9±7.2 86.4±5.6 77.7±4.8 72.0±8.6 39.0±9.2 50.3±9.1 69.4±5.3 
RF 95.5±4.5 88.0±7.4 91.4±3.4 83.6±3.4 87.4±5.6 85.4±6.5 80.5±10.0 85.2±6.6 82.6±6.9 86.6±4.5 
LSTM-RNN 88.5±13.2 92.6±6.0 89.9±7.2 82.9±8.6 90.5±8.2 86.1±5.7 87.0±13.6 73.9±14.2 78.4±8.0 85.6±5.7 
Bi-RNN-5 90.8±8.1 91.2±6.0 90.7±4.0 88.0±5.6 92.0±6.6 89.6±1.8 85.9±6.7 79.8±13.2 82.1±7.1 87.8±3.2 
EBiRNN-5 93.7±6.6 90.6±5.7 91.9±𝟑. 𝟖 82.8±6.8 89.1±8.8 85.7±7.1 86.6±5.4 82.7±1.2 84.4±8.3 89.5±4.7 
Bi-RNN-20 91.0±8.9 85.3±9.0 87.7±6.8 82.3±9.3 88.4±11.1 84.6±6.8 84.4±8.3 81.6±10.8 82.3±6.0 85.2±5.1 
EBiRNN-20 93.8±5.9 90.1±6.3 91.6±2.9 88.9±9.9 84.1±9.1 86.2±8.5 79.3±10.3 87.2±8.2 82.8±8.3 87.3±5.4 
 
To analyze the difference between the proposed method and the existing ones, a two-sample one-tailed T-Test analysis between 
EBiRNN and BiRNN is proposed. The null hypothesis (𝐻0) and the alternative hypothesis (𝐻1) are first defined for the T-Test as 
follows. [𝐻0]: 𝑇ℎ𝑒 𝐸𝐵𝑖𝑅𝑁𝑁 𝑚𝑒𝑡ℎ𝑜𝑑 ℎ𝑎𝑠 𝑠𝑖𝑚𝑖𝑙𝑎𝑟 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑎𝑛𝑐𝑒 𝑤𝑖𝑡ℎ 𝐵𝑖𝑅𝑁𝑁 𝑜𝑛 𝑡ℎ𝑒 𝐿𝐶𝐼𝐼 𝑡𝑎𝑠𝑘 [𝐻1]: 𝑇ℎ𝑒 𝐸𝐵𝑖𝑅𝑁𝑁 𝑚𝑒𝑡ℎ𝑜𝑑 𝑝𝑒𝑟𝑓𝑜𝑟𝑚𝑠 𝑏𝑒𝑡𝑡𝑒𝑟 𝑡ℎ𝑎𝑛 𝑡ℎ𝑒 𝐵𝑖𝑅𝑁𝑁 𝑜𝑛 𝑡ℎ𝑒 𝐿𝐶𝐼𝐼 𝑡𝑎𝑠𝑘           
 
The two-sample T-Test is calculated as follows with an alpha level equal to 0.05. 𝑡 = 𝑢1̅̅̅̅ −𝑢2̅̅ ̅̅√𝑠12𝑛1+𝑠22𝑛2                          (17) 
where 𝑢1̅̅ ̅ and 𝑢2̅̅ ̅ are the mean performance of the EBiRNN and BiRNN,  𝑠1 and  𝑠2 are the standard deviation, and 𝑛1, 𝑛2 are the 
sample sizes, which are determined as 20. 
    Based on the two-sample T-Test, the analysis of the two algorithms with different prediction horizon is shown in Table 5. The F1 
score for each maneuver and the overall average prediction results are compared. As shown in Table 5, the 𝐻0 means no significant 
improvement existing for EBiRNN compared with the BiRNN, and the null hypothesis cannot be rejected, while the index 𝐻1 
means that EBiRNN achieves considerable improvement with an alpha level equal to 0.05. 
TABLE Ⅴ 
STATISTICAL HYPOTHESIS TEST RESULT (TWO-SAMPLE T-TEST) FOR EBIRNN AND BIRNN MODELS 
Prediction Horizon Lane Change Left (F1) Lane Change Right (F1) Lane Keeping (F1) General Ave (%) 
0.5 s 0.100 (H0) 0.038 (H1) 0.035 (H1) 0.010 (H1) 
2.0 s 0.100 (H0) 0.097 (H0) 0.035 (H1) 0.008 (H1) 
3.5 s 0.001 (H1) 0.256 (H0) 0.419 (H0) 0.111(H0) 
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Based on Table 5, it is shown that when the intention prediction is made 0.5 s before the maneuver starts, the p_value of the 
general performance of EBiRNN is 0.01, which is smaller than the alpha level. The null hypothesis can be rejected, and the 
EBiRNN shows a significant advantage over the BiRNN model at the 0.05 significance level. Similarly, the null hypothesis can be 
rejected when the intention prediction is made two seconds before the maneuver. However, when the intention is inferred as 3.5 s 
before the maneuver, the null hypothesis cannot be rejected, indicating there is no significant difference between the two models at 
the alpha significance level. This may because there is no sufficient evidence and cues to be used to precisely infer driver intent 
when the prediction is made too early. Hence, none of the models can generate a confident and accurate performance. Regarding 
the F1-scores for the three maneuvers, the significant advantage of EBiRNN only occurs when the prediction is made 0.5 s prior to 
the maneuver, and the lane-keeping intention generates the most accurate results. In sum, the proposed EBiRNN approach is shown 
to be more precise than the conventional BiRNN method when the intention is inferred with the prediction horizon being less than 
two seconds. 
Fig.12 illustrates the confusion matrix of the intention inference results using EBiLSTM-RNN and FFNN for one test. The 
general inference accuracy of the EBiRNN for the three maneuvers is 96.7%. Unlike [54], which trains the non-temporal 
discriminative model by concatenating the feature vector at each step and form a large feature set, the FFNN is trained with a much 
smaller feature vector in this study. For each training sample, the 18-D temporal sequence data is transformed into a 72 × 1 feature 
vector, consisting of the mean, standard deviation, maximum value, minimum value of the 18 signal channels. The 72-dimensional 
feature vector is much smaller compared to the 3840-dimensional vector reported in [54]. The intention prediction results using the 
FFNN is shown in the right subplot of Fig. 12. The general performance of the FFNN model is 93.4%. Although the detection rate 
is lower than the RNN models, the FFNN method still shows an acceptable ability on the intention prediction task and achieves 
better results compared with other discriminative models.  
 
Fig. 12. An illustration of the confusion matrix for lane change intention inference using EBiLSTM-RNN and FFNN with the prediction made 0.5s before the 
maneuver starts. 
 
Fig. 13. Prediction performance vs. time-to-maneuver for lane change with EBiLSTM-RNN models and FFNN model. 
 
The model prediction performance for the RNN model and FFNN model are further evaluated using the sliding prediction 
horizon method. Specifically, the testing sequence is shifted back for every 0.5 seconds. Moreover, the impact of different features 
is also evaluated for different models, as shown in Fig. 13. The EBiRNN and FFNN models are trained and evaluated based on 
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different feature sequences. The “no driver” lines for each model indicates that the model is trained without using the driver-related 
features (head pose and eye gaze features). In contrast, the “no traffic” lines represent that the models are trained without using the 
lane marking features. As shown in the left subplot of Fig. 13, the RNN models (both EBiRNN and BiRNN) are more accurate than 
the FFNN model when inferring the intention 2.5 seconds earlier. While the FFNN model gives a slightly better detection result 
when the intention is inferred more than four seconds. One explanation for the above results could be the FC layers and structure of 
the FC layer may dominate the classification. This can be a good motivation to exploit the impact of the structure selection of the 
FC layers on the model robustness and precision in the future. Another explanation is, as the testing sequence move earlier, more 
irrelevant information is involved in the temporal sequence, which would confuse the RNN model on the intention inference task. 
However, since the FFNN uses the statistic features of the sequence data, such as maximum and standard derivate, the irrelevant 
information may have less influence on the FFNN models. And the FFNN may still be able to capture the significant features 
within the temporal sequence. Therefore, in the future, more efficient time-series features can be exploited to increase the model 
performance. 
Moreover, it is shown that the driver-related features play a critical role in the early stage of the driver intention estimation 
procedure. The models that are trained with driver features can also achieve a reasonable intention inference rate. In contrast, the 
models that are trained without driver features show significant low intention estimation accuracy when making predictions before 
the maneuvers. Based on the results from the two different methods, the models with only traffic context features show consistently 
low detection accuracy of the lane change intention. While the model based on the driver's behavioral features achieves slightly 
lower accuracy than the model with a full feature vector. This means the driver’s checking behaviors are more important than the 
traffic and vehicle features in terms of the early inference of the lane change intention.  
 
Fig. 14. Real-Time lane change intention inference results considering the three different maneuvers. 
 
Fig. 14 illustrates the real-time intention inference results with the EBiLSTM model. The testing dataset is expanded about five 
seconds before and after a lane change maneuver, to simulate a whole inference cycle for the lane change intention. The typical 
lane-keeping intent is labeled with number three, while state number 2 and 1 refers to the right lane change and left lane change, 
respectively. The first three rows are the prediction results of left lane change scenarios, and the three rows in the middle are the 
right lane change scenarios. The bottom three rows indicate the lane-keeping process. Here the lane change initiation point is 
manually selected as the time at the first mirror checking behavior before a lane change maneuver. And the finishing point is 
determined as the moment when the vehicle has just crossed the lane. As shown in Fig. 14, the EBiLSTM-based LCII system can 
efficiently detect the lane change intention in a very early stage after the driver generates the mirror checking behaviors. As the 
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RNN models take the sequence data as inputs, the lane change intention signal can still be made even after the vehicle has crossed 
the lane. However, this should not be a significant concern in real-world implementation since the LCII system can be integrated 
into the LDW system. Thus, the lane departure can be recognized, and the intention state can be recovered.  
VI. DISCUSSION AND FUTURE WORKS 
In this study, a DII system that focuses on the lane change maneuver is proposed based on the naturalistic highway driving data. 
It has been found that it is possible to infer the human driver's intention before the driver initiates the lane change maneuver. 
However, there are still some works that are expected to be investigated before the DII system can be implemented in the real 
world. 
First, the intention inference system in this study assumes that human drivers always concentrate on driving tasks during the 
experiments. The experiment duration for each participant is about one hour, which can make sure the drivers are not overloaded. 
However, for real-world application purposes, the DII system should not work as an isolated function. The system needs to 
cooperate with other driver assistance systems to make a holistic prediction. It is found that when the drivers are overloaded, their 
behaviors change significantly, and the driver workload is highly related to the intention inference system [69]. Therefore, an 
integrated system that combines the driver workload estimation and intention inference system is expected for real-time driver 
assistance.  
Second, as vehicle intelligence increases significantly nowadays, vehicle automation is more likely to take or share the control 
authority from or with the driver. What happens if drivers are performing the secondary tasks, and how to infer their intentions and 
situation awareness correctly?  The DII system must comprehensively recognize the driver's status before estimating the intention, 
and determine whether the driver is focusing on the driving task or not at first. By considering driver distraction and intention has a 
whole, the control conflicts between the driver and the vehicle can be minimized. Meanwhile, for those partially automated 
vehicles, the estimation of secondary tasks will help to determine the drivers’ intention and understand whether they are capable of 
taking over the control in some emergency tasks [70] [71]. 
Finally, more challenging work is to learn a more comprehensive understanding of the cognitive intention generation process 
according to the traffic context and human behaviors. By analyzing the driver intention concerning the current traffic context, a 
human-like intention generation scheme can be developed for automated vehicles, considering the traffic roles, ride comfort, and 
even ethical issues. This knowledge will benefit the design of intelligent decision-making system for autonomous vehicles.  
VII. CONCLUSION 
In this study, a driver LCII system is proposed based on the ensemble LSTM-RNN structure. The experiment data is collected in 
real-world highway scenarios. A general framework of intention inference process is introduced. According to the frame, the traffic 
context is viewed as the stimuli for driver intention, while the driver behaviors and the vehicle dynamics are seen as the 
corresponding responses. Based on the four critical moments of the lane change process, statistical analysis of the driver behaviors 
are proposed.  It is found that the driver tends to perform the first mirror checking action at six seconds on average before the lane 
change maneuver happens, and it takes about two seconds for the vehicle to cross the lane. Multiple baseline methods are evaluated 
and compared with the EBiRNN model to show the efficiency of the proposed ensemble method. The results suggest that the 
EBiLSTM model can achieve an average intention inference accuracy of 96.1% with a 0.5 s prediction horizon. Future works will 
focus on the comprehensive analysis of the driver's intention towards a more intelligent driver-vehicle collaboration and the 
construction of a holistic driver reasoning system based on multi-modal driver status. 
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