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Abstract
We consider the higher-order gravity theory derived from the quadratic lagrangian R + ǫR2
in vacuum as a first-order (ADM-type) system with constraints, and build time developments
of solutions of an initial value formulation of the theory. We show that all such solutions,
if analytic, contain the right number of free functions to qualify as general solutions of the
theory. We further show that any regular analytic solution which satisfies the constraints and
the evolution equations can be given in the form of an asymptotic formal power series expansion.
1 Introduction
Ever since the fundamental realization that Einstein’s equations can be equivalently studied as a
geometric, nonlinear system of evolution equations with constraints, there has been a considerable
stream of problems in general relativity of a classical dynamical nature crucially depending on
the notion of evolution from prescribed initial data (cf. [1] and references therein). In particular,
for the so-called cosmological case, at least since the investigations of Lifshitz and Khalatnikov
in relativistic cosmology [2], perturbative approaches to the question of genericity of cosmological
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solutions constructed asymptotically from given initial data, have been advanced in various direc-
tions in general cosmological theory. This was the way to prove the existence of vacuum, regular
cosmological solutions in general relativity having the required number to qualify as general ones,
and also the non existence of a general singular, radiation solution in the same context, cf. [2, 3],
eventually leading to the realization that the initial state was of a more complex nature [4, 5, 6].
These first results were based on an approximation technique that consisted of several steps such as
writing down a suitable expansion of the metric, substituting it to the field equations and counting
the number of free (or arbitrary) functions needed to make the whole scheme consistent.
The original perturbative approximation scheme mentioned above proved to be especially fertile,
and in fact it is being exploited in various directions ever since. It was used by Starobinski to study
solutions of the Einstein equations with a positive cosmological constant, especially with regard
to the question of the asymptotic stability of de Sitter space used in inflationary scenarios [7, 8].
The formal series expansions were used more recently in [9] to study the genericity question in
relativistic cosmologies with a general equation of state p = wρ, where it was proved that in
order to be able to construct a general singular solution initially, certain restrictions on the fluid
parameter w are needed. The ultrastiff case was recently considered in a more rigorous way using
Fuchsian techniques in Ref. [10]. Formal series where also used in [11] to study the more involved
problem of perturbing an FRW universe containing two suitable fluids, and in [12] where it was
shown how to construct a sudden singularity with the genericity properties of a general solution, a
situation met previously only in the ‘no-hair’ behaviour of inflation. Extensions to certain higher
order gravity theories have also been considered in a formal series context, especially in connection
with the stability of de Sitter space under generic perturbations in these theories, cf. [13, 14].
It is interesting that the original approximation scheme of formal perturbation series has been
further refined and applied in various situations in cosmology, cf. [15, 16, 17] and references
therein. More recently, Rendall has put the original formal series expansion techniques used by
Starobinski [7] for the stability of de Sitter space, in a more rigorous basis and was able to prove
various interesting theorems concerning function counting and formal series solutions of the Einstein
equations with a positive cosmological constant in an ‘initial value problem’ spirit, cf. [18] (see also
[19]).
In this paper, we are interested in the possible genericity of regular solutions defined by formal
series expansions in the context of vacuum models in higher order gravity derived from the analytic
lagrangian R + ǫR2 theory. In particular, we prove that the higher order gravity field equations
in vacuum admit a unique solution in the form of a regular formal power series expansion which
contains the right number of free functions to qualify as a general solution of the system. This
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requires a careful function counting technique, and for this purpose it is necessary to develop a
formulation of the theory as a system of evolution equations with constraints.
The plan of this paper is as follows. In the next Section, we write the higher order gravity
field equations as a system of first order (ADM-type) evolution equations and constraints, as in
an initial value formulation of the theory, and show that this system has the Cauchy-Kovalevski
property. This allows us to count the true degrees of freedom necessary for any analytic solution to
be a general one. In Section 3, we introduce a regular formal series representation of the metric and
prove our main result about the existence and uniqueness of a regular generic perturbation in higher
order gravity starting from given formal asymptotic data. Finally in the last Section, we present
our conclusions and further discussion of these results. In Appendix A, we give more details about
certain crucial steps in the proof of the Cauchy-Kovalevski property of our main system, while in
Appendix B we present the full expressions of certain curvature components in terms of asymptotic
data. In the last Appendix C, we discuss the technical issue of why it is justified to stop without
loss of generality the formal expansions at the fourth-order terms.
2 Function counting
In this Section, we are interested in counting the true degrees of freedom of the R+ ǫR2 theory in
vacuum. This requires a splitting formulation of the theory into evolution equations and constraints,
which in turn relies on certain technical details that the resulting dynamical system has to satisfy
for the whole scheme to be consistent. The main technical result is given at the end of this Section,
Theorem 2.1. We then count the degrees of freedom of the theory. In the Appendix A, we give
more details of the proof of the main theorem of this Section.
We consider a spacetime (V, g) where V = R ×M, with M being an orientable 3-manifold,
the submanifolds Mt = {t} ×M, t ∈ R, are spacelike and g is a Lorentzian metric, analytic and
with signature (+,−,−,−)1. We take a Cauchy adapted frame ei = (e0, eα) with eα tangent to the
space slice Mt and e0 orthogonal to it. The dual coframe θi = (θ0 = dt, θα = dxα + βαdt), where
the tangent vector βα is the usual shift, leads to the standard general form of the metric g,
ds2 = N2dt2 − g¯αβ(t) (dxα + βαdt)
(
dxβ + ββdt
)
. (2.1)
Here N is a positive function, the lapse, and we assume that all metrics g¯αβ(t) are complete
Riemannian metrics. We could continue using a bar to denote spatial tensors2, in a Cauchy adapted
1Our conventions are those of [3].
2We generally follow closely the terminology of the fundamental treatise [1].
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frame we would have g¯αβ = −gαβ and g¯ αβ = −gαβ . However, we more frequently write γαβ = −gαβ .
Below we shall deal exclusively with the simplest gauge choice, N = 1, β = 0, which means that
g00 = 1, g0α = 0, and local coordinates are adapted to the product structure on Mt, (xi = (t, xα))
(in this case, one sometimes speaks of a synchronous system of local coordinates).
Our starting point is the vacuum field equations of the higher order gravity theory derived from
an analytic lagrangian f(R), that is the equations
Lij = f
′(R)Rij − 1
2
f(R)gij −∇i∇jf ′(R) + gij✷gf ′(R) = 0. (2.2)
We shall be concerned below with the quadratic theory f(R) = R + ǫR2, for which, the field
equations (2.2) in a Cauchy adapted frame split as follows:
L00 = (1 + 2ǫR)R00 − 1
2
(1 + ǫR)R+ 2ǫgαβ∇α∇βR = 0, (2.3)
L0α = (1 + 2ǫR)R0α − 2ǫ∇0∇αR = 0, (2.4)
Lαβ = (1 + 2ǫR)Rαβ − 1
2
(1 + ǫR)Rgαβ − 2ǫ∇α∇βR+ 2ǫgαβ✷gR = 0. (2.5)
The components of the Ricci tensor are
R00 = −1
2
∂tK − 1
4
KβαK
α
β , (2.6)
R0α =
1
2
(∇βKβα −∇αK), (2.7)
and also
Rαβ = Pαβ +
1
2
∂tKαβ +
1
4
KKαβ − 1
2
KγαKβγ , (2.8)
where K = trKαβ. Here, the extrinsic curvature is defined by the first variational equation
∂tγαβ = Kαβ , (2.9)
and Pαβ denotes the three-dimensional Ricci tensor associated with γαβ. Further, we define the
acceleration tensor Dαβ through the second variational equation
∂tKαβ = Dαβ , (2.10)
and we also introduce the jerk tensor (3rd order derivatives) Wαβ through the jerk equation:
∂tDαβ =Wαβ. (2.11)
The space tensors Dαβ and Wαβ are obviously symmetric and because of the fourth order nature
of the higher order field equations, they play an important role in what follows. Apart from the
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equations (2.9) (velocity equation), (2.10) (acceleration equation), (2.11) (jerk equation), any initial
data set (Mt, γαβ ,Kαβ ,Dαβ ,Wαβ) must satisfy Eq. (2.5). This results, after some manipulation,
in the following evolution equation, called the snap equation:
∂tW =
1
6ǫ
(
1
2
P +
1
8
K2 − 5
8
KαβKαβ +D) +
1
6
[P 2 +
1
4
PK2 − 1
4
PKαβKαβ +
1
32
K4 − 1
16
K2KαβKαβ −
6KKαβK
β
γK
γ
α −
99
32
(KαβKαβ)
2 + 27KαβK
β
γK
γ
δK
δ
α + 9KK
αβDαβ −
57KαβK
β
γD
γ
α +
13
2
DKαβKαβ − 7
2
D2 + 15DαβDαβ − 3KW +
15KαβWαβ − 6∂t(∂tP )−
4γαβ∇α∇β(−P −D + 3
4
KαβKαβ − 1
4
K2)] (2.12)
In terms of the acceleration tensor Dαβ , the Ricci tensor splittings given above become
R00 = −1
2
D +
1
4
KβαK
α
β , (2.13)
R0α =
1
2
(∇βKβα −∇αK), (2.14)
Rαβ = Pαβ +
1
2
Dαβ +
1
4
KKαβ − 1
2
KγαKβγ , (2.15)
while for the scalar curvature we obtain,
R = −P −D − 1
4
K2 +
3
4
KαβK
β
α , (2.16)
where P = trPαβ,D = trDαβ . If we substitute these forms into the identities (2.3),(2.4), we find
the following equations, which, in obvious analogy with the situation in general relativity, we call
constraints:
Hamiltonian Constraint
C0 = 1
2
P +
1
8
K2 − 1
8
KαβKαβ +
ǫ[−1
2
P 2 − 1
4
PK2 +
1
4
PKαβKαβ − 1
32
K4 +
1
16
K2KαβKαβ +
3
32
(KαβKαβ)
2 − 1
2
DKαβKαβ +
1
2
D2 −
2γαβ∇α∇β(−P − 1
4
K2 +
3
4
KγδKγδ −D)] = 0, (2.17)
Momentum Constraint
Cα = 1
2
(∇βKβα −∇αK) +
ǫ[(−P − 1
4
K2 +
3
4
KδγK
γ
δ −D)(∇βKβα −∇αK)−
∇α(−2∂tP +KKγδKγδ − 3KβγKγδKδβ −KD + 5KγδDγδ − 2W )] = 0 (2.18)
5
The constraints show that the initial data (γαβ ,Kαβ ,Dαβ ,Wαβ) cannot be chosen arbitrarily and
must satisfy the equations (2.17) and (2.18) on each slice Mt. Further, subtracting 4 diffeomor-
phisms, we find that there are 24− 4− 4 = 16 arbitrary functions to be specified initially.
The four evolution equations (2.9), (2.10), (2.11) and (2.12) are the higher order gravity
analogues of the ADM equations of general relativity, and together with the constraints (2.17)
and (2.18) describe the time development (V, g) of any initial data set (Mt, γαβ ,Kαβ ,Dαβ ,Wαβ)
in higher order gravity theories. However, for the function counting argument of this Section
(24− 4− 4 = 16 arbitrary functions) to be verified, we need to prove that these equations are well
defined in the sense that there is a well defined Cauchy problem, at least for the analytic case. To be
concrete, one needs to prove that these equations are of the Cauchy-Kovalevski type, that is there
are no time derivatives in the constraints and the derivatives of the unknowns are (through the
evolution equations) analytic functions of the coordinates, the unknowns, and their first and second
space derivatives. This is shown in the Appendix. From this result and the Cauchy-Kovalevski the-
orem (cf. [1], Appendix V), we are immediately led to the following result, local Cauchy problem
(analytic case):
Theorem 2.1 For N = 1, β = 0, if we prescribe analytic initial data (γαβ ,Kαβ ,Dαβ ,Wαβ) on
some initial slice M0, then there exists a neighborhood of M0 in R ×M such that the evolution
equations (2.9), (2.10), (2.11) and (2.12) have an analytic solution in this neighborhood consistent
with these data. This analytic solution is the development of the prescribed initial data on M0 if
and only if these initial data satisfy the constraints.
The last part of this theorem follows most easily from the conformal equivalence theorem of higher
order gravity theories [20], that is working in the Einstein frame representation, and a theorem
on symmetric hyperbolic systems, cf. [1], pp. 150-1, and also [22]. Indeed, in the Einstein frame
representation, the theory is general relativity plus a self-interacting scalar field, and the system
becomes one of the form
R00 = −
1
2
∂tK − 1
4
KβαK
α
β = 8πk(T
0
0 −
1
2
T ), (2.19)
R0α =
1
2
(∇βKβα −∇αK) = 8πkT 0α , (2.20)
Rβα = −P βα −
1
2
√
γ
∂t(
√
γKβα) = 8πk(T
β
α −
1
2
δβαT ), (2.21)
and the wave equation ∇i∇iφ − V ′(φ) = 0 for φ having the particular scalar field potential given
in [20]. This system is of the form given in Thm. 4.1 of [1], p. 150, from which the result follows.
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We note in passing that this result explains another function counting that is usually associated
with higher order gravity theories, cf. [7, 8], namely, that using the trace equation for the scalar
curvature R we get two initial data functions, and these together with the four other arbitrary
functions coming from general relativity, result in the theory having finally 6 functions for the
general solution in the analytic case. Although it may not be sound completely right to count as
independent functions the metric functions together with the initial data corresponding to the trace
equation for the scalar curvature and its first derivative which in turn depend on the metric and its
derivatives, we may understand this result as follows. From the conformal transformation theorem
above, we now that our higher order gravity theory is equivalent to general relativity plus a scalar
field which satisfies a wave equation. Therefore in the conformal frame we indeed end up with 6
arbitrary functions, four from the geometric part and another two from the wave equation of the
scalar field. However, the field φ is exactly defined to be directly related to the scalar curvature R
through the conformal transformation, φ = ln(1 + 2ǫR), and so we see that the function counting
resulting in the number 6 may be interpreted as giving the number of arbitrary functions associated
with the conformal picture of the theory in the Einstein frame. We have shown in this section that
the number of arbitrary functions of this same theory in the original Jordan frame is 16.
3 Genericity of regularity
In this Section we perform a perturbative analysis of our basic system of higher order equations,
namely, the evolution equations (2.9), (2.10), (2.11) and (2.12) together with the constraints (2.17)
and (2.18). In particular, we assume a regular formal series representation of the spatial metric of
the form
γαβ = γ
(0)
αβ + γ
(1)
αβ t+ γ
(2)
αβ t
2 + γ
(3)
αβ t
3 + γ
(4)
αβ t
4 + · · · (3.1)
where the γ
(0)
αβ , γ
(1)
αβ , γ
(2)
αβ , γ
(3)
αβ , γ
(4)
αβ , · · · are functions of the space coordinates. Because of the order
of the higher order gravity equations, we shall be interested only in the part of the formal series
shown, that is up to order four, and because of that we shall often drop the dots at the end of the
various expressions to simplify the overall appearance3. Thus before substitution to the evolution
and constraint higher order equations, the expression (3.1) contains 30 degrees of freedom. Note
that setting γ
(0)
αβ = δαβ and γ
(n)
αβ = 0, n > 0, we have Minkowski space included here as an exact
solution of the equations, and so our perturbation analysis covers also that case.
3Differentiation of such formal series with respect to either space or the time variables is defined term by term,
whereas multiplication of two such expressions results when the various terms are multiplied and terms of same
powers of t are taken together.
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The problem we are faced with in this Section is what the initial number of thirty free func-
tions becomes after the imposition of the higher order evolution and constraint equations, that is
how it finally compares with the 16 degrees of freedom that any general solution must possess as
shown in the previous Section. Put it more precisely, given data aαβ, bαβ , cαβ , dαβ , eαβ , arbitrary,
nontrivial analytic functions of the space coordinates, such that the coefficients γ
(µ)
αβ , µ = 0, · · · 4,
are prescribed,
γ
(0)
αβ = aαβ , γ
(1)
αβ = bαβ , γ
(2)
αβ = cαβ , γ
(3)
αβ = dαβ , γ
(4)
αβ = eαβ , (3.2)
how many of these data are truly independent when (3.1) is taken to be a possible solution of the
evolution equations (2.9), (2.10), (2.11) and (2.12) together with the constraints (2.17) and (2.18)?
To proceed, we shall need the formal expansion of the reciprocal tensor γαβ , where γαβγ
βγ = δγα.
Using this, the various coefficients γ(µ)αβ, µ = 0, · · · , 4, of t in the expansion γαβ =∑∞n=0 γ(n)αβtn
are found to be:
γαβ = aαβ − bαβt+
(
bαγ bβγ − cαβ
)
t2 +
(
−dαβ + bαγ cβγ − bαγ bδγ bβδ + cαγ bβγ
)
t3
+
(
−eαβ + bαγdβγ − bαγbδγ cβδ + cαγ cβγ + dαγ bβγ − bαγ cδγbβδ + bαγbδγbǫδbβǫ
− cαγ bδγbβδ
)
t4. (3.3)
Note that aαβa
βγ = δγα and the indices of bαβ, cαβ , dαβ , eαβ are raised by a
αβ . For any tensor X,
using the formal expansion (3.1), we can recursively calculate the coefficients in the expansion
Xαβ = X
(0)
αβ +X
(1)
αβ t+X
(2)
αβ t
2 +X
(3)
αβ t
3 +X
(4)
αβ t
4 + · · · , (3.4)
in particular we can write down a general iterated formula for the n-th order term, X
(n)
αβ . For
instance, for the extrinsic curvature Kαβ , we write
Kαβ = K
(0)
αβ +K
(1)
αβ t+K
(2)
αβ t
2 +K
(3)
αβ t
3. (3.5)
In terms of the data a, b, c, , d, e, we have explicitly,
Kαβ = ∂tγαβ = bαβ + 2cαβt+ 3dαβt
2 + 4eαβt
3, (3.6)
and for the mixed components we obtain,
Kαβ = γ
αγKγβ = b
α
β + (2c
α
β − bαγbγβ)t+ (3dαβ − 2bαγcγβ + bαδbγδ bγβ − cαγbγβ)t2
+ (4eαβ − 3bαγdγβ + 2bαδbγδ cγβ − 2cαγcγβ − dαγbγβ + bαδcγδ bγβ − bαδbǫδbγǫ bγβ
+ cαδbγδ bγβ)t
3. (3.7)
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Further, setting γ = |γαβ | = −g, the mean curvature,
K = Kαα = γ
αβ∂tγαβ = ∂tln(γ), (3.8)
is given by the form,
K = b+ (2c − bαβbβα)t+ (3d− 3bαβcβα + bαβbγβbγα)t2
+ (4e − 4bαβdβα + 4bαβcγβbγα − bαβbγβbδγbδα − 2cαβcβα)t3. (3.9)
For completeness, we also give the expressions of the coefficients K(n), αβ of the fully contravariant
symbols,
Kαβ = bαβ − 2(bαγbβγ − cαβ)t− 3(−dαβ + bαγcβγ − bαγbδγbβδ + cαγbβγ )t2
− 4(−eαβ + bαγdβγ − bαγbδγcβδ + cαγcβγ + dαγbβγ − bαγcδγbβδ
+ bαγbδγb
ǫ
δb
β
ǫ − cαγbδγbβδ )t3. (3.10)
Using these forms, we can find the various components of the acceleration and jerk tensors to the
required order. We have that the perturbation of the acceleration tensor in terms of the prescribed
data is given by the form:
Dαβ = ∂tKαβ = 2cαβ + 6dαβt+ 12eαβt
2. (3.11)
Further we find,
Dαβ = γ
αγDγβ = 2c
α
β + 2(3d
α
β − bαγ cγβ)t+ 2(6eαβ − 3bαγdγβ + bαδ bδγcγβ − cαγ cγβ)t2, (3.12)
and,
D = 2c+ 2(3d − bαβcβα)t+ 2(6e − 3bαβdβα + bγβbβαcαγ − cαβcβα)t2, (3.13)
where the trace is given by,
D = Dαα = γ
αβ∂tKαβ.
For the fully contravariant components, we find,
Dαβ = 2cαβ + 2(3dαβ − bαγcβγ − bδβcαδ )t
+ 2(6eαβ − 3bαγdβγ − 3bδβdαδ − 2cαγcβγ + bαδbγδ cβγ + bδβbαγ cγδ + bδγbβγcαδ )t2. (3.14)
Lastly, the jerk perturbation series is found to be,
Wαβ = ∂tDαβ = 6dαβ + 24eαβt, (3.15)
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so that,
W = 6d+ 6(4e− bαβdβα)t, (3.16)
where,
W =Wαα = γ
αβ∂tDαβ .
The components of the Ricci curvature are more complicated when expressed in terms of the
asymptotic data a, b, c, d, e and we give them in the Appendix B. In terms of those and the various
expressions obtained above, the hamiltonian constraint (2.17) becomes,
C0 = 1
2
P (0) − 1
8
bβαb
α
β +
1
8
b2 + ǫ{2R(0)(R00)(0) −
1
2
(R(0))2 − 2aαβ [∂α∂βR(0) − 1
2
bαβR
(1) − (Γµαβ)(0)∂µR(0))]}
+ {1
2
P (1) − 1
4
bβαb
α
βb+
1
4
bβαb
α
γ b
γ
β −
1
2
bβαc
α
β +
1
2
bc+ ǫ[2R(0)(R00)
(1) + 2R(1)(R00)
(0) −R(0)(R)(1)
− 2aαβ [∂α∂βR(1) − cαβR(1) − bαβR(2) − (Γµαβ)(1)∂µR(0) − (Γµαβ)(0)∂µR(1)]
+ 2bαβ [∂α∂βR
(0) − 1
2
bαβR
(1) − (Γµαβ)(0)∂µR(0))]}t = 0 (3.17)
From (2.18), we calculate the momentum constraint in the form,
Cα = 1
2
(∇βbβα −∇αb) + ǫ
[
R(0)(∇βbβα −∇αb)− 2∂αR(1) + bβα∂βR(0)
]
+
{
[(∇βcβα −∇αc)−
1
2
∇β(bβγbγα) +
1
2
∇α(bβγbγβ)]
+ ǫ
[
2R(0)
(
(∇βcβα −∇αc)−
1
2
∇β(bβγbγα) +
1
2
∇α(bβγbγβ)
)
+R(1)(∇βbβα −∇αb)
− 4∂αR(2) + bβα∂βR(1) + (2cβα − bβγbγα)∂βR(0)
]}
t = 0. (3.18)
Finally, the snap equation (2.12) gives:
0 =
1
2
P (0) + 2c− 5
8
bβαb
α
β +
1
8
b2
+ ǫ
{
2[−P (0) + (−2c+ 3
4
bδγb
γ
δ −
1
4
b2)][−P (0) + (−c+ 1
2
bβαb
α
β −
1
4
b2)]
− 3
2
[−P (0) + (−2c+ 3
4
bδγb
γ
δ −
1
4
b2)]2
+ 6[−2P (2) − 3bd− 2c2 − 24e + 21bγδdδγ + 10cγδ cδγ − 19bǫδbδγcγǫ +
9
2
bδγb
γ
ǫ b
ǫ
ζb
ζ
δ + 3b
γ
δ c
δ
γb
+ 2bγδ b
δ
γc− bγδ bδǫbǫγb−
1
2
(bγδ b
δ
γ)
2] + 4aαγ [∂γ(∂αR
(0))− 1
2
bγαR
(1) − (Γµγα)(0)∂µR(0)]
}
(3.19)
To simplify our further work, we find it convenient to use the following notation:
C0 = (L00)(0) + t(L00)(1) + · · · (3.20)
Cα = (L0α)(0) + t(L0α)(1) + · · · (3.21)
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Lβα = (L
β
α)
(0) + · · · , (3.22)
using the formal expansion (3.4). For instance, the O(t) term in the momentum constraint (3.18)
is denoted by,
(L0α)
(1) = [(∇βcβα −∇αc)−
1
2
∇β(bβγbγα) +
1
2
∇α(bβγbγβ)]
+ ǫ
[
2R(0)
(
(∇βcβα −∇αc)−
1
2
∇β(bβγbγα) +
1
2
∇α(bβγbγβ)
)
+R(1)(∇βbβα −∇αb)
− 4∂αR(2) + bβα∂βR(1) + (2cβα − bβγbγα)∂βR(0)
]
. (3.23)
We are now ready to decide how much the imposition of the field equations (2.9), (2.10), (2.11)
and (2.12) together with the constraints (2.17) and (2.18), restricts the number of free functions
in the data (3.2) in the perturbation series (3.1). Using the field equations and calculating the
various relations that appear at each order, we are led to the following relations between the data
a, b, c, d, e: From (L00)
(0), we get one relation, namely,
(L00)
(0) =
1
2
P (0) − 1
8
bβαb
α
β +
1
8
b2 + ǫ{2(−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2)(−c+ 1
4
bβαb
α
β)
− 1
2
(−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2)2 + b(−bc− 6d+ 5bβαcαβ −
3
2
bβαb
α
γ b
γ
β +
1
2
bβαb
α
βb− P (1))
+ aαβ[−2∂α
(
∂β(−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2)
)
+ aµǫAαβǫ∂µ(−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2)]} = 0, (3.24)
where Aαβǫ = ∂βaαǫ + ∂αaβǫ − ∂ǫaαβ . From (L0α)(0), we obtain three more relations,
(L0α)
(0) =
1
2
(∇βbβα −∇αb) + ǫ
[
(−P0 − 2c+ 3
4
bβαb
α
β −
1
4
b2)(∇βbβα −∇αb)
− 2∂α(−bc− 6d+ 5bβαcαβ −
3
2
bβαb
α
γ b
γ
β +
1
2
bβαb
α
βb− P1) + bβα∂β(−P0 − 2c+
3
4
bβαb
α
β −
1
4
b2)
]
= 0, (3.25)
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whereas from (Lβα)(0), we get the following six relations,
(Lβα)
(0) = −(P βα )(0) − cβα +
1
2
bβγb
γ
α −
1
4
bβαb−
1
2
δβα(−P (0) − 2c+
3
4
bβαb
α
β −
1
4
b2)
+ ǫ{2(−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2)(−(P βα )(0) − cβα +
1
2
bβγb
γ
α −
1
4
bβαb)
− bβα(−bc− 6d+ 5bβαcαβ −
3
2
bβαb
α
γ b
γ
β +
1
2
bβαb
α
βb− P (1))
+ aβγ [2∂γ
(
∂α(−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2)
)− aµǫAαβǫ∂µ(−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2)]
+ δβα[4
(− 3
2
bd− c2 − 12e+ 21
2
bβαd
α
β + 5c
β
αc
α
β −
19
2
bβαb
α
γ c
γ
β
+
9
4
bβγb
γ
αb
α
δ b
δ
β +
3
2
bβαc
α
βb+ b
β
αb
α
βc−
1
2
b
γ
βb
β
αb
α
γ b−
1
4
(bβαb
α
β)
2 − P (2))
− 1
2
(−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2)2 + b(−bc− 6d+ 5bβαcαβ −
3
2
bβαb
α
γ b
γ
β +
1
2
bβαb
α
βb− P (1))
+ aγδ[
1
2
aµǫAγδǫ∂µ(−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2)
− 2∂γ
(
∂δ(−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2)
)
]
]} = 0. (3.26)
Furthermore, we use the identity,
∇iLij = 0, (3.27)
for j = 0 and j = α. For j = 0 we have,
∂tL
0
0 − γαβ∇βL0α = 0, (3.28)
that is using (3.3),(3.20) and (3.21), we find,
(L00)
(1) − (γαβ)(0)∇β(L0α)(0)
+
n∑
k=1
{[(k + 1)(L00)(k+1) −
k∑
m=0
(γαβ)(m)∇β(L0α)(k−m)]tk}+ · · · = 0, (3.29)
for any natural number n ≥ 1. Taking into account the relation (3.25), for the zeroth-order term
of the series (3.29), we obtain,
(L00)
(1) − (γαβ)(0)∇β(L0α)(0) = 0, (3.30)
so that the term (L00)
(1) vanishes identically. For j = α we have,
∂tL
0
α −
1
2
KβαL
0
β +∇βLβα = 0, (3.31)
that is using (3.7), (3.21) and (3.22), we find,
(L0α)
(1) − 1
2
(Kβα)
(0)(L0β)
(0) +∇β(Lβα)(0)
+
n∑
k=1
{[(k + 1)(L0α)(k+1) −
1
2
k∑
m=0
(Kβα)
(m)(L0β)
(k−m) +∇β(Lβα)(k)]tk}+ · · · = 0, (3.32)
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for any natural number n ≥ 1. Taking into account the equations (3.25) and (3.26), for the zeroth-
order term of the series (3.31), we obtain,
(L0α)
(1) − 1
2
(Kβα)
(0)(L0β)
(0) +∇β(Lβα)(0) = 0, (3.33)
that is, we find that the term (L0α)
(1) also vanishes identically. Hence, in total we find that the
imposition of the field equations leads to 10 relations between the 30 functions of the perturbation
metric (3.1), that is we are left with 20 free functions. Taking into account the freedom we have in
performing 4 diffeomorphism changes, we finally conclude that there are in total 16 free functions
in the solution (3.1). This means that the regular solution (3.1) corresponds to a general solution
of the problem. Put it differently, regularity is a generic feature of the R+ ǫR2 theory in vacuum,
assuming analyticity.
We now ask: Out of the 30 different functions a, b, c, d, e, which sixteen of those are we to choose
to use as our initial data? We have shown in this Section that the vacuum higher order gravity
equations (2.9), (2.10), (2.11) and (2.12) together with the constraints (2.17) and (2.18), admit a
regular formal series expansion of the form (3.1) as a general solution requiring 16 smooth initial
data. If we prescribe the thirty data
aαβ, bαβ , cαβ , dαβ , eαβ , (3.34)
initially, we still have the freedom to fix 14 of them. We choose to leave the six components of
the metric aαβ free, and we choose the four symmetric space tensors bαβ, cαβ , dαβ and eαβ to be
traceless with respect to aαβ. Then we proceed to count the number of free functions in several
steps, starting from these 6+ 4× 5 = 26 functions. First, (3.24) fixes one of the components of bαβ
and Eq. (3.25) fixes 3 more components of bαβ, thus leaving bαβ with one component. Further, we
use the 6 relations in (3.26) to completely fix the remaining 5 components of cαβ and the last of
bαβ . Summing up the free functions we found, we end up with
6︸︷︷︸
from aαβ
+ 0︸︷︷︸
from bαβ
+ 0︸︷︷︸
from cαβ
+ 10︸︷︷︸
from dαβ and eαβ
= 16 (3.35)
suitable free data as required for the solution to be a general one. We thus arrive at the following
result which summarizes what we have shown in this Section, and generalizes a theorem of Rendall
[18] for higher order gravity theories that derive from the lagrangian R+ ǫR2.
Theorem 3.1 Let aαβ be a smooth Riemannian metric , bαβ , cαβ , dαβ and eαβ be symmetric smooth
tensor fields which are traceless with respect to the metric aαβ, i.e., they satisfy b = c = d = e = 0.
Then there exists a formal power series expansion solution of the vacuum higher order gravity
equations of the form (3.1) such that:
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1. It is unique
2. The coefficients γ(n)αβ are all smooth
3. It holds that γ
(0)
αβ = aαβ and γ
(1)
αβ = bαβ , γ
(2)
αβ = cαβ , γ
(3)
αβ = dαβ and γ
(4)
αβ = eαβ.
In the course of the proof of this result, uniqueness followed because all coefficients were found
recursively, while smoothness follows because in no step of the proof did we found it necessary to
lower the C∞ assumption. We also note that bαβ and cαβ are necessarily transverse with respect to
aαβ .
4 Discussion
In this paper, we have treated the problem of the existence of generic perturbations of the regular
state in higher order gravity in vacuum that derives from the lagrangian R+ ǫR2. We have shown
that there is a regular state of the theory in the form of a formal series expansion having the same
number of free functions as those required for a general solution of the theory. This means that
there exists an open set in the space of initial data of the theory that leads to a regular solution
having the correct number of free functions to qualify as a general solution.
To achieve this, we have shown that there exists a first order formulation of the theory with the
Cauchy-Kovalevski property. This formulation of the quadratic theory R + ǫR2 evolves an initial
data set (M, γαβ ,Kαβ ,Dαβ ,Wαβ) through a set of the four evolution equations (2.9), (2.10), (2.11)
and (2.12) and the two constraints (2.17) and (2.18), and builds the time development (V, g). What
we have proved is that if we start with an initial data set in which the metric has the asymptotic
form (3.1) and evolve, then we can build an asymptotic development in the form of a formal series
expansion which satisfies the evolution and constraint equations and has the same number of free
functions as those of a general solution of the theory. In other words, we have shown that regularity
is a generic feature of the R+ ǫR2 theory under the assumption of analyticity.
The results of this paper provide the necessary background for various further investigations
that we carry out currently. For example, elsewhere we plan to examine the generic perturbation
problem of the well known radiation solution of the quadratic theory and extend the results of
this paper to any perfect fluid spacetime with equation of state p = wρ in higher order gravity. It
is also interesting to further compare these radiation perturbations with the situation in vacuum
in the context of higher order gravity. We also wish to extend our present results to the case of
arbitrary lapse and shift, and to consider the problem of the present paper in the conformal frame.
We know that in the case of a positive cosmological constant and a general perfect fluid source,
14
similar results to those of this paper hold, cf. [18]. However, the scalar field case, especially with
the potential of the Einstein frame representation of an f(R) theory, is to our knowledge an open
problem.
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Appendix A: Proof of the Cauchy-Kovalevski property
In this Appendix we present details of the proof that the four evolution equations (2.9), (2.10),
(2.11) and (2.12) constitute a Cauchy-Kovalevski type system. Indeed, the only ‘dangerous’ terms
present in these equations are the three terms
∂tP, ∂t(∂tP ), ∇α∇β(−P −D + 3
4
KγδKγδ − 1
4
K2), (4.1)
present in the constraints and in the snap equation (2.12).
The spatial connection coefficients are given by the obvious formula
Γµαβ =
1
2
γµǫ(∂βγαǫ + ∂αγβǫ − ∂ǫγαβ). (4.2)
We then have
∂tΓ
µ
αβ = −
1
2
Kµǫ(∂βγαǫ + ∂αγβǫ − ∂ǫγαβ) + 1
2
γµǫ(∂βKαǫ + ∂αKβǫ − ∂ǫKαβ), (4.3)
and
∂2t Γ
µ
αβ = −Kµǫ(∂βKαǫ + ∂αKβǫ − ∂ǫKαβ)
− 1
2
(Dµǫ − 2KµηKǫη)(∂βγαǫ + ∂αγβǫ − ∂ǫγαβ)
+
1
2
γµǫ(∂βDαǫ + ∂αDβǫ − ∂ǫDαβ). (4.4)
We also set
Γηαβ =
1
2
(∂βγαη + ∂αγβη − ∂ηγαβ), (4.5)
so that Γµαβ = γ
µηΓηαβ , and further we set
Zηαβ =
1
2
(∂βKαη + ∂αKβη − ∂ηKαβ), (4.6)
and
Hηαβ =
1
2
(∂βDαη + ∂αDβη − ∂ηDαβ). (4.7)
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It then follows that the time derivatives of these ‘fully covariant symbols’ satisfy
∂tΓηαβ = Zηαβ , (4.8)
∂tZηαβ = Hηαβ , (4.9)
∂2t Γηαβ = Hηαβ . (4.10)
Hence we conclude that the first time derivatives of the spatial connection coefficients depend
only of (γαβ ,Kαβ) and their first spatial derivatives, and the second time derivatives of the spatial
connection coefficients depend only of (γαβ ,Kαβ ,Dαβ) and their first spatial derivatives.
Now, the spatial Ricci tensor is given by
Pαβ = ∂µΓ
µ
αβ − ∂βΓµαµ + ΓµαβΓǫµǫ − ΓµαǫΓǫβµ, (4.11)
and so its time derivative is calculated to be
∂tPαβ = ∂µ(∂tΓ
µ
αβ)− ∂β(∂tΓµαµ) + ∂tΓµαβΓǫµǫ + Γµαβ∂tΓǫµǫ − ∂tΓµαǫΓǫβµ − Γµαǫ∂tΓǫβµ. (4.12)
Then, for the spatial scalar curvature,
P = γαβPαβ , (4.13)
we find that
∂tP = −KαβPαβ + γαβ∂tPαβ , (4.14)
and therefore the first of the dangerous terms finally reads:
∂tP = K
αβ(−∂µγµǫΓǫαβ − γµǫ∂µΓǫαβ + ∂βγµǫΓǫαµ + γµǫ∂βΓǫαµ − γµǫγζηΓǫαβΓηµζ + γµηγǫζΓηαǫΓζβµ)
+ γαβ[−∂µKµǫΓǫαβ −Kµǫ∂µΓǫαβ + ∂µγµǫZǫαβ + γµǫ∂µZǫαβ − ∂βKµǫΓǫαµ −Kµǫ∂βΓǫαµ
+ ∂βγ
µǫZǫαµ + γ
µǫ∂βZǫαµ
+ γζηΓηµζ(−KµǫΓǫαβ + γµǫZǫαβ) + γµζΓζαβ(−KǫηΓηµǫ + γǫηZηµǫ)
− γǫζΓζβµ(−KµηΓηαǫ + γµηZηαǫ)− γµζΓζαǫ(−KǫηΓηβµ + γǫηZηβµ)]. (4.15)
This means that the first dangerous term is ‘purely spatial’. This result also implies that the third
dangerous term is also purely spatial, for it is calculated to be of the form
∇α∇β(−P −D + 3
4
KγδKγδ − 1
4
K2) = ∂α[∂β(−P −D + 3
4
KγδKγδ − 1
4
K2)]
− Γµαβ∂µ(−P −D +
3
4
KγδKγδ − 1
4
K2)
− 1
2
Kαβ(−∂tP −W + 5
2
KαβDαβ
− 3
2
KαγKβγKαβ −
1
2
KD +
1
2
KKαβKαβ), (4.16)
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that is trouble could only had arisen from the first dangerous term, which however as we showed
above is purely spatial.
Lastly, since
∂t(∂tP ) = −(Dαβ − 2KαγKβγ )Pαβ − 2Kαβ∂tPαβ + γαβ∂t(∂tPαβ), (4.17)
and
∂2t Pαβ = ∂µ(∂
2
t Γ
µ
αβ)− ∂β(∂2t Γµαµ) + ∂2t ΓµαβΓǫµǫ + Γµαβ∂2t Γǫµǫ − ∂2t ΓµαǫΓǫβµ
− ∂2t ΓǫβµΓµαǫ + 2∂tΓµαβ∂tΓǫµǫ − 2∂tΓµαǫ∂tΓǫβµ, (4.18)
we find that the second dangerous term depends on (γαβ ,Kαβ ,Dαβ) and its first and second spatial
derivatives, namely, it has the form:
∂t(∂tP ) = (D
αβ − 2KαγKβγ )(−∂µγµǫΓǫαβ − γµǫ∂µΓǫαβ + ∂βγµǫΓǫαµ + γµǫ∂βΓǫαµ
− γµǫγζηΓǫαβΓηµζ + γµηγǫζΓηαǫΓζβµ)
− 2Kαβ [−∂µKµǫΓǫαβ −Kµǫ∂µΓǫαβ + ∂µγµǫZǫαβ + γµǫ∂µZǫαβ − ∂βKµǫΓǫαµ −Kµǫ∂βΓǫαµ
+ ∂βγ
µǫZǫαµ + γ
µǫ∂βZǫαµ
+ γζηΓηµζ(−KµǫΓǫαβ + γµǫZǫαβ) + γµζΓζαβ(−KǫηΓηµǫ + γǫηZηµǫ)
− γǫζΓζβµ(−KµηΓηαǫ + γµηZηαǫ)− γµζΓζαǫ(−KǫηΓηβµ + γǫηZηβµ)]
+ γαβ{−∂µ(Dµǫ − 2KµγKǫγ)Γǫαβ − (Dµǫ − 2KµγKǫγ)∂µΓǫαβ
− 2∂µKµǫZǫαβ − 2Kµǫ∂µZǫαβ + ∂µγµǫHǫαβ + γµǫ∂µHǫαβ
+ ∂β(D
µǫ − 2KµγKǫγ)Γǫαµ + (Dµǫ − 2KµγKǫγ)∂βΓǫαµ
+ 2∂βK
µǫZǫαµ + 2K
µǫ∂βZǫαµ − ∂βγµǫHǫαµ − γµǫ∂βHǫαµ
+ γζη[−(Dµǫ − 2KµγKǫγ)Γǫαβ − 2KµǫZǫαβ + γµǫHǫαβ]Γηµζ
+ γµζ [−(Dǫη − 2KǫγKηγ )Γηµǫ − 2KǫηZηµǫ + γǫηHηµǫ]Γζαβ
− γǫζ [−(Dµη − 2KµγKηγ )Γηαǫ − 2KµηZηαǫ + γµηHηαǫ]Γζβµ
− γµζ [−(Dǫη − 2KǫγKηγ )Γηβµ − 2KǫηZηβµ + γǫηHηβµ]Γζαǫ
+ 2(−KµǫΓǫαβ + γµǫZǫαβ)(−KζηΓηµζ + γζηZηµζ)
− 2(−KµηΓηαǫ + γµηZηαǫ)(−KǫζΓζβµ + γǫζZζβµ)}. (4.19)
This completes the proof that the evolution equations are a Cauchy-Kovalevski system.
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Apppendix B: Ricci curvarure in terms of the data a, b, c, d, e
We give here the various components of the Ricci curvature and the space-space components of the
field equation (2.5) in terms of the data a, b, c, d, e. We have:
R00 = −
1
2
D +
1
4
KβαK
α
β =
(
−c+ 1
4
bβαb
α
β
)
+
(
−3d+ 2bβαcαβ −
1
2
bβαb
α
γ b
γ
β
)
t
+
(
−6e+ 9
2
bβαd
α
β −
7
2
bβαb
α
γ c
γ
β +
3
4
bβγb
γ
αb
α
δ b
δ
β + 2c
β
αc
α
β
)
t2 + · · · , (4.20)
R0α =
1
2
(∇βKβα −∇αK) =
1
2
(
∇βbβα −∇αb
)
+
(
∇βcβα −∇αc−
1
2
∇β(bβγbγα) +
1
2
∇α(bβγbγβ)
)
t
+
[
3
2
(∇βdβα −∇αd)−∇β(bβγcγα) +
3
2
∇α(bβγcγβ)−
1
2
∇β(cβγbγα) +
1
2
∇β(bβδ bδγbγα)−
1
2
∇α(bδβbβγbγδ )
]
t2
+
[
2(∇βeβα −∇αe)−
3
2
∇β(bβγdγα) + 2∇α(bβγdγβ)−
1
2
∇β(dβγbγα)−∇β(cβγcγα) +∇α(cβγcγβ)
+ ∇β(bβδ bδγcγα) +
1
2
∇β(bβδ cδγbγα) +
1
2
∇β(cβδ bδγbγα)− 2∇α(bδβcβγbγδ )
− 1
2
∇β(bβδ bδǫbǫγbγα) +
1
2
∇α(bδβbβγbγǫ bǫδ)
]
t3 + · · · , (4.21)
Rβα = −P βα −
1
4
KKβα −
1
2
Dβα +
1
2
KβγK
γ
α =
(
−(P βα )(0) − cβα +
1
2
bβγb
γ
α −
1
4
bβαb
)
+
(
−3dβα + 2bβγcγα − bβδ bδγbγα + cβγbγα −
1
2
bβαc+
1
4
bδγb
γ
δ b
β
α −
1
2
cβαb+
1
4
bβγb
γ
αb− (P βα )(1)
)
t
+
(
−6eβα +
9
2
bβγd
γ
α − 3bβδ bδγcγα + 3cβγcγα +
3
2
dβγb
γ
α −
3
2
b
β
δ c
δ
γb
γ
α +
3
2
b
β
δ b
δ
ǫb
ǫ
γb
γ
α −
3
2
c
β
δ b
δ
γb
γ
α
− 3
4
dβαb+
1
2
bβγc
γ
αb−
1
4
b
β
δ b
δ
γb
γ
αb+
1
4
cβγb
γ
αb− cβαc+
1
2
cβαb
δ
γb
γ
δ +
1
2
bβγb
γ
αc−
1
4
bβγb
γ
αb
δ
ǫb
ǫ
δ
− 3
4
bβαd+
3
4
bβαb
δ
γc
γ
δ −
1
4
bβαb
δ
ǫb
ǫ
γb
γ
δ − (P βα )(2)
)
t2 + · · · , (4.22)
where Pαβ the Ricci tensor associated with γαβ . The scalar curvature becomes an expression of the
form,
R = R(0) +R(1)t+R(2)t2 + · · · , (4.23)
explicitly we have,
R = −P − 1
4
K2 +
3
4
KβαK
α
β −D
=
(
−P (0) − 2c+ 3
4
bβαb
α
β −
1
4
b2
)
+
(
−bc− 6d+ 5bβαcαβ −
3
2
bβαb
α
γ b
γ
β +
1
2
bβαb
α
βb− P (1)
)
t
+
(
−3
2
bd− c2 − 12e + 21
2
bβαd
α
β + 5c
β
αc
α
β −
19
2
bβαb
α
γ c
γ
β +
9
4
bβγb
γ
αb
α
δ b
δ
β +
3
2
bβαc
α
βb
+ bβαb
α
βc−
1
2
b
γ
βb
β
αb
α
γ b−
1
4
(bβαb
α
β)
2 − P (2)
)
t2 + · · · . (4.24)
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Using these forms, the space-space components of the field equations in a Cauchy adapted frame,
(2.5), become:
Lβα = −(P βα )(0) + (−cβα +
1
2
bβγb
γ
α −
1
4
bβαb)−
1
2
[−P (0) + (−2c+ 3
4
bδγb
γ
δ −
1
4
b2)]δβα
+ ǫ
{
2[−P (0) + (−2c+ 3
4
bδγb
γ
δ −
1
4
b2)][−(P βα )(0) + (−cβα +
1
2
bβγb
γ
α −
1
4
bβαb)]
− 1
2
[−P (0) + (−2c+ 3
4
bδγb
γ
δ −
1
4
b2)]2δβα + 2a
βγ [∂γ(∂αR
(0))− 1
2
bγαR
(1) − (Γµγα)(0)∂µR(0)]
+ 4R(2)δβα − 2δβαaγδ[∂γ(∂δR(0))−
1
2
bγδR
(1) − (Γµγδ)(0)∂µR(0)] + · · · = 0. (4.25)
Appendix C: The minimal-order terms in the formal series
In this Appendix, we analyze the question of whether or not the result of counting free functions
would be altered had we not used in the series in (3.1) terms not up to the fourth order but up
to any finite n-th power of t, where n is a natural number with n ≥ 4. Then, we would have 30
initial data from aαβ , bαβ , cαβ , dαβ , eαβ and also another 6× (n− 4) initial data from the additional
spatial matrices, giving 6n + 6 initial data in total. From Eqns. (2.17) and (2.18), we note that
C0 and Cα are third-order differential equations with respect to the time t, and from (2.12) that
the snap equation is a fourth-order differential equation with respect to t. Therefore Eqns. (3.20),
(3.21) and (3.22) become,
C0 = (L00)(0) + t(L00)(1) + · · ·+ tn−3(L00)(n−3) + · · · (4.26)
Cα = (L0α)(0) + t(L0α)(1) + · · ·+ tn−3(L0α)(n−3) + · · · (4.27)
Lβα = (L
β
α)
(0) + t(Lβα)
(1) + · · ·+ tn−4(Lβα)(n−4) + · · · (4.28)
In order to have the same conclusion as in the case of n = 4 (which is 16 arbitrary functions for the
regular solution), we must show that for any n we have 6n−14 derived relations. We note that from
(L00)
(0), (L0α)
(0) and from (Lβα)(i), for i = 0, 1, ..., n− 4, there are 6n− 14 such relations in total, and
so we must prove that the terms (L00)
(j) and (L0α)
(j) all vanish identically for any j = 1, 2, ..., n− 3.
Proceeding inductively, we have already shown that this stands true for n = 4, due to the fact that
the terms (L00)
(1) and (L0α)
(1) vanish identically by the identity (3.27). Suppose that our statement
stands when n = k, where k is a natural number, with k ≥ 4, namely, that the terms (L00)(j) and
(L0α)
(j) vanish identically for any j = 1, 2, ..., k − 3. Then for n = k + 1, for the (k − 3)-order term
we obtain from (3.29),
(k − 2)(L00)(k−2) −
k−3∑
m=0
(γαβ)(m)∇β(L0α)(k−3−m) = 0, (4.29)
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and from the n = k step, due to the fact that k − 3 −m ≤ k − 3, we have that the term L00(k−2)
vanishes identically. Also, from (3.32) for the (k − 3)-order term we obtain,
(k − 2)(L0α)(k−2) −
1
2
k−3∑
m=0
(Kβα)
(m)(L0β)
(k−3−m) +∇β(Lβα)(k−3) = 0, (4.30)
which vanishes identically due to the fact that k − 3 − m ≤ k − 3. Therefore, without loss of
generality, we can study the problem ofthe counting of the arbitrary functions in the regular case
using terms up to the 4th order in the metric expansion (3.1).
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