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Abstract
In this paper we investigate the class of piecewise prime, PWP, rings which properly includes all
piecewise domains (hence all right hereditary rings which are semiprimary or right Noetherian). For
a PWP ring we determine a large class of ring extensions which have a generalized triangular matrix
representation for which the diagonal rings are prime.
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Introduction
All rings are associative and R denotes a ring with unity 1. By a ring extension we
mean an overring of R which has the same unity as R. The word “ideal”, without the
adjective right or left, means a two-sided ideal. We use G and µ to denote a monoid
and its unity, respectively. Recall that a ring R is (quasi-) Baer if the right annihilator
of every (right ideal) nonempty subset of R is generated, as a right ideal, by an idempotent.
In [25] Kaplansky introduced Baer rings to abstract various properties of AW∗-algebras
and von Neumann algebras. Clark defined quasi-Baer rings in [20] and used them to
characterize when a finite dimensional algebra with unity over an algebraically closed
field is isomorphic to a twisted matrix units semigroup algebra. Further work on quasi-
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class of rings. Recall from [6] an idempotent e ∈ R is left (resp. right) semicentral in
R if exe = xe (resp. exe = ex) for all x ∈ R. Equivalently, e = e2 ∈ R is left (resp.
right) semicentral if eR (resp. Re) is an ideal of R. Since the right annihilator of a right
ideal is an ideal, we see that the right annihilator of a right ideal is generated by a left
semicentral idempotent in a quasi-Baer ring. We use S(R) and Sr (R) for the sets of
all left and all right semicentral idempotents, respectively. From [8], an idempotent e of
R is semicentral reduced if S(eRe) = {0, e}. Note that S(eRe) = {0, e} if and only if
Sr (eRe)= {0, e}. A ring R is semicentral reduced [8,14] if 1 is semicentral reduced. Also
note S(R) ∩ Sr (R)= B(R), where B(R) is the set of all central idempotents R.
From [8] a ring R has a generalized triangular matrix representation if there exists a
ring isomorphism
θ :R→


R1 R12 · · · R1n
0 R2 · · · R2n
...
...
. . .
...
0 0 · · · Rn

 ,
where each diagonal ring, Ri , is a ring with unity, Rij is a left Ri -right Rj -bimodule
for i < j , and the matrices obey the usual rules for matrix addition and multiplication.
If each Ri is semicentral reduced, then R has a complete generalized triangular matrix
representation with triangulating dimension n.
Recall from [8] and [13] that a piecewise prime ring (simply, PWP ring) is a quasi-Baer
ring with finite triangulating dimension. In [8, Corollary 4.13] it was shown that the class of
PWP rings properly includes all piecewise domains which were introduced in [21] (hence
all right hereditary rings which are semiprimary or right Noetherian). Every PWP ring has
a complete generalized triangular matrix representation with prime diagonal rings Ri [8,
Theorem 4.4].
It was observed in [21, p. 554] that n-by-nmatrix rings and polynomial rings over piece-
wise domains are again piecewise domains. In this paper we are able to generalize and
expand on this observation by showing that for a PWP ring R the following ring extensions
are PWP rings (hence they have a complete generalized triangular matrix representation
with prime diagonal rings): R[G], the monoid ring of a u.p.-monoidG; R[X] and R[[X]],
where X is a nonempty set of not necessarily commuting indeterminates; R[x, x−1] and
R[[x, x−1]], the Laurent polynomial ring and the Laurent series ring, respectively; R[x;α]
and R[[x;α]], the skew polynomial and skew power series ring, respectively, where α is a
particular type of ring automorphism ofR; Tn(R) and Matn(R) the n-by-n upper triangular
and full matrix rings over R, respectively.
In Section 1 we investigate the quasi-Baer and related conditions on monoid ringsR[G].
In particular, we consider the transfer of the quasi-Baer and related conditions between R
and a u.p.-monoid ring R[G] of a u.p.-monoid G over R. Our results extend and unify
those of Armendariz [1, Theorems A and B], Jøndrup [24, Theorem 1.2], Groenewald
[22, Theorems 1 and 2], Birkenmeier, Kim and Park [12, Theorem 3.1], and Hirano [23,
Theorem 1]. Furthermore, we find necessary and sufficient conditions for a semiprime
group algebra to be quasi-Baer. A corollary of this characterization is that every semiprime
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we characterize the semicentral idempotents of various ring extensions of R in terms of
the semicentral idempotents of R. After discussing the concepts of a set of triangulating
idempotents and triangulating dimension in Section 3, we show that if R is quasi-Baer
then R has triangulating dimension n if and only if R has exactly n minimal prime ideals.
Finally, in Section 4 our previous results are applied to determine complete generalized
triangular matrix representations for various ring extensions of R.
We now introduce definitions and notation used in the sequel. A monoid G is called
a u.p.-monoid (unique product monoid) if for any two nonempty finite subsets A,B ⊆G
there exists an element x ∈G uniquely presented in the form ab where a ∈A and b ∈ B .
The class of u.p.-monoids is quite large and important (see [29] and [30]). For example, this
class includes the right or left ordered monoids, submonoids of a free group, and torsion-
free nilpotent groups. Every u.p.-monoid G is cancellative and has no non-unity element
of finite order. Especially in [30], group algebras of a u.p.-group are extensively studied in
the investigation of the zero divisor problem.
Let N be a ring extension of R. We say an element n ∈N is a left R-quasinormalizing
element if nR ⊆Rn. Observe that if n= n2, then nRn= nR (i.e., n acts right semicentrally
on R). For example, if R is the ring of 2-by-2 upper triangular matrices over the integers
and N is the ring of 2-by-2 matrices over the field of rationals, then n = (0 q0 1) is an
idempotent left R-quasinormalizing element of N which is not normalizing if q is not
an integer. We say N is a left quasinormalizing extension of R if N is spanned as
a left R-module by a set of left R-quasinormalizing elements of N . Examples of left
quasinormalizing extensions are: any normalizing extension; R[x;σ ], where σ is any ring
endomorphism of R and multiplication is determined by xa = σ(a)x for all a ∈ R. Note
that R[x;σ ] is a normalizing extension of R spanned by {1, x, x2, . . .} if and only if σ is
onto.
Another generalization of Baer rings are PP rings. A ring R is a right (resp. left) PP
ring if the right (resp. left) annihilator of an element of R is generated, as a right ideal,
by an idempotent. R is called a PP ring (also called a Rickart ring [4, p. 18]) if it is both
right and left PP. In [13] a ring R is called right principally quasi-Baer (or simply right
p.q.-Baer) if the right annihilator of a principal right ideal is generated, as a right ideal,
by an idempotent. Similarly, left p.q.-Baer rings can be defined. A ring is called p.q.-Baer
if it is both right and left p.q.-Baer. Observe that biregular rings and quasi-Baer rings are
p.q.-Baer rings. However only biregular rings which have their lattice of principal ideals
complete are quasi-Baer [9]. For more details on right p.q.-Baer rings, see [12,13,17].
If S is a nonempty subset of R, then rR(S) = {a ∈ R | Sa = 0} and R(S) = {a ∈ R |
aS = 0} (we will delete the subscript R if the context is clear).
1. Monoid rings
In this section we show that for a u.p.-monoid G, the monoid ring R[G] is quasi-
Baer (resp. right p.q.-Baer) if and only if R is quasi-Baer (resp. right p.q.-Baer). This
result generalizes results in [1,12,22–24]. We also investigate the quasi-Baer condition in
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Corollary 1.10 of [15].
Lemma 1.1. Assume G is a u.p.-monoid. Then G is cancellative (i.e., for g, h, x ∈G, if
gx = hx or xg = xh, then g = h).
Proof. Assume gx = hx . Consider A = {g,h} and B = {x}. If gx is unique then g = h
since gx = hx . If hx is unique, then similarly g = h. ✷
Theorem 1.2. Let R[G] be the monoid ring of a u.p.-monoid G over a ring R. Then we
have the following:
(i) R is right p.q.-Baer if and only if R[G] is right p.q.-Baer.
(ii) R is quasi-Baer if and only if R[G] is quasi-Baer.
Proof. (i) Assume that R is right p.q.-Baer. Let α = a1g1 + a2g2 + · · · + angn ∈ R[G].
There exists ei ∈ S(R) such that rR(aiR)= eiR for i = 1,2, . . . , n. Then e= e1e2 · · ·en ∈
S(R) and eR =⋂ni=1 rR(aiR). Hence eR[G] ⊆ rR[G](αR[G]).
Note that rR[G](αR[G]) ⊆ rR[G](αR). Now we claim that rR[G](αR) ⊆ eR[G]. Let
γ = c1h1 + c2h2 + · · · + cmhm ∈ rR[G](αR). Then αRγ = 0 and hence
(a1g1 + a2g2 + · · · + angn)R(c1h1 + c2h2 + · · · + cmhm)= 0.
We proceed by induction on n.
Step 1. n= 1. Then α = a1g1. So
0= (a1g1)b(c1h1 + c2h2 + · · · + cmhm)= a1bc1g1h1 + a1bc2g1h2 + · · · + a1bcmg1hm
for every b ∈ R. By Lemma 1.1, g1hi = g1hj for i = j . Thus a1Rci = 0 and hence
ci ∈ rR(a1R)= e1R(= eR) for each i . Therefore c1h1 + c2h2 + · · · + cmhm ∈ eR[G].
Step 2. Since G is a u.p.-monoid, there exist i , j with 1  i  n and 1  j  m
such that gihj is uniquely presented by considering two subsets A= {g1, g2, . . . , gn} and
B = {h1, h2, . . . , hm} of G. Thus from
0= (a1g1 + a2g2 + · · · + angn)R(c1h1 + c2h2 + · · · + cmhm),
it follows that aiRcj gihj = 0 and hence aiRcj = 0. Therefore cj ∈ rR(aiR)= eiR. Thus
for every b ∈R, we have
0 = (a1g1 + a2g2 + · · · + angn)bei(c1h1 + c2h2 + · · · + cmhm)
= (a1g1 + a2g2 + · · · + ai−1gi−1 + ai+1gi+1 + · · · + angn)
×bei(c1h1 + c2h2 + · · · + cmhm)
= (a1g1 + a2g2 + · · · + ai−1gi−1 + ai+1gi+1 + · · · + angn)
×b(eic1h1 + eic2h2 + · · · + eicmhm).
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k, 1  k  m. In particular, cj = eicj ∈ e1R ∩ e2R ∩ · · · ∩ ei−1R ∩ ei+1R ∩ · · · ∩ enR.
Therefore cj ∈ e1R ∩ e2R ∩ · · · ∩ enR = eR. Thus from
0= (a1g1 + a2g2 + · · · + angn)R(c1h1 + c2h2 + · · · + cmhm),
we have that
0 = (a1g1 + a2g2 + · · · + angn)
×R(c1h1 + c2h2 + · · · + cj−1hj−1 + cj+1hj+1 + · · · + cmhm).
By using the previous method, there is  ∈ {1,2, . . . , j −1, j+1, . . . ,m} such that c ∈ eR
to get
0 = (a1g1 + a2g2 + · · · + angn)
×R(c1h1 + c2h2 + · · · + c−1h−1 + c+1h+1 + · · · + cj−1hj−1 + cj+1hj+1 + · · ·
+ cmhm).
Continuing this procedure yields c1, c2, . . . , cn are in eR, and so γ = c1h1 + c2h2 + · · · +
cmhm ∈ eR[G]. Thus rR[G](αR) ⊆ eR[G]. So we have that eR[G] ⊆ rR[G](αR[G]) ⊆
rR[G](αR) ⊆ eR[G] and hence rR[G](αR[G]) = eR[G]. Therefore R[G] is a right
p.q.-Baer ring.
Conversely assume that R[G] is a right p.q.-Baer ring. Take a ∈ R. Then
rR[G]
(
aR[G])= eR[G]
for some e = e2 ∈ R[G]. Write e = e0µ + e1g1 + · · · + engn. Let b ∈ rR(aR). Then
since rR(aR)⊆ rR[G](aR[G])= eR[G], it follows that eb = b and so e0b = b. Therefore
b ∈ e0R and hence rR(aR) ⊆ e0R. Since rR[G](aR[G]) = eR[G], we have aRe = 0.
Thus aRe0 = 0 and so e0 ∈ rR(aR). Therefore rR(aR) = e0R. From e0R = rR(aR) ⊆
rR[G](aR[G]) = eR[G], we have that ee0 = e0 and hence e20 = e0. Thus R is a right
p.q.-Baer ring.
(ii) Assume that R is a quasi-Baer ring. Let I be an ideal of R[G] and let I0 be
the set of all coefficients in R of elements in I . Then it can be easily checked that I0
is an ideal of R. Since R is quasi-Baer, there exists e = e2 ∈ R such that r(I0) = eR.
We claim that rR[G](I) = eR[G]. Since I0e = 0, we have Ie = 0 and so e ∈ rR[G](I).
Therefore eR[G] ⊆ rR[G](I). Take c1h1 + c2h2 + · · · + cmhm ∈ rR[G](I). To show that
ci ∈ rR(I0)= eR, let a ∈ I0. Then there exists a1g1 + a2g2 + · · · + angn ∈ I with a = a1.
Since c1h1 + c2h2 + · · · + cmhm ∈ rR[G](I), it follows that
(a1g1 + a2g2 + · · · + angn)R(c1h1 + c2h2 + · · · + cmhm)= 0.
As in the proof of the necessity in (i), we have that ci ∈ rR(a1R) ∩ rR(a2R) ∩ · · · ∩
rR(anR)⊆ rR(aR). Thus aci = 0 and hence ci ∈ rR(I0)= eR for i , 1 i m. Therefore
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ring.
Conversely assume that R[G] is a quasi-Baer ring. Let I be an ideal of R. Then as in
the proof of the sufficiency of (i), we can show that rR(I) is generated, as a right ideal, by
an idempotent of R. So R is a quasi-Baer ring. ✷
We now obtain Groenewald’s results [22] as a corollary of Theorem 1.2.
Corollary 1.3 [22, Theorems 1 and 2]. Let R[G] be the monoid ring of a u.p.-monoid G
over a ring R. Then we have the following:
(i) R is a reduced PP ring if and only if R[G] is a reduced PP ring.
(ii) R is a reduced Baer ring if and only if R[G] is a reduced Baer ring.
Proof. The proof follows from Theorem 1.2, [26, Lemma 3.1], and the fact that a reduced
quasi-Baer (resp. right p.q.-Baer) ring is Baer (resp. PP). ✷
The following corollary extends [12, Theorem 3.1] and the equivalence of parts (i), (ii),
and (iv) of [15, Theorem 1.8].
Corollary 1.4. Let R be a ring and X a nonempty set of not necessarily commuting
indeterminates. Then the following conditions are equivalent:
(i) R is quasi-Baer (right p.q.-Baer).
(ii) R[X] is quasi-Baer (right p.q.-Baer).
(iii) R[x, x−1] is quasi-Baer (right p.q.-Baer).
Proof. Clearly the monoid generated by X is a u.p.-monoid. Also R[x, x−1] ∼= R[Z]
and Z, the additive group of integers, is a u.p.-monoid group. ✷
The next example shows that the u.p.-monoid condition on G in Theorem 1.2 is not
superfluous.
Example 1.5. Assume that F [G] is a group algebra of a finite group G over a field F .
Using [13, Corollary 1.19] and the fact that F [G] is a QF-ring, then F [G] is quasi-Baer if
and only if F [G] is right (and left) nonsingular if and only if F [G] is semisimple Artinian.
Thus, by Maschke’s theorem, F [G] is quasi-Baer if and only if the order |G| is invertible
in F . Therefore there is a group algebra of a finite group over a field which is not quasi-
Baer.
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commutative von Neumann regular ring R (hence p.q.-Baer and PP), but the ring R[[x]] is
neither p.q.-Baer nor PP. For a given field F , let
R =
{
(an)
∞
n=1 ∈
∞∏
n=1
Fn | an is eventually constant
}
,
which is a subring of
∏∞
n=1Fn, where Fn = F for n = 1,2, . . . . Then the ring R is a
commutative von Neumann regular ring (hence reduced). But the ring R[[x]] is not PP as
in [11, Example 2.3] and hence it is not p.q.-Baer. However, since R is a commutative von
Neumann regular ring, the ring R[x] is semihereditary (hence p.q.-Baer) by [28] (see [2,19,
31] for more details on the relationship between R and the semiheditariness of polynomial
rings or Ore extensions of R).
Proposition 1.7. Let R = F [G] be a semiprime group algebra over a field F . Then R is
quasi-Baer if and only if each annihilator ideal is finitely generated.
Proof. Assume each annihilator ideal is finitely generated. Let K be an annihilator ideal
of R. Then K =∑ni=1 RαiR. By [34] (also see [30, Theorem 3.17(ii), pp. 143–144]), there
exist central idempotents ei ∈K such that αi ∈ eiR. So
K =
n∑
i=1
RαiR ⊆
n∑
i=1
eiR ⊆K.
Hence K =∑ni=1 eiR. Thus there exists a central idempotent e ∈ R such that K = eR.
Therefore R is quasi-Baer. The converse is obvious. ✷
Corollary 1.8. Let R = F [G] be a semiprime group algebra over a field F . If R has a
block decomposition, then R is a finite direct sum of prime rings.
Proof. Let R =R1⊕· · ·⊕Rn be a block decomposition. Then each Ri is indecomposable
as a ring. Hence R has only 2n central idempotents. Let K be an annihilator ideal of R.
Then for each α ∈ K there exists a central idempotent e ∈ K such that α ∈ eR by [34].
So K is finitely generated as an R-module. Therefore R is quasi-Baer by Proposition 1.7.
Now each Ri is semiprime quasi-Baer and has only trivial central idempotents. So each Ri
is semicentral reduced. Hence each Ri is a prime ring by [8, Lemma 4.2]. ✷
Corollary 1.9. If R = F [G] is a semiprime group algebra over a field F satisfying any of
the following conditions, then R is a finite direct sum of prime rings:
(i) right Noetherian;
(ii) DCC on annihilator ideals;
(iii) ACC on annihilator ideals.
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Since every prime ring is a PWP (hence quasi-Baer) ring and since a field is a domain,
the above results motivate one to ask: If R is a prime group algebra, is R a PWD (i.e.,
piecewise domain) and/or a Baer ring? However in [18, Example 4.4] Brown has provided
an example of a primitive group algebraAwhich is right (and left) uniform and has nonzero
right singular ideal. Since A is right uniform but not a domain, it is not a PWD. Moreover,
since every Baer ring is right (and left) nonsingular, A is not a Baer ring. The following
example shows there are even Noetherian prime nonsingular group algebras which are not
Baer.
Example 1.10. Let K be a field with characteristic not equal to 2 and G be the group
D∞ ×C, where D∞ is the infinite dihedral group and C is the infinite cyclic group. Since
G does not have a nonidentity finite normal subgroup, the group algebra K[G] is prime by
[30, Theorem 2.10, p. 129]. Moreover since G is polycyclic-by-finite, the group algebra
K[G] is Noetherian. But by [3, Theorem 3.10], the group algebra K[G] is not Baer.
Our next example shows that there are semiprime Noetherian group rings which are not
quasi-Baer.
Example 1.11. Let R = Z[G] be the integral group ring of the group G with two elements
over the ring Z of integers. Say G = {1, g} with g2 = 1. Then R is a commutative
semiprime Noetherian ring. It can be checked that 0 and 1 are the only idempotents in R.
So R is semicentral reduced. If R is quasi-Baer, then by [8, Lemma 4.2] R is a prime ring.
But since (1+ g)(1− g)= 0, this is a contradiction.
2. Semicentral idempotents
Since semicentral idempotents are crucial ingredients for a generalized triangular matrix
representation, in this section we investigate the connections between the semicentral
idempotents of R and those of various ring extensions of R. For a large class of ring
extensions of R we are able to characterize their semicentral idempotents in terms of
semicentral idempotents from R. We begin by observing that for any centralizing extension
C of R, then S(R) ⊆ S(C) and in some cases B(R) = B(C) (e.g., B(R) = B(R[x])).
However our next example shows that, in general, S(R) = S(R[x]).
Example 2.1. For a field F , let R = (F F0 F ). Then
e=
(
1 0
0 0
)
+
(
0 1
0 0
)
x ∈ S
(
R[x]).
But e /∈ R.
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(i) Γ is spanned, as a left R-module, by a set T .
(ii) Γ =R[[x;σ ]], where σ is a ring endomorphism of R and T = {xi | i is a nonnegative
integer}.
(iii) Γ =R[[X]], where X is a nonempty set of not necessarily commuting indeterminates
and T is the set of all finite products of elements of X.
(iv) Γ =R[[x, x−1]] and T = {xk | k is an integer}.
If there exists c0 ∈ S(R) such that c0c = c, cc0 = c0, and tc0 = c0tc0 for every t ∈ T ,
then c ∈ S(Γ ).
Proof. We will prove part (i). The proofs of parts (ii)–(iv) are similar. Let d ∈ Γ . Then
d =∑aiti where ai ∈R and ti ∈ T . Consider
dc= dc0c=
(∑
aiti
)
c0c=
(∑
aic0ti
)
c0c= c0
(∑
aic0ti
)
c0c= cc0
(∑
aic0ti
)
c0c.
Hence dc= cdc. Therefore c ∈ S(Γ ). ✷
Theorem 2.3. Let σ be a ring endomorphism of R and X a nonempty set of not necessarily
commuting indeterminates.
(i) Let Γ = R[x;σ ] or R[[x;σ ]]. Then e ∈ S(Γ ) with e0 ∈ R the constant term of e if
and only if e0 ∈ S1(R), e0e= e, e0 = ee0, and σ(e0R)⊆ e0R.
(ii) Let ∆ = R[X] or R[[X]]. Then e ∈ S(∆) with e0 ∈ R the constant term of e if and
only if e0 ∈ S(R), e0e= e, and e0 = ee0.
Proof. (i) Assume that Γ =R[x;σ ] and say e= e0 + e1x+ · · ·+ enxn ∈ S(Γ ). Then for
each a ∈ R, we have that ae= eae. Therefore for each a ∈ R, it follows that
k∑
m=0
emσ
m(aek−m)= aek for k = 0,1, . . . , n.
For k = 0, we have e0ae0 = ae0 for each a ∈ R and hence e0 ∈ S(R). Take a = e0 in
the equation for the case when k = 1 to get e0e1+e1σ(e0)= e0e1. So we have e1σ(e0)= 0.
Also, take a = 1 in the equation for the case k = 1 to get e0e1 + e1σ(e0) = e1. Since
e1σ(e0)= 0, we have e0e1 = e1.
Next put a = e0 in the equation for the case when k = 2. Then e0e2 + e1σ(e0)σ (e1)+
e2σ 2(e0) = e0e2. Since e1σ(e0) = 0, we have that e0e2 + e2σ 2(e0) = e0e2. Therefore
e2σ 2(e0)= 0.
By substituting a = 1 in the equation for the case when k = 2, we have e0e2+e1σ(e1)+
e2σ 2(e0)= e2. Since e2σ 2(e0)= 0, e2 = e0e2 + e1σ(e1)+ e2σ 2(e0)= e0e2 + e1σ(e1). So
e0e2 + e0e1σ(e1)= e0e2. Thus e0e1σ(e1)= 0. Since e0e1 = e1, we have e1σ(e1)= 0 and
hence e2 = e0e2 + e1σ(e1)= e0e2.
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a = e0 in the equation
k+1∑
m=0
emσ
m(aek+1−m)= aek+1.
Since emσm(e0)= 0 form= 1, . . . , k, we have 0= ek+1σk+1(e0e0)= ek+1σk+1(e0). Next
by substituting a = 1 in the equation
k+1∑
m=0
emσ
m(ek+1−m)= ek+1,
we obtain
e0ek+1 + e1σ(ek)+ · · · + ekσ k(e1)= ek+1 (∗)
because ek+1σk+1(e0)= 0.
By multiplying (∗) on the left side with e0, we get
k∑
m=0
e0emσ
m(ek+1−m)= e0ek+1.
Thus
k∑
m=1
e0emσ
m(ek+1−m)= 0.
But since e0em = em for m= 1, . . . , k by the induction hypothesis, it follows that
k∑
m=1
emσ
m(ek+1−m)= 0.
Hence e0ek+1 = ek+1 from (∗). Therefore e0 ∈ S(R), e0e = e, and e0 = ee0. So eΓ =
e0Γ . Consider e0xe= e0exe= exe= xe. Hence e0xe0 = xe0. Thus e0σ(e0)= σ(e0) and
so σ(e0R)⊆ e0R.
The converse follows from Lemma 2.2. The proof for Γ =R[[x;σ ]] is similar.
(ii) Let e ∈ S(∆). When X = {x}, the result follows immediately from (i). We will
prove the result for X = {x1, x2} and ∆= R[[X]]. The proofs for X an arbitrary nonempty
set of indeterminates and ∆=R[X] are straightforward generalizations. Let
e= e0 + c1x1 + c2x2 + c11x21 + c12x1x2 + c21x2x1 + c22x22 + c111x3 + c112x21x2 + · · · .1
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following system of equations:
(0) e0ae0 = ae0; (1) e0ac1 + c1ae0 = ac1; (2) e0ac2 + c2ae0 = ac2;
(1.1) e0ac11 + c1ac1 + c11ae0 = ac11; (1.2) e0ac12 + c1ac2 + c12ae0 = ac12;
(2.1) e0ac21 + c2ac1 + c21ae0 = ac21; (2.2) e0ac22 + c2ac2 + c22ae0 = ac22;
and so on.
Observe that Eq. (0) yields e0 ∈ S1(R). If we multiply Eq. (1) on the right by e0,
then e0ac1e0 + c1ae0 = ac1e0. But e0ac1e0 = ac1e0. Hence c1ae0 = 0, so e0ac1 = ac1.
Taking a = 1, we obtain c1e0 = 0 and e0c1 = c1. Similarly c2e0 = 0 and e0c2 = c2.
If we multiply Eq. (i.j ) for i = 1,2 and j = 1,2 on the right side by e0, then
e0acij e0 + ciacje0 + cij ae0 = acij e0. But ciacje0 = 0 and e0acij e0 = acij e0. Hence
cij ae0 = 0. Now taking a = 1 in Eq. (i.j ) and observing that cicj = cie0cj = 0 = cij ae0,
we have that cij e0 = 0 and e0cij = cij . This process can be continued to give the desired
result. Moreover e∆= e0∆.
The converse follows from Lemma 2.2. ✷
Theorem 2.4. Let Γ be any of the following ring extensions of R. Then e ∈ S(Γ ) if and
only if e0 ∈ S(R) and e0Γ = eΓ , where e0 is as indicated.
(i) Γ = R[G] the monoid ring where G is a free monoid and e0 is the coefficient of µ
in e.
(ii) Γ =R[G] the monoid ring where G is a u.p.-monoid,R is a right p.q.-Baer ring, and
e0 is the coefficient of µ, in e.
(iii) Γ =R[x, x−1] or Γ =R[[x, x−1]], where e0 is the constant term of e.
Proof. (i) The proof of this part is similar to Theorem 2.3(ii).
(ii) Let e = e0µ+ e1g1 + · · · + engn ∈ S(R[G]). Then (e − 1)R[G]e = 0 and hence
(e− 1)be= 0 for every b ∈R. Thus[
(e0 − 1)µ+ e1g1 + · · · + engn
]
R(e0µ+ e1g1 + · · · + engn)= 0.
Since R is right p.q.-Baer, (e0−1)Re0 = 0, eiRe0 = 0 and (e0−1)Rei = 0 for i , 1 i  n
as in the proof of the necessity of (i) in Theorem 1.2. Thus e0 ∈ S(R), ee0 = e0 and
e0e= e. The converse follows from Lemma 2.2.
(iii) This part is a consequence of [15, Lemma 1.7] and Lemma 2.2. ✷
Theorem 2.5. Let 1M denote the unity of Matn(R) and R = R · 1M . Then e = (eij ) ∈
S(Matn(R)) if and only if e0 ∈ S(R) and e0 Matn(R)= eMatn(R), where e0 = e11 · 1M .
Proof. Let Eij denote the matrix unit with 1 in the (i, j )th position and 0 elsewhere.
Assume e = (eij ) ∈ S(Matn(R)) and a ∈ R. Since aE11e = eaE11e, we get e11 ∈ S(R)
so e11 · 1M = e0 ∈ S(R). From Ei1e = eEi1e for i = 1, . . . , n, it follows that ekie11 = 0
if k = i and eiie11 = e11 for a given i , 1  i  n. Therefore ee0 = e0. Next from
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k = 1, . . . , n. Thus e0e = e. Hence e0 Matn(R) = eMatn(R). The converse follows from
Lemma 2.2. ✷
Theorem 2.3(i) yields that if b ∈ S(R) such that σ(bR)⊆ bR, then b ∈ S(Γ ) where
Γ = [x;σ ] or R[[x;σ ]]. So it is natural to ask for examples of this behavior.
Example 2.6. (i) Let b ∈ S(R). Define σ :R→ R by σ(p) = pb, where p ∈ R. Then σ
is a ring endomorphism and σ(bR)⊆ bR.
(ii) In the following examples R is a ring extension of a ring A and σ is a ring
endomorphism of R such that σ(bR) ⊆ bR for each b ∈ S(R), and there exists b0 ∈ A
with b0b = b and bb0 = b0.
(a) Let R = A[X] or A[[X]], where X is a nonempty set of not necessarily commuting
indeterminates. Define σ :R→ R by σ(p)= p0, where p0 is the constant term of p.
(b) Let R = A[x] and let σ be the ring endomorphism on R determined by σ(p) = ap
where a is a right semicentral idempotent of A.
(c) Let R = A[x1, x2, . . .] and let σ be the ring endomorphism on R determined by
σ(xi)= xi+1.
(d) Let R =Mat2(A). Define σ :R→R by
σ
(
a11 a12
a21 a22
)
=
(
a22 a21
a12 a11
)
.
Then σ is a ring automorphism.
Proposition 2.7. Let Γ be a ring extension of R such that Γ I ⊆ IΓ for all ideals I of R
(e.g., Γ can be any centralizing extension of R), and whenever b ∈ S(Γ ), then there exists
b0 ∈ R such that b0b= b and bb0 = b0. If Γ is quasi-Baer (resp. left p.q.-Baer), then R is
quasi-Baer (resp. left p.q.-Baer).
Proof. We will prove the result for the case when Γ is a quasi-Baer ring; the proof of the
left p.q.-Baer case is similar. Let I be an ideal of R and I¯ the ideal of Γ generated by I .
Then Γ (I¯ )= Γ c, where c ∈ Sr (Γ ). So b= 1−c ∈ S(Γ ). Hence (1−b)(1−b0)= 1−b
and (1 − b0)(1 − b) = 1 − b0. Therefore Γ c = Γ (1 − b) = Γ (1 − b0). Observe, for
s ∈ R, sb0 = sbb0 = bsbb0 = b0bsbb0 = b0bsb0. Thus b0sb0 = sb0 for any s ∈ R. Hence
b0 ∈ S(R) and 1− b0 ∈ Sr (R). Now R(I)= R ∩ Γ (I¯ )=R ∩ Γ (1− b0)=R(1− b0).
Thus R is quasi-Baer. ✷
If Γ is a centralizing extension of R in Proposition 2.7, then the left p.q.-Baer condition
can be replaced by the right p.q.-Baer condition by using an analogous proof.
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In this section we discuss the concept of a set of triangulating idempotents and
triangulating dimension which were introduced in [8]. In the main result of this section
we establish a connection between the triangulating dimension and the number of minimal
prime ideals in a right p.q.-Baer ring.
Recall from [8] that an ordered set {b1, . . . , bn} of nonzero distinct idempotents in a ring
R is called a set of left triangulating idempotents of R if all the following hold:
(i) 1= b1 + · · · + bn;
(ii) b1 ∈ S(R); and
(iii) bk+1 ∈ S1(ckRck), where ck = 1− (b1 + · · · + bk) for 1 k  n− 1.
Similarly we define a set of right triangulating idempotents of R using (i),
b1 ∈ Sr (R), and bk+1 ∈ Sr (ckRck). From part (iii) of the above definition, a set of
left (right) triangulating idempotents is a set of pairwise orthogonal idempotents. A set
{b1, . . . , bn} of left (right) triangulating idempotents is said to be complete if each bi is
also semicentral reduced. Note that any complete set of primitive idempotents determines a
complete set of left triangulating idempotents ([8, Proposition 2.18] and [16, Lemma 2.2]).
In [8, Corollary 1.7], it is shown that R has a (complete) set of left triangulating idempo-
tents if and only if R has a corresponding (complete) set of right triangulating idempotents.
From [8, Proposition 1.3], R has a (complete) set of left triangulating idempotents if and
only if R has a (complete) generalized triangular matrix representation.
Observe from [8, Corollary 1.7 and Theorem 2.10] that the number of elements in a
complete set of left triangulating idempotents is unique for a given algebra R (which has
such a set) and this is also the number of elements in any complete set of right triangulating
idempotents of R. This motivates the following definition: R has triangulating dimension
n, written Tdim(R) = n, if R has a complete set of left triangulating idempotents with
exactly n elements. Note that R is semicentral reduced if and only if Tdim(R)= 1. If R has
no complete set of left triangulating idempotents, then we say R has infinite triangulating
dimension, denoted Tdim(R)=∞.
Lemma 3.1. Let {b1, . . . , bn} be a set of left triangulating idempotents of a ring R and
{b(i,1), . . . , b(i,ki )} a set of left triangulating idempotents of biRbi . Then {b(1,1), . . . , b(1,k1),
b(2,1), . . . , b(2,k2), . . . , b(n,1), . . . , b(n,kn)} is a set of left triangulating idempotents of R.
Proof. Clearly
1=
k1∑
i=1
b(1,i) + · · · +
kn∑
i=1
b(n,i).
By [7, Lemma 1.4], b(1,1) ∈ S(R). We claim b(i,j+1) ∈ S(c(i,j)Rc(i,j)), where
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i−1∑
α=1
bα −
j∑
γ=1
b(i,γ ).
There exists cj = bi−∑jγ=1 bi,γ such that b(i,j+1) ∈ S(cj (biRbi)cj )= S(cjRcj ). Then
c(i,j) = 1−
i∑
α=1
bα + cj .
Observe that
c(i,j)b(i,j+1) = c(i,j)bib(i,j+1) =
(
1−
i∑
α=1
bα + cj
)
bib(i,j+1) = cjbib(i,j+1) = cjb(i,j+1)
since {b1, . . . , bn} is a set of orthogonal idempotents. Hence, for r ∈ R,
(c(i,j)rc(i,j))b(i,j+1) =
(
1−
i∑
α=1
bα + cj
)
rcj b(i,j+1)
=
(
1−
i∑
α=1
bα
)
rcj b(i,j+1) + cj rcj b(i,j+1).
From [8, Proposition 1.6], 1−∑iα=1 bα ∈ Sr (R). Hence(
1−
i∑
α=1
bα
)
rcj b(i,j+1) =
(
1−
i∑
α=1
bα
)
r
(
1−
i∑
α=1
bα
)
cjb(i,j+1) = 0.
Thus
(c(i,j)rc(i,j))b(i,j+1) = (cj rcj )b(i,j+1) = b(i,j+1)(cj rcj )b(i,j+1)
= b(i,j+1)(c(i,j)rc(i,j))b(i,j+1).
So b(i,j+1) ∈ S(c(i,j)Rc(i,j)). ✷
Proposition 3.2. Let {b1, . . . , bn} be a set of left triangulating idempotents of a ring R.
Then Tdim(R)=∑ni=1 Tdim(biRbi). In particular, n Tdim(R).
Proof. First assume Tdim(R) = ∞. Then Tdim(biRbi) = ∞ for some 1  j  n,
otherwise Lemma 3.1 yields a contradiction.
Now assume Tdim(R) < ∞. By [10, Corollary 1.4], Tdim(b1Rb1) < ∞. From [8,
Proposition 1.6], 1−b1 ∈ Sr (R). Again by [10, Corollary 1.4], Tdim((1−b1)R(1−b1)) <
∞. Now b2 ∈ S((1 − b1)R(1 − b1)). So [10, Corollary 1.4] yields Tdim(b2Rb2) <∞.
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can be continued to show that Tdim(biRbi) <∞ for all 1  i  n. Lemma 3.1 yields
Tdim(R)=∑ni=1 Tdim(biRbi). ✷
Corollary 3.3. Let a ring R have a generalized triangular matrix representation,
R ∼=


R1 R12 · · · R1n
0 R2 · · · R2n
...
...
. . .
...
0 0 · · · Rn

 .
Then Tdim(R)=∑ni=1 Tdim(Ri). In particular, if R = Tn(A), then Tdim(R)= nTdim(A).
Note that from [13, Theorem 3.7] if Tdim(R) <∞, then R is right p.q.-Baer if and only
if R is quasi-Baer.
Theorem 3.4. Let R be a right p.q.-Baer ring. Then Tdim(R) = n if and only if R has
exactly n minimal prime ideals.
Proof. From [13, Theorem 3.7] and [8, Theorem 4.4], Tdim(R)= n implies R has exactly
n minimal prime ideals.
Conversely, assume R has exactly n minimal prime ideals. We proceed by induction
on n. First assume n= 1. If Tdim(R) = 1, then R is not semicentral reduced. Hence there
exists 0 = b ∈ S(R) such that b = 1. Then bRb and (1 − b)R(1 − b) each have at least
one maximal (hence prime) ideal. By [8, Lemma 4.3], R has at least two minimal prime
ideals, a contradiction. Thus Tdim(R)= 1.
Now assume that n > 1 and that if a ring A is right p.q.-Baer and has exactly k minimal
prime ideals for k < n, then Tdim(A)= k. From [8, Theorem 4.4] and [13, Theorem 3.7],
Tdim(R)  n. Since R is not semicentral reduced, there exists 0 = d ∈ S(R) such that
d = 1. From [13, Theorem 2.2], dRd and (1−d)R(1−d) are right p.q.- Baer rings. By [8,
Lemma 4.3], dRd and (1− d)R(1− d) have k1 and k2 minimal prime ideals, respectively,
where k1 + k2 = n and k1, k2  1. Then by induction hypothesis
Tdim(dRd)+ Tdim((1− d)R(1− d))= k1 + k2 = n.
By Proposition 3.2, Tdim(R)= n. Therefore the proof is complete. ✷
The right p.q.-Baer condition in Theorem 3.4 is not superfluous. In Example 1.11, note
that Tdim(R)= 1, but R has more than one minimal prime ideal.
Corollary 3.5. The PWP property is a Morita invariant.
Proof. Assume that R and S are Morita equivalent rings. Suppose R is a PWP ring
and let Tdim(R) = n. By Theorem 3.4, the ring R has exactly n minimal prime ideals.
Since R is quasi-Baer, the ring S is also quasi-Baer by [13, Theorem 2.2]. Now by [27,
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Thus by Theorem 3.4, Tdim(S)= n and so the ring S is also a PWP ring. ✷
Corollary 3.6. The following conditions are equivalent:
(i) R is a semiprime PWP ring;
(ii) R is a semiprime right p.q.-Baer ring with only finitely many minimal prime ideals;
(iii) R is a finite direct sum of prime rings.
In particular, R is a biregular ring with Tdim(R) <∞ if and only if R is a finite direct
sum of simple rings.
Proof. This result is a direct consequence of Theorem 3.4, [13, Theorem 3.7], [8,
Theorem 4.4], and the fact that a biregular ring is p.q.-Baer. ✷
4. Applications to ring extensions
In this section, we apply our previous results to determine criteria for the PWP property
or for the condition of having a generalized triangular matrix representation to pass
between a ring R and some of its ring extensions.
Definition 4.1. Let B be a set of left triangulating idempotents of R and Γ a ring extension
of R.
(i) We say Γ is B-triangularly linked to R if whenever b ∈ B and 0 = c ∈ S(bΓ b), then
there exists 0 = c0 ∈ S(bRb) such that c0Γ ⊆ cΓ .
(ii) We say Γ is B-triangularly compatible with R if B is a set of left triangulating
idempotents of Γ .
If Γ is B-triangularly linked to (resp. B-triangularly compatible with) R for every set
B of left triangulating idempotents of R, then we say Γ is triangularly linked to (resp.
triangularly compatible with) R.
Definition 4.2. We call b ∈ R a triangulating idempotent of R if b is in some set of left
triangulating idempotents of R.
Proposition 4.3. Let Γ be a ring extension of R and B = {b1, . . . , bn} a set of left
triangulating idempotents of R.
(i) Assume Γ is spanned, as a left R-module, by a set T . If tb = btb for every b ∈B and
for every t ∈ T , then Γ is B-triangularly compatible with R. In particular, if Γ is a
centralizing extension of R, then Γ is triangularly compatible with R.
(ii) If Γ is both B-triangularly linked to R and B-triangularly compatible with R and B
is complete in R, then B is complete in Γ .
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Tdim(R)= Tdim(Γ ).
Proof. (i) Clearly ∑ni=1 bi = 1 and b1 ∈ S(Γ ). Note bk+1 ∈ S(ckRck), where ck =
1 −∑ki=1 bi and 1  k  n − 1. We must show bk+1 ∈ S(ckΓ ck). Let α ∈ Γ . There
exist aj ∈R and tj ∈ T such that α =∑j∈J aj tj , where J is a finite set. Now we have that
ckαckbk+1 = ckαbk+1 = ck
(∑
j∈J
aj tj bk+1
)
bk+1 =
∑
j∈J
(ckajbk+1tj bk+1)bk+1
=
∑
j∈J
(bk+1ckajbk+1tj bk+1)bk+1 = bk+1ck
(∑
j∈J
aj tj bk+1
)
bk+1
= bk+1ck
(∑
j∈J
aj tj
)
bk+1 = bk+1ckαbk+1 = bk+1ckαckbk+1.
Therefore B is a set of left triangulating idempotents of Γ .
(ii) By assumption, B is a set of left triangulating idempotents of Γ . Let b ∈ B and
0 = c ∈ S(bΓ b). Then there exists 0 = c0 ∈ S(bRb) such that c0Γ ⊆ cΓ . Since bRb
is semicentral reduced in R, we have c0 = b. So c = cb = cc0 = c0 = b. Therefore
b is semicentral reduced in Γ . Consequently, B is a complete set of left triangulating
idempotents of Γ .
(iii) If Tdim(Γ ) = ∞ then, using part (ii), Tdim(R) = ∞. So assume Tdim(Γ ) =
n <∞. If Tdim(R) > n, then there exists a set of left triangulating idempotents B of R
such that |B|> n. NowB is a set of left triangulating idempotents of Γ . By Proposition 3.2,
Tdim(Γ )  |B| > n, we have a contradiction. So Tdim(R)  n. If Tdim(R) < n, then
there exists a complete set B1 of left triangulating idempotents of R such that |B1| < n.
In this case B1 is also a complete set of left triangulating idempotents of Γ . From the
uniqueness of triangulating dimension [8, Theorem 2.10], this is impossible. Therefore
Tdim(R)= n. ✷
Theorem 4.4. Let X be a nonempty set of not necessarily commuting indeterminates, σ
an endomorphism of a ring R, and G a monoid. The following ring extensions of R are
triangularly linked to R and triangularly compatible with R, hence they have the same
triangulating dimension as R.
(i) R[G], where G is a u.p.-monoid and R is a right p.q.-Baer ring;
(ii) R[G], where G is a free monoid;
(iii) R[X];
(iv) R[[X]];
(v) R[x, x−1];
(vi) R[[x, x−1]];
(vii) R[x;σ ], where σ is a ring endomorphism of R such that σ(bR)⊆ bR for every left
triangulating idempotent b ∈R;
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left triangulating idempotent b ∈R;
(ix) Matn(R).
Proof. Let T be either the set G, or the set {all finite products of elements of X}, or the set
{xk | k is an integer}. Then, for ring extensions (i)–(viii), tb = btb for every t ∈ T and for
every triangulating idempotent b ∈ R. Using Proposition 4.3(i) and the concept of its proof,
the ring extensions (i)–(viii) are triangularly compatible. Moreover, (i)–(iii), (v), and (vii)
are left quasinormalizing extensions of R; and, for the purpose of this proof, the behavior
of (iv), (vi), and (viii) is sufficiently close to that of a left quasinormalizing extension of R.
(i) and (ii) Let p ∈ R[G] and use p0 to denote the coefficient of µ, the unity of G. Let b
be a triangulating idempotent of R and 0 = e ∈ S(bR[G]b). Observe bR[G]b= bRb[G].
Also note that by [13, Theorem 2.2] bRb is right p.q.-Baer when R is right p.q.-Baer. From
Theorem 2.4(i) and (ii), 0 = e0 ∈ S(bRb), e0e = e, and ee0 = e0. So e0R[G] = eR[G].
Therefore R[G] is triangularly linked to R.
(iii)–(vi) The proofs of these parts are similar to part (i), where for p ∈ R[X], R[[X]],
R[x, x−1], or R[[x, x−1]], take p0 to be the constant term of p and use Theorem 2.3 and
Theorem 2.4(iii) instead of Theorem 2.4(i) and (ii).
(vii)–(viii) Let Γ = R[x;σ ]. Let b be a left triangulating idempotent of R and let
0 = e ∈ S(bΓ b). Say e = e0 + e1x + · · · + enxn. Then note that e0 = be0b, e1 =
be1, . . . , en = ben. Then obviously e0 = 0. We claim that e0 ∈ S(bRb) and e0Γ = eΓ
by a slight modification of the proof of Theorem 2.3(i). For this, take bab ∈ bRb with
a ∈ R. Then we have that babe= ebabe. Therefore for every bab ∈ bRb, it follows that
k∑
m=0
emσ
m(babek−m)= babek, where k = 0,1, . . . , n.
For k = 0, we have that e0babe0 = babe0 for each bab ∈ bRb and so e0 ∈ S(bRb).
By taking a = e0 in the equation for the case when k = 1, we get that e0be0be1 +
e1σ(be0be0) = be0be1. Since be0b = e0 and be1 = e1, it follows that e0e1 + e1σ(e0) =
e0e1 and hence e1σ(e0)= 0. Next by taking a = 1 in the equation for the case when k = 1,
we have e0e1 + e1σ(e0) = be1 = e1. Since e1σ(e0) = 0, then e0e1 = e1. Continuing the
procedure as in the proof of Theorem 2.3(i), we obtain that e0e = e and e0 = ee0. Thus
0 = e0 ∈ S(bRb) and e0Γ = eΓ . Consequently, R[x;σ ] is triangularly linked to R. The
proof for R[[x;σ ]] is similar.
(ix) Identify R with R = R · 1M , where 1M is the unity of Matn(R). For p =
(pij ) ∈ Matn(R) take p0 = p11 · 1M . Let b be a triangulating idempotent of R and
0 = e ∈ S(Matn(R)). Observe (b · 1M)Matn(R)(b · 1M)=Matn(bRb). By Theorem 2.5,
0 = e0 ∈ S(bRb), e0e = e, and ee0 = e0. Hence e0 Matn(R) = eMatn(R). Therefore
Matn(R) is triangularly linked to R. ✷
Observe that from Proposition 4.3 and the proof of Theorem 4.4(vii) and (viii), if B is
a (complete) set of left triangulating idempotents of R such that σ(bR)⊆ bR, then B is a
(complete) set of left triangulating idempotents of R[x;σ ] and R[[x;σ ]].
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that if R is a PWP ring, then a large class of ring extensions are PWP rings and hence have
a complete generalized triangular matrix representation where each diagonal ring, Ri , is
a prime ring (see [8, Theorem 4.4]). Moreover from Proposition 4.3(ii), a complete set
of left triangulating idempotents of R can be used to determine the complete generalized
triangular matrix representation of the ring extension ofR. The class of PWP rings includes
any quasi-Baer ring with a complete set of primitive idempotents. Specific examples are: all
piecewise domains [8, Corollary 4.13], all semiperfect right PP rings (hence all hereditary
semiprimary rings) [33, Theorem 1], and all right Noetherian right PP rings (hence all
right hereditary right Noetherian rings) [33, Theorem 1]. Observe that the endomorphism
ring of an infinite dimensional vector space over a field is a prime Baer ring (hence PWP
ring), but it is not a piecewise domain. As indicated in [8], the example of Zalesskii and
Neroslavskii of a simple Noetherian ring which is not a domain and in which 0 and 1 are
the only idempotents, is a PWP ring which is neither a piecewise domain nor a Baer ring.
Proposition 4.5. A ring R is quasi-Baer with Tdim(R)= n if and only if Γ is quasi-Baer
with Tdim(Γ )= n, where Γ is any of the following ring extensions of R:
(i) R[G], where G is a u.p.-monoid;
(ii) R[X], where X is a nonempty set of not necessarily commuting indeterminates;
(iii) R[[X]], where X is a nonempty set of not necessarily commuting indeterminates;
(iv) R[x, x−1];
(v) R[[x, x−1]];
(vi) Matn(R).
Proof. This result is a consequence of Theorem 1.2, [15, Theorem 1.8], [32, Proposi-
tion 2], and Theorem 4.4. ✷
Corollary 4.6. Let Γ be as in Proposition 4.5. Then R is a prime ring if and only if Γ is a
prime ring.
Proof. From [8, Lemma 4.2], R is a prime ring if and only if R is quasi-Baer and
semicentral reduced. The result now follows from Proposition 4.5. ✷
There is a quasi-Baer group algebra F [G] over a field F such that Tdim(F [G]) >
1= Tdim(F ). Thus the u.p.-monoid condition in Proposition 4.5(i) is not superfluous. Let
C[S3] be the group algebra of the symmetric group S3 over the fieldC of complex numbers.
Then C[S3] is semisimple Artinian (hence quasi-Baer) and Tdim(C[S3])= 3.
Proposition 4.7. A ring R is quasi-Baer with Tdim(R)=m if and only if Tn(R) is quasi-
Baer with Tdim(Tn(R))=mn.
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Our previous results culminate in our final theorem which provides a list of ring
extensions which preserve the PWP property.
Theorem 4.8. Let R be a quasi-Baer ring with a complete set of left triangulating
idempotents B = {b1, . . . , bn}. If Γ is any of the following ring extensions of R, then
Γ is a quasi-Baer ring with B determining a complete generalized triangular matrix
representation for Γ in which each diagonal ring, Ri , is a prime ring:
(i) R[G], where G is a u.p.-monoid;
(ii) R[X], where X is a nonempty set of not necessarily commuting indeterminates;
(iii) R[[X]], where X is a nonempty set of not necessarily commuting indeterminates;
(iv) R[x, x−1];
(v) R[[x, x−1]];
(vi) R[x;α], where a is a ring automorphism such that α(bR)⊆ bR for all b ∈B;
(vii) R[[x;α]], where α is a ring automorphism such that α(bR)⊆ bR for all b ∈ B;
(viii) Tn(R);
(ix) Matn(R).
Proof. The proof that Γ is quasi-Baer is a consequence of Theorem 1.2, [15, Theorems 1.2
and 1.8], and [32, Propositions 2 and 9]. The remainder of the proof is immediate from
Proposition 4.3, Theorem 4.4 and the succeeding comment, and [8, Theorem 4.4]. ✷
For examples of rings R with the type of automorphism indicated in Theorem 4.8(vi)
and (vii), see Example 2.6.
Open Problems.
(1) Characterize all quasi-Baer group algebras.
(2) Characterize the regular group algebras which are p.q.-Baer (quasi-Baer).
(3) Enlarge the class of ring extensions of rings with finite triangulating dimension which
also have finite triangulating dimension.
(4) Enlarge the class of ring extensions of PWP rings which are also PWP rings.
Acknowledgment
The first author appreciates the gracious hospitality he received at Busan National
University. The second author was partially supported by the Korea Research Foundation
with Research Grant Project No. l998-001-D00006 in 1998–2000 and Research Grant
Project No. DP0004 in 2000–2001.
G.F. Birkenmeier, J.K. Park / Journal of Algebra 265 (2003) 457–477 477References
[1] E.P. Armendariz, A note on extensions of Baer and p.p.-rings, J. Austral. Math. Soc. 18 (1974) 470–473.
[2] E.P. Armendariz, H.K. Koo, J.K. Park, Ore extensions of von Neumann regular rings, Preprint.
[3] A. Behn, Polycyclic group rings whose principal ideals are projective, J. Algebra 232 (2000) 697–707.
[4] S.K. Berberian, Baer ∗-Rings, Springer-Verlag, Berlin–Heidelberg–New York, 1972.
[5] G.F. Birkenmeier, Baer rings and quasi-continuous rings have a MDSN, Pacific J. Math. 97 (1981) 283–292.
[6] G.F. Birkenmeier, Idempotents and completely semiprime ideals, Comm. Algebra 11 (1983) 567–580.
[7] G.F. Birkenmeier, Decompositions of Baer-like rings, Acta Math. Hungar. 59 (1992) 319–326.
[8] G.F. Birkenmeier, H.E. Heatherly, J.Y. Kim, J.K. Park, Triangular matrix representations, J. Algebra 230
(2000) 558–595.
[9] G.F. Birkenmeier, J.Y. Kim, J.K. Park, Quasi-Baer ring extensions and biregular rings, Bull. Austral. Math.
Soc. 61 (2000) 39–52.
[10] G.F. Birkenmeier, J.Y. Kim, J.K. Park, A sheaf representation of quasi-Baer rings, J. Pure Appl. Algebra 146
(2000) 209–223.
[11] G.F. Birkenmeier, J.Y. Kim, J.K. Park, On quasi-Baer rings, in: D.V. Huynh, S.K. Jain, S.R. Lopez-Permouth
(Eds.), Algebras and Its Applications, in: Contemp. Math., Vol. 259, Amer. Math. Soc., Providence, 2000,
pp. 67–92.
[12] G.F. Birkenmeier, J.Y. Kim, J.K. Park, On polynomial extensions of principally quasi-Baer rings,
Kyungpook Math. J. 40 (2000) 247–253.
[13] G.F. Birkenmeier, J.Y. Kim, J.K. Park, Principally quasi-Baer rings, Comm. Algebra 29 (2001) 639–660.
[14] G.F. Birkenmeier, J.Y. Kim, J.K. Park, Semicentral reduced algebras, in: G.F. Birkenmeier, J.K. Park,
Y.S. Park (Eds.), The International Symposium on Ring Theory, in: Trends in Math., Birkhäuser, Boston,
2001, pp. 67–84.
[15] G.F. Birkenmeier, J.Y. Kim, J.K. Park, Polynomial extensions of Baer and quasi-Baer rings, J. Pure Appl.
Algebra 159 (2001) 25–42.
[16] G.F. Birkenmeier, J.Y. Kim, J.K. Park, Triangular matrix representations of semiprimary rings, J. Algebra
and Its Appl. 1 (2002) 123–131.
[17] G.F. Birkenmeier, J.Y. Kim, J.K. Park, Prime ideals of principally quasi-Baer rings, Acta Math. Hungar. 98
(2003) 217–225.
[18] K.A. Brown, The singular ideals of group rings, Quart. J. Math. Oxford 28 (1977) 41–60.
[19] V.P. Camillo, Semihereditary polynomial rings, Proc. Amer. Math. Soc. 45 (1974) 173–174.
[20] W.E. Clark, Twisted matrix units semigroup algebras, Duke Math. J. 34 (1967) 417–424.
[21] R. Gordon, L.W. Small, Piecewise domains, J. Algebra 23 (1972) 553–564.
[22] N. Groenewald, A note on extensions of Bear and p.p.-rings, Publ. L’institute Math. 34 (1983) 71–72.
[23] Y. Hirano, On ordered monoid rings over a quasi-Baer ring, Comm. Algebra 29 (2001) 2089–2095.
[24] S. Jøndrup, p.p. rings and finitely generated flat ideals, Proc. Amer. Math. Soc. 28 (1971) 431–435.
[25] I. Kaplansky, Rings of Operators, Benjamin, New York, 1965.
[26] J. Krempa, D. Niewieczerzal, Rings in which annihilators are ideals and their application to semigroup rings,
Bull. Acad. Polon. Sci. Math and Astronom. Phys. 25 (1977) 851–856.
[27] T.Y. Lam, Lectures on Modules and Rings, Springer-Verlag, Berlin–Heidelberg–New York, 1998.
[28] P.J. McCarthy, The ring of polynomials over a commutative von Neumann regular ring, Proc. Amer. Math.
Soc. 39 (1973) 253–254.
[29] J. Oknin´ski, Semigroup Algebras, Marcel Dekker, New York, 1991.
[30] D.S. Passman, The Algebraic Structure of Group Rings, Wiley, New York, 1977.
[31] P. Pillay, On semihereditary noncommutative polynomial rings, Proc. Amer. Math. Soc. 78 (1980) 473–474.
[32] A. Pollingher, A. Zaks, On Baer and quasi-Baer rings, Duke Math. J. 37 (1970) 127–138.
[33] L.W. Small, Semi-hereditary rings, Bull. Amer. Math. Soc. 73 (1967) 656–658.
[34] M.K. Smith, Group algebras, J. Algebra 18 (1971) 477–499.
