Introduction
The recent gradual increase in Earth's average temperature 1 is generating intense interest in both public and scientific circles. It is important that physicists understand the basic energetics in climatology. While excellent climatology texts such as Hartmann's 2 exist, materials generally available to the undergraduate physics major and instructor lack a systematic physical treatment and an unavoidable terminology barrier exists. The comprehensive and readable work of Peixoto and Oort, 3 written by and for physicists, is at a level too demanding for introductory study. We concentrate solely on some aspects of the basic energy transfer to establish a level suitable for undergraduate teaching; more sophisticated treatments do exist. [4] [5] [6] [7] Despite the complexities of the real atmosphere, the global average temperature of 288 K (Ref. 2 , p. 2) may be estimated with remarkably few modifications of the classic homogeneous blackbody model of Earth. 2, [8] [9] [10] [11] One purpose of developing this article has been to build on our earlier elementary model 9 as realistically as possible, retaining both a physics style and a reasonable mathematical and computational level. We thought it would be of interest to see whether the two-layer model of the energy fluxes could be employed on a regional basis, for which we consider Earth's surface covered by a layer of 864 noninteracting cells. Here we will show that it does appear to be a consistent theory that can provide certain insights. In particular, we find that the cellular radiative energy transports clearly dominate the cellular nonradiative energy flux. We show that this flux has a strong systematic dependence on latitude and time of year. Thus, for this article we wish to avoid using a more precise radiative model of the atmosphere. Also, all heat transmission through the earth's surface is neglected. This precludes a quantitative prediction of the phase difference between the cyclical variations of the solar flux and the surface temperature.
We first briefly review the two-layer model in order to set up notation. In our earlier work 9 the two layers of the Arrhenius model were called, informally, the atmosphere and the surface. Except for one nonradiative flux S NR , all energy transfers were
Development of an Elementary Climate Model:
Two-Layer Cellular Case modeled as radiative. The model makes use of the fact that the incoming solar radiation and the outgoing terrestrial radiation occupy distinct spectral regions called respectively, for convenience, UV and IR. The upper layer, at temperature T A , has a UV reflectivity and absorptivity, r A and a, respectively, and an IR absorptivity e. The symbols a and e are used here in place of f and g in the original article but all other notation is preserved. The surface, at temperature T E , has a UV reflectivity r S and is assumed to absorb all incident IR. The solar radiation has a flux S 0 = 342 W/m 2 when averaged over time and over the surface of the earth. When the UV radiation hits the upper layer, a part r A is reflected and the part that enters the layer is (1-r A ). Of this part, a(1-r A ) is absorbed. In this first pass, the surface therefore receives (1-r A )(1-a), of which r S is reflected, leaving (1-r A )(1-a)(1-r S ) as the fraction of original incident solar flux to be absorbed at the surface. 
and
respectively. These equations express net incoming UV and nonradiative flux on the right-hand sides and net outgoing IR flux on the left. 
Global and time averages of all the parameters are inserted, and Eqs.
(1) are easily solved for S A and S E , from which temperatures T A and T E are then obtained. This original model was used to investigate broadly the effect of non-solar-related energy sources at the surface.
The following sections (1) extend the model by introducing coarsely grained surface features and locally time averaged fluxes in 864 noninteracting cells; (2) compute and discuss zonal (latitudinal) averages; and (3) summarize and discuss the limitations of the model and possibilities for its further development.
Cellular Model

Rationale and Design
We choose the grid scheme used by Hansen et al. 12 in which the earth's surface is divided into 864 cells of dimension 8∞ ¥ 10∞ (latitude by longitude). We then assume that Eqs. (1) are satisfied within each cell. The next step is to extend the computations from globally time-averaged to locally timeaveraged parameters. For each of the 864 cells, the land fraction and the annually averaged parameters for observed total cloud cover fraction, calculated incoming annual average solar radiation, and land and sea reflectivities are stored. All parameters are determined at the center of the cell, and the values are applied to the entire area of the cell. The energybalance equations are then solved at each location. For comparison to global values, the local values are weighted by fractional cell area and summed. Our model does not take into account changes in atmospheric components, the parameters' temperature dependence, 11 or any geothermal variations.
All programming is done using MATLAB ™ , an array-based language with simple commands. In the MATLAB environment, each computation is performed simultaneously on each cell in an identical manner. A very useful source for MATLAB programming styles is the Appendix of a text by Borse. 13 Before solving the energy-balance equations for the temperatures and emissions of the two layers, the input parameters must be specified. These values have been gathered from different sources. The land fraction f land (n) is taken directly from Hansen et al. 12 It is shown by the contours in Fig. 94 .64, which establishes the scale and resolution of subsequent maps. Table 94 .III.
It might appear that a serious approximation is being made in neglecting net annual lateral transport of energy. Lateral heat flows, however, will be effectively redirected into a vertical heat flux; the quantity S NR will contain this contribution. Consider, for example, a horizontal wind, carrying water vapor from one cell to the next. When the vapor precipitates in the Table 94 .III: Corrected values for land and sea reflectivities in the high latitudes (see text). A negative latitude corresponds to the southern hemisphere. For -76∞ to -89∞ r land is set at 0.6 because of the year-round Antarctic ice. The latitude -68∞ reflectivity is set slightly lower than Antarctica as a result of a lack of permanent ice. In latitudes 68∞ to the north pole, r gradually increases, taking seasonal snow and ice into account. r sea at 60∞ and -60∞ is set at 0.3 to avoid a sharp jump from water set at 0.1 in the mid-latitudes to the higher polar values for ice and snow cover. form of rain, it releases latent energy. That energy release contributes to the vertical energy balance in the (receptor) cell. This energy enters "horizontally" into the cell. Similarly, in some nearby cell, some vertical energy flux went into evaporation, and that cell suffers an energy loss if the water vapor is transported out of the cell. Since our cells are large, we do not expect the horizontal energy transport to cover more than one or two cells, for local disturbances. Consequently there may be a correlation between a loss of S NR in one cell and a gain in S NR in a nearby cell. The annual latitude dependence of S NR , which will be discussed in the last section, may well be made up of such transport contributions. A less obvious but very significant assumption is that the theory continues to work at latitudes having long periods of low solar irradiance, when cloud cover may vary significantly between polar winter and summer periods. This requires negative values of S NR to maintain flux balance. Negative values of S NR may represent fluxes from a missing reservoir layer, which is planned for a future refinement of the model.
Cellular Values of Parameters
The value of a parameter g that depends on the choice of cell will be written g(n), where, unless otherwise specified, n is an arbitrarily assigned cell number. To calculate the incoming solar radiative flux to a cell, we use astronomical definitions and notations to track the sun's position relative to a cell's midpoint every two weeks throughout the year. The incident radiation is the solar radiation at the distance to the earth, 1368 W/m 2 multiplied by the sine of H(n), where H(n) is the angle of the sun from the horizon of the surface area in cell n,
Here (see Appendix and Ref. 
where b is the latitude, d is the sun's declination angle, tЈ is the time elapsed since the vernal equinox, and t is the hour angle. During the average over 24-h periods, the angle t is limited by sunrise and sunset conditions, i.e., there is no contribution when sin H is negative. The annual average of S 0 as a function of latitude computed from Eq. (3) is plotted in Fig. 94 .65, along with the observed S E and T E . Equation (3) 
This formula was used only in high-latitude regions (͉lat͉ ≥ 60∞). Remaining reflectivities came from ISCCP data. 14, 15 The atmospheric reflectivities are similarly found to be r n f n r f n r n r n k n a n r n r n
which depends upon two unknowns: a(n), the atmospheric UV absorptivity, and r cloud [through r A , Eq. (6)]. For absorptivity, the expression corresponding to (6) is a n f n a f n a
If we assume that clear air absorbs no UV radiation, we have a n f n a
To determine r cloud and a cloud , we impose a set of reasonable The cellular IR absorptivity e(n), which is also the cellular IR emissivity, is taken to have the same form as the UV absorptivity, Eq. (8). Parameters used were e cloud = 1 and e clear = 0.90.
Application of the Model
Predicting T E (n)
We now generalize Eqs. (1a) and (1b) to the cellular case:
A(n) and B(n) are given by equations identical to Eqs. (2a) and (2b) in which certain parameters are made cell dependent, as discussed above.
Our first attempt with the cellular model was a direct 864-cell extension of the methodology of the earlier one-cell or one-dimensional two-layer model. We refer to this application of the model as "T E predictive." We allowed the annual average value of S NR (n) to depend on land and sea fraction and took it to be proportional to the solar input, as follows:
From the solution of each pair of Eqs. (10a) and (10b) for S E (n), T E (n) was calculated on the basis of the assumed S NR (n). The numerical coefficients in Eq. (11) were chosen by an extensive search of parameter space to produce the observed global average temperatures (T E = 288 K, T A = 250 K). This flux has a global average of 42.3 W/m 2 , an improvement on the onedimensional model 9 in that the latter had been unable to accommodate any non-zero average S NR without compromising other assumed input parameters. We emphasize that the only completely arbitrary parameters in the fit were the two numerical coefficients in Eq. (11) . We consider this remarkable; it endorses the general reasonableness of the elementary two-temperature model for individual cells. The form of Eq. (11) also suggests a global asymmetry in the distribution of S NR . We will return to this later. .66 provides a qualitative evaluation of the errors that occur in the making of simple models. The agreement is closer than one might reasonably expect from simplistic models but the determined set is far from unique.
Predicting S NR (n)
Because of the difficulty choosing the coefficients of Eq. (11) (1b) or (10a) and (10b) lend themselves equally to computing any two of the quantities S NR , S A , and S E , given the third one and S 0 as an input. Therefore, instead of adjusting the value of S NR to predict observed local surface temperatures, we did the opposite: taking T E (n) as a known input parameter from ISCCP satellite data 11 and S 0 (n) from Eq. (3), we used the balance equations to calculate S A (n) and S NR (n). This "S NR -predictive" mode of calculation is accomplished most easily by combining the two flux Eqs. (10a) and (10b): 
The results for the annual average of S NR (n), calculated from the observed surface temperature T E (n), are shown in Fig. 94 .67(a). S NR (n) and S A (n) have global averages of 64 and 236 W/m 2 (the latter corresponding to T A = 254 K), respectively. In the earlier noncellular model, 9 the highest value of S NR that could be obtained without unreasonable parameters was 40 W/m 2 , and in the above T E -predictive mode it was 42.3 W/m 2 , so the S NR -predictive mode result 64 W/m 2 represents a further improvement. The generally quoted global average of S NR is 102 to 105 W/m 2 . 16,17 S NR (n) appears to be most negative at the higher latitudes and most positive near the equator. A negative value of S NR (n) corresponds to nonradiative energy transfer from the atmospheric layer to the surface layer or a lateral flow into the cell, as discussed earlier.
A distinctive feature of our results is the prominent drop of S NR in the regions of the Sahara and Saudi Arabia [ Fig. 94.67(a), at matrix elements (20-25, 14-16) ]. Its cause is a confluence of strong effects on the two terms in Eq. (12): relatively high surface reflectivity and low cloud cover, which reduce the first term, and relatively high temperature, which increases the absolute value of the (negative) second Figure 94 .67(b) shows the residues dS NR (n) after latitude averages are removed, as discussed in the next section.
3. The Zonal Average of S NR "Zonal" averages are made over cells lying within zones having the same latitude. Following convention, 18 we denote zonal averages by angular brackets ͗...͘. If the area of cell n = (p,q) is A(p,q) , where p is the latitude cell index and q is the longitude cell index, we have, for example,
where A(p) is the total area of zone p,
For convenience the latitude index p will be converted into the latitude b, measured in degrees, at the center of the cell and we will write, again for example, S S p
The zonal averages S NR (b) are shown explicitly in It is not surprising that S NR (b) has an asymmetry between the northern and southern hemispheres. In retrospect we see that the ad hoc form, Eq. (11), used in the T E -predictive calculation, was biased toward the southern hemisphere, where the sea fraction is dominant. Figure 94 .69 shows the 18-yearaverage surface reflectivity in months 1 and 7 (Ref. 10), giving further insight into the peculiarities of S NR . The reflectivities are slightly higher in the northern temperate zone than in the southern. In the polar regions, the times of greater solar irradiance may not occur when the surface reflectance is at its average value. Indeed, the polar regions are generally rather anomalous. We have not concerned ourselves too much with them because the model, generally limited to dealing with annual averages, lacks the ability to describe accurately the effect of Arctic and Antarctic nights in which S 0 (n) = 0. There is some seasonal variation in the cloud cover data, which may be responsible for the fact that the interesting term -10 6 sin b does not hold in the polar regions. One is tempted to speculate on the origin of the sinusoidal term: the insolation does not have a pure cosb dependence because of the inclination of Earth's axis to the plane of its orbit, and Hadley cells 19 may play a role in it.
The existence of extensive databases provides the student an opportunity to explore many other effects through the medium of this theory. As an example, we have used data from ISCCP 14 consisting of averages of the measured parameters at each month over an 18-year period. For each month, the average S NR (b,t) was calculated and compared to S NR (b) by looking at the difference between the two. This difference also appears to follow a trend that is most clear in the region between latitudes -60∞ and +60∞. For this region the difference is approximately linear and oscillates about b = 0∞ with a period of one year. The difference itself can be fitted well to 
Summary and Discussion
The two-level global model of Ref. 9 has been applied locally; that is, each cell in a grid has been assumed to have annual average temperatures and the fluxes have been determined by the cell's own parameters and average insolation. The observed local planetary albedo is used as a control on the modeled surface and atmospheric reflectivities. In the model's more successful (S NR -predictive) implementation, the set of surface temperatures is used as input; the nonradiative flux from the surface S NR and the ideal atmospheric radiative flux S A are the principal outputs. The globally averaged S NR is predicted to be about 64% of its usually quoted global value of 102 to 105 W/m 2 , an improvement over T E -predictive models using assumed nonradiative fluxes, where values of only 0%-40% were possible.
The value of the globally averaged atmospheric radiative flux S A is 236 W/m 2 , adequate to maintain overall radiative balance with an effective atmospheric radiative temperature of T A = 254 K (recall that the emissivity is taken as 0.89, as in Ref. 9 ). Since our model assigns only this one temperature to the atmosphere, it is constrained to predict that the downward IR flux is identical to the upward flux. In the real atmosphere, a temperature gradient exists and the lower layers most effective in radiating downward are at a higher temperature. The downward flux should thus be greater than eS A , as is observed. 18 We are developing a three-temperature version of our model, to be the subject of a future article in the series, and according to preliminary estimates, an appropriately larger value of S NR will be obtained that will balance the extra downward IR.
Having noted a correlation between S NR (n) and latitude, we examined its zonal average. A clear asymmetry resulted between the northern and southern hemispheres, illustrating the effect of asymmetry of the hemispheric land masses and the differences in reflectivity parameters resulting from the nature of the Arctic and Antarctica. Fittings of other data sets to develop formulae for individual components of S NR are discussed by Budyko. 5 We emphasize the accessibility of both the data and our model representations to students interested in applying the elementary aspects of climatology to real data. As suggestions for future workers: (1) It would be interesting to use databases averaged over different periods of time to see if long-term differences in the form of Eqs. (17) and (18) result. (2) A study of the form, structure, and persistence of these large-scale 
