In this paper we study a particular parametric family of di erential equations, the so-called Linear Polyanin-Zaitsev Vector Field, which has been introduced in a general case in [1] as a correction of a family presented in [2] . Linear Polyanin-Zaitsev Vector Field is transformed into a Liénard equation and, in particular, we obtain the Van Der Pol equation. We present some algebraic and qualitative results to illustrate some interactions between algebra and the qualitative theory of di erential equations in this parametric family.
Introduction
The analysis of dynamical systems has been a topic of great interest for many mathematicians and theoretical physicists since the seminal works of H. Poincaré. Every system is dynamical when it is changing with time. It was H. Poincaré who introduced the qualitative approach to study dynamical systems, while E. Picard and E. Vessiot introduced an algebraic approach to study linear di erential equations based on the Galois theory for polynomials, see [3] .
An important family of dynamical systems are Van der Pol type systems. The forced Van der Pol chaotic oscillator was discovered by Van der Pol and Van der Mark ( [4] , 1927). The Van der Pol oscillator has a long history of being used in both physical and biological sciences. For instance, in biology Fitzhugh [5] and Nagumo [6] extended the Van der Pol equation in a planar eld as a model for action potentials of neurons. A detailed study on forced Van der Pol equation is found in [7] .
The Handbook of Nonlinear Partial Di erential Equations [2] , a unique reference for scientists and engineers, contains over 3,000 nonlinear partial di erential equations with solutions, as well as exact, symbolic, and numerical methods for solving nonlinear equations. First-, second-, third-, fourth-, and higherorder nonlinear equations and systems of equations are considered. A writing errata presented in one of these problems was corrected in [1] . This problem in correct form was used and studied in [8] . The di erential equation system associated to this problem called "Polyanin-Zaitsev vector eld" [1] , has as associated foliation a Lienard equation, that is to say, it is closely related to a problem of the Van Der Pol type.
In this paper we study one parametric family of linear di erential systems from algebraic and qualitative point of view. Such parametric family comes from the correction of Exercise 11 in [2, §1.3.3], which we called Polyanin-Zaitsev vector eld, see [1] . We nd the critical points and we describe the orbits behavior in near of this points. In the algebraic aspects, we obtain the explicit rst integral through Darboux method. Moreover, we compute the di erential Galois group associated to such systems.
Preliminaries
A polynomial system in the plane of degree n is given bẏ
where P, Q ∈ C[x, y] (set of polynomials in two variables) and n is the absolute degree of the polynomials P and Q. The polynomial vector eld associated with the system (1) is given by X ∶= (P, Q), which can also be written as:
A foliation of a polynomial vector eld of the form (1) is given by
Given the family of equations
Then the system of associated equations has the form:
We can see two important theorems for the study of in nity behavior: the theorem 1 (see [9, §3.10-P 271]), which allows us to nd the in nity critical points and the theorem 2 (see [9, §3.10-P 272, 273]), which allows us tu characterize these points.
The following theorem is also of vital importance for our study and can be seen in greater detail in [12] and [13] .
Theorem 1.1 (Darboux).
Suppose that the polynomial system (1) of degree m admits p irreducible algebraic invariant curves f i = with cofactors K i for i = , ..., p; q exponential factor F j = exp(g j h j ) with cofactors L j for j = , ..., q and r independents single points (x k , y k ) ∈ C such that f i (x k , y k ) ≠ for i = , ..., p and k = , ..., p, also h j factor in factor product f , f , ..., f q except if it is equal to . So the following statements are kept: a) There exists λ i , µ i ∈ C not all null, such that
if and only if the function (multi-valued) 
with s ∈ C − { } if and only if the function (multi-valued)
is an invariant of the system (1). Moreover, for the real systems function (3) is real.
Now we write the Polyanin-Zaitsev vector eld, introduced in [1] :
where
The di erential system associated with the Polyanin-Zaitsev vector eld (2) is:
The aim of this paper is to analyze, from Galoisian and qualitative point of view, the complete set of families where the Polyanin-Zaitsev di erential system (3) is a linear di erential system.
Conditions for the problem
The following lemma allows us to identify the linear cases associated with the Polyanin-Zaitsev vector eld.
Lemma 2.1. The Polyanin-Zaitsev di erential system is a linear system, with Q not null polynomial, if is equivalently a ne to one of the following families:ẋ
With critical point ( , ), saddle node.ẋ
With critical point ( , ).ẋ
With critical point of the form (
The critical point is ( , ).ẋ
The critical point are of the form (
With critical point ( , ).
Proof. We will analyze every possible cases for the constants a, b y c. Case 1:If a = b = and c ≠ , the system (3) is reduced to:
Given the conditions of the problem m − = , the associated system iṡ
Case 2:If a = c = and b ≠ . In this case the system (3) is reduced to:
Case 3:If b = c = and a ≠ . In this case the system (3) is reduced to:
The system is linear if
Case 4:If a = , b ≠ and c ≠ , the system (3) is reduced to: (3) is reduced to: Case 6: If c = , a ≠ and b ≠ , the system (3) is reduced to:
In this case m + k − = and m − k − = , then m = and k = . The asociated system is:
Case 7:c ≠ , a ≠ and b ≠ , then we have the system (3). Again we have that m + k − = and m − k − = , and then the resulting system isẋ
A qualitative and Galoisian detailed study is carried out over the linear system (12) of the previous lemma, the rest of cases are studied in a similar form. 
Critical points
Proof. Let us analyze now for (12) the critical points in both the nite and in nity planes. For this the Theorem 1 (see [9, §3.10-P 271]) is used, which is based on the study of the system, on the equator of the Poincaré sphere, that is when x + y = .
Remember that P(x, y) = y y Q(x, y) = (a + b)y − (a + b + c)x with a, b, c > , then the critical points are given by the system:
then the only critical point in the nite plane is (x, y) = ( , ). Now for the qualitative analysis of the critical point we nd the Jacobian matrix evaluated in the point, given by:
The characteristic polynomial is
then the eigenvalues are:
According to Theorem 1 (see [9, §3.10-P 271]) and Theorem 2 (see [9, §3.10-P 272, 273]), to nd the critical points and their behavior we can use the system:
In our case r = and when replacing we nd:
The critical points for this system result from solving the system:
Also, as we are in the equator of the Poincaré sphere x + y = that is x = ± − y . We note that if we change the sings of x e and we obtain points called Antipodes, which have a contrary stability. Taking into account the above conditions, the critical points at in nity are:
The Jacobian matrix (14) is:
in our case:
We can notice then that the signs of the own values depend on the signs of the elements in the diagonal. The following indicates that several cases must be analyzed for both the nite and in nity planes, be ∆ = ab − c.
Case 1. If ∆ > then in (13) λ > , but for λ we have three options. If λ < and λ = , contradicts the fact that a, b, c > then the only option is λ > . Since both eigenvalues are positive then the origin is a critical point repulsor.
Regarding the critical points at in nity in this case, we can see the elements on the diagonal of (14) have two options y , y . For y :
For this point, the values in the diagonal are positive and then in in nity this critical point is of the repulsor type and, therefore, its antipode is of an attractor type.
For y :
where − √ ab − c < and (a + b) − √ ab − c = λ > Therefore, the critical point is of a saddle type. So the phase portrait for the system in this case is:
Global phase portrait for case 1 (12) Case 2. If ∆ = then λ = λ > that is, the origin is a repulsor critical point.
For the points at in nity the system (14) is reduced to:
with solution y = a + b > . Then the phase portrait for the system in this case is:
Global phase portrait for case 2 (12)
> that is the origin is a critical point of a spiral type. So the phase portrait for the system in this case is:
Global phase portrait for case 3 (12) As regards in nity, the equation (15) has no real solutions, that is, it has no critical points at in nity.
Bifurcations Lemma 4.1. Let B ∶= {(a, b, c) ∶ a + b < −c}. if (a, b, c) ∈ B then the associated system of the form (12) has unstable critical point ( , ).
Proof. We consider eigenvalues (13) 
This implies that the critical point ( , ) is of a saddle type. 
Lemma 4.2. Let B ∶= {(a, b, c) ∶ ab − c < & a + b > }. if (a, b, c) ∈ B then the associated system of the form (12) has unstable focus critical point ( , ).
Proof. We consider the eigenvalues (13), if (a, b, c) ∈ B , then < (a + b) > > ab − c, i.e. that the eigenvalues are:
where the real part in both cases is (a + b) > , i.e. the critical point is focus stable. If (a, b, c) ∈ B the associated system of the form (12) has a critical point of saddle type ( , ).
Proof. The proof of this lemma is as in the previous lemma, but in this case a + b < , then the critical point is focus stable.
then the associated system of the form (12) has a critical point of unstable node type ( , ).
Proof. We consider the eigenvalues (13) 
Then the critical point ( , ) is an unstable node.
then the associated system of the form (12) has a critical point stable node type ( , ).
Proof. If (a, b, c) ∈ B , then a+b ≥ √ ab − c, but a+b < that is −(a+b) ≥ √ ab − c. Now the eigenvalues are:
Then the critical point ( , ) is a stable node.
Proposition 4.6. The set B ∶= {(a, b, c)
∶ a + b < & a + b = −c} ∪ {(a, b, c) ∶ a + b = & a + b > −c} is a
bifurcation for the system (12).
Proof. For the previous lemmas, the set B is a bifurcation for the family of systems (12) .
Remark 4.7. The Proposition (4.6) us present a new kind of bifurcation.
The following corollary summarizes the study of the bifurcations for the rest of families and is a direct consequence of the proposition (4.6). 
Galoisian aspects
To simplify the next proposition, we summarize all the possibilities for parameter ρ in Table 1 . 
Proposition 5.1. For (12) , with ρ = ab − c we have that:
Proof. The associated foliation to (12) is:
Then taking into account that f (x) = − (a + b)y and g(x) = (a + c + b )x, the Lienard equation will be:
This is a second order equation with constant coe cients. If we take it to the formÿ = ρy with the change of variable x = exp(− ∫ f (x)dt) that is to say x = exp((a + b)t)y, we obtain:ÿ
Let's analyze each case of the solution of the associated Lienard equation taking into account the following:
and the particular solutions are
With these we can build the solutions of the Lienard equation that are Our next aim will be to calculate the Galois groups associated with the equationÿ = ρy, taking as a eld of constants K = C. This study can be seen in [15] . We must consider two cases: Case 1. If ρ = then we will have the equationÿ = , whose space of solutions is generated by y = and y = t. The Picard-Vessiot extension is L = C < t >, where < t >= {k +k t ∶k ,k ∈ C}. If we take the automorphism σ ∈ DGal < L K > we check what form we should have. First we must consider that σ ∶ L → L so that σ t = identity, then σ(y ) = = y . Now
Solving this equation by separable variables we have σ(t) = t + C. Therefore, the di erential Galois group will be
We can also see that:
That is the di erential Galois group is isomorphic to the group: 
Solving the di erential equation:∂ t σ(y ) = √ ρ(σ(y )), by the method of separation of variables we have σ(y ) = y .c. also as y = y , then σ(y ) = σ(y ) = c.y = c y . The Galois di erential group will be
We can also see in this case that:
That is the Galois di erential group is isomorphic to the group: 
iv. The rst integrals are given by
Proof. If we change the variable v =˙y y about the equationÿ = ρy we will have the Riccati equation:
with solutions corresponding to y , y , respectively,
Taking this equation as a foliation, the associated system will be:
and the associated vector eld is
Applying Lemma 1 of [3] , we identify each of the Darboux integrability elements (also de ned in Section 1.2), with v λ (x) as the solution:
a. Invariant Algebraic Curves:
+v λ (x))dx ) in this case:
−v+v λ in this case: 
Final remarks
In this paper we studied one parametric family of linear di erential systems from algebraic and qualitative point of view. Such parametric family comes from the correction of Exercise 11 in [2, §1.3.3], which we called Polyanin-Zaitsev vector eld, see [1] . In this case we have taken a particular member of a family of equations, which were studied in general case in [1] . We have found critical points and the description near to these points. To our knowledge, we have obtained a new type of bifurcation. In the algebraic approach, the explicit rst integral has been found using the Darboux method. Moreover, the di erential Galois groups associated to solutions have also been found.
