Abstract. We consider dynamics of compositions of stationary random C 2 diffeomorphisms. We will prove that the sample measures of an ergodic hyperbolic invariant measure of the system are exact dimensional. This is an extension to random diffeomorphisms of the main result of Barreira, Pesin and Schmeling (1999) , which proves the Eckmann-Ruelle dimension conjecture for a deterministic diffeomorphism.
Introduction
Let M be a smooth compact Riemannian manifold without boundary. Let f be a C 1+α diffeomorphism on M , and µ an ergodic f -invariant measure. An important open problem in dimension theory of dynamical systems for about 15 years is the existence for µ-a.e. x of the limit log µ(B(x, ρ)) log ρ when µ is hyperbolic, i.e., all the Lyapunov exponents of f are nonzero at µ almost every point. This is often referred to as the Eckmann-Ruelle conjecture, and an affirmative solution has been given in Barreira, Pesin and Schmeling [3] , by exploiting previous substantial breakthroughs, especially Ledrappier and Young [8] , and also by establishing a new and nontrivial property, called asymptotically "almost" local product structure, of the hyperbolic ergodic measure µ. d µ (x) is called the pointwise dimension of µ at x when the limit exists. We refer the reader to [3] for a nice overview of the subject. Our purpose in this paper is to extend the main result of [3] to the setting of random dynamical systems (RDS) generated by compositions of random diffeomorphisms (see Kifer [7] , Arnold [1] or the survey Liu [9] for the background; an RDS of this kind reduces to a deterministic diffeomorphism when the distribution of the random diffeomorphisms is Dirac, i.e., is supported by a single point). In view of the importance of the Eckmann-Ruelle conjecture, the authors of the present paper think that such an extension deserves to be explicitly exposed, though the proof uses essentially the same strategy as that of [3] . We remark that, for accessibility of the proofs both of the deterministic and the random case, considerable further treatments are presented in this article.
This paper is organized in the following way. In Section 2 we introduce the setup of compositions of stationary random diffeomorphisms, present related notions and some preliminary results. We also give an extension to this setup of the generalized entropy formula of Ledrappier and Young [8] . A detailed proof of such an extension was given in [13] for the more restricted i.i.d. (independent and identically distributed) random diffeomorphisms. The proof for the present setup is almost the same; we will indicate the modifications needed and omit the proof. The main result is stated in Section 3 and its proof is given in Sections 4-8.
Notions and preliminary results
In this paper M will always be a smooth and compact Riemannian manifold without boundary. Let (Ω, F, P ) be a probability space and θ : (Ω, F, P ) ← an invertible measure-preserving transformation. For the need to work with Lebesgue spaces, we will assume further that (Ω, F, P, θ) is a Polish system, by which we mean that Ω is a Polish space (i.e., a separable topological space with a complete metric) and F is its Borel σ-algebra. Let Diff 2 (M ) be the space of C 2 diffeomorphisms of M , endowed with the usual C 2 topology and the Borel σ-algebra. Let
be a measurable map and define
We are concerned with the dynamical behavior of f n ω , n ∈ Z, for P -a.e. ω, and this setup will be referred to as an RDS, still denoted by F , on M over (Ω, F, P, θ).
Let F be as given above. Define
and call it the skew product transformation associated with F . Denote by B the Borel σ-algebra of M . An invariant measure of F is defined to be a probability measure µ on (Ω × M, F × B) which has marginal P on Ω and is invariant under Θ, and furthermore, µ is said to be ergodic if Θ : (Ω × M, µ) ← is ergodic.
In the sequel µ is always an F -invariant measure (such measures always exist; see [1] ). Since Ω is a Polish space, (Ω × M, µ) with the µ-completion of F × B constitutes a Lebesgue space. According to Rokhlin [14] , one can speak of the conditional measure µ ω of µ on {ω} × M (identified with M ) for P -a.e. ω. µ ω , ω ∈ Ω are P -mod 0 uniquely defined and are called the sample measures of µ. They clearly have the invariance property f ω µ ω = µ θω , P-a.e. ω, and they could be regarded as natural "invariant" measures associated with individual realizations of the system (F, µ).
For every finite measurable partition η of M , the limit
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always exists (see [4] ), and the number
is called the (measure-theoretic) entropy of (F, µ). It turns out that the entropy h µ (F ) coincides with the conditional entropy of Θ with respect to π −1 F, i.e.,
where π : Ω × M → Ω is the projection on the first factor (see [7, Theorem II.1.4] or [4, Theorem 3.1]).
Throughout this paper, it is always assumed that the RDS F is given such that (2.1)
where |g| C 2 denotes the usual C 2 norm of g ∈ C 2 (M, M ) (see, e.g., Liu and Qian [11] for the definition). The Oseledec multipicative ergodic theorem applied to Θ : (Ω × M, µ) ← tells us that for µ-a.e. (ω, x) there exist numbers
Let u(ω, x) be the number of positive Lyapunov exponents at (ω, x). Then for µ-a.e. (ω, x), if u(ω, x) > 0, the set
and is called the unstable manifold
is well defined}, subordinate to the W u,i -manifolds of (F, µ) (see [13] or [11] for the definition), and so that
. We remark that, by the transitivity of conditional measures, for P -a.e. ω one has µ
(ω,x) (·, ·) be the metric on W u,i (ω, x) induced by its inherited Riemannian structure and put for ρ > 0 
log ρ provided the limit exists (the definition is independent of the choice of η i ), and call it the dimension of µ on the W u,i -manifold at (ω, x). The following theorem extends the generalized entropy formula of Ledrappier and Young [8] to (F, µ). 
A detailed proof of Theorem 2.1 is given in [13] for i.i.d. random diffeomorphisms, more precisely, for the case where Ω = Diff 2 (M ) Z , θ is the left shift operator on Ω, P = ν Z for some probability ν on Diff 5] , together with the following ergodic decomposition facts of (F, µ). First assume that (θ, P ) is ergodic. Then, by a combination of the ergodic decomposition theorems of [15] and [5] , there exists a measurable partition ζ of (Ω×M, µ) (with the µ-completion of F × B) such that, for µ ζ -a.e. C ∈ ζ, Θ −1 C = C, Θ| C : (C, µ C ) ← is ergodic and µ C has marginal P on Ω, where µ C is the conditional measure of µ on C. If (θ, P ) is not ergodic, one takes a measurable partition Π of (Ω, P ) (with the P -completion of F) such that θ
, and it has marginal P Γ on Ω. To prove Theorem 2.1, it is enough to consider
e. Γ ∈ Π and to use arguments similar to [2, Section 5] .
By considering Θ −1 : (Ω × M, µ) ← , Theorem 2.1 can also be formulated by means of the negative Lyapunov exponents. That is, letting (F, µ) be as given in Theorem 2.1 and letting 0 > λ s(ω,x) (ω, x) > · · · > λ r(ω,x) (ω, x) > −∞ be all the negative exponents of F at (ω, x) (if there are any), then one has
where 
We remark that W s,s(ω,x) (ω, x) coincides with
Let η s (resp. η u ) be a measurable partition of (Ω × M, µ) subordinate to the W s -manifolds (resp. W u -manifolds) of (F, µ) and finer than {{ω} ) and B u (ω, x; ρ) similarly. Then, as asserted above, the limits
exist µ almost everywhere. As functions of (ω, x), they are Θ-invariant and hence, when µ is ergodic, d 
Main theorem
An invariant measure µ of F is said to be hyperbolic if all the Lyapunov exponents of F are nonzero µ almost everywhere. In the rest of the paper, η s will be a measurable partition of (Ω × M, µ) subordinate to the W s -manifolds of (F, µ) such that η s ≥ σ := {{ω} × M : ω ∈ Ω}, Θη s ≥ η s , Θ n η s tends to the partition into single points as n → +∞, and H(Θη
s tends to the partition into single points, and [11, Chapter VI] for their existence).
The main result of this paper is the following theorem. (1) for every ε > 0, there exists a set Λ ⊂ Ω×M with µ(Λ) > 1−ε and constants κ ≥ 1, ρ 0 > 0 such that for every (ω, x) ∈ Λ and every ρ ∈ (0, ρ 0 ),
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When µ is not ergodic, the limit (3.2) still exists and
Let F be an RDS generated by i.i.d. random diffeomorphisms introduced in the paragraph after Theorem 2.1. It naturally induces a family of Markov processes with transition probabilities Q(x, ·), x ∈ M , given by
Such measures are of particular interest (see Kifer [7] ), and they correspond in a one-to-one way to the forward Markov invariant measures of F , with the correspondence being given by
(see, e.g., [9] ). We remark that, even when
This can be seen from the following example. Let f ∈ Diff 1 (M ) and let x 0 be a sink of f . Let ν be a probability on Diff 1 (M ) such that it is supported by a neighborhood U(f ) of f in Diff 1 (M ) and that the transition probabilities Q(x, ·), x ∈ M , have a density with respect to the Lebesgue measure on M (see [11, Section IV.1] for the definition).
In this case, by [10] , there is a unique stationary measure ρ of F , it is absolutely continuous with respect to the Lebesgue measure on M , and ρ *
Reconstruction of a special partition
Let F be as given in Theorem 3.1 and let µ be an F -invariant measure. For a measurable partition ξ of (Ω × M, µ) and for all integers k, l ≥ 0, we define ξ 
and for a constant λ > 0. Let {Φ (ω,x) } be a system of (ε, )-charts introduced in [13] (where 0 < ε < 
be defined wherever they make sense. Then for any 0 < δ ≤ 1, the following holds
and therefore
A proof of the lemma can be carried out by employing Lyapunov charts (see [13, Proposition 3.1]) and then using arguments similar to the uniformly hyperbolic case (see [10, Lemma 1.2] ). The details are omitted here.
We will need a measurable partition α of (Ω × M, µ) so that it has finite conditional entropy H µ (α|σ) < +∞ and the diameter of [α n n ] ω (x) decays exponentially fast as n increases for µ-a.e. (ω, x). But the partition α constructed in [13, Lemma 4.3] (generalizing the corresponding construction for a deterministic diffeomorphism in Ledrappier and Young [8] ) cannot be guaranteed to have these properties. In what follows we reconstruct such a partition. The treatment depends heavily on the previous work Qian et al. [13] , to which we refer the reader for related notions and arguments.
In the rest of this section we assume that µ is ergodic and hyperbolic. Let 
, otherwise (where 0 < δ < 1), which is a modification of the corresponding definition in [13, Sect. 4] by replacing S u with ∆ and by doubling the exponent of the exponential term in the expression of ψ (such a modification will accelerate the decay of the diameter of [α
for all x ∈ E k , where int(A) denotes the interior of a set A ⊂ M . We then define a countable measurable partition α of Ω × M by 
where ). We present them below for completeness. For simplicity of notation, we will write n + = n + (ω, x) and n + = n + (ω, x) in the rest of this section. 
This is guaranteed for 0 ≤ j ≤ n + . Hence the desired conclusion follows from [13, Prop. 3.5 (1)].
(2) First observe that, if y ∈ α ω (x), then by [13, Prop. 3 .1]
, and we can apply (1), with (ω, x) and z being replaced by Θ n + (ω, x) and Φ
respectively. An inductive argument completes the proof of (2).
Proof of Lemma 4.3. Consider a point (ω, x) with the property that Θ n (ω, x) ∈ ∆ infinitely often as n → ±∞. The collection of such points is of full µ-measure.
To prove the lemma, it suffices to prove this claim, since, if y ∈ [α n 0 ] ω (x) for some n ≥ n + , we can apply Lemma 4.2(2) to f n + ω y (note that Θ n + (ω, x) ∈ ∆), and this yields that
To prove this claim, let us assume that (ω, x) ∈ ∆ and
Hence, by our choice of ψ, we can prove inductively that f
the last inequality being guaranteed by
Then, applying Lemma 4.2(1) to f k ω y yields the desired conclusion, since we now have
We can also apply the above arguments to the system Θ −1 : (Ω × M, µ) ← , assuring that the partition α has the following additional properties. For µ-a.e. 
when n is sufficiently large.
From the above arguments together with [13, Lemma 3.6] , it is also clear that for µ-a.e. (ω, x)
Summing up the above results, we have proved the following. 
where
Below we present some further properties of the partition α given above which will play an important role in our proof of Theorem 3.1. 
where the limits " * We remark here that (4.6) and (4.7) in fact hold true for any measurable partition α of finite conditional entropy H µ (α|σ) < +∞. These facts would be crucial in Section 8.
In order to prove the above lemma, we first give another lemma which is similar to [8, Lemma 9.3.1].
Lemma 4.6. Let α be a partition of
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Proof. Put
we can write (F ) for µ-a.e. (ω, x) . Hence it suffices to prove (4.8) lim
, one then knows that
Therefore (4.8) follows by a slight variant of Birkhoff ergodic theorem.
Proof of Lemma 4.5. We first claim that
In fact, by the definition of conditional entropy we have (noting that Θ ±1 σ = σ and Θµ = µ)
Hence (4.9) holds true. (4.10) can be proved in a similar way. Now we turn to the proof of the lemma. Let us first prove (4.4). It is easy to see that 
On the other hand, by Lemma 4.4, one has
where the last two equalities follow from We now turn to the proof of (4.1). Obviously
By a random version of Shannon-McMillan-Breiman theorem (see [4]) we have for µ-a.e. (ω, x)
(the second equality is a standard fact). Write
Similar to the proof of Lemma 4.6, we have
µ-a.e. and in L 1 as n → ∞. Hence a slight variant of Birkhoff ergodic theorem gives Finally we prove (4.7). In fact we can write
where α
as n → +∞, and then we have (4.7). (4.6) can be proved similarly.
Let 0 < ε < 1 be given sufficiently small and let α be the partition introduced above for a fixed sufficiently small δ = δ * > 0. The system of Lyapunov charts employed in the construction of the special partition α will be referred to (in Section 8) as a system of (ε * , * )-Lyapunov charts (0 < ε * ≤ 1 200 min{λ, 1}) with the corresponding universal constant K 0 (given by [13, Prop. 3 .1]) denoted by K * . By (2.6), (2.7) and Lemmas 4.4 and 4.5, one can find a set Γ ⊂ Ω × M of measure µ(Γ) > 1−ε/2 together with an integer n 0 = n 0 (ε) ≥ 1 and a number C = C(ε) > 1 such that, for every (ω, x) ∈ Γ and any integer n ≥ n 0 , the following statements hold: a) for all integers k ≥ 1 we have
where h = h µ (F ); b) for all integers k ≥ 1 we have Since the induced metrics on W s (ω, x) and W u (ω, x) are locally (i.e., in a neighborhood of x) equivalent to the metric on M , by increasing n 0 if necessary, we may also assume the following: e) for each (ω, x) ∈ Γ and any z, z ∈ B s (ω, x; e −n 0 )
We will need the following slight variant of Borel density lemma [6] .
Proposition 4.7. Let A ⊂ Ω × M be a measurable set with µ(
A) > 0. Then for µ-almost every (ω, x) ∈ A (4.29) lim ρ→0 µ ω (B(x, ρ) ∩ A ω ) µ ω (B(x, ρ)) = 1.
Furthermore, for each δ > 0 there is a set ∆ ⊂ A with µ(∆) > µ(A) − δ and a number ρ
* such that for all (ω, x) ∈ ∆ and 0 < ρ < ρ * one has
Proof. Let A be the measurable set consisting of those points in A satisfying (4.29). By Borel density lemma (see [3, Proposition 3] 
Using arguments similar to the proof of Proposition 4.7, one can choose an integer n 1 ≥ n 0 and a set Γ ⊂ Γ with µ( Γ) > 1 − ε such that, for every n ≥ n 1 and (ω, x) ∈ Γ,
Furthermore we can require that for every n ≥ n 1 and (ω,
The requirements (4.33) and (4.34) seem easy to be satisfied but actually their proofs are very much involved with the techniques presented in [13] and are somehow lengthy. We will postpone the proofs to Section 8.
Preparatory lemmas
To be more accessible, we use arguments slightly different from the corresponding ones of [3] . Fix (ω, x) ∈ Γ and an integer n ≥ n 0 . We consider the following classes R n , F 
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The rectangles in R n carry all the µ ω -measures of the set α ω (x) ∩ Γ ω , i.e.,
It is clear that the rectangles in R n belong to F
But, besides these elements, there are in general other ones in F s n ∨F u n . That is, the sample measure µ ω conditioned on α ω (x)∩Γ ω has a deviation from the "direct product structure" at the "level" n.
Following [3] , we will compare the numbers of rectangles in R n , F s n and F u n intersecting a given set. This will allow us to evaluate the deviation of the sample measure µ ω from the "direct product structure" at the level n. For each A ⊂ α ω (x), we define a series of subsets of R n , F s n or F u n by the following:
One should bear in mind that, though we omit writing α ω (x)'s in the notations, all the sets defined above depend on α ω (x). From here on we always denote by #A the cardinality of a countable set A.
Lemma 5.1. For each (ω, x) ∈ Γ and integer n
≥ n 0 + 1, we have #N s (n, x, B(x, e −n )) ≤ µ s (ω,x) (B s (ω, x; 4e −n )) · Ce an(h+ε) , #N u (n, x, B(x, e −n )) ≤ µ u (ω,x) (B u (ω, x; 4e −n )) · Ce an(h+ε) . Proof. Let R ∈ N s (n, x, B(x, e −n )) and let z ∈ R ∩ η s ω (x) ∩ B(x, e −n ) ∩ Γ ω . Then R = [α an an ] ω (z). By (4.18) we have µ s (ω,x) (R) = µ s (ω,z) ([α an an ] ω (z)) ≥ C −1 e −an(h+ε) .
By (4.23) one has
. But, by (4.27), we have
This implies
The proof of the second inequality is similar.
Lemma 5.2.
For each (ω, x) ∈ Γ and n ≥ n 1 , we have
Proof. In view of (4.30) we have
x, e −n ) ∩ Γ ω , the inequality in the lemma follows from (4.17).
We now estimate the numbers of rectangles in the classes R n ,F 
Our next goal is to compare the growth rate in n of the number of rectangles in
with that of the number of rectangles in N s (n, x, B(x, e −n )) (resp. N u (n, x, B(x, e −n ))). We start with the following auxiliary result.
Lemma 5.4. For each (ω, x) ∈ Γ and integer
n ≥ n 0 , we have # N s (n, α ω (x)) ≤ Ce an(h+ε) , # N u (n, α ω (x)) ≤ Ce an(h+ε) .
Proof. Since α ω (x) is the union of a collection of rectangles
Hence, by (4.12), we have
The second inequality in the lemma can be proved in a similar way.
The following two lemmas show that the cardinalities of
and
x, e −n ))) are of almost the same growth rate in n up to a small exponent.
On the other hand, for each rectangle
there are at most A n distinct rectangles R in N s (n, y, B(y, e −n )) with such a correspondence, where by (4.13) and (4.18)
This implies the first inequality in the lemma. The other one can be proved analogously.
Proof. Except for applying our Lemma 5.4 instead of [3, Lemma 4] , the proof is the same as that of [3, Lemma 5] . We present it here for completeness. By (4.27) and (4.31), for each y ∈ Γ ω and n ≥ n 1 , we have
Then, by (4.13), (4.18), (4.20) and noting a > 1, one has
For any integer k ≥ 1, we consider the set
We wish to show that µ ω (F k ) = 0. Assume on the contrary that µ ω (F k ) > 0. Let F k ⊂ F k be the set of points z ∈ F k for which there exists the limit
, it follows from Frostman's lemma (see [12, pp. 43] ) that
Let us consider the collection of balls 
By (5.3), noting that a > 1, we obtain
Since the multiplicity of the subcover D is at most p, each set B i appears in the sum i:
at most p times. Furthermore, since t i ≥ n 1 and
From Lemma 5.4 it follows that
Since L can be chosen arbitrarily large (and so can the numbers t i ), it follows that
This contradicts (5.5). Hence µ ω (F k ) = 0 for any k ≥ 1. This implies the first identity in the lemma. The other one can be proved in a similar way.
By Lemma 5.6, for µ-a.e. (ω, x) ∈ Γ there exists an integer
Moreover, by Lusin's theorem, there exists a subset
and the inequalities (5.6) and (5.7) hold for every n ≥ n ε and (ω, x) ∈ Γ ε . Furthermore, we can require that (4.30)-(4.32) hold true for any (ω, x) ∈ Γ ε and n ≥ n ε , with Γ ω being replaced by Γ ω .
6. Proof of Theorem 3.1 Since Theorem 3.1(2) follows directly from Theorem 3.1(1) and (2.6), we will just prove Theorem 3.1(1). We will divide it into the following two lemmas.
Proof of Lemma 6.1. Fix a point (ω, x) ∈ Γ ε and an integer n ≥ n ε . First we observe that
Consider rectangles in R n which intersect B(x, 2e −n ) ∩ Γ ω , and let R be such a rectangle. Then there is a point z ∈ B(x, 2e
−n ) and hence R ⊂ B(x, 3e −n ). Therefore
Then we observe that
Therefore by (4.34) and noting a ≥ 2, one has
Following the same line as in the proof of Lemma 5.5, we can prove that
Furthermore,
Putting (6.1)-(6.6) together, we obtain the inequality in the lemma.
Proof of Lemma 6.2. This lemma is a consequence of Lemmas 5.1, 5.2, 5.3 and inequalities (5.6) and (5.7).
The case of nonergodic measures
We show how to modify our arguments in the case when the measure µ is not ergodic. By an easy variant of Lemma 4.5 for nonergodic measures, there exists a Θ-invariant (µ-mod 0) function h µ (·) : Ω × M → R + such that h µ (F ) = h µ (ω, x)dµ and (4.1)-(4.5) hold with h µ (F ) being replaced by h µ (ω, x) . Then, by Lusin's theorem, given ε > 0, there is a set 
which are clearly Θ-invariant (µ-mod 0). These sets, restricted to Γ , form an open cover of Γ by our requirement. Since Ω × M is a Polish space, it is Lindelöf, and hence so is its subset Γ . Therefore there exists a countable sub-collection of sets 
the following inequalities hold for µ-a.e. (ω, x) ∈ Γ i :
. Then we can apply the arguments in the proof of Theorem 3.1 to the measure µ i , showing that for µ-a.e. (ω, x) ∈ Γ i the following inequalities hold true: , and c i is a constant which is independent of (ω, x) or δ. In fact, one can take c i = 12 a i , where a i is the integral part of 4 + 2 max{λ 
to modify Lemma 5.6, replace (5.4) with the inequality Since ε > 0 is arbitrary and µ(Γ ) ≥ 1 − ε , (7.7) holds for µ-a.e. (ω, x) ∈ Ω × M . This proves the last statement of Theorem 3.1.
8. Proofs of (4.33) and (4.34)
In this section we give proofs of requirements (4.33) and (4.34). We will inherit many notations introduced in [13] without announcing beforehand. In fact we will prove We will only prove equation (8.2) since the other one can be obtained by applying the same arguments to the system Θ −1 : Ω × M ← . The proof goes essentially along the same line as that of [13] . Clearly we have H µ ( α|σ) ≤ H µ (α σ) + log 2 < +∞. In view of (4.7) and (2.6) it is an easy exercise to check that (8.2) follows directly from the proposition below. (B u (ω, x; e −n )) = d u .
The limit in the above proposition looks very much like the pointwise dimension of µ on the W u -manifold at (ω, x) defined in Section 2 and, for the sake of language, in this section we name it as the pseudo-pointwise dimension of µ on the W umanifold at (ω, x). The proposition states that the pseudo-pointwise dimension coincides with the usual pointwise dimension.
We will prove the existence of pseudo-pointwise dimension on W u -manifolds and its coincidence with d u through quantities named pseudo-pointwise dimensions on W i -manifolds and pseudo-local entropies along W i -manifolds (i = 1, 2, · · · , u), which we will introduce below.
We begin with the following notations. Let We call δ i (ω, x) and δ i (ω, x), respectively, the lower and the upper pseudo-pointwise dimension of µ on the W i -manifold at (ω, x), and h i (ω, x), h i (ω, x) the lower and the upper pseudo-local entropy along W i -manifolds at (ω, x).
