Lomax distribution is considered as the underlying model for the present study. The study presents some Empirical Bayes estimators for the shape parameter of the underlying model based on record data. Both known and unknown cases of scale parameter are considered here. A comparative study has been performed under two different asymmetric loss functions. The Bayes prediction bound length of future records has also been measured. A simulation study is carried out for analyzing Bayes and empirical Bayes estimators.
Introduction
Two-parameter Pareto distribution is not only used as a potential model for life testing problems, but also established its important role in a variety of other problems such as size of cities, firms and business mortality. It plays an important role in analyzing the research problems, including distribution of city population, stock price fluctuation, oil field locations, and military areas. The Pareto distribution and its close relatives provide a very flexible family of fat-tailed distributions, which may use as a model for income distribution of the higher income group. Pareto distribution has a decreasing failure rate, so it is used for modelling the survival analysis after some medical procedures (If the ability to survive for a long time appears to increase, then the longer one can survive after certain medical procedures).
The probability density function of Lomax model is given as Here, parameter θ is called as shape parameter and σ is known as scale parameter. The given model (1) is known as Lomax distribution, which is the result of a mixture of the Exponential Gyan Prakash / Journal of Applied Mathematics and Statistics (2016) Vol. 3 No. 4 pp. 182-197 183 distribution with parameter λ, and the parameter λ is distributed as a Gamma distribution with parameters θ and σ. The distribution function and reliability function of model (1) 
This distribution has established with its important role in a variety of other problems such as business mortality, service time in the queuing system. Lomax (1954) discussed about analysis of failure data. Steindle (1965) established the role of Lomax distribution in the study of the size of cities and firms. Freiling (1966) discussed a comparison of fallout mass-size distributions with the help of lognormal and power-law models. Queues with stochastic service rate under Lomax model was discussed by Harries (1967) . Madi & Raqab (2004) have viewed the Pareto distribution as forecasting temperature records. Some Bayes prediction bound length of the intervals of the Pareto model has recently studied by Prakash & Singh (2013) .
Record values and the associated statistics are of interest and importance in many real life applications. In industry and reliability studies, many products fail under stress. Chandler (1952) introduced the study of record values and documented many of the basic properties of records. Recently, Prakash (2013) be a sequence of independent and identically distributed random variables with cumulative distribution function F(x) and probability density function (x) f , for 1, n  then
X is known as upper record statistic (see Ahsanullah (1995) and Arnold et al. (1998) 
be the first n upper record values arising from a sequence of independently and identically distributed with probability density function (1). Then the likelihood function is obtained as
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Prior and Posterior Densities
There is no clear-cut way to determine if one prior probability estimate is better than the other. It is more frequently the case that attention is restricted to a given flexible family of priors, and one is chosen from that family matches best with personal beliefs. However, there is adequate information about the parameter, it should be used; otherwise it is preferable to use a non-informative prior.
The two-parameter Gamma distribution is taken here as natural family of conjugate prior for unknown parameter θ, when scale parameter σ is known. The probability density function of twoparameter Gamma distribution is given as
The posterior density for the parameter θ is defined as under Bayesian law:
Using (5) & (6) in equation (7) we get
Here, we are not going to debate or justify the question of the proper choice of prior distribution. For the situations where life researchers have no prior information about the parameter, they may use a non-informative prior.
When scale parameter is a random variable, the joint prior density for both unknown parameters is now defined as
The prior density for σ is considered here as diffuse prior and defined as
Bayes Estimation of the Parameter
The selection of loss function may be crucial in Bayesian analysis. It has been recognized that, the squared error loss function (SELF) is inappropriate in many situations. If SELF is taken as a measure of inaccuracy, then the resulting risk is often too sensitive to the assumptions about the behavior of the tail of the probability distribution. To overcome this difficulty, an invariant version of the squared error loss function (ISELF) is defined for any estimate θ corresponding to the parameter θ as
See, Prakash (2014) for more details about ISELF. Bayes estimator corresponding to parameter θ under ISELF is obtained as
When positive and negative errors have different consequences, the use of SELF in Bayesian estimation may not be appropriate. In addition, in some estimation problems overestimation is more serious than underestimation, or vice-versa. Dealing with such cases, a useful and flexible class of asymmetric loss function (invariant LINEX loss function (LLF)) is defined as
Here, a'
' is known as tuning (shape) parameter of LLF. For details about the invariant version of LLF, see Singh et al. (2007) and Prakash & Singh (2009) .
The Bayes estimator L1 θ (say) for parameter θ under LLF is obtained by simplifying the following
On similar lines, the Bayes estimator corresponding to the parameter θ when scale parameter is unknown under ISELF and LLF are obtained by simplifying the following equations
The close form of Bayes estimators I2 θ and L2 θ does not exist. A numerical technique with the help of simulation is applied herewith for drawing inferences.
Empirical Bayes Estimation
Gyan Prakash / Journal of Applied Mathematics and Statistics (2016) Vol. 3 No. 4 pp. 182-197 187 Maximum Likelihood (ML) estimators and method of moments are the two best techniques for estimating hyper-parameters. The method of ML estimate is applied here for estimating the unknown parameter θ. Based on empirical Bayesian approach the unknown hyper-parameter α (when β is known) is estimated. Hence, under the empirical Bayesian approach, we begin with the Bayesian model:
As all the units have identical Lomax distribution, the marginal density of x, say (x) f , can be obtained as
Now the maximum likelihood estimate of α based on (x) f is given as 
The Empirical Bayes estimators for the parameter θ (when scale parameter is unknown) are obtained by simplifying following equalities under both risk criteria Gyan Prakash / Journal of Applied Mathematics and Statistics (2016) Vol. 3 No. 4 pp. 182-197 188
Nice closed forms of the Empirical Bayes estimators do not exist. A numerical technique with the help of simulation is applied herewith for drawing the inference.
Prediction of the Future Records
Consider the nature of future behavior of the observation when sufficient information about the past and the present behavior of an event or an observation is known/given. Prediction based on records is an important topic in many fields such as medical and engineering sciences. Prediction of mean, the smallest or the largest observation in a future sample has a topic of interest and importance in the context of quality and reliability analysis. Mathematics and Statistics (2016) Vol. 3 No. 4 pp. 182-197 189 
Solving (28), the lower and upper central coverage Bayes prediction bounds limits for first unobserved record value
Hence, the central coverage Bayes prediction bound length of the first record value is
Similarly, the Empirical Bayes prediction central coverage bound length is given as Mathematics and Statistics (2016) Vol. 3 No. 4 pp. 182-197 190 
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Numerical Analysis
We present here a complete numerical analysis based on simulated data for empirical Bayes estimation under record data.
CASE 1: FOR KNOWN SCALE PARAMETER
The random samples are generated as follows:
1.
Generate the values of the shape parameter θ through prior density θ) ( π for a given set of prior parameters β and α as ), (0.25,0.50
The selection of these values meets the criterion that the prior variance should be unity.
2.
Using generated values of the shape parameter θ from step (1) Table 1 .
It is observed from the Table that; the estimated risks are decreased as sample size n increases.
Similar trend also has seen when scale parameter increases up to 2.50) ( σ  and then increase. An increasing trend in estimated risk has also seen when set of prior parameter increase. It is further observed that the magnitude of estimated risk under empirical Bayes estimator is smaller than the usual Bayes estimator. Mathematics and Statistics (2016) Vol. 3 No. 4 pp. 182-197 191 All the properties have seen similar as discussed above for the case of ISELF. It is further observed that when a tuning parameter of LLF is increasing the magnitudes of estimated risk are increasing.
Gyan Prakash / Journal of Applied
Hence, large values of a' ' provides more risk. It is also noted here that, the empirical criteria provide smaller estimated risks (except when 0.25 β 1.00, a   and 04 n  ).
CASE 2: FOR UNKNOWN SCALE PARAMETER
When both parameters are random variables, a simulation study also has been carried out for studying the properties of empirical Bayes estimators as:
The values of parameter θ have been generated from the similar set of values of prior parameters as discussed above. Mathematics and Statistics (2016) Vol. 3 No. 4 pp. 182-197 192 2.
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Generate random values for parameter σ under the uniform distribution Using generated values of the parameters θ and σ, the estimated risks are obtained on similar lines for the Bayes estimators and empirical Bayes estimators and presented them in Tables 4-6.
All properties have been seen similar as stated in knowing scale parameter case. It is further noted that, the magnitudes of estimated risks for empirical Bayes estimator are smaller as compared to Bayes estimators under both risk criteria. It is noted that when confidence level ε decreases the length of intervals tends to be closer. The bounds length tends to be closer also as the set of prior parameters increases when other parametric values are fixed. A decreasing trend has been seen in length when censored sample size increases. It is also remarkable that the central coverage Bayes prediction bound lengths are Gyan Prakash / Journal of Applied Mathematics and Statistics (2016) Vol. 3 No. 4 pp. 182-197 193 narrower for empirical criterion. Hence, one may have preferred the empirical Bayesian criterion over usual for the selected parametric set of values. 
