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Abstract
Aerosol particulate matter adversely affects the climate, environment and human health.
Mechanistic studies have indicated that ultrafine aerosol nanoparticles, those under 100
nm in diameter, may have significant health impacts due to their relatively high number
concentration, surface area and potential for deep penetration into the human lung. However,
epidemiological evidence remains limited due to the lack of measurement networks that
monitor local concentrations of ultrafine particles.
Direct ultraviolet (UV) photoionisation electrically charges aerosol nanoparticles for
subsequent detection by a mechanism distinct from the ion-particle collisions of conventional
methods. The aim of this work is to evaluate photoionisation theory in order to understand
and interpret measurements from a low-cost aerosol particle sensor. To accomplish this,
theoretical equations are analysed, modelled and compared with experimental results for
validation. The photoelectric yield of aerosol particles is explored in terms of particle size,
concentration, material, and morphology giving insight into the interaction of light and
particles.
This thesis introduces the first analysis of photoionisation, recombination, convec-
tion/diffusion and transport of particles in an electric field using analytical, numerical,
and computational fluid dynamics (CFD) techniques. Characteristic times and dimension-
less parameters are defined to determine regimes under which the measurement system is
dominated by each of the charging or transport mechanisms. The level of modelling detail
required for accurate prediction of aerosol charging and capture methods is demonstrated
over a range of conditions.
In a continuous flow of aerosol particles, an electric field is applied to capture charge as
it is photoemitted from particles and before the emitted charge and particles can recombine.
This method yields a novel current measurement directly representative of photoemission.
The CFD model agrees well with electrical current measurements demonstrating that the
physics of the problem is suitably represented. It is demonstrated that photoemission is lin-
early proportional to total (mobility) surface area for a large range of sizes and concentrations
of particles of self-similar material and morphology, with agglomerated silver particles hav-
ing 5× yield of agglomerated carbon from a propane flame. It is shown for the first time that
xagglomerated particles have a significantly higher photoelectric yield (2.6×) than sintered,
close-packed spheres of the same mobility diameter and material, directly contradicting two
of the three previous relevant studies. Close-packed spheres have less material exposed to
both the photon flux and the particle’s surroundings than an agglomerate of the same particle
mobility diameter, thereby reducing photoelectric activity. The photoelectrically active area
is defined explicitly in this work to reflect the effect of a particle’s morphology; the revised
definition produces good agreement with experimental results.
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s charge saturation; surface
ε photoelectric activity
va volume-surface equivalent
Ve elementary electron potential, eV m
ve volume equivalent
z direction of flow
Acronyms / Abbreviations
AAC Aerodynamic Aerosol Classifier
APM Aerosol Particle Mass
CFD Computational Fluid Dynamics
CMD Count Median Diameter
CPC Condensation Particle Counter
CPMA Centrifugal Particle Mass Analyzer
CS Catalytic Stripper
CSV Comma Separated Variable
DC Diffusion Charging; Direct Current
DMA Differential Mobility Analyzer
DMS Differential Mobility Spectrometer
DOS Di-Octyl Sebacate
EEPS Engine Exhaust Particle Sizer
Nomenclature xxv
ELPI Electrical Low Pressure Impactor
FCE Faraday Cup Electrometer
FMPS Fast Mobility Particle Sizer
GB Gigabytes
HEPA High Efficiency Particulate Air
LDSA Lung Deposited Surface Area
MOUDI Micro-Orifice Uniform Deposit Impactor
NTP Normal Temperature and Pressure
PAH Polycyclic Aromatic Hydrocarbon
PAS Photoelectric Aerosol Sensor
PM2.5 Particulate Matter ≤ 2.5µm
PTFE Polytetrafluoroethylene
RAM Random Access Memory
SMPS Scanning Mobility Particle Size Spectrometer
UV Ultraviolet

Chapter 1
Introduction
1.1 Motivation
Aerosols consist of solid or liquid particles suspended in a gaseous medium [1]. Aerosols can
adversely affect the climate [2], environment [3] and human health [4] and are commonly
emitted as a by-product of combustion or industrial processes. Aerosol particles may also be
engineered for the production of materials with unique properties [5]. The study of aerosols
including their behaviour and effects requires accurate characterisation and measurement of
a range of particle properties [6].
One of the primary concerns involving aerosols is the direct health impacts from local
air pollution [4]. Multiple large-scale air pollution studies have shown a direct relationship
between sub-2.5 µm aerosol particulate matter (PM2.5) concentrations and all-cause mortal-
ity [7, 8]. The World Health Organization International Agency for Research on Cancer has
classified outdoor air pollution and particulate matter from outdoor air pollution as a Group
I carcinogen [9]. In addition to concerns over the health impacts of PM2.5, mechanistic
studies have indicated that nanoparticles or ultrafine particles (particles smaller than 100
nm in aerodynamic diameter, which are a subset of PM2.5 [10, 6]) may have health impacts
beyond PM2.5 due to their relatively high number concentration, surface area and potential
for deeper penetration into the human lung [11]. Epidemiological evidence remains limited
due to the small number of measurement networks that monitor local concentrations of ultra-
fine particles [10]. Accurate quantification of aerosols is necessary to regulate and control
particle emission sources, such as automotive [12] and turbine engine exhaust [13], and air
pollution in urban areas [14] and industrial workplaces [15]. Furthermore, the metrics by
which aerosols are measured should be representative of the emission source, environmental
impacts and/or health impacts depending on the application [16].
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Conventional light-scattering methods are only effective for particles in the optically
active size range (particles larger than 300 nm diameter) [6]. Existing methods for detection
of ultrafines are often prohibitively expensive, require full bench-top systems, have low
time resolution, or are accurate only in idealised conditions [17]. A network of low-cost,
distributable sensors for ultrafine particles could be used in urban areas or transport centres
to carry out source attribution [18, 19], inform policy [20] and provide information for
epidemiological studies [10]. Other applications of such sensors include workplace hazard
and exposure identification [21] and engine and vehicle emissions monitoring [22].
The physical principles of photoelectric charging and particle transport are explored in
this work with the aim of improving the theoretical understanding and the interpretation
of measurements. A sensor for aerosol nanoparticles is developed based on the principles
explored in this work.
1.2 Background information
1.2.1 Conventional aerosol measurement systems
Conventional measurement systems used for measurements of aerosol nanoparticles com-
monly involve three stages in a range of configurations which yield information on particle
size and number concentration independent of particle chemistry: electrical charge condition-
ing, particle classification, and particle counting [6]. Particles are electrically charged in the
electrical charge conditioning stage in order to be classified and/or counted in the subsequent
stages, though the charge conditioning stage is not always necessary. The classification stage
selects particles by a characteristic parameter involving a balance of forces on the particle
in continuous flow. After classification, the particles are subsequently counted by a particle
counter. The measurement systems range in the type of particle information, accuracy and
cost.
In this section, the Scanning Mobility Particle Size Spectrometer (SMPS) and Aerody-
namic Aerosol Classifier (AAC) are discussed in detail both to demonstrate examples of
high-resolution aerosol size measurement systems and to describe the measurement princi-
ples, as both devices are used extensively in this work. Low-cost nanoparticle sensors are
discussed to provide context for photoelectric charging and charge counting as a method for
measuring particles.
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Scanning Mobility Particle Sizer (SMPS)
A Scanning Mobility Particle Size Spectrometer (SMPS) is regarded as a standard mea-
surement system to measure size distributions of aerosol particles [23, 24]. It combines
a neutraliser, Differential Mobility Analyzer (DMA) and a Condensation Particle Counter
(CPC). The charge conditioning stage is made up of a neutraliser which is commonly operated
using an alpha or beta radioactive [24] or X-ray ionisation source [6]. The neutraliser first
ionises gas molecules into positively and negatively charged gaseous ions, which subse-
quently transfer charge to the sampled particles by diffusive and electrostatic forces, resulting
in a known bipolar charge distribution of positive, negative and neutral particles [25, 26]. If
the particles are exposed to a sufficient number of ions within the neutraliser, the particles
are charged to known charge states dependent on the particle size, but independent of the
particle concentration [24]. In the classifier stage, the charged particles flow between two
concentric electrodes making up a DMA column. When an electric field is applied, particles
of one polarity pass through a sheath flow, resisted by a drag force, towards a slit at the end of
the DMA and are then counted by the CPC. By varying the electric field strength for known
sample and sheath flow rates, only particles of a known electrical mobility are classified and
therefore counted. The DMA allows the selection of particles by their electrical mobility
diameter, dm, defined in Table 1.1. By accounting for the expected charge states from the
neutraliser as a function of the classified particle mobility, the mobility size distribution of
the polydisperse aerosol may be measured. The CPC uses the particles as nucleation sites
for condensing a vapour such as butanol into droplets sufficiently large to be counted by
optical methods [6]. The CPC measures the concentration of particles, but cannot distinguish
particle size when operating alone. A Faraday Cup Electrometer (FCE) or other electrometry
methods may also be used to count charged particles at the outlet of the classifier in the form
of an electrical current if the charge states are known [27]. A FCE captures charged particles
in a filter and induces a measured electrical current equal to the amount of charge captured in
the filter per unit time.
Aerodynamic Aerosol Classifier (AAC)
The Aerodynamic Aerosol Classifier (AAC) selects particles by aerodynamic equivalent
diameter or aerodynamic diameter, dae (Table 1.1), by balancing drag and centrifugal forces
independently of electrical charging [28]. The AAC selects particles of a given aerodynamic
diameter by inducing a centrifugal force using rotating concentric cylinders, while controlling
the particle residence time using a sheath flow. Only particles within a narrow range of
selected terminal velocity or particle relaxation time, τr, follow the correct trajectory to
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Table 1.1 Particle diameter definitions and classifiers used for measurement in this work [6].
Symbol Name Definition Classifier
dve Volume equiv-
alent diameter
Diameter of a spherical particle of the same
volume as the particle under consideration
AAC-DMA
dae Aerodynamic
equivalent
diameter
Diameter of a spherical particle with unit den-
sity, ρ0 = 1000 kg m−3, that has the same
settling velocity as the particle under consid-
eration
AAC
dm Electrical mo-
bility diameter
Diameter of a spherical particle with the same
electrical mobility (migration rate in an elec-
tric field) as the particle under consideration
DMA
pass through the classifier. The AAC allows the resolution of particle aerodynamic size
distributions when used with a particle counter.
Tandem AAC-SMPS
When the AAC is used to classify particles by aerodynamic diameter, dae, in tandem with
other aerosol measurement equipment such as an SMPS system (which quantifies mobility
diameter, dm), other metrics for particle morphology may be measured such as the volume
equivalent diameter, dve, dynamic shape factor, χ , or particle effective density, ρeff, using the
following relationship for equal particle relaxation time, τr, [29, 30]
τr = mpB =
Cc(dae)ρ0d2ae
18µ
=
Cc(dm)ρeffd2m
18µ
=
Cc(dve)ρpd2ve
18µχ
(1.1)
for particle mass, mp, mobility, B, gas viscosity, µ , unit density, ρ0 = 1000 kg m−3, and
particle material density, ρp. The Cunningham slip correction factor, Cc, is a function of
the size of the particle under consideration. The effective density, ρeff, is defined as the
density of the particle including voids: ρeff =
mp
πd3m/6
[30]. Both the AAC and SMPS enable
highly resolved measurements of particle properties for detailed particle characterisation and
reference measurements for evaluation of other instruments.
Other particle classifiers and sizers
Other measurement systems for mobility size distributions include the EEPS, FMPS [31],
and DMS500 [32]. Each of these devices uses a unipolar diffusion charge conditioner which
1.2 Background information 5
charges particles with high extrinsic charging efficiency in one polarity. The particles are
classified by electrical mobility in an electric field, similar to the DMA. However, they are
detected using an array of parallel electrometer detectors. The parallel detection stages
enable high time resolution measurements of mobility size distributions. Other aerodynamic
diameter measurement systems include the Electrical Low Pressure Impactor (ELPI) [33]
or Micro-Orifice Uniform Deposit Impactor (MOUDI) [34] which allows classification of
particles by aerodynamic diameter by using a series of impactor stages in which particles with
sufficient inertia are deposited on plates by inertial impaction. Particles may be classified by
mass-to-charge ratio using, for example, a Centrifugal Particle Mass Analyzer (CPMA) [35]
or Aerosol Particle Mass (APM) analyser [36] which balance electrostatic and centrifugal
forces, and if the charge state is known, the mass of the particle, mp, may be measured.
Details of alternative techniques and other operating principles for measuring aerosols are
available in Aerosol Measurement [6].
The conventional aerosol measurement systems can yield highly resolved size, concen-
tration, mass, and morphology1 parameters for a wide range of particle sizes and types.
However the devices require large, bench-top systems, high power, long sampling times,
complex flow control, high maintenance and/or costly charge conditioners [6, 17]. More
recently, smaller, lower cost and portable alternatives which operate on similar principles to
conventional methods have gained interest for particle measurements.
Low-cost nanoparticle sensors
Compact, low-cost sensors for environmental or personal exposure monitoring of ultrafine
particles combine charging, classification and detection into smaller, sometimes hand-held,
devices [37]. The devices each include a charging stage in which aerosol particles acquire
discrete charge states. After the charging stage, an ion trap captures highly mobile, excess
ions using an electric field and the remaining charged particles are sensed via electrical
currents with sensitive electrometers. The conventional classification stage is often removed
such that all available particles are charged and measured. Therefore, the devices yield
averaged size and concentration measurements rather than resolved size distributions.
Several low-cost sensors use corona discharge to generate ions of one polarity which
subsequently transfer charge to particles via diffusional charging [38]. The integrated
electrical current resulting from unipolar diffusion charging is linearly dependent on con-
centration, N, and nearly linearly dependent on particle diameter, d: i ∼ Nd for the Nan-
oTracer [39], i ∼ Nd1.13 for the NSAM [40], and i ∼ Nd1.1 for the Naneos Partector and
DiSCmini [41, 17, 42]. The human lung deposition curve has nearly a d−1 dependence [43]
1when using measurement systems in tandem or parallel
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which, multiplied with a surface area metric d2, yields what has been described as a lung
deposited surface area (LDSA), or the fraction of airborne particle surface area concentration
that would deposit in a human lung. Therefore, by applying a calibration constant, each of
the low-cost devices measures LDSA by measuring i∼ Nd1 [37].
The NanoTracer and DiSCmini give an additional estimates of size and concentration as
well as LDSA. The NanoTracer operates a low-efficiency electrostatic precipitator which
alternately captures more electrically mobile particles with a square wave voltage, yielding
two signals [37]. In the DiSCmini, there are two consecutive filter stages in which parti-
cles are preferentially deposited based on size. In both devices, two signals are used to
derive mean particle size and concentration, assuming a standard deviation of a lognormal
distribution [41].
Alternative low-cost photoelectric charging devices ionise particles directly with ultravio-
let (UV) light rather than by diffusional charging. Ions emitted during the photoionisation
process are captured in an ion trap and the remaining positively charged particles are collected
on a filter and measured using a Faraday cup electrometer. The Photoelectric Aerosol Sensor
(PAS) was developed using these principles and was originally intended to selectively mea-
sure the masses of polycyclic aromatic hydrocarbons (PAH) [44]. Site-specific calibration can
be used to quantify amounts of photoelectrically active particles. Measurements from PAS
sensors are often correlated with carbon mass [45], inverse of particle mobility [46–49], or
total mobility surface area [50, 22, 51] and the true metric of particle measurement resulting
from photoelectric charging and charge capture is not well defined.
1.2.2 Charging mechanisms
In all of the low-cost devices and most of the high resolution measurement systems, it
is necessary to electrically charge the particles for classification and/or detection. The
advantage of bipolar charging techniques is that a well defined charge equilibrium can be
established even for different ion sources allowing accurate measurements of particle size
distributions [52]. The cost and practicality of conventional neutraliser ionisation sources
(e.g. radioactive and soft X-ray) makes them less desirable for low-cost sensors [6]. The
intrinsic charge efficiency of bipolar chargers is limited by diffusional charge transfer and
electrostatic attraction between particles and ions of opposite charge where smaller particles
have low fractions of charged particles. For example, approximately 10% of total particles
at dm = 20 nm have +1 charge at the bipolar charge equilibrium [26]. Since the net charge
of a bipolar charger is nearly neutral, a classification stage would be necessary prior to an
electrometer stage adding to the cost [26, 6].
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Unipolar charging methods such as corona discharge achieve higher intrinsic charge
efficiencies, but introduce more multiply charged particles and less clearly defined charge
states as there is no equilibrium charge state equivalent to the bipolar charging methods [53].
Therefore, the rate of ion transfer to particles must be known or calibrated for [54, 41, 55].
Corona discharge is used in fast mobility analysers (e.g. ELPI, EEPS, FMPS, DMS500)
where parallel measurement requires an efficient charging technique. Corona chargers are
generally reliable and charging depends weakly on the material of a particle [6]. However,
they require high voltage power converters (of order 3 kV), always produce some ozone
and, depending on the carrier gas, undesired species or particles may result [56]. The
charging efficiency of corona based chargers is a function of the ion-particle collisions and is
limited by electrostatic repulsion between like-charged ions and particles. The measurements
of low-cost sensors which operate using diffusional charging are linearly proportional to
concentration and diameter, i ∼ Nd1 which is arguably relevant to health impacts when
presented as LDSA [41].
Direct particle photoionisation using ultraviolet (UV) light presents an alternative charg-
ing mechanism to both unipolar and bipolar diffusion charging. Ultraviolet light charges
particles with higher intrinsic charging efficiency than diffusion based methods for some
particle materials depending on the intensity and wavelength of the UV light, since the
particles are ionised directly, rather than relying on ion-particle charge transfer [57, 58].
Photoionisation of nanoparticles can occur without producing ozone and without the need for
high voltage sources. However, lamps and driving circuits for UV light are often costly and
require further optical conditioning, and design considerations such as photoemission from
housing walls must be considered [57]. The mechanisms and rates of photoelectric charging
of aerosol particles are not completely understood in terms of particle size, concentration,
chemistry, surface properties, and morphology making it difficult to interpret measurements
from photoelectric charging-based devices, particularly for ambient measurements where
particle sources vary.
1.2.3 Photoemission theory and governing equations
The photoelectric effect has been studied extensively for photoelectric emission from flat
surfaces [59] and has been used as a basis for important scientific discoveries such as the
quantum theory of radiation [60]. The study of the photoelectric effect applied to aerosol
particles has developed over the past several decades after it was discovered that ultravi-
olet light could provide high efficiency electric charging of aerosol particles [61]. Direct
ultraviolet (UV) photoionisation enables increased charging of some nanoparticle materials
over alternative charging mechanisms such as diffusion charging by directly charging parti-
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cles using sufficiently high energy photons [62–64]. The higher states of particle charging,
collision free charging mechanism and material dependency provide opportunities for im-
provements in environmental and emissions measurement [65, 40], particle classification [66],
capture [58, 67, 68], controlled deposition [69], and fundamental studies of nanoparticle
material and surface properties [70–73].
Photoemission theory
There are three steps involved in photoemission from surfaces in a vacuum [74] and a fourth
step is included for particles in a carrier gas [46]:
1. absorption of a photon and excitation of an electron;
2. movement of the electron to the surface;
3. overcoming of the surface potential; and
4. removal of the electron from the vicinity of the particle.
Step 1 requires that the photoemitting material is exposed to the photon flux and step 4
requires that photoemitting material is located externally-to rather than shielded inside the
particle. Electrons emitted from the particle interior may be reabsorbed by material within
the same particle and never escape [72].
When photons of sufficient energy are absorbed, the particles emit electrons, which in turn
collide with the surrounding air and form gaseous ions [46]. The remaining particle retains a
positive charge which increases the photon energy required to release additional electrons due
to electrostatic attraction. Photoelectric emissions occur when the energy of an irradiating
photon is higher than the work function of the particle surface. The original Fowler-Nordheim
equation for flat surfaces is extended to solve for the probability of photoelectric charging
spherical particles from charge level q to q+ 1, called a combination coefficient [59, 75],
αq→q+1,
αq→q+1 = Y
I
4hν
σph (1.2)
Y = Kc
(
hν−Φq→q+1)m (1.3)
where I is radiative energy flux, σph is the photoelectrically active area, hν is the photon’s
energy, where ν is the photon’s frequency and h is Planck’s constant. The photon’s energy,
hν , must be greater than the particle surface work function, Φq→q+1, to result in a positive
emission probability, and the proportionality function increases with the excess specific
energy raised to a power m [57]. The value of the exponent, m, has been determined
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as around 2 for metals and a few non-metals [76–78], while one study has shown that
m = 3 for diesel particles [79]. The proportionality constant, Kc, is material dependent and
empirically determined as a fitting parameter for the quantum yield per incident photon, Y .
The photoelectrically active area is defined only qualitatively as the part of the surface which
contributes to photoemission [46], though it is defined explicitly as σph = πd2 for perfect
spheres in some literature which is appropriate for modelling purposes [75, 80, 58]. The
factor of 4 in the denominator of Eq. 1.2 represents the difference between the total surface
area and cross-sectional area of a sphere, and is included here for consistency.
Once an electron is emitted, the work function, Φ, increases [81] according to:
Φq→q+1 =Φ∞+
2Ve
d
(
q+1− 5
8
)
Ve =
e2
4πε0
(1.4)
where Φ∞ is the work function of a flat surface of the same material and Ve is the elementary
electron potential for electron charge, e, and vacuum permittivity, ε0. The q + 1 term
represents the Coulomb force between a released electron and the remaining charged particle
which must be overcome by the photon energy to emit the electron. After each electron is
released, the Coulomb force increases and opposes further release. The
5
8
term represents a
reduction in the work required to move an electron to infinity from outside a sphere compared
with that of a flat surface [81]. Michaelson [82] compiled work functions for flat surfaces of
a variety of elements and the results range from ≈2 eV to ≈5 eV depending on the atomic
structure. For example, the work functions, Φ∞, of polycrystalline silver (Ag) and pure
carbon (C) are 4.26 eV and 5 eV, respectively.
As long as the incident photon energy, hν , is greater than the work function, the particle
continues to charge to a maximum level of charges per particle, qmax, given by:
qmax =
2d
Ve
(hν−Φ∞)− 38 . (1.5)
The
3
8
term represents the image charge effect on qmax and may be neglected for qmax ≫ 1.
The maximum charging is further limited by ion-particle recombination, deglomeration or in
extreme cases, Coulomb explosion [62].
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Ion-particle collision
The emitted electrons of photoionisation attach to gas molecules (e.g. oxygen) or impurities
within ∼10−5 s, creating gaseous ions, referred to henceforth as ions [61, 83]. The electrical
mobility of the resulting ions is on the order of 100 times greater than the remaining charged
particles in the size range of interest (10-300 nm diameter), depending on particle size and
charge level. The gaseous ions may diffuse back to and transfer charge to the charged
particles, thereby neutralising them, as illustrated in Fig. 1.1. If ions are removed due to
diffusional losses to walls or by capture in a low-strength electric field, ions are less likely to
recombine with the charged particles, thereby increasing the charge on the particles. In an
irradiated region, both photoionisation and ion-particle recombination take place, whereas in
a UV irradiation free region, only recombination is possible.
Fig. 1.1 Photoionisation and recombination of particles entrained in flow.
Recombination proceeds according to the same collision processes between ions and
particles associated with diffusional charging or neutralisation. The collision rate coefficient,
β , is defined to quantify the rate of collision between ions and particles. In this work, β is
calculated using the method of Hoppel and Frick [84] and Fuchs [25], which accounts for
diffusive and electrostatic forces. Efforts have been made to develop improved expressions
for β to supplant or extend the range of validity this method [85, 86], sometimes including
ion mobility distributions [87]. For details of the collision coefficient calculation used in this
1.2 Background information 11
work, see Reischl et al. [88] which contains a useful summary of Hoppel and Frick’s [84]
method which is summarised as
β =
πδ 2c αC(q)
exp(
ϕ(i(q),δ )
kBT
)+
δc αC(q)
4Di
∫ 1
0 exp(
ϕ(i(q),δ/x)
kBT
) dx
(1.6)
where
ϕ(i,r) =Ve
(
i
r
−K (d/2)
3
2r2(r2− (d/2)2)
)
. (1.7)
The collision rate coefficient includes the mean molecular velocity, c, and collisional cross
sectional area, πδ 2, where δ is the limiting sphere radius. The collision rate also includes
ion diffusivity, Di, Boltzmann’s constant, kB, and temperature, T . The ion-particle collision
probability, αC, depends on charge and distance [88]. The electrostatic potential, ϕ , is a
function of particle material, diameter, d, and distance from the centre of the particle, r,
where K = 1 for a perfectly conducting particle. The number and polarity of particle charges,
i, is positive if the ion and particle are of the same polarity.
Governing transport equations
In-situ measurements using the conventional principles of charge conditioning, classification,
and particle counting require a continuous flow of particles in which electrical charging
and transport of particles and ions affect measurements. By accounting for the populations
of charged particles and ions, the net effects of photoelectric charging and ion-particle
recombination are quantified in analytical or numerical models of aerosol particle charging
and transport.
Photoionisation changes ion and particle charge states, acting as a source or sink for ions
and charged particles, which can be recombined or transported by convection, diffusion or
electric forces. The general steady-state conservation equations for the number of particles
of a given charge, q, and size, b, and ions of charge, j, in a differential control volume are
given as:
∇ · (⃗uNq,b)= ∇ · (Dp∇Nq,b)+∇ ·(Zq,bE⃗Nq,b)+Sq,b,α +Sq,b,β (1.8a)
∇ · (⃗un j)= ∇ · (Di∇n j)+∇ ·(Z jE⃗n j)+S j,α +S j,β (1.8b)
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where N is the concentration of particles of a given material, and n is the concentration of
ions. The transport of particles and ions is described by the local carrier gas velocity, u⃗, in
the convection term, particle diffusivity, D, in the diffusion term, and electrical mobility, Z,
multiplied by the electric field vector, E⃗, representing the electrical transport term.
The source/sink terms, S, represent the rate of increase or decrease in the number
concentration of the particles or ions owing to either photoionisation or recombination via
ion-particle collisions involving Eqs. 1.2 and 1.6, respectively. For example, if a negative ion,
n−1, attaches to a particle with a single positive charge, N+1, the particle reduces to a neutral
charge level, N0, and the ion returns to a neutral gas molecule. It is assumed here that the
concentrations of neutral gas molecules greatly exceed those of ions or charged particles, so
that their concentrations remain unchanged.
1.3 Problem statement
The study of aerosol behaviour and its effects requires measurement of a range of particle
properties for each intended application [6]. Small, low-cost field sensors are required for
regulation and control of ultrafine particle emissions and epidemiological studies of the health
impacts of local air pollution [10]. As health effects are better understood, measurements
of ultrafine particles in particular are increasingly of interest [16]. Conventional methods
for detailed particle measurements are prohibitively expensive for highly spatially-resolved
air pollution monitoring [17]. Direct ultraviolet aerosol photoionisation offers an alternative
charging mechanism to diffusional charging with a different dependence of charging rate on
particle size and concentration [46]. Ultraviolet photoemission is material dependent and
could be valuable for source-apportionment studies and/or studies of exposure to specific,
harmful aerosols within heterogeneous aerosol mixtures [19]. However, any practical mea-
surement device or diagnostic technique must be accompanied by sufficient understanding
and interpretation of measurements using validated particle photoemission theory.
Validation of photoemission theory requires assessing which mechanisms of electrical
charging and transport are dominant and/or affect measurements in combination with others.
It is necessary to ensure measurements accurately represent the physical mechanisms being
considered such that they are not conflated or implicitly neglected for a given set of conditions.
In some cases, analytical models are adequate, however, often sophisticated numerical models
which account for a range of physical effects are required to properly interpret measurements.
Only with sufficient understanding of each of the possible contributions to measurements,
the core photoemission theory may be evaluated and particle-light interactions may be better
understood.
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The processes involved in nanoparticle photoionisation are not well characterised for
different particle types or larger sizes from the free-molecular to continuum regimes. Photoe-
mission theory includes empirical constants which vary with a particle’s size and material.
Mechanisms of ion-particle collisions are well understood, at least for spherical and elec-
trically conductive particles, but charging models often neglect significant ion and particle
transport effects. In this work, comprehensive theoretical, modelling and experimental tech-
niques are developed to investigate photoionisation, particle-ion interactions and transport.
Developments in understanding are used to inform design decisions towards a method for
accurate and quantitative classification and detection of particles.
1.4 Scope
The aim of this work is to understand the fundamental photoionisation mechanisms, particle-
ion interactions and transport of nanoparticles in the free molecular and continuum regimes
as a means to evaluate photoionisation theory in order to correctly interpret measurements
from a low-cost aerosol particle sensor. To accomplish this, theoretical equations are anal-
ysed, applied in numerical and computational fluid dynamics models and compared with
experimental results for validation. The photoelectric yield of aerosol particles is explored
in terms of particle size, concentration, material, and morphology giving insight into the
interaction of light and particles.
A non-dimensional analysis is performed to indicate regimes under which the photoelec-
tric charging process is dominated by diffusion, transport in an electric field, convection,
photoionisation, or recombination. In particular, the ratio of characteristic irradiation to
recombination time defines the regime when charge saturation is reached, which is a function
of particle size, concentration, material, and radiation wavelength and intensity.
The physical processes of photoionisation and recombination of ions and particles are
modelled in three-dimensional (3D) computational fluid dynamics (CFD) for the first time.
The transport equations of upwards of one hundred species are solved to allow the resolution
of local, discrete charge states of polydisperse particle distributions. The detailed terms
obtained in the charge balance equations are analysed to understand the range of validity of
assumptions made for diffusional losses at walls, transport in an electric field, and particle
polydispersity in zero-dimensional (0D) analytical and numerical models. Recommendations
are made regarding the level of detail required for the prediction of aerosol charging and
capture methods over a range of conditions used in experiments or the predictive design of
photoelectric charging-based devices.
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An experimental photoionisation chamber with a fixed-wavelength UV light source and
detection system is outfitted with a low strength electric field (of order 10 V cm−1) in order to
capture ions, reduce recombination, and increase the particle charge state in a continuous flow
of aerosol nanoparticles. The electric field enables measurement of two distinct currents: the
first from ions captured in the photoionisation chamber, and the second from the remaining
charged particles. Measurements of electrical currents resulting from photoemission from
soot particles are compared with those calculated from the 3D computational fluid dynamics
model to validate the model. A single empirical constant and particle work function are used
in the photoionisation equations. The novel approach of using an electric field to yield two
distinct electrical current measurements is demonstrated to be useful for measurements of
size and concentration parameters of a known aerosol material.
The experimental photoionisation chamber is used to measure photoemission from
agglomerated silver and sintered close-packed spheres in order to determine the effect of
particle size and morphology on photo-emission yield. Direct and catalytically oxidised
agglomerates of carbon from a propane flame are measured to demonstrate the effect of
different particle material types and surface properties. The photoelectrically active area is
defined explicitly to reflect the effect of a particle’s morphology on total photoelectric yield.
1.5 Organisation of thesis
After the introduction, Chapter 2 contains a review of the relevant literature on UV photioni-
sation of aerosol particles in the context of sensor design. The numerical and experimental
methods are described in Chapter 3. In Chapter 4, the dominant processes in photoelectric
charging and particle and ion transport are assessed using analytical modelling techniques.
Then, the range of validity of assumptions made for diffusional wall losses, external electric
field, and particle polydispersity in 0D analytical and numerical models are evaluated. In
Chapter 5, the numerical modelling techniques are validated by comparison with experi-
mental measurements for photoelectric yield of soot from a propane flame for a range of
parameters. The dependence of photoelectric yield on particle size and concentration are
demonstrated. In Chapter 6, the effect of particle morphology is shown by comparing photo-
electric yield from agglomerated silver and sintered close-packed spheres. The definition of
photoelectrically active area is defined to include particle morphology. Finally, Chapter 7
concludes the work with a summary of key contributions.
Chapter 2
Literature Review
2.1 Introduction
To develop aerosol sensor technology and correctly interpret measurements, the underlying
physical principles of operation should be understood and the effects of design and operating
parameters should be considered. The following describes the advancement of theory,
modelling, experimentation and applications of aerosol photoionisation and other processes
fundamental to this work.
The foundations of understanding of aerosol photoemission were provided by the research
of Schmidt-Ott, Burtscher, Niessner, Matter and Mohr of Switzerland through the 1980s and
1990s. They demonstrated high efficiencies of particle electric charging by photoionisation
which provides opportunities for improvements in sensing, capture and control of aerosol
particles [61, 89]. This chapter first discusses their early contributions to the development
and applications of aerosol photoemission in chronological order where possible. Then, the
effects of particle material, size, concentration, and morphology on aerosol photoemission are
discussed by reviewing more recent literature on photoemission measurements. Development
of modelling techniques and experimental validation of the theory of photoemission from
particles are discussed. Finally, the outcomes of the literature review are summarised and the
research opportunities are presented in the context of aerosol photoemission measurements.
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2.2 Development and applications of aerosol photoionisa-
tion
2.2.1 Photoionisation theory
The study of aerosol particle photoionisation began to gain traction in 1978 when Schmidt-Ott
and Siegmann [61] found that photoionisation could be used to obtain information on the
concentration and size of a stationary suspension of aerosol particles. They use an oscillating
electric field to measure the concentration of gaseous ions formed from emitted electrons.
They presented a simple model for photoionisation and ion-particle recombination. In 1980,
the same group theorised and demonstrated that the Fowler-Nordheim law, which is valid
for metal surfaces, could be extended to apply to aerosols [59, 89]. However, the authors
found that a material-dependent, photoemission pre-factor, is on the order of 100× higher
than a flat surface for nanometer sized particles, an enhancement which is not fully explained
by classical physics theory to date [90, 51]. The yield represented by the Fowler-Nordheim
law is known to be a function of material type, an important concern in any application of
photoionisation.
In 1981, based on a proof from Wood [81], Schmidt-Ott and Federer [77] extended the
Fowler-Nordheim theory to include the effect of Coulomb and image forces of the remaining
positively charged particles after photoelectric emission of electrons. They provided a set
of equations which represent photoionisation, ion-particle recombination and decay rate to
walls. They proposed that the exponential decay rates of ions and particles are separable
by subtraction leaving a measure of particle size based on diffusional losses; however, their
experimental evidence was limited. In 1982, Burtscher et al. [70] developed an apparatus
to demonstrate photoelectric charging efficiency as a function of particle size and flow
rate. They described a charge saturation limit, or the maximum photoionisation for a given
particle using the Fowler-Nordheim equation. The authors qualitatively demonstrated that
they reached a charge saturation limit by using low flow rates and high lamp intensity with
both silver aerosol particles and garage exhaust. They captured the charged particles to
demonstrate extrinsic charging efficiency of 65-85% for 100-200 nm diameter particles using
a 9 W mercury lamp. The demonstrated high charging efficiencies and early theoretical
understanding led to further applications.
2.2.2 Polycyclic Aromatic Hydrocarbons (PAHs)
In 1984, the group of Burtscher and Schmidt-Ott of Switzerland found that particles coated
with polycyclic aromatic hydrocarbons (PAHs) had high photoelectric yield, or the yield of
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electrons from photoemitting aerosol particles, compared with uncoated particles or those
coated with aliphatic hydrocarbons [91, 44]. Niessner [50] determined that photoelectric
activity is a linear function of adsorbed PAH surface area for each PAH type which led to the
development of sensors for a range of applications including industrial hygiene, combustion
control, diesel engine control, or in-situ measurements of PAH adsorption/desorption [92].
However, the authors found that different PAH types gave different levels of photoelectric
yield without signal selectivity. Therefore they found it difficult to discern if the aerosol
photoemission signal were due to PAH quantity, type or both quantity and type. McDow et al.
[93] found the aerosol photoemission signal was correlated to the mass of PAH adsorbed
(from stove exhaust and garage aerosol) on particles.
Rosatzin and Burtscher [94] showed that 254 nm light can selectively ionise PAHs while
pure carbon will not be ionised at that wavelength, however, both will be ionised at 185
nm. Therefore, the ratio of signals from the two wavelengths may give a measure of PAH
adsorbates on emitted carbon particles. This would give a measure of combustion completion
or stoichiometry. Using only 254 nm light, they used a similar principle to demonstrate the
use of an aerosol photoelectric sensor (APE) for feedback control of a furnace [95].
Matter et al. [57] demonstrated that diesel particles and carbon aerosol show different
numbers of charges per particle for the same mobility diameter due to differences in adsorbed
PAHs and volatile compounds at large particle sizes. Diesel particles have larger amounts of
adsorbed PAH and therefore higher yield. However, the peaks of charge levels are broadened
due to the effect of desorbing volatile organic compounds found in diesel. The results
demonstrate the importance of particle surface properties on photoionisation.
2.2.3 Ultrafines
In 1988, Jung et al. [62] demonstrated high photoionisation efficiency of ultrafine particles
(d < 20 nm), an enhancement which is beneficial for a range of applications involving
ultrafine particles. They developed a device with a wire mesh inside a quartz tube to avoid an
electrostatic charge at the walls while still allowing UV light transmission from an external
light source. The method allowed multiple charging of ultrafine particles up to 3 and 4
charges per 7.3 nm diameter particle using 15 W low pressure mercury lamps. Müller et al.
[76] demonstrated an enhanced photo-electric yield of 200× for silver particles over a flat
surface of the same material. They confirmed that the extended Fowler-Nordheim equation
from Wood [81] is accurate for the effect of image and Coulomb potentials for small spheres
near the threshold. Both Müller et al. [96] and Schleicher et al. [90] showed enhanced
charging up to 9 eV light energy greater than the work function (≈4.5 eV), but did not
account for gas ionisation or photochemical reactions which can all occur when using light
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of high intensity and wavelengths lower than about 190 nm [57]. Schleicher et al. [90]
gathered more detailed work functions for nanoparticles of a few different metals. They
demonstrated that metals other than silver also exhibit approximately 100× enhancement in
yield compared to a bulk material. Ultrafines are charged more effectively by photoionisation
than by conventional diffusional charging methods such as corona discharge for some
particle materials, depending on the wavelength and intensity of light, thereby creating
the opportunity for enhancements in applications such as aerosol sensing and electrostatic
precipitation [70, 57, 97].
2.2.4 Detection of aerosol material
In a book chapter, Burtscher [46] summarised the two regimes for photo-charging: first, the
linear regime in which charging for a given material depends on UV light intensity, residence
time and an empirical constant and, second, the charge saturation limit regime in which the
aerosol is saturated and will not photoionise further with higher intensity or longer residence
time. The author showed experimental results which demonstrated the transition from the
linear charging regime to the charge saturation limit. Using these principles, Matter et al.
[57] characterised aerosol particles of carbon, metals and exhaust particles from a diesel
engine. Using the equation for yield at the charge saturation limit, they hypothesised that
particle diameter and work function could be estimated by alternating two wavelengths of
light. Particles of 60, 90 and 120 nm diameter were charged to the theoretical maximum,
qmax, under high intensity lamp conditions. For a KrCl lamp (222 nm, 5.6 eV) at high
intensity, they reached charge saturation with an average of 29.5 charges per particle at 120
nm monosized particles matching the theoretical maximum of 29-33. They demonstrated that
different materials yield different enough responses to distinguish work function, however,
they could not reach the Coulomb limit with their lower intensity lamp, thereby limiting their
experimental conclusions. Mohr et al. [63] obtained similar results for charging efficiency of
diesel particles at two wavelengths. They noted that particles in the flue gas from burning coal
could not be photoelectrically charged with reasonable efficiency, limiting the applications
of their method.
2.2.5 Photoelectric Aerosol Sensor (PAS)
The early demonstrations of photoelectric yield from small particles and PAHs, and potential
for sensors which can differentiate aerosol materials, led to the design and commercialisation
of a Photoelectric Aerosol Sensor (PAS) [98].
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The PAS sensor was originally intended to selectively measure PAH concentration due
to its high photoelectric yield [44], but was found to respond to elemental carbon at a
lower yield [45]. Dahmann et al. [45] demonstrated that the PAS signal tracks the mass
concentration of elemental carbon. Matter et al. [99] demonstrated that the PAS is adequate
to track sub-micron particle concentration from diesel exhaust emissions.
Bukowiecki et al. [65] demonstrated the diffusion charging (DC) and PAS response
to diesel and ambient aerosols. They found that when large nucleation mode particles are
present, the PAS signal reduces compared with diffusional charging methods. Kittelson
et al. [22] confirmed these results by studying the effect of a catalytic stripper (CS) which
selectively removed volatile compounds and nuclei mode particles in diesel exhaust. They
found that PAS signal increased when the CS was used, whereas DC measurements and total
mobility surface area from SMPS measurements both showed a sharp decrease due to the lost
nuclei mode particles. They concluded that a large nuclei mode and/or presence of a volatile
layer on the surface of solid agglomerates suppressed the PAS response. Later that year, Jung
and Kittelson [40] and Burtscher [98] found further chemical dependent responses of the
PAS sensor to diesel engine load. At lower engine load, a higher volatile organic fraction
was emitted which is not as responsive to photoelectric charging.
Without sufficient understanding of the chemical and surface dependent nature of photoe-
mission, the applicability of the PAS sensor is limited despite the high yield for carbonaceous
particles and particles of size below 30 nm diameter. The most recent version of the sensor is
still commercially available (PAS 2200CE; EcoChem Analytics, League City, TX, USA).
2.3 Effect of aerosol characteristics on photoelectric emis-
sion
2.3.1 Material type
The dependence of photoelectric yield on material and surface properties introduces the
opportunity for sensing aerosol material type when the other operating parameters are known
such as the photoelectrically active particle surface area, σph. Photoelectric yield is found to
be a strong function of material, with relatively high yields for silver, polycyclic aromatic
hydrocarbons (PAHs) and elemental carbon, whereas aerosols such as NaCl [40], di-octyl
sebacate (DOS), and secondary organic aerosols are weak photoemitters in the UV spectrum.
Conversely, the presence of adsorbates such as water on photoemitting particles are found to
reduce or eliminate photoemission [100, 65].
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It has been proposed that by combining material-dependent (photoemission) and material-
independent (unipolar diffusion charging) measurements adjusted for particle size and concen-
tration, a chemical fingerprint of surface properties of an aerosol could be determined [46, 48].
The ratio of photoelectric charging (PC) to diffusion charging (DC) has been used to in-
vestigate a range of indoor and outdoor aerosols [19, 99, 65, 22, 98]. However, the aerosol
must have a homogeneous surface material composition, both the PC and DC signal must
be dominated by the aerosol material of interest, and the DC signal must scale with the
same particle geometric and concentration parameters as the PC signal to generate a strictly
material-dependent chemical fingerprint. Corona-charged DC sensors yield signals linear in
both particle concentration and particle diameter, i ∝ Nd [39–41, 37], for ultrafine particles
(20 < d < 200 nm), which is a different set of size and concentration parameters from the
photoelectrically active surface area measured by PC sensors.
2.3.2 Particle size and concentration
Total photoelectric yield is defined as a linear function of the photoelectrically active surface
area, σph. The latter is not explicitly defined, though it is demonstrated as proportional to
total (mobility) surface area, Am, where, for monodisperse particles, Am = Nd2m. In the free
molecular regime, the inverse of particle mobility is largely proportional to the square of
mobility diameter, d2m. Photoemission yield has been demonstrated to be proportional to total
mobility surface area or inverse particle mobility in the free molecular regime (20 < d < 100
nm) for sintered spheres and fractal-like silver agglomerates [47, 101, 51], recrystallised
Ag and Au [48], PAH coated graphite aerosols (measured by diffusion battery) [50], car-
bon agglomerates [46], and denuded diesel exhaust particles at five representative engine
modes [49, 22]. Measurements of the aerosol total active surface area are of interest for
emissions, environmental or exposure monitoring, particularly for materials such as elemental
carbon and diesel soot, however, the dependence of particle material and morphology on
photoemission must be understood.
2.3.3 Particle morphology
The photoelectric quantum yield has been found to vary between different morphologies
of the same pure material. Three studies which discuss morphology effects on aerosol
photoemission in detail seemingly contradict one another [51, 48, 101].
Zhou et al. [51] studied the charging dynamics of spheres and aggregates using the same
experimental set-up as a previous study in which particle work functions were measured [102].
Aerosol particles were drawn through a neutraliser and DMA to measure the true size
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distribution, then the same aerosol was drawn through a photoionisation chamber and DMA
to measure the effect of photoelectric charging. This was a single DMA system rather
than a tandem DMA system and therefore the process could not distinguish between single
or multiply charged particle states other than by a direct comparison they made for 30
and 60 nm particles. Single charged states could not be confirmed for the whole range of
particle sizes used. A process with dominant photoionisation will likely produce multiply
charged particles thereby affecting the measurements of the distribution of electrical mobility
as well any calculation of charging efficiency. A condensation particle counter alone is
insufficient to account for the increased charge states of multiply charged particles. Charging
efficiency normalised by light intensity was found to be proportional to d2m for both spheres
and aggregates where dm is the mobility diameter. However, the authors found the overall
charging efficiency of silver aggregates to be 0.4-0.8 times that of silver spheres of the same
mobility diameter. This result disagrees with an existing photoemission theory which suggests
that particles of the same material and mobility should have the same photoelectric charging
efficiency regardless of their morphology [48]. Further, Schmidt-Ott [101] demonstrated
that sintering agglomerates into close-packed spheres reduced the photoelectric charging
efficiency, though the effects of changes in particle mobility and morphology were treated
together as a function of sintering temperature. The author explained that the reduced
photoelectric efficiency of the sintered particles was due to the reduced number of primary
particles exposed to the surrounding gas molecules. Schmidt-Ott [101] proposed photoelectric
charging as an in situ measure of particle shape factors. The analysis suggests the charging
efficiency of agglomerates should be higher than that of spheres with the same mobility
diameter, but such results have not been directly compared.
2.3.4 Modelling and experimental validation
Validation of photoemission theory requires that models represent the physical processes
which contribute significantly to the experimental measurements used for comparison. Mohr
and Burtscher [97] used experimental and modelling techniques to show the influence of
particle concentration on photoionisation. At higher concentrations of 105-106 cm−3, they
observe reduced charging efficiency due to an increasing role of ion-particle recombination.
They assumed a charge distribution and modelled a set of equations for the recombination
process which occurs after the outlet of the irradiation chamber.
Maisels et al. [75] derived an analytical solution from a set of differential equations for
photoelectric charging and ion-particle recombination of a polydisperse, multi-component
aerosol. They are among the first to apply both charging and recombination equations in
an irradiated region. They compared analytical results with a one dimensional numerical
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solution which showed good agreement for multiply charged particles. They included some
limited experimental validation. Maisels et al. [80] continued the work by incorporating a
wall loss term. They assumed that losses of ions to a cylinder wall could be represented by a
time of diffusion to the wall. However, the wall losses are not separable from local effects of
charging/discharging which requires spatial resolution of charge transport as well as time.
Van der Zwaag et al. [103] developed a CFD model which includes coupled fluid flow,
ion and particle transport, electric field, and particle charging due to thermo-emission and
photoemission using the CFD solver, FLUENT. They used an analytical equation which
assumes only large, positive charges per particle are present. To date, the results are limited
to a numerical comparison with Maisels et al. [75] for photoemission and recombination
with good agreement in one dimension.
Further studies have evaluated photoemission theory by measuring the capture efficiency
of photoionised particles in a high voltage electrostatic precipitator. Jiang et al. [58] presented
a model for direct photoionisation, diffusional charging (recombination) and thermionic
charging. Using their model, Jiang et al. [78] compared direct and indirect photoionisation
of nanoparticles in a soft X-ray enhanced electrostatic precipitator. They found that direct
photoelectric charging dominates over diffusional charging at high irradiation intensity, high
photoemission constant and lower ion concentrations. They concluded that the photoemission
constant increases by a factor of two as particle size is decreased from 15 to 6 nm based on
experimental data, supported by claims of enhanced yield at low particle sizes [76]. The
models and existing theory do not reflect any dependency of photoemission constant on
particle size, therefore the model was altered to fit experimental data. Measuring capture
efficiency in a high-voltage electrostatic precipitator implicitly neglects the effect of multiply
charged particles on charge efficiency as all charged particles are captured regardless of
charge state. They concluded based on previous research that the Fowler-Nordheim equation
is valid for organic particles (sucrose) as well as metal particles (silver) in the 6-15 nm range.
Hontañón and Kruis [66] investigated the feasibility of using UV photoionisation for
single-charging of nanoparticles at high flow rates up to 100 L min−1 for size selection as an
alternative to diffusional charging methods. They showed that a UV photoelectric charger is
effective in yielding singly charged particles when light intensity is optimised for flow rate,
concentration and particle size. They introduced a model which neglects diffusional losses
at walls and 3D effects and fitted a different photoemission constant for each different light
intensity and flow rate. They did not quantitatively measure changes in light intensity for
each measurement, therefore say very little about the experimental constant used.
Li and Chen [64] investigated the effect of UV light intensity on photoionisation of
silver nanoparticles. They found that at low flow rates, while the intrinsic charging efficiency
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increases due to a longer residence time, the extrinsic charging efficiency decreases due to
increased particle losses to the walls and the ion trap. They quantitatively demonstrated an
increase in intrinsic and extrinsic charging efficiency for their photoelectric charger over Twin
Hewitt and mixing-type corona discharge diffusion chargers. For a range of light intensities,
the photoemission constant showed no size dependence for 7-30 nm silver particles agreeing
with photoemission theory and calculations and in contrast with previous research [58, 66].
Zhou and Zachariah [102] ionised 28.5 nm particles with collimated UV light of wave-
lengths between 200-280 nm using a monochromator. The authors demonstrated an increase
in photoelectric yield as incident photon energy increases within the Fowler-Nordheim
regime (hν−Φ≤∼ 1.5 eV). They demonstrated a decrease in photoelectric yield outside the
Fowler-Nordheim regime when correcting for multiply charged particles and normalising by
intensity. They ensured primarily single charging conditions by limiting the energy bandpass
between 0.7 nm and 3 nm which reduces intensity for a given wavelength. They confirmed
single-charging conditions with tandem DMA, however, it is not clear whether they ensured
single charge states for every particle size used. In the same discussion, the authors con-
cluded that the Fowler-Nordheim law, with classical image and Coulomb potentials, applies
to aggregates as well as spheres. They found that the relevant size metric for aggregate work
function is the primary particle size rather than mobility size of the whole aggregate.
2.4 Research opportunity
After a review of relevant literature, it was found that researchers recognise the benefits of
aerosol photoionisation for electric charging with a range of applications including aerosol
measurement devices. Researchers often cite the high efficiency of charging over conven-
tional diffusional charging methods, particularly for aerosol particles smaller than 50 nm
in diameter [64, 70, 57, 97]. It is also often cited that the material and surface dependency
of photoelectric yield was a major consideration in the applicability of photoionisation as a
particle charging technique [56, 61, 70]. There is room for improvement in theory, modelling
and experimentation of the photoionisation, ion-particle recombination, transport and charge
capture processes. The photoelectric charging theory should be critically analysed for its
applicability in terms of the effect of particle size, concentration, material and morphology
in order to understand better the physical processes and evaluate photoelectric charging as a
technique for aerosol measurement.
Photoelectric yield has been shown to be a function of seemingly disparate measurements
such as elemental carbon mass concentration [45], PAH surface area [50], and sub-micron
diesel particle concentration [99]. Photoelectric yield has also been demonstrated as linearly
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proportional to the inverse of electrical mobility [46–49] and total mobility surface area [50,
22, 51] for a range of particle types. However, the effects of particle size and concentration
on photoemission measurements have not been evaluated in detail in the literature to date.
Further experimental work is needed to explore the photoelectric effect of material type,
surface adsorbates and particle morphology. The measurement of a ‘chemical fingerprint’
based on the difference in photoelectric yield of different materials would be valuable for
source-apportionment studies and/or studies of exposure to specific, harmful aerosols within
heterogeneous aerosol mixtures [19, 99, 65, 22, 98]. Surface effects on photoemission from
heterogeneous particles should be understood to inform measurements of the adsorbate
itself [50] or ensure the particle samples are adequately conditioned [22]. The effect of
particle morphology on photoemission is not well understood and should be clarified as the
three studies which discuss morphology effects in detail seemingly contradict one another [51,
48, 101]. The individual effects of particle size, concentration, material, surface conditions
and morphology must be understood such that measurements of any one parameter are not
misinterpreted.
The modelling of photoionisation has not seen significant improvement since the ap-
plication of the Fowler-Nordheim equation in a one-dimensional case with ion-particle
recombination by Maisels et al. [75, 80]. More recent studies have evaluated photoemission
theory by comparing modelling results with experimental capture efficiencies of photoionised
particles in high voltage electrostatic precipitators [78, 58, 66, 64]; a method which implicitly
neglects the effect of multiply charged particles. The equation for photoionisation yield
includes an empirical constant which has been incorrectly applied as a fitting parameter for
changes in particle size, light intensity, or flow rate [58, 66]. The photoionisation yield and
ion-particle recombination equations must be complemented with transport effects to be
accurately validated with experimental measurements which account for multiply charged
particles.
The theory, models and experiments outlined in the following chapters aim to improve
the fundamental understanding of the photoionisation and recombination mechanisms and to
aid in the evaluation of sensor measurements.
Chapter 3
Methods
In this chapter, the operating method of an aerosol measurement device is presented which
uses photoelectric charging and particle/ion transport to yield measurements of particle size
and concentration. Then, the modelling and experimental techniques are presented; they are
applied in subsequent chapters to understand the underlying physics of photoionisation and
inform the design of a commercial sensor of particles.
3.1 Photoionisation measurement methods
In the direct photoionisation of particles, energy from ultraviolet light causes emission of
electrons, yielding positively charged particles and negatively charged ions. Measurements
of photoionisation may come from the electrical charge from either the charged particles
or ions or both. Since positively charged particles and negatively charged ions are likely
to recombine, it is important to understand, account for, and control the relative rates of
ionisation and recombination in order to correctly interpret measurements. An ion trap is
referenced in Hontañón and Kruis [66] as a potential method to increase charge levels by
removing ions as they are produced during photoionisation. Burtscher et al. [95] applied a
high frequency AC voltage to remove ions without largely affecting the charged particles.
In this work, a photoionisation chamber is designed with an externally applied electric
field such that a continuous flow of particles and ions may be charged, captured, and
measured in a controlled manner. An electric field from an externally applied DC voltage at
two electrodes is used in a region irradiated with UV light in order to trap highly mobile ions
as they are formed and before they have an opportunity to recombine with the particles as
seen in Fig. 3.1. The positively charged particles and negatively charged ions are generated
in a continuous flow chamber, where they are allowed to partly recombine, while influenced
by an applied electric field (Figure 3.1). The net ionic flux to the electrode surfaces creates a
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Fig. 3.1 Diagram of photoionisation chamber. Highly mobile ions and a fraction of the
charged particles are transported by the electric field and captured, yielding an electrode
current, ie, which is generally net negative polarity. The remaining charged particles and ions
are captured at the outlet yielding outlet current, io, which is generally net positive polarity.
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current which can be detected at different locations. Negatively charged ions are transported
to the positive electrode, while positively charged particles migrate to the negative electrode,
both contributing to electrode current, ie, which are measured by an electrometer in an
external circuit. Negatively charged ions are gaseous and thus have electric mobilities of
around 100 times greater than positively particles in the size range of interest (10-300 nm),
so in general the corresponding negative ion flux is much higher than that created by the
motion of positively charged particles and the electric current, ie, is generally net negative
in polarity. The remaining positively charged particles and negatively charged ions are
transported through the chamber outlet to yield an outlet current, io, which is generally net
positive in polarity.
In an idealised case, assuming there are no particle losses or external ion sources, every
charge from a trapped ion should have an equal and opposite charge on the particles remaining
in the flow. Therefore, the trapped ion current, ie, and outlet particle current, io, should
be of equal magnitude. Each current is, in the idealised case, directly related to the rate
and efficiency of particle charging, so they contain information about the particle number
and photoelectrically active area as described by Eq. 1.2 in the charging regime, before the
Coulomb limit is reached and without dominant ion-particle recombination. The current
is also a linear function of the number of ionised particles which may be quantified by the
particle concentration and flux of particles.
By changing from a low voltage at the ion trap stage to a higher voltage, some of the
most electrically mobile particles are captured along with the ions, thereby acting as a
low-efficiency electrostatic precipitator similar to that found in low-cost unipolar diffusion
chargers [39]. When the smallest, most mobile particles are captured, the remaining signal is
a distinct function of concentration and particle diameter. By understanding the effect of the
electric field strength as a function of measured particle properties and operating conditions,
measurements which provide more particle information may be correctly interpreted.
To the best of the author’s knowledge, the measurement of two distinct but equivalent
currents for trapped ions and charged particles as described by ie and io above has not
previously been accomplished in a continuous flow device. The comprehensive modelling
techniques described in this chapter are validated with experimental results in order to
ensure that the photoionisation measurements are interpreted with the correct theoretical
understanding.
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3.2 Three-dimensional numerical model
Equations for three-dimensional (3D), steady-state convection/diffusion, photoionisation,
recombination, and electric field transport of particles and ions are solved in three dimensions
using computational fluid dynamics. The solutions of the particle and ion charging and
transport equations are used to predict measured electrical currents from experiments.
3.2.1 Governing equations
The governing equations of continuity and momentum are solved for local carrier gas velocity
and Gauss’ equation is solved for the local electric field which, along with Brownian diffusion,
dictate the transport of particles and ions in the photoelectric charger.
Continuity and momentum
The velocity and pressure fields are solved in the form of the steady-state Navier-Stokes
equations in three dimensions. Mass conservation is given as the continuity equation for a
unit volume in the form
∇ · (ρ u⃗) = 0 (3.1)
where ρ is the carrier gas density and u⃗ is the three dimensional local velocity vector.
The momentum equation is applied as
∇ · (ρ u⃗⃗u) =−∇p+∇ · (µ∇u⃗) (3.2)
where p is pressure and µ is viscosity of the carrier gas, which is in this case air at NTP. The
charged particles and ions are assumed not to affect the conservation equations of the carrier
gas, that is, constant air density and viscosity, and negligible electro-hydrodynamic effects.
The solved flow field is imposed in the advective term of the particle and ion concentration
equations.
Electric field
An electric field is applied to influence the trajectory of particles and ions between two
electrodes during photoionisation. A Laplacian equation is solved for an applied voltage, V ,
at the electrodes to generate a potential field. The local electric field, E⃗, is the gradient of the
potential field according to
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∇2 (ε0V ) = 0
E⃗ =−∇V.
(3.3)
where it is assumed that the electric field distribution generated by the local distribution of
particles and ions is negligible compared with the electric field generated by the externally
applied potential. The space charge generated by high concentrations of unipolar charged
ions or particles may cause non-uniform particle or ion losses due to significant electrostatic
repulsion. Space charge effects are only significant for single charged particle concentrations
of order 106 cm−3 and higher [104].
Particle and ion charging and transport
The particle and ion charge conservation equations may be generalised for the operation
of bipolar and unipolar diffusion chargers and photoelectric chargers. The general form of
the particle and ion conservation equations for particles are found in Appendix A.1. The
dominant terms of the equations relevant to photoelectric charging are presented here.
The simultaneous equations for conserving the charge on particles account for the con-
centration of particles, N, at each charge level, q, and size bin, b, where a polydisperse
distribution of particle sizes is made up of M monodisperse size bins. The particle and ion
conservation equations are coupled through the source/sink terms for photoionisation and
ion-particle collisions. Ionised gas molecules of monodisperse mobility and a single negative
charge are represented by the number concentration n−1: the photoionisation process causes
the emission of (negative) electrons, which are assumed to immediately collide with gaseous
molecules, generating negative ions. There is no significant source of positive molecular ions.
The conservation equation for negative ions is shown Eq. 3.4b. The transport of particles
and ions is described by the velocity, u⃗ in the advection term, diffusivity, D, in the diffusion
term, and electrical mobility, Z, in the electric field transport term where E⃗ is the electric
field. Assuming particles of a single material type and surface properties, the conservation
equations for particles and ions are given as follows
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∇ · (⃗uNb,q)= ∇ · (Db,q∇Nb,q)+∇ ·(Zb,qE⃗Nb,q)
+αq−1→qb Nb,q−1−αq→q+1b Nb,q
+β q+1→qb Nb,q+1n−1−β q→q−1b Nb,qn−1
(3.4a)
∇ · (⃗un−1) = ∇ · (Di,-1∇n−1)+∇ ·
(
Zi,-1E⃗n−1
)
+
M
∑
b=1
qmax
∑
q=qmin
(αq→q+1b Nb,q−β q→q−1b Nb,qn−1)
(3.4b)
where the concentration of particles with charge q is changed by the net rate of particles
acquiring or losing an extra charge due to photoemission and ion-particle recombination.
The concentration of ions of a single negative charge is changed by the net rate of electron
photoemission and ion-particle recombination at all particle charge states. The photoion-
isation combination coefficient αq→q+1 is found in Eq. 1.2, and the ion-particle collision
coefficient, β q→q−1, quantifies the rate of collision of a negative ion with a particle of charge,
q. The ion-particle collision coefficient is a function of particle diffusivity and inter-particle
potential, and is found in Eq. 1.6.
The three-dimensional equations may be solved in their zero-dimensional (0D) form
assuming steady-state, plug flow and linear electric field and diffusion loss terms, and/or for
monodisperse particle size as summarised in Table A.1.
3.2.2 Geometry and mesh
The geometry under consideration for a particle charger and detector is a 200 mm long
cylinder of internal diameter 25 mm. For the electric field transport of particles, the outer
cylinder makes up one electrode and the second electrode is a concentric rod of 1.5 mm
in diameter and the full length of the cylinder. The computational mesh consists of a 45◦
section of a cylinder due to the axi-symmetric nature of the solution. Therefore, although the
governing equations are solved in 3D, they could be optimised for an axi-symmetric solution.
However, by solving in 3D, the model may be readily adapted to geometries with 3D effects.
Unless otherwise specified, the mesh consists of six blocks of 10×20×50 cells making up
a total of 6×104 cells determined from a grid independence study. Simple linear grading
towards the walls was applied where the highest concentration gradients occur.
Figure 3.2 shows a distribution of charges per particle and illustrates the geometry of the
case under consideration. The flow proceeds from the circular inlet to the outlet, along the
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Fig. 3.2 Sample distribution of charges per particle during convective flow under irradiation.
The charge level increases in the axial flow direction due to photoionisation.
axial direction. The light intensity properties are tailored to specific geometric configurations
or operating conditions depending on the application. An electric field is applied which
transports charged particles towards the centre rod, thereby increasing the concentration of
highly charged particles near the rod. The bias voltage may be reversed to drive positively
charged particles towards the outer cylinder electrode and attract negatively charged ions
towards the centre rod electrodde.
3.2.3 Properties and boundary conditions
Initially neutral particles are entrained in a flow of air at NTP. A uniform velocity profile and
fixed, neutral nanoparticle concentration is prescribed at the inlet. Boundary conditions of
zero gradient are applied for velocity of air and ion/particle concentrations at the outlet and
set to zero (or no-slip) at the walls. The boundary conditions for the conservation equations
are summarised in Table 3.1. Diffusion of ions and particles in the direction of flow, the axial
direction, is neglected.
The effect of UV light is represented by intensity, I (coupled with Kc), light energy,
hν , particle work function, Φ∞, and particle size as defined by Eqs. 1.2 and 1.4 applied in
the photoionisation source terms. The radiation is modeled as from a 185 nm (6.69 eV)
wavelength source, greater than the work function of most solids. The particle diffusion
coefficient is a function of particle diameter using the mechanical mobility and Cunningham
slip correction factor as outlined in Kulkarni et al. [6] for air at NTP. The particle electrical
mobility is a linear function of the diffusion coefficients for a given temperature [6]. A
uniform ion mobility distribution is assumed using properties gathered from Wiedensohler
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Table 3.1 Boundary conditions for the conservation equations in three-dimensional model of
particle and ion charging and transport.
Type Momentum Concentration Voltage
Inlet u =U ,
∂ p
∂n
= 0 N0 = N0,in, Nq̸=0 = 0, ni = 0
∂V
∂n
= 0
Outlet
∂u
∂n
= 0, p = 1 bar
∂Nq
∂n
= 0,
∂ni
∂n
= 0
∂V
∂n
= 0
Rod Electrode u = 0,
∂ p
∂n
= 0 Nq = 0, ni = 0 V =Vr
Cylinder Electrode u = 0,
∂ p
∂n
= 0 Nq = 0, ni = 0 V =Vc
Angular Symmetry cyclic cyclic cyclic
et al. [105] (1.6×10−4 m2 V−1 s−1) which is within the range of more recent ion mobility
distribution measurements from Maißer et al. [83] (1.5-1.9×10−4 m2 V−1 s−1) and Steiner
et al. [106] (0.9-2.5×10−4 m2 V−1 s−1).
3.2.4 Solution procedure
The governing equations are converted to steady-state linear algebraic equations using
OpenFOAM v.5. The operating parameters such as light wavelength, intensity, and particle
size distribution can be selected at runtime. The solution algorithm proceeds as follows:
1. initialise the mesh, constants, solution fields, boundary conditions and other parame-
ters;
2. calculate the photoionisation coefficients, αq→q+1, of Eq. 1.2 based on input parame-
ters;
3. initialise the attachment coefficients, β q→q−1, previously calculated in a separate
MATLAB code for each monodisperse particle size bin from 1-300 nm and each
charge level, q;
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4. solve for the velocity and pressure fields using the PISO algorithm until convergence
is obtained;
5. calculate the electric field using a Laplacian equation; and
6. calculate the ion, then particle concentration distributions until convergence is obtained
between iterations for ion and particle charge distributions.
The steady conservation equations for particle and ion concentrations are solved, as shown
in Eqs. 3.4a and 3.4b for negatively charged ions, all particle size bins, b1, and all expected
particle charge levels, q, between qmin and qmax. The iteration of the concentration equations
is enabled by the objected-oriented nature of C++ and user access to the source code and
solvers of the CFD package used, OpenFOAM. In all simulations in this work, the minimum
charge level, qmin, is set as -5 charges per particle, which is sufficiently low such that the
concentrations of all neutral and negatively charged particles in the system are calculated.
The maximum possible charge level from Eq. 1.5 is calculated at runtime to determine qmax
from Eq. 3.4b and the necessary number of simultaneous, coupled concentration transport
equations (Eq. 3.4a) solved for each charge level. Solution time is a function of the number
of simultaneous equations to be solved, which is determined by the range of charge states and
the number of particle size bins; this time ranged from ∼1 min for monodisperse simulations
to∼1 h for polydisperse simulations with 16 particle size bins. All calculations are performed
using a desktop computer (Intel® Core™ i7 3.40 GHz) with 16 GB of RAM running on
openSUSE 13.1.
3.2.5 Post-processing
The total current measured is a linear sum of the particle charge flux from each size bin, b,
and charge state, q, and the ion charge flux. The total contributions to electrical current are
shown in general form in Eq. A.1d of Appendix A and are shown in simplified form here:
io =
A
∑
(
M
∑
b=1
qmax
∑
q=qmin
(qe⃗uNb,q)− e⃗un−1
)
·dA, (3.5a)
ie =
A
∑
(
M
∑
b=1
qmax
∑
q=qmin
qeDb,q∇Nb,q− eDi,-1∇n−1
)
·dA. (3.5b)
At the outlet boundary, the total outlet current, io, is calculated as the net advective flux of
both charged particles and ions. The advective flux of ions at the outlet is negligible for the
1Loop through array of size bins for polydisperse distributions coded by Nene Yamasaki (U. of Cambridge)
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conditions discussed in this work, therefore Eq. 3.5a shows only the charged particle flux. At
the ion trap electrodes, no advection occurs, so the total electrode current, ie, is largely made
up of diffusive flux of ion charge enhanced by electric field transport as shown in Eq. 3.5b.
Local concentrations of ions and particles are calculated along with a range of variables
such as pressure, velocity, and electrical potential. Visualisations are gathered using ParaView
v5.4 and are exported to CSV format tables for further analysis.
3.2.6 Numerical verification
The model charging and transport equations are generalised to unipolar and bipolar diffusional
charging along with photoelectric charging in Appendix A. In order to ensure that the
equations are implemented correctly, 0D numerical results are compared to the existing
0D analytical and numerical results where available from literature for bipolar diffusional
charging and [84] and photoelectric charging [75, 80] in Appendix B. Excellent agreement
with literature results is obtained for the 0D numerical implementation in a MATLAB code
as well as OpenFOAM. The code verification provides confidence in the 3D numerical
implementation in OpenFOAM, where there are no previously existing literature results with
which to compare directly.
3.3 Experimental methods
The experimental methods described in this section are used to validate the implementation
of the 3D model charging and transport equations to ensure the physics of the processes are
adequately understood. The understanding of the underlying physical principles is used to
help explain a theoretical basis for new experimental results.
Firstly, the design of the photoionisation chamber used for photoemission measurements
is described in detail. Secondly, an experimental apparatus is described which delivers
high concentrations of a polydisperse soot aerosol with high signal-to-noise ratios used for
experimental validation of the modelling techniques. Finally, an experimental apparatus
is described which uses a particle size classifier to get detailed, size-resolved measure-
ments of monodisperse aerosol particles used to re-evaluate the definition of an aerosol’s
photoelectrically active surface area.
3.3.1 Photoionisation chamber
The experimental photoionisation chamber provides a volume in which aerosol particles are
irradiated with UV light and subjected to an electric field between two electrodes while in
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continuous flow. The sample aerosol flows from a sample inlet at the side of a cylindrical
chamber, through the volume between the two electrodes, and through a sample outlet at
the side of the chamber. The first electrode is a 200 mm long aluminium cylinder of 25
mm internal diameter. A concentrically located silver steel rod (functioning as the second
electrode) of 200 mm in length and 1.5 mm in diameter is mounted at the end of the
photoionisation chamber nearest the outlet, extending co-axially along the entire length of
the photoionisation chamber and electrically isolated with polytetrafluoroethylene (PTFE). A
UV-extended fused silica optical window of 25 mm diameter and 3 mm thickness makes up
one circular side of the cylindrical chamber. A 3 W UV lamp (Dinies Technologies GmbH,
Germany: Model Mini3W-52ozon) is located externally, 20 mm from the window. The UV
source and window are located nearest the sample inlet such that the flow direction is away
from the light source. The lamp outputs narrow lines of ultraviolet light 185 nm and 254
nm. A high-pass UV filter was used to demonstrate that the 254 nm line yielded negligible
photoelectric emission for carbon particles, therefore the 185 nm light was considered
dominant for particle photo-emission. A voltage is applied between the electrodes in series
with the electrometer current measurement, both using a Keithley electrometer (Keithley
Instruments Inc., Cleveland, OH, USA: Model 6517B). The photoionisation chamber is
enclosed in an electrically-isolated, aluminium box which acts as a Faraday cage and is
grounded with the electrometer triaxial measurement cable. The electrometer provides
electrode current, ie, with a noise level less than ±1 fA [107]. However, significant electrical
noise from other sources increased the signal’s uncertainty. Flow through the photoionisation
chamber was sampled by the aerosol electrometer (TSI Inc., Shoreview, MN, USA: Model
3068B). A flow rate of 1.5 std L min−1 through the photoionisation chamber was provided
by the aerosol electrometer which measured the electrical current due to particle filtration in
a Faraday cup electrometer, io, with a noise level lower than 1 fA at one second averaging
time [108].
3.3.2 Polydisperse soot measurement apparatus
The experimental apparatus described here provides a polydisperse sample of neutrally
charged, carbonaceous soot particles to both a photoionisation chamber and a reference
instrument.
The experimental apparatus used is shown in Fig. 3.3. Stable, carbonaceous soot particles
were produced by burning propane (65-105 std cm3 min−1) with air (1.2 std L min−1) in a
co-flow inverse diffusion flame using N2 (3 std L min−1) as a sheath flow, followed by an
ageing chamber as described in section 2.1 of Stettler et al. [109]. An electrostatic precipitator
operated at 9 kV captured particles with any residual charge from the combustion process,
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Fig. 3.3 Schematic of experimental apparatus for polydisperse soot photoionisation measure-
ments.
confirmed using an aerosol electrometer (TSI Inc., Shoreview, MN, USA: Model 3068B). An
ejector diluter with filtered compressed air provided a vacuum to draw the sample through
the ageing chamber and electrostatic precipitator.
The concentration was varied by changing the diameter of the critical orifice in the
diluter and the flow rate of dilution air. The particle size was varied by changing the flow
rate of propane into the flame. Higher flow rates of propane yielded larger particles. The
number-weighted particle mobility diameter, dm, distribution was measured with a Scanning
Mobility Particle Sizer (SMPS; TSI Inc.: 3080 Electrostatic Classifier, 3081 Differential
Mobility Analyzer [DMA], 3025 Condensation Particle Counter [CPC]). In parallel with the
SMPS, the UV photoionisation chamber described in section 3.3.1 provided photoionisation
measurements. Stainless steel and conductive silicone tubing were used to minimise particle
losses in the sampling lines.
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3.3.3 Size-resolved particle measurement apparatus using Aerodynamic
Aerosol Classifier
The experimental method described here allows measurements of photoelectric yield for a
range of resolved particle sizes of monodisperse, initially neutral particles. Charge efficiencies
of bipolar chargers significantly reduce the throughput of classifiers which depend on particle
charge, for example, the Differential Mobility Analyzer (DMA) (Sec. 1.2.2) [26]. For
this reason, the Aerodynamic Aerosol Classifier provides relatively high concentrations
of monodisperse, neutral particles2 compared with particle classification via a DMA and
subsequent charge conditioning (Sec. 1.2.1) [29].
The experimental apparatus is shown in Fig. 3.4. The aerosol source was either carbona-
ceous soot or silver (Ag) particles. Carbonaceous soot particles were produced by burning
propane (flow rate of 105 std cm3 min−1) with air (1.2 std L min−1) in a co-flow inverse
diffusion flame using N2 (3 std L min−1) as a sheath flow, followed by ageing in an ageing
chamber as described in section 2.1 of Stettler et al. [109]. The aerosol sample flow either
bypassed or passed through a catalytic stripper operated with an internal gas temperature of
350◦C (Catalytic Instruments GmbH & Co.KG, Rosenheim, Germany: Model CS015) to
remove semi-volatile organic carbon, confirmed with a Horiba gas analyser (Horiba Ltd.:
Model MEXA-584L). A vacuum pump (Edwards, Burgess Hill, UK: Model Speedivac 2) and
mass flow controller (Alicat Scientific, Tucson, AZ, USA) were used to draw the sample flow
through the ageing chamber and catalytic stripper at a constant flow rate of 1.5 std L min−1.
Silver agglomerate particles were produced by evaporation and subsequent condensation
using a tube furnace operated at 1200◦C (Lenton, Hope, UK: Model LTF 12/25/500). Inside
the furnace, a flow of HEPA-filtered, dry N2 at 2 std L min−1 carried evaporated silver from
three evenly distributed combustion boats containing pure silver. The aerosol sample flow
either bypassed or passed through a second furnace (Elite Thermal Systems Ltd., Market Har-
borough, UK: Model THH12/90/305) operated at 600◦C to sinter the agglomerate particles
into close-packed structures [101, 51].
From either aerosol source, the sample was drawn through an electrostatic precipitator
operated at 8 kV to capture particles with any residual charge from generation, confirmed
using an aerosol electrometer (TSI Inc., Shoreview, MN, USA: Model 3068B). The particles
were then passed through an Aerodynamic Aerosol Classifier (AAC; Cambustion Ltd.,
Cambridge, UK) which classifies particles based on aerodynamic diameter (Sec. 1.2.1). To
control the sample flow rate through the AAC and resulting dilution ratio, HEPA filtered air
was added downstream of the AAC to balance the flows. Three dilution ratios (0.3, 1.65, and
2when used in series with a electrostatic precipitator
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Fig. 3.4 Schematic of experimental apparatus for size-resolved photoionisation measurements
using Aerodynamic Aerosol Classifier.
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4.4) were used for both aerosol sources to provide a range of particle concentrations at each
classified size, which was determined by the AAC setpoint. A mixing chamber was used to
ensure the dilution air and sample flow were thoroughly mixed before entering the parallel
measurement equipment.
The number-weighted particle mobility diameter distribution, allowing the particle Count
Median Diameter (CMD) to be estimated, was measured with a Scanning Mobility Particle
Sizer (SMPS; TSI Inc.: 3080 Electrostatic Classifier, Kr-85 Neutraliser, 3081 DMA, 3776
Condensation Particle Counter [CPC]) with two scans per AAC setpoint. Before and after the
SMPS scans at each AAC setpoint, the neutraliser-DMA was bypassed and the total particle
number concentration, N, was measured using the CPC. In parallel with the SMPS, the UV
photoionisation chamber described in section 3.3.1 provided photoionisation measurements.
A constant applied voltage of 30 V (24 V cm−1) was chosen as it allows capture of highly
mobile ions which are created from the photoemission process without significantly capturing
the charged particles for the geometry and operating conditions.
Throughout the experimental set-up, stainless steel and conductive silicon tubing were
used to minimise particle electrostatic losses in the sampling lines. System flow rates were
verified using a bubble flow meter (Gilibrator 2, Sensidyne, LP, Clearwater, FL, USA).
3.3.4 Measurement uncertainty
Uncertainty in aerodynamic diameter for an AAC set-point is 4.7% based on the maximum
average disagreement for spherical particles [110]. Uncertainty of the count median (mobility)
diameter from the SMPS is 1% [111]. Concentrations were measured using the CPC with
an uncertainty of 10% [112]. For data points where the direct CPC measurement was in
photometric mode, the number concentration from the SMPS was used with an uncertainty of
10%, consistent with published values [113]. Vertical error bars were not included, because
the standard error in measuring a current, io, was less than 1.5% for all but two data points
using averages of measurements collected at 1 Hz for 30 s.
3.4 Closure
In this chapter, a novel photoionisation measurement design was described, followed by the
numerical and experimental methods used to test the design under a range of conditions. The
modelling techniques are applied in Chapter 4 to explore the dominant physical processes
in ion and particle photoelectric charging and transport. The models are experimentally
validated in Chapter 5 using the techniques described here. Then, the understanding gained
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from modelling and experimental results are used to justify a re-evaluation of the concept of
photoelectrically active area in Chapter 6.
Chapter 4
Evaluation of Modelling Techniques
4.1 Introduction
In this chapter, photoelectric charging, subsequent transport and collection of particles and
ions in continuous flow are modelled as a means to evaluate photoionisation theory and
provide tools for quantitatively evaluating charges carried by ultrafine particles.
4.1.1 Context
After the initial development of particle photoemission theory [59, 70, 81, 77], aerosol
photoemission studies to date have largely focused on the experimental development of
polycyclic aromatic hydrocarbon (PAH) sensors for industrial hygiene or combustion con-
trol [91, 93, 50, 94, 95, 99] or to study enhanced charging of nanoparticles below 20 nm
diameter [62, 76, 96, 90, 64, 58, 66]. Modelling of the photoionisation process has not seen
significant improvement since the application of the Fowler-Nordheim equation in a 0D case
with recombination considered by Maisels et al. in 2003 [75, 80, 103].
4.1.2 Outline of chapter
In this chapter, a non-dimensional analysis is performed first to indicate regimes under which
the photoionisation process is dominated by diffusion, electric field transport, convection,
photoionisation, or recombination. In particular, the ratio of characteristic irradiation to
recombination time defines the regime when charge saturation is reached. This is a function
of particle size, concentration, material, and radiation wavelength and intensity. The physical
processes of photoionisation and recombination of ions and particles are then modelled in
3D computational fluid dynamics (CFD) for the first time. The detailed terms obtained
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in the 3D model in the charge balance equation are analysed to understand the range of
validity of assumptions made for diffusional wall losses and external electric field in 0D
analytical models. The effect of particle polydispersity on particle charging and transport is
then explored to provide a simpler interpretation of ultrafine measurements. In each case,
recommendations are made regarding the level of detail required for the prediction of aerosol
charging and capture methods over a range of conditions used in experiments or the predictive
design of photoemission-based devices.
4.2 Analytical modelling
The dominant physical processes in a photoionisation device may be explored with analytical
modelling by simplifying the charging and transport equations. Part of the difficulty in
solving the conservation equations comes from the non-linearity in the source terms. In
the present work, a limiting case, first considered by Maisels et al. [75] is dealt with by
again assuming that the charges per particle are large and positive. In that case, it is possible
to neglect the image terms, and the combination coefficients of Eqs. 1.2 and 1.6 can be
expressed, respectively, as:
αq→q+1 =
KcI
hν
πd2
4
(
hν−Φ∞− 2qVed
)m
(4.1)
β q→q−1 = 4πDi
Ve
kBT
q. (4.2)
Further, the source terms of the conservation equations (Eqs. 3.4) can be approximated as
moments in the charge distribution, in the limit of large number of charges per particle, so
that the sums are replaced by a function of mean charge per particle q, and total number of
particles N, that is, Sα =∑qαq→q+1Nq =αN, and Sβ =−∑qβ q→q−1Nqn−1 =−βNn−1. An
analytical solution can be obtained for the mean charge qN = ∑q qNq = n−1 for steady plug
flow conditions with a constant total number concentration of particles N, where u⃗ =Ue⃗z:
U
dn−1
dz
= Sα +Sβ . (4.3)
Maisels et al. [75] considered the limits to Eq. 4.3 for (a) zero recombination losses,
so that Sβ = 0, and (b) steady-state conditions after a sufficient convection length (or time)
under irradiation, where
dn−1
dz
= 0. For the zero recombination case, the following applies
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qz→0 =
z
Uτα
=
t
τα
τα =
[
KcI
hν
πd2
4
(hν−Φ∞)m
]−1 (4.4)
where the residence time is defined as t = z/U . The irradiation time, τα = (Sα,z→0)−1,
is the inverse of the characteristic rate of photon generation, which is the product of the
rate of absorption of photons by the particles,
1
τν
=
Iπd2
4hν
, and the quantum yield at zero
mean charge, Y = Kc (hν−Φ∞)m, where τα = τν/Y . After a sufficient residence time under
irradiation, τs, a steady-state mean charge state, qs, is found when either the extent of
recombination equals that of photoionisation, as obtained from setting the left hand side of
Eq. 4.3 to zero, so that Sα +Sβ = 0, or when the Coulomb limit is reached. Using m = 2 and
expanding the brackets in Eq. 4.1, the mean steady-state charge can be obtained as:
qt→∞ = qs = qmax
(
1+
√
Aˆv
)−1
Aˆv =
4hνDiN
KcIVekBT
(4.5)
where qmax is defined in Eq. 1.5. The term Aˆv represents the ratio of recombination over
photoionisation and recombination must be considered when Aˆv ≫ 0. The full equation for
the mean charge has been derived by Maisels et al. [75] as:
q = qmax
tanh
( √
Aˆv
qmaxτα
t
)
tanh
( √
Aˆv
qmaxτα
t
)
+
√
Aˆv
. (4.6)
The square root term arises due to the factor m = 2, which leads to an expansion of the
quadratic term in the solution of the differential equation.
4.2.1 Characteristic saturation time
By equating Eqs. 4.4 and 4.5 with each other, a characteristic charge saturation time is
defined, τs, after which the photoionisation rate matches the recombination rate and maximum
charging occurs:
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Table 4.1 Characteristic times of the dominant physical processes in particle and ion charging
and transport.
Characteristic Characteristic
times times
(ions) (particles)
Photoionisation τp,i =
n−1/N
α
Recombination τr,i =
1
βN
Diffusion τd,i =
R2
4Di
τd,p =
R2
4Dp
Electric field τe,i =
R
ZiE
τe,p =
R
ZpE
Convection τc,i =
L
U
τc,p =
L
U
τs =
qmaxτα(
1+
√
Aˆv
) . (4.7)
The characteristic time, τs, therefore represents a minimum residence time to reach maximum
particle charging. In a steady plug flow situation with volumetric flow rate across an area,
Q =UA, this implies a minimum volume Vmin = Qτs to reach maximum particle charging.
The dimensionless mean charge per particle, q, of Eq. 4.6 relative to the steady-state level,
qs, of Eq. 4.5 is shown as a function of the relative charging time, t/τs, in Fig. 4.1, along
with the limits from Eqs. 4.4 and 4.5 for the conditions outlined in Maisels et al. [75] and
Table B.11. The dimensionless mean charge level during the transition to steady-state does
not differ significantly for concentrations 104−107 cm−3, when recombination is significant.
The mean charge is shown as a function of dimensional time and particle concentration
in Fig. 4.2 for typical atmospheric particle concentrations. The mean charge per particle
decreases with increasing concentration of particles due to the increased likelihood of
recombination. The dashed lines in Figs. 4.1 and 4.2 are from Eqs. 4.4 and 4.5.
1Properties and operating conditions are summarised with the numerical verification section of Appendix B
as specific conditions are more relevant to higher order modelling.
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Fig. 4.2 Mean charge per particle, q, as a function of time for a range of concentrations using
Eqs. 4.4 and 4.5. Characteristic time to charge saturation, τs, is indicated by the vertical lines.
The curved lines are generated from Eq. 4.6. Concentrations, N, given in [cm−3].
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4.2.2 Characteristic times and dimensionless parameters
The processes in this work are significantly influenced not only convection, charging and
recombination, but also electric field transport and wall losses via diffusion. Therefore,
it is useful to consider the characteristic times associated with the effect of each of the
charging and transport mechanisms to identify which mechanisms are fast or slow for any
given set of parameters. Characteristic times are defined for convection, τc, photoionisation,
τp, recombination, τr, wall loss, τw, and electric field transport, τe, and are summarized in
Table 4.1. For example, the ratio of characteristic times for ion wall loss due to electric field
relative to the diffusional wall loss is:
τˆed,i =
τd,i
τe,i
=
ZiER
4Di
. (4.8)
For τˆed,i ≪ 1, ion capture at the walls due to electric field transport is slow relative to
diffusional ion loss. For τˆed,i ≫ 1, electric field transport is fastest and dominant. Similar
relations can be used to determine the relative effect of diffusional loss of ions and particles,
for example, crucial in determining operating conditions of a given device.
The total charge flow can be estimated by ratios of the different characteristic times at the
limits of, for example, full charging, where τc > τs. The number rates and electric currents
are shown in Table 4.2. For example, io,p = QNqe gives the analytical limit estimate of the
electric current available due to the flux of particles through the outlet, useful for a particle
measurement device, while ie,i = QqNe
τc,i
τe,i
gives the corresponding magnitude of current
due to the flux of trapped ions in an electric field during the photoionisation process. The
effect of electric field strength on both currents, io,p and ie,i, is discussed in the next section
using 0D numerical and 3D CFD models.
The dimensionless parameters give insight into the relative effects of particle and ion
charging and transport mechanisms. They allow a simple estimation of particle and ion flux
and electrical current due to the relative effects of convection, diffusional wall loss, and
capture in an electric field. However, these estimates do not directly give the exact solutions
for a given flow situation.
4.2.3 Effect of ion loss on particle charge state
Ions are less likely to recombine with particles if they are removed due to diffusional wall
losses or electric field capture. Removing ions can significantly enhance particle charg-
ing [66]. The following describes a simplified analytical method for calculating diffusional
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Table 4.2 Analytical estimates of particle and ion number rate and electrical current.2
Ion Particle
Number Rate
(#
s
)
Electric Current [A] Number Rate
(#
s
)
Electric Current [A]
Outlet jo,i = Qq¯N io,i = jo,ie jo,p = QN io,p = jo,pqe
Diffusion jd,i = jo,i
τc,i
τd,i
id,i = io,i
τc,i
τd,i
jd,p = jo,p
τc,p
τd,p
id,p = io,p
τc,p
τd,p
Elec. field je,i = jo,i
τc,i
τe,i
ie,i = io,i
τc,i
τe,i
je,p = jo,p
τc,p
τe,p
ie,p = io,p
τc,p
τe,p
wall loss or electric field capture of ions to determine if ion loss has a significant effect on
particle charge state.
Equations 1.8a and 1.8b may be rearranged assuming no particle wall losses and plug
flow conditions, where u⃗ =Ue⃗z:
U
d
dz
(qN−n−1) = +4DiR2 n−1 +
Z jE
R
n−1. (4.9)
Integration of Eq. 4.9 followed by linearisation, due to small diffusion and electric field
terms, yields qN = n−1
(
1+ Bˆv +Cˆv
)
, where the terms Bˆv and Cˆv are given as
Bˆv =
τc
τd,i
=
4Di
R2
τc, (4.10a)
Cˆv =
τc
τe,i
=
Z−1E
R
τc (4.10b)
where τd,i and τe,i are the characteristic times for diffusional wall loss and electric field
loss, respectively. Parameters Bˆv and Cˆv represent the fraction of ions lost due to diffusion
and electric field transport over time, respectively, valid for Poiseuille flow in a cylindrical
geometry. The diffusion and electric field loss terms are assumed to be small, so that n−1 is
taken as identical to that of the steady-state solution n−1,0 = q0N obtained in Eq. 4.5. The
corrected mean particle charge is obtained for τc > τs, assuming τs is small:
2Number rate defined as a particle or ion number flux multiplied by area through which flux occurs. Flux
defined as per unit area according to Bird et al. [114]
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q = qmax
1+√ Aˆv
1+ Bˆv +Cˆv
−1 . (4.11)
The assumption of small ion losses and no particle losses is valid for low levels of wall loss
relative to the number of remaining ions, n−1.
If diffusional loss or electric field capture of ions is significant, that is Bˆv ≫ 0 or Cˆv ≫ 0,
a numerical model is recommended. If Bˆv ≈ 1 or Cˆv ≈ 1 or higher, ion capture is of the same
order as the remaining ion flux, therefore the present linear approximation breaks down and
a numerical or CFD model must be implemented. To determine if wall loss has a significant
effect on the particle charge level, Eq. 4.11 may be solved with and without the effect of wall
loss. For example, the ratio of mean particle charge with wall losses relative to recombination,
Bˆr, is defined as follows:
Bˆr =
1+
√
Aˆv
1+
√
Aˆv
1+ Bˆv
=
q (recomb + wall loss)
q (recomb)
(4.12)
where the total residence time is a function of flow rate and geometry. Analogous parameters
are summarized in Table 4.3 for the effects of electric field loss and photoionisation on the
mean particle charge level, q. For Aˆr ≈ 1, recombination may be neglected, for Bˆr ≈ 1, wall
loss may be neglected, and for Cˆr ≈ 1, electric field losses may be neglected. The effects of
recombination, diffusional wall loss, and electric field capture relative to photoionisation can
be estimated by the ratio of Bˆr or Cˆr to Aˆr.
A comparison of the analytical model described above with the solution of the numerical,
0D equations is shown in Figure 4.3. The mean steady-state charge per particle in Eq. 4.11
decreases with increasing concentration of particles owing to an increase in recombination.
The 0D numerical model follows the work by Maisels et al. [75, 80] and from Appendix B,
and does not require the assumption of large charges for the mean charge approximation,
instead solving for the concentration of each discrete charge state, q. The analytical model
described begins to deviate from the 0D numerical model when recombination is high
enough to reduce mean charge per particle to +1 mean charge per particle. However, for
charge levels above +1 mean charge per particle, the analytical and numerical models agree.
Recombination must be included at concentrations above around N = 1×102 cm−3 for the
present conditions. Figure 4.3 also shows an increase in steady-state charges per particle with
logarithmically increasing electric field strength (0.008 < E < 0.8 V cm−1) according to
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Table 4.3 Dimensionless parameters for the effect of photoionisation and ion loss on mean
charge state.
Parameter Effect on charge
state relative
to recombination
Photoionisation Aˆv =
4hνDiN
KcIVekBT
Aˆr = 1+
√
Aˆv
Diffusion Bˆv =
τc,i
τd,i
Bˆr =
1+
√
Aˆv
1+
√
Aˆv
1+ Bˆv
Electric field Cˆv =
τc,i
τe,i
Cˆr =
1+
√
Aˆv
1+
√
Aˆv
1+Cˆv
Eq. 4.11. While Fig. 4.3 shows the increasing effect of the electric field on q, the assumptions
in the analytical solution for the electric field are no longer valid for electric fields stronger
than E ≈ 0.15 V cm−1 which corresponds with Cˆv = 0.75 in this case.
4.2.4 Limitations of analytical model
The formulations of the analytical equations and dimensionless parameters assume a large,
positive number of charges per particle and low ion wall losses relative to ion concentration.
The main assumption within the charging equation (Eq. 4.1) is that the image charge has a
negligible effect. This is true during the low charging regime q≫ 1, otherwise the effect of
image charge is significant and must be included. The main assumption in the recombination
equation (Eq. 4.2) is that the charge level of the particle dominates the electrostatic attraction
and the image force can be neglected. This is true for q > 1. In reducing the governing
equations of Eq. 1.8 to the ion conservation in Eq. 4.3, large, positive charges per particle
must be assumed. The assumptions that n−1 is constant in the integration of Eq. 4.9 and that
the ion losses are small in the formulation of Eq. 4.11 are no longer valid at high levels of
wall loss relative to the remaining ions.
Although the analytical model is useful in thinking through the processes involved, and
in quick calculations, numerical models are necessary to solve the conservation equations
whenever the assumptions used in their derivation are violated, and losses are no longer
linear.
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Fig. 4.3 Steady-state charge for a monodisperse, single-component aerosol as a function of
concentration. Logarithmically increasing electric field strength (0.008 < E < 0.8 V cm−1).
4.3 Numerical modelling an aerosol’s transport in an elec-
tric field
Equations for UV photoionisation and ion-particle recombination are coupled with ion/particle
convection and diffusion and electric field transport in three-dimensional CFD as described
in Section 3.2. Upwards of one hundred simultaneous species transport equations can be
solved if necessary to allow the resolution of local charge distribution in a particle size
distribution. To determine the modelling capabilities required to capture the physical process,
results from the three-dimensional equations are compared with results from their equivalent
zero-dimensional (0D) form assuming steady-state, plug flow and linear electric field and
diffusion loss terms. The form of the 3D and 0D numerical equations are shown in Table A.1.
4.3.1 Model properties and operating conditions
In this section, neutral particles of monodisperse size are considered at the inlet of the
photoionisation chamber, therefore, particles of a single size bin, b, are considered in the
particle conservation equation (Eq. 3.4a). The photoionisation process is assumed to take
place as a uniform volumetric source throughout the cylinder, increasing the charges per
particle. The assumption of uniform light intensity is an idealisation of a chamber without
geometric effects or attenuation, such as by application of collimated light with negligible
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volumetric absorption. The model parameters and operating conditions are summarised in
Table 4.4. Based on a test of grid independence, the computational mesh in this section
consists of 230,400 cells which are graded near walls where the highest concentration
gradients occur.
Table 4.4 Model properties and operating conditions used to explore the effect of electrical
field transport and capture of ions and particles.
Parameter Symbol Units Value
Negative ion diffusivity [105] D-1 m2 s−1 4.04×10−6
Negative ion electrical mobility [105] Z-1 m2 V−1 s−1 1.6×10−4
Mean particle diameter d nm 20
Particle concentration N cm−3 106
Flow rate Q std L min−1 1
Bulk velocity U m s−1 3.45×10−2
Convection time τc s 5.8
Empirical constant m 2
Photoemission constant KcI J−1 m−2 s−1 1.9×1035
Light energy hv eV (nm) 6.69 (185)
Work function Φ∞ eV 4.95
4.3.2 Analysis
Equations for photoionisation, recombination and transport of ultrafine particles are solved
for continuous flow through a cylindrical chamber using 0D numerical and CFD models. For
the conditions outlined in Table 4.4, with no electric field, the particles are clearly saturated
with charge as τc = 5.8 s > τs = 1 s, and recombination is a dominant flux, as Aˆr = 10.9.
Diffusional ion wall loss is significant, as Bˆr = 1.24 at zero bias voltage. Above around 0.25
V (0.2 V cm−1), the electric field capture of ions is of the same order as the remaining ions,
since at that voltage, Cˆv = 0.9. This regime requires a numerical or CFD model to quantify
the effects of ion capture on particle charging.
Figure 4.4 shows a two-dimensional (2D) slice of the computational domain where
particles are flowing in the positive z-direction and a voltage of 1 V (0.8 V cm−1) is applied
between the top and bottom electrodes. The concentration of ions of -1 charge and total
particle concentration are shown for an inlet concentration of 106 cm−3 neutral particles of
20 nm diameter. The ions generated during the photoemission process are transported and
captured at the top, positive electrode and the charged particles are transported towards the
bottom, negative electrode. Each remaining 2D slice shows the concentration of particles
at a given mean charge, q, from 0 to 6 charges per particle. Particles are charged to higher
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charge levels as the flow proceeds in the z-direction while the particles are simultaneously
transported to the bottom, negative electrode. The particles near the inlet are held at lower
charge levels at 1 or 2 charges per particle due to the presence of ions in those areas.
Fig. 4.4 (Top two panels) Steady-state concentration of total ions, n−1, generated from
photoionisation of particles, N, across half-symmetry plane for the domain. (Bottom seven
panels) Corresponding number concentration of particles with charge levels from 0 to 6.
Operating conditions are: inlet velocity of 0.0345 m s−1 in the +z direction, particle inlet
concentration of N =106 cm−3, neutral particles with a monodisperse diameter of 20 nm. A
voltage of 1 V is applied between the top (cylinder) and bottom (rod) electrode.
A positive bias voltage indicates that the outer cylinder has a positive potential relative to
the rod, and the reverse is true for a negative bias voltage. For a range of bias voltages, the
total current, ie, is calculated from the total (diffusive) flux of ions and particles integrated at
the interface of the rod and outer cylinder walls. The outlet current, io, is also calculated from
the total (diffusive plus convective) flux of positively plus negatively charged ions passing
through the outlet, multiplied by their respective charges.
The results for the 0D numerical model and 3D CFD model with positive and negative
biases are shown in Fig. 4.5. At bias voltages around 1 V (0.8 V cm−1), only the highly
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Fig. 4.5 Ion and particle current, ie, and outlet current, io, as a function of applied bias voltage
for numerical and CFD models. A positive bias indicates outer cylinder is at a positive
voltage relative to rod, and the converse for negative bias.
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Fig. 4.6 Ion and particle current, ie, made up of the sum of ion current, ie,i, and particle
current, ie,p, as a function of applied bias voltage for numerical and CFD models.
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mobile ions are transported to either the rod or cylinder electrodes leaving less opportunity
to recombine with the charged particles, and resulting in higher currents for both ie and io.
Every positive charge on a particle creates an equal and opposite charge on a negative ion,
therefore at voltages around 1 V (0.8 V cm−1), ie and io are of equal magnitude. As the
bias voltage increases above approximately 2.5 V (2 V cm−1), the flux of charged particles
near the rod or outer cylinder begins to dominate, thereby decreasing the outlet current,
io. The current, ie, continues to increase as the negatively charged ions are collected at the
rod and positively charged particles are collected at the outer cylinder, both contributing
to current ie as shown in Fig. 4.6. The numerical model does not capture the differences
between a positive and negative bias. At low, negative bias voltage, below around 1 V (0.8 V
cm−1), ions preferentially diffuse to the outer cylinder rather than the centre rod due to the
difference in electrode surface area creating an effective current. At low bias voltage, ion
diffusion is faster than the electric field flux. At 0.05 V (0.04 V cm−1), the calculated ratio
of characteristic times in Eq. 4.8, τˆed,i = 0.5, whereas at 1 V τˆed,i = 10 and the electric field
flux dominates.
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Fig. 4.7 Mean charge per particle at outlet as a function of bias voltage for numerical and CFD
models. The dotted lines mark the voltages at which the charge distributions are presented in
Fig. 4.8.
The mean charge per particle and charge distribution at the outlet are shown in Fig. 4.7 and
Fig. 4.8, respectively, as a function of bias voltage. Particle charge levels can be controlled
by changing the bias voltage, thus inducing more or less direct removal of ions from the
control volume, resulting in correspondingly different opportunity for recombination. At
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Fig. 4.8 Charge distribution of discrete particle charges at the chamber outlet as a function of
radial distance from the centreline at four different voltages; (a) 0 V, (b) 1 V, (c) 10 V, and (d)
40 V between the rod (I.D., positive electrode) and cylinder (O.D., negative electrode).
high voltages, charged particles as well as ions can be removed, thereby changing the charge
distribution and mean charge at the outlet. In these cases, the mean charges can be controlled
between 2 and 7 charges per particle. At low bias voltages, below around 1 V (0.8 V cm−1),
the calculated local charge per particle using the 3D CFD model increases significantly
nearest the walls where the highest diffusion loss of ions occurs as shown in Figs. 4.8a and b.
As a result, the rate term of the 0D numerical model does not adequately capture the effect of
diffusional ion loss on mean charge per particle at low bias voltages. At bias voltages from 1
V (0.8 V cm−1) to 10 V (8 V cm−1), ions are captured quickly, particles reach higher charge
states and are transported towards the negative electrodes as seen in Figs. 4.8b and c. At high
bias voltages, above around 10 V (8 V cm−1), highly charged particles localised near the
negative electrode are captured more readily by the applied electric field as seen in Fig. 4.8d,
leading to a lower mean charge per particle at the outlet and higher electrode current, ie,
relative to the 0D numerical model. The latter does not solve local charge levels, but rather
a rate term for the electric field capture as described in Table A.1 of Appendix B. Without
a local resolution of charge levels, the 0D numerical model cannot adequately capture the
current or particle charging at low and high bias voltage conditions.
4.3.3 Summary
The computational fluid dynamics (CFD) model developed in this work is the first to include
equations capturing UV photoionisation and detailed ion and particle recombination theory.
The 0D numerical and 3D CFD models agree well for a large range of electric field strengths
for the simple geometry of concentric cylinders, but differences appear at both high (above
≈8 V cm−1) and low (below ≈0.8 V cm−1) electric field strengths, where the detailed spatial
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resolution rather than a simple linear 0D model becomes necessary. The 0D numerical
and 3D CFD results both demonstrate that the mean particle charge level, and the resulting
charges at the electrodes and ends of the system can be controlled by changing the bias
voltage. These features can be used in the development of a particle discrimination and
measurement system, and will be explored further in subsequent chapters.
4.4 Numerical modelling of the effect of aerosol polydis-
persity
Low-cost ultrafine aerosol sensors are experimentally calibrated with controlled aerosol
sources to provide metrics such as surface area, lung-deposited surface area, mean particle
size and/or total concentration from one or more electrical current measurements. However,
an aerosol with a large standard deviation in particle size provides a significantly different
signal from a monodisperse aerosol with the same median particle size. Therefore, further
understanding of the effect of polydispersity during unipolar charging is required to improve
the accuracy of low-cost sensors.
This section quantifies the effects of aerosol particle polydispersity on electrical currents
resulting from photoelectric charging and ion-particle recombination in a photoionisation
measurement system. A numerical model for charging and transport is demonstrated which
considers the coupling between ion concentration and particle concentrations from each of
the discrete size bins which make up polydisperse particle size distributions. The results
are compared with those from a model assuming a monodisperse particle distribution at a
representative particle diameter. The numerical simulations are used to predict the electrical
signal from photoionisation measurements for a range of input particle size distributions and
operating conditions.
4.4.1 Theory
Aerosols are characterised by different geometric parameters and the method of characterisa-
tion depends on which quantities are measurable. Even controlled aerosols come in a range
of particle sizes, and it is intractable to measure the geometric properties of each particle
individually. It is thus often convenient to describe the mean geometric properties by the p-th
moments in its marginal size probability distribution f (d),
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(dp¯)p =
∫ ∞
0
f (d) dp dd (4.13)
(dp¯)p ≈ ∑
b(Nbd
p
b )
N
(4.14)
dp¯ ≈
(
∑b(Nbd
p
b )
N
)1/p
(4.15)
where Nb is the concentration of particles at particle size db, N is total concentration, and p
is the exponent, or moment, of diameter. A higher moment yields a higher moment average,
dp¯. The count mean diameter, d¯ = d1¯, is found for p = 1, and the diameter of the average
surface, ds¯ = d2¯, for p = 2, using notation from Hinds [1].
A lognormal distribution of particle concentration as a function of size applies to most
single source aerosols which are dominated by collisional growth. The lognormal distri-
bution based on particle count is commonly characterised by a count median diameter,
CMD≈ exp(∑b(Nb lndb)/N), and geometric standard deviation, σg ≈ exp(∑b Nb(lndb−
lnCMD)2/(N− 1)). The CMD of a lognormal count distribution is the geometric mean
diameter and should not be confused with the (arithmetic) count mean diameter, d¯, where
by definition, CMD < d¯ < ds¯. Figure 4.9 shows ds¯ for two aerosols with different σg, but
the same CMD and total concentration. By characterizing an aerosol with only count me-
dian diameter and total concentration, the polydispersity is neglected. For a lognormal size
distribution the p-th moment diameter can be reckoned from CMD and σg as [1]:
d p¯ = CMD exp(
p
2
ln2σg) (4.16)
Measurements made with monodisperse aerosol sources show that the electrical current
measured from photoelectric charging charging scales approximately with i ∼ Nd2 [101,
47, 46, 50, 49]. The relation is grounded in theory, as demonstrated analytically in Eq. 4.4
for monodisperse particles subject to assumptions such as neglecting the effects of size
dependent particle losses and secondary charging and transport processes [46].
The total electrical current obtained from a polydisperse particle distribution is composed
of the integral sum of the contribution from each monodisperse particle size bin. The induced
current is proportional to the second moment of the size distribution determined using
Eq. 4.13, for photoelectric charging. For a polydisperse aerosol made up of a number of
individual, monodisperse bins, b, of particle size, db, this results in
i∼
b
∑(Nbdpb ) = Ndpp¯ (4.17)
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Fig. 4.9 Two particle size distributions with the same CMD (50 nm) and total concentration
(N = 106 cm−3) with different standard deviations, σg = 1.2 (red) and σg = 1.6 (blue). The
diameter of the average surface, ds¯, is shown for each distribution.
where p = 2 for photoelectric charging. Considering a range of charging and transport effects,
the total electrical current as a function of particle diameter and concentration may not be
demonstrated analytically, therefore, in this section, a numerical model is used to show that
the moment average diameter can be used to simplify the charging and transport equations
for a large range of conditions.
4.4.2 Properties and operating conditions
Table 4.5 Photoelectric charger model parameters and operating conditions.
Parameter Symbol Units Value
Negative ion diffusivity D-1 m2 s−1 4.3×10−6
Negative ion electrical mobility Z-1 m2 V−1 s−1 1.7×10−4
Flow rate Q std L min−1 1.5
Bulk velocity U m s−1 5.17×10−2
Residence time t s 3.86
Empirical constant m 2
Light energy hv eV (nm) 6.69 (185)
Work function Φ∞ eV 4.95
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The 3D CFD model used in this section is described in Section 3.2. In this section, the
non-collimated light intensity decreases with the inverse square law in the flow direction and
the product KcI is fixed at the inlet, 2 cm from the light source. The particle’s work function,
Φ∞, for carbon particles was extracted from Michaelson [82]. A summary of the properties
is given in Table 4.5 and operating conditions in Table 4.6.
4.4.3 Variation of parameters
Table 4.6 Range and spacing of variable parameters for modelling typical aerosol and
operating conditions.
Variable Units Baseline Min. Max. Spacing # Pts.
Input Aerosol
Standard deviation, σg - 1.7 1.1 1.9 Linear 5
Count median diameter, CMD nm 50 30 200 Logarithmic 5
Particle concentration, N cm−3 106 104 107 Logarithmic 4
Photoelectric charging
Photoemission constant, KcI J−1 m−2 s−1 1034 1033 1035 Logarithmic 5
Diameter of average surface, ds¯ nm 66 40 265 calc’d 5
Results from polydisperse particle size distributions represented by multiple size bins are
compared with those using a single monodisperse size bin at a corresponding mean particle
size and total concentration for each of the diffusional charging and photoelectric charging
systems. Electrical current at the outlet, io, relevant to low-cost measurement devices is
compared for parameters varied through a range of aerosol properties expected in-field:
standard deviation, σg, count median diameter, CMD, and total particle concentration, N.
The amount of charging was varied using the empirical constant, KcI. The parameter variation
includes a set of baseline conditions around which each parameter is varied individually.
Sixteen simulations are performed at each of three size distribution resolutions (1, 8, and 16
bins) for a total of 48 simulations. Table 4.6 shows the range of input values varied either
linearly or logarithmically throughout the range for each parameter.
A monodisperse particle size used to represent each evaluated polydisperse distribution is
calculated at the diameter of the average surface, ds¯, using Eq. 4.16. The conditions presented
here are restricted to lognormal particle size distributions assumed in each case which is
generally representative of single-source aerosols, though the moment average diameter may
be calculated using Eq. 4.13 for other polydisperse distributions.
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4.4.4 Numerical comparison and computation times
The maximum charge state is selected as sufficiently high to ensure the concentration of
particles at the highest charge state is negligible. In this section, the maximum charge state
is set to +38 giving a total of 44 charge states. Solution time is a function the number of
simultaneous equations to be solved, which is determined by the range of charge states and
the number of particle size bins ranging from approximately one minute for monodisperse
simulations to one hour for polydisperse simulations with 16 particle size bins.
Fig. 4.10 Lognormal particle size distribution represented by a single size bin at the diameter
of the average surface, ds¯, 8 size bins, and 16 size bins for baseline operating conditions of
Table 4.6. The total charge, ∑b∑q Nb,qq, is shown for a slice of the geometry along with
computation time.
Numerical results using the baseline aerosol lognormal distribution and operating con-
ditions of Table 4.6 are shown in Fig. 4.103. The lognormal distribution is represented by
a single, monodisperse size bin at the diameter of the average surface, ds¯, and 8 or 16 size
bins. Visualisations of the total charge throughout a slice of the geometry are shown to be
equivalent for each calculation method. For the baseline case, the calculation time for 8 bins
and 16 bins is approximately 29 and 52 times that of the particle distribution represented by 1
bin. Median and mean computation times for the 16 sets of operating conditions of Table 4.6
are shown in Table 4.7. Resolving the local charge states for a polydisperse distribution made
up of multiple individual size bins significantly increases the computation time over that of a
single size bin. The calculation time for 8 bins and 16 bins is approximately 31 and 57 times
that of the particle distribution represented by 1 bin.
3Figure 4.10 data gathered and formatted by Mario Schriefl (TU Graz, Austria)
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Table 4.7 Comparison of simulation times which are presented as the median and mean times
for the 16 different operating conditions of Table 4.6.
Polydisperse Simultaneous Computation time
size bins Conc. Eqs. Median [s] Mean [s] Mean increase
1 44 38 63 1×
8 352 1121 2645 31×
16 704 1990 5040 57×
The cases with 8 or 16 size bins each require approximately five times more computation
time per computational cell and equation solved than that of the single size bin due to
the significant coupling between the population of ions generated during photoemission
and the rate of ion-particle collisions in each size bin and charge state. For photoelectric
charging, the ion concentration must be considered as strongly dependent on the particle
charge distributions and vice versa.
4.4.5 Count Mean Diameter vs. Count Median Diameter
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Fig. 4.11 Outlet current, io, as a function of the CMD for the polydisperse simulation with
Nbin = 8, in comparison with monodisperse results using CMD and diameter of the average
surface, ds¯, at baseline conditions.
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Simulations were performed for polydisperse size distributions represented by the count
median diameter, diameter of the average surface, and 8 particle size bins for 5 different count
median diameters, logarithmically spaced (30, 50, 77, 125 and 200 nm). The count mean
diameter was calculated according to Eq. 4.16 using the baseline conditions of Table 4.6.
Results shown in Fig. 4.11 confirm the polydisperse distribution may be represented by the
diameter of the average surface, ds¯, at the same total concentration to estimate electrical
current, io, whereas the CMD is not representative. Figure 4.11 shows that the electrical
current from the photoelectric charger is nearly proportional to CMD raised to the power
of two. Using the CMD as a size input for the monodisperse simulation causes significant
deviations from polydisperse results, showing an increasing underestimation of electrical
current with particle size. The error when using CMD as the size input increases with
standard deviation and the maximum relative error was found to be 45%
4.4.6 Accuracy in output current
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Fig. 4.12 Outlet current, io, from monodisperse particles with diameter, ds¯, as a function of
output current from polydisperse particle distributions with Nbin = 16.
Numerical results with input aerosol parameters and operating conditions of Table 4.6 are
shown in Fig. 4.12. Electrical current at the outlet, io, is shown for a monodisperse aerosol
using the diameter of the average surface compared with io from the polydisperse distribution
represented by 16 size bins. Simulations with 44 charge states requires 704 coupled charge
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conservation equations to be computed for polydisperse cases with 16 bins, whereas only
44 charge conservation equations are required for monodisperse distributions. For the range
of conditions in Table 4.6, the maximum percent difference in outlet current between the
particle size distribution represented by 16 size bins and the distribution represented by one
moment average diameter is 4.8%. If a significant fraction of charged particles is captured in
the electric field of the ion trap, the moment average may not apply directly, since the capture
is dependent on the particle electrical mobility and charge states as described in Section 4.3.2.
The operation of the NanoTracer and unipolar diffusion charging devices which employ
low-efficiency electrostatic precipitators rely on this principle to derive particle diameter
and concentration estimates [37, 39, 115, 116]. The range of particle size demonstrated in
this section (30-200 nm CMD) is representative of those measured using low-cost ultrafine
measurement devices whereas particles below 30 nm are less likely to charge or have a
significant effect on the measured outlet currents.
4.4.7 Summary
This section analyses the effects of aerosol particle polydispersity on electrical currents
resulting from photoelectric charging. A model for charging polydisperse particle distri-
butions is developed and solved numerically for the first time considering charge transfer
between ions and particles from each of the discrete size bins which make up polydisperse
distributions. The results were compared with those from a model assuming a monodisperse
particle distribution with the same total concentration using the second moment of the particle
size distribution: the diameter of the average surface, ds¯, demonstrating good agreement.
4.5 Conclusions
This chapter introduced the first analysis of simultaneous photoionisation, recombination,
convection/diffusion and electrical field transport of multiply-charged particles through a
steady-state control volume using analytical and numerical techniques. Analytical equations
were used to define characteristic times for photoionisation, recombination, convection,
diffusion, and electric field transport mechanisms allowing the formulation of a range of
dimensionless parameters to understand the relative contributions to the particle flux balance.
The assumptions for the analytical model were demonstrated to be valid for a range of
simple conditions of interest, as well as for system dimensioning. However, a more detailed
numerical model including detailed charge accounting is required for average levels of charge
per particle at or below +1 charges, as well as high ion losses. The 0D numerical and 3D
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CFD models agree well for a large range of electric field strengths for the simple geometry
of concentric cylinders, but differences appear at both high (above ≈8 V cm−1) and low
(below ≈0.8 V cm−1) electric field strengths, where the detailed spatial resolution rather
than a simple linear 0D model becomes necessary.
The effect of particle polydispersity on particle charging and transport was then explored
using a simple method for calculating the second moment of a particle size distribution.
Using the detailed CFD model, it was demonstrated that for a representative range of input
aerosol parameters and operating conditions, the monodisperse model (44 charge states
and coupled charge conservation equations) accurately predicts the electrical current output
from a polydisperse particle distribution (represented by 16 size bins × 44 charge states =
704 simultaneous, coupled charge conservation equations) to within 4.8% and an average
of 57 times lower computation time. The method of analysis is useful to both users and
developers of low-cost ultrafine sensors to understand to effect of particle polydispersity on
measurements.
Chapter 5
Experimental Validation of Model
5.1 Introduction
In this chapter, a low-strength electric field is applied during particle photoionisation to
capture charge as it is photoemitted from the particles in continuous flow, yielding a novel
electrical current measurement. As in conventional photoelectric charging-based measure-
ment devices, a distinct electrical current from the remaining photoionised particles is also
measured downstream. A three dimensional numerical model for particle and ion charging
and transport is evaluated by comparing simulations of integrated electric currents with
those from charged soot particles and ions in an experimental photoionisation chamber. The
effects of particle size, concentration and electric field field strength are analysed while
demonstrating agreement between model and experiment in each case.
5.1.1 Context
Relatively recent studies have evaluated photoemission theory by measuring the capture
efficiency of photoionised particles in a high voltage electrostatic precipitator [78, 58, 66, 64].
The equation for photoemission yield generally includes an empirical constant which has been
used as a fitting parameter for changes in particle size, light intensity, or flow rate [58, 66].
Li and Chen [64] investigated the effect of UV light intensity on the photoionisation of
silver nanoparticles for a range of light intensities. They showed no size dependence for the
photoemission constant of 7-30 nm silver particles, which is in agreement with photoemission
theory and calculations, yet in contrast with previous research [58, 66]. Further work on
modelling and experiments of particle photoionisation included the role of particle size, light
intensity, residence time and diffusion losses [97, 75, 80, 103].
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Equation 1.2 shows that the probability of photoelectric charging depends directly on the
photoelectrically active area, which is proportional to the square of mobility diameter, d2m.
The total charged particle flow is expected to therefore be proportional to the integral of the
photoelectrically active area of all particles as described in Section 4.3,
Am =
∫ ∞
0
Nmπd2m ddm = N
∫ ∞
0
f (dm)πd2m ddm, (5.1)
where f (dm) is the probability distribution function of the particle size, Nm is the concentra-
tion of particles and can be written as a function of the particle’s mobility. Owing to charge
conservation, the total captured currents ie and io indicated in Fig. 3.1 must be identical, and
proportional to the photoelectrically active surface area. However, given the different rates
of recombination, transport and capture of particles and ions through the electric field, the
measurable currents from the photoelectric charging process are in effect different functions
of concentration, N, and particle mobility diameter, dm.
Measurements of the aerosol total active surface area are of interest for emissions, envi-
ronmental or exposure monitoring, particularly for materials such as elemental carbon and
diesel soot. However, the dependence of particle material and morphology on photoemis-
sion must be understood. For that reason, photoemission theory [59, 89, 81, 77] must be
adequately validated using combined modelling and experimental techniques [78, 58, 66, 64,
97, 75, 80, 103].
5.1.2 Outline of chapter
In this chapter, the three-dimensional aerosol charging and transport model and detailed
experiments described in Chapter 3 are used to demonstrate how photoionisation and an
electric field can be employed to detect and measure particles in a continuous flow. Firstly,
electrical current measurements for photoionisation of polydisperse soot particles in a range
of sizes and concentrations are compared with those calculated from a 3D computational
fluid dynamics model, which includes equations for particle and ion flow, photoemission,
recombination, diffusional wall losses and electric field transport. A single empirical constant
and particle work function are used to account for photoionisation. The novel approach of
using an electric field to yield two distinct electrical current measurements is demonstrated
to be useful for direct measurements of total photoelectrically active surface area of a known
aerosol material. Then, experimental measurements from size-resolved, monodisperse silver
aerosol particles are used to evaluate the modelling and measurement techniques for a range
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of electric field strengths. In each case, agreement between the model and experimental
results is evaluated.
5.2 Total mobility surface area measurements
In this section, experimental results are gathered using the experimental apparatus described
in Section 3.3 and compared with results from the Computational Fluid Dynamics (CFD)
model described in Section 3.2.
5.2.1 Modelling details and operating conditions
The product of light intensity, I, and a constant, Kc, is adjusted only once to match experi-
mental results, as summarised in Table 5.1 along with the remaining operating conditions
which correspond to the experimental set-up described in Section 3.3. A decrease in light
intensity throughout the chamber has been qualitatively demonstrated, but not quantitatively
validated. In the model, the light intensity is assumed to decrease with the inverse square law
in the flow direction away from from the light source corresponding to the effects from a
diffuse point source for light radiation. The product KcI is defined explicitly at the particle
flow inlet in Table 5.1, 2 cm from the light source.
A fixed concentration of particles with neutral charge is prescribed at the inlet. Monodis-
perse particles are prescribed in the model as a first-order approximation of the polydisperse
distributions produced with the experimental set-up.
Table 5.1 Modelling parameters and operating conditions used for experimental validation.
Parameter Symbol Units Value
Negative ion diffusivity [105] D-1 m2 s−1 4.3×10−6
Negative ion electrical mobility [105] Z-1 m2 V−1 s−1 1.7×10−4
Particle diameter d nm 20-80
Particle concentration N 104-106 cm−3
Flow rate Q std L min−1 1.5
Bulk velocity U m s−1 5.17×10−2
Residence time t s 3.86
Empirical constant m 2
Photoemission constant KcI J−1 m−2 s−1 1.15×1034
Light energy hv eV (nm) 6.69 (185)
Work function [82] Φ∞ eV 4.95
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5.2.2 Local current at low electric field strength
Initially neutral particles flow in the direction perpendicular to the electric field between two
electrodes and away from the UV light source. The particles are photoionised, yielding ions
and charged particles, which are simultaneously transported to the electrodes and measured
as electrical current. Modelling results for the components of the electrode current density,
i′′e , as a function of distance from the light source are shown in Fig. 5.1. The electrode current
arises largely from capture of negatively charged ions nearest the light source; the rate of
capture of ions decreases with distance from the light source. A much smaller fraction of the
current is contributed by particles at each charge level as the flow proceeds away from the
light source. The particles are photoionised to gain +1 charges which are further ionised to
+2 charges and so on. The positively charged particles are captured at the electrode as the
flow moves away from the light source, also contributing to the electrode current, ie. The rate
of capture depends on the charge level and particle transport in the electric field. Although
particles of higher charge levels such as +4 and +5 charges are more likely to be captured
due to their higher electrical mobility compared to particles with +2 or +3 charges, their
concentrations are lower, as there is insufficient irradiation time or light intensity to reach the
higher charge levels.
The components of the integrated electrode current are shown as a function of distance
from the light source along the electrodes in Fig. 5.2 for applied voltages of 25 V (20 V
cm−1) and 150 V (120 V cm−1). As ions are captured at the electrode near the light source,
the total current increases to nearly its maximum value in the first half of the chamber. The
capture of particles occurs further along the chamber after sufficient time for the electric field
to transport the particles to an electrode. In the 150 V (120 V cm−1) case, the contribution to
electrode current from particle capture is significantly higher than the 25 V (20 V cm−1) case.
The captured particles in the 150 V (120 V cm−1) case cannot contribute to the outlet current
io, and therefore reduce the total outlet current. In the 25 V (20 V cm−1) case, the electrode
current, ie, arises largely due to the cross transport of negative ions, whereas the outlet current,
io, has equal magnitude and opposite sign, largely due to positively charged particles. After
testing a range of electric field strengths over 0-150 V cm−1 (6 points logarithmically spaced)
for the given flow rates and particle sizes, the field level corresponding to 25 V (20 V cm−1)
is nearly optimum to yield maximum outlet current, io, and directly measure the total effect of
particle photoionisation. Applied voltages lower than ≈10 V (8 V cm−1) provide insufficient
ion capture and so allow more particle-ion recombination and reduce the electrical current at
the outlet, io. For applied voltages higher than ≈25 V (20 V cm−1), the capture of charged
particles becomes significant as demonstrated by the analysis for 150 V (120 V cm−1).
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Fig. 5.1 Contributions to electrode current density, i′′e , as a function of distance from the
light source for ions, particles from charge level, q = 1→ 5, and the sum total of all charged
particles (d = 80 nm, N = 105 cm−3) at an applied voltage 25 V (20 V cm−1). Note: y-axis
scale changes to log scale at 1×104 fA m−2.
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Fig. 5.2 Contributions to total cumulative current at the electrode, ie, as a function of distance
from the light source for ions and particles (d = 80 nm, N = 105 cm−3) at applied voltages
of 25 V (20 V cm−1) and 150 V (120 V cm−1).
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The effect of electric field strength on output electrical current will be discussed in the
next section. For particle sizes smaller than 80 nm diameter, the capture of particles at the
electrode becomes more significant, and can affect the electrode current, as discussed below.
5.2.3 Total mobility surface area
The electrode current, ie, and outlet current, io, were measured for the photoionisation of
fractal-like, agglomerate soot particles (characterised in Stettler et al. [109]) over a range of
count median (mobility) diameters, CMD (25-80 nm), and total concentrations, N (9×104
- 1.1× 106 cm−3) as measured by SMPS. Numerical calculations for the geometry and
operating conditions considered were performed, in which a single empirical parameter
corresponding to the product, KcI, was adjusted to fit the model to the experiment for a single
measurement. Figure 5.3 compares the results of the CFD model with the measurements,
shown in the surface plot of the outlet current.
The outlet current, io, increases with both increasing particle concentration and diameter.
The experimental and modelling results agree well for a range of particle mobility diameters
(25-65 nm) with agreement up to 80 nm and concentrations (9× 104 - 1.1× 106 cm−3)
using a single value for KcI. The results show that the mobility diameter can be used as the
characteristic particle diameter, d, in Eq. 1.2 even for agglomerates [51, 48, 98], agreeing
with previous research for the range of soot morphology measured in this work [109]. For
this reason, the CMD for mobility diameter is represented by d in the remaining discussion.
The form of the dependence of current on diameter and concentration suggests a power
law of the form:
i = γNδdε (5.2)
with power fit coefficients δ and ε . Any current independent of the particle photoionisation
process, e.g. photoemission from housing walls is represented in the intercept coefficient, γ ,
and the absolute values of the remaining coefficients, ln i = lnγ+δ lnN + ε lnd , as long as
it remains constant between measurements. The relative effect of particle concentration and
size on electrical current remains independent of background current, therefore the ratio ε/δ
remains constant. Fitting parameters for both Figs. 5.4 and 5.5 can be obtained from either the
CFD model or directly from the experiments, and are shown in Table 5.2 for an applied voltage
of 25 V (20 V cm−1). Once the fitted powers in Eq. 5.2 have been obtained, it is possible
to obtain the expected particle concentration for a given measured diameter and current.
Figure 5.4 shows the expected concentration, <N>=
(
iγ−1d−ε
)1/δ , obtained using the
parameters of Eq. 5.2 fitted to the CFD model. The experimentally measured currents, io and
ie, are plotted against measured concentrations for an applied voltage of 25 V (20 V cm−1).
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Fig. 5.3 Outlet current, io, as a function of particle concentration and diameter for applied
voltage of 25 V (20 V cm−1) from model (coloured surface) and experiment (black).
Likewise, Figure 5.5 shows the expected diameter, <d>=
(
iγ−1N−δ
)1/ε
, derived from the
parameters of Eq. 5.2 fitted to the CFD model and measured currents, and concentrations for
an applied voltage of 25 V (20 V cm−1). Experimental values of currents were measured
with lognormal particle size distributions of soot featuring 25≤ d ≤ 80 nm and geometric
standard deviations between 1.54 and 1.75. These results for polydisperse measurements
agree well with modelling results for monodisperse particle diameters of 40-80 nm and
concentrations of 1× 104 - 1.2× 106 cm−3 as shown by the correlation plot in Figs. 5.4
and 5.5. Modelling results for monodisperse particles outside of this range cannot capture
the current from a small concentration of larger particles that are present in polydisperse
distributions. The uncertainties in the mean particle diameter and total concentration from
the SMPS are 1% and 10%, respectively, consistent with published values [111, 113]. The
error bars represent the standard error in io and ie current measurements which average less
than 1 fA and 70 fA, respectively, for 30 seconds of measurements per data point at a rate of
1 second per measurement. The outlet current is more adequately shielded from electronic
noise yielding more accurate measurements. Both Figures 5.4 and 5.5 show the CFD model
agrees well with the experiment for measurements of concentration and diameter for a single
KcI fitting parameter of 1.15×1034 J−1 m−2 s−1.
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Fig. 5.4 Expected concentration from measured currents, io and ie, as a function of measured
concentration using linear regression fitting parameters from CFD model results: <N>=(
iγ−1d−ε
)1/δ at 25 V (20 V cm−1). The coefficients of determination are 0.97 and 0.90 for
io and ie respectively.
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Fig. 5.5 Expected diameter from measured currents, io and ie, as a function of measured diam-
eter using linear regression fitting parameters from CFD model results: <d>=
(
iγ−1N−δ
)1/ε
at 25 V (20 V cm−1). The coefficients of determination are 0.88 and 0.87 for io and ie,
respectively.
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Fig. 5.6 Expected particle diameter function from measured currents, io and ie, as a function
of measured particle diameter using independent linear regression fitting parameters from
experiment and CFD model results: <dε/δ>=
(
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at 25 V (20 V cm−1).
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Fig. 5.7 Expected photoelectrically active surface area from measured current, io, as a function
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Table 5.2 Power law regression fitting parameters for an applied voltage of 25 V (20 V cm−1).
Uncertainty is quantified by standard error in brackets.
γ δ ε ε/δ R2
Outlet (io) Exp. 6.75×10−9 1.22 2.48 2.04 0.99
(±5.40×10−9) (±0.036) (±0.11) (±0.076)
Outlet (io) Mod. 9.16×10−7 0.99 1.99 2.02 1
Electrode (ie) Exp. 1.83×10−4 0.75 1.44 1.90 0.97
(±1.46×10−4) (±0.038) (±0.12) (±0.13)
Electrode (ie) Mod. 1.49×10−6 0.99 1.89 1.92 1
The independent power regression fits for results from experiment and CFD modelling
show that the outlet current, io, depends on the particle diameter according to io ∝ d2.04 and
io ∝ d2.02 for experimental and modelling results, respectively, as shown in Fig. 5.6. The
electrode current shows ie ∝ d1.90 and ie ∝ d1.92 from experimental and modelling results,
respectively. The capture of a fraction of the positively charged particles as well as the
negative ions at 25 V (20 V cm−1) increases the ratio of coefficients from the value of 2 in
Eq. 1.2 for the outlet current and decreases it for the electrode current.
For an applied voltage of 25 V, the outlet current, io, is linearly proportional to concentra-
tion and nearly proportional to the square of diameter, i.e. io ≈CNd2 +b. This convenient
relationship gives a direct measure of total expected particle mobility surface area, <Am>,
defined in Eq. 5.1. The total photoelectric surface area estimates generated using io at 25 V
(20 V cm−1) are plotted as a function of the total measured surface area from the SMPS in
Fig. 5.7. All the estimates generated by the photoionisation device are within 30% of the
SMPS values for Am, demonstrating that under these conditions, the total photoelectrically
active surface area is proportional to the total mobility surface area as measured by SMPS.
The photoemission response of soot particles from a propane flame subject to an applied
electric field are analysed in the present work. Real world aerosols contain mixtures of
photo-emitting and some weakly photo-emitting materials. For example, photoemission
from NaCl aerosols was below the detection limits of the present set-up. However, with
further understanding, the photoionisation may provide the opportunity for material selective
measurements in real-world aerosols.
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5.3 Conclusions
The novel charging and measurement method of this work has been demonstrated by applying
an electric field to allow the direct measurement of photoemitted charge from particles
captured in the electric field in continuous flow. The 3D computational fluid dynamics
model was used to demonstrate an applied voltage of 25 V (20 V cm−1) is nearly optimal for
capturing ions at the electrode without largely capturing charged particles for the particular
geometry and particle range. The model shows good agreement for measurements of
two distinct electrical currents (electrode, ie, and outlet, io) with those from experimental
photoelectric charging of soot particles in a range of sizes and concentrations, for a single
fitting parameter for all cases, to account for light intensity. This demonstrates that the
physics of the problem is suitably captured by the model and that the method can be used to
estimate material dependent fitting parameters such as KcI. At a low applied voltage of 25 V
(20 V cm−1), for which ε/δ ≈ 2, a direct measurement of total mobility surface area, Am, of
soot particles becomes possible, with an accuracy of within 30% of SMPS measurements.
Mobility diameter is confirmed as a suitable characteristic diameter used in photoionisation
equations, agreeing with previous research.

Chapter 6
Aerosol Active Surface Area
6.1 Introduction
The purpose of this chapter is to evaluate the effects of the material and morphology of an
aerosol particle on its ultraviolet photoemission. Particle photoemission theory is refined to
include explicit definitions of photoelectrically active area to account for the photoemission
yield from particles with different morphologies. The revised definitions of photoelectrically
active area are evaluated with experimental results.
6.1.1 Context
Direct ultraviolet (UV) photoionisation is an electrical charging mechanism distinct from
diffusion charging; the process is material- and surface-dependent [70, 117, 46, 49, 40, 48,
57, 63, 50, 19, 99, 65, 22, 98]. The material-dependent charging mechanism and increased
charging efficiency, particularly at low particle sizes (d < 50 nm), is of interest environmental
and emissions measurements [65, 40], particle classification [66], capture [58, 67, 68],
controlled deposition [69], and fundamental studies of the properties of nanoparticles and
their surfaces [70–73].
The photoemission quantum yield can be measured from the slope of a plot of total
photoelectric yield versus the photoelectrically active surface area, σph, of an ionised particle.
The latter is not explicitly defined, though it is proportional to total (mobility) surface area,
Am, as demonstrated and discussed in Chapter 5. Quantum yields are found to be a strong
function of material, with relatively large values for silver, polycyclic aromatic hydrocarbons
(PAHs) and elemental carbon, whereas aerosols such as NaCl [40], di-octyl sebacate (DOS),
and secondary organic aerosols are weak photoemitters in the UV spectrum. The photoelectric
quantum yield has also been found to vary between different morphologies of the same pure
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material. Three studies which discuss morphology effects on aerosol photoemission in detail
seemingly contradict one another [51, 48, 101]. Zhou et al. [51] found the overall charging
efficiency of silver aggregates to be 0.4-0.8 times that of silver spheres of the same mobility
diameter. This result disagrees with an existing photoemission theory which suggests that
particles of the same material and mobility should have the same photoelectric charging
efficiency regardless of their morphology [48]. Further, Schmidt-Ott [101] demonstrated that
sintering reduced the photoelectric charging efficiency of silver agglomerates, though the
effects of changes in particle mobility and morphology were treated together as a function of
sintering temperature.
Any practical measurement device or diagnostic technique must be accompanied by
sufficient understanding and interpretation of measurements using validated particle photoe-
mission theory. The photoelectrically active surface area, while defined as proportional to
mobility surface area, has not yet been explicitly defined in the photoionisation equations.
6.1.2 Outline of chapter
In this chapter, the photoelectrically active area is defined explicitly, including its relation-
ship to particle mobility surface area, to reflect the effect of particle morphology on total
photoelectric yield. A fixed-wavelength UV light source and detection system is used to
measure photoemission from silver agglomerates and direct and catalytically oxidised carbon
agglomerates from a propane flame to demonstrate the effect of different particle material
types and surface properties. Photoelectric yield from silver agglomerates and sintered
spheres is used to demonstrate the effect of particle morphology by varying the mobility
surface area of the particles. The definition of photoelectrically active area which accounts
for the effect of particle morphology is then evaluated with experimental results.
6.2 Theory
There are three steps involved in photoemission from surfaces in a vacuum [74] and a fourth
step is included for particles in a carrier gas [46]1
1. absorption of a photon and excitation of an electron;
2. movement of the electron to the surface;
3. overcoming of the surface potential; and
4. removal of the electron from the vicinity of the particle.
1The discussion of the photoelectric emission mechanism of Section 1.2.3 is repeated here for additional
context.
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After photoemission, the remaining particle is positively charged which reduces the probabil-
ity of further release of electrons. Step 1 requires that the photoemitting material is exposed
to the photon flux and step 4 requires that photoemitting material is located externally-to
rather than shielded inside the particle. Electrons emitted from a particle’s interior may be
reabsorbed by material within the same particle and never leave the particle [72].
6.2.1 Exposed surface shape factor
Schmidt-Ott [101] introduced an in situ method for measuring shape factors of particles by
comparing mobility and photoelectric activity of particles in a carrier gas before and after
sintering silver agglomerates into close-packed spheres. The author defined a shape factor, S,
which accounts for the proportion of primary particles exposed to the gas surrounding the
agglomerate, and quantified S using measurements of photoelectric activity. The method for
relating the exposed surface to photoelectric activity is presented and applied here to provide
context for the definition of photoelectrically active area.
For structures grown by diffusion-limited aggregation, the number of primary particles
exposed to the surrounding gas molecules, npp,e, is assumed to be proportional to the total
number of primary particles, npp, raised to the power, S,
npp,e ∼ nSpp (6.1)
where S is defined as a shape factor. Only primary particles exposed to the surrounding gas
experience collisions with gas molecules, thus acting as a shield for the interior primary
particles.
The total number of primary particles, npp, in a close-packed sphere of diameter dcl is
given by
npp ∼ d3cl (6.2)
for a large ratio of dcl/dpp where dpp is primary particle diameter.
Following Schmidt-Ott [101], by combining Eqs. 6.1 and 6.2, and assuming that the
photoelectric activity is linearly proportional to the number of exposed primary particles,
(npp,e), the photoelectric activity, ε (i.e. the number of electrons emitted from an agglomerate
particle), is proportional to its equivalent close-packed sphere diameter after sintering, dcl,
raised to a power 3S, according to:
ε ∼ d3Scl (6.3)
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The case where all of the primary particles are exposed in an idealised straight-chain morphol-
ogy leads to a shape factor limit S near unity. Conversely, the highest shielding configuration
of primary particles occurs for a close-packed sphere, where S approaches 2/3 for a large
ratio of dcl/dpp. A value of S = 0.92 has been found for silver agglomerates generated with
an evaporation/condensation process [101].
6.2.2 Photoelectric yield
The quantum yield, Y , of Eq. 1.3 describes the conditions under which photoemission occurs
i.e. if the specific photon energy is higher than the work function, Φq→q+1, of Eq. 1.4.
The charge-dependent work function increases with each emitted charge due the resulting
stronger electrostatic field until a maximum photoelectric charge state is reached. The charge-
dependent work function, Φq→q+1, is a function of the particle electrical capacitance, or
ability to hold charge, which is in turn a function of particle size and morphology [118].
It has been demonstrated that the effect of the particle capacitance, along with differences
in geometric surface area, account for a 17-30% increase in unipolar diffusion charging
efficiency of agglomerates over spheres of the same material [118–121].
The electrons released via photoemission from particles in a carrier gas collide with
neutral gases, forming gaseous ions. It has been shown in Chapter 4 (Table 4.2 and Eq. 4.4)
that under conditions where the rate of recombination of ions with charged particles is not
dominant, the total photoelectric activity generated over the total irradiation time, t, can
be measured by collecting the total current of photoemitted electrons, ie, or the remaining
positively charged particles, io. The electrical current measurements are a function of the
quantum yield, Y , as follows
i = io =−ie = cYAph (6.4a)
c =
I
hν
tQe (6.4b)
Aph = N
∫ ∞
0
p(d)σph(d) dd (6.4c)
where c is an operation constant which depends on the volumetric flow rate of the carrier
gas2, Q, and electron charge, e. The total photoelectrically active area, Aph, is the integral
sum of the photoelectrically active area, σph, for the probability density function, p(d), of
particle diameter, d, multiplied by the total number concentration, N. For a monodisperse
particle distribution, Aph = Nσph where N is total number concentration. For the sufficiently
2Assuming particles are entrained in the flow.
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large difference between the specific photon energy, hν , and the work functions, Φ, of this
work, the quantum yield, Y , of Eq. 6.4 may be considered constant; an assumption which
is valid for charge states sufficiently below the photoelectric charging limit as discussed in
Chapter 4 (Eq. 4.7).
6.2.3 Photoelectrically active area
The photoelectrically active area of a particle, σph, accounts for the total area of material
exposed to the photon flux as well as the particle surroundings rather than shielded inside the
particle. The quantity is defined here:
σph = πd2ppnpp,eφ (6.5)
for primary particle diameter, dpp, and number of primary particles exposed to its surround-
ings, npp,e. The filling factor, φ , accounts for a fraction of the exposed primary particles
which is not photoelectrically active. For a homogeneous material with no void space in the
primary particle, φ = 1.
For a spherical particle in a carrier gas, dpp = dp = dm and npp,e = npp = 1 where dp and
dm are particle diameter and mobility diameter, respectively. Equation 6.5 becomes
σph = πd2mφ . (6.6)
The filling factor, φ , is equal to one for a perfect sphere where the entire surface of the sphere
is photoelectrically active, homogeneous material. A close-packed sphere, which results after
agglomerate sintering, is composed of a porous structure which includes material and void
space to make up the overall volume of the sphere [30]. For a close-packed sphere, where
dpp = dm, and npp,e = npp = 1, Eq. 6.6 is used where φ is the volume fraction of the raw
material within the close-packed sphere. Applied here, φ is the ratio of effective density, ρeff,
and material bulk density, ρ .
For ideal aerosol agglomerates with polydisperse spherical primary particles and no
sintering necks, the average size of a primary particle and average number of primary
particles are represented by the volume-surface equivalent primary particle with diameter,
dva, and number of primary particles, nva, respectively, using readily measurable quantities
of mobility diameter, dm, and agglomerate mass, m, by [122, 123]
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dva =
6v
a
=
(
πkaρ
6m
(dm)2Dα
) 1
2Dα−3
(6.7a)
nva =
m
ρ
6
πd3va
(6.7b)
for volume, v, of agglomerated material, total surface area, a, and material of density,
ρ . Combining Eqs. 6.7a and 6.7b, it may be demonstrated that d2m = nvad2va within the
approximation that the empirical pre-exponential term, ka = 1, and power law exponent,
Dα = 1. This definition assumes the mobility surface area is made up of the sum of the
surface areas of each of the primary particles and there is no shielding of primary particles
from the surrounding gas by other primary particles in the same agglomerate. Taking the
diameter and number of primary particles as the total volume-surface equivalent diameter
and number, respectively, and assuming every primary particle exposes an equal surface area
to its surroundings, describes an idealised agglomerate with npp,e = npp = nva, and dva = dpp.
For idealised agglomerates, Eq. 6.5 takes the form of Eq. 6.6 for φ = 1.
Within the validity of the assumptions presented here, the photoelectrically active surface
area for a sphere or idealised agglomerate is linearly proportional to its mobility surface area,
πd2m, of Eq. 6.6, though the sphere and agglomerate may have different photoelectrically
active surface areas for the same particle mobility. The differences in photoelectrically active
area between the close-packed spheres and non-ideal agglomerates in this work arise in
values of the pre-exponential and power law exponents (ka and Dα , respectively) and the
filling factor, φ . Eggersdorfer et al. [123] demonstrated that constant values of ka = 0.998 and
Dα = 1.069 are valid for a polydisperse mix of primary particles regardless of the sintering
mechanism or state of sintering which reflects the exposed surface area of the agglomerate.
The total particle mobility surface area, Am, is defined as
Am = N
∫ ∞
0
p(dm)πd2m ddm (6.8)
where N is the concentration of particles for the mobility diameter probability distribution
function, p(dm), and Am = πNd¯2m for a monodisperse particle distribution. Assuming the
quantum yield, Y , is not significantly size-dependent, the total measured current resulting
from photoemission is linearly proportional to the total mobility surface area for idealised,
monodisperse spheres or agglomerates by combining Eqs. 6.4, 6.6, and 6.8 to give
6.3 Results 83
i = cY Nπ d¯2m = cYAm. (6.9)
Further, the projected area, aa, of agglomerate particles is defined as aa = πd2m/4 in the
free molecular [124] and transition [125] regimes. Since projected area is a constant factor
multiplied by mobility area, it is also linearly proportional to the current measurements
defined in Eq. 6.9.
Mobility diameter and mobility surface area can be easily measured and used in the
photoelectric charging equations by neglecting the effect of particle morphology. However,
total photoelectric yield, as measured by electrical current in Eq. 6.4, is proportional to the
photoelectrically active surface, which is easily conflated with total particle surface area or
mobility surface area. In the following sections, the hypothesis is tested that total mobility
surface area, Am, correlates with photoelectric yield for different particle morphologies and
materials, demonstrating the impact of both factors on photoelectric yield.
6.3 Results
6.3.1 Particle characterisation
The particle’s aerodynamic diameter, dae, classified by the AAC in tandem with the mobility
diameter, dm, classified by the downstream DMA provides the ability to determine several
particle geometrical parameters by applying simplifying assumptions. Volume equivalent
diameter, dve = f (dae,dm) [28], effective density, ρeff = f (dae,dm), and particle mass, m =
f (ρeff,dm) [126] were estimated using Eq. 1.1. The relationship between particle mobility
and effective density was measured and described using the mass-mobility exponent, Dfm, and
pre-factor, km [30]. The primary particle diameter, dpp, and number of primary particles, npp,
were calculated as their volume surface equivalent primary particle diameter, dva (Eq. 6.7a),
and number, nva (Eq. 6.7b), respectively, assuming an elemental soot density (ρ = 1.9×103
kg m−3) or silver density (ρ = 10.5×103 kg m−3) and constant values of ka = 0.998 and
Dα = 1.069 [123, 127].
Samples of raw and sintered silver particles were mobility size selected with a DMA
and deposited on a silicon substrate using an electrostatic precipitator3. Scanning electron
microscope (SEM: LEO GEMINI 1530VP FEG-SEM) images were captured under a 10
kV acceleration voltage and are shown in Fig. 6.1. Figure 6.1a shows that the sintered
3SEM images gathered by Xiao Zhang (U. of Cambridge)
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silver particles captured at dm = 40 nm are largely sintered into spheres. Figure 6.1b shows
sintered silver particles with mobility diameter dm = 85 nm approximate close-packed
spheres and have a significantly different morphology from the raw agglomerate silver
particles at the same mobility size shown in Fig. 6.1c. The sintering process reduces the
available surface area exposed to the particle surroundings. The mass-mobility exponent,
Dfm, and pre-factor, km, were calculated for silver agglomerates (Dfm = 2.49,km = 0.72) and
close-packed spheres (Dfm = 2.78,km = 153), respectively, further demonstrating that the
particles changed morphology due to sintering.
6.3.2 Photoelectric yield as a function of particle size, concentration,
and material
The electrical currents resulting from photoemission from aerodynamically monodisperse,
silver and soot agglomerates were measured across a range of particle mobility CMDs (Ag, 20-
110 nm, Soot, 40-200 nm), and total number concentrations (Ag, 1.8×104 - 3.8×106 cm−3,
Soot, 3.3×104 - 8×105 cm−3). Electrical currents, io, produced from the charged particles
collected downstream of the photoionisation chamber are shown as a function of particle
mobility diameter and total number concentration for silver agglomerates and catalytically
oxidised soot agglomerates in Figures 6.2a and 6.2b, respectively. A linear regression yields
io ∼ Nd2.06m for silver and io ∼ Nd2.11m for soot, with coefficients of determination of 0.98 and
0.97, respectively. Both of these fitted exponents are approximately 2, thereby confirming
that particle’s mobility surface area is a suitable measurement for comparison as described in
Eq. 6.9.
Figure 6.3 shows the photoelectric current plotted against the total mobility surface area,
Am, derived using Eq. 6.8. Both the raw soot and catalytically oxidised soot show similar
quantum yields. The raw soot produced by the propane flame in this study likely had minimal
adsorbed volatiles on the particle active surface, greatly limiting any effects due to catalytic
oxidation on the resulting quantum yields. Agglomerate silver had a photoelectric yield
approximately five times higher than the propane flame soot for the same mobility surface
area. Carbon has a higher work function than silver (for soot, ≈4.95 eV, Ag, 4.25-4.75
eV [82]). Calculating the expected enhancement due the difference in work functions of soot
and silver agglomerates (4.95 eV and 4.33 eV for soot [82] and Ag [102], respectively), using
Eq. 1.3 with a constant value for Kc, results in an expected enhanced yield of approximately
1.8×. The five times enhancement in photoelectric yield of silver agglomerates over soot
agglomerates is not fully explained by the difference in the work functions, and a further
material or surface dependency must be considered.
6.3 Results 85
Fig. 6.1 SEM images of mobility selected silver nanoparticles: (A) sintered spheres, dm = 40
nm, (B) sintered, close-packed spheres, dm = 85 nm, (C) raw agglomerates, dm = 85 nm.
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Fig. 6.2 Measured photoelectric particle current, io, as a function of particle number con-
centration and mobility diameter using a 30 V (24 V cm−1) capture voltage for (A) silver
agglomerates and (B) soot agglomerates after a catalytic stripper. A linear regression fit
yields io ∼ Nd2.06m for silver and io ∼ Nd2.11m for soot, with coefficients of determination of
0.98 and 0.97, respectively.
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Fig. 6.3 Photoelectric current, io, as a function of mobility surface area, Am (Eq. 6.8), for
agglomerate silver, raw soot, and soot downstream of a catalytic stripper. Coefficients of
determination for agglomerate silver, soot, and catalytic stripped soot are 0.99, 0.95, and
0.94, respectively.
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6.3.3 Effects of particle morphology on photoelectric yield
Figure 6.4a shows that the measured photoelectric current, io, is a linear function of mobility
surface area for both agglomerate and sintered silver particles corresponding to Eq. 6.9.
For Am < 1.2× 1010 nm2cm−3, coefficients of determination for silver agglomerates and
spheres are 0.96 and 0.98, respectively. Silver agglomerates have a photoelectric yield
approximately 2.6 times higher than sintered silver for the same mobility surface area, Am,
or total projected area, aaN. This result contradicts previous research which suggests silver
agglomerates have a lower photoelectric yield than sintered silver particles of the same
mobility diameter [51], or that the photoelectric yield for particles of the same material and
mobility diameter should be the same regardless of their morphology [48]. For the same
mobility size, agglomerated silver particles have more material exposed the photon flux
and to the particles’ surroundings compared with a close-packed structure that results from
particle sintering [101]. In a close-packed structure, more constituent material is shielded
inside the particle such that some photoemitted electrons may be reabsorbed by material
within the same particle never to escape from the particle [72]. A 2.6 times increase in
photoelectric charging efficiency of agglomerates over spheres of the same material and
mobility diameter is significantly higher than the 17-30% demonstrated by unipolar diffusion
charging [118–121]. With measurements of particle concentration, mobility diameter, and
photoelectric yield, the active area multiplier of photoelectric yield may be calculated, thereby
giving a measure of the state of sintering.
Figure 6.4b shows the measured photoelectric current, io, as a function of a photoelec-
trically active area, Aph = πNd3Scl , using a shape factor, S, described in Schmidt-Ott [101]
and Eq. 6.3. The shape factor, S = 2/3, was selected for the sintered silver particles based
on the close-packed particle morphology identified by the SEM images (i.e. dcl = dm). For
the agglomerated silver particles, it was assumed that the volume equivalent diameter, dve,
represents the equivalent close-packed particle of Eq. 6.3, i.e. dcl = dve. The shape factor
which produced the lowest coefficient of determination was used. This shape factor was
S = 0.86, which is comparable to previous values of S = 0.92 and S = 0.74, for diffusion
grown agglomerates determined by experiments and simulation, respectively [101, 124].
The fitting parameter, S, is affected by, but does not explicitly consider, the area of particles
exposed to the particles’ surroundings. The photoelectrically active area calculated using the
fitting parameter, S, requires arbitrary units; this makes physical interpretation difficult.
Using Eqs. 6.4c and 6.7, the photoelectrically active area was calculated accounting for
the amount of material exposed to the particle surroundings. Figure 6.4c shows that the
photoelectric current, io, is nearly the same linear function of photoelectrically active area
(Eq. 6.4c) with coefficients of determination of 0.99 and 0.97 for agglomerated and sintered
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Fig. 6.4 Photoelectric current as a function of (A) mobility surface area (Eq. 6.9) for a
monodisperse particle distribution where Am ∼≈ πNd2m, (B) photoelectrically active area
(Aph = πNd3Scl using Eq. 6.3), and (C) photoelectrically active surface area (Eq. 6.4c) for
silver agglomerates and close-packed spheres.
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silver particles, respectively. Some differences remain between the photoelectric yield of
silver agglomerates and sintered spheres for the same photoelectrically active area potentially
due to differences in the effect of morphology on particle’s electrical capacitance [118] or
other changes in surface properties after sintering. However, investigation of these effects
is outside the scope of this work. In this work, it has been demonstrated that by defining
the photoelectrically active area to include a particle’s total surface area exposed to its
surroundings (Eq. 6.5), the dependency of photoelectric yield on particle morphology and
size are explicitly distinguished.
6.4 Conclusions
Electrical currents resulting from photoemission from aerosol particles have been mea-
sured to ascertain the effects of particle size, concentration, material and morphology on
photo-emission yield using a fixed-wavelength UV light source. An aerodynamic aerosol
classifier was used in series with an electrostatic precipitator to select neutral, monodisperse
agglomerated and sintered, close-packed silver spheres in order to determine the photoelectric
yield from particles of the same material and different morphologies. Raw and catalytically
oxidised carbon agglomerates from a propane flame were measured to demonstrate the effect
of different materials in a particle, compared with agglomerated silver. Each of the measured
electrical currents is linearly proportional to total particle (mobility) surface area for a range
of particle sizes and concentrations of self-similar particle material and morphologies, where
agglomerated silver particles have 5× higher photoelectric yield than carbon agglomerates
from a propane flame. In this work, it has been shown for the first time that agglomerate
particles have a significantly higher photoelectric yield (2.6×) than sintered, close-packed
spheres of the same mobility diameter and material, directly contradicting the two most
recent of three previous studies which discuss the subject in detail. A sintered, close-packed
sphere has less material surface area located externally-to the particle than an agglomerate
of the same particle mobility diameter. The mechanisms of photoemission include photon
absorption and electron removal from the vicinity of the particle, both of which processes
occur for photoemitting material exposed to the particle’s surroundings rather than for ma-
terial shielded inside each particle. Therefore, the photoelectrically active area is defined
to include the effect of a particle’s morphology. This definition produces good agreement
with experimental results. The morphology dependency of aerosol photoemission enables
measurements of the particles’ active surface area and therefore the state of sintering when
the particles’ mobility size and concentration are known.
Chapter 7
Conclusions
The aim of this thesis was to develop understanding of the fundamental photoionisation
mechanisms and particle and ion transport effects to accurately interpret measurements of
ultrafine aerosols and inform low-cost sensor design decisions. The approach was first to
develop, verify, and experimentally validate detailed analytical and numerical models by
applying the charging and transport equations. Next, the models were applied to understand
each of the possible physical mechanisms contributing to photoemission measurements
such that they are not conflated with one another or implicitly neglected for a given set of
conditions. Finally, photoemission theory was evaluated using experimental measurements
interpreted using the understanding gained from modelling analyses.
This thesis introduces the first analysis of simultaneous photoionisation, recombination,
convection/diffusion and electrical field transport of multiply-charged particles through a
steady-state control volume using analytical and numerical techniques. Analytical equa-
tions are used to define characteristic times for photoionisation, recombination, convection,
diffusion, and electric field transport mechanisms allowing the formulation of a range of
dimensionless parameters to understand the relative contributions of each process. Dimen-
sionless parameters are defined to determine when the effects of electric field or diffusional
ion or particle loss require a more computationally expensive numerical model or when the
effects may be neglected. The assumptions for the analytical model have been shown to be
valid for a range of simple conditions of interest. However, a more detailed numerical model
including detailed charge accounting is required for average levels of charge per particle at
or below +1 charges, as well as high ion losses.
The computational fluid dynamics (CFD) model developed in this work is the first to
include equations capturing UV photoionisation and detailed ion and particle recombination
theory. The 0D numerical and 3D CFD models agree well for a large range of electric field
strengths for the simple geometry of concentric cylinders, but differences appear at both
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high (above ≈8 V cm−1) and low (below ≈0.8 V cm−1) electric field strengths, where the
detailed spatial resolution rather than a simple linear 0D model becomes necessary. The
results of the analyses using 0D numerical and 3D CFD models demonstrate that the average
particle charge level, and the resulting charges at the electrodes and ends of the system can
be controlled by changing the bias voltage.
A model for charging polydisperse particle distributions has been constructed. The
model considers charge transfer between ions and particles from each of the discrete size
bins which make up polydisperse distributions. The results were compared with those from
a model assuming a monodisperse particle distribution with the same total concentration
at a representative particle size: the diameter of the average surface, ds, for photoelectric
charging. For a representative range of input aerosol parameters and operating conditions, the
monodisperse model (44 charge states and coupled charge conservation equations) accurately
predicts the electrical current output from a polydisperse particle distribution (represented by
16 size bins × 44 charge states = 704 simultaneous, coupled charge conservation equations)
to within 4.8% and an average of 52× less computation time. The diameter of the average
surface offers a convenient simplification for the conservation equations and for interpreting
ultrafine measurements for low-cost devices which use photoelectric charging.
A novel charging and measurement method was introduced by applying an electric field
to allow the direct measurement of photoemitted charge from particles captured in the electric
field in continuous flow. An applied voltage of 25 V (20 V cm−1) was shown to be nearly
optimal for trapping ions at the electrode without largely capturing charged particles for the
particular geometry and particle range. The model shows good agreement for measurements
of two distinct electrical currents (electrode, ie, and outlet, io) with those from experimental
photoelectric charging of soot particles in a range of sizes and concentrations, for a single
fitted parameter for all cases, to account for light intensity. This demonstrates that the physics
of the problem is suitably captured by the model and that the method can be used to estimate
material dependent fitting parameters such as Kc. At a low applied voltage of 25 V (20 V
cm−1), for which ε/δ ≈ 2, a direct measurement of the photoelectrically active surface area
of soot particles becomes possible, with an accuracy of within 30% of total surface area, Am,
from a SMPS. Mobility diameter is confirmed as a suitable characteristic diameter for use in
photoionisation equations, agreeing with previous research.
The charging and measurement method was applied to determine the effect of particle
size, concentration and morphology on photo-emission yield using a fixed-wavelength UV
light source. An AAC and electrostatic precipitator were used to select neutral, monodisperse
agglomerated and sintered, close-packed silver spheres in order to determine the photoelectric
yield from particles of the same material and different morphologies. Raw and catalytically
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oxidised carbon agglomerates from a propane flame were measured to demonstrate the effect
of different materials in a particle, when compared with agglomerated silver. Each of the
measured photoelectric currents is linearly proportional to the total (mobility) surface area
for a range of particle sizes and concentrations of self-similar particle material and morpholo-
gies. It was shown for the first time that agglomerated particles have a significantly higher
photoelectric yield (2.6×) than sintered, close-packed spheres of the same mobility diameter
and material, contradicting two of the three previous studies. Sintered, close-packed spheres
have less material exposed to the UV light and carrier gas than an agglomerate of the same
particle mobility diameter. Therefore, the photoelectrically active area is defined to include
the number of primary particles exposed to the UV light and carrier gas surrounding the
particle. This definition produced good agreement with experimental results. Photoelectric
current measurements of aerosols with known particle size and concentration may be used to
measure the state of sintering by measuring the photoelectrically active area.
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Appendix A
Governing Equations
A.1 General governing equations
The following are the particle (Eq. A.1a) and ion (Eqs. A.1b and A.1c) charging and conser-
vation equations general to bipolar and unipolar diffusion chargers and photoelectric chargers
where the polydisperse particles are of a single material type and ions of each polarity are
assumed to be of monodisperse mobility. The net current measurement of Eq. A.1d is relevant
to low-cost unipolar diffusion charging devices where electrical current measurements are
proportional sum of the charge carried with the particles.
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∇ · (⃗uNb,q)= ∇ · (Db,q∇Nb,q)+∇ ·(Zb,qE⃗Nb,q)
+αq−1→qb Nb,q−1−αq→q+1b Nb,q
+β q+1→qb Nb,q+1n−1−β q→q−1b Nb,qn−1
+β q−1→qb Nb,q−1n+1−β q→q+1b Nb,qn+1
(A.1a)
∇ · (⃗un−1) = ∇ · (Di,-1∇n−1)+∇ ·
(
Zi,-1E⃗n−1
)
+
M
∑
b=1
qmax
∑
q=qmin
(αq→q+1b Nb,q−β q→q−1b Nb,qn−1)−an+1n−1
(A.1b)
∇ · (⃗un+1) = ∇ · (Di,+1∇n+1)+∇ ·
(
Zi,+1E⃗n+1
)
−
M
∑
b=1
qmax
∑
q=qmin
(β q→q+1b Nb,qn+1)−an−1n+1
(A.1c)
i =
∫
A
M
∑
b=1
qmax
∑
q=qmin
(
qe⃗uNb,q +qeDb,q∇Nb,q +qeZb,qE⃗Nb,q
)
·dA
−
∫
A
(
e⃗un−1 + eDi,-1∇n−1 + eZi,-1E⃗n−1
)
·dA
+
∫
A
(
e⃗un+1 + eDi,+1∇n+1 + eZi,+1E⃗n+1
)
dA
(A.1d)
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Table A.1 Terms in governing equations for monodisperse, polydisperse, and 0D numerical
models of photoelectric and diffusion charging.
3D CFD 3D CFD 0D numerical
polydisperse monodisperse monodisperse
Particles Convection ∇ · (⃗uNb,q) ∇ · (⃗uNq) dNqdt
Diffusion ∇ · (Db,q∇Nb,q) ∇ · (D∇Nq) −4DpR2 Nq
Electric Field ∇ ·
(
Zb,qE⃗Nb,q
)
∇ ·
(
ZqE⃗Nq
)
−ZpE
R
Nq
Photoionisation αq−1→qb Nb,q−1 α
q−1→qNq−1 αq−1→qNq−1
−αq→q+1b Nb,q −αq→q+1Nq −αq→q+1Nq
Recombination β q+1→qb Nb,q+1n−1 β
q+1→qNq+1n−1 β q+1→qNq+1n−1
−β q→q−1b Nb,qn−1 −β q→q−1Nqn−1 −β q→q−1Nqn−1
Ions Convection ∇ · (⃗un−1) ∇ · (⃗un−1) dn−1dt
Diffusion ∇ · (Di∇n−1) ∇ · (Di∇n−1) −4DiR2 n−1
Electric Field ∇ ·
(
Z−1E⃗n−1
)
∇ ·
(
Z−1E⃗n−1
)
−Z−1E
R
n−1
Photoionisation
M
∑
b=1
qmax
∑
q=qmin
αq→q+1b Nb,q
qmax
∑
q=qmin
αq→q+1Nq
qmax
∑
q=qmin
αq→q+1Nq
Recombination −
M
∑
b=1
qmax
∑
q=qmin
β q→q−1b Nb,qn−1 −
qmax
∑
q=qmin
β q→q−1Nqn−1 −
qmax
∑
q=qmin
β q→q−1Nqn−1

Appendix B
Model Verification
The 0D numerical model is verified against existing numerical models from Hoppel and Frick
[128], and Maisels et al. [75]. In the 0D numerical model, the divergence terms for advection,
diffusion and electric field transport are replaced by rate terms as shown in Table A.1.
B.1 0D numerical model
The 0D numerical model is compared against a numerical model from Hoppel and Frick
[128] for the concentration of ions and charged particles over time and shown in Fig. A.1.
There is a constant generation rate of positive (n+) and negative ions (n−) in a 0D case. The
ions transfer charge to the particles through a diffusion charging process. The differences
in results at the steady-state values relate to the assumptions made in the collision kernels
of Hoppel and Frick [128]. The 0D numerical model contains a more detailed calculation of
mean free path (Reischl et al. [88]) and other properties.
An analytical equation from Wiedensohler [26] estimates the Fuchs distribution found
after the recombination process reaches an equilibrium. The fractions of multiply charged
particles are calculated using the 0D numerical model with ion mobilities from Wiedensohler
[26]. Fig. A.2 shows the 0D numerical model matches Fuchs equilibrium charge distribution
after a sufficient charging time. The differences relate to the assumptions made in the
analytical equation of Wiedensohler [26].
Charge level per particle is shown as a function of time for a range of concentrations in
Fig A.3. The aerosol particles are irradiated with UV light which causes an increase in charges
per particle. At high concentrations, recombination is more likely, thereby decreasing the
charging per particle. An equilibrium state is reached in which photoionisation rate matches
the recombination rate. The aerosol is no longer irradiated beyond t = 0.71 s, therefore
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Fig. A.1 Asymmetric diffusion charging of particles (d = 200 nm) for ionisation rate 105 ion
pairs cm−1 s−1.
Fig. A.2 0D numerical - Asymmetric diffusion charging of particles (Dp = 200 nm) for
ionisation rate 105 ion pairs cm−1 s−1. Photoionisation is turned off in this case. The fraction
of multiply charged particles in a Fuch’s distribution are estimated using an analytical
equation from Wiedensohler [26] (dotted lines).
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recombination dominates. The present 0D numerical model shows excellent agreement with
the numerical model and conditions of Maisels et al. [75] summarised in Table B.1.
Fig. A.3 Photoionisation is combined with the diffusion charging process. The 0D numerical
model corresponds to the dots of Maisels et al. [75] which represent the numerical model.
The solid lines in Maisels et al. [75] represent an analytical model which is only valid for
high charging levels. The aerosol flow leaves the irradiated region at t=0.71 s.
Table B.1 Model properties and operating conditions used for model verification and to
explore effect of electrical field transport and capture of ions and particles.
Parameter Symbol Units Value
Negative ion diffusivity D-1 m2 s−1 3.41×10−6
Negative ion electrical mobility Z-1 m2 V−1 s−1 1.6×10−4
Particle diameter d nm 53
Bulk velocity U m s−1 3.45×10−2
Empirical constant m 2
Photoemission constant KcI J−1 m−2 s−1 4.38×1034
Light energy hv eV (nm) 7.203 (172)
Work function Φ∞ eV 2.5
B.2 Computational Fluid Dynamics model
Equations for photoionisation and recombination theory are applied in 3D CFD and verified
against existing numerical models from Hoppel and Frick [128] and the 0D numerical model.
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The equations were first applied in a 1D CFD model in which boundary effects were neglected
for comparison.
Results from the numerical model from Hoppel and Frick [128] are compared against
the CFD model for the concentration of ions and charged particles over time and shown in
Figure A.4. There is a constant generation rate of positive (n+) and negative ions (n−) in a
1D case. The ions transfer charge to the particles through a diffusion charging process. The
charging is asymmetric due to the increased mobility of the negative ions over the positive
ions. Photoionisation is turned off in this case.
The 0D numerical and CFD models are compared for photoionisation and recombination
processes and results are shown in Figures A.5. Negative ions and positively charged particles
are produced due to photoionisation. Concentrations of particles at higher charge levels
become more significant as photoelectric charging proceeds until an equilibrium state is
reached. The agreement between models is excellent.
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(a) 1D CFD
(b) 1D CFD
Fig. A.4 Asymmetric diffusion charging of particles of diameter for ionisation rate 105 ion
pairs cm−1 s−1. Photoionisation is turned off in this case. Results match Hoppel and Frick
[128].
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(a) 0D numerical
(b) 1D CFD
Fig. A.5 Photoionisation and recombination of particles (d = 10 nm).


