Birdtracks
We shall often find it convenient to represent agglomerations of invariant tensors by birdtracks, a group-theoretical version of Feynman diagrams. Tensors will be represented by vertices and contractions by propagators.
Diagrammatic notation has several advantages over the tensor notation. Diagrams do not require dummy indices, so explicit labeling of such indices is unnecessary. More to the point, for a human eye it is easier to identify topologically identical diagrams than to recognize equivalence between the corresponding tensor expressions.
If readers find birdtrack notation abhorrent, they can surely derive all results of this monograph in more conventional algebraic notations. To give them a sense of how that goes, we have covered our tracks by algebra in the derivation of the E 7 family, chapter 20, where not a single birdtrack is drawn. It it is like speaking Italian without moving hands, if you are into that kind of thing.
In the birdtrack notation, the Kronecker delta is a propagator:
(4.1) For a real defining space there is no distinction between V andV , or up and down indices, and the lines do not carry arrows.
Any invariant tensor can be drawn as a generalized vertex: In the examples of this section we index the external lines for the reader's convenience, but indices can always be omitted. An internal line implies a summation over corresponding indices, and for external lines the equivalent points on each diagram represent the same index in all terms of a diagrammatic equation.
Hermitian conjugation (3.21) does two things:
1. It exchanges the upper and the lower indices, i.e., it reverses the directions of the arrows.
2. It reverses the order of the indices, i.e., it transposes a diagram into its mirror image. For example, X † , the tensor conjugate to (4.5), is drawn as 
Clebsch-Gordan coefficients
Consider the product ⎛
of the two terms in the diagonal representation of a projection operator (3.49). This matrix has nonzero entries only in the d λ rows of subspace V λ . We collect them in
The index α in (C λ ) α σ stands for all tensor indices associated with the d = n p+q -dimensional tensor space V p ⊗V q . In the birdtrack notation these indices are explicit:
Such rectangular arrays are called Clebsch-Gordan coefficients (hereafter referred to as clebsches for short). They are explicit mappings V → V λ . The conjugate mapping V λ →V is provided by the product 14) which defines the
The two rectangular Clebsch-Gordan matrices C λ and C λ are related by hermitian conjugation.
The tensors, which we have considered in section 3.10, transform as tensor products of the defining rep (3.14). In general, tensors transform as tensor products of various reps, with indices running over the corresponding rep dimensions: The action of the transformation g on the index a k is given by the
Clebsches are notoriously index overpopulated, as they require a rep label and a tensor index for each rep in the tensor product. Diagrammatic notation alleviates this index plague in either of two ways: By the definition of clebsches (3.49), the λ rep projection operator can be written out in terms of Clebsch-Gordan matrices C λ C λ : 
P .
A specific choice of clebsches is quite arbitrary. All relevant properties of projection operators (orthogonality, completeness, dimensionality) are independent of the explicit form of the diagonalization transformation C. Any set of C λ is acceptable as long as it satisfies the orthogonality and completeness conditions. From (4.11) and (4.14) it follows that C λ are orthonormal:
(4.20)
follows immediately from (3.50) and (4.19).
CHAPTER 4

Zero-and one-dimensional subspaces
If a projection operator projects onto a zero-dimensional subspace, it must vanish identically:
This follows from (3.49); d λ is the number of 1's on the diagonal on the right-hand side. For d λ = 0 the right-hand side vanishes. The general form of P λ is 23) where M k are the invariant matrices used in construction of the projector operators, and c k are numerical coefficients. Vanishing of P λ therefore implies a relation among invariant matrices M k . If a projection operator projects onto a 1-dimensional subspace, its expression, in terms of the clebsches (4.18), involves no summation, so we can omit the intermediate line
(4.24) For any subgroup of SU (n), the reps are unitary, with unit determinant. On the 1-dimensional spaces, the group acts trivially, G = 1.
Infinitesimal transformations
A unitary transformation G infinitesimally close to unity can be written as
where D is a hermitian matrix with small elements, |D b a | 1. The action of g ∈ G on the conjugate space is given by
D can be parametrized by N ≤ n 2 real parameters. N , the maximal number of independent parameters, is called the dimension of the group (also the dimension of the Lie algebra, or the dimension of the adjoint rep).
In this monograph we shall consider only infinitesimal transformations of form
We do not study the entire group of invariances, but only the transformations (3.11) connected to the identity. For example, we shall not consider invariances under coordinate reflections.
The generators of infinitesimal transformations (4.25) are hermitian matrices and belong to the D a b ∈ V ⊗V space. However, not any element of V ⊗V generates an allowed transformation; indeed, one of the main objectives of group theory is to define the class of allowed transformations.
In section 3.5 we have described the general decomposition of a tensor space into (ir)reducible subspaces. As a particular case, consider the decomposition of V ⊗V . The corresponding projection operators satisfy the completeness relation (4.20): This subspace is called the adjoint space, and its special role warrants introduction of special notation. We shall refer to this vector space by letter A, in distinction to the defining space V of (3.10). We shall denote its dimension by N , label its tensor indices by i, j, k . . ., denote the corresponding Kronecker delta by a thin, straight line, 28) and the corresponding clebsches by
Matrices T i are called the generators of infinitesimal transformations. Here a is an (uninteresting) overall normalization fixed by the orthogonality condition (4.19):
The scale of T i is not set, as any overall rescaling can be absorbed into the normalization a. For our purposes it will be most convenient to use a = 1 as the normalization convention. Other normalizations are commonplace. For example, SU (2) Pauli ma-
2 λ i are conventionally normalized by fixing a = 1/2:
The projector relation (4.18) expresses the adjoint rep projection operators in terms of the generators:
Clearly, the adjoint subspace is always included in the sum (4.27) (there must exist some allowed infinitesimal generators D b a , or otherwise there is no group to describe), but how do we determine the corresponding projection operator?
The adjoint projection operator is singled out by the requirement that the group transformations do not affect the invariant quantities. (Remember, the group is defined as the totality of all transformations that leave the invariants invariant.) For every invariant tensor q, the infinitesimal transformations G = 1 + iD must satisfy the invariance condition (3.27). Parametrizing D as a projection of an arbitrary hermitian matrix H ∈ V ⊗V into the adjoint space,
we obtain the invariance condition, which the generators must satisfy: they annihilate invariant tensors:
To state the invariance condition for an arbitrary invariant tensor, we need to define the generators in the tensor reps. By substituting
2 ) into (3.15) and keeping only the terms linear in , we find that the generators of infinitesimal transformations for tensor reps act by touching one index at a time:
(4.34)
This forest of indices vanishes in the birdtrack notation, enabling us to visualize the formula for the generators of infinitesimal transformations for any tensor representation: 00 00 11 11 T 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 00 00 11 11 000 000 111 111 = 00 00 11 11 00 00 11 11 00 00 11 11 + 00 00 11 11 00 00 11 11 00 00 11 11 − 00 00 11 11 00 00 11 11 00 00 11 11 , (4.35) with a relative minus sign between lines flowing in opposite directions. The reader will recognize this as the Leibnitz rule. Tensor reps of the generators decompose in the same way as the group reps (3.60): The invariance conditions take a particularly suggestive form in the diagrammatic notation. Equation (4.33) amounts to the insertion of a generator into all external legs of the diagram corresponding to the invariant tensor q:
The insertions on the lines going into the diagram carry a minus sign relative to the insertions on the outgoing lines. Clebsches are themselves invariant tensors. Multiplying both sides of (3.60) with C λ and using orthogonality (4.19), we obtain 
The invariance condition for the clebsches is a special case of (4.36), the invariance condition for any invariant tensor: (4.40)
The reality of the adjoint rep. For hermitian generators, the adjoint rep is real, and the upper and lower indices need not be distinguished; the "propagator" needs no arrow. For nonhermitian choices of generators, the adjoint rep is complex ("gluon" lines carry arrows), but A andĀ are equivalent, as indices can be raised and lowered by the Cartan-Killing form,
The Cartan canonical basis
is an example of a nonhermitian choice. Here we shall always assume that T i are chosen hermitian.
Lie algebra
As the simplest example of computation of the generators of infinitesimal transformations acting on spaces other than the defining space, consider the adjoint rep. Using (4.40) on the V ⊗V → A adjoint rep clebsches (i.e., generators T i ), we obtain = − (4.42)
Our convention is always to assume that the generators T i have been chosen hermitian. That means that i in the expansion (4.32) is real; A is a real vector space, there is no distinction between upper and lower indices, and there is no need for arrows on the adjoint rep lines (4.28). However, the arrow on the adjoint rep generator (4.42) is necessary to define correctly the overall sign. If we interchange the two legs, the right-hand side changes sign: (the generators for real reps are always antisymmetric). This arrow has no absolute meaning; its direction is defined by (4.42). Actually, as the right-hand side of (4.42) is antisymmetric under interchange of any two legs, it is convenient to replace the arrow in the vertex by a more symmetric symbol, such as a dot: (4.44) and replace the adjoint rep generators (T i ) jk by the fully antisymmetric structure constants iC ijk . The factor i ensures their reality (in the case of hermitian generators T i ), and we keep track of the overall signs by always reading indices counterclockwise around a vertex: ( 4.46) As all other clebsches, the generators must satisfy the invariance conditions (4.39):
Redrawing this a little and replacing the adjoint rep generators (4.44) by the structure constants, we find that the generators obey the Lie algebra commutation relation
In other words, the Lie algebra is simply a statement that T i , the generators of invariance transformations, are themselves invariant tensors. The invariance condition for structure constants C ijk is likewise
Rewriting this with the dot-vertex (4.44), we obtain
This is the Lie algebra commutator for the adjoint rep generators, known as the Jacobi relation for the structure constants
Hence, the Jacobi relation is also an invariance statement, this time the statement that the structure constants are invariant tensors.
Sign convention for C ijk . A word of caution about using (4.47): vertex C ijk is an oriented vertex. If the arrows are reversed (matrices T i , T j multiplied in reverse order), the right-hand side acquires an overall minus sign.
Other forms of Lie algebra commutators
In our calculations we shall never need explicit generators; we shall instead use the projection operators for the adjoint rep. For rep λ they have the form This is a common way of stating the Lie algebra conditions for the generators in an arbitrary rep λ. For example, for U (n) the adjoint projection operator is simply a unit matrix (any hermitian matrix is a generator of unitary transformation; cf. chapter 9), and the right-hand side of (4.52) is given by
For the orthogonal groups the generators of rotations are antisymmetric matrices, and the adjoint projection operator antisymmetrizes generator indices:
Apart from the normalization convention, these are the familiar Lorentz group commutation relations (we shall return to this in chapter 10).
Classification of Lie algebras by their primitive invariants
There is a natural hierarchy to invariance groups, hinted at in sections. 2.1-3.6, that can perhaps already be grasped at this stage. Suppose we have constructed the invariance group G 1 , which preserves primitives (3.39). Adding a new primitive, let us say a quartic invariant, means that we have imposed a new constraint; only those transformations of G 1 that also preserve the additional primitive constitute G 2 , the invariance group of , , . Hence, G 2 ⊆ G 1 is a subgroup of G 1 . Suppose now that you think that the primitiveness assumption is too strong, and that some quartic invariant, let us say (3.37), cannot be reduced to a sum of tree invariants (3.41), i.e., it is of form = + (rest of (3.41)) , where is a new primitive, not included in the original list of primitives. By the above argument only a subgroup G 3 of transformations in G 2 preserve the additional invariant, G 3 ⊆ G 2 . If G 3 does not exist (the invariant relations are so stringent that there remain no transformations that would leave them invariant), the maximal set of primitives has been identified.
Irrelevancy of clebsches
As was emphasized in section 4.2, an explicit choice of clebsches is highly arbitrary; it corresponds to a particular coordinatization of the d λ -dimensional subspace V λ . For computational purposes clebsches are largely irrelevant. Nothing that a physicist wants to compute depends on an explicit coordinatization. For example, in QCD the physically interesting objects are color singlets, and all color indices are summed over: one needs only an expression for the projection operators (4.31), not for the C λ 's separately.
Again, a nice example is the Lie algebra generators T i . Explicit matrices are often constructed (Gell-Mann λ i matrices, Cartan's canonical weights); however, in any singlet they always appear summed over the adjoint rep indices, as in (4.31). The summed combination of clebsches is just the adjoint rep projection operator, a very simple object compared with explicit T i matrices (P A is typically a combination of a few Kronecker deltas), and much simpler to use in explicit evaluations. As we shall show by many examples, all rep dimensions, casimirs, etc.. are computable once the projection operators for the reps involved are known. Explicit clebsches are superfluous from the computational point of view; we use them chiefly to state general theorems without recourse to any explicit realizations.
However, if one has to compute noninvariant quantities, such as subgroup embeddings, explicit clebsches might be very useful. invented λ i matrices in order to embed SU (2) of isospin into SU (3) of the eightfold way. Cartan's canonical form for generators, summarized by Dynkin labels of a rep (table 7.6) is a very powerful tool in the study of symmetry-breaking chains [312, 126] . The same can be achieved with decomposition by invariant matrices (a nonvanishing expectation value for a direction in the defining space defines the little group of transformations in the remaining directions), but the tensorial technology in this context is underdeveloped compared to the canonical methods. And, as Stedman [317] rightly points out, if you need to check your calculations against the existing literature, keeping track of phase conventions is a necessity. In his 1841 fundamental paper [167] on the determinants today known as "Jacobians," Jacobi initiated the theory of irreps of the symmetric group S k . Schur used the S k irreps to develop the representation theory of GL(n; C) in his 1901 dissertation [306] , and already by 1903 the Young tableaux [356, 338] (discussed here in chapter 9) came into use as a powerful tool for reduction of both S k and GL(n; C) representations. In quantum theory the group of choice [342] is the unitary group U (n), rather than the general linear group GL(n; C). Today this theory forms the core of the representation theory of both discrete and continuous groups, described in many excellent textbooks [238, 64, 348, 138, 26, 11, 316, 132, 133, 228] . Permutations and their compositions lend themselves naturally to diagrammatic representation developed here in chapter 6. In his extension of the GL(n; C) Schur theory to representations of SO(n), R. Brauer [31] introduced diagrammatic notation for δ ij in order to represent "Brauer algebra" permutations, index contractions, and matrix multiplication diagrammatically, in the form developed here in chapter 10. His equation (39) (send index 1 to 2, 3 to 4, keep 5, contract ingoing (3 · 4), outgoing (1 · 3)) is the earliest published proto-birdtrack I know about.
A brief history of birdtracks
R. Penrose's papers are the first (known to me) to cast the Young projection operators into a diagrammatic form. In this monograph I use Penrose diagrammatic notation for symmetrization operators [280] It is quite likely that since Sophus Lie's days many have doodled birdtracks in private without publishing them, partially out of a sense of gravitas and in no insignificant part because preparing these doodles for publications is even today a painful thing. I have seen unpublished 1960s course notes of J. G. Belinfante [6, 19] , very much like the birdtracks drawn here in chapters 6-9, and there are surely many other such doodles lost in the mists of time. But, citing Frege [128] , "the comfort of the typesetter is certainly not the summum bonum," and now that the typesetter is gone, it is perhaps time to move on.
The methods used here come down to us along two distinct lineages, one that can be traced to Wigner, and the other to Feynman.
Wigner's 1930s theory, elegantly presented in his group theory monograph [345] , is still the best book on what physics is to be extracted from symmetries, be it atomic, nuclear, statistical, many-body, or particle physics: all physical predictions ("spectroscopic levels") are expressed in terms of Wigner's 3n-j coefficients, which can be evaluated by means of recursive or combinatorial algorithms. As explained here in chapter 5, decomposition (5.8) of tensor products into irreducible reps implies that any invariant number characterizing a physical system with a given symmetry corresponds to one or several "vacuum bubbles," trivalent graphs (a graph in which every vertex joins three links) with no external legs, such as those listed in table 5.1.
Since the 1930s much of the group-theoretical work on atomic and nuclear physics had focused on explicit construction of clebsches for the rotation group SO ( The main drawback of such diagrammatic notations is lack of standardization, especially in the case of clebsches. In addition, the diagrammatic notations designed for atomic and nuclear spectroscopy are complicated by various phase conventions.
R. P. Feynman went public with Feynman diagrams on my second birthday, April 1, 1948, at the Pocono Conference. The idiosyncratic symbolism (Gleick [141] describes it as "chicken-wire diagrams") was not well received by Bohr, Dirac, and Teller, leaving Feynman a despondent man [141, 307, 237] . The first Feynman diagram appeared in print in Dyson's article [106, 308] on the equivalence of (at that time) the still unpublished Feynman theory and the theories of Schwinger and Tomonaga.
If diagrammatic notation is to succeed, it need be not only precise, but also beautiful. It is in this sense that this monograph belongs to the tradition of R. P. Feynman, whose sketches of the very first "Feynman diagrams" in his fundamental 1948 Q.E.D.
