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In this paper we describe efficient methods of generation of representative volume elements (RVEs)
suitable for producing the samples for analysis of effective properties of composite materials via and
for stochastic homogenization. We are interested in composites reinforced by a mixture of spherical
and cylindrical inclusions. For these geometries we give explicit conditions of intersection in a
convenient form for verification. Based on those conditions we present two methods to generate
RVEs: one is based on the Random Sequential Adsorption scheme, the other one on the time driven
Molecular Dynamics. We test the efficiency of these methods and show that the first one is extremely
powerful for low volume fraction of inclusions, while the second one allows us to construct denser
configurations. All the algorithms are given explicitly so they can be implemented directly.
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I. INTRODUCTION/MOTIVATION
In this paper we describe some approaches to generate
the representative volume elements (RVE) in order to
estimate the effective properties of composite materials
within the framework of stochastic homogenization.
Our consideration of this problem is motivated by di-
rect applications, namely the estimation of mechanical,
thermal and electrical properties of composites reinforced
by spherical inclusions, microtubes as well as inclusions
of irregular shapes. Our main approach to estimate these
properties is based on homogenization techniques, so we
need an efficient algorithm of generation of stochastic
RVEs; in particular it should be sufficiently fast and re-
quire minimal interaction with the user. The nature of
the considered materials defines the geometries that we
need to generate, namely we focus our attention on a
mixture of spherical and cylindrical inclusions that are
not allowed to intersect or to overlap.
There has been a number of works on the RVE gener-
ation for various geometries of inclusions: spheres ([1],
[2]), ellipsoids ([3] – [5]), “spherocylinders” (cylinders
with half-spheres attached to the ends – [6], [7]). The
common point of all these geometries is that the relative
positions of two figures is characterized by simple alge-
braic conditions. For the applications that interest us we
would need also the inclusions of true cylindrical form,
since we are going to use them as elementary “building
blocks” for designing and optimizing more complex ge-
ometries. The purpose of this paper is thus to present
appropriate methods of dealing with such geometries in
different situations occuring in pratice, give an estima-
tion of their efficiency and implementation details.
To generate an RVE one can adapt several approaches
that are more or less efficient for different geometries.
The most natural and probably historically the first one
is random sequential adsorption (RSA, see for example
[8, 9]) – random generation of the parameters of the ge-
ometry and verification if these parameters satisfy the
imposed conditions, like the intersection one. In practice
one considers an empty RVE and starts generating the
inclusions one after the other and rejecting those that do
not verify the conditions. This process usually solves the
problem when the volume fraction of inclusions is suffi-
ciently small, otherwise the generation process can take
a long time or even get stuck while the RVE is still far
from the theoretical volume fraction of inclusions.
Another family of approaches is inspired by molecu-
lar dynamics (MD): basically the generated inclusions
are allowed to interact and change until the desired con-
figuration is constructed. Here, one should distinguish
two qualitatively different techniques: “event driven” and
“time driven” simulation. For the “event driven” MD one
is not interested in dynamics itself but only in a partic-
ular configuration when some event occurs: that can be
a collision between inclusions or an interaction of an in-
clusion with the boundary of the considered region. For
every such event, the parameters (coordinates, velocities,
angular velocities, sizes...) of the inclusions are updated
and the process is repeated until the desired configura-
tion is achieved. A nice description of such a process
with an example of rigid disks in a plane can be found in
[10]; because of this publication the process is often called
Lubachevsky–Stillinger algorithm. The difference of the
“time driven” MD is that the parameters are updated
at each time step. The former method is more efficient
provided that there is an easy way to compute the time
of the next event. In practice, however, already for sim-
ple geometric shapes like ellipsoids, it is not an easy task
([5]): one needs to predict the time of collision of moving
inclusions and provide a consistent model of interaction
itself. In this paper, we explain how the above mentioned
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2methods can be adapted in order to generate the RVEs
with cylindrical and spherical inclusions. We describe in
details the random generation of non-intersecting inclu-
sions, as well as the relaxation procedure allowing us to
produce non-intersecting configurations from the inter-
secting ones.
The paper is organized as follows. In the next section
we discuss the conditions of intersection of spheres with
cylinders and of cylinders between themselves under con-
venient form for verification. This is already sufficient to
implement the random generation strategy described in
section III. As an alternative to this strategy in section IV
we present a relaxation procedure: we describe a model
for dynamics of intersecting inclusions which is then used
in the time driven MD simulation. We comment on the
mechanics behind this model as well as on the computa-
tional and implementation details. The short section V
is devoted to comparison of these methods. We observe
that for low volume fractions both strategies are accept-
able, while for higher fraction (which we may need in the
applications) only the latter one produces satisfactory re-
sults in reasonable time. We also study the dependence
of time needed to generate the RVE samples depending
on the geometric parameters of the configuration: rela-
tive fraction of spheres and cylinders, size and number of
them.
II. INTERSECTION CONDITIONS
In this section we describe the preliminaries related
to the conditions of intersection of the geometric shapes
that will be used as inclusions in the RVE generation. We
present these conditions in the form of small algorithms
to make their implementation transparent. In each algo-
rithm we not only detect the intersection but also spec-
ify the type of it (notations of the form sc1, sc2, cc1 . . .).
The reason for this is that the application of these algo-
rithms is twofold: in section III we use them as a parts
of RSA-type methods (only the detection itself is impor-
tant), but we also use them to define the MD interaction
laws in section IV (one does need to distinguish various
types). These types of intersections will be described af-
ter each algorithm; an illustration of each of them can
also be seen in the appendix 1 (figures 16 – 29).
A. Sphere with cylinder
Let us start with a simpler case of intersection of
spheres with cylinders. Throughout this paper, we will
characterize a sphere S by its central point ps ∈ R3 and
its radius rs ∈ R, and denote it S(ps, rs) The parame-
ters for a cylinder C(pc, rc, lc) will be its central point
pc ∈ R3, its radius rc ∈ R and the direction of the axis
of symmetry lc ∈ R3 – a vector which is not normal-
ized and thus encodes also the information about the
(half of the)length of a the cylinder. In what follows we
will use the notation a for the aspect ratio of a cylinder
a ≡ ‖lc‖/rc.
To guarantee that a sphere S does not intersect with a
cylinder C, one needs to verify two conditions: that there
is no intersection neither with the cylindrical (curved)
face nor with any of the two bases (extreme disks in the
orthogonal sections). Two important quantities in the
process are L — the distance from ps to the symmetry
axis of C and X — the distance from pc to the orthogonal
projection of ps to the axis, depending on them we check
if ps is in the domain of intersection (waved or dotted
regions of fig 1(b)).
ps
pc
C
X
L
SP
(a) 3D view
(b) The plane P passing through the axis of symmetry of
the cylinder lc and the center of the sphere ps. ps in the
waved/dotted regions corresponds to intersection of type sc2
and sc3− sc4 respectively
FIG. 1: Intersection of a sphere and a cylinder
The following algorithm describes the computation.
3Algorithm 1 Input: S(ps, rs), C(pc, rc, lc).
1. Compute X = (ps − pc) · lc/‖lc‖
2. if (|X| > ‖lc‖+ rs)
(a) if (‖pc − ps‖ < rs) → intersection of
type sc1, stop.
else → no intersection, stop
3. if (|X| < ‖lc‖)
(a) Compute L =
√
(ps − pc)2 −X2
(b) if (L < rs+ rc) → intersection of type
sc2, stop.
else → no intersection, stop
4. if (‖lc‖ ≤ |X| ≤ ‖lc‖+ rs)
(a) Compute L =
√
(ps − pc)2 −X2
(b) if (L <
√
r2s − (|X| − ‖lc‖)2 + rc)
i. if(|L| < rc) → intersection of type
sc3, stop.
ii. if(|L| ≥ rc) → intersection of type
sc4, stop.
else → no intersection, stop.
The intersection of type sc2 is the most natural, when
the sphere touches the cylindrical face. Types sc3 and
sc4 correspond to the sphere intersecting the disk base of
the cylinder; that depends on whether or not the center
of the sphere is inside the infinite cylinder. Type sc1
corresponds to a degenerate situation when the cylinder
is inside the sphere.
B. Two cylinders
Let us now turn to the intersection of two cylinders
C1 and C2. In contrast to the previous situation, we
have potentially four geometries of intersection, that is
all combinations of cylindrical faces or base disks.
An important (and not obvious from the first impres-
sion) observation is that one can distinguish these cases
in terms of simple geometry of skew (i.e. not coplanar)
straight lines. More precisely, consider the symmetry
axes l1 and l2 of the cylinders, let pt1 and pt2 be the
intersection points of the respective axes with the or-
thogonal line realizing the distance between them (fig.
2). If the cylinders are intersecting non-trivially (i.e. one
is not inside the other one) but pt1 is not inside C1 and
pt2 is not inside C2 then at least one of the disk bases
of one cylinder intersects with the other cylinder. Let us
give an idea of the proof of this statement. If there is no
intersection by the cylindrical face of one of the cylinders
the result is automatic. If the symmetry axes are copla-
nar the statement is also trivial and follows from the in-
tersection of rectangles in this plane. Else, consider the
intersection of infinite cylinders with the generating axes
l1 and l2. They are quadratic surfaces in R3 and their
intersection is given by continuous curves. Since the dis-
tance between the axes is less than the sum of radii of the
cylinders there are points belonging to these curves lying
in the plane orthogonal to l1 that contains the segment
[pt1,pt2]. By assumption this plane is outside C1. The
similar picture is valid for the other cylinder. But since
the cylinders do intersect, there is also a point on the
surfaces of C1 and C2 belonging to one of these curves.
Thus, by continuity, the curve has to intersect at least
one circular boundary of one of the bases.
pt1
pt2
C1
C2 l2
l1
FIG. 2: Geometry of intersecting cylinders
The above observation simplifies a lot the computation
process, since for detecting the intersection it is now suf-
ficient to verify explicit algebraic conditions. A simple
counting of floating point operations clearly shows that
this is much faster than solving a minimization problem
to find the distance between two convex bodies. More-
over it allows one to distinguish different types of inter-
section geometries. We give details of these conditions in
the following algorithms.
First of all, let us consider the intersection between
two disks in R3. A disk D is characterized by its cen-
ter pd, radius rd and normal vector nd, and denoted by
D(pd, rd,nd). To check the intersection we characterize
the common line of the planes containing the disks and
compare the distance from it to the centers of the disks
with the respective radii.
4Algorithm 2 Input: D1(pd1 , rd1 ,nd1), D2(pd2 , rd2 ,nd2)
1. Compute the direction vector of the line L of in-
tersection of the planes containing D1 and D2:
n = nd1 × nd2 .
2. Compute the (common) projection of the disk
centers to L: pt = pd1 + tv, where v = n×nd1 ,
t = nd2 · (pd1 − pd2)/(nd2 · v).
3. if (‖pt− pd1‖ ≤ rd1)&(‖pt− pd2‖ ≤ rd2)
if (r2d1 − ‖pt− pd1‖2 > r2d2 − ‖pt− pd2‖2)→ intersection of type d1, stop
else → intersection of type d2, stop
else → no intersection, stop
In the generic situation only one of the disks encounters
the boundary circle of the other one – this is the difference
between the cases d1 and d2 (see also figure 3).
p
d1
pt
D1
D2
L
p
d2
r
d2
r
d1
FIG. 3: Geometry of intersecting disks. Type d1 depicted –
for type d2 exchange the disks.
Now turn to the intersection of a disk with the cylindri-
cal face of a cylinder. Here we will basically consider the
point of intersection of the axis of the cylinder with the
plane containing the disk and check if it is inside, close
to, or far away outside the disk. This algorithm will treat
only the cases that are not covered by the previous one,
i.e. the intersection is considered only if the disk does
not hit the circular boundary of the cylindrical face.
Algorithm 3 Input: C(pc, rc, lc), D(pd, rd,nd)
1. Compute the intersection point of the axis of the
cylinder with the plane of the disk: a = pc + tlc,
where t = nd · (pd − pc)/(nd · lc).
2. Compute the point of the boundary of the disk
which is the closest to a: ptc = pd + rd
a−pd
‖a−pd‖ .
3. Compute the distance between the center of the
cylinder and the projection b of ptc on it’s axis:
X = (ptc − pc) · lc/‖lc‖, b = pc +X · lc/‖lc‖.
4. if (|X| < ‖lc‖)
(a) if (‖pd − a‖ > rd)&(‖b− ptc‖ < rc)
→ intersection of type cd1, stop,
(b) if (‖pd − a‖ < rd)&(‖b− pt‖ < rc)
→ intersection of type cd2, stop,
5. if (‖a − pd‖ < rd) → intersection of type cd3,
stop
6. if no intersection of type cd1, cd2 or cd3
→ no intersection, or disk-disk intersection,
stop.
The choice of the type of intersection depends on how far
the disk penetrates into the cylindrical face: cd1 – the
disk just encounters the surface, cd2 – it intersects the
axis of symmetry, cd3 – the whole cylinder goes through
the disk.
And finally, let us present the algorithm of verification
of intersection between two cylinders in its whole gener-
ality. Here we use the statement from the beginning of
the section allowing us to distinguish the cases of inter-
section by the base disks and by the cylindrical surfaces.
To the intersection types described above we add cc1 cor-
responding to both cylindrical surfaces intersecting.
5Algorithm 4 Input: C1(pc1 , rc1 , lc1), C2(pc2 , rc2 , lc2)
1. Compute the vector parallel to the common nor-
mal to the symmetry axes of the cylinders:
n =
lc1×lc2
‖lc1×lc2‖
2. Compute the distance between the symmetry
axes of the cylinders: ρ = |(pc1 − pc2) · n|
3. if ρ > rc1 + rc2 → no intersection, stop.
else
(a) Compute the normals to the planes contain-
ing n and the axes of the cylinders respec-
tively: n1 = n× lc1 , n2 = n× lc2 .
(b) Compute the points realizing the distance
between the axes: pt1 = pc1 + t1lc1 , pt2 =
pc2 + t2lc2 , where
t1 = (pc2 − pc1) · n2/(lc1 · n2),
t2 = (pc1 − pc2) · n1/(lc2 · n1).
(c) if (|t1| ≤ 1)&(|t2| ≤ 1) → intersection of
type cc1, stop
else
i. Using the algorithm 3, check intersec-
tion of C1 with the disks D((pc2 +
lc2), rc2 , lc2) and
D((pc2 − lc2), rc2 ,−lc2)
ii. Using the algorithm 3, check intersec-
tion of C2 with the disks D((pc1 +
lc1), rc1 , lc1) and
D((pc1 − lc1), rc1 ,−lc1)
iii. Using the algorithm 2, check intersec-
tion of
D((pc1 + lc1), rc1 , lc1) with D((pc2 +
lc2), rc2 , lc2),
D((pc1 + lc1), rc1 , lc1) with D((pc2 −
lc2), rc2 ,−lc2),
D((pc1 − lc1), rc1 ,−lc1) with D((pc2 +
lc2), rc2 ,+lc2),
D((pc1 − lc1), rc1 ,−lc1) with D((pc2 −
lc2), rc2 ,−lc2).
iv. if there is no intersection in the three
points above
→ no intersection, stop.
Let us make several remarks about the above algo-
rithms. First, in their implementation, one should be
careful about degenerate cases, like the symmetry axes
of the cylinders close to intersecting or being parallel, or
centers of the figures close to coinciding. Such situations
might lead to some norms of vectors being close to van-
ishing. We didn’t include this detail to the algorithms
since they correspond to very explicit geometric config-
urations and their description makes the exposition too
technical without giving any significant input. Second,
having some extra information one can optimize a little
the algorithms excluding some of the particular cases.
For example in what follows we will discuss the genera-
tion of identical spheres and cylinders, that means that
the point 5 of the algorithm 3 never takes place. Let us
also note that the algorithms presented in this section
were constructed in such a way that one treats first the
most frequent configuration, that is, in most of the cases
the algorithm stops after very few operations. This re-
mark is however valid with one exception of the point 3.c.
of the algorithm 4 where we consider all possible intersec-
tions involving disks. If one is interested in intersection
condition only (like in section III) this can be optimized
in an obvious way, but in section IV we will need all this
information.
6III. RANDOM GENERATION
The algorithms presented in the previous section al-
lows one to formulate explicitly the method of generat-
ing the RVE containing non-intersecting spherical and
cylindrical inclusions. As we have agreed, a sphere is
characterized by its central point ps and its radius by rs,
the cylinder by its central point pc, its radius rc and the
direction of the axis of symmetry lc. Suppose that the
volume fractions fs, fc as well as the number ns, nc of
spheres and cylinders are given, let us also fix the aspect
ratio a = ‖lc‖/rc of all the cylinders. This defines the
size of all geometric shapes. Thus, creating a random
sphere is just generating three real numbers to form ps;
for a cylinder one needs to provide six numbers: for pc
and lc, and then rescale lc to fit the aspect ratio. The
natural RSA-type algorithm is then the following:
Algorithm 5 Input: fs, fc, ns, nc, a
1. Compute the radius of cylinders rc =
3
√
fc
2pianc
2. Compute the radius of spheres rs =
3
√
3fs
4pins
3. NumOfGenSpheres = 0,
NumOfGenCylinders = 0
4. while (NumOfGenCylinders < nc)
(a) Generate a new cylinder
(b) Using the algorithm 4 check (taking
periodicity into account) if it inter-
sects with any cylinder generated be-
fore
(c) if yes go back to 4a
(d) if no increase NumOfGenCylinders
5. while (NumOfGenSpheres < ns)
(a) Generate a new sphere
(b) By comparing the distance between the centers
with the sum of the radii, check (taking peri-
odicity into account) if it intersects with any
sphere generated before
(c) if yes go back to 5a
(d) Using the algorithm 1 check (taking periodicity
into account) if it intersects with any cylinder
generated before
(e) if yes go back to 5a
(f) if no increase NumOfGenSpheres
As one sees from the above algorithm there is an issue of
periodicity to deal with. The reason for this is that the
concept of RVE has to cover the cases when the inclu-
sions penetrate the boundary of the considered volume.
The convention that is often used is that the part of the
inclusion that exits the volume is mapped periodically to
the other side of it. From the point of view of implemen-
tation it means that each generated object should have
an attribute of intersecting the boundary of the RVE,
which is assigned depending on its geometric properties.
(We leave the formulation of explicit conditions of this
intersection as a simple exercise for a curious reader). If
this attribute is present, the algorithm 1 or 4 should be
applied to all the couples of the objects or their periodic
images. One should not forget, that one object can po-
tentially intersect several RVE’s boundaries, e.g. a sphere
centered in the corner of the RVE should be considered
as eight objects.
Let us also note that one can suggest several versions of
the above algorithm, all of the RSA type. Namely there
is a freedom in the choice of the order of generation of
spheres and cylinders: first all the cylinders, first all the
spheres, or some mixed order. We have made several
tests of efficiency depending on the generation strategy.
The results are shown on the figure 4[23]: there is no par-
ticular optimal strategy, since generating first the cylin-
ders gives better performance on small volume fractions,
but generating the spheres first permits us to achieve
higher volume fractions, so the choice should apparently
be made empirically depending on concrete applications.
In what follows we have chosen “cylinders first” strategy
for comparison, since for higher volume fraction we will
suggest another algorithm.
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FIG. 4: RSA: dependence of efficiency on the order choice
strategy. Volume fraction distributed equally between 30
spheres and 30 cylinders of aspect ratio a = 5, time estima-
tion in seconds) averaged over 20 runs, volume fraction varies
with the step 0.01.
We have performed several tests in order to study the
dependence of the generation time on various parameters
of the RVEs. The typical generation time is of order 10−3
seconds for small total volume fraction of inclusions (like
10%) and it may reach several seconds for relatively high
one (35%).
7We clearly observe that in many cases the same to-
tal volume fractions are easier achieved by generating
spheres than cylinders, which is reasonable, since the
cylinder intersection verification is longer. There is how-
ever a little saturation effect in the extreme case: when
there are a lot of cylinders, representing a relatively low
volume in total – this apparently is influenced by our
choice of the “cylinders first” strategy. It is also quite
predictable that the same volume fraction is achieved
faster with the smaller number of inclusions, outside the
saturation effect certainly. We also see that assembling
cylinders with a higher aspect ratio (ratio between its
length and diameter) is more difficult than with a lower
one, which is also intuitively understandable. The de-
tails of these tests can be found in tables II – VI in the
appendix 2.
During the tests we have fixed the maximal permitted
generation time to 50 seconds. With this limitation we
were able to reach the total volume fraction of 35% with
almost any distribution of this volume between spheres
and cylinders. Certainly if one is sufficiently patient it is
possible to generate the RVEs with higher volume frac-
tion (permitted by geometry), with however a necessity
to eventually relaunch the program in the case of stag-
nating configuration. As a global conclusion, we see that
the method is very efficient for low volume fractions, and
the generation time increases rapidly for medium values
of order 30 – 35%.
IV. TIME DRIVEN MOLECULAR DYNAMICS
We have seen in the previous section that as expected,
the RSA-type algorithms of generation the RVEs are ef-
ficient when the desired volume fraction is small enough.
We have also observed that for higher volume fractions
the time of generation grows substantially and one can-
not guarantee that the desired number of inclusions will
be reached even if the volume fraction is quite far from
the theoretical value for a dense packing. This effect is
perfectly explainable since it is rather easy to generate
examples of “bad” geometries even with low number of
inclusions.
In the introduction we mentioned other strategies of
generation of RVEs based on improvements of the RSA-
type algorithms or molecular dynamics. We have cho-
sen to implement the so-called time driven version of the
latter one. The scheme is the following: all the inclu-
sions are generated not taking intersections in the ac-
count, then the interaction force is assigned to each cou-
ple of intersecting inclusions, the dynamics governed by
these forces is described by a system of ODEs, that are
solved numerically in order to achieve a relaxed configu-
ration. In their dynamics the inclusions are also affected
by damping forces that are supposed to slow the system
down and make it stay in the relaxed configuration.
Before going into details let us explain the choice of
this strategy in comparison to a couple of other possible
ones. We could have applied the pattern presented in
[5] in the context of ellipsoids. The major problem there
would be to formulate an efficient algorithm of collision
time computation. We have seen in the section II that
the intersection condition for cylinders can be verified al-
gebraically, however, in contrast to ellipsoids, there is no
“nice” way to characterize it in terms of zeros of some
function (to our knowledge at least). This means that
using the rigid colliding cylinders for event-driven MD
would lead to solving a complicated minimization prob-
lem at each step. Moreover the collision problem for two
rigid cylinders is also more involved. That is we doubt
this approach to be more efficient than just integrating
the ODEs. The other possible option would be to modify
the RSA algorithm using some random moves of the in-
clusions, like in [11]. There, the difficulty would be that
because of the complexity of geometry under considera-
tion one random move will not be enough to exclude all
the intersections. A possible modification of this method
is to consider several random moves to reorder the con-
figuration – this boils down to a rather classical approach
to minimization of the functional using the Monte Carlo
techniques ([12]) and needs the functional characterizing
the intersection to be defined. We expect this approach
to be very close to the direct time-driven MD both in the
local relaxation trajectory and efficiency.
Let us now turn to the description of the interaction
of inclusions. As we have outlined before the idea is to
introduce the forces if two inclusions intersect. In our
model the forces will be of linear elastic nature, that is
the value of the force is proportional to the depth of over-
lapping domain. The direction will be certainly chosen
to make the forces repulsive. For example for two spheres
S1(ps1 , rs1), S2(ps2 , rs2): if ‖ps1 − ps2‖ < rs1 + rs2 ,
the force acting on S1 is Fs1 = −(‖ps1 − ps2‖ − rs1 −
rs2)
ps1−ps2
‖ps1−ps2‖ . The force acting on the second sphere is
certainly opposite: Fs2 = −Fs1 .
For the forces acting on cylinders it is necessary to
specify the point of application, since their motion also
includes rotation. The table I recapitulates all the forces
that can act on a cylinder depending on the type of in-
tersection from the algorithms 1 – 4, using the same no-
tations as in section II. The described forces always act
on the first cylinder or the only one in the corresponding
algorithm, the force acting on the other object is oppo-
site and has the same application point. To compute the
force between each couple of objects one needs to apply
the algorithm 1 or 4 and choose the corresponding ex-
pression from the table. Continuing the remark from the
previous section let us note the intersections of types cd1
– cd3 and d1 – d2 can be combined, it means that one
may need to consider simultaneously the forces coming
from these types of intersection.
These forces will enter directly in the differential equa-
tions governing the motion of the spheres described by
the position of the center of mass ps and its velocity vs.
As for the motion of the cylinders we represent it as a
composition of a translation characterized at every mo-
8force Fc application point ptc
sc1 2lc
pc−ps
‖pc−ps‖ pc
sc2 −√(rs + rc)2 − L2 pc−ps+X lc‖lc‖‖pc−ps+X lc‖lc‖ ‖ ps + (rs −√(rs + rc)2 − L2) Fc‖Fc‖
sc3 −(‖lc‖+ rs − |X|) X|X| lc‖lc‖ pc +X
lc
‖lc‖ − L
pc−ps+X lc‖lc‖
‖pc−ps+X lc‖lc‖ ‖
sc4 (
√
r2s − (|X| − ‖lc‖)2 + rc − L) ptc−ps‖ptc−ps‖ pc +X
lc
‖lc‖ − rc
pc−ps+X lc‖lc‖
‖pc−ps+X lc‖lc‖ ‖
cc1 (rc1 + rc2 − ρ) pt1−pt2‖pt1−pt2‖ (pt1 + pt2)/2
cd1 −(‖b− ptc‖ − rc) b−ptc‖b−ptc‖ pd + rd
a−pd
‖a−pd‖
cd2 −(‖b− ptc‖ − 2rc) ptc−b‖b−ptc‖ pd + rd
a−pd
‖a−pd‖
cd3 2rc
pc−pd
‖pc−pd‖ a
d1 −(rd2 − ‖ptc − pd2‖)
nd1
‖nd1‖
p1 + tv
d2 −(rd1 − ‖ptc − pd1‖)
nd2
‖nd2‖
p1 + tv
TABLE I: Values of forces depending on the intersection type
ment by the velocity vc of the center pc and a rotation
around it characterized by the angular velocity ωc (ac-
cording to [13], this can always be done). If one knows
these quantities at every moment this induces a relatively
simple kinematic law of motion for the variables defining
the position of the cylinder:{
p˙c = vc,
l˙c = ωc × lc.
(1)
For constant vc and ωc these equations define the dy-
namics of a rigid body (cylinder) in the absence of exter-
nal forces. The interaction with other inclusions results
in additional evolution equations (that can be deduced
using the techniques of Lagrangian mechanics [13]):{
mv˙c =
∑
j Fj ,
M˙ =
∑
j(pj − pc)× Fj ,
(2)
where m is the mass of the cylinder, M – its angular mo-
mentum, and (pj−pc)×Fj is the moment of the external
force Fj applied at a point pj . At each moment there
exists a linear operator relating M and ωc, so in principle
by inverting it, one can recover ωc. However, this opera-
tion is not that much explicit. The total angular momen-
tum of the rigid body is M =
∫
C
ρ(q)(q× (ωc×q))dq, q
being the spatial variable running along the whole body;
thus, the linear operator in general does depend on time,
except for some specific choice of moving coordinate sys-
tem that will have to be chosen independently for each
body in the system at each timestep. To avoid this we
make a couple of simplifications in the model. First, we
assume that the mass in a cylinder is concentrated along
its axis, i.e. dynamically the cylinder becomes a thin rod
affected however by external forces applied to the whole
volume. This simplification is legitimate since anyway
we disregard the rotation of a cylinder around its sym-
metry axis. Already, this allows us to simplify the angu-
lar momentum to 13m‖l‖2 sin2(α)ωc, where α is the angle
between the angular velocity vector and the axis of the
cylinder, and ‖l‖ is the (semi)length of the cylinder that
remains constant. Note that this factor of sin2(α) defines
the relation between the translation and rotation accel-
eration. As we are not interested in the precise dynamics
of the system provided that it is qualitatively acceptable,
we can simplify the equations even further by replacing
this factor by its spatial mean value of 12 . So the me-
chanical equations that we are finally solving read:
{
p˙c = vc, l˙c = ωc × lc, mv˙c =
∑
j Fj ,
1
6m‖l‖2ω˙c =
∑
j(pj − pc)× Fj .
(3)
We will see that even this simplified model governs rather
well the desired dynamics. But before discussing this,
let us introduce the last ingredient of the model – the
damping forces that we have already mentioned.
It is clear that without dissipation there is no reason
for the system to stay in the relaxed configuration: even
non-intersecting the inclusions will have non-zero velocity
and can collide again. To deal with this fact we intro-
duce dissipative forces to the system. We will consider
two damping models: the usual viscous one and the so-
called mechanical thermostats. The first one amounts
simply to adding a force proportional to the velocity or
the angular velocity of the body with a negative constant
prefactor −β. The second one is characterized by a non-
linear damping force which is worth being commented on
in more details. The idea of introducing mechanical ther-
mostat comes directly from molecular dynamics or more
specifically from the simulation of molecular systems at
constant temperature. The key point is to introduce a
damping force of the form −γv, where in contrast to or-
dinary viscous damping the coefficient γ depends on the
temperature (i.e. the kinetic energy) of the whole sys-
tem. In the Berendsen thermostat ([14]) the prefactor is
9computed explicitly using the formula
γBer = αBer(Ekin − 1
2
NkBT ), (4)
where α is a generally small constant coefficient, Ekin –
the kinetic energy of the system, N – number of degrees
of freedom, kB – Boltzmann’s constant, T – desired tem-
perature; the expression in brackets corresponds thus to
the difference between the actual kinetic energy and its
value corresponding to the temperature T . The idea is
that when the energy is high, γ is positive and the force
slows (cools) down the system, if on the contrary the en-
ergy is low, γ is negative and the force accelerates (heats
up) the system. In the Nose´–Hoover thermostat ([15, 16])
the logic is rather similar, but the coefficient is defined
by the differential equation:
γ˙NH = αNH(Ekin − 1
2
NkBT ). (5)
It has been shown ([17]) that the Berendsen thermostat
indeed brings the system to the desired temperature (i.e.
Ekin approaches
1
2NkBT ), and does it exponentially fast.
But it fails to reproduce the correct energy distribution
against degrees of freedom ([18]), namely the collective
(corresponding to global translation or rotation as a rigid
system) degrees of freedom are overheated, while the oth-
ers are frozen. In the Nose´–Hoover model energy oscilla-
tions and resonance effects have been observed ([19]). All
these effects make it difficult to apply these thermostats
in realistic molecular simulations; we can however profit
from them for our purposes. Indeed, heating up the col-
lective degrees of freedom by Berendsen thermostat will
precisely mean that the inclusions tend not to intersect,
otherwise the distance between them will oscillate. And
oscillatory regimes of the Nose´–Hoover thermostat can
help to spontaneously heat up the system to reshuffle it.
Or even simpler one can consider these models at zero
temperature to freeze the system fast close to the relaxed
configuration. It turns out that a combination of these
approaches can lead to a more efficient algorithm of re-
laxation. The full model thus includes the viscous damp-
ing, the Berendsen thermostat that are always present
and the Nose´–Hoover one which is eventually “switched
on” when the relaxation stagnates. The system of ODEs
governing the model reads:
p˙si = vsi , p˙ck = vck , l˙ck = ωck × lck ,
v˙si =
∑
j
Fji − βvsi − (γBer + γNH)vsi ,
v˙ck =
∑
j
Fjk − βvck − (γBer + γNH)vck ,
ω˙ck =
6
‖lck‖2
∑
j
(pjk − pck)× Fjk−
−βωck − (γBer + γNH)ωck ,
(6)
where Fji is the j-th force acting on the i-th sphere,
and Fjk is the j-th force acting on the k-th cylinder; for
the system of ns spheres and nc cylinders the number of
degrees of freedom in the definition of thermostats N =
3ns+5nc. We have put all the masses equal to 1, although
one can choose another convention, for instance the mass
and the damping coefficient β can depend on the volume
of the inclusion.
The last but not the least point in description of this
method is the condition to stop the simulation. It is
clear that a totally relaxed configuration corresponds to
the volume occupied by all the inclusions equal to the
desired one. Computation of the overlap volume at each
integration step is rather long. To overcome this diffi-
culty we introduce the notion of potential energy which
is basically the sum of squares of norms of the internal
forces (table I), that is it uses the quantities computed at
each step anyway. The simulation is stopped when this
energy is lower than some critical value, that we advise
to determine for each family of simulations by perform-
ing several test runs. The figure 5 shows that this energy
is perfectly correlated with the real value of the overlap
volume.
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FIG. 5: The defined energy reflects well the overlap volume.
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Having now the full model we have performed the
above mentioned validation campaign in order to make
sure that the dynamics governed by the simplified me-
chanical equations (3) is acceptable. The figures (15 –
29) in the Appendix 1 show typical intersections of cou-
ples of spheres and cylinders and their configuration after
the relaxation process governed by the equations (6). As
one sees the dynamics is precisely as expected from the
physics of the model (see the figure captions for more
details in each case).
Let us make several remarks concerning the implemen-
tation of the above relaxation method. As we have al-
ready mentioned we are not interested in high precision
for the relaxation trajectory, as long as it does lead to the
relaxed configuration. There is thus no need in involving
advanced algorithms of numerical integration of ODEs:
Leapfrog or velocity Verlet, or even trapezoid method al-
ready do the job rather well. Like in the previous section,
we should not forget about the boundary conditions for
the dynamics. To take them into account, an attribute of
being close to the boundary is assigned to inclusions, and
depending on it the periodic images are also taken into
account to compute interaction forces. This attribute
now has to be updated at each integration step.
Before turning to concrete computational results, let
us also note that the described process allows one to
introduce various numerical tricks, like reshuffling by
the Nose´–Hoover thermostat, that we have already men-
tioned. Another one, which is useful for applications,
is related to the fact that close to the relaxed configu-
rations, the introduced forces necessarily become small,
that slows down the process. A natural way to speed it
up is to rescale the forces when the energy decreases. In
practice, we introduce a global prefactor for all the forces,
which is increased every time when the energy decreases
for an example by a factor of two. This allows one to
have reasonable gradients in the beginning of the relax-
ation process and terminate the process rather fast. The
figure 6 shows the acceleration of the relaxation process
due to this idea.
As in the previous section, we have performed the tests
to study the efficiency of the suggested method. The
time of generation at low volume fractions is of the order
10−1 seconds, which is slower than with the RSA-type
algorithm. But the MD method allows us to achieve
volume fractions of 50% and even more within several
seconds, while for such values the RSA method almost
never produces a result. The tendency is also roughly
the same: spheres are easier to generate than cylinders,
and it is more difficult to treat higher aspect ratio. We
should note however, that there is no pronounced satu-
ration effect with the MD method, i.e. one can achieve
high volume fractions, conjecturally up to the theoretical
limits. The tables VII – XI from the appendix 3 show
these dependencies in more details.
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
 1
 0  20  40  60  80  100
O
ve
rla
p 
vo
lu
m
e
Relaxation time
with energy rescaling
without energy rescaling
FIG. 6: Acceleration of convergence by introducing energy
rescaling.
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V. EFFICIENCY COMPARISON
From the previous two sections one can already get the
idea that the RSA algorithm is much more efficient for
low volume fraction but the time driven MD allows one
to achieve higher fractions, for which RSA stagnates: it is
sufficient to compare the upper-left corners of tables VII
– XI with II – VI. This effect is perfectly understandable:
every elementary step of the RSA method consists of the
algorithm 1 or 4 to be applied to the newly generated ob-
ject and all the objects memorized before, while for MD
the same algorithms are to be applied to all the couples
of objects at each timestep. For relatively low volume
fraction the collisions in the RSA method appear rather
rarely, while the MD method still needs to make several
steps to converge. When the volume fraction increases
the number of rejected inclusions for the RSA grows fast
and at some point the total computation time becomes
greater than for the MD. The figures below show this
comparison for some cases in more details.
First let us fix the volume fraction (0.3 for RSA and
0.5 for MD) and see how the time of generation depends
on the distribution of this fraction between spheres (fsp)
and cylinders (fcyl). The figures (7) and (8) show that
for MD it is clearly more difficult to treat the cylinders,
and for RSA the same phenomenon takes place for high
proportion of cylinders. The same saturation effect as
before is observed for high proportion of spheres, which
can be handled by changing the generation strategy.
The following pictures (9 – 11) show the dependence of
the generation time (as usual averaged over 20 runs) on
the total volume fraction for spheres, cylinders, and their
mixture. From them we clearly see the advantage of the
RSA algorithm for small volume fractions as well as the
capabilities of the MD method for higher ones. We have
mentioned before that generating cylinders with higher
aspect ratio a is more complicated for both algorithms.
It is pretty obvious that for very high aspect ratio it is
difficult even for rather low volume fraction of inclusions
– we indeed observe this effect in the tests. To give an
example, consider the generation of the RVE by the RSA
technique with a mixture of spheres and cylinders at total
volume fraction of 10%. At the aspect ratio a = 5 it takes
about 2 · 10−3 sec., for a = 25 the time is close to 10−2
sec., for a = 50 it approaches 0.1 sec., and for a = 100
it exceeds 10 sec. We should mention that the reason
of the effect is twofold. First, with long cylinders it is
easier to construct non-acceptable geometries of RVEs,
especially in combination with a few large spheres. This
makes the RSA algorithm get stuck and the MD to per-
form more verification steps. Second, and even more im-
portant, there is a limitation on the length of cylinders:
we find it natural to consider inclusions that are smaller
than the studied RVE, in particular an inclusion should
not intersect its periodic image. This forces the lower
bound on the number of cylinders: Ncyl ≥ 4pifcyla2. One
thus needs to apply the algorithm to a much bigger num-
ber of inclusions (150 in the above example for a = 100)
or review the notion of RVE for high aspect ratio.
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FIG. 7: RSA: total volume fraction fixed at 0.3, fsp varies
with the step of 0.01, fcyl = 0.3− fsp.
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VI. CONCLUSION/OUTLOOK
In this paper we have presented the methods of gener-
ation of RVEs and performed the tests of their efficiency.
We have seen that the RSA type algorithm allows us to
generate the configuration extremely fast when the vol-
ume fraction is rather small. The MD-based algorithm
does not have this limitation and permits us to achieve
configurations even close to theoretical maximum of vol-
ume fraction.
As it follows from the title the main motivation for this
work is to construct the RVE samples for computation
of effective properties of composite materials. The com-
putational methods that we use in the current work in
progress are based on homogenization techniques using
the Fast Fourier Transform[24] or finite element method.
Here we should mention that the methods described in
this paper are very well adapted to such applications.
First, the algorithms are very flexible towards the modi-
fications of the input data. For example, instead of using
the identical spheres and cylinders as we did for efficiency
tests, one can introduce any deterministic or probabilis-
tic law for the parameters of their geometry. The com-
putation that we perform in order to study the effective
properties of composites shows that such modifications
do not spoil the efficiency of the methods. Second, the
format of the output of the algorithms is very convenient
for further usage in the computations, namely having all
the information about the RVE encoded in the concise
vector form we can on the one hand pixelize it to have a
natural discretization of the analyzed sample, and on the
other hand keep track of orientations of the inclusions
(see figures 12, 14). In the context of composite analysis,
pixelization is also a powerful tool. One can for instance
introduce deformations of inclusions, detect the bound-
ary and assign various properties to it, add defects etc.
The figure 13 shows the section of an RVE with waved
cylinders and spheres and a highlighted interphase be-
tween the matrix and the inclusions. Moreover from the
pixelized RVE we can easily construct a mesh for vali-
dation of the computation by Finite Elements method
(taking the voxels as elements). Third, the main criteria
of efficiency that we studied was the time of generation,
which is reasonable since the methods are not memory
consuming. To give an idea, let us mention that one
computation of the homogenized stiffness tensor for a 3D
sample discretized at the resolution 256× 256× 256 can
take several hours for high contrast between the prop-
erties of the matrix and the inclusions. It means that
the suggested methods are indeed efficient as the time of
generation of the sample is negligible in comparison to
the time of computation.
The presented methods are very flexible towards vari-
ous fine-tuning procedures. For example in the descrip-
tion of the methods we potentially authorized the tangent
contacts between the inclusions (which is reasonable for
our applications), but it is possible to avoid them by
just modifying the effective interaction distances. One
can also construct more complex geometries by authoriz-
ing some types of intersections, which is easy to check
since all the information of the geometry of the sample
is encoded in a concise vector form. More precisely in
the MD-based methods one can impose fixed distances
or angles between some inclusions to produce interest-
ing figures. Because of the natural form of the evolution
equations (6) these restrictions can be implemented using
a well-developed formalism of mechanical systems with
constraints and Lagrange multipliers ([22]).
Let us also note that the presented methods can be
useful for a purely mathematical purpose of studying the
dense packings of simple geometric objects. For example
with MD we managed to generate a configuration which
is very close to the periodic one described by Gauss to
realize the maximal volume fraction occupied by identical
spheres.
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FIG. 12: Example of RVE generated by the RSA algorithm at
total volume fraction of 20%: 3D view and a couple of typical
slices of the pixelized 3D image
FIG. 13: Example of a section of an RVE with waved inclu-
sions, the interphase regions are highlighted.
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FIG. 14: Example of RVE generated by the MD algorithm at
total volume fraction of 40%: 3D view and a couple of typical
slices of the pixelized 3D image
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Appendix 1. Validation of dynamics
The figures 15 – 29 represent typical intersections of
spheres and cylinders and the result of application of the
relaxation procedure to them.
Appendix 2. Time needed for generation using the
RSA algorithm
The tables (II – VI) show the dependence of time
of construction of the RVEs following the algorithm 5
on various parameters of them: volume fractions fs, fc,
number of inclusions, their geometry. The couples of
numbers in the cells of the tables correspond to two val-
ues of the aspect ratio a of cylinders (ratio between its
length and diameter). The time estimation (in seconds)
is averaged over 20 runs.
Appendix 3. Time needed for generation using the
MD method
The tables (VII – XI) show the dependence of time
of construction of the RVEs using the time-driven MD
relaxation method on various parameters of them: vol-
ume fractions fs, fc, number of inclusions, their geom-
etry. The couples of numbers in the cells of the tables
correspond to two values of the aspect ratio a of cylin-
ders (ratio between its length and diameter). The time
estimation (in seconds) is averaged over 20 runs.
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FIG. 15: Two spheres.
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(c) Intersecting, top view
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
(d) After relaxation, top view
FIG. 16: A sphere and a cylinder, symmetric intersection,
type sc2.
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(c) Intersecting, top view
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(d) After relaxation, top view
FIG. 17: A sphere and a cylinder, not symmetric intersection,
type sc2 – the cylinder is turning (compare with fig. 16).
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(b) After relaxation
FIG. 18: A sphere and a cylinder, axially symmetric intersec-
tion with the base, type sc2 then sc3.
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FIG. 19: A sphere and a cylinder, intersection with the base,
type sc3.
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FIG. 20: A sphere and a cylinder, intersection with the base
boundary, type sc4.
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FIG. 21: Two cylinders, symmetric intersection, type cc1.
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FIG. 22: Two cylinders, not symmetric intersection, type cc1
– one cylinder is turning.
0 0.2 0.4 0.6 0.8 1
0
0.5
1
0
0.2
0.4
0.6
0.8
1
(a) Intersecting
0 0.2 0.4 0.6 0.8 1
0
0.5
1
0
0.2
0.4
0.6
0.8
1
(b) After relaxation
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1
(c) Intersecting, front view
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.2
0.4
0.6
0.8
1
(d) After relaxation, front view
FIG. 23: Two cylinders, not symmetric intersection, type cc1
– both cylinders are turning (compare with fig. 22).
17
0 0.2 0.4 0.6 0.8 1
0
0.5
1
0
0.2
0.4
0.6
0.8
1
(a) Intersecting
0 0.2 0.4 0.6 0.8 1
0
0.5
1
0
0.2
0.4
0.6
0.8
1
(b) After relaxation
FIG. 24: Two cylinders, axes in the same plane, intersection
with one base, type cd1.
0 0.2 0.4 0.6 0.8 1 0
0.5
1
0
0.2
0.4
0.6
0.8
1
(a) Intersecting
0 0.2 0.4 0.6 0.8 1 0
0.5
1
0
0.2
0.4
0.6
0.8
1
(b) After relaxation
FIG. 25: Two cylinders, parallel axes, intersections of type
cc1 (degenerate case) and cd2, then cd1.
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FIG. 26: Two cylinders, axes are not coplanar, intersection
with one base, type cd1.
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FIG. 27: Two cylinders, axes are not coplanar, intersection
with one base, type cd1.
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FIG. 28: Two cylinders, intersection of bases, type d1 or d2.
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FIG. 29: Two cylinders, axes intersect inside the cylinders,
type cc1 (degenerate case), then cd2, then cd1.
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fs\fc 0.05 0.1 0.15 0.2 0.25 0.3
0.05 0.0002|0.0003 0.0003|0.0005 0.0005|0.0012 0.0011|0.0044 0.005|0.021 0.015|1.02
0.1 0.0002|0.0003 0.0004|0.0006 0.0007|0.0026 0.0018|0.0059 0.01|0.057
0.15 0.0003|0.0004 0.0009|0.0027 0.0034|0.023 0.008|0.21
0.2 0.0013|0.0019 0.017|0.088 0.22|
0.25 0.022|0.029 8.49|
0.3 0.015|1.49
TABLE II: RSA: average time of RVE generation (in seconds) for 10 spheres, 10 cylinders, values of aspect ratio a = 3|5
fs\fc 0.05 0.1 0.15 0.2 0.25 0.3
0.05 0.0004|0.0006 0.0007|0.0013 0.0012|0.0031 0.0027|0.012 0.012|0.068 0.062|2.4
0.1 0.0004|0.0007 0.001|0.0017 0.0021|0.0042 0.0052|0.017 0.023|0.14
0.15 0.0008|0.0011 0.0024|0.005 0.0094|0.077 2.7|7.7
0.2 0.0017|0.003 0.12|0.82 5.8|16.55
0.25 0.086|0.17 2.86|
TABLE III: RSA: average time of RVE generation (in seconds) for 20 spheres, 20 cylinders, values of aspect ratio a = 3|5
fs\fc 0.05 0.1 0.15 0.2 0.25 0.3
0.05 0.0007|0.0014 0.0015|0.0023 0.0026|0.0056 0.0047|0.018 0.017|0.14 0.17|3.36
0.1 0.001|0.0014 0.0018|0.0034 0.0041|0.0096 0.01|0.037 0.037|0.68
0.15 0.0014|0.0021 0.0044|0.0095 0.021|0.099 2.6|13
0.2 0.0027|0.0061 0.21|0.99 6.49|
0.25 0.14|1.49
TABLE IV: RSA: average time of RVE generation (in seconds) for 30 spheres, 30 cylinders, values of aspect ratio a = 3|5
fs\fc 0.05 0.1 0.15 0.2 0.25 0.3
0.05 0.0012|0.0016 0.002|0.0037 0.0034|0.0079 0.0077|0.029 0.034|0.24 0.26|6.74
0.1 0.0015|0.0021 0.0027|0.005 0.0058|0.014 0.016|0.057 0.079|0.58
0.15 0.0024|0.0035 0.0064|0.013 0.035|0.2 1.78|17.2
0.2 0.0064|0.011 0.14|1.18 10.6|
0.25 0.5|1.6
TABLE V: RSA: average time of RVE generation (in seconds) for 40 spheres, 40 cylinders, values of aspect ratio a = 3|5
fs\fc 0.05 0.1 0.15 0.2 0.25 0.3
0.05 0.0017|0.0023 0.0027|0.0045 0.0045|0.012 0.011|0.038 0.043|0.38 0.29|8.38
0.1 0.0021|0.0029 0.0043|0.0067 0.0082|0.019 0.025|0.08 0.11|0.69 1.44|32
0.15 0.0035|0.0042 0.0086|0.017 0.057|0.29 3.85|
0.2 0.0092|0.015 0.21|4.94 21.8|
0.25 0.21|4.02
TABLE VI: RSA: average time of RVE generation (in seconds) for 50 spheres, 50 cylinders, values of aspect ratio a = 3|5
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fs\fc 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.05 0.06|0.07 0.09|0.12 0.12|0.16 0.14|0.19 0.19|0.37 0.27|0.52 0.38|0.82 0.66|1.62 0.74|2.17
0.1 0.07|0.1 0.12|0.12 0.11|0.16 0.18|0.22 0.21|0.33 0.29|0.7 0.38|1.0 0.63|2.08
0.15 0.08|0.1 0.12|0.13 0.13|0.22 0.16|0.3 0.27|0.44 0.31|0.72 0.56|2.0
0.2 0.09|0.1 0.12|0.16 0.16|0.21 0.23|0.39 0.28|0.54 0.49|0.9
0.25 0.1|0.14 0.14|0.18 0.19|0.25 0.29|0.43 0.5|0.93
0.3 0.12|0.14 0.15|0.21 0.20|0.35 0.35|0.65
0.35 0.13|0.14 0.2|0.25 0.26|0.48
0.4 0.15|0.16 0.21|0.3
0.45 0.17|0.22
TABLE VII: MD: average time of RVE generation (in seconds) for 10 spheres, 10 cylinders, values of aspect ratio a = 3|5
fs\fc 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.05 0.2|0.25 0.29|0.35 0.38|0.51 0.49|0.69 0.66|1.12 0.84|1.7 0.14|4.1 2.13|8.07 4.3|7.07
0.1 0.22|0.27 0.32|0.4 0.41|0.53 0.53|0.84 0.7|1.37 1.07|1.96 1.67|5.6 2.6|10.5
0.15 0.23|0.29 0.35|0.4 0.45|0.59 0.64|0.87 0.79|1.52 1.21|3 2.08|8.75
0.2 0.31|0.33 0.39|0.47 0.47|0.62 0.65|1.11 0.9|1.59 1.86|5.51
0.25 0.31|0.39 0.4|0.49 0.53|0.73 0.79|1.22 1.18|4.29
0.3 0.39|0.44 0.5|0.54 0.68|0.89 1.07|2.56
0.35 0.42|0.48 0.62|0.66 0.85|1.39
0.4 0.45|0.57 0.72|0.81
0.45 0.55|0.66
TABLE VIII: MD: average time of RVE generation (in seconds) for 20 spheres, 20 cylinders, values of aspect ratio a = 3|5
fs\fc 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.05 0.39|0.5 0.59|0.73 0.75|1.06 0.96|1.33 1.15|1.92 1.62|3.57 2.19|8.85 4.01|16.94 7.36|
0.1 0.47|0.62 0.59|0.92 0.81|1.1 0.99|1.57 1.22|2.63 1.77|4.4 3.22|9.6 5.77|17.8
0.15 0.51|0.61 0.68|0.84 0.88|1.17 1.13|1.63 1.53|3.26 2.3|5.62 4.17|15.2
0.2 0.59|0.67 0.75|0.96 0.97|1.3 1.29|2.21 1.94|4.7 3.02|11.2
0.25 0.66|0.74 0.86|1.06 1.13|1.72 1.51|2.81 2.55|7.85
0.3 0.74|0.81 1.01|1.19 1.29|1.88 2.1|4.03
0.35 0.86|0.96 1.13|1.37 1.7|2.56
0.4 0.94|1.01 1.38|1.9
0.45 1.1|1.32
TABLE IX: MD: average time of RVE generation (in seconds) for 30 spheres, 30 cylinders, values of aspect ratio a = 3|5
fs\fc 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.05 0.76|0.81 0.94|1.17 1.23|1.69 1.61|2.55 2.1|3.14 2.52|6.23 4.23|14 6.47|25 12.2|
0.1 0.81|0.82 1.09|1.15 1.37|1.57 1.83|2.21 2.24|3.48 3.4|8.18 5.08|20.7 8.94|24.9
0.15 0.9|0.98 1.16|1.31 1.42|1.72 1.85|2.83 2.53|4.86 3.96|10.3 6.33|26.7
0.2 0.97|1.1 1.33|1.5 1.61|2.06 2.17|3.31 3.29|7.21 5.42|16.3
0.25 1.1|1.14 1.39|1.62 1.89|2.44 2.54|4.38 4.27|6.39
0.3 1.21|1.27 1.62|1.87 2.21|2.96 3.47|6.39
0.35 1.44|1.43 1.94|2.32 2.87|3.91
0.4 1.59|1.67 2.25|2.94
0.45 2.01|2.15
TABLE X: MD: average time of RVE generation (in seconds) for 40 spheres, 40 cylinders, values of aspect ratio a = 3|5
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fs\fc 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45
0.05 1.15|1.18 1.38|1.77 1.93|2.37 2.36|3.24 3.04|5.32 3.99|9.01 6.47|20.2 8.8|31.4 15.6|
0.1 1.2|1.24 1.56|1.73 1.87|2.42 2.58|3.22 3.41|5.65 4.7|11.5 7.36|22.7 14.3|39.2
0.15 1.34|1.38 1.67|1.97 2.18|2.5 2.91|4.37 3.81|7.09 5.54|16.2 10.2|44.4
0.2 1.5|1.48 1.92|2.11 2.39|3.06 3.31|4.38 4.6|8.27 8.34|25.2
0.25 1.61|1.7 2.14|2.36 2.69|3.5 3.84|6.96 6.39|17.3
0.3 1.77|1.85 2.3|2.66 3.3|4.37 4.99|9.89
0.35 2.08|2.14 2.8|3.28 4.28|5.79
0.4 2.27|2.64 3.47|4.02
0.45 2.69|3.33
TABLE XI: MD: average time of RVE generation (in seconds) for 50 spheres, 50 cylinders, values of aspect ratio a = 3|5
