In eqn. 10, unlike eqn. 1, there is no noise added to As. However, we can apply the free energy method to a sequence of problems of the form (As + n) mod 2 = z with increasing inverse temperature p, such that the noise-free task is the limiting case, p = m. Experimental results: Test data were created for specified k and N using random taps in the LFSR and random observation noise with fixed uniform probability. The parameter p was initially set to 0.25. For each value of p, the optimisation was run until the decrease in free energy was below a specified tolerance (0.001). p 
Experimental results: Test data were created for specified k and N using random taps in the LFSR and random observation noise with fixed uniform probability. The parameter p was initially set to 0.25. For each value of p, the optimisation was run until the decrease in free energy was below a specified tolerance (0.001). p was increased by factors of 1.4 until either the most probable vector under Q(s; 0) satisfied eqn. 10, or until a maximum value of = 4 was passed.
Results are shown in Fig. I . Each dot represents an experiment. A box represents a successful decoding. On each graph a horizoutal line shows an information theoretic noise bound above which one does not expect to be able to infer s, and two curved lines, from Tables 3 and 5 of 111, show (lower line) the limit up to which Meier and Staffelbach's 'algorithm B appeared to be very successful in most experiments' and (upper line) the theoretical bound beyond which their approach is definitely not feasible. In this Letter we propose a simple procedure which allows the design of nonlinear balanced ECCs together with their MLTDs. The procedure is illustrated by the design of a practically important (16,9,4) code [5] : this means that the length of the code n = 16, its dimension k = 9, dmm = 4 and each code word has a weight of 8. It is apparent that, because the code is nonlinear, known trellis design procedures [4, 6, 7 ] cannot be applied.
Conclusion
Code construction: T o illustrate the encoding procedure we describe how to encode the 9 bit input vector X = (xo,xI, ..., xg) into the 16bit output balanced vector Y = (yo,..., y15). We denote by @ the exclusive-OR operation, by A the AND operation, and by a the complement of a. Let the functionsf, andf, be defined as follows:
f1(a1,a2) = (a1,zi,a2,G) fz(ai,az)= (aiAa2,al A G , Z A a z , K A G )
and PO = x3 2 5 @ 27
The desired balanced codeword we consider as a concatenation of four 4 bit blocks, each one encoded according to function fi or X.
The encoding procedure is given by Table 1 .
Example: Assume that we want to encode the vector X = (000101010). First we find that po = 1 and p I = 0. Therefore, according to Table 1 (0100101110110100) It is apparent that by varying the number of blocks one can easily design a new balanced code (for example, the encoding table for (8,4,2) code has only four rows and two columns, etc).
TreZlk design procedure:
We consider a trellis for the designed code as a set of eight similar subtrellises each one corresponding to each of the eight rows given by Table 1 . We start with the design of the first sub-trellis: Table l) , the trellis diagram for the (16,6,4) balanced code can be design using the technique introduced in [4] and is shown in Fig. la . This subtrellis has N, = 5 columns and N, = 4 states. The trellis branches at depth p correspond to a pth column of Table 1 and are labelled Table 1 ) the trellis diagram for the (16,7,4) balanced code can be derived easily by inverting the labelling at the final depth p = 4 in the second subtrellis.
(i) The remaining six subtrellises will have a similar structure with branch labels at depth p modifed according to the pth column of Table 1 The designed trellis possesses a useful feature which allows us to reduce the complexity of the Viterbi decoder: in every subtrellis, the trellis branches starting from different states have similar labelling (see Fig. la ). This allows us to reduce the number of calculations by a factor of -4 without degradation of the maximumlikelihood performance.
Computer simulation results:
The simulation tests were carried out under additive white Gaussian noise channel conditions for the binary unipolar signalling scheme. In Fig. 2 the probability of bit error rate (BER) is plotted as a function of EdN,, where Eb is the energy per information bit and No is equal to the noise variance. As expected, trellis decoding provides about 2dB coding gain over conventional hard decision d e d i g .
Conclusion:
A lowcomplexity encoding and trellis decoding technique for nonlinear balanced ECCs is presented. The technique is 
