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1. Introduction
In this paper we consider discrete Dirac operators
D(m, c) := D0(m, c) + V I2 =
(
mc2 cD∗
cD −mc2
)
+ V I2, (1)
with boundary conditions so that (1) is self-adjoint, acting in 2(N,C2), where c > 0 represents the speed of light, m  0
the mass of the particle, I2 is the 2 × 2 identity matrix and D is the ﬁnite difference operator deﬁned by (Dϕ)(n) =
ϕ(n+ 1)−ϕ(n), with adjoint (D∗ϕ)(n) = ϕ(n− 1)−ϕ(n). The potential V : N → R is assumed to be polynomially bounded,
that is, there exist constants a,b > 0 such that
∣∣V (n)∣∣ a(1+ n2)b/2, ∀n ∈ N = {1,2,3, . . .}. (2)
Model (1) was introduced in [10,11] as a relativistic version of the more common tight-binding Schrödinger operator, and it
was further studied in [3,18,19].
The goal of the present paper is to present some lower bounds of the dynamics generated by D(m, c) with sparse
potentials (see ahead for precise statements); due to the particular role played by the zero mass case (i.e., m = 0) in
inducing quantum transport for (1), at least when the potential is given by i.i.d. random variables with a Bernoulli law [11],
we will pay special attention to how the dynamical exponents depend on the mass m for sparse potentials.
There has been some interest in sparse potentials in the context of Schrödinger operators (see the recent paper [4] and
the references therein), mainly in obtaining precise spectral properties and dynamics. This work is the ﬁrst one of a series
of three papers devoted to the Dirac operator with sparse potentials; with another collaborator, in the second paper [5]
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third one will translate some of the results to the usual continuum Dirac operator.
The dynamics is dictated by the Dirac equation
i
∂
∂t
ψt = D(m, c)ψt
with suitable initial condition ψ0 ∈ 2(N,C2). We will present lower bounds for the averaged p-th moments at time T > 0
deﬁned by
Mm(p, f , T ) := 2
T
∞∫
0
e−2t/T
∥∥〈X〉p/2e−itD(m,c) f (D(m, c))δ+1 ∥∥2 dt, (3)
where 0 f ∈ C∞0 (I) is an inﬁnitely differentiable function with compact support in the open interval I , δ+1 is the element
of the canonical basis of 2(N,C2) equal to
(1
0
)
at n = 1 and (00) elsewhere, and X is the position operator (〈X〉ψ)(n) =
(1+ n2)1/2ψ(n), for ψ in its domain. Think of the open interval I as a particle energy restriction.
To investigate the polynomial behavior of Mm(p, f , T ) as function of time T , we make use of the usual lower and upper
transport exponents given by, respectively,
β−m (p, f ) = lim inf
T→∞
logMm(p, f , T )
p log T
, β+m (p, f ) = limsup
T→∞
logMm(p, f , T )
p log T
,
and to obtain transport rates nearby a given energy level, we follow [13] and introduce the local transport exponents
β±m (p, E) := inf
I	E supf ∈C∞0 (I)
β±m (p, f ). (4)
In the last years, problems of quantum transport through dynamical lower bounds have been of great interest, mainly
for 1D Schrödinger operators. For instance, transport has been proven through the existence of critical energies for random
palindrome [6] and (more generally) random polymer models [16], and Bernoulli–Dirac models [11,18]. In [8] the authors
have developed a general method which allows one to derive dynamical lower bounds from upper bounds on the growth
of norms of transfer matrices, with applications to some substitution and prime models. An extension to 1D continuous
Schrödinger operators, with application to the continuous Bernoulli–Anderson model, was presented in [7]. An approach to
quasi-ballistic dynamics, for both discrete Dirac and Schrödinger operators, with potentials along some dynamical systems,
has recently been obtained in [12].
Another method to obtain quantum transport from upper bounds on transfer matrices was proposed in [13], with ap-
plications to Schrödinger operators with random decaying potentials, discrete sparse potentials and to the Almost–Mathieu
model. In this paper we will try to follow the method proposed in [13] with an extension of its ideas to the discrete
Dirac model (1), particularly we will track the dependence of the exponents β±m on the mass, including the pure relativistic
possibility m = 0.
The general idea to get lower bounds are as follows. Let Φm(E,N,1) denote the transfer matrices (see Section 2); if the
norms of those matrices are polynomially bounded, i.e., ‖Φm(E,N,1)‖ C(E,m)Nγm(E) , with γm(E) < ∞, on a bounded set
S of positive Lebesgue measure of energies E , and for all N large enough, then one gets for all p > 0,
β−m (p, E) 1−
2γm(E)
p
. (5)
A similar bound follows for the upper exponents β+m (p, E) if, for some subsequence Ni , one checks ‖Φm(E,Ni,1)‖ 
C(E,m)Nγm(E)i , with γm(E) < ∞, for all E ∈ S .
We shall apply (5) to three class of sparse potentials of the form V =∑∞n=1 hnδxn , where xn > 0 denotes the location of
the n-th barrier and hn  0 denotes its respective height (see Section 3). We shall obtain for the ﬁrst class (i.e., 0 hn  a
for all n 1 and some a > 0) β−m (p, E) 1− 2γm(E)p , for second class (i.e., hn → ∞) β+m (p, E) 1− νp , for some ν > 0, and
for third class (i.e., hn → 0) we have a ballistic dynamics, that is, β−m (p, E) = 1.
Since a modiﬁcation of the boundary condition just corresponds to a rank-one perturbation, it has no impact on the
growth of the norms of transfer matrices so, from now on, we will assume Dirichlet boundary conditions at the position
n = 0, and only the lower component of the “spinor” will be assigned a boundary value at n = 0 (see Section 2).
The organization of the paper is as follows. In Section 2 we present an abstract result about quantum transport (Theo-
rem 1) and its consequences (Theorems 2 and 3) for the Dirac model (1), whose proofs appear in Section 5. Section 3 is
devoted to our main applications, that is, dynamical lower bounds for discrete Dirac operators with sparse potentials. In
Section 4 we collect some preliminary results and spectral bounds that will be used in the proofs of Theorems 1, 2 and 3.
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In this section we present general results about quantum transport for the Dirac operators D(m, c) deﬁned by (1). Write
the transfer matrices [11] Φm(E,n,k) between sites k and n, for n k 1, as
Φm(E,n,k) =
(
u+D (E,n) u
+
N (E,n)
u−D (E,n − 1) u−N (E,n − 1)
)
,
where uD =
(u+D
u−D
)
and uN =
( u+N
u−N
)
denote the solutions to the “eigenvalue” equation D(m, c)u = Eu, E ∈ R, satisfying, respec-
tively, (
u+D (E,k)
u−D (E,k − 1)
)
=
(
1
0
)
and
(
u+N (E,k)
u−N (E,k − 1)
)
=
(
0
1
)
.
The subscripts D and N stand for Dirichlet and Neumann, respectively, in particular at position k = 1 they deﬁne the
corresponding boundary conditions. It follows that if u = ( u+
u−
)
is a general solution of D(m, c)u = Eu, then
(
u+(E,n)
u−(E,n − 1)
)
= Φm(E,n,k)
(
u+(E,k)
u−(E,k − 1)
)
.
Hence the transfer matrix Φm(E,n,k) can be written as
Φm(E,n,k) =
{
Tm(E, V (n − 1)) · · · Tm(E, V (k)), n > k 1,
I2, n = k,
with
Tm
(
E, V ( j)
)=
(
1+ m2c4−(E−V ( j))2
c2
mc2+E−V ( j)
c
mc2−E+V ( j)
c 1
)
.
We denote by δ±n the elements of the canonical position basis of 2(N,C2), n  1, for which all entries are
( 0
0
)
except
the n-th one, which is given by
( 1
0
)
and
( 0
1
)
for the superscript indices + and −, respectively.
Introduce the measurable function γm : R → [0,+∞] by
γm(E) := limsup
n→+∞
log‖Φm(E,n,1)‖
logn
. (6)
Moreover, we shall denote by  the Lebesgue measure, by [a] the integer part of the real number a, by σ(D(m, c)) the
spectrum of the operator D(m, c) and by μm (resp. μm, f ) the spectral measure for D(m, c) associated to the initial state δ
+
1
(resp. f (D(m, c))δ+1 ). Introduce the local spectral moments [13]
Kμm, f (q, ) :=
1

∫
R
(
μm, f (x− , x+ )
)q
dx (7)
deﬁned for q > 0 and  > 0. Now we are in position to state an abstract result about quantum transport for Dirac operators.
Theorem 1. Let D(m, c) be the operator deﬁned by (1) with V satisfying condition (2). Let S ⊂ [−L, L] with (S) > 0 and 0  f ∈
C∞0 (R) with f = 1 on S. Then:
(i) For any q ∈ (0,1) and τ > 0, there exist constants C1 = C1(q,m, c) > 0 and C2 = C2(q,m, c, f , τ ,a,b, L) > 0 such that for all
0<  < min
{
1, c
√
3+m2c2 − c
√
1+m2c2 }
one has
Kμm, f (q, ) C1q−1
∫
S
dE
‖Φm(E,N,1)‖2q − C2,
where N = [−(1+τ )].
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enough,
Mm(p, f , T ) Cp(m, c)T p
(
1
log T
∫
S
dE
‖Φm(E,N,1)‖2/(p+1)
)p+1
− C3,
where N = [T 1+τ ].
Remark 1. Theorem 1 can be adapted to Dirac operators D(m, c) acting in 2(Z,C2). One just needs to replace ‖Φm(E,N,1)‖
in (i) and (ii) by min{‖Φm(E,N,1)‖,‖Φm(E,−N,1)‖}.
Given a Borel set S ⊂ R, with (S) > 0, and g : S → R a measurable function, denote by gS the unique real number so
that g(E) gS for -a.e. E , and for all r > 0, there exists Sr ⊂ S , (Sr) > 0, such that for all E ∈ Sr , one has g(E) gS + r.
Theorem 2. Let D(m, c) be as in Theorem 1 and γm given by (6).
(i) Suppose there exists a bounded Borel set S ⊂ [−L, L] with (S) > 0, such that γ Sm < ∞. Then, for all 0 f ∈ C∞0 (R), with f = 1
on S, one has for all p > 0,
β−m (p, f ) 1−
2γ Sm
p
.
(ii) If γm(E) := supδ>0 γ (E−δ,E+δ)m < ∞ then for all p > 0,
β−m (p, E) 1−
2γm(E)
p
.
Remark 2. In the particular case where γm(E) = 0 for -a.e. E ∈ I , where I is some open interval, Theorem 2 asserts that
β−m (p, E) = 1 on I . One may see this as a relativistic dynamical version of results for Schrödinger operators saying that if
the transfer matrices are bounded, then the spectrum on I has an absolutely continuous component [20], which implies
ballistic motion β−(p, E) = 1 [14].
Now, in order to state a version of Theorem 2 for upper transport exponents, it is convenient to introduce the following
notation: for a given increasing sequence (ni)i1 such that limi→∞ ni = +∞, consider the measurable function γm,(ni) : R →[0,+∞] given by
γm,(ni)(E) := limsup
i→+∞
log‖Φm(E,ni,1)‖
logni
. (8)
Theorem 3. Let D(m, c) be as in Theorem 1 and γm,(ni) given by (8).
(i) Suppose there exists a bounded Borel set S ⊂ [−L, L] with (S) > 0, such that γ Sm,(ni) < ∞. Then, for all 0  f ∈ C∞0 (R), with
f = 1 on S, one has for all p > 0,
β+m (p, f ) 1−
2γ Sm,(ni)
p
.
(ii) If γm,(ni)(E) := supδ>0 γ (E−δ,E+δ)m,(ni ) < ∞ then for all p > 0,
β+m (p, E) 1−
2γm,(ni)(E)
p
.
The proofs of the above theorems rely on preliminary results discussed in Section 4, and will be completed in Section 5.
3. Applications to sparse potentials
This section is devoted to applications of Theorems 2 and 3 to Dirac operators D(m, c), given by (1), with different classes
of sparse potentials of general form
V =
∞∑
hnδxn , (9)
n=1
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height, respectively.
We study quantum transport for three classes of sparse potentials of the type (9), and different conditions on the location
of the barriers xn will be imposed according to how their heights behave:
• (Bounded) the heights of the barriers hn are bounded, i.e., 0 hn  a, for all n 1 and for some a > 0;
• (Diverging) the heights of the barriers hn grow to inﬁnity, that is, hn → ∞ as n → ∞;
• (Vanishing) the heights of the barriers hn go to zero, that is, hn → 0 as n → ∞.
Denoting by I0(m, c) := int[σ(D0(m, c))] the interior of the spectrum σ(D0(m, c)), it is known [11] that
I0(m, c) =
(−c√4+m2c2,−mc2)∪ (mc2, c√4+m2c2 ).
3.1. Bounded barriers
For the ﬁrst class of sparse potentials it is supposed that there exist numbers a, α so that a > 0 and α ∈ (0,1) so that
0 hn  a and xn  α−n , for all n 1.
Theorem 4. Let (xn)n1 and (hn)n1 be as above and the operator D(m, c) given by (1) with potential (9). Then for any E ∈ I0(m, c),
there exists a constant C = C(E,m, c) > 0 such that for all p > 0 one has
β−m (p, E) 1−
2γm(E)
p
,
with
γm(E) = log[C(2+
mc2+c
√
4+m2c2+a
c )
2]
log(1/α)
.
Remark 3. Note that the lower the mass m  0 the larger the lower bound of the dynamical exponents β−m and so the
faster the quantum transport. With respect to such lower bounds, the mass plays a role similar to the maximum potential
intensity a.
Proof of Theorem 4. For each E ∈ I0(m, c), there exists a constant C = C(E,m, c) > 0 such that, for any k 0, one has
∥∥Tm(E,0)k∥∥=
∥∥∥∥∥∥
(
1+ m2c4−E2
c2
mc2+E
c
mc2−E
c 1
)k∥∥∥∥∥∥ C . (10)
The constant C diverges to +∞ for E → ±mc2 or E → ±c√4+m2c2, but it is continuous in E and thus remains uniformly
bounded on any compact subset of I0(m, c). The sparseness of the potential implies that, for any E ∈ I0(m, c),
∥∥Φm(E,N,1)∥∥ Cn+1 n∏
j=1
(
2+ mc
2 + c√4+m2c2 + h j
c
)2
 C
[
C
(
2+ mc
2 + c√4+m2c2 + a
c
)2]n
 CNγm(E), (11)
if xn  N < xn+1, with γm(E) as in the statement of the theorem.
It follows from (11), Theorem 2 and the continuity of γm(E) in the set I0(m, c), that for all p > 0,
β−m (p, E) 1−
2γm(E)
p
,
and the proof is complete. 
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We now consider the second class of sparse potentials and assume that the heights of the barriers (hn)n1 constitute of
a sequence with limn→∞ hn = ∞. By applying Theorem 3 we will get the following result.
Theorem 5. Let (hn)n1 be as above and ν > 0. For each n 1 pick xn so that
xn 
n∏
j=1
(
2+ mc
2 + c√4+m2c2 + h j
c
)4/ν
,
and consider the operator D(m, c) deﬁned by (1) with potential (9). Then, for any p > ν and E ∈ I0(m, c) one has
β+m (p, E) 1−
ν
p
.
Remark 4. In this case, the lower bounds of the dynamical exponents do not depend on m, however, the lower the mass
the lower the required degree of sparseness as ruled by the sequence (xn).
Proof of Theorem 5. Take f ∈ C∞0 (I0(m, c)) and consider the quantity
C( f ,m, c) := sup
E∈supp f
C(E,m, c),
where C(E,m, c) is given by (10) above. Fix r > 0. Since hn → ∞, it follows that(
2+ mc
2 + c√4+m2c2 + hn
c
)2
 C( f ,m, c)1/r
for any n larger than some nr . Following the argument described above, we have uniformly in E ∈ supp f ,
∥∥Φm(E, xn+1 − 1,1)∥∥ C( f ,m, c)n+1 n∏
j=1
(
2+ mc
2 + c√4+m2c2 + h j
c
)2
 C( f ,m, c)nr+1C( f ,m, c)n−nr
n∏
j=1
(
2+ mc
2 + c√4+m2c2 + h j
c
)2
 C( f ,m, c)nr+1
[
n∏
j=1
(
2+ mc
2 + c√4+m2c2 + h j
c
)2]1+r
 C( f ,m, c)nr+1(xn+1)ν(1+r)/2.
Therefore, for all r > 0,
γm,(xn)(E) = limsup
n→+∞
log‖Φm(E, xn+1 − 1,1)‖
log(xn+1 − 1)  ν(1+ r)/2.
It then follows by Theorem 3 that, for any E ∈ I0(m, c) and p > ν , one has
β+m (p, E) 1−
ν
p
,
which completes the proof. 
3.3. Vanishing barriers
Finally, we consider the third class of sparse potentials to which we shall again apply Theorem 2. Now assume that
limsup
n→∞
xn
xn+1
< 1 (12)
and limn→∞ hn = 0.
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and for any E ∈ I0(m, c), one has
β−m (p, E) = 1.
Remark 5. Under the sparseness condition (12), the vanishing of the heights results in ballistic transport independently of
the mass.
Proof of Theorem 6. The idea is to look at the sequence hn → 0 as a perturbation of the potential V = 0 and employ the
general perturbation method developed in [17] (see also [8]).
Consider the eigenvalue equation for the free Dirac operator D0(m, c),
(
D0(m, c)Φ
)
(n) = EΦ(n), Φ(n) =
(
φ+(n)
φ−(n)
)
, (13)
and the eigenvalue equation for the Dirac operator D(m, c),
(
D(m, c)Ψ
)
(n) = EΨ (n), Ψ (n) =
(
ψ+(n)
ψ−(n)
)
. (14)
Let ΨD =
(ψ+D
ψ−D
)
and ΨN =
(ψ+N
ψ−N
)
be the solutions to (14) with initial conditions
(
ψ+D (1)
ψ−D (0)
)
=
(
1
0
)
and
(
ψ+N (1)
ψ−N (0)
)
=
(
0
1
)
.
Thus, the transfer matrix for D(m, c) is given by
Φm(E,n,1) =
(
ψ+D (n) ψ
+
N (n)
ψ−D (n − 1) ψ−N (n − 1)
)
. (15)
Fix a complex solution Φ = ( φ+
φ−
)
to (13). For example, we could set Φ = ΦD + iΦN , where ΦD and ΦN solve (13) and
have the same initial conditions as ΨD and ΨN . For each energy E ∈ I0(m, c) there exists a constant C = C(E,m, c) > 0 such
that ∥∥Φ(n)∥∥ C, ∀n 1. (16)
Let Ψ = (ψ+
ψ−
)
be one of the basic solutions ΨD ,ΨN to (14). Deﬁne ρ(n) ∈ C by
(
ψ+(n)
ψ−(n − 1)
)
= 1
2i
[
ρ(n)
(
φ+(n)
φ−(n − 1)
)
− ρ(n)
(
φ+(n)
φ−(n − 1)
)]
= Im
[
ρ(n)
(
φ+(n)
φ−(n − 1)
)]
. (17)
Write φ+(n), φ−(n) and ρ(n) in polar coordinates,
φ+(n) = ∣∣φ+(n)∣∣eiγ +(n), φ−(n) = ∣∣φ−(n)∣∣eiγ −(n), ρ(n) = ∣∣ρ(n)∣∣eiη(n)
and deﬁne
θ+(n) = η(n) + γ +(n), θ−(n) = η(n + 1) + γ −(n).
Denote by W [Φ,Ψ ](n) the Wronskian of Φ and Ψ in the position n. By (17), we have that for every n 2,
W [Φ,Ψ ](n − 1) = φ+(n)ψ−(n − 1) − φ−(n − 1)ψ+(n) = ρ(n)ω, ω = 0. (18)
By using (13), (14), (17) and (18), one has
ρ(n + 1) − ρ(n) = 1
ω
[
φ+(n + 1)ψ−(n) − φ−(n)ψ+(n + 1)]− 1
ω
[
φ+(n)ψ−(n − 1) − φ−(n − 1)ψ+(n)]
= 1
ω
[(
φ+(n + 1) − φ+(n))ψ−(n) − (ψ−(n − 1) − ψ−(n))φ+(n)]
− 1 [(ψ+(n + 1) − ψ+(n))φ−(n) − (φ−(n − 1) − φ−(n))ψ+(n)]
ω
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ωc
[(
E +mc2)φ−(n)ψ−(n) − (E − V (n) −mc2)ψ+(n)φ+(n)]
− 1
ωc
[(
E − V (n) +mc2)ψ−(n)φ−(n) − (E −mc2)φ+(n)ψ+(n)]
= 1
ωc
V (n)
(
ψ+(n)φ+(n) + ψ−(n)φ−(n))
= 1
ωc
V (n)ρ(n)
∣∣φ+(n)∣∣2 sin(θ+(n))e−iθ+(n) + 1
ωc
V (n)ρ(n + 1)∣∣φ−(n)∣∣2 sin(θ−(n))e−iθ−(n),
which implies
∣∣ρ(n + 1)∣∣ (1+ 1|ω|c |V (n)||φ+(n)|2)
(1− 1|ω|c |V (n)||φ−(n)|2)
∣∣ρ(n)∣∣. (19)
By (12), there are γ > 1 and n0 ∈ N such that xnxn−1 > γ and xn > γ n , for all n > n0. Since V (xn) = hn → 0, it follows
by (16) and (19) that, for each  > 0, there exists a constant C0 > 0 such that
∣∣ρ(xn+1)∣∣ C0 (1+ )n
(1− )n ,
for n suﬃciently large and for energies E ∈ I0(m, c). This implies that
(logγ ) log |ρ(xn+1)|
log(xn+1)
 logC0
n
+ log
(
1+ 
1− 
)
,
for all  > 0 and n suﬃciently large. Hence, by taking  → 0 we obtain
limsup
n→∞
log |ρ(xn+1)|
log(xn+1)
= 0. (20)
On the other hand, it follows by (15), (16) and (17), that
∥∥Φm(E,n,1)∥∥√2max
{∥∥∥∥∥
(
ψ+D (n)
ψ−D (n − 1)
)∥∥∥∥∥ ,
∥∥∥∥∥
(
ψ+N (n)
ψ−N (n − 1)
)∥∥∥∥∥
}

√
2C
∣∣ρ(n)∣∣, (21)
for all n 1 and E ∈ I0(m, c).
Therefore, from (20) and (21) we conclude that
γm(E) = limsup
n→+∞
log‖Φm(E,n,1)‖
logn
= 0,
and by Theorem 2 we obtain
β−m (p, E) = 1,
for all p > 0 and E ∈ I0(m, c). 
4. Preliminaries
In this section we collect some results that will be used in the proofs of Theorems 1, 2 and 3.
For the proof of Theorem 1(ii) we will use the following lemma, which provides a lower bound for the moments
Mm(p, f , T ) in terms of local spectral moments (7).
Lemma 1. Let D(m, c) be the operator deﬁned by (1). Then for all p > 0 and 0 f ∈ C∞0 (R), there exists a constant C(m, p) > 0 such
that for all T > 0,
Mm(p, f , T )
(
C(m, p)
log T
Kμm, f
(
q, T−1
))1/q
, q = 1
1+ p ,
where Kμm, f (q, T
−1) is deﬁned by (7).
Lemma 1 can be easily adapted, to the Dirac operator D(m, c) (details omitted), from the corresponding results in Refs.
[1,2], and it directly implies:
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β−m (p, f ) lim inf
→0
log Kμm, f (q, )
(q − 1) log , β
+
m (p, f ) limsup
→0
log Kμm, f (q, )
(q − 1) log .
The next result is a version of the well-known Combes–Thomas estimate in the Schrödinger setting for the Dirac model
D(m, c).
Proposition 1. Let D(m, c) be the operator deﬁned by (1). If z /∈ σ(D(m, c)), then there exist constants η = η(m, c) > 0 and a =
a(m, c) > 0 such that
∣∣〈δ±j , (D(m, c) − zI)−1δ±k 〉∣∣ 2η e−a| j−k|,
where {δ±n } is the canonic basis of 2(N,C2).
Proof. For α ∈ C, let Uα be the diagonal operator Uαδ±j := eα jδ±j with
domUα =
{
Ψ ∈ 2(N,C2): (eαnΨ (n))n∈N ∈ 2(N,C2)}.
If Ψ = (ψ+
ψ−
)= (Ψ (n))n∈N ∈ domUα , one has(
U−αD(m, c)Uα
)
Ψ = D(m, c)Ψ + Q (α)Ψ, (22)
where
Q (α) =
(
c(e−α − 1)ψ−(n − 1)
c(eα − 1)ψ+(n + 1)
)
.
It follows by (22) that dom(U−αD(m, c)Uα) = dom(D(m, c)), ∀α ∈ C and we have ‖Q (α)‖  2c(e|α| − 1). Thus, Q (α) is
bounded and does not depend on the potential V .
Let η = dist(z, σ (D(m, c))) > 0. By imposing that
2c
(
e|α| − 1)< η
2
, (23)
one has ‖Q (α)‖ < η2 . Note that
D(m, c) − zI+ Q (α) = (D(m, c) − zI)[I + (D(m, c) − zI)−1Q (α)],
which implies
(
D(m, c) − zI+ Q (α))−1 =
( ∞∑
n=0
(
D(m, c) − zI)−nQ (α)n
)(
D(m, c) − zI)−1.
As z /∈ σ(D(m, c)), then ‖(D(m, c) − zI)−1‖ 1η . It follows from the above equality that
∥∥(D(m, c) − zI+ Q (α))−1∥∥ 1
1− 1/2
∥∥(D(m, c) − zI)−1∥∥ 2
η
. (24)
Relation (22) implies, for α satisfying (23),
U−α
(
D(m, c) − zI)−1Uα = (D(m, c) − zI+ Q (α))−1,
and consequently,〈
δ±j ,
(
D(m, c) − zI+ Q (α))−1δ±k 〉= e−α jeαk〈δ±j , (D(m, c) − zI)−1δ±k 〉.
Therefore, by choosing α real (α  0 if j − k < 0 and α < 0 if j − k 0) satisfying (23) and by using (24), we obtain∣∣〈δ±j , (D(m, c) − zI)−1δ±k 〉∣∣= e−|α|| j−k|∣∣〈δ±j , (D(m, c) − zI+ Q (α))−1δ±k 〉∣∣
 e−|α|| j−k|
∥∥δ±j ∥∥∥∥(D(m, c) − zI+ Q (α))−1∥∥∥∥δ±k ∥∥
 2 e−|α|| j−k|. η
956 R.A. Prado, C.R. de Oliveira / J. Math. Anal. Appl. 385 (2012) 947–960By Proposition 1, the Helffer–Sjöstrand formula [15] (in case of the Dirac operator D(m, c)) and analogous arguments
utilized in Appendix A2 of [13], we obtain a version of the approximation lemma for D(m, c), that is,
Lemma 3. Let D1(m, c) = D0(m, c) + V1I2 and D2(m, c) = D0(m, c) + V2I2 be Dirac operators deﬁned by (1), such that V1(n) =
V2(n) for all n N, for some N > 1. We shall assume the polynomial bound∣∣V1(n) − V2(n)∣∣ a(1+ n2)b/2, ∀n ∈ N,
with positive constants a, b. Let M > 0 and τ > 0 be given. Then, if I is a compact interval, there exists a constant C˜ =
C˜(m, c, I,M, τ ,a,b) > 0 such that for any  > N−
1
1+τ and x ∈ I ,
μ
(1)
m (x− , x+ )μ(2)m
(
x− 
2
, x+ 
2
)
− C˜M ,
where μ(i)m , i = 1,2, denotes the spectral measure of Di(m, c) associated to the vector δ+1 .
For each pair E0 ∈ R and N > 1, introduce the operator D(m, c)(E0,N) on the space 2(N,C2) by
D(m, c)(E0,N) := D0(m, c) + Vχ[1,N]I2 + E0(1− χ[1,N])I2.
Write μ(E0,N)m for the spectral measure of D(m, c)(E0,N) associated to δ
+
1 , and R
(E0,N)
m (z) = (D(m, c)(E0,N) − zI)−1 for the
corresponding resolvent. Note that μ(E0,N)m is absolutely continuous with respect to Lebesgue measure , since D(m, c)(E0,N)
is a ﬁnite rank perturbation of a purely absolutely continuous operator. Denote by Ω1 = c
√
3+m2c2 and Ω2 = c
√
1+m2c2;
we need the following technical result.
Lemma 4. Let D(m, c) be the Dirac operator deﬁned by (1). There exists a ﬁnite constant C1 = C1(m, c) > 0 such that for any E0 ∈ R,
E ∈ [E0 − Ω1, E0 − Ω2] ∪ [E0 + Ω2, E0 + Ω1]
and N > 1,
dμ(E0,N)m
dx
(E) C1‖Φm(E,N,1)‖2 .
Proof. Let E0 and E be as in the statement of the lemma. We will make use of Stone’s formula [9] (−∞ < a < b < ∞)
1
2
[
χ
(E0,N)
m
([a,b])+ χ(E0,N)m ((a,b))]= lim
η→0
1
2π i
b∫
a
(
R(E0,N)m (E + iη) − R(E0,N)m (E − iη)
)
dE,
where χ(E0,N)m (I) is the spectral projection of D(m, c)(E0,N) onto the interval I . Using that μ
(E0,N)
m (I) = 〈δ+1 ,χ(E0,N)m (I)δ+1 〉,
follows by Stone’s formula and Radon–Nikodym’s Theorem that
dμ(E0,N)m
dx
(E) = 1
π
lim
η→0 Im
〈
δ+1 , R
(E0,N)
m (E + iη)δ+1
〉= 1
π
lim
η→0η
∥∥R(E0,N)m (E + iη)δ+1 ∥∥2. (25)
Let ϕm = R(E0,N)m (E + iη)δ+1 , η > 0. Thus,
ϕm(N) =
(
ϕ+m (N)
ϕ−m (N)
)
=
(
〈δ+N ,ϕm〉
〈δ−N ,ϕm〉
)
.
We have the following estimate from below:
∥∥R(E0,N)m (E + iη)δ+1 ∥∥2  12
+∞∑
n=N
(∣∣ϕ+m (n)∣∣2 + ∣∣ϕ−m (n − 1)∣∣2). (26)
Using the transfer matrices representation and the fact that Φm(E + iη,n,N) is a 2× 2 matrix with determinant 1, one has
for any n N ,
∣∣ϕ+m (N)∣∣2 + ∣∣ϕ−m (N − 1)∣∣2 =
∥∥∥∥Φ−1m (E + iη,n,N)
(
ϕ+m (n)
ϕ−m (n − 1)
)∥∥∥∥
2

∥∥Φm(E + iη,n,N)∥∥2(∣∣ϕ+m (n)∣∣2 + ∣∣ϕ−m (n − 1)∣∣2), (27)
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iη,n,N) for n N , where Φ0m is the transfer matrix for the free Dirac operator D0(m, c), that is,
Φ0m(z,n,k) =
(
A0m(z)
)n−k
, A0m(z) =
(
1+ m2c4−z2
c2
mc2+z
c
mc2−z
c 1
)
.
Note that for any real number
ω ∈ [−Ω1,−Ω2] ∪ [Ω2,Ω1] (28)
one has Φ0m(ω,n,k) = (A0m(ω))n−k with A0m(ω) elliptic, so that∥∥Φ0m(ω,n,k)∥∥= C2,
for all n,k ∈ N, where C2 = C2(m, c) > 0 is a ﬁnite constant. It follows, by Lemma 5 of [18], that for any ω as in (28), |η| 1
and n k 1,
∥∥Φ0m(ω + iη,n,k)∥∥ C2
[
1+ |η|
c
( |η|
c
+ C3
)
C2
]n−k
, (29)
for some 0 < C3 < ∞. As a consequence, by inserting (27) and (29) into (26) gives
η
∥∥R(E0,N)m (E + iη)δ+1 ∥∥2  η2(C2)2
(∣∣ϕ+m (N)∣∣2 + ∣∣ϕ−m (N − 1)∣∣2)
+∞∑
n=N
[
1+ η
c
(
η
c
+ C3
)
C2
]−2(n−N)
 C4
(∣∣ϕ+m (N)∣∣2 + ∣∣ϕ−m (N − 1)∣∣2), (30)
for some 0 < C4 < ∞.
Analogous to the Schrödinger case, we obtain
ϕm(N) :=
(
〈δ+N , R(E0,N)m (E + iη)δ+1 〉
〈δ−N , R(E0,N)m (E + iη)δ+1 〉
)
= uN(E + iη,N) + Fm(E + iη)uD(E + iη,N),
where Fm(z) is the Weyl function of operator D(m, c)(E0,N) (the Borel transform of its spectral measure) and uD ,uN are the
two linearly independent solutions used in the deﬁnition of the transfer matrices (see Section 2). One observes that the
vectors(
u+D (E,n)
u−D (E,n − 1)
)
,
(
u+N (E,n)
u−N (E,n − 1)
)
,
for n N , are the same for both D(m, c)(E0,N) and D(m, c), since the potentials coincide on [1,N]. Since μ(E0,N)m is absolutely
continuous and uD(E,n),uN (E,n) are both real, we have
lim
η→0
∣∣ϕ+m (N)∣∣2  (u+N (E,N) + Re(Fm(E + i0))u+D (E,N))2 (31)
and
lim
η→0
∣∣ϕ−m (N)∣∣2  (u−N (E,N) + Re(Fm(E + i0))u−D (E,N))2, (32)
with Fm(E + i0) < ∞. It follows by (25), (30), (31) and (32) that
dμ(E0,N)m
dx
(E) C5
(
u+N (E,N) + Re
(
Fm(E + i0)
)
u+D (E,N)
)2
+ C5
(
u−N (E,N − 1) + Re
(
Fm(E + i0)
)
u−D (E,N − 1)
)2
, (33)
for some 0 < C5 < ∞.
Now consider the polynomial function g(t) = (a + tb)2 + (c + td)2. One readily checks that t0 = −(ab + cd)/(b2 + d2) is
the point of minimum of g . Thus, g(t) g(t0) = (bc − da)2/(b2 + d2), for all t ∈ R. By using this in (33) and the fact that
the Wronskian of u0 and uN is equal to one, we ﬁnally get
dμ(E0,N)m
dx
(E) C5
(u+0 (E,N))2 + (u−0 (E,N − 1))2
 C5‖Φm(E,N,1)‖2 ,
and the proof is complete. 
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Proposition 2. Let D(m, c) be the operator deﬁned by (1), with potential V satisfying (2), and I a compact interval. There exist a
constant C1 = C1(m, c) > 0 and, for each M > 0 and τ > 0, a constant C2 = C2(m, c, I,M, τ ,a,b) > 0 such that for all  > 0 with
 < min{1,Ω1 − Ω2} and all λ ∈ R with λ±m = λ ± 12 (Ω1 + Ω2) ∈ I , one has
μm
(
λ±m − ,λ±m + 
)
 C1
λ±m+ 2∫
λ±m− 2
dE
‖Φm(E,N,1)‖2 − C2
M ,
where N = [−(1+τ )].
Proof. For λ ∈ R with λ±m ∈ I and N > 1 given, we shall apply Lemma 3 with D1(m, c) = D(m, c) and D2(m, c) =
D(m, c)(λ
±
m,N) . Note that V1(n) = V2(n) for all n ∈ [1,N].
Since I is compact and the potential V is polynomially bounded, we have that |V1(n) − V2(n)|  a(1 + n2)b/2, for all
n ∈ N, with constants a,b > 0 uniform in λ±m ∈ I and N .
Let M > 0 and τ > 0. It follows, by Lemmas 3 and 4, that for all  > 0 with  < min{1,Ω1 − Ω2} and for all λ ∈ R with
λ±m ∈ I ,
μm
(
λ±m − ,λ±m + 
)
μ(λ
±
m,N)
m
(
λ±m −

2
, λ±m +

2
)
− C2M
=
λ±m+ 2∫
λ±m− 2
dμ(λ
±
m,N)
m
dx
(E) − C2M

λ±m+ 2∫
λ±m− 2
C1 dE
‖Φm(E,N,1)‖2 − C2
M ,
where N = [−(1+τ )] and 0< C1,C2 < ∞. 
5. Proofs of abstract lower bounds
In this section the proofs of Theorems 1, 2 and 3 will be presented. We ﬁrst prove Theorem 1; it will be a combination
of Proposition 2 and Lemma 1.
Proof of Theorem 1. (i) Let 0 f ∈ C∞0 (R), with supp f ⊂ [−L, L] and f = 1 on S . Since f is uniformly continuous, there
exists η > 0 with η < min{1,Ω1 −Ω2} such that if |x− y| 2η then | f (x)− f (y)| 12 (Ω1,Ω2 were introduced just before
Lemma 4). Deﬁne the set
J = {x ∈ R: d(x, S) η}.
For all  < η and x ∈ J , one veriﬁes that
μm, f (x− , x+ ) =
x+∫
x−
f (y)dμm(y)
1
2
μm(x− , x+ ). (34)
Furthermore, for any given M > 0 and τ > 0 we get, by Proposition 2, that for all  > 0 with  < min{1,Ω1 − Ω2} and
all x ∈ R with x±m = x± 12 (Ω1 + Ω2) ∈ I = [−L − 1, L + 1],
μm
(
x±m − , x±m + 
)
 C1
x±m+ 2∫
x±m− 2
dE
‖Φm(E,N,1)‖2 − C2
M ,
where N = [−(1+τ )].
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(
μm
(
x±m − , x±m + 
))q 
( x±m+ 2∫
x±m− 2
C1
‖Φm(E,N,1)‖2
dE

)q
− Cq2qM  Cq1q−1
x±m+ 2∫
x±m− 2
dE
‖Φm(E,N,1)‖2q − C
q
2
qM . (35)
Now, by combining (34) and (35), one gets, for all  < η,
Kμm, f (q, ) =
1

∫
R
(
μm, f (x− , x+ )
)q
dx
 1
2q+1
∫
J
(
μm
(
x+m − , x+m + 
))q
dx+m +
1
2q+1
∫
J
(
μm
(
x−m − , x−m + 
))q
dx−m

Cq1
q−2
2q+1
∫
J
x+m+ 2∫
x+m− 2
dE
‖Φm(E,N,1)‖2q dx
+
m +
Cq1
q−2
2q+1
∫
J
x−m+ 2∫
x−m− 2
dE
‖Φm(E,N,1)‖2q dx
−
m − C˜2

2q
,
where M = 2/q. Let E ∈ S . If |x±m − E| /2 and  < η, then x±m ∈ J . Note that ({x±m: |x±m − E| /2} ∩ J ) /2. Therefore,
upon integrating in the variable E over the set S (and applying Fubini’s Theorem), one obtains
Kμm, f (q, ) Cqq−1
∫
S
dE
‖Φm(E,N,1)‖2q − C˜2

2q
,
where N = [−(1+τ )]. The bound in Theorem 1(i) follows with the constants C1 = Cq and C2 = C˜22q .
(ii) By Lemma 1, it follows that for all p > 0, 0 f ∈ C∞0 (R), and T > 0,
Mm(p, f , T )
(
C(m, p)
log T
Kμm, f
(
q, T−1
))1/q
, q = 1
1+ p . (36)
Insert the bound obtained in (i) into (36) with  = T−1; hence, for all p > 0 and T > 0 large enough,
Mm(p, f , T )
q  C(m, p)
log T
C1T
1−q
∫
S
dE
‖Φm(E,N,1)‖2q − C2(m, p, f ),
which implies
Mm(p, f , T ) Cp(m, c)T p
(
1
log T
∫
S
dE
‖Φm(E,N,1)‖2/(p+1)
)p+1
− C3,
with N = [T 1+τ ]. 
Proof of Theorem 2. (i) Let S and f be as in the statement of the theorem. By hypothesis, we have that γ Sm < ∞. Then, for
all r > 0, there exists Sr ⊂ S with (Sr) > 0, such that
γm(E) γ Sm + r, ∀E ∈ Sr . (37)
Deﬁne, for each E ∈ Sr , the measurable function
hm(E) = sup
n>1
‖Φm(E,n,1)‖
nγ
S
m+r
.
Hence, we have∥∥Φm(E,N,1)∥∥ hm(E)Nγ Sm+r, ∀E ∈ Sr, ∀N > 1. (38)
Using the deﬁnition (6) of γm(E) in (37), together with the hypothesis γ Sm < ∞, it follows that 0 < hm(E) < ∞ for all
E ∈ Sr . Since Sr is a bounded set and f = 1 on Sr , by applying Theorem 1 with S = Sr , τ = r, and using (38), it is found
that for all q ∈ (0,1) and for all  > 0 with  < min{1,Ω1 − Ω2},
Kμm, f (q, ) C1q−1N−2q(γ
S
m+r)
∫
hm(E)
−2q dE − C2, (39)
Sr
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−(1+r)]. Since 0< hm(E) < ∞ for all E ∈ Sr , we have∫
Sr
hm(E)
−2q dE 
(
sup
E∈Sr
hm(E)
)−2q
(Sr) = C(q,m, S, r)
with C(q,m, S, r) a positive constant depending on q, m, S , r. It follows by (39) that for all q ∈ (0,1), 0 <  < min{1,Ω1 −
Ω2} and for any r > 0,
Kμm, f (q, ) C(q,m, c, S, r)
(
1

)[p−2(1+r)(γ Sm+r)]/(p+1)
− C2, (40)
with q = 11+p and C(q,m, c, S, r) = C1C(q,m, S, r) a positive constant depending on q, m, c, S , r. By Lemma 2 and (40), it
follows that for all p > 0 and any r > 0,
β−m (p, f ) lim inf
→0
log Kμm, f (q, )
(q − 1) log  1−
2(1+ r)(γ Sm + r)
p
.
Therefore, for all p > 0,
β−m (p, f ) 1−
2γ Sm
p
.
(ii) Choose E ∈ R such that γm(E) < ∞. For any bounded open interval I such that E ∈ I , it is found that γ Im < ∞; then
(i) and the deﬁnition of the transport exponents implies that β−m (p, f ) 1− 2γ
I
m
p for all f ∈ C∞0 (I). Since this is true for all
such intervals I , we get, by taking into account Eq. (4), that β−m (p, E) 1− 2γm(E)p . 
Proof of Theorem 3. The proof is quite similar to the proof of Theorem 2, but with the subsequences Ni and Ti = N(1+τ )
−1
i ,
so that one can only infer conclusions about upper limits. 
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