is an open access repository that collects the work of Arts et Métiers ParisTech researchers and makes it freely available over the web where possible. Abstract. Decision making is a fundamental process within organizations for many reasons. It is indeed involved at all levels (new product decisions, management and marketing decisions, etc.) and has a direct impact on companies' efficiency and effectiveness. Many researches are conducted to enhance the decision-making process by proposing decision support systems where the most frequent challenge is the change management. Indeed, all businesses operate within an environment that is subject to constant changes (like new customers' needs and requirements, organisational and technological changes, changes in key information used to derive decisions, etc.). These changes have a major impact on the quality and accuracy of the proposed decision if they are not detected and propagated, at the right time, during the decision-making process. The present work attempts to resolve this challenge by proposing a dynamic change management technique that allows three tasks to be automatically performed. First, continuously detect changes and note them. Second, retrieve from the detected changes those that are related to the decision rules. Finally, propagate them by computing the new value of the decision rule. The proposal has been fully implemented and tested in the supervision process of gas network exploitation.
Introduction
The 21 st century is characterized by rapid changes that are due to the technological progress, as well as the economic, political and social changes. In this context, it becomes critical that organizations perform two tasks. The first one is to develop capabilities to implement changes in order to improve their competitiveness and sustain their business growth. The second task consists in informing the decisionmaking process of these changes. Indeed, the latter is considered as one of the most complex and critical processes in an organization for three reasons among others. First, it is the key function to a company's success where any decision made, no matter how simple it may be, has a significant impact on the other processes and thus on the business performance [1] . Second, it is highly constrained by the decision context, that is often subject to several changes which need to be considered to make the right decision. Third, it sometimes involves several teams (subject matter experts, business analysts, engineers, etc.) that collectively analyse problems, evaluate alternatives and decide. Many researches focus on supporting engineers by developing decision supports systems (DSS), which are computational tools that enable decision makers to select, at each time, the best alternative among a set of alternatives that are sometimes contradictory. After the appearance of artificial intelligence and learning techniques, the concept of intelligent decision support system (IDSS) arose. It is a DSS that provides direct access to expertise by supporting learning in the decision-making process [2] . In [3] , authors propose a process mining based IDSS that performs two tasks. First, it analyses the past process executions, using process mining techniques, to identify and generate the different process patterns as well as the decision points and the rules that control them (cf. Fig. 1 ). Second, it filters the detected patterns and propose a ranking of the ones that fit the decision context.
Fig. 1. The identified process patterns, decision points and decision rules
In the present paper, authors focus on developing an executable application whose objective is to inform process mining based IDSSs of the changes that dynamically occur during the decision-making process. It updates the decision context whenever a change is detected and automatically filters the patterns that are generated from the IDSS based on the decision rules, also generated from the IDSS. Authors assume that, no matter how many changes occur, the developed application helps to make the right decision given a context at time ti, where i goes from 0 (start of the decision-making process) to n (end of the process). Furthermore, authors assume that the application enables innovation by discovering new patterns from the already existing ones. This paper is organized as follows. In Section 2, a literature review on change management during the decision-making process is presented and discussed. In Section 3, the proposed application is presented, then tested and verified in an industrial case study in Section 4. Finally, the future work is discussed before concluding the paper.
Contextual Change Management During Decision Making
Change management is the process in which a change is identified, analysed, evaluated, planned and propagated [4] . Three major types of change are identified in literature. First, the change that comes before making a decision such as an organisational change, technological change, etc [5] . This type of change helps companies to remain relevant by keeping up with technological advances and changes in the marketplace and is generally planned and evaluated before deciding to successfully implement it. The second type is the product change management also called engineering design change [6] . This type concerns the modifications that are applied to products to meet the clients' needs among others and is, thus, linked to the first change type. The product change management consists in propagating the changed (i.e. new) product data throughout the product lifecycle. The third type is the contextual change management [7] . It consists in predicting, identifying or managing the context changes for successfully addressing dynamic (also called real time) decision making support. Indeed, in dynamic environments, only real time contextual data can provide decision makers with the accurate knowledge that is necessary to make decisions [8] . In the present paper, authors are interested in the contextual change management since it responds to their objective, which is to inform the IDSS of the changes that affect the decision-making context. Therefore, only the last type of change is explored and discussed in the following sub-sections.
Literature review
A decision is defined by [9] as an irreversible commitment to a proposition or a plan of action based on evidence, the expected metrics associated with the outcome and the context in which the decision is being made. The context is an essential and powerful concept for effective real time decision-making. The context definition that is adopted by most researchers is that it is "any information that can be used to characterise the situation of an entity" [10] . This context information can be imported from sensors, derived from other information, reasoned, computed or explicitly entered by users [7] . There are two categories of context [11] . The dynamic context that consists of dynamic information such as heart rate, pressure data streams and the static context where information are static such as decision makers names, etc [7] . There are many approaches in literature that focus in understanding the behaviour of the decision-making context. Some approaches intend to model the context and are based on Bayesian reasoning techniques [12] , fuzzy logic [11] , graphical modelling [13] and some other ontology-based modelling approaches that allow a formal representation of concepts and their relationships that is used for knowledge reasoning about context [14] . In [15] , authors propose an overview of the context using the user behavior modelling. In addition to the modelling based approaches, there are other approaches that intend to predict the future context, in order to improve the contextual change management, by using data mining techniques such as classification, neural networks, and statistics-based techniques [7] . Other approaches use expert systems and rule engines for context prediction [7] .
Discussion
Most of the approaches explored in the precedent sub section are related to the context modelling or prediction. these techniques face some challenges that concern, among others, the prediction of human actions that may be part of the real time decision context [16] . The latter, as defined in [7] , is a representation of the environment as a set of contextual data which provide the decision maker with the necessary knowledge to decide as soon as these data are obtained. In authors' context, these contextual data are both static and dynamic and are not always pre-defined or inferred since some of them change constantly, will be known only in real time or interfere with other contexts (e.g. A station's pressure may depend on the other surrounding stations behaviour, as well as on its lifetime and/or the climate change). In addition, authors need to express the context in a deterministic way, since it is used to filter the end-to-end patterns based on some decision rules in the form "if (pressure>25) then send an emergency technician", here, a precise value of the pressure (i.e. 25) is needed rather than the distribution or prediction of pressure values. To achieve their objective, authors need continuous insights on the environmental changes and explicit knowledge of the current context. Therefore, they assume that the explored approaches cannot be used to achieve their objective and propose in the next section an application that, based on the contextual data that are obtained on the move, aims at supporting real time decision making in an informed way.
Proposal: The Dynamic Change Management Application
The workflow presented in Fig. 2 is the overview of the proposal that enables the current objective to be achieved. The first step consists in executing the static IDSS to generate the "decision rules" and the "ranked patterns" files from the process trace base as explained in [3] . This base contains the past process executions, also called traces, that were generated with respect to the trace metamodel identified in [17] . The "decision rules" file contains the rules that control how the process flows and is expressed in PNML (Petri Net Markup Language) format. The latter is an XML based standardized interchange format for Petri nets that allows the decision rules to be expressed as guards, this means that the transition from a place (i.e. activity) to another, can fire only if the guard, and thus the rule, evaluates to true. For instance, rule 1 in Fig. 1 is the decision rule that enables the transition from A1 to A2. The second document, generated by the static IDSS, is the "ranked patterns file". It contains the distinct end-to-end process patterns (e.g. patterns P1 to P9 in Fig. 1 ), that were identified in the process trace base and sorted by frequency. Once the two files are generated by the IDSS, and if it is its first execution for a given decision problem, the static filtering module is invoked. This latter requests the current context from the IDSS (step 2) which transmits the request to the connected systems via the communication layer (step3). This layer is beyond the scope of the present paper, authors aspire to present it in detail in another article. Among the systems that are connected to the IDSS, authors cite the data acquisition server that collects data from the different field devices (e.g. pressure sensors), the CMMS (Computerized Maintenance Management System) that delivers maintenance data such as the date of failure/repair, the ERP (Enterprise Resource Planning) that delivers the operational processes information (e.g. delivery date) and PLM software (Product Lifecycle Management) that contains all the product/process information throughout the product lifecycle (e.g. design data).
Fig. 2. Workflow of the proposal (Expressed in BPMN 1 )
Once the IDSS receives the context from the connected systems, it copies it in a "contextual data" file which is sent to the static filtering module (step 8). The execution of this module generates the "statically filtered ranked patterns" file (step5) that associates to each pattern, of the "ranked patterns" file, a decision rule flag whose value is either 1 or 0. 1 means that the pattern satisfies the decision rules in the current context's conditions and is, thus, ready to be proposed to the user (step 6) via the IDSS graphical user interface presented in [18] . The user chooses one of the proposed patterns and starts to execute its first activity (step 7). If the executed activity does not refer to the end of the process (i.e. "activityEvent ≠ end" as explained in [17] ), then both the activity and the pattern to which it belongs are sent to the dynamic filtering module (step 9). The latter requests the context at time t (execution of the steps 2, 3, 4, 8), and takes as inputs the "contextual data" and the "statically filtered ranked patterns" files as well as the last executed activity and its pattern in order to update the statically filtered ranked patterns to a new file called "Dynamically filtered ranked patterns", where the decision rule flag is updated according to whether the decision rules are satisfied by the new current context. If the latter satisfies the rule 1 (cf. Fig. 1 ) for example, the activity A2, and all the patterns that contain it (P1 to P6) are updated to 1 while the patterns (P7 to P9) are updated to 0. The patterns whose decision rule flag equals to 1 are proposed to the user based on their frequency order (step 6). Then the steps 7, 9, 2, 3, 4, 8 are repeated in a loop until the last executed activity refers to the end of the process (i.e. "activityEvent = end" as explained in [17] ). In this case, the new pattern that contains all the executed activities is sent to the process trace base to enrich it (step 11). Note that the new executed pattern is sent to the base even if it is one of the existing patterns, since the component that generates the "ranked patterns" selects only the distinct patterns and associates to each one the number of its occurrence (frequency). The proposed change management application enables the IDSS, developed in [3] , to be dynamically aware of context changes. It is fully implemented using the Java programming language.
Case Study: Supervision of Gas Network Exploitation
As discussed in [3] , systems supervision is a business process that consists of complex decision based activities. During this process, supervisors have to take actions (i.e. decisions) depending on both the supervision result and the set-point (i.e. target value for the supervised system) in order to maintain the well-functioning of an industrial process, in case an alarm is received or when the performance target is seeming far from being met.The authors prefer to reuse the same supervision case study, presented in [3] , where the supervisor of an industrial process should take, in the shortest time, the right decision in case an alarm is received. The IDSS is intended to support this supervisor during his problem-solving process by proposing the right decision even if the context (that can be described by the field sensors values, season, supervisor's name, etc.), changes considerably and quickly (e.g. the pressure of a gas station at time ti may be very different from the pressure at time ti+1). The problem-solving process starts by receiving the malfunction alarm. The IDSS identifies the decision points and rules (c.f. Fig. 3) as well as the different end-to-end patterns and export them to two files: The decision points/rules file in pnml format and the ranked patterns file in csv format [3] .
After encountering the first gateway, the IDSS asks the connected systems for the context at time t1 (step 2,3 in Fig. 2 ) based on which it statically filters the ranked patterns by filling the decision rule column to 1 if the pattern satisfies the rule, 0 otherwise (step 5 in Fig. 2 ). All the patterns are then displayed in the IDSS interface, based on their frequency, where those whose decision rules flags equal to 1 are printed in dark black and can be selectable while the other patterns are displayed in grey but can also be selectable as the IDSS aims at supporting the user, not restricting his choices. Therefore, as depicted in Fig. 4(a) , the pattern "P4T1John" is the only one that satisfies the context at time t1 (cf. Table 1 and rules in Fig. 3 ) and is selected by the user. The latter starts to execute the next proposed patterns activities, namely, "Send an emergency technician" and "Measure the flow rate". Before proposing these activities, the IDSS does not ask for any context information since it does not encounter any gateway, where one choice among others must be made. After the activity "Measure the flow rate" is executed, the IDSS asks for the context at time t2, according to which it filters the patterns. In this case, the pattern that satisfies the new context is still the same (P4T1John) and the IDSS continues proposing its next activity "Simulate the pressure setpoint decrease". Once this latter is executed, the IDSS asks for the context at time t3, based on which it filters the patterns. The new pattern that satisfies the rules is henceforth "P3T1John" as depicted in Fig. 4(b) . The IDSS proposes the activity "inform clients" and repeats all the steps until the activity "Problem solved", that refers to the end of the process (activityEvent=end), is met. Note that the user may refuse to execute the proposed pattern and start to execute new activities. In this case the IDSS listens and traces the full executed pattern in order to send it to its process trace base to enrich it. 
Conclusion and Future Work
The objective of this paper is to inform process mining based IDSSs (Intelligent Decision Support Systems) of the changes that dynamically occur when supporting engineers during their decision-making processes. Through the proposed technique, the IDSS starts by statically filtering the identified end-to-end patterns, given the context at the beginning of the decision-making process, to fit the identified decision rules. Then the filtered patterns are proposed to the user who chooses one and starts to execute its activities. The IDSS requests the new context whenever a decision point is encountered to make sure that the patterns filtering takes account of the correct context, and thus propose the effective decision. The proposed technique is generic and can be used by every IDSS that uses process mining techniques to learn from data to infer decisions. Authors assume that the use of the process mining based IDSS along with the proposed change management application, promote innovation within organizations, since it helps to create new patterns (way of thinking or solving a problem) from several existing ones (Fig. 4(c) ). Future work consists in testing this assumption and evaluate the IDSS using a real-world design problem. It also consists in continuing the development of the IDSS' interface to make it more interactive and to enable the user to add his own activities to the proposed pattern and/or trace his new executions.
