Code-switch language modeling is challenging due to data scarcity as well as expanded vocabulary that involves two languages. We present a novel computational method to generate synthetic code-switch data using the Matrix Language Frame theory to alleviate the issue of data scarcity. The proposed method makes use of augmented parallel data to supplement the real code-switch data. We use the synthetic data to pre-train the language model. We show that the pre-trained language model can match the performance of vanilla models when it is finetuned with 2.5 times less real code-switch data. We also show that the perplexity of a RNN based language model pre-trained on synthetic code-switch data and fine-tuned with real codeswitch data is significantly lower than that of the model trained on real code-switch data alone and the reduction in perplexity translates into 1.45% absolute reduction in WER in a speech recognition experiment.
Introduction
Code-switching is commonly practiced by multilingual speakers and it is defined by the mixing of two or more languages within a sentence or between sentences [1] . In multilingual societies like Singapore and Hong Kong, such linguistic phenomenon pervades in both spoken and written communication. Code-switch poses many challenges to human language technologies, especially in the area of language modeling [2] . For instance, a code-switch language model will not match its monolingual counterparts due to data scarcity as well as expanded vocabulary that involves two languages. Since many downstream tasks such as automatic speech recognition (ASR) and machine translation depend on a language model, codeswitch language modeling is a challenging imperative.
Code-switch occurs within a sentence sparingly and it occurs according to the speaker's preference [3] . In order to learn the sparse code-switch pattern, we argue that much more codeswitch data are required for code-switch language modeling than monolingual ones. However, in reality, there is far less data available to us. This is because code-switch primarily exists in spoken form, and it would be very difficult to document a large amount of it enough for code-switch language modeling.
Existing solutions leverage on using linguistic information to generalize word lexicon. Many incorporate class [4, 5, 6, 7] , Part-of-Speech [8, 9] or language ID [5] together with word input to improve generalization of the language model to the unseen test sequence. In [10, 11, 12] code-switch permission constraints are used to provide a code-switch probability for the language model. All the above-mentioned methods have contributed to different aspects. However, as the training data is under-resourced, we would expect further improvement when more training data is available. In this paper, we wish to generate synthetic data to tackle data scarcity problem directly.
A related work [13] proposes the use of Equivalence Constraint theory [14, 15] to generate synthetic code-switch data for English and Spanish. In [16, 17] , word embedding is used to synthesize bigrams. However, the linguistic study regarding the syntactic structure of code-switch is still an active research area and there is no consensus on the theory underlying the nature of code-switching discourse. Among others, there are three dominant theories in explaining the formation of code-switch, they are the Matrix Language Frame (MLF) theory [18] , the Equivalence Constraint theory [14, 15] and the Functional Head Constraint theory [19, 20] . We adopt MLF which assumes that a code-switch sentence will have a dominant language (matrix language) and inserted language (embedded language). The insertions could be words or larger constituents and they will conform to the grammatical frame of the matrix language. We choose MLF because, to our knowledge, no work has been conducted on using MLF to generate synthetic data for code-switch language modeling. We study English and Chinese code-switch in Southeast Asian countries, that is a more distant language pair than other common pairs such as English and Spanish. We think that MLF describes the language well in reality.
This work is also motivated by language model fine-tuning [21] , where a pre-trained language model is later fine-tuned for downstream tasks much like the case of pre-training on ImageNet in vision. Although we do not follow strictly the proposed method such as using the slanted triangular learning rates and adding a new task-specific layer, we are motivated by the idea of proposing a good initial prior so that subsequent task can be improved or achieve comparable performance with much less data. Such pre-training and fine-tuning technique also have the additional advantage of faster convergence.
Synthetic Data Generation
The insertional assumption in MLF strongly motivates the use of aligned parallel data. Given a pair of aligned sentences as shown in Fig. 1 , we can randomly select a few words in Chinese and substitute them with their aligned counterparts to synthesize a Chinese matrix and English embedded code-switch sentence, and vice versa for English.
In this naive approach, we have assumed that insertions happen at word level and also they occur everywhere without regard to syntactic boundaries which deviates from the MLF theory. Phrases such as "this is" which would normally switch together will be broken up and switched separately. Intuitively the next step is to align the phrases rather than the words in a sentence. In this way, we can impose some constraints on the code-switch points using phrase based alignment. 
Phrase Based Alignment
The phrase based alignment reported in this paper is different in concept to the one in machine translation, whereby the later is optimized for the translation probability of source to target sentences. In this work, we are concerned with grouping words which are more likely to be together in our vernacular. At the same time, in the phrase extraction phase, we want to extract verbal phrases which do not violate the alignment. In the example in Fig. 1 , "human imagination" can be regarded as a possible phrase whereas "library of human" should not be a phrase since the alignment is violated in the Chinese matrix language. Thus, we should only explore around the alignment points for the possible phrases. The phrase alignment and phrase extraction can be achieved using a statistical machine translation system, such as Moses [22] . The resultant phrase table also contains phrase entries that are long and infrequent, which should not be considered as verbal phrases. It is observed that the length of embedded language is usually short, therefore grouping of "library of human imagination" altogether should be discouraged. Also, we find that a simple frequency threshold cannot capture most of the verbal phrases based on our human evaluation, whereby a low frequency threshold tend to include longer phrases which contain valid code-switch points, thus should be broken into smaller phrases, and a high threshold will exclude certain rare valid verbal phrases. A good balance is to use f r together with low absolute frequency threshold to filter out extreme cases. fr of the phrase w is defined as,
where P is the set of phrases that contain w at the beginning. Therefore, phrase length l and relative frequency fr are used as criteria to extract the verbal phrases from the phrase table.
The extracted verbal phrases combined with word alignment are used to generate synthetic code-switch data.
Sampling Based on Code-switch Probability
Using the phrase based alignment in the previous section, we could exhaustively generate all the possible combination of synthetic code-switch text, in which case the final generated corpus will be large and the original unigram distribution will be skewed. Certain word will have its original distribution multiplied more than the rest due to an exponential increase of codeswitch combinations with increasing sentence length and alignment points. Skewing of unigram distribution introduce bias in the data and ultimately will affect the language model that is trained on the skewed data.
Thus, we use a sampling approach whereby each aligned word or phrase pair is assigned with a code-switch probability p cs, and the synthetic sentences are generated on-the-fly during the language model training process. In each iteration of training, sentences are generated following the syntactic structure of the Chinese text and code-switch English words or phrases according to p cs and vice versa. Given that there are enough iterations, the model is able to observe all code-switch combinations including the original monolingual sentences. Furthermore, unigram count of words or phrases will increase proportionally to the number of iterations.
Adaptation
As [23] points out, any language model is very brittle to out of domain evaluation. Not only are we not able to obtain large real code-switch data, but we also cannot obtain large parallel data in the target domain. Therefore we implement an adaptation phase to alleviate the effect of domain mismatch of the pre-trained model to test data, and present the model with indomain monolingual data in the last training step. In this way, the improvement in perplexity after it is fine-tuned on codeswitch data will be largely due to observing real code-switch data and not due to observing in-domain data. The data preparation will be described in the next section. The training strategy is to pre-train the model on the synthetic mixed domain data, and adapt it to the target domain in the final adaptation phase.
3. Experiments 3.1. Corpus SEAME (South East Asia Mandarin-English) corpus is a well-documented database for spontaneous conversational speech [24] , recorded under the setting of casual conversation and interview. SEAME corpus comes with text transcription. For parallel corpora, we use OpenSubtitle [25] and TedTalk [26] because they are from spontaneous speech generally, well reported with quality sentence alignment and most importantly available in abundance. We use GIZA++ for the alignment [27] .
The SEAME corpus is broken down into collections of monolingual and code-switch sentences, and code-switch sentences are further divided into Train, Dev, Test of approximately equal proportions, as shown in Table 1 . The monolingual sentences of SEAME are used for the adaptation phase described in Section 2.3. In the pre-processing step, hesitation, paralinguistic markers and punctuations are removed and the Chinese text is segmented using the Standford Chinese segmenter [28] . The parallel corpora are referred to as Parallel in Table 1 and they are used to generate synthetic code-switch corpus, referred to as Synthetic, using the method described in Section 2. SEAME Train, subsequently referred to as Train, is the only source of real code-switch data and it is used to fine-tune the pre-trained model. The composition of the database is summarized below.
Vocabulary coverage is the percentage of entire SEAME corpus' vocabulary found in the parallel corpora, it is 100% for Chinese and 92% for English. The Switch Point Fraction (SPF) is the ratio of code-switch points to the number of word boundaries within a sentence. The average SPFs are reported for different SEAME subsets. A standard vocabulary of 69K, including the vocabulary from the parallel corpora and Train, is used in all subsequent language models presented in Section 3 and 4. 
Model
A standard LSTM-based language model [29, 30] is used for all experiments, because the main goal of this paper is to tackle data scarcity and we believe that further improvement in model architecture will also improve on top of this method. The language model is of 2 LSTM layers with 300 hidden unit and a drop-out rate of 0.3 in-between layers [31] . The word w t is the input to the LSTM model.
pi = e
The output yt+1 of LSTM model is normalized by softmax over the total vocabulary V , to obtain the predicted word's distribution pi. Finally the loss function is cross-entropy and Yi is the one-hot label for the correct prediction.
Results
All the perplexities are reported on Test set without exception.
In the following experiments, we categorically compute two sets of perplexities for each test scenario, one for model pretrained with synthetic code-switch data and another case for the model trained from scratch with Train. One thing to note is that the pre-trained model is already adapted with SEAME monolingual data to close the domain gap as outlined in the adaptation phase in Section 2.3. The baseline model is the one trained from scratch with SEAME Monolingual data first and then Train to ensure the only difference between the models is synthetic data pre-training. The perplexity reduction of the model PreCS2, which is pre-trained on the Synthetic code-switch corpus and fine-tuned on Train, over the Baseline model in Table 2 is 21%. This significant improvement in perplexity is a positive indication of the effectiveness of the proposed synthetic code-switch pretraining framework. Additionally, we tested a model pre-trained with the original parallel corpora, NoCS, adapted with SEAME Monolingual and then fine-tuned with Train, which only differs from the proposed fine-tuned model by the data augmentation process. Its perplexity is 223, that is a bit worse than the baseline. This shows that data augmentation is necessary and without it, the mixed-domain data will hurt the target domain model. Furthermore, the pre-trained model without fine-tuning, i.e. PreCS1, can still give a perplexity of 359, indicating it to be a good prior.
The pre-trained model also offers the advantage of faster convergence. Under the same learning rate condition, a model trained from scratch will require more than 20 epochs to converge while fine-tuning the pre-trained model will require no more than 7 epochs.
Effect on the Code-switching Word Sequence
To show analytically that the improvements come from codeswitch segments rather than from the monolingual segments of the sentences, we tabulate the average perplexity of the words immediately after switch points, since such words are affected most by data scarcity due to code-switch and we want to improve their prediction. At the same time, we do not want the monolingual segment to suffer from pre-training with synthetic code-switch data, so we also show the perplexity of words after non-switch points. The results in Table 3 affirm our claim. The synthetic data pre-training also improves the monolingual segments, it is not surprising since the monolingual segments exist in a code-switch context. The LSTM model will predict the non-switching word based on the past context which may contain code-switch words, thus better modeling of the code-switch segments will also improve the monolingual segments.
Effect of Fine-tuning Data Ratio
We fine-tune the model with different proportions of Train, shown in Table 4 . This simulates the practical situation in which we could obtain a limited amount of in-domain data for training and much larger parallel data for pre-training. We observe that when training with 40% of the original SEAME Train we can already achieve comparable perplexity with a model trained from scratch on the full Train set. And as we include more Train data, we are able to reduce the perplexity to 173 which is a 21% improvement over the case in Baseline in Table 2 . This result supports our claim that generated synthetic data contribute significantly to code-switch language modeling. Also, synthetic data is generated using a small parallel set, and results are expected to improve with an increasing amount of synthetic data. Table 5 explains our choice of p cs = 0.7. Without the adaptation phase, SP F = 0.30 gives the best perplexity because it is still close to the Test domain SPF of 0.23 as reported in Table 1 . With the adaptation phase, contrary to our expectation that the synthetic data with the closest SPF to Test domain will perform better, higher SPF which represents over codeswitched corpus gives the best perplexity of 359. This could have helped the model to learn more possible code-switch combinations than training on data with lower SPF and the adaptation phase, which consists of in domain monolingual data, will fine tune the model. 
Effect of Different Switch Probability

Effect of Phrase Based Alignment
Lastly, we present the phrase based alignment using verbal phrases extracted from the phrase table based on phrase length and relative frequency. While the effect of phrase length is empirically shown in Table 6 , the frequency threshold is selected based on a subjective evaluation of a sample of extracted phrases. We align the parallel corpora based on the extracted phrase and generate the synthetic corpus. p cs = 0.7 is used since it gives the best perplexity as reported in Table 5 . The best phrase length according to the experiment is 2 and 3 as they both give the same perplexity. Phrase based alignment is consistently better than word based approach due to the effect of switching verbal phrases as discussed in Section 2. Furthermore, we note that longer phrases give lower SPF, which effectively prohibit certain plausible code-switch combinations. However, the negative effect of longer phrases is not revealed in the test result, possibly due to the limited test domain. Overall, we achieve a perplexity of 173 using the proposed method which is 21% improvement over model trained from scratch using only Train. 
Benchmark against the State-of-the-Art
To put our result into context, we compare the state-of-the-art language models on SEAME dataset. SEAME dataset has two releases: 1) SEAME Phase I [32] , and 2) SEAME Phase II [24] . We note that SEAME Phase I approximates to 60% of SEAME Phase II in terms of total tokens as reported in Table 7 . We compare our proposed model, denoted as Synthetic CS, with the state-of-the-art language models in Table 8 . The Synthetic CS is pre-trained with Synthetic corpus without the adaptation phase, since the monolingual adaptation data is from SEAME. The pretrained model is then fine-tuned on Phase II Train set and tested on Phase II Eval set. To be consistent with the state-of-the-art language models, we re-train the model using the same 25K vocabulary for training and testing. We choose phrase length as 2 based on the results of Table 6 . The perplexity of our model is 142.53 which outperforms RNNLM [8] , FL+OF [8] , LSTM [9] and FLM [4] . We note that our model achieves competitive performance against Multi-task [9] using standard LSTM network. Comparing with LSTM [9] , we observe a 6.9% perplexity re- We also conduct ASR experiment on the SEAME database with 101.1hrs of training and 11.5hrs of evaluation. The ASR system is set up according to [33] , whereby the acoustic model is based on time-delay neural network and the language model is trigram. The best WER for the system is 25.25%. To show that the reduction in perplexity also translates to reduction in WER, we perform lattice rescoring using the Synthetic CS model. Our pre-trained language model, without the adaptation phase, is fine-tuned on the Train transcription used in the ASR. The WER dropped from 25.25% to 23.80%, an absolute improvement of 1.45%. To take away the improvement due to RNN language model, we also perform lattice rescoring using a RNN language model without pre-training. Its best WER is 24.11% which is higher than the WER using Synthetic CS model and this shows that the proposed method has practical benefit to the downstream tasks such as ASR.
Conclusion
The results support the proposed computation method to generate synthetic code-switch data using the Matrix Language Frame theory. We show that using the synthetic data as a supplement to real code-switch data reduces perplexity by 21% over model trained without synthetic data. To achieve this result we experiment with different phrase length and code-switch probability. The result is comparable to the state of the art models using standard LSTM layer. The Synthetic CS model improves 1.45% in WER when used for lattice rescoring.
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