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1. Introduction 
LetX,,X,,... , be independent identically distributed random variables on the line 
with distribution function F. Throughout this paper we assume that F has a density 
functionf= F’. Following Eberl and Hafner (1971) we define the empirical distribu- 
tion function 
of the random distances {(X, -X,/,1 s i < j s n}, where I(A) is the indicator of the 
set A. Silverman (1976, 1978) calls {IX, -X,1, 1 c i < j < n} an exchangeably dissoci- 
ated family and he proves the asymptotic normality of n”2(S,,(t) -ES,(t)), f > 0 
(cf. also Silverman, 1983). For each t > 0, S,(t) is a U-statistic, so the general theory 
of U-statistics can be used when we investigate the asymptotic behaviour of S,,(t). 
For a review on U-statistics we refer to Serfling (1980). 
Ripley (1977) also suggests that the number of ‘close pairs’ in X, , . . . , X,, is useful 
when we wish to test whether our sample is randomly distributed against some 
clustering or repulsion alternatives. The number of close pairs is S,,( t( n)), where 
t(n) is small relatively to n. Eberl and Hafner (1971) (cf. also Silverman and Brown, 
1978; and Brown and Silverman, 1979) prove that for each A > 0, S,,(h/n’) goes in 
distribution to a Poisson random variable as n + a. Weber (1980, 1983) (cf. Kester, 
1975) shows that (S,,(c(n))-ES,,(c(n)))/(Var S,,(c(n)))“’ goes in distribution to a 
standard normal random variable as n -+ 00, if c(n) + 0 and n’c( n) + CO. 
In this paper we prove that 
Z(r) = S,(tc(n)) - J%(tc(n)) 
0304.4149/91/$03.50 @ 1991-Elsevier Science Publishers B.V. (North-Holland) 
66 L. Horvcith / Short distances 
can be approximated with a Gaussian process. This weak convergence result enables 
us to get limit theorems for functionals of 2,. For example, we get analogues of 
the classical Kolmogorov-Smirnov test. We obtain the limit distribution of 
where we use the empirical distribution function based on c(n)-close pairs. 
Theorem 1. We assume that L f ‘, f’ exist, are bounded, 
a’=16 du -( j-_,)-2b) du ‘} >O> (1.1) 
I 
s 
(F(u)(l-F(~)))*‘~du<q (1.2) 
-Cr 
and 
c(n)+0 (n+c0). 
(i) Ifnc(n)+co, then 
(1.3) 
n l/2 
-z,(t)- tc7v, 
c(n) 
where 77 is a standard normal random variable. 
(ii) Zf nc( n) + A > 0, then 
n l/2 
-z,(t)= tq+A-‘%W(t), 
c(n) 
where 
j 
CC 
02=4 _J2(u) du, 
{ W(t), 0 s t s 1) is a standard Wienerprocess, 
and { W(t), 0 G t G l} and 77 are independent. 
(iii) Ifnc(n)-+O and n*c(n)+co, then 
where { W(t), 0 s t s 1) is a standard Wiener, process. 
(1.4) 
(1.5) 
(1.6) 
q is a standard normal random variable, 
(1.7) 
Remark 1. We note that Theorem l(ii) and (iii) remain true, if v=O. In this case 
the limit in (1.5) is A-“’ eW( t) and there is no change in (1.7) (cf. Remark 2). 
If cr2 = 0, then f’(x) = cf(x) almost everywhere with respect to the Lebesgue 
measure with some constant c > 0. This means that X,, X2,. . . , are uniformly 
distributed on a set. Next we consider when X, , X2, . . . are uniformly distributed 
on [a, b]. 
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Theorem 2. We assume that f is the uniform density on [a, b] and (1.3) holds. 
6) Zfn "2c(n)+~, then 
67 
l/2 
I 
t 
c3Y’(n) Zn(t)‘/[“.ll, 81/2(b _ a)3/2 W(u) du, 
0 
where { W(t), 0 s t G 1) is a standard Wiener process. 
(ii) Zfn “2c( n) + A > 0, then 
, 
n I/2 z,(t) a[o,‘1, 81/2(&@/2 
c”‘(n) I 
W,(u) du+C’4(b-a) W2(t), 
0 
where {W,(t), OS t s 1) and { Wz(t), 0~ t I 1) are independent standard Wiener 
processes. 
(iii) Zfn”‘c(n)-0 and n’c(n) + 00, then 
zn(t) Mel, 
c”‘(n) 
4(b -a) W(t), 
where { W(t), 0 I t s l} is a standard Wiener process. 
The proofs of Theorems 1 and 2 are based on the usual representation of 
U-statistics. We show that for each x > 0, S,,(x) - ES,(x) can be written as a sum 
of a sum of independent random variables and a degenerate U-statistic. The sum 
of independent random variables can be written as an integral with respect to the 
empirical process based on X,, X2,. . . , X,,, while the degenerate U-statistics will 
be a double integral with respect to the empirical process. The proof of the weak 
convergence of the stochastic double integral (Lemma 5) may be interesting on its 
own. 
2. Proofs 
It is easy to see that 
e(x) = ES,(x) = 
i 
co (F(u+x)-F(u-x))f(u)du 
--u 
and 
I 
00 
e(x) =2x J’(U) du +0(x’) (x + 0). 
Similarly we have 
I 
CD 
Var Z{ JX, - X21 s x} = 2x J’(u) du+O(x2) (x+0), 
and 
Cov(Z{lX, -x21 s x}, Z{jX1 -x,1 s x}) = 4x2a2+O(x3) (x + a). 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
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Using the projection of U-statistics we can write S, as a sum of independent random 
variables and a degenerate U-statistic. Let 
G,(u)=EZ{(X,-ul<x}=F(u+x)-F(u-x) (2.5) 
denote the projection function. It is very easy to check that 
EGx(X,) = e(x) (2.6) 
and 
VarG,(X,)=Cov(Z{lX,-X,(~x},Z{IX,-X,Isx}). 
Introducing the empirical distribution function 
F,(u)=l#{l~i~n:X,~u}, 
n 
(2.7) 
based on {Xi, 1 s is n}, one can write 
Let 
denote the empirical process. Thus we get from (2.8) that 
S n (x)-ES (x)=R(‘)(x)+RC2)(x) ” ” n 
+ -&(R’:‘(x)+R”‘(x))+S, 
(2.8) 
(2.9) 
(2.10) 
where 
R’,‘yx) 2 
m m 
I I n PO0 + Z{lu-+x}dcx~(u)du,(t’)-;, 
R!?(X) =-$ Z{lu-vl~x}dF(u)da,(u). 
Using (2.2) we get 
SUP le(tc(n))l(n-l)l=O(c(n)/n). 
O%,%, 
Now we consider R’,2’. 
(2.11) 
Lemma 1. We assume that f, f ', f'I exist, are bounded, and (1.2), (1.3) hold. Then, 
as n + 00, we have 
n’/2 
- R’,2’( tc( n)) m atq, 
c(n) 
(2.12) 
where q is a standard normal random variable. 
L. Horvdth / Short distances 69 
Proof. First we observe that by (2.5), we have 
RF’(X) =-+ 
J 
cc 
G,(u) da,(u) 
--a 
2 m 
=-n1/2 J c~,(u)(f(~+x)--f(u-xX)) du. --oc (2.13) 
A two-term Taylor expansion gives 
IJ 
cc 
(Y,(u)(~(u+x)--f(u-x))du-2x 
-CC J 
c-2 
an(u).!“‘(u) du 
-0z 
J 
cc s c,x2 loci h&4/ du. (2.14) 
Observing that 
E J-1 la,(u)l du c J- (F(u)(l - F(u))“‘du, 
-m 
(1.2) and (2.14) imply cc 
sup R:‘(X) --$ x J _f(u) da,(u) =O,(~~(n)n-“~). OS;xGc(n) 
Now we apply the central limit theorem and get 
(2.15) 
I‘ __.f(~)d~~,,(u)=&,i, (2.16) 
when 77 is a standard normal random variable. Now the lemma follows from (2.15) 
and (2.16). 0 
Remark 2. If u = 0 in Lemma 1, then we get 
sup IJ?‘,“(x,j =Op(n~“2c(n)). 
O=Sx5c(n) 
Next we consider R, . (‘) Let 5 = t(n) be a Poisson random variable with Et(n) = n. 
We assume that t(n) and {Xi, i> 1) are independent. Introducing 
I 
n 
C z{xi~x~~ if OS.$<n, 
i=c+, 
Q(x) = 0, if 5 = n, 
I 5 - 1 Z{X,Cx}, if n<[<00, i=n+* 
we can write 
(2.17) 
” f 
1 Z{XicX}= C z{Xj~x}+Dn(x). 
i=l i=L 
(2.18) 
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It is easy to see that 
rz’R;‘(x) = Z{(u-v(~x}dN,(u)dN,(v)-5 
Z{(u - v(s x} dN,,(u) dD,(v) 
= Rj;7’(x)+tR(,4’(x)+ R:‘(x), 
where 
N,(U)= i Z{XisU}-nF(U). 
i=, 
We show that the limit of R’,” is determined by R’,3’. 
(2.19) 
(2.20) 
Lemma 2. We assume that f, f’ exist, are bounded and (1.3) holds. Then as n -+ 00 
we have 
sup [R’,“(x)1 =O,(nc(n)). 
O=xSc(n) 
Proof. First we observe that 
I 
2 c ZIJX,-Xjl~X}, if OSt<?I, 
c+lSi<jGn 
1 R;“(x)\ = 0, if 5 = n, 
2 c Z{(X{-Xj(GX}, if n<5<CO, 
n+lSi<,sc 
and therefore 
sup (R’,5’(~)( = (R’,,s’(c(n))l. 
OSXSC(“) 
(2.21) 
(2.22) 
Using the independence of 5 and {Xi, i 2 1) and (2.22) we obtain that 
E(R’,S’(c(n))(=O(nc(n)). 
Now the lemma follows from (2.22) and (2.23) 0. 
(2.23) 
Lemma 3. We assume that J f’ exist, are bounded and (1.3) holds. 
(i) Zf lim,,, n3” c(n)<co, then, as n+a, we have 
sup 1 R:‘(x)] = O,( n3’4c”2( n)). 
O=*=c(n) 
(ii) [f lim,,, n3’2 c(n)=oo then as n+a, we have 
sup (R’,~‘(x)( =O,(nc”‘(n)). 
OSXSC(?l) 
(2.24) 
(2.25) 
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Proof. By definition, 
if .$ = n, 
I -; $ Z{lX;-x,lsxx>+n f Gx(Xj)v if n<,$<CO. i=l j=n+l j=n+l 
We consider the case when 0 c 5 < n. Similar arguments can be used when n < [ < ~0. 
Let 1, stand for Z{Os .$< n}. Using (2.6) and (2.2) we get 
By (2.5) G, is monotone in x and therefore (2.26) implies 
Let 
(2.26) 
(2.27) 
R’,b’= i 5 (Z{lX,-X,lcx}-Gx(Xj)) 
i=l j=<+1 
where 
= i i A,(x)+(n-O i (G&K-4x)), (2.28) 
i=l ~=ctl i=l 
A,(x)=Z{lX,-X,~~x}-e(x)-(G,(X,)-e(x))-(G,(X,)-e(x)). 
(2.29) 
By Lemma 1 and by the independence of 5 and {X,, is l} we have that 
sup ) lf (C(Xi) - e(x)) ( = QAn”‘c(n)L 
O=sxsc(n) r=, 
and therefore 
sup 
OGxsc(n) 
) (n - 5) f, (GA-X) - e(x))1 = Wnc(n)). 
Let k be an integer satisfying 0 < k < n. It is easy to check that 
E i: i A,(x)=0 
i=, ;=tc+* 
and 
(2.30) 
(2.31) 
(2.32) 
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By (2.3), (2.4), (2.7) and (2.32) and we have that 
Var $ i A,(x) s Czk(n -k)c(n) 
i=l j=k+l > 
with a constant C2. Hence 
> 
s C,n”‘c(n). (2.33) 
We get from (2.1) that 
b(x)-e(y)l~Ch-~1, (2.34) 
where C, is a constant. Let t, = i/N, 0 s s N. Now we get immediately that i 
(2.35) 
Let 6>0. We can choose a constant C5 such that 
P{ln-[l/n”‘> CT,}<& 
Using (2.33) we obtain that 
(2.36) 
P (2.37) 
Now we show that 
(2.38) 
depending on the limit of n”‘c( n). If lim,,, n3”c( n) = CO, then we choose y = N = 
(s/C~)M~‘/~~‘/~ (n) and (2.35), (2.37) imply (2.38). If lim,,, n3’2c(n) <a, then 
wepick N=land y=(C,/6) “2n3’4c”2( n) in (2.37). Now (2.38) follows again from 
(2.36) and (2.37). 
Now we consider the case of n < 5 < 00, Let J,, = Z{ n < .$ < co}, and define 
d’,b’= &+ ; (I{[Xi-X,\cx}-G,(X,)) 
i=l j=n+l 
=; i A,(x)+([-n) ; (G,(X,)-e(x)). 
!=L j-n+1 i=, 
Similarly to (2.26) and (2.30) we have 
E (n -5)Jn i=i+, Gc,n,(Xi) 
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and 
sup 
O~x~-c(n) 
) (n - 5) ,i, (G(K) - e(x)) ( = Wnc(n)). 
Following the arguments in (2.31)-(2.38) we can establish that 
depending on the limit of n”‘c( n), which also concludes the proof of the lemma. 0 
Integration by parts gives that 
R?‘(X) = 2 J cr (N,,(u-)-N,((u-x)-))dN,(u). -rn 
Let {k(x), x 2 0} denote a Poisson process with parameter 1. Also, we define N(x) 
by N(x) = A(x) -xx. It is well-known (cf. Gaenssler, 1983) that for each n 3 1, 
{N,(x), -oo<x<oo} 2 {N(nF(x)), -c0<x<co}. 
This means, that instead of RF’ we can consider 
(2.39) 
J 
cc 
R!,“(X) = 2 (N(nF(u)-)-N(nF(u-x)-)) dN(nF(u)). (2.40) 
PCX 
We show that R’,7’( tc( n))/( nc”‘( n)) converges weakly to a Brownian motion. Weak 
convergence of stochastic integrals has an enormous literature. However, it is usually 
assumed that the integrand and the integrator converge weakly in g[O, 00) (cf. 
Theorem 2.2 in Kurtz and Protter, 1991). In our case, n-“‘N(nF(u)) converges 
weakly, but for any u, {( N( nF( u)) - N( nF( u + tc( a))))/( nc( n))“‘, 0 G f G 1) fails 
to have a weak limit in g[O, 11. Hence we cannot use the general theory. We show 
directly that R’,8’( t) = R’,7’( tc( n))/( nc”‘( n)) is tight and the finite dimensional 
distributions of R’,8’ converge to that of a Wiener process. 
The process N(U) has independent increments, and for each x > 0 we define 
N,(U) = N( u +x) - N(x), u 2 0. Following Gihman and Skorohod (1972, p. 11) we 
define the u-algebra g,, 
process { iV,( u), u 2 O}. 
Lemma 4. We assume 
a positive integer, 
l-h 
as the collection of all events which do not depend on the 
that U(x) is Sy-measurable for each XE [a, b]. IJ for k 
j, EIU(x)12” dx<oo, (2.41) 
then we have 
2k 
E u(x) dN(x) ~(k(2k-l))~(b-a)~~’ 
I 
h El U(x)lZk dx. (2.42) 
a 
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Proof. Card (1988, Theorem 2.11) proves this result when the integrator is a 
Brownian motion. This proof uses Ito’s formula and the independent increments 
of the integrator. Hence his proof can be repeated in our case when we integrate 
with respect to a Poisson process. 0 
Now we show the joint weak convergence of R’,3’ and R’,2’. 
Lemma 5. We assume that A f ‘, f” exist, are bounded and (1.2), (1.3) hold. Then, us 
n + 00, we have 
n l/2 1 
~ R:‘(tc(n)),--- 
9clo,ll~lo,ll, 
c(n) nc”‘( n) 
R’,3’(sc( n)) ’ {WY eW(s)), 
where { W(s), 0 s s G 1) is a standard Wiener process, r] is a standard normal random 
variable and { W(s), 0~ s s l} and 77 are independent. 
Proof. By (2.15) it is enough to show that 
cc 
J(u) k(u), ~ RL3’(sc(n)) 
nc”*(n) 
?F([o,llx[o,ll, 
f {m, ew(s)). 
(2.43) 
Let a = E’(X,). It is easy to see that 
CC 
m _Wf( u) da,(u) = n-l’* 
I 
(f(u) -a) dN,(u) 
-a^ 
+n P”2i=i+, (.f(X)ka). 
Observing 
E C (f(X)-a)=0 
,=<+I 
and 
Var (/(xi)Pu)) =O(n"2) 
we have immediately 
II 
a3 
_mf(~) da,(u)--n-“* j.-l(f(u)-a)div.(u)l =+(I). 
By (2.39), (2.44) and (2.46) we prove (2.43) if we can show that 
(2.44) 
(2.45) 
(2.46) 
(2.47) 
where 
~(9) = 4n-‘/2 
n J (f(u) -a) dN(nF(u)) 
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and 
R’*‘(t) = R”‘(tc(n))/(n~“~(n)). n n 
It is trivial that Ry’ is tight. Now we show that RIP’ is tight too. Let 0 S t, G f s t2 C 1. 
Using the Cauchy-Schwarz inequality we obtain that 
E(R',s'( t) - Ry’( t,))‘(R:‘( r2) - R’,“( t))2 
s (E(R’,8’(t) - R’,“‘(t,))“E(R’,“‘(t*) - R!f’(t))“)“‘. 
Now we apply Lemma 4 and we get 
- N(nF(u -r,c(n))-)) dN(nF(u)))l 
I 
n 
S c,nPc-‘(n)n E(N(nF(Q(xln)- Mn))) 
0 
- N(nF(Q(xln) - t,c(n))))” dx 
I 
n 
= C,c-‘(n)n-’ E(N(nc(n)(t-t,)))4dx 
0 
s C,(f - cl)*, 
where Q is the inverse of F. Similar argument shows 
E(R’x’(t )-R’x’(t))4 n 2 n =s C,(t2-f)2. 
We get from (2.48)-(2.49) that 
E(R’,X’( t) - R’,8’( t,))‘( R’,8’( t2) - R:‘( t))‘s C,( t2 - t,)2, 
(2.48) 
(2.49) 
and therefore by Theorem 15.6 of Billingsley (1968) Rf” is tight. (One can also use 
Theorem 12.3 of Billingsley (1968) to prove the tightness of R8, .) 
Next we show the convergence of the finite dimensional distributions. First we 
note that for all OGXG n and 0~ ts 1, 
In(F(Q(xln))- F(Q(xln)-- fc(n))) -f(QWn))Mn)l 
C C,nc’( n) S nc( n), (2.50) 
if n 2 no, where no is a constant. Let A, A,, . . . , hk be real numbers and 05 t, < 
t,<. . .<f,~l. We note that 
R(y) = 4nP’/2 
n n (f(Q(uln))--a) dN(u). 
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Let N = [l/c(n)], where [y] is the integer part of y. We define 
2 
L(x)= ; A.----- 
j=l 
I ncI/2(n) (N(x-)-N(nF(Q(xln)-tjc(n))-)), 
Cf(O(uln)) - a) dN(u)+ 
if lci<N and 
n (f(Q(uln))-a) dN(u)+ J L(u) dN(u). Nnc(n) 
Then we have 
AR:‘+ ; A,RIP’(t,) = “c” vi. (2.51) 
j=1 i=l 
An elementary calculation shows that 
4 
EL2(x) = - 
1 
; Cf(O(xln))r,nc(n)+2 c 
n’C(n) j-1 
AiAjf(Q(xln))tinC(n) 
ISi<jGk I 
c(n) 
t-0 q- ( ) (n + co), 
uniformly in x. Let K = [ N”] with some 0 < v < 1, and define 
,(K +3)-3 
Y,’ c vl, lsi<M, 
j=(i-lJ(K+X)+l 
and 
i(K+3) 
zi= 1 Vj, l<isM 9 
,j=i(K+3)F2 
where M = [N/( K + 3)]. We show that 
Ntl 
Y Iv+-, = c vj = O,(l). 
i=M(K+3)+1 
It is easy to check that 
EYM+l = 0 
and by (2.52), 
16h2 * 
Var YM+, =- J (f(Q(uln)) - a)’ du n M(K+3)nc(n) 
J 
n 
+ EL2( u) du = O(l), 
M(K+3)nc(n) 
which implies (2.52). 
(2.52) 
(2.53) 
(2.54) 
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The independence of the increments of IV and (2.50) imply that 2,) Z,, . . . , 2, 
are independent random variables. Similarly, Y, , YZ, . . . , YM are also independent 
random variables. We have that 
E ; &=O 
i=* 
and (2.52) implies that 
Var F 2, =0(l) (n+a). 
( > 1-I 
Using again (2.52) we obtain that 
AR:‘+ i A,R’,p’(t,) 
i=l > 
16h2 * 
= lim - 1 J (f(Q(u/n))-a)*du+ n+oo n 0 J ’ EL*(u)du 0 
=A2d+e2 i h,2t,+2e2 C Aihjti 
j=l Izsi<j=Sk 
=E Auq+ ; eh,w(t,) 2. 
j=l > 
We get from (2.51), (2.54)-(2.56) that 
(2.55) 
(2.56) 
(2.57) 
Lemma 4 implies that 
lim F EY:=O, 
n-cc i=l 
and, therefore, by the Lyapunov central limit theorem C,“1, Yi converges in distribu- 
tion to a normal random variable with zero expected value and variance given by 
(2.57). Thus we obtain from (2.51), (2.53), (2.55) that 
AR’,Y)+ i ~~R(nS’(t,)z Aar]+ i eAjW(t,), 
j=l j=1 
which implies the convergence of the finite dimensional distributions of 
{( R’,9’, R?‘(t)), 0 c t G 1) to that of {(an, 0 W(t)), 0 s t < 1). This also completes the 
proof of the lemma. 0 
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Now we have the 
Proof of Theorem 1. 
necessary tools to prove Theorem 1. 
According to (2.10), (2.11) and Lemmas 1-3, Lemma 5 we have 
sup .&(t)- 
OG,=G, I ( 
R’,z’(rc(n))+~~~)(~c(n)) )I =op(~). 
Now the theorem follows immediately from Lemma 5. 0 
The proof of Theorem 2 requires an additional lemma. Without loss of generality 
we can assume that X, , X2, . . . are uniformly distributed on [0, 11. 
Lemma 6. We assume thatf is the uniform density function on [0, I]. If (1.3) holds 
and nc( n) -+ 00, then as n + CCJ we have 
1 n 
l/2 1 
~ Rj12)( tc( ?I)), ~ 
c3’2( n ) 
nc,,2(n) &%c(4) 
1 
1 J 
f 
~~[0,l1~[0,11) , I/2 
8 W,(u) du, ew,(s) 
0 I 
, 
where {W,(t), 0 s t G l} and { W,(t), 0 4 t s 1) are independent standard Wiener 
processes. 
Proof. By (2.13) we have, for 0~ x St, 
R~‘(x) = -5 
(I 
x 
a,(u) du - 
0 J 
1 
a,(u)du . 
I--x I 
(2.58) 
Using (2.18), we write 
Now we observe that 
J 
x 
D,(u) du. (2.59) 
0 
I J 
c(n) 
Gn -l/2 i (Z{X,<u}-u)du +n ml/21n - 51 
i-f+1 0 
J ‘(“I u du. 
0 
By Markov’s inequality 
=P D,(u) du> C,on”2c2(n) 
G P 
1 
c(n) C 1(X,=5 c(n)>> C,on”2c2(n) 
c<ic-n I 
n<iSc 
s 
c 
IO 
n’;2c(n) Eln - 5144 + 
10 
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which implies 
(2.60) 
Similar arguments give 
II 
1 1 
sup a,(u) du - n-“’ N,(u) du =Op(c’(n)). (2.61) 
“G-rGc(n) L-x I-x 
Applying (2.39) we get that 
iJ 
x 1 
N(nu)du,Osxsc(n) N(nu) du, 0~~s c(n) (2.62) 
0 1-x 
and (5: N( nu) du, 0 d c(n)} and {j:_, N(nu) du, 0 < x s c(n)} are independent. The 
Komkk-Major and Tusnady approximation (cf. Theorem 2.6.2 in C&g6 and 
R&&z, 1981) implies that we can define a standard Wiener process { W(x), x zO> 
such that 
IN(x)- W(x)(=O(logx) a.s. (x+cc). (2.63) 
We get from (2.63) that 
sup 
II 
x (N(u)- W(u)) du =O(nc(n) log(nc(n))) a.s., 
O=rGnc(n) 0 
which implies 
1 k-(n) I n “2c3’2( n) J N(m) du = o J W(u) du. 0 (2.64) 
It follows from (2X)-(2.62), (2.64) and the independence of I,” N(nuj du and 
I:_, N(nu) du that 
n I/2 f ~ Rj;‘(lc(n)) 
f?( n j 
9[o,‘1, 810 J W(t) dt. 0 
Lemma 5 implies 
~ zp(rc(n)) m tlW(t), &(* j 
and therefore it is enough to show that 
(2.65) 
(2.66) 
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are asymptotically independent. Following the proofs of Lemmas 5 and 6, we must 
establish that 
@‘O)(t) = l 
n1/2c3/2(n) 
and R:‘(t) are asymptotically independent. Using (2.51)-(2.57) we get that 
{R’,8’( ti), 1 s i G k} and {R’,“‘(s,), 1 s j G m} are asymptotically independent, and 
therefore the processes must also have this property. 0 
Proof of Theorem 2. If lim,,, nc(n) < co, then Theorem 1 implies Theorem 2 (cf. 
Remarks 1 and 2). Hence we assume that lim,,, nc( n) = co. Using Lemmas 2.3 and 
6 we have 
R’,“(rc(n))+-$R~‘(tc(n)) (2.67) 
if nc( n) -+ co. Now the theorem follows from (2.67) and Lemma 6. q 
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