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Abstract 
Showing process-relevant information of assembly lines is an important task in production, e.g. for diagnostic purposes. Accessing the relevant 
manufacturing values during production requires extensive knowledge of the used machines and their control systems (e.g. PLC, CNC) and 
could cause a delay of the production process. Therefore, this paper presents an Augmented Reality (AR) based application for mobile devices 
realizing a user-friendly and problem-oriented visualization of relevant information directly on-site. The AR application uses a uniform 
graphical user interface. Due to this the user does not need to handle different human machine interfaces. 
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1. Introduction 
Augmented Reality (AR) applications are already used in
various areas in production engineering. Examples are 
assistance systems for assembly processes, assembly design 
and planning and the maintenance of machine tools [1], [2]. 
However, the usage of such mobile applications for 
monitoring in production processes was not in focus yet. 
The scenario in this article is based on an assembly line 
which consists of several process steps. Without a mobile 
application, the user has to query all required data, e.g. the 
current process values, directly from the machine tool control 
unit. Therefore, knowledge about the handling and structure 
of the special control unit is required. In addition the 
manufacturing plant could be managed by a central control 
computer to get the information from one device. There, the 
disadvantage is that the process data is not directly available 
at the machine tool for the user.  
For both scenarios, Augmented Reality can be a solution.
With the presented AR based monitoring application for 
mobile devices the user can get all process-relevant 
information directly on-site. Thus the interruption of the 
production process can be kept as short as possible. 
An important point is the development of a uniform and 
user-friendly graphical user interface for mobile devices (e.g. 
tablet PCs). This interface should show the current and 
important process values and also malfunctions so that the 
user can influence the process if necessary. The visualization 
is done with suitable graphical elements that are 
superimposed over the current camera video. The developed 
software solution is applied to a specific scenario of an 
assembly line. 
2. State of the Art 
In the last few years, several approaches were researched 
for using AR technology in production engineering. Assembly 
and maintenance scenarios are typical fields of application for 
it. AR approaches were introduced which support workers 
with dissolved virtual instructions for assembling or repairing 
a machine tool. Such systems show animations and graphical 
hints (e.g. virtual arrows). Users of the system can see where 
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a part has to be applied and which tools are needed. Another 
benefit is that all instructions are shown in the right order. 
Therefore, workers can also maintain machine tools which are 
unfamiliar. No time consuming teaching is necessary because 
the required knowledge is stored in databases. [1] 
For more difficult damages, predefined repairing 
instructions may not be sufficient due to the fact that the cause 
of the damage is not clear. In this case expert knowledge is 
necessary. A remote support system can solve this issue. [3] 
describes an application tool which addresses this field of 
research. The authors suggest an approach how a maintenance 
expert sitting in his office accomplishes technical support to a 
maintenance operator on-site. The expert has a graphical 
interface with several elements for creating AR based 
instructions (e.g. highlighting components or marking 
dangerous zones). 
In contrast to the maintenance scenario, [4] present an 
approach for assembling only with AR components instead of 
real objects. This “AR aided interactive manual assembly 
design” enables to simulate a whole assembly process without 
the need of auxiliary CAD information. 
AR assistance systems are another field of application for 
planning and extending assembly lines [5], [6], [7]. 
Beside the scenario, the technique behind is also worth 
investigating. Different AR frameworks were introduced to 
support the development of AR applications. Distributed 
Wearable Augmented Reality Framework (DWARF) (see [8])
is a very well-engineered and well-developed framework. It is 
built on a service oriented, distributed architecture and relies 
on the Common Object Request Broker Architecture
(CORBA) [9]. This leads to a high modularity of DWARF.
However, the initial training effort is very high. Performance 
may also be an issue for mobile devices with moderate 
hardware equipment.  
Another approach is Augmented Presentation and 
Interaction Language (APRIL), an authoring language to 
describe AR content [10]. The advantage of such a platform is 
also the disadvantage. The easy usable scripting language (in 
contrast to a programming language) is restricted to the 
possibilities of the authoring language. 
Summarizing, the presented approaches concentrate on 
assembly scenarios and assembly line planning. Monitoring 
process values with AR support was not in focus of work, yet. 
Available frameworks are not easy to use or limited in their 
possibilities. 
3. Augmented Reality Framework 
Programming AR applications presumes a deep knowledge 
of the technology behind. However, the scenario and the 
content are much more important for application developers 
than understanding the detailed concepts of AR programming.
A solution for this fact is the introduction of an AR
framework which defines clear interfaces and hides the 
complexity of AR technology (see Fig. 1). Therefore, the goal 
of such a framework is to simplify and to speed up the 
development of AR applications. 
With regard to the required components of an AR 
application, it was proven as an advantage to separate the AR 
framework into three areas: 
x picture taking 
x tracking 
x graphic  
An AR application needs a camera picture of the real world 
where virtual objects dissolve. This is the area of picture 
taking. After this, a tracking must be performed to recognize 
objects (e.g. markers) and to calculate the position and 
orientation of the virtual camera. Both parts are isolated from 
the user scenario and represent the basis of the AR 
framework. 
In contrast, the graphic part is dependent from the scenario 
to visualize the received data. It has to be in full charge of the 
application programmer. Therefore, the graphic has to be 
mounted from outside through an interface. The strict 
separation in the presented three areas leads to a high 
cohesion resulting in a high usability and maintainability of 
the software design. 
Based on this concept, an application was realized (called 
ARViewer) which implements the introduced interfaces. 
Picture taking and tracking takes place within ARViewer
itself, handled by manager classes. Therefore, the application 
is capable of showing pictures and tracking, without any 
scenario. 
Now, the application developer is in charge to provide the 
graphic which should be displayed on top of the camera 
picture. Therefore, a plugin concept was implemented for 
visualizing scenario dependent content. Plugins have to 
contain an AR container which provides the specific data 
management, the AR graphic and an optional 2D graphical 
user interface (GUI) for the ARViewer. To adapt the 
visualization with respect to the tracking information the 
recognized tracking IDs are transmitted to the graphic object. 
Fig. 1. Structure of the Augmented Reality Framework. 
Summarizing, the presented framework enables the 
development of AR applications with focus on the scenario 
data and their graphical representation. Camera management 
and tracking are part of the ARViewer and therefore, no 
further programming work in this fields is necessary for the 
application developer. 
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4. AR Monitoring for an Assembly Line 
4.1. Advantages of an AR Solution 
The entire process of an assembly line consists of several 
different steps. Many machine tools can be chained resulting 
in a complex system. From these machine tools it is possible 
to collect and evaluate a huge amount of process data (see
Fig. 2). The obtained data is the basis for the visualization of 
important process information and applications like 
monitoring as well as diagnosis and control purposes for 
machines or the whole assembly line. Especially for large 
systems (like an automotive factory) it is a great benefit (e.g. 
to locate problems) to obtain relevant process information 
locally in an easy manner. To achieve this as quickly as 
possible and directly on-site would be a big advantage to keep 
the interruption of the production process as short as possible. 
Therefore, the user can receive warnings and react quickly. 
Fig. 2. Assembly line process data.
To show process-relevant information to the user, process 
values (e.g. energy and power of a machine or duration of a 
process step) can be stored and analyzed. Thus the user does 
not need an extensive knowledge of the used machines and 
their control unit. Furthermore, the production process is not 
disturbed. The gathered data can be displayed in real time to 
the user or evaluated at a subsequent date. Therefore, the 
process data is stored in a database and can be retrieved by 
different front end applications, e.g. for desktop or mobile 
usage. 
4.2. AR Monitoring Concept  
The concept consists of four clearly separated parts. 
Starting point is the real process which produces process data 
associated with work pieces, machines or the whole assembly 
line. The process data can be used in different software 
applications and for different purposes for the user, e.g. a web 
application to summarize the data of an assembly line or an 
augmented reality application to show selected data in real 
time (see Fig. 3). 
Based on the real process it is necessary to provide data 
acquisition (part 2) and data transfer methods (part 3) to 
gather process information and to distribute them to the 
system. Some applications need the current data in real time 
and others also need the past values for analyzing and 
summarizing later. For this purpose, a database is used to 
store all the process data. 
Fig. 3. AR monitoring concept. 
Last part of the concept is the front end which is in charge 
of presenting the acquired data to the user. The actual form 
depends on the scenario. Possible front ends are web 
applications or stand-alone programs like the presented 
ARViewer. To identify the correct data by an AR application, 
the work piece or the machine must have a distinct feature. In 
the presented example, markers are used that can be tracked 
by the ARViewer. However, general information without a 
local reference can also be presented without the need of 
tracking. 
4.3. Process Data Acquisition 
The single process values of a process step, e.g. energy 
consumption or power, can be gathered and stored in a 
database. By saving an ID with each dataset, the process data 
can be referenced to a particular work piece. It is also possible 
to send the process data to the front-end application directly 
without saving it, if the data is not needed for further 
evaluations. 
The way of acquiring data from a specific system depends 
on the control vendor and the provided interfaces. One 
possible approach is to gather the necessary data from the 
programmable logic controller (PLC) of the control system.
A data management framework based on this was introduced 
in [11]. With this flexible system the data can be gathered 
from different sources and with different formats. By using 
this framework it is not necessary to create special software 
for each PLC, however a program change at the PLC is still 
necessary.  
The process data acquired from the PLC is stored in one 
consistent database. Therefore, an adaptive data model for 
semi-structured data is defined to save all necessary values 
efficiently and completely, also for the description of the 
specific acquisition task. This includes also a meta model to 
define the complex data structures based on the model of the 
plant. With this database the front end application can access 
a uniform data pool to get the relevant information. 
Another approach, especially for NC control units, is the 
direct readout of data, e.g. the position or speed of the moving 
axes, from the human machine interface (HMI). A software 
tool was developed, which allows the direct read-out from the 
machine control without making any changes of the control 
units’ configuration. In this approach the dynamic data 
exchange (DDE) service was used, running on the windows 
based HMI of the NC control unit. This approach is described 
in [12].
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4.4. Data Transfer Methods 
The gathered process data has to be transferred from the 
back end system of the assembly line to the front end 
application for the user. For different application and usages 
of the data various data transfer methods are proposed. 
One possibility to transfer the process data from the 
assembly line database to the ARViewer is a Message 
Oriented Middleware (MOM). In this scenario the message 
broker ActiveMQ [13] is used. With this server various 
applications can be registered and receive data. An application 
on the assembly line generates a message from the gathered 
process data and sends it to the ActiveMQ system. Afterwards 
the message will be distributed in the entire network. Now 
every connected application, e.g. the ARViewer, can receive 
the process data (see Fig. 4). [11] 
One process data message consists of a header and a body. 
The header contains general information about the process, 
e.g. the name and the ID of the process, the product ID and 
work piece holder ID. These values apply to all steps of the 
process. The message body stores the specific data of one 
step. Besides the process value name and the gathered value 
itself, also the unit, the index value or upper and lower bounds 
can be transferred. These values can be used for a vivid 
visualization, e.g. by highlighting erroneous values. 
Fig. 4. Process data visualization of an assembly line. 
To transfer the process data to a web application a 
Representational State Transfer (REST) web service can be 
used [14]. The web application sends a request with the 
desired information to the web server and gets a response with 
the relevant process data. The server can fetch the data from 
the database or directly from the described DDE service of the 
machine tools' control unit. 
Besides the presented transfer method it is also possible to 
implement a socket-based point-to-point communication 
between the control system and the front end application (like 
the ARViewer). This approach leads to more programming 
efforts order to define a custom message protocol. However, 
the communication overhead is smaller compared to the other 
approaches. Thus the data can be displayed in the same way 
as on a machine tool control unit. But in contrast to the 
control unit the user does not need an extensive knowledge of 
it. The data can be treated in regard to the special 
requirements of the user. Furthermore the user could not 
cause a delay of the production process by accessing the 
control unit. By changing the communication direction it 
could also be possible to control the machine tool with a front 
end application, e.g. on a tablet PC. In this way the user could 
stop for example the assembly process if an error occurs.
4.5. Front End Concepts 
As mobile devices AR glasses, smart phones or tablet PCs 
can be used. E.g. for the visualization of the assembly line 
scenario a tablet PC is chosen because of its display size and 
processing power compared to a smart phone. In contrast to 
AR glasses, tablet PCs are widespread and the most users 
know how to handle them intuitively. 
For the visualization of the process data, 3D graphics or 
2D GUI elements can be used. For a single value, e.g. energy 
flow, 3D objects can visualize the behavior of the value [15]. 
For many various process values 2D elements are a better 
possibility to give an overview of the process to the user. The 
aim is to design the GUI as user-friendly and problem-
oriented as possible. The user should see the important 
information and errors immediately and should be capable to 
interact with the GUI to display the current important 
information. The GUI should always show the relevant data 
and adjust itself to the current process state. 
It is also possible to customize the GUI of the application 
for different user groups. For example the executive board of 
a company needs other information about the production as 
the machine operator or the designer of the machine. Also for 
visitors it is interesting to see information about the processes, 
but in a more general way.  
An important function of the front end application is the 
interaction of the user with the application. Thus the user can 
choose the different views as well as the process data and 
charts to be displayed. E.g. for the implementation in the 
ARViewer a special library is used that include the mouse, 
keyboard and touchscreen input. User friendliness is an 
important aspect, especially for the handling using the 
touchscreen. With the used neatly arranged 2D elements the 
user can retrieve the important information intuitively. 
Another possibility for interaction is e.g. audio and 
vibration feedback. If there is a special event or error on the 
assembly line the user could be notified by a special audio or 
vibration signal of the tablet PC or smartphone. Thus the user 
can react faster to the event. Afterwards he can look on the 
display to analyze where the problem is located. 
Fig. 5. Monitoring example with marker-based tracking and tablet PC. 
Besides an AR application another way to visualize the 
process data is a web application. In contrast to the ARViewer
it is not only possible to show the current values from one 
tracked object, but also an overview of the whole production 
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process. The process data can be stored in a database and is 
also available from every device with a network connection. 
In this way the process can be evaluated in detail over a 
longer period to make better decisions for the next time 
period. Therefore, the graphical user interface can be more 
complex with more possibilities to analyze the data for the 
user, e.g. more charts to show the progress of values or 
functions to make calculations. 
4.6. Visualization of the Scenario 
By using the introduced AR framework for the assembly 
line scenario, only the specific data management and graphic 
have to be implemented. Basic functions, e.g. the tracking and 
recording and displaying of the video, can be used from the 
ARViewer.
To identify a specific work piece and visualize the process 
data, a marker-based tracking method is used (see Fig. 5). 
Attaching a marker to a work piece is not always possible and 
would result in additional efforts to place markers all the time 
on every work piece. Furthermore it is not possible in every 
case to place the marker in the right position so it can be 
tracked by the application because of the fit, size and position 
of the work piece in the assembly line process. Therefore, it is 
more suitable to track the work piece holders of an assembly 
line. They have to be marked only once. Now, the current 
work piece is referenced to a specific work piece holder by 
the control system of the assembly line. This enables the front 
end to associate a recognized marker ID with the right work 
piece. With this ID of the tracked marker the correct data can 
be searched in the received process data structure and 
visualized afterwards. 
The received process data is stored in an internal data 
structure. This has to be flexible to manage the different 
process values. There must also be a history of old data to 
show them in charts or to compare them with the current data. 
Therefore, the incoming messages have to be synchronized 
with the main application process to be able to store them in 
the described data structure. Next, calculations can be made 
with the process data, e.g. to find erroneous values. 
Afterwards they can be visualized in different views. 
Therefore, 2D GUI elements can give a clear view of the 
process data to the user. The single process steps are shown in 
a sorted sequence of information fields with text and figures.
With charts in different formats, e.g. a bar or line chart, values 
can be visualized more vivid. To show warnings, erroneous 
elements can be highlighted or shown in a separate noticeable 
graphic. 
For the implementation of the 2D GUI in the ARViewer a
special library is used that provides various graphic elements.
These elements can be combined to the entire graphic 
dependent on the current process data. This automatically 
created graphic is basically used as an overlay on the 
displayed video (see Fig. 6). There are two different views of 
the process data for the user. In the first view the entire 
process is visualized with each single process step and all 
general process information. In this way the user has an 
overview over the process and can see the erroneous steps.  
In the second view the user can look at a single process 
step and its single values. The count of the values can be 
different depending on the specific step. So the GUI has to 
adjust itself automatically. Also in this view, erroneous values 
are highlighted for the user as a warning. As a result the user 
can detect errors promptly and change the process if it is 
necessary. 
Suitable values, e.g. energy consumption and power of a
machine, can be displayed in charts. In this way the user can 
look also at the last process values and evaluate them over a 
longer period. It is also a more vivid method for the user to 
recognize changes. 
Fig. 6. Example of the process data visualization on a tablet PC. 
5. Conclusion and further Work 
The introduced AR based concept for process value 
visualization for mobile devices enables the user to request 
process relevant information of an assembly line or machines 
locally during the production process. The application can be 
used e.g. for monitoring and diagnostic purposes directly on-
site to recognize errors earlier and to control the process 
better. Knowledge about the exact handling of the different 
control units of the machines is not necessary. The overall 
concept is not limited to a specific system but is designed as a 
flexible and easy to extend architecture. E.g. different 
approaches for data acquisition were discussed. The suggested 
interfaces for data transfer enables a wide range of different 
front end applications. Likewise, a single front end 
application can handle different assembly lines and machines. 
The presented Augmented Reality application was 
developed for tablet PCs with the operating system Windows.
An adaption for smartphones would be imaginable for the 
future. The advantage would be that the machine operators
and also production manager could carry along the devices 
permanently and the application would be used more efficient.
Therefore, the application has to be ported to an operating 
system for mobile devices, e.g. Android. Additionally the 
graphical user interface has to be adapted to respective display 
sizes. 
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