In the following section, we will highlight details on the transient molecular dynamics (TrMD) simulations performed in this work (Section 1.1), list the models used and approximations made (1.2), as well as present tests of TrMD specific parameters (1.3).
Simulation Details
As described in the main text, transient molecular dynamics (TrMD) is basically a mixture of equilibrium molecular dynamics (EMD) with spatially restricted Grand-Canonical Monte Carlo (GCMC) trials, the latter enabling a non-constant number of molecules in contrast to ordinary EMD.
Simulations were carried out in a rectangular simulation box, as depicted in Figure S1 . Nanosheets were created by placing N uc,x × N uc,y × N uc,z unit cells in the box center (AFI: 2×2 in x and y as well as 3, 6, 12, 24, and 48 along z coordinate for enabling increasing nanosheet thickness; LTA: 3×3 in x and y as well as 6, 12, and 24 in z). In addition, we added a layer of half a unit cell along z in case of AFI. In contrast to x and y, void space was added along z in order for a gas space to establish. Since periodic boundary conditions were used in all directions, the set-up resembled an infinitely repeating sequence of nanosheets and gas space along z which extended infinitely in x and y. Both surfaces, AFI and LTA, concluded with the respective window rings so that the entropic diffusion bottle-necks formed the entrances to the pore structures in both cases.
At the left and right end of the simulation box, the control volumes, each of 16 Å width in z direction, were placed inside the gas space. Since the total void space added to the centered zeolite sheet amounted to 56.01 Å an 12.005 Å thick intermediate "buffer zone" was formed between the end of the CV and the position of the first zeolite atoms in z direction ( Figure S1 ). Therefore, molecules located in the control volumes did not interact with the zeolite atoms because our potential cutoff radius was smaller than this buffer length (cf., Section 1.2). This, in turn, assured an unbiased gas behavior in the control volume. Note that the control volumes on each end of the Figure S1 : Scheme illustrating the simulation set-up and procedure. simulation box formed in fact a single control volume due to the application of periodic boundary conditions in all directions. Hence, the size of the single control volume was 2×16 Å=32 Å.
The simulation set-up mimics situations encountered in diffusion measurements, such as uptake experiments, as well as interference 1 and infrared microscopy, 1 where the zeolite crystal is initially empty and then starts to be filled with gas molecules as time proceeds. In the experiments, the huge surrounding that is several magnitudes larger than the pore volume of the small crystal sample forms practically an infinite reservoir of gas molecules that can enter the pores of the solid. In our simulations, the control volume, which is of similar size as the pore volume, takes over the task of steady molecule supply because it is coupled to a hypothetical infinite gas reservoir via the GCMC trials.
We imposed a constant chemical potential, µ cv , in the control volume by standard GrandCanonical insertion and deletion trials. Every ten MD steps, five molecule insertion as well as five molecule deletion trials were performed inside the control volume. The acceptance probability of S4 an insertion trial to the control volume, acc(N cv → N cv + 1), reads 2, 3 acc(N cv → N cv + 1) = min 1, V cv Λ 3 (N cv + 1) exp β µ cv −U (N cv + 1) +U (N cv ) (1) where N cv denotes the number of molecules in the control volume, V cv its size, Λ the thermal de Broglie wavelength which equals h 2 /(2πmk B T ), h is Planck constant, m the mass of the just inserted particle, k B Boltzmann constant, T the temperature imposed, U (N cv ) and U (N cv + 1) the total potential energy of the old (N cv ) and new (N cv +1) state, respectively, as well as β = 1/(k B T ).
However, it is more practical to impose the fluid-phase pressure because p can be converted into the fugacity, f , by an equation of state (here: Peng-Robinson) which can be incorporated directly into the acceptance probabilities. 2 Therefore, the insertion acceptance probability in fact used in our simulation code is acc(N cv → N cv + 1) = min 1,
The derivation of this equation is found in Appendix G of Frenkel's and Smit's seminal molecular simulation book. 2 The corresponding acceptance probabilities of a deletion trial, acc(N cv → N cv − 1), are 2 acc(N cv → N cv − 1) = min 1,
acc(N cv → N cv − 1) = min 1,
with (N cv − 1) representing the new state (molecule deletion).
We performed 100,000 GCMC trials prior to the transient MD simulation itself to equilibrate the CV where the probability to perform an insertion trial was equal to the one of a deletion trial (50 %). A single trial position for the first bead was used to grow a new molecule in the control volume. Cell lists were used for speeding-up the computation of potential energies. Freshly inser-S5 ted molecules were assigned velocities that corresponded to the Maxwell-Boltzmann distribution of the molecule and the temperature imposed.
The velocity Verlet algorithm was used to numerically propagate the systems during the MD phase with a time-step size of 1 fs. As for the MD part of the transient MD simulations, we used neighbor lists to speed up the calculation of forces with a cutoff radius of 16 Å and a update frequency of 10 steps, that is, after each Monte Carlo phase. A Nosé-Hoover chain thermostat maintained the temperature imposed. 4 Although the length of the simulations were always set to 2 µs, we have usually stopped them as soon as the uptake curve showed a well appreciable plateau at unity. In two cases, however, the simulations did not attain this value because of an unexpected Room temperature (300 K) was imposed in the AFI simulations, whereas T was set to 750 K in case of LTA. Preliminary tests using conventional equilibrium molecular dynamics (EMD) at room temperature have clearly shown that methane diffusivities are exceptionally small in LTA (≈ 2 × 10 −11 m 2 /s). The low temperature would have prohibited long enough transient MD simulations of methane at room temperature with increasing nanosheet thickness. In fact, the simulations at 750 K employing the thickest LTA sheet were already such time-consuming that a single run took, on an average, 88 days on a state-of-the-art Intel quad-core cluster! * Noting that the diffusivities at 750 K amounted to roughly 6 × 10 −10 m 2 /s leads to an increase in the diffusion coefficient by a factor of 30. Taking the opposite point of view, a single TrMD simulation would in first order approximation have taken 30 × 88 days = 2640 days at room temperature, obviously being infeasible. Furthermore, we have to reiterate that 40 independent simulation runs were performed in order for the concentration profiles and uptake curves to show little noise and thus providing statistically significant data (cf., Figure 2a and b in the main text). This sums up to remarkable 40 × 88 days = 3520 days ≈ 10 years of single-core cluster time that were necessary for the most * The cluster was purchased from COMPTRONIC GmbH, Germany, and is based on SuperMicro-Barebone systems. Each node has two quad-core CPUs (Intel XEON Harpertown E5430 and XEON Nehalem X5550) where each core has a performance of 2.66 GHz. The RAM ranges between 16 and 24 gigabyte per node and thus 2 to 3 gigabyte per core. Operating system is SuSE SLES 11.
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demanding system in fact studied in this work (thickest LTA sheet).
The pressure imposed on the control volume was 10 bar and 100 bar for AFI and LTA, respectively. The saturation concentration at the end of the TrMD simulations agreed perfectly with the adsorption isotherms obtained from conventional Grand-Canonical Monte Carlo simulations and amounted to c final = 1872 mol/m 3 and 994 mol/m 3 for AFI and LTA, respectively. The corresponding loadings were 0.78 and 1 molecule per cage, indicating that the higher pressure in LTA simulations compared to AFI runs was necessary to ensure comparable adsorption conditions. Concentration profiles were obtained by dividing the nanosheet into equally sized slabs with respect to the z coordinate. The slab width was set to the cage size, l cage , of the respective structure.
The slab borders were set to the window locations where molecules "feel" the diffusion bottleneck ( Figure S2 ). We have to stress here that the slab containing the outermost cage on either side of the sheet was ignored, as indicated by the X's in Figure S2 . By this, we circumvented the influence of lower adsorption in the nanosheet boundary region on the transport coefficients. We have recently shown 5 that this effect makes the tracer-exchange diffusion coefficient, D S , and surface permeability, α S , decrease with increasing sheet thickness δ . Therefore, we conclude that the decrease of both α and D T as observed in the present work for AFI is very likely caused by the memory effect only.
An order-n scheme 2 was adopted for sampling of transient concentration profiles, c(t, z). This has been proven to be very helpful because the short time uptake behavior is decisive for accurate determination of the surface permeability, which we had already learned during the analysis of our previous work on tracer-exchange surface permeabilities. 5 In this respect, we observed that the thinner the membrane or sheet is, the more important will be data at early uptake stages. In conventional schemes where constant sampling frequencies are used to save concentration profiles (i.e., linear in time), short time intervals would have been necessary for a reliable determination of α. This, however, would have led to an extremely high number of total sampling points. Obviously not being efficient from a memory point of view, the linear sampling is neither wanted in regard of the CPU time that would be necessary to fit the resulting exceptionally large number of profiles Figure S2 : Scheme illustrating the sampling of the concentration profiles. Note that we do not show concentration profiles from a single TrMD simulation but profiles averaged over 40 independent TrMD simulations for reasons of clarity.
with different diffusion models having various parameters. Therefore, we sampled concentration profiles every 100 th step for the first 1000 MD steps and, after these initial 1000 steps (=1 ps), switched over to an order-n scheme. Each order of magnitude was divided into 20 blocks, thus yielding 20 c-profiles per time magnitude.
At each c-profile sampling time, we recorded the numbers of molecules that were found in the individual slabs, divided these numbers by N A × V slab = N A × l box,x × l box,y × l cage , and saved the resulting profile. We observed that profiles from single TrMD simulations were very noisy.
Therefore, 40 separate, independently initialized TrMD simulations were performed per system in order to average the noisy single-simulation concentration profiles. In this respect, we have to add that the time origin was shifted to the last concentration-profile sampling instance at which all S8 concentrations of the averaged profile (i.e., along z) were zero. 
The integration limits highlight that the origin was located in the center of the nanosheet, whose thickness was δ .
Models
Methane was modeled as a single united atom bead that interacts via a Lennard-Jones type potential with any other methane bead 6
where U i,i (r) represents the potential energy, U , between two Lennard-Jones united atoms of same kind, i, i, that are a distance r apart from one another in space, and ε i,i as well as σ i,i denote the respective Lennard-Jones parameters (well-depth and zero-potential distance of the interaction between two beads of same type i). The interaction with the siliceous zeolite structure consisted also of a Lennard-Jones potential only, 6 such that the subscripts in Eq. (6) change from i, i (same bead kinds) to i, j for signifying different parameters because of the potential being calculated for unlike beads.
The inclusion of partial charges has not been advisable because of two reasons. First, it is wellknown that the interaction of saturated hydrocarbons are almost exclusively governed by dispersive van-der-Waals interactions, given that no chemical reaction is to be expected. This fact justifies a purely Lennard-Jonsian potential between guests and guests as well as guests and siliceous zeolite S9 host structure. Second, any electrostatic term would have disproportionately increased the computational burden where we have to stress again that many (40) independent, long running simulations were necessary to obtain smooth concentration profiles at all relevant stages of nanosheet filling.
Therefore, a good tradeoff between realistic description of the system under study and minimization of computational costs was an important aspect of this work. For example, we decided furthermore not to employ potential grids in the zeolite interior to speed-up guest-host interaction calculation. 7 Such lookup tables might have introduced transport artefacts due to slight potential singularities at the border between the region of fully explicit interaction calculation and grid region. Instead, we used cell lists during the GCMC phase, as highlighted in Section 1.1, which accelerated simulation runs by a factor of 2.2. Grids, on the contrary, can lead to an enhancement of simulation performance by as much as a factor of 12.6. We have to point out that these comparative performance data are based on adsorption isotherm calculations in a periodic AFI zeolite with GCMC at 300 K and 10 bar in which the simulation box was approximately as large as the thickest AFI nanosheet studied here. The (relative) computational burden was therefore comparable to the most demanding nanosheet simulations because the number of zeolite atoms, which mainly determines the number of interactions to be calculated, was roughly the same (periodic vs nanosheet) and the number of adsorbate molecules maximal (nanosheet saturation at pressure of interest).
In the light of a good tradeoff between realistic modeling and computational efficiency, it is also important to note that we have dealt with rather simple and idealized surfaces that were not chemically saturated by silanol groups 3 or the like. While such groups can lead to a five-fold decrease in the surface permeability, 3 the computational burden would rise dramatically. This is, because corresponding force fields would again require the inclusion of partial charges. We decided to use the computationally more efficient, though less realistic surface to enable a thorough study of the effect induced by the nanosheet thickness, being the primary focus of this work.
The potential energies and the forces were only explicitly calculated up to a cutoff distance of r cutoff = 12 Å. To avoid any singularities in both the potential energy (MD and MC) and the S10 forces (MD only), the cut potential was shifted to zero at the cutoff, which is in accordance with the original force field 8 and yields (for same beads; cf. Eq. (6)):
if r < r cutoff 0 otherwise
The role of zeolite-lattice flexibility has been a controversial topic since the very beginnings of simulation studies on guest-molecule adsorption 9 and transport 10, 11 in these nanoporous host materials. But most evidence points today at the fact that the influence is minor, particularly for rather small molecules such as methane. [12] [13] [14] [15] Purely dynamic effects, such as the "breathing window", 10 do most likely not have any significant influence. The term refers to the idea that the window atoms of a zeolite structure move as soon as a guest molecule appears so that the window size increases and the passage of the guest molecule is considerably facilitated. However, "static" effects, such as the average window size, have been proven to be very crucial to transport in zeolites. [12] [13] [14] [15] In this light, the modeling approach chosen again proves to be realistic enough for drawing valid "real-world" conclusions while being efficient for the demanding transient molecular dynamics simulations.
Consistent with the original force field, 6, 8 the interaction between methane molecules and the zeolite structures was assumed to be dominated by the CH 4 -O part, in fact entirely neglecting any contribution by silicon atoms. While this can also be seen as a tradeoff between realistic description and computational feasibility, the approximation is physically senseful because the zeolite structures can be regarded to consist of O 2− and Si 4+ ions where the large oxygen ions shield the smaller silicon ions.
Parameter Tests
Since the control volume and thus its size as well as the number of GCMC trials performed are rather specific parameters to TrMD simulations we have tested their influence on the basis of methane uptake into the smallest LTA nanosheet at 300 K and 10 bar. The frequency of switching from MD to GCMC is also an important and specific quantity. But it has been shown elsewhere for similar systems 16, 17 that every tenth MD step should be high enough a frequency to ensure steady supply to the control volume and, hence, to simulate a stable gas reservoir. In the references given, the highest frequency was every 20 th MD step.
Keeping all other parameters constant, the size of the control volume (total width) was varied from l cv = 2 × 1.6 nm = 3.2 nm over 2 × 8 nm = 16 nm to 2 × 16 nm = 32 nm. To ensure the same GCMC trial rate per volume, the number of GCMC trials (N trials = insertion plus deletion) was proportionately adjusted to the control volume length; thus, N trials = 10, 50, and 100. However, the influence of the number of GCMC trials was also investigated by varying it from 10 over 20 to 50
for a constant control volume size of 3.2 nm. Note that we performed as many insertion (N trials /2) as deletion attempts (N trials /2) per GCMC phase.
A sequence of resulting concentration profiles is shown in Figure S3 for the parameter combi-S12 nations studied. At any time, the profiles fall on top of one another, subject to only minor deviations in consequence of statistical fluctuations. Clearly, the parameters have no influence on the filling of the nanosheet with methane molecules in the ranges investigated. Therefore, we used the most efficient setup, that is, the smallest control volume width (3.2 nm) and the smallest number of GCMC trials (10).
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In this section, we will verify the methodology outlined in Section 1 by comparing data from measurements on adsorption and transport properties with results of conventional equilibrium
Grand-Canonical Monte Carlo (GCMC) and standard equilibrium molecular dynamics (EMD) simulations (Section 2.1). Furthermore, we deduce transport-diffusion coefficients from EMD and GCMC in Section 2.2 which are compared to transport-diffusion coefficients obtained from TrMD (main text).
Following differences applied to the GCMC simulations in comparison with simulation details and parameters used in TrMD simulations. Potential grids with finenesses of 0.038 and 0.065 Å for AFI and LTA, respectively, were used to speed-up the calculations between adsorbate molecules and zeolite atoms. While the MC library of insertion and deletion trials was extended to also include translational displacements of the methane molecules, rotational trials were not of concern because methane was modeled as a single spherical Lennard-Jones bead. We imposed a target acceptance probability for the displacement trials of 50 %. Therefore, the maximum displacement distance, in compliance with common practice, was dynamically adjusted during the simulation to match this probability on an average, 2 starting with a value of 1 Å in the equilibration phase of each GCMC simulation. Furthermore, we have typically performed 80 displacement trials and 40 transfer (= insertion plus deletion) trials per MC cycle where 25,000 equilibration and 12,500,000 production MC cycles were executed per pressure point of a given isotherm. The maximum displacement distance was adjusted every 125,000 th cycle, thus yielding 100 displacement adjustments in the isotherm production phase per state point. At higher pressures, we had to reduce the number of production cycles to 5,000,000, which, however, did not compromise the statistics of the adsorption isotherm to any appreciable extent. For example, the relative error of methane adsorption in AFI at 300 K and 10 bar (final state point of our TrMD simulations) was 0.06 % executing 12,500,000 cycles, whereas still as small an error as 0.09 % was achieved at 20 bar performing only 5,000,000 cycles. Finally, the GCMC simulation boxes consisted of 2×2×25 and 3×3×6 unit cells in case of AFI and LTA, respectively.
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In case of EMD simulations (NV T ensemble), following differences apply in comparison to the TrMD runs. Just as for GCMC, potential grids were used in the periodic EMD simulations but here with finenesses of 0.061 and 0.052 Å for AFI and LTA, respectively. Usually, each EMD simulation was conducted until the system reached 500 to 1000 ns. Long simulation boxes were used at low concentrations in AFI (2×2×25 unit cells) to cope with a known channel-length effect that we have investigated previously. 12 However, to reduce the computational burden with increasing concentration, the boxes were proportionately reduced in size which was legitimate because the channel-length effect levels off as concentration increases. 12 For LTA, this effect is absent but we have encountered that the thermostat has some biasing influence on the diffusion coefficient which we discuss in Section 2.2.
EMD simulations provided both mean squared displacement (MSD) of single-molecule motion
as well as squared mean displacement (SMD) of the center-of-mass motion of all guest molecules along
The self-diffusion coefficient for the z direction, D S,z , was obtained via the slope of the MSD
In Eq. (8), N denotes the number of molecules of the species for which the diffusive motion is to be calculated and z i (t) the position of molecule i along z coordinate at time t, whereas the angular bracket indicate an ensemble average, that is, the MSD has to be computed for many different reference points z i (0). The corrected diffusion coefficient, D C,z , which is sometimes also referred to as the collective diffusion coefficient because it rates the mobility of the entire center-of-mass of all molecules at once, was calculated by the SMD slope 
Agreement between Simulations and Measurements
Dubbeldam's force field 8 was employed because it was specifically and carefully developed to reproduce experimental adsorption isotherms by fitting to inflection points 6, 8 and showed good agreement with diffusion measurements, too. 18 In the following, we reassess the quality of the model.
In Figure S4 , we present experimental adsorption data for methane in siliceous LTA 19 Monte Carlo ( Figure S4a ). This is a good result considering the fact that rather small perturbations in the crystal structure can easily lead to exactly this magnitude of loading discrepancy. 22 The deviations in the Henry coefficients ( Figure S4b ) range between −1 % and −8 %, both indicating the exceptional good agreement at low loadings.
• D S = 1.42×10 −10 m 2 /s.
Note that the diffusivity is averaged over all three Cartesian components:
where it is noteworthy that LTA is an isotropic medium to methane diffusion such that for small hydrocarbons in Si-LTA notoriously yield inconsistent results. Orders-of-magnitude discrepancies in diffusion coefficients are observed just by using crystallites from different synthesis batches. 24 Therefore, we regard a factor of roughly five between our prediction and Hedin's measurement as a positive outcome.
Although we have not found any experimental adsorption and transport data of methane in SSZ-24, the siliceous AFI-type zeolite structure, 25 there are data for a similar structure with the same framework type: AlPO 4 -5, 26 the aluminum phosphate equivalent to SSZ-24. The experimental data [27] [28] [29] [30] [31] are displayed in Figure S5 along with our simulation predictions. We observe overpredictions in adsorption ( Figure S5a ) up to a factor of 2.4 at 97 K and low pressures (4×10 −6 bar).
However, this levels off quickly to small differences between 7 % to 18 % from 2×10 −5 bar on.
Importantly, inflection points are well reproduced. They usually give rise to reordering processes of the adsorbate molecules in the host structure and, hence, serve as an additional indicator of S17 realistic modeling apart from the mere quantitative agreement. 32 Taken together, we conclude that adsorption isotherms are reasonably reproduced.
The comparison of methane self-diffusion coefficients in AFI ( Figure S5b) shows that we obtain good agreement with the experiments at the lowest temperature (97 K) only. As the temperature is raised, the discrepancy between measurement (open symbols) and prediction (filled symbols) increases to more than an order of magnitude. Note here that the statistical accuracy of the simulation is very high because the error bars, plotted along with our simulation data, are much smaller than the symbol sizes. The experimental error, on the other hand, is rather large with an estimated value of 50 % as given in Ref. 31 for the diffusivities at 155 K. Such large uncertainties do however not explain a more than 10-fold deviation at 300 K. We can only speculate about the reasons why the discrepancy increases with temperature. The most likely explanation, in our opinion, are differences in AlPO 4 -5 crystallites, as was also suggested by Jobic et al. 31 For example, different AlPO 4 -5 batches could have had different degrees of lattice defects which formed S18 internal transport resistances 1 in addition to the intrinsic diffusion barriers caused by the perfect nanopore. 32 This is quite probable because some zeolitic materials, 33 just as AlPO 4 -5, 34 are sensitive against storage under non-dry conditions. The different degree of (hypothetical) defects may have been pure coincidence, but it is also possible that there is a relationship between intrinsic diffusion barriers, transport resistances by lattice defects and temperature. While the hypothesis is scientifically appealing, its investigation is beyond the scope of this work. We therefore conclude that the force field chosen describes methane self-diffusion in AFI-type zeolites well enough for our purposes, given the facts that experimental and simulation results were based on slightly different host structures and that the experimental errors were rather large. However, we have to stress that a lower prediction certainty exists as compared to the above discussed transport in LTA because of larger discrepancies between measurements and simulations in case of AFI.
Transport-Diffusion Coefficient from EMD
To compare diffusion coefficients from transient MD simulations (main text) with diffusivities from equilibrium MD we use the thermodynamic correction factor, Γ. 35 The factor is defined for single component adsorption under isothermal conditions by the change in the logarithm of the fugacity, ∂ ln f , with change in logarithm of equilibrium concentration in the adsorbed zeolite phase, ∂ ln c eq,zeol :
The thermodynamic correction factor links the corrected diffusion coefficient, D C , with the transport-
where all three quantities usually depend on guest concentration, c eq,zeol , in the adsorbed zeolite point of view, it provides an ideal means to investigate diffusion phenomena because the relative significance of thermodynamic effects (Γ) and mobility effects (D C ) on the transport diffusivity can be extracted. 36 It is at this point noteworthy that many authors in zeolite science prefer to present diffusion coefficients as functions of loading (θ ), that is, in molecules per unit cell or cage, but that both quantities are directly related (θ ∝ c eq,zeol ).
The comparison of diffusion coefficients requires thus the calculation of corrected diffusion coefficients as well as adsorption isotherms, the latter being used for the numerical determination of Γ. Therefore, we show the adsorption isotherms of methane in AFI at 300 K and in LTA at 750 K obtained from GCMC simulations in Figure S6 . The final equilibrium states of the transient MD simulations are indicated by dashed lines. Evidently, the two states are at comparable isotherm locations. Note that we have tested whether or not the LTA isotherm is sensitive against changes in simulation box size. We could successfully rule out such biasing influence, as evidenced by the comparison between solid line in Figure S6b (small simulation box) and dotted line (large box).
Results of corrected diffusion coefficients from EMD simulations are presented in Figure S7 . Different symbols represent data where increasing equilibrium concentration, c eq,zeol , was achieved by changing the number of methane molecules while using a simulation box of (approximately) constant size. By contrast, the grey-shaded areas correspond to the opposite case where the simulation box size varies while the number of methane molecules is (roughly) the same. In doing so, we observe that the corrected diffusivity in LTA (on the right hand-side of Figure S7 ) exhibits a slight adsorbate-particle number influence which, however, levels off as soon as more than 100 methane molecules are simulated. This effect can be ascribed to the thermostat and it has been also reported by Dubbeldam et al. 32 The authors recommended to couple more than 100 particles to the thermostat to avoid this biasing effect. 32 We regard the thermostat influence to also be the reason why both the transport diffusivity and the surface permeability from TrMD in LTA increase slightly with sheet thickness (D loc T and α loc in Table 1 in main text). The thicker the sheet is, the higher will be the average number of molecules in the TrMD simulation at comparable uptake rates. The higher the average number of molecules, the larger the diffusion coefficient as a result of the thermostat effect. Since the surface permeability follows the same concentration behavior as the diffusivity (Figure S11 ), the same reasoning applies to α with respect to the thermostat influence.
We have used analytic functions to describe the concentration dependence of D C (dashed lines in Figure S7 ) for the determination of the transport-diffusion coefficient on the basis of EMD simulations. In the case of AFI, an exponential reproduced the trend best whereas a simple linear relationship was sufficient for LTA. Also, the thermodynamic correction factors, derived from the adsorption isotherm by numerical differentiation (error bars in Figure S8a ), were fitted to analytical solutions (lines in Figure S8a ). Here, a parabola worked best where Γ increases monotonically in the concentration range relevant to our TrMD simulations. In Figure S8b 
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The surface permeability, α S , of methane under tracer-exchange conditions in LTA was determined by means of a prediction 5 that is grounded on dynamically corrected transition state theory [37] [38] [39] and the assumption that the interface between gas and solid consists of two sublayers 5, 40 (cf., α S =v /c eq,zeol 1/(κ gas c * eq,gas ) + 1/(κ surf c * eq,surf )
.
In Eq. (13),v denotes the average directed velocity of a methane molecule along the z coordinate which equals k B T /(2πm), c eq,zeol the average equilibrium concentration throughout the zeolite nanosheet whereas c * eq,gas and c * eq,surf denote the equilibrium concentrations at the positions of the transition states for methane molecules moving between the surface adsorption layer and the gas space as well as between the surface adsorption layer and the outermost zeolite cage, and κ gas and κ surf are the corresponding transmission coefficients for crossing the just mentioned transition states. Note that we have used here subscript "eq" to signify that the concentrations refer to equilibrium profiles along the simulation box obtained from standard NV T Monte Carlo simulations.
Before we show the results, we have to highlight two differences in comparison to our recent approach to predict α S via Eq. : Two-dimensional free-energy landscapes, F(z, r pore )/k B T , of methane in the interface between LTA nanosheet interior (right hand-side) and gas space (left hand-side) for two different average zeolite loadings. White areas indicate regions that were never visited by a methane molecule, black and blue regions are rarely visited regions, and red frequently visited regions. The landscapes are based on three-dimensional residence probability distributions of methane molecules in the simulation box, where it is important to underline that they were corrected for a non-linear mapping of the Cartesian x and y coordinate. That is, F(z, r pore )/k B T = − ln[N hits (z, r pore )/r 2 pore ], where N hits (z, r pore ) denotes the accumulated, not the averaged number of hits of having found a molecule at z and a distance r pore apart from the pore axis with respect to x and y. the number of hits in each voxel, N hits (x, y, z). Therefore, c eq,zeol was substituted by the number of hits averaged over all voxels that belonged to the innermost cage,N hits,zeol . Likewise, c * eq,surf was obtained by averaging the number of hits,N * hits,surf , in the plane at z = −3.57 nm (position of outermost zeolite atoms) with the restriction that voxels were included for averaging only if they were at most 0.15 nm apart from the pore axis along z. Finally, c * eq,gas was substituted by the number of hits,N * hits,gas , averaged over the separation plane between surface adsorption layer and gas phase (dashed lines in Figure S9 ). To test its validity, we have calculated the concentration- Figure S9 where it is found at z = −3.57 nm.
analysis which gave identical results in comparison to conventional 1D histogram analysis.
The second difference was also due to the structure of the LTA surface and concerned the transmission coefficients. The location of the surface adsorption site would have also required an additional order parameter, such as the distance from the pore axis, r pore , to be used in the reactive flux (RF) simulations for determination of the transmission coefficients. This is, because the final state for a methane molecule hopping either from the outermost cage onto the surface layer (κ surf ) or for a movement from the gas phase towards the surface layer (κ gas ) is not unequivocal with a simple one-dimensional reaction coordinate. Despite this problem, we find that it is sufficient to start the RF simulations from the surface barrier ("O" in Figure S9 ) and stop a given shoot if the molecule has reached either the center plane of the outermost cage (z = 2.95 nm) or if it has left the simulation box at the left hand-side end at z = 6.34 nm. Evidence comes from probability distributions that track the temporal evolution of the entire swarm of RF trajectories, 41, 42 as displayed in Figure S10 . Only a very small fraction of the swarm aims for the surface adsorption site, which is again marked with an "X" (blue). This fact leads finally to the vast majority of RF trajectories arriving either at the left boundary of the surface adsorption layer (z = −2.8 nm in Figure S10 ) after 10 ps.
Hence, a negligibly small number of trajectories is "caught" between the surface adsorption layer and gas phase only. We conclude therefore that neitherN * hits,gas nor κ gas is actually needed because methane molecules on the surface barrier commit directly to either the gas phase or the zeolite interior. Hence, we can in good approximation predict α S by:
Here κ surf+gas is the combined transmission coefficient for methane molecules starting from the surface barrier and ending up in either the outermost zeolite cage or in the gas phase.
Finally, we have plotted the resulting tracer-exchange surface permeability prediction of methane through the interface of the LTA nanosheet over the relative concentration, c eq,zeol /c final , in Figure S11 (circles). In addition, we provide a linear fit to the data points by which means we have determined the mean surface permeability to 0.383 m/s and we show also a surface permeability prediction on the basis of the self-diffusion coefficient 43 (crosses). It is furthermore instructive to mention that the corrected diffusivity is identical to the self-diffusion coefficient in the concentration range of Figure S11 .
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As mentioned in Table 1 in the text, we have also fitted the analytical solutions of the concentration profiles with the surface-barrier boundary condition to our transient MD data by introducing a third parameter. That parameter describes the concentration dependence of the corrected diffusion coefficient. In agreement with our EMD findings (Section 2.2), we employ an exponential function in case of AFI
and a linear relationship for LTA
with D C,0 the zero-concentration diffusivity and a 3 as well as a 4 being constant. Obviously, we have also to input the thermodynamic correction factor into our fitting approach. This was actually the reason why we have introduced analytical descriptions of Γ in Section 2.2 in the first place because they are easier to handle during fitting than any discrete data sets on Γ. Finally, note that we used the average methane concentration throughout the entire nanosheet,c(t i ), at a given instance of time for the determination of the "instantaneous" concentration-dependent transport-
, and thus for calculation of the concentration profile at time instance t i .
The results are presented in Table S1 along with the mean transport diffusivity resulting from the fitted functionals. The mean diffusivities and also the surface permeabilities agree very well with those presented in the main text for fitting of c-profiles with α and a constant D T . However, the fitted parameters are consistent with the one from EMD simulations in the case of AFI only. As Figure S12 shows, EMD data and TrMD fits fall on top of one another for AFI whereas we observe strong deviations for LTA. The fact that the mean transport-diffusivity is nonetheless consistent with the average derived in Section 2.2 leads to the conclusion that the concentration dependence of the diffusivity does not play as important a role for methane uptake into very thin LTA nanosheets as into AFI sheets. 
