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Abstract
We present a new model for the fragmentation of dust beds in laboratory shock
tube experiments. The model successfully explains the formation of layers in the
bed using mass and momentum conservation. Our model includes the effect of
wall friction, inherent cohesion, and gravitational overburden. We find that the
pressure changes caused by the expansion wave take time to penetrate into the bed,
while simultaneously increasing in magnitude. By the time the pressure difference
is large enough to overcome wall friction, the overburden and the intrinsic cohesion
of the bed, it has penetrated ∼ 8− 15 bead diameters into the bed, thus causing
a layer of dust to be lifted off. We have found the dependence of layer size upon
bead diameter and found a good match to experiment. We have also predicted
the dependence of layer size and fragmentation time on bead density.
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Chapter 1
Introduction
1.1 Motivation
This work is an explanation of the behavior of pressurized dust beds undergoing
sudden and rapid decompression in a shock tube apparatus. The main objective
of this research was to model and explain the fragmentation of fluidized beds in
situations where the tensile strength of the bed is of the order of gravitational pres-
sure. Rapid decompression refers to the depressurization brought about by shock
tube rupturing which is discussed in Section 1.3. We have focused on the initial
layer formation of the bed and not on the behavior of the bed after fragmentation.
1.2 Background Theory
Volcanic activity can occur along a spectrum of intensity, from low energy Hawai-
ian eruptions through highly energetic Volcanian to the very high energy Plinian
and ultra-Plinian eruptions. The more energetic eruptions will eject more than 106
m3 of ash and dust into the atmosphere and can result in disruption to air travel
(such as with Eyjafjallajo¨kull in 2010 or the 2011 Puyehue-Cordo´n Caulle erup-
tion) or even world-wide cooling (Pinatubo in 1991 leading to 2-3 years of cooling)
[1] and severe climatic disruption in the most extreme cases (The Tambora erup-
tion of 1815, which lead to the ’year without a summer’) [2]. The most well-studied
of these eruptions are the eruptions of Mount St. Helens over 1980-1981 [3–6] and
Eyjafjallajo¨kull in 2010 [7][8].
1
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These high-energy eruptions are frequently the result of a long build up of pres-
sure and then a sudden depressurization due to the dislodging or collapse of the
containing shield dome resulting in outflows of ash at speeds of hundreds of me-
tres per second. The fragmentation mechanisms of the columns of dust and rock
can be roughly divided into different groups depending on magma viscosity, which
depends on silica content, temperature and the amount of dissolved water [9]. In
low-viscosity magmas fragmentation mechanisms that have been proposed include
bubble formation and foam instability. Bubble formation was first suggested as
a mechanism by Verhoogen [10], who proposed that bubble density was the most
important factor in ash formation. However, McBirney [11] found that the up-
ward bubble velocity is slow enough that it is unlikely to disrupt the continuity of
the solid. McBirney and Murase [9] modified the theory of Verhoogen to account
for this and proposed that disruption occurs when the volume ratio of bubbles to
magma becomes large. Sparks [12] further proposed that the bursting of bubbles
caused explosive fragmentation. In high-viscosity magmas the bubble growth is
heavily constrained by the viscous forces, resulting in over-pressurized vesicles.
Bennett [13] proposes a mechanism that relies primarily on expansion waves and
argues that Plinian eruptions can be modeled as one-dimensional shock tube ex-
periment of the type described below (Section 1.3), however Sparks [12] argues that
the bubbles internal to the magma would create their own expansion and com-
pression waves and thus every bubble would act as its own diaphragm. However,
the various bubbles may be small enough that their presence could be neglected in
coarse models designed to model fragmentation alone. Valentine [14] argues that
turbulence is more important to fragmentation than fluidization.
Fowler et al. [15] distinguished between the fragmentation caused by a rapidly ac-
celerating two-phase flow and the fragmentation caused by rapid decompression.
In the case of the rapidly accelerating two-phase flow, the most important mech-
anism relates again to bubble formation, which is confirmed by simulations by
Papale [16]. This is most likely in low-viscosity magmas as seen in Hawaiian and
Strombolian eruptions. Importantly, Papale finds an inverse relationship between
viscosity at fragmentation, and porosity.
Rapid decompression is caused by the sudden removal of the object covering the
top of the magma conduit, often a plug or dome. If a landslide dislodges the
plug, or the pressure build-up within ejects it, rapid decompression will occur.
Importantly, this is a far more transient and sudden process than with rapidly
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accelerating two-phase flow. This will result in an expansion wave of lower pressure
(usually close to atmospheric pressure) traveling down the conduit fragmenting the
solid magma in a layer by layer fashion. This can be explained as the pressure
difference taking finite time to form across the rock, to an extent which it can
overcome the tensile strength of the rock and thus cause it to fragment. A model
for this is summarized in Chapter 2.
This fragmentation phenomenon is related to layer formation and slug flow in
fluidized bed reactors [17]. In chemical process reactors, fluidized beds allow fluid
and particles to interact efficiently due to the high reaction surface area. The bed
is usually packed on top of a porous screen through which the fluid flows. As
the flow rate of the fluid increases the bed inflates and fluidization is the state
when the flow rate is enough to support the particles against gravity. As the
flow rate increases, bubbles form in the bed. Then at a threshold flow velocity,
slugs form which are similar to the layers we are attempting to model below. The
slugs are regions of particles separated by regions of mostly fluid. This behavior is
considered undesirable as it results in less reactor efficiency. Above the threshold
the bed becomes separated into slugs with a turbulent bubbly region above. The
bubbles that separate the slugs rise in the bed in a similar manner to spherical
cap bubbles in a low-viscosity fluid [18]. Beds in which the fluid is liquid instead
of gas also display convection and circulation behavior, however this is outside the
scope of this work [19–21]
Much attention in this area has also been paid to micro level interactions in systems
of two and three particles. Inertia effects were found by Happel and Pfeffer [22]
when they studied the interaction between two spheres following each other in a
viscous fluid. They further found a definite attraction between the spheres and
argue that the formation of these doublets would result in significantly increase
the falling velocity of a bed of particles.
1.3 Experimental Review
In relation to fluidized beds the earliest experiments were done by Volpicelli et al.
[23] and Zernow et al. [24]. Volpicelli et al. fluidized a single column of aluminum
spheres using water and found large gaps just beyond the fluidization threshold.
Fortes et al. [21] call these gaps ’void cracks’. Zernow et al. used a vertical shock
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Figure 1.1: Set up of the shock tube apparatus in the Anilkumar experiements.
Note that the pressure is measured at Tw.
tube similar to that used below, however the pressure release was much slower at
10 bar per second. This slow release has been modeled as a quasi-static process
by Morrison [25] and by Nilson [26].
Experiments on bed of beads mobilised by a shock-tube apparatus have been de-
scribed by Anilkumar et al. [27, 28] and are designed to inform our understanding
of vulcanian eruptions. Cagnoli et al. [29] investigate the behavior of smaller
beads under smaller pressures. The experimental setup is shown in Figure 1.1.
Anilkumar’s experiments used 90-2000µm diameter, focusing on 125-1000µm and
density of 2500kg m−3. Cagnoli et al. used beads of average size 38 and 95 µm of
the same density.
The beads used in these experiments are Geldart group A and B type dusts [30].
Note that Geldart characterizes the powders based on steady-state fluidization ex-
periments, while the shock tube experiments model a transient phenomenon. The
smaller beads used in these experiments have the small mean size characteristic
of group A powders. These tend to have far more inter-particle interaction and
tends to expand quickly during fluidization. Group B powders tend to exhibit far
less expansion and do not break from the slugging regime to the turbulent regime
as the group A powders do. Most of Anilkumar’s experiments work with Group
B powders while Cagnoli et al. uses beads that are close to the boundary between
Groups A and B.
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Figure 1.2: An experimental run from [28] showing a rapid depressurization
of the bed showing the formation of the slabs. The slabs form immediately with
a thickness of approximately 15-20 bead layers. Particle size is 125µm and the
initial pressure is 3.1 bar.
In Anilkumar’s experiments, packed beds of glass or steel spheres were pressurized
to ∼2-4 bar. The experiment was set up as in Figure 1.1. A diaphragm at the end
was then ruptured, causing a sudden drop to atmospheric pressure there. After
the diaphragm is ruptured an expansion wave travels down the tube to the sample
leading to either to the lift off of slabs or if the experiment started at a low enough
pressure, degassing of the entire sample [31], which is closer to the behavior seen
in Zernow et al [24] without layer formation occurring.
Importantly, Anilkumar notes that the cracks that lead to slabs form immediately,
without any initial expansion or change in bed porosity (Figure 1.2). This is
very different behavior from that usually seen in the steady-state case, such as
in reactors where inflation occurs before layer formation and is possibly to be
a result of the transient nature of the rapid depressurization. Slab size is also
observed to be independent of initial over-pressure (as long as the pressure is
above the critical pressure for slab formation) and is proportional to the square
root of sphere size. The measured pressure profile just above the bed gives an
upper boundary condition for the model and is approximately exponential (Figure
1.3). We have assumed that the pressure at the top of the bed is the same as the
pressure at Tw and that because the bed does not expand before fragmentation,
we see that the exponential decay is a good approximation. Further measurements
show that the pressure at the bottom of the bed does not change over the first
12ms. Thus we can take the pressure at the base to be constant over the timescale
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Figure 1.3: Pressure profile at Tw in Anilkumar experiments.Over the first
3 ms, it can be seen that the pressure follows an approximately exponential
decay. The feature seen at point 4-4’ is the shock reflection from the top of the
apparatus and the feature 5-5’ is the reflection from the surface of the bed.
that we are modeling. Anilkumar interprets the formation of these slabs as being
due to dynamic processes, in which the first layer lifting creates a wake which lifts
the next layer and so on. This entrainment continues until the layer of particles
is too large to support itself leading to the separations that we see.
Cagnoli et al. observes with a smaller particle size, a lack of layer formation and
irregular flow fronts. Thus our model should also not display layer formation at
small bead diameters (<100µm). Further they see a more uniform bed inflation
at small times than seen in Anilkumar.
1.4 Outline of Present Work
This work is organized as follows: Chapter 2 is a summary of previous modeling
on rocks. This model is modified and applied to dust beds. Chapter 3 is a de-
velopment from conservation equations of the model used in the rest of the work.
This chapter includes derivation of relevant equations and nondimensionalization
of those equations. Typical values of the physical constants and the model param-
eters are given here. Chapter 4 includes both analytic and numeric solutions for
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linear and non-linear diffusion equations that are obtained from reduction of the
model obtained in chapter 3. Chapter 5 includes analytic and numeric solutions
for wave-like equations that are obtained from reduction of the model obtained
in chapter 3. Chapter 6 is a discussion of the sources of tensile strength in the
fluidized beds and a derivation of wall friction in the form of ’hoop stress’. Chap-
ter 7 is an analysis of the dependence of the layer size on particle diameter with
comparison to experiment. Further we make predictions on the dependence of the
layer size and fragmentation time on bead density. The Appendix includes a paper
submitted to the Journal of Volcanology and Geothermal Research with a more
sophisticated approach to wall friction.
Chapter 2
Previous Work on Rocks
The equations that form the basis of the model used here were developed in Fowler
et al [15] and McGuinness et al [32], though significant numerical simulation has
also been done by Dartevelle & Valentine [33]. The first two models consist pri-
marily of conservation of mass and conservation of momentum for the pressurized
gas and the solid. While we use the rock model as a base from which we de-
velop the model for dusts, the rocks differ because they have much higher tensile
strength. This leads to higher pressures (∼ 100 bar) being needed to fragment the
rocks. Furthermore, gravitational effects can be ignored as they are much smaller
than the tensile strength. In the rock model (taken from Biot [34]) the solid small
strain tensor is
eij =
1
2
(
∂wi
∂xj
+
∂wj
∂xi
)
, (2.1)
where w is the solid displacement. The dilatations of the solid and fluid are
respectively defined by
e = ekk = ∇ · w, ε = ∇ ·W, (2.2)
where W is the gas displacement. The equation for stresses then becomes
(1− φ)σSij = 2Neij + [Ae+Qε]δij, (2.3)
and
− φp = Qe+Rε, (2.4)
8
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where p is the gas pressure, φ is the porosity and σ is the stress. Here A and N
are Lame´ constants for the solid and Q and R are related to the deformability of
the pore space and fluid. Eliminating ε allows equation 2.3 to be written in the
form
(1− φ)σSij = 2Neij + [Be− αp]δij (2.5)
The resulting conservation of momentum equation for the pore fluid is
ρfφvt = −φ∇p− A−D (2.6)
and for the solid
ρs(1− φ)utt = (1− φ)∇ · σS + A+D (2.7)
where ρf and ρs are the fluid and solid densities, v is the gas velocity, u is the
solid displacement from equilibrium, A represents the added mass effect, which is
due to the movement of the beads in a fluid, which also results in the fluid being
displaced backwards, and is taken by Biot to be
A = ρa
∂
∂t
(v − ut) (2.8)
and D is the interfacial drag and taken to be
D = b(v − ut) (2.9)
where b is the interfacial drag coefficient. Darcy’s law is obtained by ignoring the
usually small acceleration terms and setting
b =
ηfφ
2
k
(2.10)
(from [34]) with ηf as the gas viscosity and k is the gas permeability. To include
turbulent (Ergun) flow, the drag can be found using the Forchheimer equation
−∇p = ηfV
k
+
ρfcF |V |V√
k
, (2.11)
where V = v − ut [35]. Conservation of mass for the gas gives
(ρfφ)t +∇ · (ρfφv) = 0, (2.12)
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where φ is the porosity. Similarly conservation for the solid gives
((1− φ) ρs)t +∇ · ((1− φ) ρsut) = 0 (2.13)
The state equation for an ideal gas gives
ρf
ρo
=
(
p
po
) 1
γ
(2.14)
where γ is the adiabatic constant. After non-dimensionalisation and the small
terms are set to zero, the pressure satisfies the nonlinear diffusion equation
∂p
1
γ
∂t
=
∂
∂z
∣∣∣∣∣p
1
γ
pz
∣∣∣∣∣
1
2
∂p
∂z
 , (2.15)
with the adiabatic law becoming
ρ = p
1
γ , (2.16)
which allowed equation 2.15 to be converted into
∂ρ
∂t
=
∂
∂z
(∣∣∣∣γργρz
∣∣∣∣ 12 ∂ρ∂z
)
(2.17)
which is simpler for numerical purposes.
Chapter 3
Model Equations
3.1 Dimensional Model Equations
The initial model will consist of mass and momentum conservation equations for
the gas and the packed bed. To this we will add an equation of state for the gas.
This model will closely follow the modeling approach of the previous chapter. The
momentum conservation equation for the gas is
ρφvt = −φpz − A−D (3.1)
where ρ is the gas density, φ is the porosity of the dust bed, v is the gas velocity
and p is the absolute gas pressure. A is the added mass effect which is caused by
the gas being displaced as the beads move and takes the form
A = θCvmρ(vt − ut) (3.2)
where u is the bead velocity and Cvm is an order one constant relating the added
mass density to the porosity and gas density. It is important to note that we have
switched from bead displacement w (as in the previous section) to bead velocity
u. Further as we will be mostly dealing with the gas behaviour we have replaced
ρf with ρ. D is the inter-facial drag as the gas moves past the beads and has
dimensions of pressure gradient and θ = (1− φ). It is found by extending Darcy’s
law to account for turbulent flow (Forcheimer’s or Ergun’s equation) and takes the
form
D =
ηφ2
k
(v − u) + ρCFφ
3
√
k
(v − u)|v − u| (3.3)
11
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where η is the dynamics viscosity of the gas (about 18×10−6 Pa.s), k is the bed
permeability (about 10×10−10 m2) and CF is the dimensionless Ergun coefficient
(about 0.5), and k is the permeability.
For the beads, momentum conservation gives
ρsθut = −θpz + A+D − ρsθg (3.4)
where ρs is the bead density, u is the bead velocity and g is the acceleration due
to gravity. We have used bead velocity instead of bead displacement in contrast
to Fowler et al because we are not modelling the stress-strain relationship on the
bed. Conservation of gas mass is given by
(ρφ)t + (ρφv)z = 0 (3.5)
and if we assume adiabatic expansion of the gas, we have
ρ = ρo
(
p
po
) 1
γ
(3.6)
where γ is the adiabatic index (1.4 for nitrogen), and ρo and po are the initial
values of gas density and pressure. We can assume this because the expansion of
the gas is over a very short timescale. Mass conservation for the beads gives
(ρsθ)t + (ρsθu)z = 0 (3.7)
Finally, we have the initial conditions of v = 0, p = po, u = 0 and φ = φo = 0.4 at
t = 0 and the boundary conditions of pz = 0 at z = 0 and
p = pc(t) = (po − pa) exp
(−t
tc
)
+ pa (3.8)
where pa is atmospheric pressure and tc is the characteristic time scale of the decay
(approximately 3ms). As we are concerned only with initiation of fragmentation,
we take φ to be equal to φo ≈ 0.4. [36] We suppose that the bed will rupture when
the pressure gradient exceeds the gravitational overburden plus a small effective
tensile strength. This condition can be written as
pb(z)− pc(t) ≥ So + θρsg
{
(l − z), 0 < z < l −Dp
Dp, l −Dp ≤ z < l
(3.9)
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Symbol Meaning Range Typical Value Unit
cF Ergun coefficient 0.5 Dimensionless
CVM added mass constant 1 Dimensionless
Dp bead diameter 30-1000 500 µm
k permeability (4− 40)× 10−11 16× 10−11 m2
l bed depth 0.02-0.64 0.04 m
pa initial gas pressure 1-3 2 bar
tc chamber relaxation time 1-3×10−3 2×10−3 s
γ specific heat ratio 1.4 Dimensionless
ρo initial gas density 1-2.3 2.3 kg·m−3
ρs solid density (glass) 2.5×103 kg·m−3
ν gas viscosity 1.8× 10−5 Pa·s
φo initial porosity 0.4 Dimensionless
Table 3.1: Physical constants used in the model with ranges, typical values
and units.
So is the tensile strength of the bulk powder and could take multiple forms. For
now we shall take it as ρsg
Dp
2
from Weir [37] but its form is further discussed below
(Chapter 6).
We take k as subject to the Carman-Kozeny Relationship:
k =
D2pφ
3
72τθ2
(3.10)
where Dp is the bead diameter and τ is the tortousity or roughness of the spheres,
calculated using the arc-chord ratio. This relationship will change at high porosi-
ties, but these are beyond the model we are using here. They are further discussed
in Kobayashi et al [38].
3.2 Rescaling
The equations are rescaled using the following transformations with the non-
dimensional variables with a tilde.
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ρ = ρo (1− λρ˜) k = kok˜
p = po(1− γλp˜) z = lz˜
pa = po (1− γλp˜a) u = uou˜
λ = ρsgl
γpo
uo =
Dp
to
t = tot˜ Dp = lD˜p
to =
λl
vo
A = AoA˜
v = vov˜ D = DoD˜
φ = φoφ˜
(3.11)
The time scale used is the time over which the pressure follows an exponential
decay. There are two important length scales: the depth of the bed and the size
of the beads. The scaling chosen for z is the depth of the bed as the pressure
change is occurring over many bead diameters. The pressure and density scalings
are chosen such that the adiabatic law reduces to ρ ≈ p when λ is small. This
allows considerable simplification compared to the rock modeling as the scaling
used in [15] gives equation 2.16. λ is of the order of the gas overburden which is
the pressure gradient of the gas due to gravity. By convention the tilde notation
will be dropped now, with all variables being non-dimensional unless otherwise
stated.
3.3 Non-dimensional Model Equations
The model equations become (with tildes omitted)
νφ (1− λρ) vt = φpz − νA−D (3.12)
∂
∂t
[(1− λρ)φ] = ∂
∂z
[λ (1− λρ)φv] (3.13)
β1ut = θpz + νA+D − β2θ (3.14)
φt = β3
∂
∂z
[θu] (3.15)
A = θCVM (1− λρ) (vt − ut) (3.16)
D =
φ (v − u)
k
+ δφ3(1− λρ)
(
(v − u) |v − u|√
k
)
(3.17)
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Parameter Formula Typical Value
a to
tc
0.08
λ (θo)ρsgl
γpo
0.002
δ νλlCF√
ko
0.6
to
λl
vo
2.5 ms
vo
kopoγλ
νφol
0.3 ms−1
β1
Dp
t2o(θo)g
1350
β2
uoto
l
0.01
β3 θoρsgl
3 1
Table 3.2: Parameters of the nondimensionalized model
The rupture criterion becomes
pc − p ≥ So + θ
{
(1− z), 0 < z < 1−Dp
Dp, l −Dp ≤ z < 1
(3.18)
with the boundary and initial conditions for pressure becoming
pz(0, t) = 0, p(z, 0) = 0, (3.19)
and
p(1, t) = pa
(
1− e−at) , (3.20)
while the boundary and initial conditions for the other variables become
v(0, t) = 0, v(z, 0) = 0, u(z, 0) = 0 and φ(z, 0) = φo = 0.4 (3.21)
Note that we have applied the conditions on pz(0, t) and v(0, t) because there is no
flow through the bottom of the container and the pressure there does not change
over the timescale that we are modelling.
Chapter 4
Diffusion Equations
We can reduce these equations to various diffusion cases, depending on the as-
sumptions made. If we take λ,ν,δ,,β1,β2 and β3 to be zero we reduce to the linear
diffusion case. If we examine the situation where the bed has not expanded we
then have δ is small compared to the linear term in the drag and we can treat the
problem as a force balance between the drag and the pressure gradient to obtain
a linear diffusion equation.
4.1 Linear Diffusion
For the stationary bed, initially the drag reduces to
D =
φv
φok
(4.1)
The gas mass equation becomes
pt = vz (4.2)
allowing us to obtain
pz =
φ2v
φok
(4.3)
The physical interpretation of this, is that the pressure gradient balances with the
drag. We can substitute into 4.2 to obtain
pt = φo
(
kpz
φ
)
z
(4.4)
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Before fracturing we can take φ = φo and k is the scaled permeability, which we
can take to be constant and equal to 1 for now. Thus the equation reduces to the
linear diffusion equation
pt = pzz (4.5)
We have initial conditions p = 0 at t = 0 and boundary conditions pz = 0 at z = 0
and p = pc = pa (1− exp(−at)) at z = 1. This is separable into equations for
space and time, and can be matched to the boundary conditions for small t using
pc = pa (1− exp(−at)) ≈ at.
4.1.0.1 Analytic Solutions
If we take a Laplace transform in time
P (z, s) =
∫ ∞
0
p(z, t)e−stds (4.6)
we find that the differential equation transforms to
Pzz = sP (4.7)
with boundary conditions Pz = 0 at z = 0 and P =
apa
s(s+a)
at z = 1. The solution
in transform space is
P (z, s) =
apa
s(s+ a)
cosh(
√
sz)
cosh(
√
s)
(4.8)
from Crank [39] we can invert this which gives an infinite sum of erfc functions
which converge rapidly for all except large values of t. For small times we proceed
by expanding the hyperbolic functions into exponentials
P =
apa
s(s+ a)
e
√
sz + e−
√
sz
e
√
s
(
1 + e−2
√
s
) (4.9)
then converting them into a sum using the Binomial Theorem
P =
apa
s(s+ a)
(
e−
√
s(1−z) + e−
√
s(1+z)
) ∞∑
n=0
(−1)ne−2n
√
s (4.10)
Then
P =
apa
s(s+ a)
( ∞∑
n=0
(−1)ne−
√
s(2n+1−z) +
∞∑
n=0
(−1)ne−
√
s(2n+1+z)
)
(4.11)
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which for large s (small t) converges to
P ∼ apa
(
e−
√
s(1−z)
s2
)
(4.12)
which has the inverse transform [40]
p(z, t) = 4apati
2erfc
(
1− z
2
√
t
)
(4.13)
where:
i2erfc(x) =
1
pi
∫ ∞
x
(t− x)2e−t2dt (4.14)
is the integrated complementary error function This can be converted to the form
p(z, t) = apa
[(
t+
(1− z)2
2
)
erfc
(
1− z
2
√
t
)
− (1− z)
√
t
pi
e
(1−z)2
4t
]
(4.15)
where erfc(x) is the complementary error function
erfc(x) = 1− erf(x) =
∫ ∞
x
e−t
2
dt (4.16)
Further, we can find the gas velocity by using the relation
v =
∫
ptdz (4.17)
This will be compared to the numerical solution below (Figure 4.4).
4.1.0.2 Numerical Solutions
Solving the system numerically shows that the expansion wave propagates inward
from the surface (Figure 4.1). When So is zero in 3.18, the model predicts dust
fragmentation immediately from the first bead as shown. This obviously does not
match the experimental observation. When So is non-zero fragmentation occurs
further in, at z ≈ 0.96 which gives slabs of 4-8 beads (Figure 4.3). This is closer
to the experimental value than before, but the layers are still 30-50% too small.
Chapter 4. Diffusion Equations 19
Figure 4.1: The numerical solution to the linear diffusion problem plotted in
equal intervals from t=0.00125 to t=0.0075. The point of maximum pressure
gradient is never at the surface but in the interior of the bed.
Figure 4.2: The numerical solution of equation 4.5 with the fragmentation
threshold shown (blue line) where ∆p = pc − p˜. Here the threshold has zero
tensile strength.
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Figure 4.3: The numerical solution of equation 4.5. ∆p = pc− p and the blue
line shows the threshold for rupture with So included. Note that So raises the
overburden threshold and the distance between the line and the x-axis at z = 1
is equal to So. The pressure difference increases until it meets the overburden
at approximately t=0.0075, at a depth of 0.04.
4.2 Non-linear Diffusion
4.2.1 Medium-velocity case
4.2.1.1 Analytic Solutions
When the velocity is high enough such that the v and v2 terms are comparable,
the momentum conservation equation can be taken as a quadratic in v and thus v
can be solved for. In general, we will be able to treat the v|v| as v2 as the velocity
will be only in the positive z direction. Thus
v =
−φ2
kφo
±
√
φ4o
(kφo)2
+ 4φ
4
oδ√
k
pz
2δφ3o√
k
(4.18)
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Figure 4.4: Comparison between the analytic solutions (circles) and numerical
solutions (lines) with ∆p = pc − p
which using the method shown above for obtaining equation 4.5 results in the
non-linear diffusion equation
pt +
 −1kφo +
√
1
(kφo)2
+ 4δ√
k
pz
2δφo√
k

z
= 0 (4.19)
which reduces to the high-velocity case below when k is large and to the linear
case when δ is small. We have discarded the minus term so that the equation is
always non-zero. For the non-linear cases we modify the initial condition to be
p(z, 0) = λz to avoid singularities caused by the non-linear diffusivity. We can
solve equation 4.19 by separating variables p(z, t) = p1(z) + p2(t). This splits into
two equations,
d2p1(z)
dz2
= φoC1
√√√√√k − 4δkφ2o dp1(z)dz
phi2ok
3
2
(4.20)
and
dp2(t)
dt
= C1 (4.21)
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where C1 is the separation constant. Equation 4.21 is solved by
p2(t) = C1t+ d (4.22)
where d is a constant of integration. Equation 4.20 can be solved by completing
the square under the square root and thus we obtain
p1(z) = −φoC
2
1z
3
3
√
k
− φoC
2
1C2z
2
√
k
+
(
1
4δφ2o
√
k
+
2φoC
2
1C2√
k
)
z + C3 (4.23)
which then gives
p(z, t) = −φoC
2
1z
3
3
√
k
− φoC
2
1C2z
2
√
k
+
(
1
4δφ2o
√
k
+
2φoC
2
1C2√
k
)
z + C1t+D (4.24)
where the arbitary constants C3 and d have been combined into D. While this is
a solution to 4.19, it is only of limited usefulness as will be seen below with the
discussion of 4.26.
4.2.2 Numerical Solutions
Solving this numerically gives Figure 4.5. It seems to show the same evolution as
the linear case. This is also obvious when ∆p is plotted (Figure 4.6).
4.2.3 High-velocity case
4.2.3.1 Analytic Solutions
In the high velocity case we take the v2 term to be much larger than the v term
in the drag equation which then becomes,
D =
δφ3√
k
v|v| (4.25)
We can balance this with the pressure gradient term and then substitute this
expression into the mass conservation equation for the gas and thus we find the
non-linear diffusion equation,
pt +
(√
bpz
)
z
, (4.26)
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Figure 4.5: Numerical solution to equation 4.19 showing behavior identical to
the linear diffusion case
Figure 4.6: Numerical solution to equation 4.19 with ∆p = pc−p. It fragments
at the same point as the linear diffusion solution though it does fragment slightly
earlier (at t=0.007 instead of t=0.0075)
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where b =
√
k
δφ2
.
This equation can be solved using separation of variables in a similar fashtion to
equation 4.19 with p(z, t) = p1(z)+p2(t). Substituting this into the equation gives
d2
dz2
p1(z) =
2c
b
√
b
d
dz
p1(z),
d
dt
p2(t) = c (4.27)
where c is an arbitrary constant. A solution for p2(t) is
p2(t) = ct+ d (4.28)
where d is the constant of integration. A solution for p1(z) is a polynomial of form
p1(z) =
c2 (z + d1)
3
3b
+ d2 (4.29)
thus giving
p(z, t) =
c2 (z + d1)
3
3b
+ ct+ d2 (4.30)
This can match the exponential decay at the boundary for short time scales when
c = a. However, matching the initial condition of p(z, 0) = λz cannot be done
without setting d1  z. This can be done by moving coordinates such that we
replace z with 1− α. Then when α is small
p(α, t) =
a2 (d21α + d
3
1)
3b
+ at+ d2 (4.31)
However, this still does not match the initial condition and displays odd behavior
as discussed below.
4.2.3.2 Numerical Solutions
Solving the equation 4.26, using boundary and initial conditions pz(0, t) = λ, p(1, t) =
pc + λ, p(z, 0) = λz numerically gives the behavior shown in Figure 4.7. The λ
term has been added to avoid an initial discontinuity at z = 1 and is ∼ 0.002.
Importantly, it shows the pressure near z = 0 is changing at early times. This
is unusual as we would expect the expansion wave to take time to penetrate into
the bed but here it is starting to go down immediately. Further it shows that
the analytic solutions derived earlier (Equation 4.31 could be valid for medium
times, assuming a bed that has not fragmented. For long time p will level out at
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Figure 4.7: Numerical solution of high velocity diffusion equation 4.26 with
time steps of 0.04. Note the change at z = 0 with the pressure increasing at
small times.
atmospheric pressure and the analytic solution will again be invalid as it continues
increases for all t.
For smaller times we can find the fragmentation point using similar methods as in
section 4.1. Numerically this gives Figure 4.8 and has a layer size of 15 beads.
4.2.4 Non-diffusive behavior
A hallmark of the strange behavior shown by these solutions (Equation 4.31) is
that they are ’non-diffusive’. The solutions to the non-linear cases do not show
the ’spreading’ characteristic of diffusion equations but rather a more ’mesa-like’
behavior. This is when the diffusion causes an increase in the pressure gradient
usually due to a non-linear diffusion coefficent. The pressure profiles of these
equations tend to have flat areas of high diffusivity and low pressure gradients
separated by areas of low diffusivity and high pressure gradients. This is what
gives them their mesa-like appearance Similar behavior is also seen in the below
section 5. These solutions show a steepening of the pressure near the surface
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Figure 4.8: Numerical solution of high velocity diffusion with the overburden
and tensile strength shown in blue. Solved at even spacings between 0 and 0.24
and fragments at z ≈ 0.95. ∆p = pc − p.
of the bed. Thus the maximum pressure gradient builds up and there is a non-
linear diffusivity stopping the gradient flattening as D = 1√
pz
. Eventually the
wave penetrates into the bed. This is similar to the modeling seen in [41] where
there is modeling of a single cereal grain. The major difference in this case is
that the pressure gradient, unlike the moisture gradient in the cereal grain case,
only builds up to the point of fragmentation. After that it no longer builds up as
it is dissipated by the movement of the slabs. A more general treatment of this
behavior is found in Friedman and Ho¨llig [42].
Chapter 5
Wave-like Equations
If we take ν = 0.2 6= 0 (ν is the scaling parameter for the acceleration of the gas)
then we find a system of p and v. For the case in which λ is small and before the
beads have moved (u = 0 and φ = φo) the gas momentum equation reduces to
νφovt = φopz − νθoCVMvt − φov
k
− δφ
3
ov
2
√
k
, (5.1)
and the gas mass conversation equation reduces to simply
pt = vz (5.2)
We can then integrate the gas mass equation with respect to time and substitute
into the gas momentum equation giving.
ν ′vt = φo
∫
vzzdt− φov
k
− δφ
3
ov
2
√
k
, (5.3)
where ν ′ = (φo + θoCVM)ν. We can then differentiate with respect to time, thus
giving a wave-like equation
ν ′vtt = φovzz − φo
k
vt − 2δφ
3
o√
k
vvt (5.4)
The v2 term is small (∼ 0.01) and so by setting it to zero we initially obtain,
ν ′vtt = φovzz − φo
k
vt (5.5)
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Pressure can be easily found due to
p(z, t) =
∫
vzdt (5.6)
5.1 Analytic Solutions
Without the vvt term equation 5.4 separates using V (z, t) = T (t)Z(z) into,
ν ′T ′′(t) +
φo
k
T ′(t)− qT (t) = 0 (5.7)
φoZ
′′(z)− qZ(z) = 0 (5.8)
where q is the separation constant. We set q = σ2 (as q = 0 gives the trivial
solution and q < 0 cannot match the boundary conditions). The z equation has
the solution
Z(z) = A1 exp
(
σ√
φo
z
)
+ A2 exp
(
− σ√
φo
z
)
(5.9)
where A1, and A2 are arbitrary constants. The t equation has the auxiliary equa-
tion
ν ′m2 +
φo
k
m− σ2 = 0 (5.10)
solving for m gives
m =
1
2ν ′
(
−φo
k
± α
)
(5.11)
where
α =
√(
φo
k
)2
+ 4ν ′σ2 (5.12)
Thus the solution for the t equation is
T (t) = e
−φot
2ν′k
(
B1e
αt +B2e
−αt) (5.13)
where B1, and B2 are arbitrary constants. The solution to the whole problem is
thus
v(z, t) = e
−φo
2ν′k t
(
B1e
αt +B2e
−αt)(A1 exp( σ√
φo
z
)
+ A2 exp
(
− σ√
φo
z
))
(5.14)
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Using 5.6 we can find p(z, t) to be
p(z, t) = b
(
B1
c+ α
e(c+α)t +
B2
c− αe
(c−α)t
)
(A1 exp (bz)− A2 exp (−bz)) (5.15)
where
b =
σ√
φo
(5.16)
The boundary conditions are
pz(0, t) = 0 (5.17)
and
p(1, t) = pa(1− e−at) (5.18)
With the initial conditon
p(z, 0) = 0 (5.19)
To satisfy the boundary condition 5.17 we take
pz(0, t) = 0 = b
2
(
B1
c+ α
e(c+α)t +
B2
c− αe
(c−α)t
)
(A1 + A2) (5.20)
which is zero for all t as long as A1 = −A2. To satisfy the initial condition 5.19
we take
p(z, 0) = 0 = b
(
B1
c+ α
+
B2
c− α
)(
A1e
bz + A1e
bz
)
(5.21)
This holds for all z if
B1
c+ α
= − B2
c− α (5.22)
The last boundary condition 5.18 gives
p(1, t) = pa(1− e−at) = b
(
B1
c− α(e
(c+α)t +
B2
c− αe
(c−α)t
)(
A(eb − e−b)) (5.23)
To match this, we must take c− α = −a and c + α = 0. However, this results in
a divergence in the coefficient B1
c+α
. To avoid this we set B1 = 0 but require
B1
c+ α
= − B2
c− α = C (5.24)
, where
C = bpaA (5.25)
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Solving for α in the simultaneous equation gives 2α = a. Because α is a function
of σ from(5.12), this gives σ
σ2 =
1
4ν ′
(
a2 − 2φoa
2ν ′k
+
φ2o
4ν ′k
− φo
k
2)
(5.26)
However, this is less than zero, we end up with imaginary pressures. As we know
that the pressures are real we set the last free parameter A to be −i. The spatial
dependence becomes
2 sin(−ibz) (5.27)
Thus we obtain the solution
p(z, t) = −ibpa
(
1− e−at) (ebz − e−bz) (5.28)
Note that because b is purely imaginary ib is purely real.
5.2 Numerical Solutions
Solving the problem numerically shows that there is a penetrating wave. The
pressure is piecewise linear between 0 and pc. This can be easily modelled using
a piecewise linear function which is found by assuming a constant gradient and
setting the line to follow the boundary condition at z = 1. This gives:
p =
{
0 0 < z < 1− zˆ,
11.25z − 11.25 + pc 1− zˆ ≤ z < 1
(5.29)
Where zˆ = 1+ pc
11.25
This provides a good correspondence to the numerical solution
for small t. However, it diverges for larger t. Further the divergence is closer to
zˆ due to the fact that the other end is set to be equal to the boundary condition
p(1, t) = pc. When this solution is used to find the fragmentation point the
pressure difference rises up to meet the overburden in the same manner as in
the linear case, but the pressure difference meets the overburden at the inflection
point. This corresponds to zˆ in the piecewise solution.
When we include the v2 term we find that the numerical solution has significant
oscillation around zˆ as seen.
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Figure 5.1: Numerical solution of equation 5.5 showing penetrating wave be-
havior
Figure 5.2: Comparison of the piece linear solution (blue circles) to the nu-
merical solution
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Figure 5.3: Numerical solution of equation 5.5 with ∆p = pc − p
Figure 5.4: Numerical solution of the system 5.1 and 5.2.
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Figure 5.5: Numerical solution of the system with λ non-zero.
For the case where λ is non-zero, the numerical solution can be obtained for the
system:
νφo (1− λp) vt = φopt − ν
(
θ
2
(1− λp)vt
)
− φv − δφ3 ((1− λp)v2) (5.30)
∂p
∂t
=
∂
∂z
((1− λp)v) (5.31)
The numerical solution shows small oscillations beyond zˆ which is likely an artifact
of the method used by MAPLE to solve the system. This is due to the osscilation
frequency being inversely proportional to the spatial step size. This is seen in both
Figure 5.4 and Figure 5.5.
Chapter 6
Tensile Strength and Hoop Stress
6.1 Tensile Strength
Note that the variables in this section are dimensional. Before this we have taken
the tensile strength of the bed to be a constant So and dependent purely on ρs,g
and Dp, but this can take several different forms. We can take
So = G+ ρg
Dp
2
(6.1)
where G is the additional cohesion due to Van der Waals interactions. Molerus
[43] breaks the cohesive force into
H = Ho + κN (6.2)
where Ho is the intrinsic cohesion caused mostly by van der Waals’ forces and N
is the compressive normal force. Molerus finds Ho to be
Ho ≈ ~ω¯
8piz2o
R∗
(
1 +
~ω¯
8pi2z3oH
∗
)
(6.3)
where ~ω¯ is the Lifschitz-van der Waals constant (in eV), zo ≈ 4 × 10−10 is the
maximum adhesion distance (in m), H∗ the hardness of the solid (in N m−2) which
is ∼ 108 in glass beads, and R∗ which is the effective particle diameter taking into
account that the surfaces are not smooth (in m). Molerus finds that this results
in an Ho of 8.76 × 10−8N in glass. Converting into pressures gives ∼ 0.028Pa,
significantly smaller than the gravitational overburden (∼ 1 near the surface).
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The compressive normal force (N in 6.2) is highly dependent on the rate at which
the cylinder is charged with nitrogen. Note that this is not the current force on
the spheres but the force applied to the spheres during the charging. The force
applied to the spheres would be proportional to the pressure difference between
the top of the chamber and the pore space of the bed. To estimate the size of
this effect we take a pressure p1 averaged from the top of the bed to the top of
the chamber, being increased isothermally at a constant rate R1 and bleeding into
the bed at a rate R2(p1 − p2) which we treat as a second chamber with average
pressure p2. Conservation of gas mass gives two differential equations:
dp1
dt
= R1 −R2(p1 − p2), (6.4)
dp2
dt
= R2(p1 − p2). (6.5)
Note that we have assumed that V1 ∼ V2 where V1 is the volume of the top of
the chamber and V2 is the volume of the pore space of the bed. This allows the
use of pressure instead of gas mass through the ideal gas law PV ∼ mT where
in this case m is the gas mass. The result does not significantly change if the
volumes are different. Further, we take the initial pressures p1(0), p2(0) to be
equal to atmospheric pressure. Subtracting the second equation from the first and
substituting ∆p = p1 − p2 gives the following equation
d∆p
dt
= R1 − 2R2∆p, (6.6)
where the initial condition becomes ∆p = 0. The solution to 6.6 is
∆p =
R1
2R2
(
1− e−2R2t) (6.7)
which starts at zero and approaches the asymptote R1
2R2
. The asymptotic value
will be used as a proxy to find the compressive force from 6.2. To estimate R2
we note that complete discharge in Anilkumar’s experiments take approximately
40ms, giving R2 ≈ 25s−1. If the top part of the chamber is charged slowly over
10 minutes for a total charge of 200kPa, R1= 333Pa·s−1. The force on the bed
from the charging time is ∼13Pa. On the other hand if the bed is charged over
two seconds we find that the compressive force is 2000Pa. Thus the compressive
force is highly dependent on the experimental conditions.
The variance of the tensile strength with particle diameter depends on several
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competing factors, two of which are: van der Waals’ forces getting weaker as the
beads get larger and the contact area per total area between the spheres also gets
smaller. This is in contrast to the experimental result showing that the layer size
becomes larger as bead diameter increases which would imply a higher tensile
strength according to our results so far.
Further, we have not considered the packing process. We do not know if the beads
had retained any static charge during the packing process which is likely to create
a great deal of extra tensile strength. Nevertheless, for a given measured charge it
is relatively simple to calculate the extra adhesion using Coulomb’s law. A further
consideration is moisture in the chamber during the experiment. This would likely
result in bridges forming between the beads causing the effective contact area to
increase greatly. Some of the effects of this are modeled in Groger [44].
6.2 Hoop Stress
One thing that has been excluded from the analysis so far is friction from the walls
of the container. This “hoop stress” [45] can be derived using a force balance equa-
tion as so; the force acting on a thin layer of beads is the solid pressure difference
across the layer times the area of the layer piR2 ∂Ps
∂z
dz where R is the radius of
the container. This force is balanced by gravity acting on the beads piR2ρsgdz
and the friction of the wall 2piRµPsdz where µ is the coefficient of friction. µ is
known to vary between 0.31 and 0.39 according to Malla 2007 [46]. While here
we have taken the container to be circular, the geometry of the container does not
change the analysis. This is pressure dependent though we take it to be a constant
for numerical purposes. It is unknown how this will vary with particle diameter
though some possibilities are discussed below. This gives the differential equation:
∂Ps
∂z
+
2µ
R
Ps + ρsg = 0 (6.8)
We assume that the solid pressure at the top of the bed (z=l) is 0 giving the
required boundary condition. We can take an exponential solution of the form
Ps(z) = A+Be
αz (6.9)
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Substituting it into the differential equation gives
αBeαz + ρsg +
2µA
R
+
2µB
R
eαz = 0 (6.10)
Now by matching coeffcients gives
A = −ρsgR
2µ
(6.11a)
α = −2µ
R
(6.11b)
Now, adding the boundary conditions gives
B =
ρsgR
2µ
e
2µ
R (6.11c)
Thus giving the solution
Ps(z) =
ρsgR
2µ
(
e
2µ
R
(l−z) − 1
)
(6.12)
We have interpreted Ps as the fragmentation criterion to replace the overburden.
Thus the pressure difference must overcome Ps + So to cause a layer to lift off.
Note that for µ 1 this reduces to the overburden from gravity alone used earlier.
The leading term is approximately 300Pa, significantly higher than the previous
estimate of the overburden given by inter-particle interactions of approximately
150Pa. However, the function reduces to zero at the surface (by the boundary
condition).
While here we have taken the container to be circular, the geometry of the con-
tainer does not change the analysis, with the R term being replaced with the ratio
of the area and the perimeter. But it is highly dependent on the radius of the
container and so has a very different length scale compared to the tensile strength.
Using this as the fracture criterion we see that the bed fractures at approximately
z ≈ 0.96 which corresponds to 12 bead layers, giving an excellent match to the
experimental results.
The applicability of the hoop stress model to the larger context of large chemical
reactors or volcanic eruptions is unknown as the stress is highly dependent on R
which will be tens to hundreds of meters in the larger cases which will be 105 times
the pressures seen here.
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Figure 6.1: Solution to linear diffusion equation using the hoop stress fracture
criterion. The pressure difference meets the restraining force at z =≈ 0.96 at
t ≈ 0.005.
Chapter 7
Dependence on Bead Diameter
and Density
7.1 Dependence on particle diameter
So far, we have only considered the behavior of the bed of bead diameter Dp ≈
500µm. Both the tensile strength and the permeability depend on the bead di-
ameter and so we must consider how this affects our results. If the bead diameter
increases but the density of the beads stays the same then the inherent tensile
strength of the beads So increases linearly. Moreover, the permeability of the bed
will increase as the square of the bead diameter. Thus for beads of 1000µm the
rescaled permeability is 4 and we can solve the problem again to find the graph
below. Conversely, if the bead diameter is 125µm then the tensile strength is much
lower and the permeability becomes 1
16
. By working out the fragmentation point,
we can see that the slab thickness is directly proportional to the bead diameter
(Figure 7.3) and is proportional to the square root of the bead diameter when
expressed in terms of particle number (Figure 7.4).
Comparing to experiment we see that the model underestimates the slab size at
small bead diameters but matches well at larger sizes. A possible cause is an extra
source of cohesion that is only significant at small bead diameters such as Ho.
However, it does approach zero layer size at small bead diameters which matches
the experiments by Cagnoli et al [29].
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Figure 7.1: Solution to linear diffusion equation 4.5 with Dp = 1000µm. The
blue line know includes the hoop stress as well as the overburden and So.
Figure 7.2: Solution to linear diffusion equation 4.5 with Dp = 125µm. Frag-
mentation is very early (t=0.0005) and at a depth of z=0.005.
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Figure 7.3: Slab size (y) dependence on bead diameter in terms of microns
showing the linear dependence
Figure 7.4: Slab size (y) dependence on bead diameter in terms of bead
number showing a square root dependence
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Figure 7.5: A comparison of the experimental data for the slab size from
Anilkumar [28] and modeled slab size, showing a divergence at small bead di-
ameters and a very good match at 500µ m.
7.2 Dependence on bead density
Increasing the bead density increases both So = ρg
Dp
2
and the hoop stress and
this results in the slab size increasing approximately linearly until 5000 kg m−3.
After that it levels off. However, even though the fragmentation point stops going
deeper (Figure 7.6), the fragmentation time does increase as shown below (Figure
7.7.
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Figure 7.6: Slab size (y) dependence on bead density in microns showing a
leveling off above 5000 kg m−3
Figure 7.7: Dependence of fragmentation time on bead density. tf is in di-
mensionless units. It does not show the leveling off seen in the fragmentation
point
Chapter 8
Conclusion
We have modeled and explained why the sudden depressurization that occurs in
shock tube experiments results in the formation of layers (slabs), by deriving,
reducing and solving a mathematical model consisting of conservation equations
for mass and momentum for gas and a porous solid with low tensile strength, with
the gas flowing due to an adiabatic expansion above the bed. The effects of gravity
and wall friction have been included as a criterion for fragmentation.
The model reduces to a linear diffusion equation, solved using Laplace transforms
and numerically. Cases of medium to high velocity and large gas accelerations
have also been explored and solved analytically and numerically. The numerical
solution of the large acceleration case has also been shown to have a good fit with
a piecewise linear function.
The expansion wave travels down from the head of the chamber and when reach-
ing the bed causes a pressure drop that had been experimentally determined. The
expansion wave then diffuses into the bed and builds up a pressure gradient until
that pressure gradient overcomes the gravitational overburden, the inherent tensile
strength of the bed, and the wall friction. The layer then lifts off and accelerates
upwards. The expansion wave will continue downwards with the remaining part
of the bed behaving in the same fashion as each layer lifting off results in a new
uncovered bed that is smaller but otherwise identical. This process continue with
layers being formed all the way down the bed. We used a hoop stress formulation
for the wall friction which is not generalisable to layered beds. The dependence of
layer size on bead diameter was also investigated using the numerical solutions of
the linear diffusion with the hoop stress formulation added. Here we found a good
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match to experimental results, particularly at larger bead diameters. The depen-
dence of layer size on bead density was also investigated to provide predictions
for future experiments. It was found that the layer size increases to a maximum
at 5000 kg·m−3 before leveling off. However, it was found that the fragmentation
time continues to increase even after the leveling off.
There are several ways this model could be extended. They include: modeling
the movement of the bed after fragmentation, modeling friction and cohesion in a
more intrinsic fashion, and modeling layered beds. More experimental data would
also allow closer modeling and comparison to the predicted effect of changes in
bead density.
In this work we have ignored what happens to the bed after fragmentation. After
the bed fragments, porosity is no longer a constant and the bed velocity cannot
be taken to be zero. This would result in significant complexity and it is likely
that it can only be modelled numerically as was seen in the equivalent modeling
in rocks [32]. Further, the modeling used here is quasi-static which may not apply
after fragmentation.
The model of friction used in this work is an ad hoc addition to the cohesion.
While this results in the model matching the experiments, it runs into problems
when modeling layered beds. Similarly, the model of cohesion as So = f(ρs, Dp),
while acceptable on the macro level, is likely to break down at the bead level,
which again may cause problems with layered beds. A possible candidate for this
is to add a stress-strain relation and add friction to it. This is the method used
in [15], with a Green’s function formulation giving the stress across the bed and
is seen in the appendix.
Another extension of the model would be to tubes of varying radius. This would
likely require the extension of the model to three dimensions. Further there is
likely to be a choking effect if the radius decreases with height similar to that seen
in steep-walled hoppers [45].
The final logical extension of the model is layered beds. The method of friction
modeling used in this work does not work for layered beds as discontinuities arise
at the boundary layers. Either the hoop stress would have to be altered to allow
matching or a more sophisticated method could be used. One possible way to do
this would be to solve the solid pressure equation separately in every layer and
then match at the boundaries.
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The results of the model show the behavior found in experiments. Model extension
would be required for further application of the model to natural or industrial such
as volcanic eruptions or fluidized bed reactors.
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Modelling the Initiation of Dust Eruptions
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Abstract
We present a new model for the initiation of high-speed eruptive two-phase dust
flows in the laboratory. Shock-tube experiments have been conducted on beds of
solid particles in nitrogen under high pressure, which are suddenly decompressed.
Our model is successful in explaining the slab-like structures that are often ob-
served during initiation of bed movement, by considering the interaction between
the compressible flow of gas through the bed and the stress field in the particle bed,
which ruptures when bed cohesion is overcome by the effective stress in the bed
generated by the gas flow. Our model includes the effects of overburden and wall
friction, and predicts that all layered configurations will rupture initially in this
fashion, consistent with experimental observation. We also find that the modelled
dependence of layer size on particle size is a good match to experiment.
Keywords: explosive fragmentation, mathematical model, dusty gas flow, shock
tube, high speed two-phase flow
1. Introduction
Explosive volcanic activity is expressed in a wide range of forms, ranging from
Hawaiian fire fountaining and Strombolian eruptions to highly energetic Vulca-
nian and Plinian eruptions. Fragmentation types may be roughly divided into two
end-members depending on magma viscosity. In low-viscosity magma, proposed
fragmentation mechanisms include bursting bubbles and foam instability (Ver-
hoogen, 1951; Sparks, 1978; Mangan & Cashman, 1996). On the other hand, in
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high-viscosity magma bubble growth is constrained by viscous forces resulting in
over-pressurized vesicles. This magma tends to fragment in a brittle manner when
the strength of the magma is exceeded, and this is usually taken to be due to the
presence of pressurized vesicles (McBirney & Murase, 1970; Heiken & Wohletz,
1991; Gilbert & Sparks, 1998; Cashman et al., 2000). These explosive eruptions
are characterized by high-velocity flows of mixtures of solid particles and gas.
Laboratory experiments with shock-tube apparatus have been conducted in
order to better understand fragmentation and flow processes in Vulcanian and
Plinian eruptions. The materials used in these experiments vary from packed beds
of spheres of glass and steel (Anilkumar et al, 1993; Anilkumar, 1989), through
weakly cohesive artificial porous structures (Mader et al., 1994; Philips et al.,
1995; Ichihara et al., 2002; Namiki & Manga, 2005; Kameda et al., 2008) , to
competent natural samples of volcanic rock (Alidibirov, 1994; Martel et al., 2000;
Spieler et al., 2004b; Scheu et al., 2006, 2008).
Shock-tube experiments conducted on samples of natural eruptive competent
rock and weakly cohesive materials display a characteristic length-scale for pri-
mary fragmentation, so that slabs of solid material of approximately the same
thickness successively break off from the remaining stationary material. When the
sample is competent, it is necessary to anchor the initial sample into the shock-
tube with glue or by having a tight fit, to prevent it from immediately moving up
the tube. Fragmenting sections, then, have simultaneously broken away from the
remaining sample, and from the glued or tight-fitting sides.
A novel recent mathematical model of gas flow through porous rock has suc-
cessfully explained the appearance of this hitherto perplexing lengthscale for com-
petent rock samples (Fowler et al., 2009; McGuinness et al., 2012). In this mod-
elling, a nonlinear diffusion equation was derived for the movement of gas through
the rock sample, driven by the arrival at the sample surface of an expansion wave.
The resulting variations in gas pressure stress the rock sample. This stress in-
creases towards critical tensile strength while penetrating deeper into the still sta-
tionary sample. When tensile strength is exceeded, this occurs at a local maximum
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of stress some distance into the sample, causing a slab of material to fragment and
move upwards. A key role is played in this previous modelling work by the mech-
anism that holds the remaining rock in place. Without glue or a tight fit, the model
predicts that the maximum stress is at the base of the sample, not partway down,
causing the entire sample to lift off. Indeed, this is what is observed in practice.
It may come as something of a surprise then, that when packed beds of small
spheres with small cohesion are used instead of competent samples in shock-tube
experiments, the very first mobilisation event observed is again the formation of
horizontal cracks on a certain lengthscale at initiation of movement. The resulting
slabs of beads are closely associated with the large-scale heterogeneities in flow
density that are the main feature of the flow structure that subsequently develops
(Anilkumar et al, 1993; Anilkumar, 1989; Cagnoli et al, 2002).
The tensile strengths of the bead beds considered is less than 100 Pa, compared
with a tensile strength of over 1 MPa for rock. The over-pressures involved in the
dust experiments are of the order of one bar, compared to about 100 bars for rocks.
The formation of slabs at initiation of movement of bead beds under transient
gas pressure changes in shock tubes is not a feature of fluidised beds with grad-
ually increased steady gas through-flow. As noted in Valverde et al (1998), the
first fracture of such beds is always at the bottom of the bed. Smaller-scale slab
structures in steady fluidised beds are only manifested for some classes of pow-
ders as slug flow features at gas flowrates significantly higher than required for
fluidisation. Incompressible gas flow is a useful approximation in most modelling
of fluidised beds, whereas compressible gas flow is central to the shock-tube setup
since gas decompression is the cause of gas flow.
Our aim in this paper is to explain the formation of these slab structures at
the onset of mobilisation of a low-cohesion bed of particles under the transient
compressible gas flow imposed by the shock-tube setup, by using a modification
of the modelling approach that has been so successful for shock-tube experiments
on competent rock samples.
We review some details of the dust shock-tube experiments in the next section,
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then we introduce the mathematical model describing conservation of mass and
momentum, and relating stress and strain, in the following section. In that section
we derive a reduced set of equations describing gas pressures and stress, after
rescaling and setting small parameters to zero. Solutions are presented in the
following section, then the rupture condition is considered in the next section,
followed by conclusions.
2. Dust Experiments
The experiments prompting this paper are reported by Anilkumar (1989) and
Anilkumar et al (1993). A shock tube apparatus is used to fluidize packed beds
of spheres sourced from a range of materials and with nitrogen gas as the work-
ing fluid, with a range of bed heights from 15–60cm, bed width of 3.8 cm with
a square geometry, sphere diameters in the range 125–1000µm, final speeds of
15–60 m/s, and accelerations in excess of 150g. In that apparatus, the timescale
for pressure to drop by a factor of e is about 1 ms. In contrast, Cagnoli et al (2002)
use smaller sphere diameters (38 and 95µm) and smaller pressure drops (200–900
mbar), mobilised by sudden decompression of a dry air environment. In some of
Anilkumar’s experiments the bed of spheres rests on a solid base, in others it rests
on a mesh with more high-pressure nitrogen below. The test section is pressur-
ized to 2–3 bars gauge (barg, that is, bars above atmospheric pressure), and the
pressure is released explosively at the top by rupturing a diaphragm separating the
high pressure section from a 7–13m long exhaust region at atmospheric pressure.
Windows and cameras allow observation and recording of lofting packed beds of
spheres as the gas expansion wave reaches the upper surface of the bed.
Figure 1 (taken from Anilkumar et al (1993)) shows initial mobilisation of the
bed, with fractures dividing the bed into slabs being the first visible feature after
bed expansion. Tellingly, Anilkumar (1989, p.27) notes that “initial bed expansion
occurs along horizontal fractures that ...partition the bed into slabs”. There is some
variability of slab size, but typically each slab is ten to twenty particle diameters
thick. The dynamics of the subsequent two-phase accelerating flow are complex,
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with particles falling from the bases of slabs and partitioning the fracture regions
into bubbles, while particles at the tops of slabs are stable.
Slab thicknesses are observed to be approximately proportional to the square
root of sphere diameter (Anilkumar, 1989), and this relationship is not hitherto
understood. They are also observed to be independent of the initial over-pressure,
considering two pressures, 2 and 3.1 barg. Slabs are the first-observed features
of bed fragmentation in all experiments, and they are central to any major het-
erogeneity that may be seen later in the flow sequence. However, the reason they
occur is hitherto unknown, and has been speculated to perhaps be due to an insta-
bility in the high-density two-phase flows that subsequently develop (Anilkumar,
1989; Dartevell and Valentine, 2007). However, the fractures giving slabs are the
very first observed change in the bead beds, suggesting the cause may lie in the
interaction of the compressible gas flow with the stationary bead bed.
Fig. 1. Initiation of lofting of a bed of glass beads of depth 60cm, initially at rest
on a solid base, from Anilkumar et al (1993, Fig. 2). Initial overpressure is 2.1
bar, and bead diameter is 125µm. The time since arrival of the expansion wave at
the bed surface is shown below each snapshot, which is a view of the bed from the
side. The camera view is shifted upwards once, at a time between 6.5 and 7.8ms.
We are grateful to Dr. Anilkumar for permission to reproduce this figure.
When smaller (38 and 95µm diameter) spheres are used together with smaller
pressure changes (Cagnoli et al, 2002), slabs are still seen when pressure dif-
ferences are small, but are not as ubiquitous as in the work of Anilkumar (1989).
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Only bubbles are observed at very small pressure differences; at larger values there
is a bubbly region in the upper part of the sample, then a slab region between the
bubbly region and the undisturbed base.
Anilkumar et al (1993) and Anilkumar (1989) also experiment with various
arrangements of two or three layers of beads, either of the same size but different
density, or of the same density but different sizes. Cracks starting near the top
of the bed are still the first visible change upon depressurization, in all config-
urations, but whether the cracks survive longer term or not depends on the bed
configuration, and in the stable configurations Anilkumar refers to repacking of
the layers that form initially, due to inertial or flow factors.
They find that if the lighter beads overly the heavier, the bed is unstable and
slabs are ubiquitous and persistent in time, and the different layers separate first
as primary slabs with larger void spaces between. The reverse bead arrangement
with heavier ones on top leads initially to cracks forming, but then closing up so
that eventually the entire bed lifts off as one plug, and remains very stable, with
beads falling off from the bottom of the plug. If smaller beads overly larger beads,
all of the same density, the bed is unstable and the layers of different sized beads
separate from each other before themselves fragmenting into thinner slabs. An
example of this from Anilkumar et al (1993) is reproduced in Fig. (2), and may
be contrasted with the stable bead-size arrangement illustrated in Fig. (3) from
the same paper. Well-mixed beds with three different bead sizes behave like a
single-sized bead bed at the median bead size — slabs form and then separate.
Our aim in this paper is to explain the initial crack or slab formation in station-
ary beds of beads, seen in shock-tube experiments, and to explain the dependence
of slab thickness on bead diameter. Subsequent flow development and repacking
of certain configurations is beyond the scope of this paper.
3. Mathematical Model of Erupting Dusts
We consider the one-dimensional adiabatic upward compressible flow of gas
through a deformable porous medium, the weakly cohesive stationary bed of
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Fig. 2. Initiation of lofting of a bed of glass beads of depth 3.8cm, initially at rest
on a solid base, from Anilkumar et al (1993, Fig. 4b). Initial overpressure is 2.1
bar, and beads are unstably layered with smallest diameter (250µm) in the upper
one-third of the bed, middle diameter (500µm) in the centre one-third of the bed,
and the largest diameter (750µm) in the lower one-third. The time since arrival
of the expansion wave at the bed surface is shown below each snapshot. We are
grateful to Dr. Anilkumar for permission to reproduce this figure.
Fig. 3. Initiation of lofting of a bed of glass beads of depth 3.8cm, initially at
rest on a porous base (a screen) with high-pressure gas below, in and above the
bed, from Anilkumar et al (1993, Fig. 4a). Initial overpressure is 2.1 bar, and
beads are stably layered with smallest diameter (250µm) in the lower one-third
of the bed, middle diameter (500µm) in the centre one-third of the bed, and the
largest diameter (750µm) in the upper one-third. The time since arrival of the
expansion wave at the bed surface is shown below each snapshot. Layers that form
initially upon bed expansion are not readily visible in these reproductions, and are
reported to repack and disappear during upwards movement. We are grateful to
Dr. Anilkumar for permission to reproduce this figure.
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beads. This leads to a nonlinear diffusion equation for gas pressure or density,
driven by a falling pressure at the upper surface of the bed, and a boundary
value problem that determines the strain or stress in the weakly cohesive bead
bed. We solve and find where the effective stress exceeds bed cohesion. The
approach taken here is based on that used recently when modelling the fragmen-
tation of competent rock samples when suddenly depressurized (Fowler et al.,
2009; McGuinness et al., 2012), which in turn is based on seminal work by Biot
(1956, 1962).
3.1. Dimensional Model Equations
Momentum conservation in the gas gives (Fowler et al., 2009)
ρ φvt = −φpz − A − D , (1)
where z is the vertical coordinate (m) with origin at the base of the bed of beads, p
is gas pressure, ρ is gas density, v is gas velocity, and vt is gas acceleration. Typi-
cal values and ranges of values for material properties are listed in Table (1). The
porosity is φ(z, t), and for a packed bed of stationary spheres in contact with each
other it has the initial value φ0 ≈ 0.4, independent of sphere radius (Coelho et al,
1997). The term A accounts for an added mass effect, which corresponds physi-
cally to the concept that moving a solid sphere through gas requires displacing the
gas backwards (Biot, 1956). It can be written
A = (1 − φ)CVM ρ (vt − wtt) , (2)
where CVM is an order one constant relating the added mass density to the porosity
and gas density. w is the displacement of the solid beads, averaged over a repre-
sentative elementary volume. The term D has dimensions of pressure gradient and
accounts for the interfacial drag when gas moves past solid particles, and when
Darcy’s law for flow in a porous medium is extended to Forcheimer’s or Ergun’s
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equation Ergun (1952) to include turbulent flow effects, takes the form
D =
ηφ2
k
(v − wt) + ρCFφ
3
√
k
(v − wt)|v − wt| , (3)
where η is the dynamic viscosity of the gas (about 18×10−6Pa.s), k is the perme-
ability of the bed (about 10−10m2), and CF is the dimensionless Ergun coefficient
(about 0.5).
Momentum conservation for the solid beads gives
ρs (1 − φ)wtt = (1 − φ)σz + A + D − ρs (1 − φ)g − F , (4)
where F accounts for friction at the walls of the container, and is taken to be of
the form
F =
µ fw
CcDp
, (5)
with µ f an effective shear modulus for the bed, and Cc the length of the perimeter
of the container cross-section. We set the effective shear modulus to the same
value as the elastic modulus E, acting over a distance of one bead diameter, taking
the walls to be in stick mode initially, before slip occurs. We have assumed the
initial value of displacement w is zero.
The second-last term on the right-hand side of eqn. (4) is called the overbur-
den, and is negligible in Fowler et al. (2009) but is expected to play a central role
at the lower over-pressures considered here for erupting dust experiments.
The term σ is the vertical component of solid stress in the beads averaged
over the cross-section, as detailed in Fowler et al. (2009), so that the stress-strain
relationship is
(1 − φ)σ = Ewz − αp , (6)
where E is an elastic constant, and α is an order one elastic constant (Fowler et
al., 2009).
The permeability of a bed of packed uniform spheres of diameter Dp is the
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subject of the Karman-Cozeny relationship,
k =
D2pφ
3
72τ(1 − φ)2 , (7)
where τ is tortuosity. Coelho et al (1997) note that in a survey of a number of dif-
ferent experiments on packed beds, k is observed to be in the range (2–3)×10−3D2p/4
m2 before bed expansion or fluidisation occurs. We here use
k = 0.625 × 10−3D2p (8)
for the permeability of the packed bed before any movement of beads occurs.
Conservation of gas mass gives
(ρ φ)t + (ρ φv)z = 0 , (9)
and assuming adiabatic expansion of the gas, we can relate gas pressure p(z, t) and
density as
ρ = ρ0
(
p
p0
) 1
γ
, (10)
where γ is the adiabatic index, with value 1.4 for nitrogen, and ρ0 and p0 are the
initial values of gas density and pressure, before the diaphragm is ruptured in the
shock tube.
Mass conservation for the beads can be expressed in the form
(ρs(1 − φ))t + (ρs(1 − φ)wt)z = 0 , (11)
but as in Fowler et al. (2009) this is considered to be satisfied in the following,
by requiring constant φ = φ0 and small displacements w, so is ignored in the
remainder of this paper.
The initial conditions are v = 0, −σ = p = p0, w = wt = 0, φ = 0.4 at t = 0.
The boundary conditions are v = w = 0 at the lower end of the bed z = 0; and
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at the upper surface z = l of the bed, pressure reduces with time as the expansion
wave hits, modelled as
−σ = p = pc(t) = (p0 − pa) exp(−t/tc) + pa , (12)
where tc is the timescale for pressure decay from the initial value p0 to atmospheric
pressure pa at the bed surface, about 1 ms for the shock tube used by Anilkumar
et al (1993).
3.2. Rupture
The gas pressure will drop at the surface of the bed from time zero when the
expansion wave arrives there, and this pressure drop will penetrate the bed, so that
for a time an increasing gas pressure difference will develop, between gas pressure
in the bed and gas pressure at the surface. This pressure difference drives a change
in stress in the solid, which increases until rupture of the bed occurs.
The bed is assumed to be held in place by
1. gravity (the overburden, or weight of the solid beads),
2. an intrinsic cohesion S 0, and
3. friction at the walls of the bed container.
Gravity and friction are already allowed for in the solid momentum conservation
equation. Then, as in Fowler et al. (2009), the bed is taken to rupture when the
effective stress (1 − φ)(σ + p) exceeds the intrinsic cohesion S 0c.
3.3. Cohesion
Granular materials have an intrinsic cohesion or tensile strength σ0 due to
Lifschitz-van der Waals forces, that varies with bead diameter (e.g., Xu & Zhu
(2006); Weir (1999); Jaraiz et al (1992); Tanneur et al (2008)). Glass beads in the
size range we are considering are classified as Geldart Group A and B powders
(Geldart, 1973; Jaraiz et al, 1992), which are readily fluidised, and where gravity
effects are larger than Lifschitz-van der Waals interparticle forces, although for
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Group A powders these interparticle forces still play a part. The transition to
Group B powders with larger beads, where interparticle forces are much smaller
than gravity, occurs at about 100µm diameter for glass beads in the absence of
factors like moisture altering cohesion.
There remain discrepancies between theoretical and measured values of cohe-
sion for Group A and B powders. We present here a brief summary focussed on
finding a reasonable range of possible values for the cohesion of the glass beads
under consideration, with diameters of 125, 500 and 750 µm.
Seminal work summarised by Molerus (2002) notes that the adhesion force at
a contact for an unconsolidated or uncompressed glass powder bulk is (see also
Molerus (1993))
H0 ≈ 9 × 10−8 N
and the number of contacts Nk(φ) is approximately six for each bead. The tensile
strength of the bulk powder in the absence of any history of compression is then
given by
σ0 =
(1 − φ)Nk(φ)
piD2p
H0 ≈ 10
−7
D2p
Pa . (13)
Resulting values for the diameters we consider here are
σ0 = 40 Pa for Dp = 50 µm , (14)
σ0 = 7 Pa for Dp = 125 µm , (15)
σ0 = 0.4 Pa for Dp = 500 µm , (16)
σ0 = 0.2 Pa for Dp = 750 µm . (17)
Note that at a diameter of about 200µm this becomes of the same order as the
gravitational pressure 1Pa due to one diameter of overburden.
For larger beads, there is evidence that the cohesion changes to become of the
order of the gravitational pressure associated with one diameter of over-burden
(Weir, 1999). This effective geometric cohesion is independent of the internal
angle of friction, and is found (Weir, 1999) to give a match between the exact so-
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lution to the rigid-plastic flow equations and an extended Beverloo equation based
on empirical observations of granular flow. It takes the value σ0 = (1−φ)ρsgDp/2.
It captures the purely geometric effect of a bead being in contact with its neigh-
bours and the receptacle walls. The parameters σ0 and σ0 become of similar size
when Dp ≈ 200 µ. We take the effective cohesion of an unconsolidated bed to be
S 0 = σ0 + σ0 .
3.3.1. Consolidation
Molerus (2002) notes that previous consolidation by a compressive force N0
can change the contact surface area between beads due to plastic behaviour, and
leads to the increased cohesive force
H = H0 + κN0 ,
and the cohesion of a previously consolidated bed is then S 0c = S 0 + κσN0 =
σ0c + σ
0, where
σ0c =
(1 − φ)Nk(φ)
piD2p
H = σ0 + κσN0 Pa . (18)
Experimental results (Molerus, 1993, 2002) suggest that cohesion is very sen-
sitive to prior compression forces, and experimental values κ ≈ 0.3 are also a good
match to theoretical values, for N0 values up to similar order to H0 values.
Two possible sources of compression in the shock-tube experiments are the
manner in which the bed is charged with high pressure gas σNC0, and the gravity
effect of overburden of material in the bed σNG0, so that
σN0 = σNC0 + σNG0 .
Charging with nitrogen during the setup of the experiment could lead to the
bed being compressed, depending on the rate of charging. Anilkumar’s test setup
13
is charged from a high-pressure cylinder of nitrogen to a port above the top of
the bed, controlled by a solenoid valve. A simple two-chamber pressure model
allows us to estimate the compression effect on the bed, of charging the chamber.
Consider the average pressure p1 in the chamber above the bed, being charged at
a constant rate R1 (Pa/s), and bleeding at a rate R2(p1 − p2) (s−1) into the second
chamber which is the bed itself with an average bed pressure p2. Conservation of
gas mass gives the equations
dp1
dt
= R1 − R2(p1 − p2) ,
dp2
dt
= R2(p1 − p2) .
Subtracting the second equation from the first, and taking both pressures to start
from atmospheric pressure, gives the following differential equation for ∆p =
p1 − p2
d
dt
∆p = R1 − 2R2∆p
with initial condition ∆p = 0, and the solution is
∆p =
R1
2R2
(
1 − e−2R2t
)
,
which starts at zero and rises towards the asymptotic value R1/(2R2).
This asymptotic value for ∆p is used as a proxy for the compression imposed
on the bed by charging with nitrogen. We now estimate values for R1 and R2 to
provide a value for this compression.
Discharge from a typical bed setup takes about 40 ms in Anilkumar’s exper-
iments, so taking a timescale of 40ms to charge the bed with a given pressure
difference imposed suddenly above the bed, gives R2 ≈ 25s−1.
If the charge valve is opened gradually over a time of two minutes for a total
charge of 200 kPa, the charging rate is R1 = 1660 Pa/s.
The compressive pressure on the bed associated with charging is then esti-
mated at σNC0 = R1/(2R2) ≈ 33Pa. For beads bigger than 50 µm the cohesion σ0c
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is then significantly altered from σ0. If the charge valve is opened over a period
of two seconds rather than two minutes, the same calculation leads to the value
σNC0 ≈ 2000Pa. There is clearly a large degree of variability in this value, de-
pending on experimental conditions and setup, with our calculations suggesting
that a reasonable range of values for σNC0 is 30–2000 Pa.
The second possible source of compression is the overburden in the bed. The
pressure due to solid overburden at dimensionless height z, is
σNG0 = (1 − φ)ρsgl(1 − z) .
This ranges in value from zero to about 670 Pa, from top to bottom of the bed.
Note that here we are not modelling the effect of overburden on momentum
conservation or a force balance, as this is already done above. We are considering
the effect of the compression associated with overburden on the contact area be-
tween beads, and hence on bed cohesion. A similar calculation is made by Orband
& Geldart (1997) to explain cohesions observed in measurements made on 64µm
glass ballotini that are six times larger than the unconsolidated values.
Then the compression term is
κσN0 = κσNC0 + κ(1 − φ)ρsgl(1 − z) ≈ (9 − 600) + 670(1 − z) Pa . (19)
The effects of prior compaction by vibration of the bed can be significant for
smaller sized beads, according to a recent study by Xu & Zhu (2006), where
tensile strength measured by the overshoot pressure at incipient bed fluidisation
varies by factors of up to four as prior compaction varies.
A Warren Spring-Bradford apparatus is used by Orband & Geldart (1997) to
measure the cohesion of freely-flowing powder samples with mean sizes from
20 to 120 µm. They find a range of values, all greater than 100Pa, with almost
constant apparent cohesion above a critical size. For glass ballotini at 67 µm
diameter they measure a tensile strength of 140Pa.
A number of other factors can affect the apparent cohesion of a powder, includ-
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ing the amount of moisture present, vibration (Xu & Zhu, 2006), and electrostatic
forces. Emery et al (2009) discuss the various possible effects of moisture on ten-
sile strength, ranging from liquid bridging across particle contacts to decreased
electrostatic forces. Mikami et al (1998) develop numerical simulations of the
effects of moisture on tensile strength in a fluidised bed, and also discuss the mod-
elling of wall friction. Weber (2004) explores the importance of liquid bridging
forces, in a study of the pressure overshoot and hysteresis often seen at incipient
fluidisation in plots of pressure difference across a bed versus steady fluid veloc-
ity. He finds that particle-particle cohesion dominates wall friction and cohesion
with the bottom of the bed container, although the latter do have some effect on
the overshoot.
However, it is unclear what steps were taken to dry the beads used in Anilku-
mar’s experiments, and what the charging method was.
To summarise, the criterion for bed rupture is given in terms of the effective
cohesion of a possibly consolidated bed as
(1 − φ)(σ + p) > S 0c (20)
where
S 0c = σ0c + σ0 = σ0 + κσN0 + σ0 (21)
whereσ0 is given by eqn (18), κσN0 is given by eqn (19), andσ0 = (1−φ)ρsgDp/2.
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3.4. Nondimensional Model Equations
The dimensional model equations are rescaled and nondimensionalized to
variables with a tilde on top, by the transformations
ρ = ρ0(1 − λρ˜) , pc = p0(1 − γλp˜c)
p = p0(1 − γλp˜) , pa = p0(1 − γλp˜a)
z = lz˜ , σ = p0(1 − γλσ˜)
t = t0t˜ , t0 = λlv0
v = v0v˜ , v0 =
k0ρs(1−φ0)g
ηφ0
k = k0k˜ , k0 ≈ 1.6 × 10−10m2
w = w0w˜ , w0 =
p0γλl
E
A = A0A˜ , A0 =
ρ0v20
λl
D = D0D˜ , D0 =
p0γλ
l
λ = (1−φ0)ρsgl
γp0
(22)
Pressure changes have been scaled on overburden pressure relative to the ini-
tial gas pressure, through the parameter λ, and velocity scale is chosen to simplify
the drag term that dominates the interaction between gas and solid phases.
The resulting dimensionless equations are
ν1φ (1 − λρ˜)v˜t˜ = φ p˜z˜ − ν1A˜ − D˜ (23)[
(1 − λρ˜)φ]t˜ = − ∂∂z˜ [λ(1 − λρ˜)φv˜] (24)
ε(1 − φ) w˜t˜t˜ = −(1 − φ)σ˜z˜ + ν1A˜ + D˜ −G − λ f w˜ (25)
(1 − φ)(1 − γλσ˜) = γλw˜z˜ − α(1 − γλp˜) , (26)
A˜ = (1 − φ)CVM (1 − λρ˜)(v˜t˜ − δw˜t˜t˜) (27)
D˜ =
φ2
φ0
( v˜ − δw˜t˜
k˜
)
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+RepcF
φ3
φ0
(1 − λρ˜)
(
(v˜ − δw˜t˜)|v˜ − δw˜t˜|√
k˜
)
(28)
G =
1 − φ
1 − φ0 (29)
with the first three equations representing conservation of gas momentum, gas
mass, and solid momentum respectively. Dimensionless pressure at the surface of
the bed satisfies
p˜c = p˜a(1 − exp(−at˜)) ,
and parameters and their typical values are listed in Table (2).
Symbol Meaning range Typical value
Cc perimeter of container 0.15m
cF Ergun coefficient 0.5
CVM added mass const 1
Dp bead diameter 30–1000µm 500µm
E elastic constant 1011 Pa
k0 permeability scale 4–40×10−11m2 1.6 × 10−10m2
l bed depth 0.15–0.64 m 0.15 m
p0 initial gas pressure 2–3 bara 3 bara
tc chamber relaxation time 1 ms
η gas viscosity 1.8 × 10−5 Pa s
γ specific heat ratio 1.4
ρ0 initial gas density 1–2.3 kg.m−3 2.3 kg.m−3
ρs solid density (glass) 2.5 × 103 kg m−3
µ f friction shear modulus 1011Pa
φ0 initial porosity 0.4
Table 1. Typical values of the physical constants of the model. The gas properties
are those of nitrogen at room temperature.
The adiabatic law becomes
1 − λρ˜ = (1 − λγ p˜)1/γ . (30)
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Parameter Formula Typical value
a t0tc 2.5
Rep
ρ0v0
√
k0
η
0.5
t0 λlv0 2.5 ms
v0
k0p0γλ
ηφ0l
0.3 m/s
β α + φ0 1
δ p0γE 4 × 10−6
ε
ρsv20
Eλ2 9 × 10−5
λ (1−φ0)ρsgl
γp0
0.005
λ f
µ f l2
CcDpE
308
ν1
ρ0v20
p0γλ2
0.02
Table 2. Definitions and typical values of the parameters of the model.
The bed rupture condition (20) becomes
(1 − φ) [p0(1 − γλσ˜) + p0(1 − γλp˜)] > S 0c , (31)
and using eqn (26) this becomes
p0γλw˜z˜ + (1 − β)p0(1 − γλp˜) > S 0c , (32)
where β ≡ φ + α = O(1) so that approximately, rupture occurs when
w˜z˜ > S˜ 0c ≡ S 0cp0γλ . (33)
We now drop the tilde notation, so that unless otherwise stated, variables are
dimensionless from now on.
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3.5. Reduced Equations for Rupture
Since λ is small, the adiabatic law (30) may be approximated as
p = ρ .
Considering the initiation of movement of beads, we set φ = φ0 constant every-
where. Then neglecting terms containing the small parameters ν1, δ, and , we
obtain the reduced set of dimensionless equations
φ0pz = D (34)
pt = vz (35)
(1 − φ0)σz = D − 1 − λ fw (36)
(1 − φ0)(1 − γλσ) = γλwz − α(1 − γλp) , (37)
D = φ0
v
k
+ RepcFφ20
v2√
k
. (38)
The last equation may be further simplified by noting that RepcFφ0 ≈ 0.1 is
relatively small, so that D ≈ φ0v/k. This in combination with eqns (34) and (35)
gives the linear diffusion equation for nondimensional gas flow,
pt = (kpz)z , (39)
with boundary conditions pz = 0 at z = 0, and p = pc(t) = pa(1 − exp(−at)) at
z = 1, and initial condition p = 0. A typical nondimensional value for pa is 90.
The steady-state solid momentum equation (36) combined with a differen-
tiated stress-strain equation (37) gives the following nondimensional boundary-
value problem for solid displacement w,
wzz − λ fw = −βpz + 1 , (40)
with boundary conditions w = 0 at z = 0, and wz = 0 at z = 1. We will use β = 1.
Strain in the solid is driven by gas pressure changes through the term pz, and by
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overburden through the term 1.
The reduced problem has separated into two problems, the first being a soluble
linear pressure diffusion equation. The second, boundary-value problem, may be
solved to find w once pressure is known from the solution to the diffusion problem.
Then the rupture condition (33) can be checked at each value of time, to find out
when and where the first bed rupture occurs.
4. Solutions
We now consider analytic and numerical solutions, firstly to the gas diffusion
problem in equation (39), and secondly to the boundary-value problem (40).
4.1. Diffusion Equation Solutions
We solve the linear diffusion problem (39) with a constant scaled permeability
k = 1, corresponding to a bed of beads of uniform diameter. Taking a Laplace
transform in time gives
P(z, s) =
∫ ∞
0
p(z, t)e−st ds
reduces the problem to the ordinary differential equation
Pzz = sP
with boundary conditions Pz = 0 at z = 0, P =
apa
s(s+a) at z = 1. The solution in
transform space is
P =
apa
s(s + a)
cosh(
√
s z)
cosh(
√
s )
. (41)
Inverting this is possible by an extension of work presented in Crank (1975, eqn
2.53), and gives an infinite sum of erfc functions, which converges rapidly for all
except large values of t. A small-time expansion follows from a consideration of
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the large-s expansion of P, as
P ∼ apa
(
exp(−√s (1 − z))
s2
)
, s→ ∞ (42)
with inverse transform (Abramowitz & Stegun, 1972, 29.3.86)
p = 4apat i2 erfc
(
1 − z
2
√
t
)
, (43)
where i2 erfc is an integrated error function:
i2 erfc(x) =
1√
pi
∫ ∞
x
(t − x)2e−t2 dt .
This approximation to the solution, expected to be valid for early to moderate
times, can also be written in the form
p = apa
(t + (1 − z)22
)
erfc
(
1 − z
2
√
t
)
− (1 − z)
√
t
pi
e−
(1−z)2
4t
 , (44)
where
erfc(x) ≡ 2√
pi
∫ ∞
x
e−t
2
dt .
Numerical solutions, comparing the above asymptotic approximation with full
numerical solutions of the linear diffusion equation, confirm that this is an excel-
lent approximation for early times, as illustrated in Fig. (4), where the pressure
difference ∆p = pc − p is plotted against z, for five dimensionless times stepping
evenly from zero to 2×10−6 and a bead diameter of 500µm.
4.2. Boundary-Value Solutions
Following McGuinness et al. (2012), we solve the boundary-value problem (40)
for solid strain wz with β = 1, given the early-time pressure solution (43).
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Fig. 4. Numerical solutions p to the gas diffusion equation (39) with k = 1,
obtained using the pdsolve command in Maple, and converted to the form ∆p =
pc − p, plotted against nondimensional bed height z, for nondimensional times
evenly spaced from zero to 7×10−4. Since t0 = 0.0025 s, the dimensional time is
up to 1.8×10−6 s. The plot shows the excellent match between numerical solutions
(solid line) and the analytical early-time approximation given by equation (43)
(circles).
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The Green’s function G(z, z0) for solving
wzz − λ fw = 1 − pz
with pz prescribed as a function of z at a given time, and boundary conditions
w(0) = 0, wz(1) = 0, satisfies
Gzz − λ fG = δD(z − z0)
where δD is the Dirac delta function, with the usual continuity conditions across
the jump at z = z0. G is given by the formula
G(z, z0) = − 1
νD
 sinh(νz) cosh(ν(1 − z0)), z ≤ z0sinh(νz0) cosh(ν(1 − z)), z > z0 , (45)
where D = cosh ν and ν =
√
λ f .
Then wz is obtained by the quadrature
wz(z) =
∫ 1
0
Gz(z, z0)[1 − pz(z0)] dz0 , (46)
where the derivative of the Green’s function is
Gz(z, z0) = − 1D
 cosh(νz) cosh(ν(1 − z0)), z ≤ z0− sinh(νz0) sinh(ν(1 − z)), z > z0 (47)
This formula has been tested in Matlab by comparing with a direct numerical
solution to (40) using the routine bvp4c.
Numerical solutions for wz computed using the quadrature (46) and the pres-
sure solution (42) with typical parameter values, are plotted in Fig. (5). The value
λ f = 308 is large enough that the outer solution w ∼ −(1 − pz)/λ f  1 obtained
by dividing through by λ f and neglecting wzz obtains over much of the z range,
giving a small positive value for wz.
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Fig. 5. Strain wz versus z (solid lines), at evenly spaced dimensionless times from
zero to t = 25 × 10−4, compared with the rescaled tensile strength (dashed line).
Parameter values are as listed in Tables (1) and (2). Strain increases with time.
Bed rupture is observed at about t = 10×10−4, when wz first exceeds the cohesion.
4.3. The Shape of Strain Solutions
To allow the model to be applied to a range of situations, with varying bed
permeability and/or bead density, the shape of solutions wz will be explored using
singular perturbation theory. The large size of λ f will be leveraged; small values
are perturbations of the zero friction case discussed in the next subsection.
The boundary-value problem is considered in the form
2wzz − w = 2(1 − pz)
where 2 = 1/λ f  1 is small.
The outer solution is a good approximation to w whenever the second deriva-
tive term can be ignored, and is small:
wouter = 2(pz − 1) ≈ 0 ,
giving the positive but small outer solution for strain
wouterz = 
2pzz ≈ 0 .
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Inner solutions occur near z = 0 and near z = 1. Near z = 0, we rescale z = z∗
so that z is close to zero and pz is approximated by pz(0) which is zero,
winner1z∗z∗ − winner1 ≈ 2(1 − pz(0)) = 2 .
Solving this with w(0) = 0 and requiring it to match the outer solution gives
winner1 = 2(e−z/ − 1) ,
giving the strain near z = 0 as
winner1z = −e−z/ ,
which explains the small uptick seen in wz near origin in Fig (5).
Near z = 1, we rescale z∗ = 1− z, and we acknowledge the importance of the
pz term by taking it to be large, as pz =
p˜z
2
, giving
winner2z∗z∗ − winner2 ≈ 2 − p˜z(z) ≈ −p˜z(z) .
This is the same as the boundary value problem that arises in Fowler et al.
(2009) when rupturing competent rock (noting that there is a sign difference be-
tween the scaled pressures used). There a powerful iterative general argument is
given for the shape of winner2z having a unique maximum, as seen near z = 1 in
Fig (5).
These arguments that wz has the general shape seen in Fig (5) apply for general
shapes of p(z) that are monotonic increasing, so that the unique local maximum
in wz that rises to meet a threshold cohesion is common to a range of modelling
situations, in particular if permeability k is allowed to vary with depth, since the
shape of p(z) would be similar.
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4.4. No Wall Friction
Solutions to the boundary-value problem (40) are particularly straightforward
if wall friction is ignored, that is, λ f = 0. Then
wzz = 1 − pz
which can be integrated from z to 1, to get
wz = pc − p + z − 1 , (48)
with rupture condition
wz > S 0c , (49)
so that rupture occurs when
pc − p > 1 − z + S 0c .
That is, in the absence of wall friction, there is a nice physical interpretation of
the rupture condition, that bed rupture is predicted to occur when the difference
between the gas pressure at depth z and the gas pressure pc at the surface of the
bed matches the overburden 1− z (in nondimensional form) at that depth, plus the
effective cohesion, S 0c.
This rupture is illustrated for the choice σNC0 = 500 in Fig. (6), where it can
be seen that wz has a unique local maximum due to the combination of a mono-
tonically decreasing pc − p, and a monotonically increasing z − 1, as z increases.
This behaviour for strain differs from that for the rupture of competent rocks
found in Fowler et al. (2009) and McGuinness et al. (2012), where the effect of
glue or a tight fit at the walls of the shock tube was crucial to obtaining a local
maximum in wz, and hence obtaining fragmentation at some finite depth rather
than at the bottom of the sample. In contrast, wz has a local maximum now with
zero wall friction. The difference here is that gravity or overburden is important,
giving the crucial z − 1 term, whereas gravity was correctly neglected in Fowler
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et al. (2009) due to the relatively larger over pressures required to overcome the
tensile strength of competent rock.
In regions away from z = 1, where the pressure has not had time to change yet,
wz ≈ z − 1 + pc in this zero wall friction case, straight lines of slope one, moving
upwards as pc increases with time, as illustrated in Fig. (7) by the bottom-most
line, and as suggested by the smaller z values in Fig. (6).
Fig. 6. Strain wz versus z (solid lines), at dimensionless times t = 3, 4, 5 × 10−4,
compared with the tensile strength (dashed line). Wall friction is set to zero, and
other parameter values are as listed in the tables. Strain increases with time. Bed
rupture is observed at about t = 4 × 10−4, and z ≈ 0.974.
The effect of varying the friction term between zero and 308 is explored in
Fig. (7), where wz is graphed versus z, for one value of time and several values
of λ f . It can be seen that while the effect of varying friction is noticeable away
from z = 1, it is relatively small near z = 1. There is a delay in rupture times
as λ f increases, but the location of the rupture is not very sensitive to λ f . This is
emphasised in Fig. (8), where the time of rupture is a little later with wall friction,
but the location of rupture is almost indistinguishable from the zero wall friction
case.
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Fig. 7. Strain wz versus z, at dimensionless time t = 6 × 10−4, compared with the
tensile strength (dashed line). Wall friction is set to λ f = 0, 1, 308 (solid lines) in
the first plot, with thicker lines for higher friction values. Other values are as listed
in the tables. Strain increases with wall friction, away from z = 1. The second
plot shows a close-up of z near one, with an extra λ f = 150 value included — this
value was not different enough to λ f = 308 to show in the first plot. λ f values are
indicated near the associated curves.
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Fig. 8. A comparison of the dimensionless strain wz computed for wall friction
λ f = 308 (circles) at dimensionless time t = 9 × 10−4, with a wall friction set
to zero (solid lines) at times t = 5, 6, 7 × 10−4. The threshold for rupture is the
dashed line. Rupture occurs at t = 6 × 10−4 for zero wall friction, at almost the
same location as it occurs for nonzero wall friction but at a different time.
5. Varying Bead Size
The effect of varying bead size on the size of the layers formed is explored
here, using the zero wall friction case, since it is simpler and the depth of rup-
ture appears to be almost the same as for nonzero wall friction. The main effect
of changing bead size in our modelling, is to change the permeability of the bed
— porosity is unaffected. There is also an effect on the elevation of the erup-
tion threshold due to increased effective tensile strength with reduced bead size,
which will become more significant for bead sizes less that 100 microns as van
der Waals’ forces become significant.
A formula approximating the dependence of layer size on bead size and over-
pressure can be obtained by considering an even simpler asymptotic expansion of
the early time solution obtained by Laplace transforms in the previous section, by
assuming 1 − z is small.
If the approximate transform (42) is further expanded for small 1 − z, it be-
comes
P ∼ apa
(
1 − √s(1 − z) + s(1 − z)2/2
s2
)
, z→ 1 ,
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which inverts to give
p ∼ apa
t − 2(1 − z) √ t
pi
+
(1 − z)2
2
 , z→ 1 , t → 0 , 1 − z  √t .
Although this is a poor approximation for large 1− z, and it tends to under-predict
layer sizes, it provides a good estimate of overall trends in layer size, as will be
seen in what follows.
Rupture of the bead bed occurs (ignoring wall friction) when
pc − p = 1 − z + S 0c ,
and when the slope of the pressure solution matches the slope of the overburden
plus cohesion on the right-hand side of this equation, that is, there is just one root
for the solution 1 − z. These considerations, using the early time simplification
pc ∼ apat, lead to the following two simultaneous equations for time of rupture tr
and layer size y = 1 − z:
apa
2y√ tr
pi
− y
2
2
 = S 0c + y , (50)
apa
2 √ tr
pi
− y
 = dS 0cdy + 1 . (51)
Noting that
S 0c =
(
1
p0γλ
) (
10−7
D2p
+ β4Dp + κσNc0 + β5y
)
,
where β4 = (1 − φ0)ρsg/2 ≈ 7350, and β5 = κlβ4 ≈ 670, the solution to these two
equations is
y =
√
2
apap0γλ
(
10−7
D2p
+ β4Dp + κσNC0
)
.
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pa is nondimensional, so using
ap˜a =
λlp˜a
v0tc
=
l
v0tcγ
(
p0 − pa
p0
)
.
and
v0 =
k0(1 − φ0)ρsg
ηφ0
,
and noting that k0 = 0.625 × 10−3D2p, we see that, in terms of purely dimensional
variables, slab thickness Y = ly (m) is given by
Y2 = β6
(
p0
p0 − pa
) (
10−7 + β4D3p + κσNC0D
2
p
)
, (52)
where
β6 =
1.25 × 10−3tcγ
φ0η
contains parameters independent of initial pressure and bead diameter.
Fig. 9. Layer size (mm) versus bead diameter (µm) (solid line), according to the
theoretical formula equation (52) with the choice σNC0 = 500. Also shown in this
plot (dashed line) is the large diameter approximation that layer size depends on
diameter to the power 1.5.
The resulting theoretical dependence of slab size on bead diameter is graphed
as a log-log plot in Fig. (9, and can be seen to have three different regions, with
32
constant slab size at very small diameters, a slope of one indicating a linear rela-
tionship between layer size and diameter at moderate diameters including those
considered here, and a slope of 1.5 for large diameters indicating a power law of
1.5. The reasons for the shape of this plot are explored in more detail in the next
paragraph.
There are three terms in the formula for the dependence of Y2 on bead diame-
ter. Which one is dominant, varies depending on the value of bead diameter. For
diameters less than about 30µ, the first term (due to σ0, unconsolidated Lifschitz-
van der Waals forces) is dominant, and slab thickness is predicted to be constant,
independent of bead diameter.
For diameters between 30µ and 1cm, the last (quadratic) term is dominant, and
slab thickness is predicted to be linear in bead diameter, as observed in Fig. (10).
This term is due to any prior consolidation that might have taken place in charging
the shock tube to initial pressure p0. This has come about through the dependence
of velocity on permeability which varies as the square of diameter. A simple
explanation is that the similarity variable y2/t reaches a critical value sc at rupture,
so that y2 ∝ sct, and time scales as 1/v ∝ k ∝ D2p, giving y ∝ Dp.
For diameters greater than 1cm, slab thickness is predicted to vary as diameter
to the power 1.5, due to the middle (cubic) term in eqn 52. It arises from the term
σ0, the geometric cohesion term.
The pressure normalization in this result (52) predicts that Y is not very sen-
sitive to overpressure. For example, if the shock tube is 3 bars over atmospheric,
∆p = (4 − 1)/4 = 3/4, while if the shock tube is 1 bar over atmospheric,
∆p = (2 − 1)/2 = 1/2. Taking square roots gives a relative change of layer thick-
ness Y from 3 bars to 1 bar as about 9%. This insensitivity is arguably consistent
with the observations of Anilkumar (1989, Table 3.4), where no dependence of
layer size on initial over-pressure was observed over this range of over-pressures.
The dependence of Y on bead diameter, according to this early-time, small
1 − z approximate solution, is graphed in Fig. (10). As indicated by the approx-
imate theoretical layer size (52), Y increases monotonically with bead diameter,
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despite the increased cohesion at small diameters. This increase is exactly offset
by the decrease in permeability as diameter decreases. This behaviour is in agree-
ment with experimental results, although none of them explore the smaller bead
diameter values.
Fig. (10) indicates that provided cohesion is taken to be large enough, a good
agreement can be obtained between experimental values of layer size, and how
they depend on bead size, and layer sizes predicted by our model.
Fig. 10. Layer sizes versus bead diameter, showing the formula in the theoretical
model equation (52) with the choice σNC0 = 1200 (solid line), compared with
Anilkumar’s three experimental results (black disks), and more accurate numer-
ical values obtained by using equations (48) and (49) , using σNC0 = 1000 (red
diamonds) and σNC0 = 500 (blue solid squares).
6. Multiple Layers of Beads
Some discussion is made here of the so-called stable layering of beads ob-
served by Anilkumar (1989); Anilkumar et al (1993). If the bed is composed
of three layers, all of the same diameter, with steel beads in the top one-thirds
of the bed with density 7800 kg/m3, glass in the middle one-third with density
2500 kg/m3, and polystyrene in the lower one-third with density 1040 kg/m3, then
Anilkumar observes cracks forming initially, then closing up during subsequent
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upward movement. The variation in bead density with depth affects the cohesion
S 0c by making it piecewise linear as illustrated in Fig. (11). The reduction process
leading to a linear gas diffusion problem combined with the strain equation is not
affected by the relatively small changes in density. The solution p of the gas dif-
fusion problem is the same as for a uniform bed of beads, since bead sizes are all
the same. The gravity term 1 in the boundary-value problem (40) will change to
a scaled density that is piecewise constant and of order one. Hence the shape of
wz will remain the same as before, small for z away from one and with a unique
maximum near the place where p is changing appreciably. The rupture criterion
is slightly altered as reflected in Fig. (11), and a layer is still predicted to rupture
away from the bed due to stress exceeding cohesion there.
Fig. 11. Rupture condition for a three-layer bed with high density steel beads
in the uppermost layer, glass in the middle layer, and lowest density polystyrene
in the bottom layer. The dashed line shows the resulting cohesion S 0c, to be
exceeded by wz (solid lines, at evenly spaced dimensionless times from zero to
t = 25 × 10−4,) for bed rupture to occur. The strain wz is computed by solving
the Greens function integration for wzz − λ fw = ρb − pz, where ρb is a normalised
bead density, taking the value 0.4 for z < 1/3, 1.0 for 1/3 ≤ z < 2/3, and 3.1 for
z > 2/3.
When three layers of different sized glass beads are placed in the bed, with
the largest beads on top and the smallest beads at the bottom, similar behaviour is
observed by Anilkumar (1989); Anilkumar et al (1993) — multiple cracks form
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initially, then close up during subsequent upward movement. Modelling this situa-
tion with our approach gives the same cohesion as illustrated in Fig. (5), since bed
density and porosity are the same everywhere. Permeability is the most important
parameter to change with particle size, so that the gas diffusion problem becomes
one with varying permeability with depth. However, once again the general na-
ture of the resulting solution will be a pressure p that increases monotonically
with height. The arguments presented in subsection (4.2) about the shape of wz
apply, so that the general appearance of the rupture condition is similar to that
illustrated in Fig. (5).
7. Conclusions
We have explained why layers form when a bed of dust is subjected to shock-
tube experiments, by developing, reducing, and solving a mathematical model for
the conservation of mass and momentum for adiabatic compressible flow of gas
through a porous medium of low cohesion, where the effect of gravity through
overburden is taken to be important in the scalings used. The effects of wall
friction and the nature of the cohesion of the bed have also been modelled.
The mathematical model reduces to two equations, a linear diffusion equation
for pressure changes, which has been solved by elementary techniques, and a
linear boundary-value problem for the steady-state solid displacement w, which
can be solved once gas pressure is known. If wall friction is ignored, stress can
be solved for analytically; otherwise a Green’s function solution is provided that
can be solved by numerical quadrature. General arguments for a unique local
maximum in strain wz given the typical shape of a pressure diffusion problem
have been made. This gives solid stress in the bed, and determines when and
where cohesion is overcome.
Pressure drops at the surface of the bed when the expansion fan from the shock
chamber reaches it. This drop diffuses into the bed, and lifts a layer off when the
effective solid stress exceeds bed cohesion at some depth into the bed. In the
absence of wall friction, this can be interpreted in terms of an increasing pressure
36
difference that penetrates deeper into the bed as it grows, and eventually matches
overburden plus cohesion at some depth, whereupon a layer of dust ruptures and
lifts off. This process is then set to repeat again and again, rupturing the dust bed
in regular layers.
The least well-determined parameter in the model is the cohesion, and this
parameter was adjusted within a reasonable range, to obtain a good match to ex-
perimental results.
Once a single layer lifts off, previous work (Fowler et al., 2009; McGuinness
et al., 2012) shows that to a good approximation the pressure at the surface of the
remaining stationary bed might be anticipated to follow pc, so that the analysis
giving the rupture of one layer applies again and again, giving multiple layers
in succession, all of similar size since the only parameter that is changing is the
length l of the remaining bed.
The dependence of layer size on bead diameter is explored using a small time
small 1 − z approximation that gives a good match to experimental values, and
to numerical experiments using a more accurate pressure solution. In contrast to
Anilkumar’s speculation that layer size varies as the square root of bead diameter
(Anilkumar, 1989), we find a theoretical basis for layer size to be proportional to
bead diameter, in the range of diameters considered, which is a good fit to Anilku-
mar’s results. Further experimentation with larger and smaller bead diameters and
different over-pressures would be useful to verify our layer size predictions.
Our modelling results are consistent with reported observations of layered
beds, with heavier beads above or below lighter beads, or with larger beads above
or below smaller beads, in that bed rupture is always predicted to occur for large
enough values of p0. Subsequent repacking, where in some (stable) bed configu-
rations the layers move closer and close up the gaps between, is then due to the
kinematics of the relative layer speeds, although we do not attempt to explore this
here.
Cohesion is also critically dependent on moisture content and static electricity
charges. The theory presented here provides a framework for theoretical inves-
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tigations into the dependence of layer formation on moisture content, provided
that theoretical development of the effect of moisture on cohesion is made, which
would be very interesting to support and verify with further experimental work.
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