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TWISTOR THEORY AND THE HARMONIC HULL
MICHAEL EASTWOOD AND FENG XU
Dedicated to Joseph Wolf on the occasion of his 75th birthday.
Abstract. We use twistor theory to identify the harmonic hull of an arbitrary
connected open subset U ofR2m form ≥ 2. It is the natural domain of analytic
continuation in C2m for harmonic functions on U .
Introduction
Let Rn denote the standard n-dimensional Euclidean space and use (x1, · · · , xn)
for its standard coo¨rdinates. We shall consider Rn as the real part of the standard
n-dimensional complex space Cn with coo¨rdinates (z1, · · · , zn) and write 〈z, w〉 for
the bilinear form
〈z, w〉 =
n∑
i=1
ziwi
on Cn extending the usual Euclidean inner product onRn. Associated to this inner
product, the Laplace operator on Rn is
(1) ∆ =
n∑
i=1
∂2
∂xi2
and it naturally extends to a differential operator on Cn, still denoted by ∆, as
∆ =
n∑
i=1
∂2
∂zi2
.
Suppose U is a connected open subset of Rn and u is a harmonic function on U ,
i.e. a solution of Laplace’s equation
∆u = 0.
It is well-known that such a u is real-analytic and hence has a holomorphic extension
to a open subset of Cn containing U . Evidently, this holomorphic extension satisfies
the complex Laplace equation. It is natural to ask whether there is a common open
subset of Cn to which all harmonic functions on U extend and, if so, whether
there is maximal connected open subset with this property. If n ≥ 4 is even, these
questions both have affirmative answers and the resulting maximal connected open
subset of Cn is called the harmonic hull of U (in [1], although the resulting set turns
out to be the same, the harmonic hull is initially defined in terms of polyharmonic
functions). To identify the harmonic hull we need some notation.
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Definition 0.1 ([1], p. 40). For any z ∈ Cn, the isotropic cone through z is
V (z) = {w ∈ Cn : 〈w − z, w − z〉 = 0}.
It is clear that V has a symmetry property, namely z ∈ V (w)⇐⇒ w ∈ V (z).
Definition 0.2 ([1], p. 42). For U a connected open subset of Rn, we define U˜ to
be the connected component of
Cn \
⋃
x∈Rn\U
V (x)
containing U .
By the symmetry property of V , note that
Cn \
⋃
x∈Rn\U
V (x) = {z ∈ Cn s.t. V (z) ∩Rn ⊂ U}.(2)
The purpose of this article is to prove the following result using twistor theory (in
[1] it is proved by different means under some further conditions on U).
Theorem 0.3. Any connected open subset U ⊆ R2m for m ≥ 2 has a harmonic
hull and it is given by U˜ .
It is clear that U˜ is maximal because for x ∈ R2m \ U the Newtonian potential
centred at x
rx(z) =
1
〈z − x, z − x〉m−1
is harmonic in U˜ but cannot be extended through V (x). Therefore, it remains to
show that every harmonic function on U indeed extends to U˜ .
In dimension 2 one needs to suppose that U is simply connected, in which case
the result is easily derived by complex analysis. One only needs to know that every
harmonic function on U can be written as the real part of a holomorphic function, a
fact that can be viewed as a rather degenerate form of twistor theory. In dimension
4 twistor theory comes to the fore, providing a replacement for this 2-dimensional
statement. We shall begin with Bateman’s formula [4] for harmonic functions of four
variables. This formula is not completely precise and requires careful interpretation
for rigorous application. Twistor theory will be used to interpret the formula as a
transform on suitable cohomology. This is the classical Penrose transform [7, 11]
and is sufficient to prove Theorem 0.3. This treatment in dimension 4 allows for
generalizations to higher even dimensions, using [15]. We shall see in Section 5 that
the harmonic hull in odd dimensions behaves differently.
Although the results in this article are rather straightforward deductions from the
Penrose transform, as a by-product we clarify the statements in [1]. In particular, we
draw attention to the sharp distinction between even and odd dimensions. This is
quite natural from the twistor theory point of view. Another motivation, however, is
to present the twistor approach as the natural method that we anticipate will extend
to other settings. In particular, our motivation comes from a recent article [13] by
Kroetz and Schlichtkrull who use techniques from partial differential equations to
show that eigenfunctions of the Laplacian on a Riemannian symmetric space extend
holomorphically to its complex crown and we suggest that the integral transforms
on cohomology discussed in [6] might be used to the same effect.
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1. Harmonic hull in dimension 2
In dimension 2, the complex Newtonian potential
rx(z) = log〈z − x, z − x〉(3)
is harmonic but is only well-defined locally once a branch of logarithm has been
chosen. Consequently, an annulus in R2 does not have a well-defined harmonic hull
in C2 (for consider trying to extend the real Newtonian potential based at a point
encircled by the annulus). If U is simply connected, however, then the result is
exactly as in Theorem 0.3. Firstly, the potentials (3) for x ∈ R2 \ U show that U˜
is maximal. Secondly, to show that harmonic functions on U extend to U˜ we may
proceed as follows.
It is well known that a harmonic function u on a simply connected open subset
U ⊆ R2 can be written as
u = f(ζ) + g(ζ¯), ζ = x1 + ix2(4)
for holomorphic functions f and g. This representation evidently extends to
u˜(z1, z2) = f(z1 + iz2) + g(z1 − iz2)(5)
whenever the right hand side makes sense, i.e. precisely when
z1 + iz2 ∈ U and z1 − iz2 ∈ U¯ ,(6)
where U¯ denotes the set of complex conjugates of points in U . On the other hand,
we may compute U˜ from the right hand side of (2). Specifically, V (z) ∩R2 is the
set
{(x1, x2) ∈ R2 s.t. (z1 − x1)2 + (z2 − x2)2 = 0}
= {(x1, x2) ∈ R2 s.t. ((z1 − x1) + i(z2 − x2))((z1 − x1)− i(z2 − x2)) = 0}
= {(x1, x2) ∈ R2 s.t. z1 + iz2 = x1 + ix2 or z1 − iz2 = x1 − ix2}
and so V (z) ∩R2 ⊂ U if and only if the conditions (6) hold. It is also clear from
(6) that these conditions define a connected (and simply-connected) subset of C2.
Therefore (5) extends u to U˜ , as required.
2. Harmonic hull in dimension 4
The investigation in dimension 2 suggests that a representation of harmonic
functions by holomorphic data will also be useful in understanding the harmonic
hull in higher dimensions. In dimension 4 such a representation, albeit too na¨ıve
for our purposes, is given by Bateman’s formula [4].
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2.1. Bateman’s formula. Let f be a holomorphic function of 3 complex variables.
Consider the function defined on U ⊆ R4 by
u(x) =
∮
γ
f ((x1 + ix2) + (ix3 + x4)ζ, (ix3 − x4) + (x1 − ix2)ζ, ζ) dζ,(7)
where γ is some contour on the complex ζ-plane. Differentiating under the integral
sign shows that u satisfies the Laplace equation.
The cautious reader may be concerned, however, that the domain of definition
for f has not been specified nor has the precise location of the contour γ. If f is
defined on all of C4, for example, then u(x) will be identically zero by Cauchy’s
theorem. Precision will be restored later by twistor theory. For the moment, let
us pretend that this expression makes good unambiguous sense and let us further
assume that every harmonic function u has such a representation, a fact also to be
justified by twistor theory. To see how Bateman’s formula (7) allows us to extend
u, observe that the mapping implicit in the integrand of (7), namely
ζ 7→ ((x1 + ix2) + (ix3 + x4)ζ, (ix3 − x4) + (x1 − ix2)ζ, ζ) ,
defines, for each x = (x1, x2, x3, x4) ∈ R4, a complex affine line Lx ⊂ C3. The
same assignment equally defines for each z = (z1, z2, z3, z4) ∈ C4, a line Lz ⊂ C3.
Two such lines Lz and Lz′ intersect if and only if the linear system in ζ
(z1 − z′1) + i(z2 − z′2) + (i(z3 − z′3) + z4 − z′4)ζ = 0,
i(z3 − z′3)− (z4 − z′4) + ((z1 − z′1)− i(z2 − z′2))ζ = 0
has a solution. Thus, a necessary condition for Lz∩Lz′ 6= ∅ is that the determinant
of the coefficient matrix vanish, more specifically
〈z − z′, z − z′〉 = 0.(8)
This condition is not sufficient but if we embed C3 into projective space CP3 so
that the third homogeneous coo¨rdinate is 1, then its composition with the previous
mapping gives
C ∋ ζ 7→ [(x1 + ix2) + (ix3 + x4)ζ, (ix3 − x4) + (x1 − ix2)ζ, 1, ζ] ∈ CP3,
which naturally compactifies as an embedding of the projective line CP1 →֒ CP3
so that (8) is now sufficient for non-trivial intersection. In other words, if we now
write Lz for the image in CP
3 of the embedding CP1 →֒ CP3 given by
(9) [ζ1, ζ2] 7→ [(z1 + iz2)ζ1 + (iz3 + z4)ζ2, (iz3 − z4)ζ1 + (z1 − iz2)ζ2, ζ1, ζ2] ,
then Lz ∩ Lz′ 6= ∅ if and only if (8) holds.
In particular, if x and x′ are distinct real points, then (8) never holds and so
Lx and Lx′ can never intersect. In fact, it is easy to check that the set of lines
{Lx : x ∈ U} foliates an open subset U ⊂ CP3. Certainly, if one allows x in
Bateman’s formula to become complex, i.e. we consider (7) with x ∈ R4 simply
replaced by z ∈ C4, then we obtain a holomorphic solution of Laplace’s equation,
say u˜(z), extending u(x). Thus, if we could make good sense of Bateman’s formula
as associating a harmonic function to some holomorphic data on U and if every
harmonic function of U were to arise in this way, then we would expect the same
formula to associate an extension u˜(z) of u(x) provided that Lz were contained
in U . Therefore, we should identify {z ∈ C4 s.t. Lz ⊂ U}. To do this we observe
that the region of CP3 swept out by Lx for x ∈ R4 is the same as the region swept
by Lz for z ∈ C4 (only the line [∗, ∗, 0, 0] ∈ CP3 ‘at infinity’ is omitted in either
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case). Therefore, to say that Lz ⊂ U is to say that Lz does not intersect Lx for all
x ∈ R4 \ U and by (8) this is to say that 〈z − x, z − x〉 6= 0. In other words, in
terms of Definition 0.1, we have
{z ∈ C4 s.t. Lz ⊂ U} = {z ∈ C4 s.t. z 6∈ V (x) ∀x ∈ R4 \ U}.
According to Definition 0.2 we conclude that harmonic functions on U extend to U˜ ,
as required. Of course, this reasoning is based solely on the geometry implicit in
the form of the integrand in Bateman’s formula (7). Once we use this geometry to
make rigorous sense of Bateman’s formula, then we shall have a genuine proof.
2.2. Justification of Bateman’s formula: the Penrose transform. Let us
elaborate on the geometry uncovered in the previous section. We associated a
complex line Lx in CP
3 for each x ∈ R4. A complex line in CP3 is the same as
a complex 2-dimensional linear subspace of C4. Thus, we obtain an embedding
R4 →֒ Gr2(C4), where Gr2(C4) denotes the Grassmannian of 2-dimensional linear
subspaces in C4. Specifically,
(x1, x2, x3, x4) 7→
{
(Z1, Z2, Z3, Z4) s.t.
[
Z1
Z2
]
=
[
x1 + ix2 ix3 + x4
ix3 − x4 x1 − ix2
] [
Z3
Z4
]}
.
Now consider the double fibration
F1,2(C
4)
CP3 Gr2(C
4)
 
 ✠
❅
❅❘
µ ν(10)
where F1,2(C
4) denotes the complex flag manifold
F1,2(C
4) = {L1 ⊂ L2 ⊂ C4 where dimLi = i}
and where µ and ν are the tautological ‘forgetful’ maps. The formula (9) for Lz
is now interpreted as Lz ≡ µ(ν−1(z)) for z ∈ C4 ∼= C2×2 →֒ Gr2(C4) a standard
affine coo¨rdinate patch (with a convenient change of basis included in C4 ∼= C2×2).
We now ask how the embedding R4 →֒ Gr2(C4) sits with respect to the double
fibration (10).
Proposition 2.1.
• The closure of R4 →֒ Gr2(C4) is a smooth embedding S4 →֒ Gr2(C4).
• For all Z ∈ CP3, the intersection ν(µ−1(Z)) ∩ S4 is a single point.
• The assignment Z 7→ ν(µ−1(Z)) ∩ S4 defines a fibration τ : CP3 → S4.
Proof. The first point could be checked by looking in all standard affine coo¨rdinate
patches. It is convenient, however, to adopt a viewpoint that generalises to higher
dimensions as follows. Regarding Gr2(C
4) as the simple 2-forms in 4 variables up
to scale, the Plu¨cker embedding
Gr2(C
4) = {[α ∧ β]} = {[v] s.t. v ∧ v = 0} →֒ P(Λ2C4) = CP5
identifies Gr2(C
4) as the non-singular quadric Q4 of dimension 4. Then, for the
composition R4 →֒ Gr2(C4) →֒ CP5 we obtain
(x1, x2, x3, x4) 7→ [(x1 + ix2, ix3 − x4, 1, 0) ∧ (ix3 + x4, x1 − ix2, 0, 1)]
=
[∑
i<j φijdZi ∧ dZj
]
,
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where
φ12 = x1
2 + x2
2 + x3
2 + x4
2 φ13 = −ix3 − x4 φ14 = x1 + ix2
φ23 = −x1 + ix2 φ24 = ix3 − x4 φ34 = 1,
the quadric Q4 being given by φ12φ34 − φ13φ24 + φ14φ23 = 0. Now consider the
embedding RP5 →֒ CP5 given by
[ξ0, ξ1, ξ2, ξ3, ξ4, ξ5] 7→ [ξ0 − ξ5,−iξ3 − ξ4, ξ1 + iξ2,−ξ1 + iξ2, iξ3 − ξ4, ξ0 + ξ5]
and notice that
(φ12φ34 − φ13φ24 + φ14φ23)|RP5 = ξ02 − ξ12 − ξ22 − ξ32 − ξ42 − ξ52.
It follows that the closure of R4 →֒ Gr2(C4) is the intersection RP5 ∩Q4 and that
this in turn is
{[ξ0, ξ1, ξ2, ξ3, ξ4, ξ5] ∈ RP5 s.t. ξ12 + ξ22 + ξ32 + ξ42 + ξ52 = ξ02},
which may be identified with the sphere S4. For later use, let us note that the
induced mapping R4 →֒ S4 is given by
R4 ∋ x 7→ 1
1 + ‖x‖2
[
2x
1− ‖x‖2
]
∈ S4 ⊂ R5,
which is inverse stereographic projection. If we define θ : CP3 → CP3 by
θ[Z1, Z2, Z3, Z4] = [−Z¯2, Z¯1,−Z¯4, Z¯3]
then the plane φ ≡ [Z ∧ θZ] is given by
φ12 = Z1Z¯1 + Z2Z¯2 φ13 = −Z1Z¯4 + Z3Z¯2 φ14 = Z1Z¯3 + Z4Z¯2
φ23 = −Z2Z¯4 − Z3Z¯1 φ24 = Z2Z¯3 − Z4Z¯1 φ34 = Z3Z¯3 + Z4Z¯4
and satisfies φ¯12 = φ12, φ¯13 = φ24, φ¯14 = −φ23, φ¯34 = φ34 which are exactly the
conditions to lie in RP5 →֒ CP5 as defined above. It is straightforward to check
that this is the only plane through Z with this property. Finally, if we solve for
[ξ0, ξ1, ξ2, ξ3, ξ4, ξ5] we find that τ : CP
3 → S4 is given by

Z1
Z2
Z3
Z4

 7−→ 1Z1Z¯1 + Z2Z¯2 + Z3Z¯3 + Z4Z¯4


Z1Z¯3 + Z2Z¯4 + Z3Z¯1 + Z4Z¯2
i(−Z1Z¯3 + Z2Z¯4 + Z3Z¯1 − Z4Z¯2)
i(−Z1Z¯4 − Z2Z¯3 + Z3Z¯2 + Z4Z¯1)
Z1Z¯4 − Z2Z¯3 − Z3Z¯2 + Z4Z¯1
−Z1Z¯1 − Z2Z¯2 + Z3Z¯3 + Z4Z¯4


which is certainly a submersion. 
The following theorem provides a strict interpretation of Bateman’s formula in
which the formula itself is viewed as an attempt to write P in Cˇech cohomology.
Theorem 2.2. Suppose U ⊆ R4 is an open subset. There is a natural isomorphism
(11) P : H1(τ−1(U),O(−2)) ≃−→ {φ : U → C s.t. ∆φ = 0}.
Proof. A detailed elementary proof may be found in [8], for example. Here, we shall
present a more abstract proof avoiding some of the detail. Much of the argument
is rather general and so we shall generalise the notation, writing
(12)
X
Z CM
 
  ✠
❅
❅❅❘
M⊃
µ ν
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instead of (10) for a general double fibration of complex manifolds, where we are
assuming and incorporating into the notation that the complex manifold CM is
the complexification of a smooth real manifold M (in fact, we shall only need CM
in a neighbourhood of M). In our case CM = Gr2(C
4) is the complexification of
M = S4 and here we know that for each Z ∈ CP3, there is a unique point in S4,
namely τ(Z), such that Z and τ(Z) are in correspondence under (10). We may
abstract this knowledge by adding to our diagram as follows
(13)
X
Z CM
 
  ✠
❅
❅❅❘
❅
❅❅❘
Z
M
⊃
⊃
✟✟
✟✟
✟✟µ ν τ
where Z is realised as a smooth submanifold of the complex manifold X in addition
to being its holomorphic quotient under µ and τ is simply the restriction of the
holomorphic fibration ν to Z realised in this way. In general, let us write
m = dimC(fibres of µ) and s = dimC(fibres of ν).
In our case (10) we have m = 2 and s = 1. In general, it follows that
(14) dimRM = dimCCM = 2m dimC Z = m+ s dimC X = 2m+ s.
Although τ is not a holomorphic mapping it does have holomorphic fibres. This
implies that if we write Λ1Z for the bundle of C-valued 1-forms on Z, then the sub-
bundle τ∗Λ1M →֒ Λ1Z is preserved by the complex structure and we can decompose
the quotient Λ1τ ≡ Λ1Z/τ∗Λ1M into types Λ1τ = Λ1,0τ ⊕ Λ0,1τ , obtaining a surjective
homomorphism of bundles Λ0,1Z → Λ0,1τ on Z. We may ask about its kernel, noting
that, whatever else is true, the rank of this kernel is certainly (m + s) − s = m.
There is a natural complex vector bundle of rank m on X, namely Λ1,0µ , the bundle
of (1, 0)-forms along the fibres of µ. Let us use the same notation for the restriction
of this bundle to Z ⊂ X and claim a short exact sequence
(15) 0→ Λ1,0µ → Λ0,1Z → Λ0,1τ → 0
of complex vector bundles on Z. It is a matter of linear algebra in the tangent
spaces to check the validity of this claim. It is convenient to view (15) as filtering
the bundle Λ0,1Z , thereby inducing filtrations on all its exterior products Λ
0,q
Z . For
example
Λ0,2Z = Λ
0,2
τ + Λ
0,1
τ ⊗Λ1,0µ + Λ2,0µ ,
meaning that these are the subquotients listed in the natural order, starting with
the quotient itself. Furthermore, as a consequence of Λ1,0µ being the restriction of
a holomorphic vector bundle on X, it follows easily that the filtration on Λ0,• is
compatible with the ∂¯-operator. (For example, the composition
Λ1,0µ → Λ0,1Z ∂¯−→ Λ0,2Z → Λ0,2τ
vanishes and the induced differential operator
∂¯τ : Λ
1,0
µ → Λ0,1τ ⊗ Λ1,0µ
is the full ∂¯-operator on Λ1,0µ but restricted to act only along the fibres of τ .) In
principle, when the fibres of τ are compact, it is now a matter of diagram chasing to
relate the analytic cohomologyHr(τ−1(U),O) computed by means of the Dolbeault
resolution 0→ O → Λ0,• to data down on U . This is what is done in detail in [8].
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In practise, however, it is convenient to relegate this task to a spectral sequence,
namely that of a filtered complex [14]. Firstly, one replaces
• M by any open subset U ⊂M ,
• Z by τ−1(U),
• CM by any neighbourhood CU of U in CM ,
• X by ν−1(CU).
The resulting spectral sequence is
Ep,q1 = Γ(U, τ
q
∗Λ
p,0
µ ) =⇒ Hp+q(τ−1(U),O)
where τq∗Λ
p,0
µ denotes the smooth vector bundle on U whose fibre over u ∈ U is the
finite-dimensional Dolbeault cohomology Hq(τ−1(u),Λp,0µ ) of the compact complex
manifold τ−1(u) with coefficients in the holomorphic vector bundle Λp,0µ , assuming
that the dimension of these spaces remain constant as u ∈ U varies.
The spectral sequence we need is a minor variation on this one. It is obtained
by incorporating a holomorphic vector bundle V on Z. Certainly, we may tensor
(15) with V , obtaining a short exact sequence that we shall write as
0→ Λ1,0µ (V )→ Λ0,1Z (V )→ Λ0,1τ (V )→ 0.
One easily checks that V being holomorphic forces the induced filtration on Λ0,•(V )
to be compatible with the coupled ∂¯-operator. The resulting spectral sequence is
(16) Ep,q1 = Γ(U, τ
q
∗Λ
p,0
µ (V )) =⇒ Hp+q(τ−1(U),O(V ))
where τq∗Λp,0µ (V ) denotes the smooth vector bundle on U whose fibre over u ∈ U is
the finite-dimensional Dolbeault cohomology Hq(τ−1(u),Λp,0µ (V )) of τ
−1(u) with
coefficients in the holomorphic vector bundle Λp,0µ ⊗V , assuming that the dimension
of these spaces remain constant as u ∈ U varies.
Notice that the bundles Λp,0µ ⊗ V on Z may be seen as the restriction to Z ⊂ X
of the holomorphic vector bundles Λp,0µ ⊗µ∗V on X. Assuming that they are locally
free and hence represent vector bundles, the direct images νq∗O(Λp,0µ ⊗µ∗V ) on CU
restrict to U as the smooth vector bundles τq∗Λ
p,0
µ (V ). In the homogeneous setting,
as we shall see, this observation allows us to compute the terms in (16), the point
being that the double fibration (10) is homogeneous under the action of SL(4,C).
Without further ado, we now switch to the notation of [3] to compute the direct
images τq∗O(Λp,0µ ⊗µ∗V ) as homogeneous vector bundles on Gr2(C4) when V is the
line bundle corresponding to O(−2). With the notation of [3], only mildly abused,
we have
V = O(−2) = −2× 0• 0• and Λ1,0µ =
1× −2× 1•
whence
µ∗V
dµ−→ Λ1,0µ ⊗ µ∗V
dµ−→ Λ2,0µ ⊗ µ∗V
‖ ‖ ‖
−2× 0× 0• −→ −1× −2× 1• −→ 0× −3× 0•
the only non-zero direct images of which are
ν1∗
−2× 0× 0• = 0• −1× 0• and ν0∗
0× −3× 0• = 0• −3× 0•
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(cf. [3, pp. 99-100]). Consequently, the spectral sequence (16) reads
Ep,q1 =
✲
✻
0 0 Γ(U, E [−3])
Γ(U, E [−1]) 0 0
where E [k] denotes smooth functions of conformal weight k on S4 as a homogeneous
space under the action of SO(n + 1, 1) as explained, for example, in [9]. It is
well-known (and also explained in [9]) that the only SO(n + 1, 1)-invariant linear
differential operator E [−1] → E [−3] is, up to a constant multiple, the conformal
Laplacian and in the flat metric this is the ordinary Laplacian (1). Provided that
the E2-differential Γ(U, E [−1]) → Γ(U, E [−3]) is non-zero, our desired conclusion
(11) follows. An easy way to see that this E2-differential is, indeed, non-zero is
to observe the following points (the first of which, by Peetre’s Theorem [16], also
shows why we know without computation that d2 : Γ(U, E [−1]) → Γ(U, E [−3]) is
induced by a linear differential operator E [−1]→ E [−3]).
• The spectral sequence (16) respects restriction to smaller open subsets.
• H2(τ−1(U),O(−2)) ∼= cokerd2 : Γ(U, E [−1])→ Γ(U, E [−3]).
• τ−1(R4) = CP3 \ {[∗, ∗, 0, 0]} = CP3 \L∞ = C3 ∪C3 (two affine patches).
• H2(CP3 \ L∞,O(−2)) = 0.
Alternatively, as is effectively done in [8], one can compute the E2-differential
explicitly to come to the same conclusion. 
At this point we have proved Theorem 0.3 in case m = 2, i.e. in dimension four.
Notice already in (14) that if this proof is to extend verbatim to higher dimensions,
then M must have even dimension.
3. Generalities on double fibrations
Before we generalise the four-dimensional case to higher even dimensions, we
point out two aspects of our discussion so far that apply rather more broadly.
3.1. Involutive structures in a correspondence. Let us suppose that we start
with a correspondence of complex manifolds in which one of these manifolds is the
complexification of a real manifold, as depicted in (12). Letting F ≡ ν−1(M), we
obtain a diagram
X
Z CM
 
  ✠
❅
❅❅❘
❅
❅❅❘
F
M
⊃
⊃
✟✟
✟✟✟✟✙
µ ν τη
of which (13) is the special case where it just so happens that η : F → Z is a
diffeomorphism (whilst in general η need be neither injective nor surjective). It is
a matter of linear algebra to check that there is a short exact sequence of vector
bundles
0→ Λ1,0
X
|F → Λ1F → Λ0,1τ → 0
on F , where Λ1F denotes the bundle of C-valued 1-forms on F . On the other hand,
the short exact sequence
0→ µ∗Λ1,0Z → Λ1,0X → Λ1,0µ → 0
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defines the bundle Λ1,0µ of forms of type (1, 0) along the fibres of µ. Combining
these, we obtain a short exact sequence
(17) 0→ Λ1,0µ |F → Λ0,1F → Λ0,1τ → 0
on F , generalising (15), where Λ0,1F is defined as the quotient:–
0→ µ∗Λ1,0Z |F = η∗Λ1,0Z → Λ1F → Λ0,1F → 0.
The operator ∂¯ : Λ0F → Λ0,1F defined as the composition
Λ0F
d−→ Λ1F → Λ0,1F
induces ∂¯ : Λ0,1F → Λ0,2F ≡ Λ2(Λ0,1F ) and it is readily verified that ∂¯ 2 = 0. A
quotient bundle with this property is called an involutive structure in the sense
of Tre`ves [2, 17]. Just as (15) gives rise to a spectral sequence for the Dolbeault
cohomology of Z in terms of smooth data on M , so does (17) give rise to a similar
spectral sequence for the involutive cohomology of F . This is a useful procedure
whose final conclusion depends on the particular circumstances and especially how
one interprets this involutive cohomology down on Z.
For the classical correspondence (10) regarded as homogeneous under the action
of SO(6,C) (rather than its double cover SL(4,C)), there are three natural choices
corresponding to the real forms
SO(5, 1) SO(4, 2) SO(3, 3)
in which we take M to be the unique closed orbit in Gr2(C
4) of the real form. For
SO(5, 1) we obtainM = S4 and the classical Penrose transform of Theorem 2.2. For
SO(4, 2) the range of η : F → Z is the standard indefinite hyperquadric N ⊂ CP3
and η : F → N is a circle bundle. Eventually, we obtain by these means a transform
on the CR cohomology ofN . Finally, for SO(3, 3), although the mapping η : F → Z
is a surjection between 6-dimensional manifolds, it is not a diffeomorphism. Instead,
it is the real blow-up of CP3 along RP3 equipped with the induced involutive
structure [10]. As explained in [8], the involutive cohomology in this case may be
used as a prop in understanding the classical John transform [12] on R3.
3.2. Homogeneous double fibrations. Suppose G is a complex Lie group with
closed Lie subgroups P , Q, and R = P ∩Q. Then there is a double fibration
G/R
G/Q G/P
 
 ✠
❅
❅❘
µ ν ≡
X
Z CM
 
 ✠
❅
❅❘
µ ν(18)
where we are taking the liberty of writing G/P as CM to indicate that we have
in mind this complex manifold being the complexification of a real manifold (even
though in this subsection we are not insisting on this). We shall also suppose that
P/R is compact whence the fibres of ν are compact.
Take a point z ∈ CM and consider Lz ≡ µ(ν−1(z)) ⊂ Z. In particular, if z = o,
the identity coset in G/P , then Lo = µ(P/R). It is evident that µ is injective on
P/R and hence Lo is an embedded submanifold of Z isomorphic to P/R. Since the
whole double fibration is homogeneous under G it follows that Lz is an embedded
submanifold of Z isomorphic to Lo for each z ∈ CM . The map
µ× ν : G/R→ G/Q×G/P
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realises G/R as the set of pairs (l, z) ∈ G/Q×G/P satisfying the familiar incidence
relation l ∈ Lz.
We would like to know when Lz intersects Lz′ in this homogeneous setting. Let
gz ∈ G be a representative of z and gz′ a representative of z′. Then it is a matter
of untangling definitions to check that Lz ∩ Lz′ 6= ∅ if and only if
g−1z′ gz ∈ PQP(19)
where PQP denotes the set
PQP = {pqp′ : p, p′ ∈ P, q ∈ Q}.(20)
Definition 3.1. Let us write z ∼ z′ if and only if
g−1z′ gz ∈ PQP
for gz ∈ z and gz′ ∈ z′, noting that this does not depend on choice of gz and gz′ .
We have just observed that z ∼ z′ if and only if Lz ∩ Lz′ 6= ∅. The relation ‘∼’ is
symmetric (but not transitive) and z ∼ z always holds.
Lemma 3.2. The set PQP is closed in G.
Proof. Let R act on P × G by r(p, g) = (pr−1, rg) and let P ×R G denote the
quotient. Define P ×R Q similarly. Then P ×R Q is a closed subset of P ×R G. To
see this, note that (p, g) 7→ (p, pg) induces an isomorphism P ×R G ∼= (P/R)×G.
Therefore, if {(pi, qi)} represents a sequence in P ×R Q converging in P ×R G,
then {(piR, piqi)} is a convergent sequence in (P/R)×G and, by the definition of
quotient topology, so we may modify the sequence {pi} without loss of generality so
that it converges in P , say to p. It follows that {qi} converges and, since Q is closed,
the limit point q must be in Q. Therefore, the sequence in P ×R Q represented by
{(pi, qi)} converges to the point represented by (p, q). Similarly,
P ×R Q×R P ⊂ P ×R G×R P ∼= (P/R)×G× (P/R) is closed.
For any topological spaces, the projection X ×K → X is a closed mapping if K is
compact. Therefore the image of P ×R Q ×R P under the projection
(P/R)×G× (P/R)→ G
is closed. This is exactly PQP . 
Corollary 3.3. Suppose in addition that all groups involved are algebraic. Then
PQP is an algebraic subvariety of G.
Proof. As the image of P × Q × P under the algebraic mapping of multiplication
G×G×G→ G, it follows that PQP is constructible [5]. Then since PQP is closed
in the usual topology on G, it is also closed in the Zariski topology. Alternatively,
one can repeat the proof of Lemma 3.2 almost verbatim for the Zariski topology,
using at the end that the image of a closed set under a proper mapping is closed. 
4. Harmonic hull in higher even dimensions
Following Murray [15], to extend the correspondence (10) to higher dimensions,
we should identify Gr2(C
4) with the non-singular quadric Q4 ⊂ CP5 as in the
proof of Proposition 2.1 and consider the quadric Q2m as a homogeneous space for
G = SO(2m+ 2,C). It is convenient to take
‖(x0, x1, . . . , xm, y0, y1, . . . , ym)‖2 ≡
∑m
j=0 xjyj ≡ xty
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as quadratic form on C2m+2 and hence to realise G as{(
A B
C D
)
s.t.
(
A B
C D
)t(
0 I
I 0
)(
A B
C D
)
=
(
0 I
I 0
)}
where all these matrices are written in (m + 1)× (m + 1) blocks. In other words,
these blocks are constrained by the following relations.
(21) AtC + CtA = 0 AtD + CtB = I BtD +DtB = 0.
Since with these conventions the first standard basis vector in C2m+2 is null, we
have Q2m = G/P , where
P =




∗ ∗ · · · ∗
0 ∗ · · · ∗
.
.
.
.
.
.
. . .
.
.
.
0 ∗ · · · ∗

 ∈ SO(2m+ 2,C)

 .
More explicitly, it is easy to check that elements of P may be written uniquely as
(22)


λ 0 0 0
0 Aˆ 0 Bˆ
0 0 λ−1 0
0 Cˆ 0 Dˆ




1 −qt −ptq −pt
0 I p 0
0 0 1 0
0 0 q I


where these blocks are of appropriate sizes and such that(
Aˆ Bˆ
Cˆ Dˆ
)
∈ SO(2m,C).
For the twistor space in this case, we shall take
(23) Z = G/Q where Q =
{(
A B
0 D
)
∈ SO(2m+ 2,C)
}
.
Notice that (21) forces D = (At)−1 and B = AE, where E is skew. Therefore Q
has dimension (m+ 1)2 +m(m+ 1)/2 = (3m+ 2)(m+ 1)/2 whence
dimC Z = (m+ 1)(2m+ 1)− (3m+ 2)(m+ 1)/2 = m(m+ 1)/2
and in comparison with (14) we see that s = m(m− 1)/2. Setting X = G/(P ∩Q)
and using the notation of [3], we obtain the following correspondence
X
Z CM
 
 ✠
❅
❅❘
µ ν =
× • • • •✟❍×•
• • • • •✟❍×• × • • • •✟❍
•
•
 
 ✠
❅
❅❘
µ ν
(for convenience, written in case m = 6) as detailed in [3, pp. 111–115].
Lemma 4.1. PQP ⊂ SO(2m+ 2,C) is defined by the equation C11 = 0, i.e.
PQP =




∗∗ . .∗∗∗ . .∗∗∗ . .∗∗∗ . .∗. . . . . . . . . .. . . . . . . . . .∗∗ . .∗∗∗ . .∗
0∗ . .∗∗∗ . .∗∗∗ . .∗∗∗ . .∗. . . . . . . . . .
. . . . . . . . . .∗∗ . .∗∗∗ . .∗

 ∈ SO(2m+ 2,C)


.(24)
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Proof. By applying PQP to the first standard basis vector, bearing in mind the
form (22) and (23) of elements from P and Q, it is clear that
(25) PQP ⊆ {C11 = 0}.
It is certainly possible to show equality by direct calculation and normalisation
(using that there are just two orbits for the action of G on C2m+2 \ {0} according
to whether a vector is null or not). Alternatively, we can use Corollary 3.3 to infer
equality once we know that they have the same dimension provided that the right
hand side is also irreducible. To compute the dimension of PQP , let us take z′ = o
in (19) to conclude that
gz ∈ PQP ⇐⇒ Lz ∩ Lo 6= ∅.
Therefore,
(26)
dimPQP = dimP + dim{z ∈ CM s.t. Lz ∩ Lo 6= ∅}
= 2m2 +m+ 1 + dim{z ∈ CM s.t. Lz ∩ Lo 6= ∅}.
Now we need to know dim(Lz ∩Lo) in case this intersection is non-empty. For this
we can take z to be represented by the second standard basis vector and identify
this intersection with
SO(2m− 2,C)
/{(A˜ A˜E˜
0 (A˜t)−1
)}
,
deducing that it has dimension (m− 1)(m− 2)/2. Bearing in mind that the fibres
of µ have dimension m and that Lo itself has dimension m(m− 1)/2 we find that
dim{z ∈ CM s.t. Lz ∩ Lo 6= ∅} = m+ m(m− 1)
2
− (m− 1)(m− 2)
2
= 2m− 1.
From (26) we deduce that
dimPQP = 2m2 +m+ 1 + (2m− 1) = m(2m+ 3).
Therefore, PQP has codimension 1 in SO(2m+ 2,C) and it remains to show that
the right hand side of (25) is irreducible. For this one checks in local coo¨rdinates
that {C11 = 0} ⊂ SO(2m+2,C) is smooth except along P where it has a quadratic
singularity. Since P has codimension 2m in G and m ≥ 2 irreducibility follows. 
To complete the proof of Theorem 0.3 in higher dimensions, there are just two
remaining issues to address. The first is geometric, namely to check that the relation
z ∼ z′ of Definition 3.1 corresponds to null separation as it does when m = 2.
The second issue is analytic, namely to check that there is an appropriate double
fibration transform.
To understand the geometry one works in an affine chart on CM = G/P . Using
block matrices as above, it is easy to check that
C2m ∋ (x, y) 7−→


1 0 0 0
x I 0 0
−xty −yt 1 −xt
y 0 0 I


defines a co¨ordinate chart on G/P in which vector addition corresponds exactly to
multiplication of such matrices. In particular,
(x, y) ∼ (x′, y′) ⇐⇒ (x− x′)t(y − y′) = 0,
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which is the null separation we require. It is also straightforward to check in these
coo¨rdinates that the round sphere S2m is conformally embedded as a totally real
submanifold of CM .
Finally, it remains to generalise the Penrose transform to this setting and for this
we follow the proof of Theorem 2.2. The essential point is that this proof reduces
the spectral sequence for the fibration
τ : Z → S2m
to the spectral sequence of the more familiar double fibration transform for
× • • • •✟❍×•
• • • • •✟❍×• × • • • •✟❍
•
•
 
 ✠
❅
❅❘
µ ν
and this has already been worked out [3, p. 115]. We obtain the following result
(as in [15, Theorem 32]).
Theorem 4.2. For U ⊆ R2m any open subset, there is a natural isomorphism
P : Hm(m−1)/2(τ−1(U),O(−2m+ 2)) ≃−→ {φ : U → C s.t. ∆φ = 0}.
Theorem 0.3 is an immediate consequence.
5. Harmonic hull in odd dimensions
The harmonic hull in odd dimensions behaves differently. The most blatant
difference is that it may no longer exist in the na¨ıve sense defined in the introduction.
Let us see, for example, that there is no maximal open set in C3 to which all
harmonic functions on U = R3 \ {0} extend. In accordance with Definition 0.2
(27) U˜ = C3 \ {z12 + z22 + z32 = 0}.
We shall see that U˜ is the only candidate for the harmonic hull and yet there are
harmonic functions on U that do not extend there. The Newtonian potential
r(x) ≡ 1√
x12 + x22 + x32
is harmonic on U and extends to a neighbourhood of U in C3 as
r(z) ≡ 1√
z12 + z22 + z32
for a suitably chosen branch of square root. Consider the embedding
F : C \ {−i, 0, i} →֒ U˜
given by F (ζ) = (ζ, ζ2, 0). There is no well-defined branch of
r ◦ F (ζ) = 1
ζ
√
1 + ζ2
on C \ {−i, 0, i} and so there is no well-defined branch of r(z) on U˜ . Nevertheless,
harmonic functions on U do extend into C3 and, in fact, it is shown in [1] that all
harmonic functions U extend uniquely to the reduced harmonic hull
(28) C3 \ {z12 + z22 + z32 ∈ R≤0}.
TWISTOR THEORY AND THE HARMONIC HULL 15
We shall use reduced harmonic hulls together with the conformal invariance of
the Laplacian to write U˜ as a union of open subsets of C3 to which all harmonic
functions on U extend. By doing so, we see that U cannot have a harmonic hull.
If f is harmonic on an open subset of R3, then
F (X) ≡
f
( X1 − ǫ‖X‖2
1− 2ǫX1 + ǫ2‖X‖2 ,
X2
1− 2ǫX1 + ǫ2‖X‖2 ,
X3
1− 2ǫX1 + ǫ2‖X‖2
)
√
1− 2ǫX1 + ǫ2‖X‖2
is harmonic wherever 1− 2ǫX1 + ǫ2‖X‖2 > 0. But
1− 2ǫX1 + ǫ2‖X‖2 = ǫ2
(
(X1 − 1/ǫ)2 +X22 +X32
)
,
so if f is harmonic on U , then F is harmonic on R3 \ {(1/ǫ, 0, 0), (0, 0, 0)}. From
the conformal point of view f and F are the same conformal density of weight −1/2
defined on the twice-punctured sphere but viewed in two different flat coo¨rdinate
systems via stereographic projection. In any case, by [1] the harmonic function F
extends to the reduced harmonic hull of R3 \ {(1/ǫ, 0, 0), (0, 0, 0)}, namely
(29) C3 \ ({Z12 + Z22 + Z32 ∈ R≤0} ∪ {(Z1 − 1/ǫ)2 + Z22 + Z32 ∈ R≤0}).
But now if F is holomorphic and complex harmonic on an open subset of C3, and
we write z2 for z1
2 + z2
2 + z3
2, then
(30) f(z) ≡
F
( z1 + ǫz2
1 + 2ǫz1 + ǫ2z2
,
z2
1 + 2ǫz1 + ǫ2z2
,
z3
1 + 2ǫz1 + ǫ2z2
)
√
1 + 2ǫz1 + ǫ2z2
is harmonic wherever one can choose a well-defined branch of
√
1 + 2ǫz1 + ǫ2z2. In
particular, if we insist that ‖z‖2 < 1/(9ǫ2), then
ℜ(1 + 2ǫz1 + ǫ2z2) = (1 + ǫx1)2 + ǫ2(x22 + x32 − y12 − y22 − y32)
> (2/3)2 − 1/9− 1/9− 1/9 = 1/9 > 0
whence there is certainly no problem in defining
√
1 + 2ǫz1 + ǫ2z2. Now
(Z1, Z2, Z3) =
( z1 + ǫz2
1 + 2ǫz1 + ǫ2z2
,
z2
1 + 2ǫz1 + ǫ2z2
,
z3
1 + 2ǫz1 + ǫ2z2
)
if and only if
(z1, z2, z3) =
( Z1 − ǫZ2
1− 2ǫZ1 + ǫ2Z2 ,
Z2
1− 2ǫZ1 + ǫ2Z2 ,
Z3
1− 2ǫZ1 + ǫ2Z2
)
in which case
1 = (1 + 2ǫz1 + ǫ
2z2)(1 − 2ǫZ1 + ǫ2Z2).
Therefore, by changing coo¨rdinates on U to obtain F (X) from f(x), then extending
to the reduced harmonic hull (29), and finally considering f(z) defined by (30), we
certainly obtain a holomorphic extension of f(x)|{‖x‖2<1/(9ǫ2)} to
(31)
{
z ∈ C3 s.t. ‖z‖
2 < 1/(9ǫ2) Z2 6∈ R≤0
(Z1 − 1/ǫ)2 + Z22 + Z32 6∈ R≤0
}
But, using the identities
Z2 =
z2
1 + 2ǫz1 + ǫ2z2
(Z1 − 1/ǫ)2 + Z22 + Z32 = 1
ǫ2(1 + 2ǫz1 + ǫ2z2)
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and our previous observation that ℜ(1 + 2ǫz1 + ǫ2z2) > 0 when ‖z‖2 < 1/(9ǫ2), we
may rewrite (31) as
(32)
{
z ∈ C3 s.t. ‖z‖2 < 1/(9ǫ2) and z
2
1 + 2ǫz1 + ǫ2z2
6∈ R≤0
}
.
We claim that all points in U˜ (given explicitly as (27)) that are not in (28), lie in
(32) for some choice of orthogonal coo¨rdinate system on R3 and some ǫ 6= 0. In
other words, we should accomplish this for
z = x+ iy ∈ C3 s.t. 〈x, y〉 = 0 and ‖x‖2 < ‖y‖2.
Choose coo¨rdinates so that y = (y1, 0, 0). It follows that x1 = 0 and y1 6= 0 whence
z2
1 + 2ǫz1 + ǫ2z2
=
z2
1 + 2iǫy1 + ǫ2z2
cannot be real when z2 is real. Hence z lies in the set (32) if ‖z‖2 < 1/(9ǫ2), a
condition which evaporates as ǫ→ 0. We have shown that
U˜ =
⋃
A∈SO(3)
⋃
ǫ∈R
A
{
z ∈ C3 s.t. ‖z‖2 < 1/(9ǫ2) and z
2
1 + 2ǫz1 + ǫ2z2
6∈ R≤0
}
completing our claim that U˜ may be written as a union of open subsets of C3 to
which all harmonic functions on U extend. The argument immediately generalises
to show that Rn \ {0} does not have harmonic hull for any odd n.
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