n/a indicates no publications to cite in this period.
Italicized authors were dropped from the final set.
as input for the factor and MDS analyses, the two analytic techniques used most prevalently in co-citation research (McCain 1990; White and McCain 1998) . The database program also extracted co-citation bibliographies for the groups of foundational authors that loaded on each factor, as described in Appendix B. The bibliographies contained all articles that co-cited any pair of the authors in the factor. A total of 3,818 unique articles citing at least two of the top 100 authors within a factor were retrieved across all factors and periods. The articles obtained were coded for research theme, as described in Appendix C.
Appendix B Factor Analyses
In co-citation research, factor analysis is performed on a matrix of co-citation counts, in which the same list of foundational authors comprises both the column and row headings, and each cell value represents the number of articles that have cited the relevant pair of foundational authors. In co-citation matrices, no meaningful counts can be applied to cells along the diagonal (i.e., the number of times an author is co-cited with him/herself), although factor analyses requires numbers in these cells. Hence we used mean substitution, the most commonly applied method for addressing this problem in co-citation research (White and McCain 1998) . Following the convention typically used in co-citation research (McCain 1990) , authors with a mean of less than four co-citations within a period were dropped from that period in order to ensure interpretable results. In order to drop as few authors as possible, an iterative process was used in which the author with the lowest mean co-citation was removed from the data matrix until all remaining authors met the threshold, resulting in the retention of 37 authors for the [1986] [1987] [1988] [1989] [1990] The raw co-citation matrices for each period were used as input for principal component factor analyses with varimax rotation, using SPSS. The results of the factor analyses for each of the four 5-year periods are shown in Tables B1 through B4 . As is typical in this type of factor analysis, the factors are not mutually exclusive (i.e., the authors do not load exclusively on a single factor), so interpretation of factors is based on those authors with high loadings (McCain 1990) . Authors with high loadings on two or more factors are considered to be contributing to two or more subfields within the discipline (White and McCain 1998) . Following typical ACA conventions (Culnan 1987; McCain 1990; White and McCain 1998) , authors loading with absolute values less than 0.4 on any factor were suppressed. (For the 1996-2000 period the absolute threshold loading was set at 0.38 in order to ensure that all authors in this set loaded on at least one factor.) The number of factors identified for each period was determined primarily from examinations of scree plots and secondarily from a consideration of the number of factors with eigenvalues greater than one. Results yielded a four-factor solution for the first (1986) (1987) (1988) (1989) (1990) period, accounting for 74.8 percent of the variance; five-factor solutions for each of the next two periods (1991-1995 and 1996-2000) accounting for 78.7 percent and 73.8 percent of the variance respectively; and a six-factor solution for the final (2001) (2002) (2003) (2004) (2005) period, accounting for 76.4 percent of the variance. Our procedures for interpreting the factors and assigning the factor names shown in Tables B1 through B4 are discussed in Appendix C. Appendix C
Derivation of Factor Names from Research Themes
Factor names were derived by coding the sets of articles co-citing authors within each factor and identifying predominant research themes. We based our initial coding on the classification scheme developed by Swanson and Ramiller (1993) and shown in Table C1 . We began our coding by having each author code a sub-set of the co-citing articles in the 1986-1990 period independently. On discussing our codings for this sub-set, we noted that some of the distinctions made by Swanson and Ramiller were difficult to apply consistently. Consequently, as recommended by Miles and Huberman (1994) , we developed and redefined the categories to better fit our data, adding more detailed descriptions of each category and heuristics to guide our application of the codes. For articles where none of the existing categories seemed to fit, we used a close reading of the title and abstract to identify newly emergent research themes, which were discussed and agreed by all three authors before being implemented in subsequent coding (Ryan and Bernard 2000) . For example, Swanson and Ramiller had no category for the group decision support systems theme, and it was apparent from our initial coding tests of the very first period that this was a distinctive and important category. Other codes, for example knowledge management and internet & internet users, emerged later in the second and third periods, respectively. When these new codes were added, we reviewed our coding in the previous periods. In each case, we agreed on only a small number of changes to the earlier coding. Within each major category, we developed sub-codes to enable us to apply a fine-grained level of coding initially. While we aggregated these low-level codes to their higher-level categories for subsequent analysis, the detailed sub-codes were invaluable in assisting further post hoc analyses. Our final coding scheme, shown in Table C1 , comprised 14 themes, in contrast to the 9 themes used in the Swanson and Ramiller framework. 
Internet and internet users
General internet and e-commerce theories and models; internet applications and evaluation; internet users; mobile commerce; computermediated communication; user technology acceptance in internet applications
Foundations and other disciplines
Research primarily focused in other disciplines, particularly management science, operations research, and computer science
The first, second, and third authors independently coded all factors in the 1986-1990 period and the first and third authors coded two factors in the 2001-2005 period. The third author coded all remaining factors, with the first author cross checking a random 10 percent of the articles. All recoding was checked and agreed to by the first and third authors. Agreement between coders before discussion was 90 percent across all articles coded.
Research Themes Within Factors
The research themes of the sets of articles co-citing authors in each factor within each period are shown in Table C2 , with the major themes for each factor highlighted. The counts and percentages of themes for each factor were calculated as follows: We made the assumption that the research themes of articles co-citing a greater number of authors in a given factor would be more likely to align with the central theme of the factor than the themes of articles that cited fewer of the factor's authors. Hence in determining the contribution of an article to the overall research theme of the factor, we weighted each article by the number of factor authors the article cited. For example, an article by Doll and Torkzadeh (1989) cites 11 authors from one factor and 3 authors from a second factor in the 1986-1990 period, and was coded to the "IS users" research theme. This article was given a weight of 11 in the count of the "IS users" theme in the first factor for period [1986] [1987] [1988] [1989] [1990] , but a weight of only 3 in the count of that theme in the second factor. This weighting approach helped to differentiate between the themes, particularly for those factors with a high number of cross-loading authors. 
Analyses of Research Themes of Sets of Co-Citing Articles
The predominant themes-that is, generally those two or three themes that accounted for at least 50 percent of the co-citing articles within a factor-were used to make an initial determination of the primary focus of the factor. All three authors reviewed the research themes for each factor and discussed and agreed on names for the factors that we believed best captured the essence of the major themes in the factor. As the characteristics of each factor began to crystallize, we considered the research areas of the leading foundational authors in each factor, recognizing that, over time, many of these foundational authors have worked, and have been cited, in multiple areas. We also reviewed the editorial policies of the journals publishing the co-citing articles to ensure that the naming made sense. ( The factor finally called IS Development & Use Thematic Miscellany was the most difficult to name. For the first three periods it accounted for the most variance and clearly held a central position in the field, but its set of research themes were relatively diverse. Thus we reviewed the co-citing articles and the author membership of the factor closely, before concluding that this factor has formed around key authority figures in the field and encompasses a broad set of system-and relationship-oriented research into information systems-their development, their implementation, their impact, and their use by individuals and within organizations.
While the research themes of the Internet Applications Thematic Miscellany factor also included similar development, implementation, impact, and use issues, there was a clear emphasis in the set of co-citing articles on the Internet as the context of inquiry. The Qualitative Methods Thematic Miscellany factor, however, was more difficult, with its major theme, related to research methodology, confirmed only after a consideration of the journal outlets and the author membership and factor time lines (discussed in Appendices D and E, respectively).
Appendix D Journal Outlets for Each Factor and Across the Field
The top 10 journals publishing articles citing authors in each factor during the most recent 10 years of the factor's coverage are shown in Table  D1 . For all factors except Foundations & Reference Disciplines, we focused on the most recent 10 years (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) We also combined all of the co-citing bibliographies and removed duplicates (since articles co-citing cross-loading authors were included in the bibliographies for both cross-loaded factors) to gain a picture of the overall publication patterns for the field. A total of 3,818 unique articles were published across 179 different journals. Sixty of these journals each published at least 10 articles, while the top 20 journals, shown in Table D2 , but the leading ranking of Information & Management both overall, and in the individual factor rankings, may be more surprising. 
Appendix E Key Foundational Authors Associated with Factors over Time
To help confirm our factor interpretations, we created timelines of the author composition of each factor. We traced the movement of high loading authors (those loading at least 0.8 on at least one factor in one of the four periods), starting from Culnan's (1987) factors, and tracked how factor membership changed through the following periods. Figure E1 shows the detailed movement of high loading authors, while a summary timeline showing how each factor has evolved through the periods is shown in Figure 8 in the body of the article. As shown in Figure  E1 , authors from four of Culnan's five factors split and recombine in subsequent periods. Culnan's fifth factor, MIS curriculum, which comprised only three authors, has no corresponding factor in any subsequent period.
The time lines revealed that the authors in the 1986-1990 IS Development & Use Thematic Miscellany factor split into two factors in subsequent periods, and yet the research themes for both factors seemed very similar. A consideration of the author membership of the "breakaway" factor led us to speculate that these authors were being cited by researchers with an interest in the use of qualitative methods to examine key research topics in the IS field. In order to further confirm our understanding, we undertook a secondary coding of the articles co-citing authors in the parent IS Development & Use Thematic Miscellany factor and the offspring factor, categorizing articles according to whether they reported quantitative or qualitative methods. We also examined the journal outlets for the offspring factor, as discussed previously in Appendix D, before agreeing on the final name of Qualitative Methods Thematic Miscellany. These differences result from our decision to limit citing references to information systems categories, in order to focus on author influence within the IS field, rather than beyond it. The Grover et al. and Wade et al. studies were aimed at examining the IS field's position within a larger body of disciplines to determine the extent to which IS makes a contribution beyond the IS field, while Lowry et al. used citation analysis to determine the impact of IS institutions, articles, and authors, both within and beyond the IS field. In contrast, our goal was to identify those authors who have had seminal impact within the IS field and hence might be expected to have provided leadership on the direction of the field. A number of our leading authors are highly published in non-IS journals and if we had included all citations to their work we would get a very different picture of the most influential authors-however, they would no longer necessarily be the most influential within the field.
An examination of the lower ranked authors in Table A1 in Appendix A reveals that 21 have no publications available to cite in the first 5-year period. The impact of these researchers on the IS field may well be seen more substantially in future years. Some of the other low-cited authors are surprising, however, and highlight other limitations of using co-citation analysis as a tool for examining influence in a field. For example, Langefors has been recognized with a Leo Award for his contributions to IS research and practice, particularly in Scandinavia, and Neumann, an AIS Fellow, has been recognized for his impact on IS teaching, practice, and research in Israel. Both of these authors are under-recognized by our approach and illustrate two biases set by our research design. First, our focus on English-language articles disadvantages researchers whose influence has been primarily in non-English speaking countries. Second, the citation analysis approach under-recognizes those whose contribution has been primarily in teaching and service areas. Another limitation is that second or subsequent authors of books do not get citation credits under the SSCI citation indexing system, and this is reflected in Carlson's low citation count. Carlson was a second author with Sprague on a key book, Building Effective Decision Support Systems, and it is worth noting that 166 of the 311 citations recorded for Carlson's co-author, Sprague, are citations to their co-authored book. Finally, Jackson has been highly cited in the Web of Science Science Citation Index Expanded database and his low ranking here reflects our deliberate exclusion of citations in more technical computer science areas in order to keep our focus as tightly as possible on the IS field.
