Global existence of solutions for the heat equation with a nonlinear boundary condition  by Kawakami, Tatsuki
J. Math. Anal. Appl. 368 (2010) 320–329Contents lists available at ScienceDirect
Journal of Mathematical Analysis and
Applications
www.elsevier.com/locate/jmaa
Global existence of solutions for the heat equation with a nonlinear
boundary condition
Tatsuki Kawakami
Mathematical Institute, Tohoku University, Aoba, Sendai 980-8578, Japan
a r t i c l e i n f o a b s t r a c t
Article history:
Received 1 July 2009
Available online 18 February 2010
Submitted by M. Nakao
Keywords:
Global existence
Large time behavior
Initial–boundary value problem
Nonlinear boundary condition
We consider the initial–boundary value problem for the heat equation with a nonlinear
boundary condition:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tu = u, x ∈ RN+, t > 0,
u(x,0) = ϕ(x), x ∈ RN+,
− ∂u
∂xN
= up, x ∈ ∂RN+, t > 0,
where N  1, p > 1 + 1/N , and ϕ ∈ L1(RN+) ∩ L∞(RN+). We prove the existence of global
solutions with a small initial data, and study the large time behavior of solutions.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
We consider the initial–boundary value problem for the heat equation with a nonlinear boundary condition:⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tu = u, x ∈ RN+, t > 0,
u(x,0) = ϕ(x) 0, x ∈ RN+,
− ∂u
∂xN
= up, x ∈ ∂RN+, t > 0,
(1.1)
where RN+ = {(x′, xN ) | x′ ∈ RN−1, xN > 0}, ∂RN+ = {xN = 0}, N  1, ∂tu = ∂u/∂t , p > 1 + 1/N , and ϕ ∈ L1(RN+) ∩ L∞(RN+). In
this paper we prove the existence of global solutions of (1.1) if the initial data ϕ is suﬃciently small, and study the large
time behavior of solutions of (1.1).
The nonlinear boundary value problem such as (1.1) can be physically interpreted as a nonlinear radiation law, and has
been studied by many mathematicians (see [1–3,9–11] and the references therein). Among others, Deng, Fila, and Levine [2]
treated the parabolic system with the nonlinear boundary condition in RN where the Neumann data are coupled with each
other. If we assume that, for above parabolic system both one of the initial data and one of the exponent of the nonlinear
terms are equal to the other ones, then the problem reduces to the scalar problem (1.1). In above case, they proved that,
(i) if p  1+ 1/N , there exists no global positive solution of (1.1);
(ii) if p > 1+ 1/N and ϕ is “large”, there exists no global solution of (1.1);
(iii) if p > 1+ 1/N and ϕ is “small”, there exists a global solution u of (1.1).
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T. Kawakami / J. Math. Anal. Appl. 368 (2010) 320–329 321(See also [3].) Furthermore they proved the existence of positive bounded functions f satisfying
 f + 1
2
x · ∇ f + 1
2(p − 1) f = 0, −
∂ f
∂xN
= f p at xN = 0.
Then, since the function
u(x, t) = (1+ t)−1/2(p−1) f ((1+ t)− 12 x)
is a solution of (1.1) in RN+ × [0,∞) with the initial data ϕ = f (x), by the comparison principle, we see that, if
0 ϕ(x) f (x) in RN+, (1.2)
then there exists a global solution of (1.1) satisfying∥∥u(t)∥∥L∞(RN+)  ∥∥u(t)∥∥L∞(RN+)  t− 12(p−1) ‖ f ‖L∞(RN+), t > 0. (1.3)
On the other hand, for the Cauchy problem of the semilinear heat equation,
∂tu = u + up in RN × (0,∞), u(x,0) = ϕ(x) 0 in RN , (1.4)
it is well known that, there exists a positive constant δ′ such that, if
‖ϕ‖Lq∗ (RN ) < δ′ with q∗ =
N(p − 1)
2
> 1, (1.5)
then there exists a global solution u of (1.4) such that∥∥u(t)∥∥Lq(RN ) 	 t− N2 (1− 1q ) (1.6)
as t → ∞ for any q ∈ [1,∞] (see, for example, [4] and [8]).
In this paper we prove that, if
‖ϕ‖L1(RN+)‖ϕ‖
N(p−1)−1
L∞(RN+)
(1.7)
is suﬃciently small, then there exists a solution of (1.1) in RN+ × (0,∞) satisfying (1.6), and study the large time behavior
of the solution of (1.1). We remark that the quantity (1.7) is invariant in the self-similar transformation to the problem (1.1)
(see Remark 1.1).
Following [2], we introduce the following two operators S(t) and SN (t), and give the deﬁnition of the solution of (1.1).
For any function ω(x′, xN ) ∈ Lq(RN+) (q ∈ [1,∞]), we deﬁne
[
S(t)ω
](
x′, ·)= ∫
RN−1
(4πt)−
N−1
2 exp
(
−|x
′ − y′|2
4t
)
ω
(
y′, ·)dy′, (1.8)
[
SN(t)ω
]
(·, xN ) =
∞∫
0
(4πt)−
1
2
(
exp
(
− (xN − yN)
2
4t
)
+ exp
(
− (xN + yN)
2
4t
))
ω(·, yN )dyN . (1.9)
Let 0 < τ < ∞ and ϕ ∈ L∞(RN+). Then we say that u is a solution of (1.1) in RN+ × (0, τ ) if, for any σ ∈ (0, τ ),
u ∈ L∞(0, σ ; L∞(RN+)) and u satisﬁes
u
(
x′, xN , t
)= [S(t)SN(t)ϕ](x′, xN)+ K (x′, xN , t) (1.10)
for any (x′, xN , t) ∈ RN−1 × R+ × (0, σ ). Here
K
(
x′, xN , t
)=
t∫
0
(
π(t − η))− 12 exp(− x2N
4(t − η)
)[
S(t − η)up(η)](x′,0)dη. (1.11)
Then we see that u is a unique classical solution of (1.1) (see also [2] and [3]). Furthermore we put
Tmax = sup
{
τ ∈ (0,∞): u is a solution of (1.1) in RN+ × (0, τ )
}
.
If Tmax < ∞, then limsupt→Tmax ‖u(t)‖L∞(RN+) = ∞ (see Lemmas 2.1 and 2.2), and we call Tmax the blow-up time of the
solution u.
Now we are ready to state the main result of this paper. The result gives a suﬃcient condition for the global existence of
the solution u of (1.1), which behaves like the one of the heat equation in RN . In what follows we write ‖ · ‖p = ‖ · ‖Lp(RN+)
for simplicity.
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‖ϕ‖1‖ϕ‖N(p−1)−1∞ < C∗, (1.12)
then there exists a solution u of (1.1) in RN+ × (0,∞) such that
sup
t1
t
1
2q + N2 (1− 1q )∥∥u(t)∥∥Lq(∂RN+) + supt1 t
N
2 (1− 1q )∥∥u(t)∥∥q < +∞ (1.13)
for any q ∈ [1,∞]. Furthermore there exists the limit
c∗ = 2 lim
t→∞
∫
RN+
u dx = 2
( ∫
RN+
ϕ(x)dx+
∞∫
0
∫
∂RN+
up dσ dt
)
,
and the solution u satisﬁes
lim
t→∞ t
N
2 (1− 1q )∥∥u(t) − c∗G(t)∥∥q = 0, q ∈ [1,∞], (1.14)
where G(x, t) = (4πt)−N/2 exp(−|x|2/4t).
Remark 1.1. (i) Let λ ∈ R+ and u be a solution of (1.1). Put
uλ(x, t) = λ
1
p−1 u
(
λx, λ2t
)
, ϕλ(x) = λ
1
p−1 ϕ(λx). (1.15)
Then the function uλ is also a solution of (1.1) with the initial data ϕλ , and
‖ϕλ‖1‖ϕλ‖N(p−1)−1∞ = ‖ϕ‖1‖ϕ‖N(p−1)−1∞ . (1.16)
By (1.16), the condition (1.12) is an invariable condition for the self-similar transformation (1.15), and it is important to
obtain such a scale invariable condition (1.12). In fact, in the forthcoming paper [9], the scale invariance of (1.12) plays an
important role of studying a classiﬁcation of the large time behavior of the global solutions of (1.1).
(ii) The condition (1.5) is an invariable condition for the self-similar transformation to the problem (1.4), and plays an
important role of a classiﬁcation of the large time behavior of the global solutions of (1.4). See [4].
(iii) It seems that it is natural to prove Theorem 1.1 under the smallness assumption such as ‖ϕ‖N(p−1) < δ for a suﬃ-
ciently small positive constant δ instead of (1.12). In fact, for the problem (1.4), we can obtain (1.6) under the condition (1.5)
(see [5]). However, since the problem (1.1) has the nonlinear term on the boundary, if we apply several estimates such
as the Sobolev trace inequality and the Gagliardo–Nirenberg inequality in order to improve the argument in [5], it seems
diﬃcult to obtain Theorem 1.1 under the assumption such as ‖ϕ‖N(p−1) < δ.
Remark 1.2. In Theorem 1.1, we only assume the condition (1.12) for the initial data. This condition is more general one
than (1.2). Furthermore, by (1.13) with q = ∞, we obtain better decay estimate than (1.3).
The rest of this paper is organized as follows: In Section 2 we give some local estimates of the L1 and L∞ norms for
the solution u of (1.1) on the boundary by using the approximate solutions un (see (2.11)). By these local estimates of the
solutions, we modify the arguments in [6] and [8], and prove the global existence of the solutions. In Section 3 we prove
Theorem 1.1.
2. Existence and the asymptotic proﬁle
In this section we give some estimates of the solution u of (1.1) under the condition (1.12), and prove the global existence
of the solutions.
We ﬁrst recall some properties of the operators S(t) and SN (t). For any f ∈ Lq(RN+) (q ∈ [1,∞]), the function S(t)SN (t) f
is a solution of the heat equation in RN+ with the homogeneous Neumann boundary condition. Furthermore, by (1.8) and
(1.9), we have the following properties for the operators S(t) and SN (t): for any 1 q p ∞ and r ∈ [1,∞], there exists
a constant C such that,
(i) for any f1 ∈ Lq(RN+),∥∥S(t)SN(t) f1∥∥p  Ct− N2 ( 1q − 1p )‖ f1‖q, t > 0, (2.1)
and ∥∥∂t S(t)SN(t) f1∥∥q  Ct−1‖ f1‖q, t > 0; (2.2)
T. Kawakami / J. Math. Anal. Appl. 368 (2010) 320–329 323(ii) for any f2 ∈ Lq(∂RN+),∥∥S(t) f2∥∥Lp(∂RN+)  Ct− N−12 ( 1q − 1p )‖ f2‖Lq(∂RN+), t > 0; (2.3)
(iii) for any f3 ∈ L1(RN+),∥∥S(t)SN(t) f3∥∥Lr(∂RN+)  Ct− 12r − N2 (1− 1r )‖ f3‖1, t > 0. (2.4)
Furthermore, by Lemma 2.4 in [7], for any f4 ∈ L1(RN+), if
∫
RN+ f4(x)dx = 0, then
lim
t→∞
∥∥S(t)SN(t) f4∥∥1 = 0. (2.5)
By (2.2) and (2.3), we obtain the following lemma.
Lemma 2.1. Let ϕ ∈ L∞(RN+), τ > 0, and u be the solution of (1.1) in RN+ × (0, τ ). Then
u ∈ C((0, τ ); L∞(RN+)), γ u ∈ C((0, τ ); L∞(∂RN+)).
Here γ is the trace operator on RN+ .
Proof. By (1.8), (1.9), and (2.2), there exists a constant C1 such that
sup
x∈RN+
∣∣[S(t2)SN(t2)ϕ](x) − [S(t1)SN(t1)ϕ](x)∣∣
t2∫
t1
∥∥∂s S(s)SN (s)ϕ∥∥∞ ds C1t1−1|t2 − t1|‖ϕ‖∞, (2.6)
for all 0 < t1  t2 < τ . Furthermore, by (1.11), we have
∣∣K (x′, xN , t2)− K (x′, xN , t1)∣∣
t2∫
t1
(
π(t2 − η)
)− 12 [S(t2 − η)|u|p(η)](x′,0)dη
+
t1∫
0
∣∣(π(t2 − η))− 12 e− x2N4(t2−η) [S(t2 − η)up(η)](x′,0)
− (π(t1 − η))− 12 e− x2N4(t1−η) [S(t1 − η)up(η)](x′,0)∣∣dη (2.7)
for all (x′, xN ) ∈ RN−1 × R+ and 0 < t1  t2 < τ . Since u is a classical solution of (1.1), there exist constants C2 and C3 such
that
∣∣(π(t2 − η))− 12 e− x2N4(t2−η) [S(t2 − η)up(η)](x′,0)− (π(t1 − η))− 12 e− x2N4(t1−η) [S(t1 − η)up(η)](x′,0)∣∣
= 2
∣∣∣∣∣
∫
RN−1
{ t2∫
t1
∂
∂θ
(
4π(θ − η))− N2 e− |x′−y′ |2+x2N4(θ−η) dθ
}
up
(
y′,0, η
)
dy′
∣∣∣∣∣
 C2
t2∫
t1
(θ − η)− 32 dθ  C3
(
(t1 − η)− 12 − (t2 − η)− 12
)
, (2.8)
for all t1 < θ < t2 and 0 < η < t1. By (2.3), (2.7), and (2.8), there exists a constant C4 such that
sup
x∈RN+
∣∣K (x′, xN , t2)− K (x′, xN , t1)∣∣ C4|t2 − t1| 12 (2.9)
for all 0 < t1  t2 < τ . Therefore, by (2.6) and (2.9), there exists a constant C5 such that
sup
x∈RN+
∣∣u(x, t2) − u(x, t1)∣∣ C5t−11 |t2 − t1| + C4|t2 − t1| 12
for all 0 < t1  t2 < τ . This implies
u ∈ C((0, τ ); L∞(RN+)).
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γ u ∈ C(0, τ ; L∞(∂RN+)),
and the proof of Lemma 2.1 is complete. 
By (2.1) and (2.3), we obtain a local boundedness of the solution of (1.1).
Lemma 2.2. Assume ϕ ∈ L∞(RN+). Then there exists a solution u of (1.1) in RN+ × (0, T ′) such that∣∣u(x, t)∣∣ 2‖ϕ‖∞, (x, t) ∈ RN+ × (0, T ′), (2.10)
where T ′ is a constant depending on ‖ϕ‖∞ .
Proof. Let u0 ≡ 0 in RN+ × (0,∞) and un be the solution of⎧⎪⎪⎪⎨
⎪⎪⎪⎩
∂tun = un, x ∈ RN+, t > 0,
un(x,0) = ϕ(x) 0, x ∈ RN+,
− ∂un
∂xN
= upn−1, x ∈ ∂RN+, t > 0,
(2.11)
where n = 1,2, . . . . By Green’s formulas, the solution un is represented by
un(x, t) =
[
S(t)SN(t)ϕ
]
(x) +
t∫
0
(
π(t − η))− 12 exp(− x2N
4(t − η)
)[
S(t − η)upn−1(η)
](
x′,0
)
dη (2.12)
for any (x′, xN , t) ∈ RN−1 × R+ × (0,∞). Then, by (2.1), (2.3), and (2.12), there exists a constant C1 such that
∣∣un(x, t)∣∣ ‖ϕ‖∞ +
t∫
0
(
π(t − η))− 12 ∥∥un−1(η)∥∥pL∞(∂RN+) dη
 ‖ϕ‖∞ + C1T 12 sup
0<t<T
∥∥un−1(t)∥∥pL∞(∂RN+)
for all T > 0 and (x, t) ∈ RN+ × (0, T ). So we have∣∣un(x, t)∣∣ ‖ϕ‖∞ + C1T 12 sup
0<t<T
∥∥un−1(t)∥∥pL∞(∂RN+) (2.13)
for all T > 0 and (x, t) ∈ RN+ × (0, T ).
We take a suﬃciently small constant T ′ so that 2pC1‖ϕ‖p−1∞ T ′
1
2  1. Since u1 = S(t)SN (t)ϕ , by the comparison principle,
we have∣∣u1(x, t)∣∣ ‖ϕ‖∞ < 2‖ϕ‖∞ (2.14)
for all (x, t) ∈ RN+ × (0, T ′). Then, by (2.13) and (2.14), we have∣∣u2(x, t)∣∣ ‖ϕ‖∞ + C1T ′ 12 sup
0<t<T ′
∥∥u1(t)∥∥pL∞(∂RN+)
 ‖ϕ‖∞ + C1T ′
1
2
(
2‖ϕ‖∞
)p  2‖ϕ‖∞, (2.15)
for all (x, t) ∈ RN+ × (0, T ′). Furthermore, by (2.15), we apply the inequality (2.13) again to have∣∣u3(x, t)∣∣ ‖ϕ‖∞ + C1T ′ 12 sup
0<t<T ′
∥∥u2(t)∥∥pL∞(∂RN+)  2‖ϕ‖∞,
for all (x, t) ∈ RN+ × (0, T ′). Repeating this argument, we have the inequality∣∣un(x, t)∣∣ 2‖ϕ‖∞, n = 1,2, . . . , (2.16)
for all (x, t) ∈ RN+ × (0, T ′).
On the other hand, by the comparison principle, we have
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for all n = 0,1, . . . . Then, by (2.16) and (2.17), there exists a limit
u(x, t) = lim
n→∞un(x, t), (x, t) ∈ R
N+ ×
(
0, T ′
)
,
and by (2.16), we have (2.10). Furthermore, by (2.12) and (2.17), the limit function u satisﬁes (1.10). So the function u is a
solution of (1.1) in RN+ × (0, T ′), and the proof of Lemma 2.2 is complete. 
Next we obtain a local L1 estimate of the solution u on the boundary.
Lemma 2.3. Assume ϕ ∈ L1(RN+) ∩ L∞(RN+). Then there exists a positive constant μ such that, if ‖ϕ‖∞  μ, then there exists a
solution u of (1.1) in RN+ × (0, T ′) such that
sup
0<t<T ′
t
1
2
∥∥u(t)∥∥L1(∂RN+)  C‖ϕ‖1 (2.18)
for some constant C > 0. Here T ′ is the constant given in Lemma 2.2. Furthermore, the solution u satisﬁes
u ∈ C((0, T ′]; L1(∂RN+)). (2.19)
Proof. Let n = 0,1, . . . and un be the function given in the proof of Lemma 2.2. Let μ be a suﬃciently small constant to be
chosen later. By Lemma 2.2, we have∣∣∣∣ ∂un∂xN
∣∣∣∣= upn−1  ∥∥un−1(t)∥∥p−1L∞(∂RN+)un−1  (2μ)p−1un−1 (2.20)
for all (x′,0, t) ∈ RN−1 × (0, T ′) and n = 1,2, . . . . Then, by (2.3), (2.4), (2.12), and (2.20), there exists a constant C1, indepen-
dent of T ′ , such that
t
1
2
∥∥un(t)∥∥L1(∂RN+)  C1‖ϕ‖1 + (2μ)p−1t 12
t∫
0
(
π(t − η))− 12 ∥∥un−1(η)∥∥L1(∂RN+) dη (2.21)
for 0 < t < T ′ .
On the other hand, since u1 = S(t)SN (t)ϕ , by (2.4), we have
sup
0<t<T ′
t
1
2
∥∥u1(t)∥∥L1(∂RN+)  C1‖ϕ‖1. (2.22)
Then, by (2.21), (2.22), and taking a suﬃciently small constant μ if necessary, we have
t
1
2
∥∥u2(t)∥∥L1(∂RN+)  C1‖ϕ‖1 + (2μ)p−1t 12
t∫
0
(
π(t − η))− 12 ∥∥u1(η)∥∥L1(∂RN+) dη
 C1‖ϕ‖1 + C1‖ϕ‖1(2μ)p−1T ′ 12
t∫
0
(
π(t − η))− 12 η− 12 dη 2C1‖ϕ‖1
for 0 < t < T ′ . Then we have
sup
0<t<T ′
t
1
2
∥∥u2(t)∥∥L1(∂RN+)  2C1‖ϕ‖1. (2.23)
Furthermore, by (2.23), we apply the inequality (2.21) again to have
sup
0<t<T ′
t
1
2
∥∥u3(t)∥∥L1(∂RN+)  2C1‖ϕ‖1.
Repeating this argument, we have the inequality
sup
0<t<T ′
t
1
2
∥∥un(t)∥∥L1(∂RN+)  2C1‖ϕ‖1, n = 1,2, . . . . (2.24)
By the similar argument as in the proof of Lemma 2.2, we obtain (2.18).
Finally we prove (2.19). Let 0 < t1 < T ′ . By (2.18) and Lemma 2.2, we have∥∥u(t1/2)∥∥1 < ∞. (2.25)
326 T. Kawakami / J. Math. Anal. Appl. 368 (2010) 320–329By (1.8), (1.9), (2.2), and the similar argument as in (2.6), there exists a constant C2 such that∥∥S(t2 − t1/2)SN(t2 − t1/2)u(t1/2) − S(t1/2)SN(t1/2)u(t1/2)∥∥L1(∂RN+)  C2∥∥u(t1/2)∥∥1|t2 − t1| (2.26)
for all t1  t2  T ′ . Furthermore, as well as (2.7) and (2.8), by (2.10) and (2.18), there exist constants C3 and C4 such that
∥∥K (t2) − K (t1)∥∥L1(∂RN+)  C3
t2∫
t1
(t2 − η)− 12 η− 12 dη + C3
t1∫
t1
2
(
(t1 − η)− 12 − (t2 − η)− 12
)
η−
1
2 dη
 C4t1−
1
2 |t2 − t1| 12 (2.27)
for all t1  t2  T ′ and τ < η < t1. Therefore, by (2.18) and (2.25)–(2.27), there exists a constant C5 such that∥∥u(t2) − u(t1)∥∥L1(∂RN+)  C5|t2 − t1| + C4t1− 12 |t2 − t1| 12
for all t1  t2  T ′ . This implies (2.19), and the proof of Lemma 2.3 is complete. 
By Lemmas 2.1–2.3, we obtain the L1 and L∞ estimates for solutions of (1.1), and prove the global existence of the
solutions.
Lemma 2.4. Assume the same conditions as in Theorem 1.1. Then there exists a positive constant C∗ = C∗(N, p) such that, if
‖ϕ‖1‖ϕ‖N(p−1)−1∞ < C∗,
then there exists a solution u of (1.1) in RN+ × (0,∞) satisfying (1.13).
Proof. Let u be the solution of (1.1). By (1.12) and (1.16), we may assume that, without loss of generality,
‖ϕ‖1 = ‖ϕ‖∞. (2.28)
Let T be the maximal existence time for the solution u of (1.1). Then, by (2.28) and Lemmas 2.1–2.3, there exist constants
C1 and T1 such that
u ∈ C((0, T − ); L∞(∂RN+))∩ C((0, T − ); L1(∂RN+)),  ∈ (0, T ), (2.29)
and
sup
0<t<T1
∥∥u(t)∥∥L∞(∂RN+) + sup0<t<T1 t
1
2
∥∥u(t)∥∥L1(∂RN+)  C1‖ϕ‖∞. (2.30)
On the other hand, let  be a suﬃciently small constant to be chosen later. Then we have
‖ϕ‖∞ < 2− N2 . (2.31)
Furthermore, by (2.30) and (2.31), there exist constants T2 and C2  1 such that∥∥u(T2)∥∥L1(∂RN+)  C2. (2.32)
Let δ = C2 . By (2.31), (2.32), and Lemmas 2.2, 2.3, we may put
T∗ = sup
{
0 < s < T ;∥∥u(t)∥∥L∞(∂RN+) < 2(1+ t)− N2 for all 0 < t < s},
T ∗ = sup{0 < s < T ;∥∥u(t)∥∥L1(∂RN+) < 2δt− 12 for all 0 < t < s}> 0.
By (2.28), (2.30), (2.31), and the deﬁnition of T∗ , we have T∗  1. Furthermore, by (2.29), we have∥∥u(T ∗)∥∥L1(∂RN+) = 2δT ∗− 12 , (2.33)∥∥u(T∗)∥∥L∞(∂RN+) = 2(1+ T∗)− N2 . (2.34)
We ﬁrst prove T ∗  T∗ . The proof is by contradiction. We assume that T ∗ < T∗ . By (1.10), we have
u(x, t) = [S(t/2)SN(t/2)u(t/2)](x′, xN)+ K˜ (x, xN , t) (2.35)
for all 0 < t < T , where
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t∫
t
2
(
π(t − η))− 12 e− x2N4(t−η) [S(t − η)up(η)](x′,0)dη. (2.36)
By (1.10), (2.28), (2.31), and (2.32), there exist constants C3 and C4, independent of ϕ , such that
∥∥u(t)∥∥1  ‖ϕ‖1 + C3
t∫
0
∥∥u(η)∥∥p−1L∞(∂RN )∥∥u(η)∥∥L1(∂RN ) dη
 ‖ϕ‖1 + C4pt 12 (2.37)
for all 0 < t  T ∗ . By (2.35), we obtain
u
(
x′,0, t
)= [S(t/2)SN(t/2)u(t/2)](x′,0)+ K˜ (x′,0, t) (2.38)
for all (x′, t) ∈ RN−1 × (0, T ). Since δ = C2   , by (2.4) and (2.37), we have∥∥S(T ∗/2)SN(T ∗/2)u(T ∗/2)∥∥L1(∂RN+)  2 12 (π T ∗)− 12 ∥∥u(T ∗/2)∥∥1

(
2π−1
) 1
2
(
2−
N
2 + C4p−1T ∗ 12
)
T ∗−
1
2

(
2π−1
) 1
2
(
2−
N
2 + C4p−1T ∗ 12
)
δT ∗−
1
2 . (2.39)
Furthermore, by (1.11), (2.3), and p > 1+ 1/N , there exist constants C5 and C6, independent of ϕ , such that
∥∥K˜ (T ∗)∥∥L1(∂RN+)  π− 12
T ∗∫
T∗
2
(
T ∗ − η)− 12 ∥∥u(η)∥∥p−1
L∞(∂RN+)
∥∥u(η)∥∥L1(∂RN ) dη
 C5p−1δ
(
1+ T
∗
2
)− N2 (p−1)( T ∗
2
)− 12 T ∗∫
T∗
2
(
T ∗ − η)− 12 dη
 C6p−1δT ∗−
1
2 . (2.40)
Since T ∗ < ∞, by taking a suﬃciently small constant  if necessary, we have(
2π−1
) 1
2
(
2−
N
2 + C4p−1T ∗ 12
)
< 1, C6
p−1 < 1. (2.41)
By (2.38)–(2.41), we obtain∥∥u(T ∗)∥∥L1(∂RN+)  δT ∗ 12 + ∥∥K˜ (T ∗)∥∥L1(∂RN+) < 2δT ∗− 12 .
This contradicts (2.33), and we see T ∗  T∗ .
Next we prove T = ∞. The proof is by contradiction. We assume that T < ∞. Then, by Lemma 2.2, we have
limsup
t→T
∥∥u(t)∥∥∞ = ∞. (2.42)
By (2.4) and T∗  1, we have∥∥S(T∗/2)SN(T∗/2)u(T∗/2)∥∥L∞(∂RN+)  2(2π T∗)− N2 ∥∥u(T∗/2)∥∥1
 (2π)− N2
(
2−
N
2 +1 + C4p−1T∗
)
T
− N2∗

(
2(2π)−
N
2 + C4π− N2 p−1T∗
)
(1+ T∗)− N2 . (2.43)
Furthermore, by (2.3), (2.36), p > 1+ 1/N , and T∗  1, there exists a constant C7, independent of ϕ , such that
∥∥K˜ (T∗)∥∥L∞(∂RN+)  2pπ− 12 p
(
1+ T∗
2
)− N2 p T∗∫
T∗
2
(T∗ − η)− 12 dη
 C7p(1+ T∗)− N2 . (2.44)
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2(2π)−
N
2 + C4π− N2 p−1T∗
)
< 1, C7
p−1 < 1. (2.45)
By (2.38) and (2.43)–(2.45), we obtain∥∥u(T∗)∥∥L∞(∂RN+)  ∥∥S(T∗/2)SN(T∗/2)u(T∗/2)∥∥L∞(∂RN+) + ∥∥K˜ (T∗)∥∥L∞(∂RN+)
< (1+ T∗)− N2 + (1+ T∗)− N2 = 2(1+ T∗)− N2 .
This contradicts (2.34), and we see T∗ = T . By T ∗  T∗ = T , we have∥∥u(T )∥∥L∞(∂RN+)  2(1+ T )− N2 < ∞.
This contradicts (2.42), and we have T = ∞. Repeating this argument, we have T ∗ = T∗ = ∞, and we obtain
sup
t>0
t
1
2q + N2 (1− 1q )∥∥u(t)∥∥Lq(∂RN+) < ∞, q ∈ [1,∞]. (2.46)
By (1.10), (2.1), (2.3), and (2.46), we obtain
sup
t>0
(1+ t) N2 ∥∥u(t)∥∥∞ < ∞.
Furthermore, by (2.46), there exists a positive constant C6 such that
∞∫
t
∫
∂RN+
up dσ dη C6
∞∫
t
(1+ η)− N2 (p−1)η− 12 dη < ∞ (2.47)
for all t  0. Therefore, by putting C∗ = (2 N2 )N(p−1) , there exists a global solution u of (1.1) satisfying (1.13), and the proof
of Lemma 2.4 is complete. 
3. Proof of Theorem 1.1
In this section by using the estimates of the solution given in previous section, we improve the argument of the proof of
Theorem 1.1 in [8], and prove Theorem 1.1.
Proof of Theorem 1.1. By Lemma 2.4, under the condition (1.12), we obtain the global existence of the solution u satisfy-
ing (1.13). Now it remains to prove the convergence to its asymptotic proﬁle. Let T  1 and put
UT (x, t) = u(x, t) − c(T )G(x, t),
U1T (x, t) =
[
S(t − T )SN(t − T )UT (T )
](
x′, xN
)
,
U2T (x, t) = K
(
x′, xN , t
)− K (x′, xN , T ).
Here
c(t) = 2
( ∫
RN+
ϕ(x)dx+
t∫
0
∫
∂RN+
up dσ ds
)
.
Then, by (1.1), we have
UT (x, t) = U1T (x, t) + U2T (x, t). (3.1)
Here U1T is a solution of the heat equation in R
N+ under the homogeneous Neumann boundary condition such that∫
RN+
U1T (x, t)dx =
∫
RN+
UT (x, T )dx = 0.
Therefore, by (1.11), (2.5), (2.47), (3.1), and p > 1+ 1/N , there exists a constant C1, independent of T , such that
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t→∞
∥∥UT (t)∥∥1  limsup
t→∞
∥∥U2T (t)∥∥1

∞∫
T
∥∥u(η)∥∥p−1
L∞(∂RN+)
∥∥u(η)∥∥L1(∂RN+) dη C1(1+ T )− N2 (p−1− 1N ). (3.2)
Furthermore, by (3.2), there exists a constant C2, independent of T , such that
limsup
t→∞
∥∥u(t) − c∗G(t)∥∥1  limsup
t→∞
∥∥c(T )G(t) − c∗G(t)∥∥1 + limsup
t→∞
∥∥UT (t)∥∥1

∣∣c(T ) − c∗∣∣+ C1(1+ T )− N2 (p−1− 1N )  C2(1+ T )− N2 (p−1− 1N ).
Then, by the arbitrariness of T , we have (1.14) with q = 1.
Next we prove (1.14) with q = ∞. Put U (x, t) = u(x, t) − c∗G(x, t). Then U satisﬁes
U (x,2t) = [S(t)SN(t)U (t)](x′, xN)+ K (x′, xN ,2t)− K (x′, xN , t)
for all (x′, x, t) ∈ RN−1 × R+ × (0,∞), and by (2.1), (2.3), and p > 1+ 1/N , there exists a positive constant C3 such that
t
N
2
∥∥u(2t) − c∗G(2t)∥∥∞  t N2 ∥∥S(t)SN(t)U (t)∥∥∞ + t N2
2t∫
t
(
π(2t − η))− 12 ∥∥u(η)∥∥p
L∞(∂RN+)
dη
 C3
∥∥U (t)∥∥1 + C3(1+ t)− N2 (p−1− 1N ) (3.3)
for all t  1. Then, by (1.14) with q = 1, we have (1.14) with q = ∞. Furthermore, by (1.14) with q = 1 and q = ∞, we
obtain (1.14) with 1 < q < ∞, and the proof of Theorem 1.1 is complete. 
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