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Abstract--A novel statistical procedure [S. Zwanzig, Math. Opsforsch. Statist. Ser. Statist. 11, 23-47 
(1980)] is applied to discriminate between kinetic models of enzyme reactions. Two examples are elucidated 
on the basis of numerically simulated ata: 
(a) Discrimination between a Michaelis-Menten-model and a Hill-equation 
(b) Discrimination between competitive and noncompetitive inhibition of a two-substrate 
reaction. 
Next the proposed method is applied to assess a kinetic model of the aUosteric enzyme phosphofructo- 
kinase from the malarial parasite Plasmodium berghei. It is demonstrated that the novel procedure allows 
a more sensitive discrimination as it is obtained with alternative statistical tests. 
1. INTRODUCTION 
The quantitative description of experimental data in enzyme kinetics is based on a suitable model 
(rate law) which is fitted to the data by nonlinear egression analysis [1-12]. But very rarely is it 
critically examined whether the chosen model provides a good fit or whether there are alternative 
models which give a significantly better quantitative representation of the data set (model 
discrimination [13-15]). 
There are several statistical tests which are usually applied in biochemistry tojudge the goodness 
of the fit of the models. For example, Atcins [16] has applied various tatistical procedures to select 
from possible models for an enzyme catalysed reaction the most sufficient one. Landaw and 
Distefano [17, 18] involved several statistical methods in the analysis of time-series by multi- 
exponential models. Reich [19] and others [20-23] studied some of the theoretical and conceptual 
implications of a "good fit" vs a "bad fit". Mannervik and Bhrtfai [24-26] used nonlinear egression 
analysis and checked the residuals to discriminate between two rate equations and to optimize the 
experimental design. Pedersen and Pedersen [27] proposed a method to derive the best binding site 
model. 
Most of the commonly used goodness-of-fit criteria are based on the examination of the residuals 
Ay = Y i -  g(xi), i.e. the differences between the observed ata Yi and the theoretical values g(xi) 
whether they are normally distributed with mean E(Ay,.)= 0, or not [16, 28-30]. For such an 
analysis the runs-test [9], the signs-test [31], the Wilcoxon-test [32] or the x:-test [33, 34] can be 
employed. Practical applications [cf. 16] and our own results, outlined in Section 3.1) give evidence 
that the four methods mentioned above may lead to contradictory results and, moreover, are not 
sensitive nough for identification of inadequate models. 
To compare different models one may consider the weighted sums of least squares (WSLS), 
defined by 
1 
Q = ~ ~ wily ` - g(x,, i~)] 2, i = 1 . . . . .  N, (1) 
where w~ are weighting factors, g(x~, p) is a regression function dependent on the vector of the ligand 
concentrations xj and the WSLS-estimate of the vector of the kinetic parameters p = (/~t . . . . .  /~u) 
and N is the number of measurements. For example, Otto et al. [35] performed a systematic 
discrimination of Monod-models for phosphofructokinase from red blood cells on the basis of the 
WSLS-values. Unfortunately, they (like most other authors using the WSLS-criterion) did not 
analyse whether the WSLS-values obtained for different models differed significantly. 
If models of different order (i.e. different number of adjustable parameters) are taken into 
account, the variance ratio Q/(N - M)  is occasionally used instead of the WSLS-values [3, 18]. 
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In particular cases where the models are nested, i.e. where model 1 (with a smaller number of 
parameters MI) is just a submodel of model 2 (with a larger number of parameters Me), the 
F-statistics 
F=QI -Q2 N-M2 (2) 
Q2 M2 -- Mi 
can be applied to assess whether the improvement in the fit from model 1 to model 2 is significantly 
better than would be expected by chance alone [36-39]. 
Further methods to compare ither nested or nonnested models are based on the principle of 
parsimony; pick the model with the lowest number of parameters that fits the data best [40-42]. 
Both, the Akaike-information-criterion (AIC) [43-45] and the Sehwarz-eriterion (SC) [46] can be 
viewed as the sum of a fitting measure and a function proportional to the number of parameters: 
AIC = Q + 2M (3) 
and 
SC = Q + M In N. (4) 
Finally, a more sophisticated technique which requires considerable numerical effort to evaluate 
the goodness-of-fit is based on the investigation of several information criteria [47-50], e.g. Fishers 
information matrix, the elements of which are defined as second derivations of the WSLS- 
functional with respect o the parameters [51] 
~2Q 
s,j = (5) 
A lack of information with respect to a parameter isrecognized by a quasi-singularity of this matrix 
[19]. Other approaches are based on Bayes-analysis [52-54]. 
All the above-mentioned tests have in common that they enable us to rule out unreliable models 
(exhibiting biased residuals, unrealistic WSLS-values, singularities of the information matrix etc.), 
but they do not allow us to decide whether a model can be viewed as an adequate model and 
whether differences between models are significant or not. 
Recently, Zwanzig [55] proposed two novel statistical tests which can be employed to answer 
these questions. In this paper a brief outline of the basic idea of the Zwanzig-tests i  given. Next, 
the methods are applied to numerically simulated kinetic data (Sections 3.1 and 3.2) as well as to 
real experimental data (Section 3.3). 
2. THEORY 
The observed ata y~ are considered as realizations of the "true" kinetic model f(x~), i.e. 
y, = f (x , )  + e,, i = 1 . . . . .  N, (6) 
where the errors e~ are supposed to be randomly distributed with mean E(et )= 0 and variances 
E(e~) = o 2 known or estimated by s~ from repetitions or additional experiments [33, 37, 56, 57]. The 
problem is to estimate f(x) from a class of regression models gk(x ,p)  (the index k labels different 
models). In enzyme kinetics these models usually correspond to different reaction mechanisms. 
The distance between the true model f (x )  and the regression function gk is defined by 
1 ~ w,[f(xi)  - gk(xi, p)]2. (7) 11 f -  II = 
The specific form of equation (7) depends on the weights w~ and the experimental design x~. The 
minimum distance 
Afk = min ]If-- gk II (s) 
is called the model error of model gk. A given model is considered to be adequate if the model 
error Afk is zero i.e. if the best approximative function is equal to the true model in the asymptotic 
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limit. This strategy is equivalent to that of Kohn et aL [58] who assumed the total residual variance 
to be the sum of the variance of the experimental error and the bias-variance r sulting from fitting 
an incorrect model to the data. 
Since the true model fand the best approximative function are unknown they are replaced by the 
observations y~ and the WSLS-estimator gk(xi, P) [cf. equation (1)]. The resulting WSLS-functional 
Qk converges towards Afk in the asymptotic limit. 
For the special case of known variances a2 it can be shown that model gk can be regarded to 
be adequate (hypothesis H: Afk = 0 is accepted) whenever 
Uk < Ul- ~, (9) 
where the test statistics Uk is given by 
 .-l wio  
Ok=:  -i--~_ .-~-~ " (10) 
- -  L Wi~i Ni  
Here uj _~ denotes the (1 - ~t)-quantile of the normal distribution. By setting w~ = a72, as should 
be done in order to obtain maximum likelihood estimations, equation (10) simplifies to 
Uk = x / -~(Qk - -  I). (11) 
If ,r~ is unknown and has to be estimated by s~, the hypothesis H: Afk + a2 = s 2 is tested by an 
analogous test replacing a2 by s 2 in equations (10) and (11). 
A second test permits us to discriminate between two alternative models gk and gl (hypothesis 
H: Afk = Aft; ,2 known or estimated). The test statistic reads 
Tkt = X/-~(Qk -- Ql)t~ i/2 (12a) 
and 
1 
tkt = ~V Z W2 a2i [gk (Xi' Pk ) -- gl (x~,/~t)] 2. (12b) 
i 
The following decision rule is valid: 
Tkl > Ul -~t/2, choose  g l  (13a) 
[Tktl <<. ul-~/2, no significant difference between g, and gl with respect o the data (13b) 
Tkl < - -  Ul - ~/2, choose gk. (13C) 
It can be shown that the two tests (9) and (13a-c) have the asymptotic significance l vel a and are 
consistent. 
3. RESULTS 
3.1. Discrimination between a Michaelis-Menten-model and a Hill-model (simulated ata, nested 
models) 
A sigmoid velocity-substrate d pendence is often phenomenologically described by the Hill- 
equation 
Vmax n 
gMMm(X) = K" + x "' n /> 1, (14) 
where Vm~x is the maximum rate, K is the half-saturation concentration and "Hill-n" determines 
the degree of sigmoidicity. Let us suppose that the rate equation (14) corresponds to the true kinetic 
model of the enzyme under consideration. If the sigmoidicity isweak (represented by a Hill-n which 
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Fig. l. WSLS-values Q obtained when fitting a Michaelis-Menten-model to data generated by a 
HiU-equation depending on Hill-n, for a constant absolute rror of0.025vm, ( l ) ,  0.05vm~ (Q) and 0.1vm~ 
(A)- N= 11 logarithmic equidistant data were generated in the interval (0.1 K, 10K). Each point 
corresponds to the mean of 20 repetitive simulations. The dashed line refers to the theoretically calculated 
model error A f~ (i.e. s = 0). 
is only slightly larger than unity), large experimental errors could make it impossible to assess 
whether the observed kinetic data are realizations of a sigmoidal model or of a pure hyperbolic 
rate law [Michaelis-Menten-model, equation (14) with n ffi 1]. Obviously, the models are nested 
since both models become identical for n - 1. 
By several tests, we examined for different ypes of error above which critical value of n of the 
"true" Hill-model the Michaelis-Menten-model could be rejected. 
In Fig. 1, the model error Afk and the error variance o 2 are plotted as functions of Hill-n. 
Application of test (9) gives the Uk-values hown in Fig. 2(a). The WSLS-values obtained with the 
Hill-model were even smaller than the variance of the experimental errors (negative Uk-values) due 
to the partial elimination of the experimental errors by the regression procedure. Hence the 
Hill-model is accepted as an adequate model, regardless of the error. For a level of significance 
of oc = 5% (u0.95 = 1.64) the Michaelis-Menten-model has to be rejected as an adequate model for 
values of n larger than those given in Table 1. 
These findings clearly demonstrate that even the incorrect Michaelis-Menten-model may 
provide Uk-Values smaller than the critical one and, thus, has to be regarded to be adequate. 
As expected, the class of adequate models is enlarged with increasing error in the experimental 
data. 
Although both models may serve under certain conditions as adequate data descriptions, the 
question remains whether the Hill-model provides a significantly better fit than the Michaelis- 
Menten-model. This question can be answered by the F-test for nested models [equation (2), 
Fig. 2(b)]. For the chosen examples we obtained the critical values of Hill-n shown in Table 1. We 
note that the degree of sigmoidicity (Hill-n) above which a discrimination between the true and 
the incorrect model is possible amounts to the same value for both statistical tests. 
The above example demonstrates that the experimental errors of the used data set have to drop 
below a critical threshold in order to discriminate successfully between a hyperbolic and sigmoid 
rate law. 
The results of a comparison between the Uk-test and several tests which are frequently used in 
the literature (x2-test, runs-test, signs-test and Wilcoxon-test) are given in Table 2. 
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Fig. 2. Discrimination between the Michaelis-Menten-model and the Hill-model by the Uk-test (a) and 
F-test (b) depending on the Hill-n of  the true model for different errors: constant absolute error of  
0.025vmx (11) and 0.05v=~ (0)  and a constant relative error of  5% (0 )  and 10% (A), respectively. Each 
point corresponds to the mean of 20 repetitions. Dashed line: critical values for ~, = 5%. 
3.2. Discrimination between competitive and noncompetitive inhibition (simulated ata, nonnested 
models) 
We discriminated between two rate laws, assuming competitive [equation (15a)] and non- 
competitive [ quation (15b)] inhibition of a two-substrate r action dependent on the error and the 
experimental design. The example to be elucidated was proposed by Kohn et al. [58]: 
F/K,.i K~ K,,a'X/ I ) + Km2] -! 
and 
[-[K,,,I K,,a [K. 1)+ 1) (~/+ 1)] -I. 
(15a) 
(15b) 
The data were generated using gl as the true model and with constant relative rrors between 2.5 
and 15%. The Urtest was applied to test the adequacy and the Tkrtest was used to distinguish 
between gt and g2 (Fig. 3). 
In the relevant ranges of experimental errors discrimination between the models was possible and 
the incorrect rate law could be rejected. Both tests yielded similar results. In all cases where the 
difference between the true and the incorrect model was significant he wrong model could be 
rejected, also. Nevertheless the fractional design was superior since it also provides information at 
Table I. Discrimination between Michaelis-Menten- 
model and Hill-equation; critical values of Hill-n above 
which the incorrect Michaelis-Menten-model can be 
rejected (~ = 50/0) 
Error Uk-test F-test 
Constant relative 
5% 1.08 1.06 
10% 1.15 1.13 
Constant absolute 
0.025vmx 1.12 1.13 
0.05vmx 1.24 I. 17 
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Table 2. Comparison between the U,-test and several other goodne~-of-fit criteria on 
the basis of the discrimination between the Michaelis-Menten-model and the Hill-model 
assuming a constant absolute rror; critical values of Hill-n to reject he wrong Miehaelis- 
Menten-model (,, ffi 5%). 
Michaelis-Menten-model Hill-model 
Error 0.025vm, 0.05vm, 0.025v,~, 0.05Vm~x 
Uk-test 1.12 1.24 ad." ad, 
X 2-test 1.7 2.5-3.0 ad. b ad.b 
Runs-test 1.5-1.7 1.7-2.4 ad. ad. 
Signs-test c'd ad. ad. ad. ad. 
Wilcoxon-test c ad. ad. ad. ad. 
"Adequate model up to n ~ 4.0. 
bBut rejection of the true model in a considerable number of simulations assuming constant 
relative rrors. 
eNo differences between both models up to n ~< 4.0. 
dNo dependence of the test quantities on HiU-n up to n ~< 4.0. 
points where both substrates are at a low level, while the univariate design with N- -18  was 
insufficient in the presence of larger errors. Moreover, the univariate designs yielded poor estimates 
of the parameter values. Our results are in a good agreement with those of Kohn et al. [58]. 
3.3. Application of the proposed method to assess akinetic model of malarial phasphofructokinase 
As in man, phosphofructokinase is an important glycolytic ontrol enzyme in malarial parasites. 
Therefore the kinetic characterization of this enzyme is an essential step in gaining a deeper 
understanding of the energy metabolism of the parasites. It has to be emphasized that our aim was 
not to elucidate the real reaction mechanism of the enzyme (which would require additional 
investigations) but to obtain a good phenomenological description of its kinetic properties. 
The kinetic measurements were carried out with stroma-free lysates of the parasites i olated from 
red blood cells of Plasmodium berghei infected mice. PFK-activity was measured at pH 6.5, 
6.8 and 7.2, respectively. The substrate concentrations were varied between 0.03-3.0 mM F6P 
12 
8 
Uk 
(o) !/ 
5 10 15 
Er ror  in % 
TkL 4 
ib) \ 
I I I 
5 10 15 
Error in % 
Fig, 3. Discrimination between competitive and noncompetitive inhibition by the U,-test (a) and 
TkrteSt (b) depending on the error for different experimental deigns, (0 )  Fractional design: all ligand 
concentrations were varied simultaneously, N ffi 64. (&) Univariate design: only one substrate- and the 
inhibitor-concentration were varied at a time while the other substrate concentration is held constant 
at saturation level, and vice versa, N ffi 60. (m) Univariate design, N = 18. Dashed line: critical values 
for ~t = 5%. 
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and 0.04-4.8 mM ATP (for details see Ref. [59]). Repetitional measurements and additional 
investigations indicated a constant experimental error which was estimated to be s = 0.035 vm~. 
The weights used in all calculations were w; = s,: 2. 
Owing to the complex kinetic behaviour of the enzyme, several kinetic models of different 
complexity were fitted to the N = 172 data by a WSLS-procedure assuming different reaction 
mechanisms and modes of allosteric regulation. Common statistical tests for checking the 
goodness-of-fit as well as the usual kinetic plots [60, 61] failed or were insufficient for model 
discrimination. After the rejection of obviously unsuitable rate laws six models were involved in 
model discrimination. 
By application of the T,/-test [equations (13a-c)], the differences between three models, denoted 
a3, a4 and c4 in Ref. [59], were found to be not significant at a level of ~t = 5%, i.e. these 
three rate laws are equally well-suited to describe the data (Fig. 4). The fits of other models 
with the same (model b4) or a smaller (model al) number of parameters were worse. But by 
application of the Uk-test [equation (9)] all rate laws except model a4 [equation (17)] could be 
rejected: 
/3 -- 
/3ma x MgATP F6P 1 
(MgATP + K.) (F6P + Kf) 
1 +L  0 
H-~-~h~) ( H+(  MgATP F . .~_  ~ 1+ 1+ K..-----?- 
H + F6P 
(16) 
This favoured model, assumes a rapid-equilibrium random mechanism and allosteric inhibition by 
ATP and activation by F6P. By additional investigations, K ~, Kf, L0 and n were shown to be 
pH-independent. Thus, only the dependence of the allosteric activation and inhibition on pH were 
considered by assuming two virtual protonation steps: ATP binds only to its protonated site and 
F6P binds only to its unprotonated site (Fig. 5, parameters given in Table 3). 
Although the proposed model of malarial PFK gives no proof for the real mechanism of the 
enzyme, it provides an adequate description of the kinetic properties in the relevant ranges of 
substrate concentrations. 
0.8 
1.0 
-.-,,,¢,. 
Iig 
r l -  . . . - -  ~ ---,-- ~ ~-  ..... 
11 "~ , , ' - - - - . _ . _ .~  -..._ . 
V 
0.6 
V 
v~,~ 
0.4 
Q2 
oo o.5 I.o ~.~ 2.o 
ATP  l 'mM]  
Fig. 4. Dependence of PFK-activity on ATP at pH 7.2 (A), 6.8 (0 )  and 6.5 (ll), respectively for 
[F6P] = 1.0raM. The fits correspond to model a4 ( ), model al ( - - - - )  and model 1M ( - - . - - ) .  
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Fig. 5. Proposed kinetic model for the allosteric regulation of malarial phosphofructokinase (model a4). 
All complexes containing "R" are enzymatically active while those with "T" are inactive. 
4. DISCUSSION 
The two novel statistical tests for model discrimination outlined in this paper may help to tackle 
the two principal problems which arise when setting up a model: 
(1) Is the chosen model adequate, i.e. does it provide a satisfactory quantitative 
description of the data which it is based on? 
(2) Is it possible to select from a class of several models the best one, i.e. the model 
which provides a singificantly better fit than the others? 
The first question can be answered by means of the Uk-test and the second by the Tkrtest. 
The crucial task in application of these tests is to estimate the error variance, which can be done 
by additional data as wall as during the regression procedure from repetitional measurements 
(robust regression [62]). The structure of the measurement errors depends on the experimental 
conditions [63-69]. While it was reasonable to assume a constant absolute rror for the kinetic data 
of malarial PFK, we found an error of a mixed type, 
2 2 (17) S 2 = S~ + s2y i ,  
in the case of a Michaelis-Menten kinetics (unpublished data). 
It should be noted that both methods are based on asymptotic properties. Thus, the number of 
parameters is not considered. The models to be compared should not differ too much in their 
number of parameters, and a sufficiently large number of data should be available. 
At least for the chosen examples, the novel tests are demonstrated to be more sensitive than other 
commonly used criteria to indicate unsatisfactory models. This is in agreement with the fact that 
nonparametric procedures are, in general, less powerful than parametric methods. 
Table 3. Phosphofructokinase from 
Plasmodium berghei: estimated 
parameter values of model a4 
K,, a 0.031 mM 
Kf 0.033 mM 
Ka~ 0.023 mM 
K,~ I 0.090 mM 
Kn 0.064 mM 
Kh~ 0.019/~M 
Kh2 3.16 #M 
Lo 3.55 
n 3.79 
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The proposed tests are simple and can easily be implemented within a least-squares regression 
procedure. Nevertheless, we share the opinion of Atcins [16] that one should make use of several 
tests to assess the goodness-of-fit and not rely on only one such method. We wish to stress that 
mathematical procedures alone can never substitute for poor and unreliable experiments. A critical 
examination of discrepancies between the model and data must always include possible defects of 
the data (structure of experimental errors, detection of outliers [70, 71] etc.), defects of the model 
(model discrimination) and defects of the experimental design leading to a lack of information with 
respect to certain parameters of the model (optimization of the experimental design [72-77]). 
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