Abstract. In this paper we investigate the regularity of a solution of a linear problem involving Hilfer fractional derivative. We define the mild solution of an abstract Cauchy problem and obtain conditions under which a mild solution becomes a strong solution. We also study a semi-linear fractional evolution equation and give a suitable definition of a mild solution and establish some existence results for a mild solution. MSC 2010: 34G10, 34A08, 34G20, 34A12.
Introduction
In the last few decades, fractional calculus has been emerged as an efficient tool for analyzing various real problems due to its nonlocal behavior and linearity, this include fractional oscillator, viscoelastic models, diffusion in porous media, signal analysis, complex systems, medical imaging, pollution control and population growth etc. Several definitions of fractional derivatives and integrals are present in literature. The mostly used are Riemann-Liouville, Caputo and Grunwald-Letnikov fractional derivative etc. Later, Hilfer introduced a new notion of fractional derivative named as "Generalized fractional derivative of order α and type β ∈ [0, 1]", in theoretical modeling of broadband dielectric relaxation spectroscopy for glasses, which generalizes both Riemann-Liouville and Caputo fractional derivative. It contains both Riemann-Liouville and Caputo fractional derivative as a special case for β = 0 and β = 1 respectively. Some important research papers containing Hilfer fractional derivative are- [12] , [13] , [14] , [15] , [16] , [17] , [18] , [19] , [20] . In most of the cases 0 < α < 1.
In [2] , Mei et. al studied the properties of Mittag-Leffler function E α (at α ) for 1 < α < 2 and defined a function named α-order cosine function having the similar properties as E α (at α ) and proved that it is associated with a solution operator of an α-order abstract Cauchy problem. The α-order Cauchy problem is well-posed iff the linear operator generates an α-order cosine function. In [5] , Mei et. al studied α-order Cauchy problem with Riemann-Liouvile fractional derivative, 1 < α < 2, by defining a new family of bounded linear operators called as "Riemann-Liouville α-order fractional resolvent".
Shu et. al [4] investigated a fractional semilinear integro-differential equation of order 1 < α < 2 D α t u(t) = Au(t) + f (t, u(t)) + t 0 q(t − s)g(s, u(s))ds, t ∈ [0, T ], (1.1)
in a Banach space X, where A : D(A) ⊂ X → X is a sectorial operator of type (M, θ, α, µ). They defined some families of operators to give a suitable definition of a mild solution of the problem and established the conditions for the existence of a mild solution by using Krasnoselskii's fixed point theorem and contraction mapping principle. Similar type of problems has been discussed in [6] - [3] . In [6] , Wang et. al investigated the existence of positive mild solutions by using Schauder's fixed point theorem and Krasnoselskii's fixed point theorem. In [3] , Zhu et. al studied the existence of local and global mild solutions by using the solution operator, measure of non-compactness and some fixed theorems with compact and non-compact semigroups.
Mei et. al [1] considered a general fractional differential equations of order 1 < α < 2 and type β ∈ [0, 1] described as follows
where A : D(A) ⊂ X → X is a closed densely defined linear operator on a Banach space X and D α,β 0 u(t) is Hilfer fractional derivative of order α and type β. They defined a new family of bounded linear operators, named general fractional sine function of order α ∈ (1, 2) and type β ∈ [0, 1] on Banach space X. They showed that they are essentially equivalent to a general fractional resolvent and used such theory to study the well-posedness of the above general fractional differential equations.
Motivated by the above articles, we consider the following linear 6) and semilinear fractional differential equation 8) in the Banach space X, where A is a densely defined closed linear operator on X.
In this paper, we firstly consider a linear fractional differential equation in R and discuss about the existence of solution. Later we will generalize the properties of t α+β(2−α)−2 E α,α+β(2−α)−1 (ct α ) to give definition of a family of bounded linear operators, that will be used to study the problems (1.5),(1.6) and (1.7),(1.8).
Preliminaries
In this section, we give some basic definitions related to fractional derivatives and integrals and some results of measure of non-compactness. Definition 1. Let α > 0. The αth order Riemann-Liouville fractional integral of a function u is defined and denoted by
The Hilfer fractional derivative of order α and type β is defined by
For β = 0, it gives the Riemann-Liouville fractional derivative of order α and for β = 1, it gives the Caputo fractional derivative of order α.
2.1.
Measure of Non-compactness. For a bounded subset B of X, the Hausdorff measure of non-compactness ψ is defined by
where B ǫ (x j ) is a ball of radius ≤ ǫ centered at x j , j = 1, 2, . . . , m. The Kurtawoski measure of noncompactness φ on a bounded subset B of X is defined by (ii) For all bounded subsets
for every x ∈ X and every nonempty subset B ⊆ X;
For any W ⊂ C(I, X), we define
If W ⊂ C(I, X) is bounded and equicontinuous, then t → ψ(W (t)) is continuous on I, and
Proposition 2.
[9] For a sequence of Bochner integrable functions {u n : I → X} with u n (t) ≤ m(t) for almost all t ∈ I and every n ≥ 1, where m ∈ L 1 (I, R + ),
Linear Problem
In this section, we consider the following linear fractional differential problem
where c is a constant,
Now using (3.3), we have
Hence,
Clearly,
Proof. Similarly as in Lemma 1, define
Using Theorem 5.1 of [21] , we have
Linear Abstract Hilfer fractional Cauchy problem
In this section, we consider the following Cauchy problems
Definition 3. We define general fractional resolvent operator {C α,β } t>0 of order α ∈ (1, 2) and type 0 ≤ β ≤ 1 as a family of bounded linear operators such that following are satisfied (i) C α,β (t) is strongly continuous i.e. for any
We define the generator of general fractional resolvent operator as follows, Definition 4. Let {C α,β (t)} t>0 be a general fractional resolvent operator of order α and type β on Banach space X. We define the domain of the operator A as
Proposition 4. Let {C α,β (t)} t>0 be a general fractional resolvent operator of order α and type β with generator A, then a)
A is closed and densely defined. e) A admits at most one general fractional resolvent operator of order α and type β.
Since C α,β (t) is bounded linear operator, we have
This implies
Using definition of D(A)and (4.5), we have
Hence A is closed operator.
The dominated convergence theorem gives C α,β (.)x ∈ C 1 ((0, ∞); X).
Definition 5.
We define the solution operator {T (t)} t>0 of problem 4.1-4.2 as family of bounded linear operators on X such that (1) for any x ∈ X, T (.)x ∈ C((0, ∞), X) and 
Proof. Let x ∈ D(A), then
by Lebesgue's dominated convergence theorem. Similarly
Lemma 3. Let A be the generator of general fractional resolvent operator of order α and type β. Then there exist a solution operator S α (t) for the following fractional differential equation
by dominated convergence theorem. This gives, S α (0) = I. Then, {S α (t)} t≥0 is strongly continuous with S α (0) = I. Now using property 4, for all x ∈ D(A), we have
Ax. Therefore {S α (t)} t≥0 is a solution operator for the given fractional differential equation (4.8)-(4.9).
Lemma 4. If A generates a general fractional resolvent operator of order α and type β, then it generates general fractional sine function {S α,β (t)} t≥0 (see [1] ) of order α and type β also.
Proof. Define S α,β (t) = t 0 C α,β (s)ds, t > 0, then for x ∈ X, we have
by dominated convergence theorem. The commutativity of {C α,β (t)} t>0 implies the commutativity of {S α,β (t)} t>0 . Using (4.10) and closedness of operator A, we can get
Therefore, {S α,β (t)} t≥0 is a general fractional sine function of order α and type β.
Proof. Taking Laplace transform w.r.t t and s of L.H.S. of (4.3), we have
(4.11) Taking Laplace transform of R.H.S of (4.3) w.r.t t, we have
Again taking Laplace transform w.r.t s, we have
Equating the both sides (4.11) and (4.12), we get the result.
Theorem 2. Let A generates a general fractional resolvent operator of order α and type β, and Laplace transform of C α,β (t) exists, then
Proof. For all x ∈ D(A), we have
Taking Laplace transform on both sides of (4.13) , we get
Since D(A) is dense in X, we have
This gives (
Remark 1. A family {C α,β (t)} t>0 of bounded linear operators is a solution operator of (4.1)-(4.2) if and only if it is general fractional resolvent operator of order α and type β.
Consider the following problem 
Theorem 3. Let A generates a general fractional resolvent operator of order α and type β. Then for every x, y ∈ X, C α,β (t)x + S α,β (t)y is the mild solution of the problem (4.14)-(4.15).
Semilinear Abstract Hilfer Cauchy Problem
In this section, we study the following in-homogeneous problem
where A generates a general fractional resolvent operator C α,β (t) of order 1 < α < 2 and type 0 ≤ β ≤ 1, such that Laplace transform of C α,β (t) exist. Taking Laplace transform on both sides of (5.1), we get
Now taking inverse Laplace transform , we have
where, P α,β (t) = J 1−β(2−α) t C α,β (t). Thus, we define the mild solution of the problem (5.1)-(5.2) as u ∈ C((0, T ]; X) such that u satisfies
exists and is finite} with norm u Y = sup t∈I ′ {t (1−β)(2−α) u(t) }. Let y : I → X and u(t) = t (2−α)(β−1) y(t), t ∈ I ′ , then u ∈ Y iff y ∈ C(I, X) and u Y = y . Let B r (I) = {y ∈ C(I, X) :
Proof. We can write,
To find the conditions for the existence and uniqueness of a mild solution of the problem (5.1)-(5.2), we assume the following hypotheis:
H1: There exists a constant M > 0 such that C α,β (t) ≤ M t α+β(2−α)−2 for t > 0; H2: P α,β (t)(t > 0) is continuous in the uniform operator topology for t > 0. H3: for each t ∈ I ′ , the function f (t, .) : X → X is continuous and for each x ∈ X, the function f (., x) : I ′ → X is strongly measurable; H4: there exists a function m ∈ L(I ′ , R + ) such that f (t, x) ≤ m(t) for all x ∈ B Y r and almost all t ∈ [0, T ]; H5: there exist a constant r > 0 such that
Proof. Since S α,β (t) = t 0 C α,β (s)ds and P α,β (t) = J 1−β(2−α) t C α,β , using Hypothesis (H1) we have
For any u ∈ B Y r , we define an operator S as follows (Su)(t) = (S 1 u)(t) + (S 2 u)(t)
We can see easily that lim t→0+ t 2−α−β(2−α) (S 1 u)(t) = u1 Γ(α+β(2−α)−1) and lim t→0+ t 2−α−β(2−α) (S 2 u)(t) = 0. For y ∈ B r (I), set u(t) = t α+β(2−α)−2 y(t) for t ∈ (0, T ]. Then u ∈ B Y r . We define an operator S as follows (Sy)(t) = (S 1 y)(t) + (S 2 y)(t),
for t = 0, and (S 2 y)(t) = t 2−α−β(2−α) (S 2 u)(t) t ∈ (0, T ] 0 for t = 0, Lemma 6. For t > 0, S α,β (t) and P α,β (t) are strongly continuous.
Proof. For x ∈ X and 0 < t 1 < t 2 ≤ T , we have
ds exists, then by Lebesgue's dominated convergence theorem, we have I 2 → 0 as t 2 → t 1 .
Lemma 7.
Assume that (H1)-(H4) hold, then {Sy : y ∈ B r (I)} is equicontinuous.
Proof. Let t 1 = 0 and 0 < t 2 ≤ T ,
Now, for 0 < t 1 < t 2 ≤ T , we have
From strong continuity of C α,β (t) and S α,β (t), we get I 1 , I 2 → 0 as t 2 → t 1 .
Using the Hypothesis (H4), we have Again using proposition 1-3, we are able to get a sequence {y (2) n } in co(B 0 ) for any ǫ > 0 such that ψ(S (2) (B 0 (t))) = ψ(S(co(S (1) (B 0 (t))))) ≤ 2ψ t We can prove by mathematical induction that ψ(S (n) (B 0 (t))) ≤ (4kM α,β ) n t nα Γ n (α)Γ(α + β(2 − α) − 1) Γ((n + 1)α + β(2 − α) − 1) ψ(B 0 ), n ∈ N.
Since lim n→∞ (4kM α,β ) n t nα Γ n (α)Γ(α+β(2−α)−1) Γ((n+1)α+β(2−α)−1) = 0, there exists a constant n 0 such that (4kM α,β ) n t n0α Γ n0 (α)Γ(α + β(2 − α) − 1) Γ((n 0 + 1)α + β(2 − α) − 1) ≤ (4kM α,β ) n T n0α Γ n0 (α)Γ(α + β(2 − α) − 1) Γ((n 0 + 1)α + β(2 − α) − 1) = p < 1.
