ABSTRACT We present a UWB and spread spectrum communications method based on the idea of time compression where a sampled message signal is transmitted at a higher sampling rate. Robustness is achieved by dividing the signal into overlapping segments, transmitting each segment fast enough so that the segments no longer overlap, receiving these segments and reconstructing the message by overlap-adding the segments. A key feature of this scheme is that an exact sample rate match is not required to recover the signal. This method is implemented in a custom wideband software defined radio, with good results in the presence of interference and multipath. This method, referred to as time compression overlap-add (TC-OLA), represents a new concept and design approach and an advance in fundamental technology of the air interface physical layer that may be relevant to 5G wireless technologies.
I. INTRODUCTION
In this paper we present a spread-spectrum communications method which is distinctly different from ultra-wideband pulse radio techniques [1] , multiband OFDM systems [2] , direct sequence, frequency hopping, chirped, and time hopping spread spectrum techniques [3] . The method extends naturally to time division multiple access (TDMA) and can also leverage code division multiple access (CDMA) techniques [3] . This method represents a new concept and design approach and an advance in fundamental technology of the air interface physical layer that may be relevant to 5G wireless technologies.
The new communications method was conceived to take advantage of the wideband capabilities of a software-defined radio system using a 1.8 Gsps ADC. This system hardware was initially designed as a general-purpose experimentation platform and was adapted to implement this new method. Hardware with a lower sampling rate can be used also. Audio signal processing techniques (phase vocoder time stretching and pitch shifting) [4] are adapted for wireless communications.
The new method uses the idea of time compression where a sampled message signal is transmitted at a higher sampling rate. Robustness is achieved by dividing the signal into overlapping segments, transmitting each segment fast enough so that the segments no longer overlap, receiving these segments and reconstructing the message by overlap-adding the segments. The spreading factor is the inverse of the fractional hop size, where the hop size is one minus the normalized amount of overlap relative to the segment length. The level of redundancy and robustness increases as the spreading factor is increased and hop size is decreased. For segments almost fully overlapping with overlap of all samples but one (a hop size of one sample), the spreading factor is equal to the segment length in samples. We refer to this scheme as timecompression-overlap-add (TC-OLA).
As an example, for an audio signal (e.g. voice or modulated data waveform) sampled at 48 kHz, segment length of 1024 samples, and hop size of one sample, the samples are transmitted at 49.152M samples per second. The segments may be windowed tapering to zero at the edges, which helps to limit the transmitted bandwidth and relax the receiver's synchronization requirements. This wideband signal can be transmitted at baseband or on a carrier. The samples may be transmitted at an integer multiple N times 49.152M samples per second to obtain N TDMA channels.
One advantage of this scheme is that given a message source that is a sampled analog waveform, the transmitted samples need not be recovered exactly. The message signal is resampled at the receiver, so sample misalignment and slight clock drift will not significantly affect the quality of the recovered message.
Another advantage of the scheme is that loss of a single segment of samples only results in a drop in output amplitude. This effect is reduced as the spreading factor increases. Although this method does not improve the message SNR, it does provide a method to decorrelate interfering signals, with increasing tendency to ''average out'' the interference as the level of redundancy increases.
A third and important advantage of this scheme is the capability to spread any signal that would typically experience flat fading over a much wider bandwidth such that it experiences frequency-selective fading. Channel models for wireless links with carrier frequencies in the 1-10 GHz range may have delay spreads in the range 10 −8 (indoor) to 10 −5 (outdoor) seconds [5] , [6] . Channel models for ultra wideband channels typically have delay spreads in the 10 −8 sec range [7] . Thus flat fades may occur over bandwidths up to about 100 MHz, so that spreading to bandwidths in the GHz range may be needed to ensure frequency selective fading. The wealth of literature on adaptive equalizers for frequency selective channels can then be used in receiver design. In the case of a timevarying frequency-selective channel, the overlap-add process naturally averages the effect of the channel response, so that adaptive equalizers may not be required.
Applications of TC-OLA include mobile communications, UWB applications such as high data rate short range indoor wireless systems and personal area networks, as well as other systems such as infrastructure monitoring and fixed wireless links that may suffer from long flat fading outages that can be reduced by bandwidth expansion.
The TC-OLA method represents a new approach to the air interface physical layer that may be useful for 5G systems. A detailed performance comparison with existing air interfaces has not been done yet.
The paper is organized as follows. After a brief literature review in Section II, in Section III we describe the theory of time compression overlap-add for a real baseband signal, including details of windowing and synchronization, followed by extensions to CDMA, TDMA and complex baseband and real passband signals. Section IV describes the results obtained from a reference implementation using a custom wideband software defined radio with a 1.8Gsps ADC that can accommodate UWB signal bandwidths. Section V describes a second reference implementation, using a 100 Msps ADC in an off-the-shelf software defined radio (Ettus USRP N210). The test results in Sections IV and V show good performance in the presence of simulated multipath and interference. Section VI contains a discussion, conclusions and ideas for future work.
II. LITERATURE REVIEW
Some wireless communications systems use radio frequency bandwidths much wider than the message bandwidth. Examples include UWB pulse radio [1] and other UWB systems [2] as regulated with a spectral emission mask [8] , [9] . Other examples include 3G WCDMA [10] , 4G LTE [11] for mobile communications, and a system for fixed wireless infrastructure monitoring based on CDMA but optimized for low data rates with long spreading codes [12] . All of these systems minimize outages due to flat fading as a consequence of their wide bandwidth.
An early mention of the idea of time compression is found in [13] with more recent results in [14] . The idea of segmenting the voice signal and compressing the segments in time before transmitting them through the radio channel was found in [15] (after the present system was conceived). However, the system of [15] is limited to voice transmission and does not include the idea of overlap-adding the segments or using complex baseband signals. The idea of analog TDM for voice signals was described in [16] .
The overlap-add (OLA) technique is common in audio signal processing where it is used as a method of analysis and resynthesis, time stretching and pitch shifting over short segments where the frequency content can be considered relatively constant from one segment to the next [4] .
III. THEORY OF OPERATION
In this section, we describe the theory of TC-OLA for a real baseband signal, including details of windowing, and synchronization, channel effects on the message signal, interference effects, followed by extensions to CDMA, TDMA and complex baseband and real passband signals. Finally, we give a short overview of how the system is realized in practice.
A. TIME COMPRESSION AND OVERLAP-ADD
A stream of data samples at some sample rate f 1 is divided into a series of overlapping segments with a fractional hop size
where R is the hop size in samples and M is the length of the segment in samples (Fig. 1) . The samples may be sourced from an analog to digital converter (ADC), stored in a file or generated algorithmically. The overlapping segments are then reassembled into a stream of non-overlapping segments FIGURE 1. Overlapping segments at the lower sample rate assembled into a stream of non-overlapping segments at the higher sample rate. VOLUME 2, 2014 for transmission at some higher sample rate
with a ratio of frequencies
This relationship ensures that each segment is compressed in time by a factor of β such that M samples at f 2 occupy the same or less time as R samples at f 1 . The distinction between δ and β is that the former specifies the redundancy added in the transmission process while the latter specifies the spreading of the bandwidth. At minimum β = δ −1 , but this is not the case for the practical implementations that we explore later on. This process is illustrated pictorially in Fig. 1 with the parameters M = 4, R = 2 and β = δ −1 . Discounting (for now) any sharp discontinuities at the segment boundaries, the signal bandwidth is spread by a factor of β.
The receiver reverses this process by overlapping and adding the segments to reconstruct the original message signal scaled by a constant k ∝ δ −1 , due to the redundancy added in the transmission process.
B. WINDOWING
A window function that tapers to zero is applied to each transmitted segment to address practical concerns about synchronization of the segments at the receiver as well as limiting the transmitted bandwidth. Using a rectangular window without perfect synchronization at the receiver would result in sharp transients in the output (audible ''glitches'' in the case of an audio signal) where the segments are not perfectly aligned. The transmitted signal would also contain high frequency and therefore wide bandwidth transients at the segment boundaries.
The Hanning window
is a natural choice as the windows sum to some constant positive integer
for any hop size R which satisfies the perfect overlap-add criteria
This window choice has a maximum fractional hop size of 0.5, leading to the doubling the receiver bandwidth to recover the message signal at unity gain. Fig. 2 illustrates the series of window functions in the overlapping (top) and non-overlapping (bottom) forms. 
C. SYNCHRONIZATION
A synchronization marker can be inserted between segments or groups of segments to aid in locating the start and end of each segment in the received sample stream. The transmit sample rate f 2 must be increased to accommodate this insertion. Each timing marker then delineates a frame consisting of one or more segments. The marker that is added should have a strong correlation peak in order to locate the segments with minimum jitter. Segments from multiple interleaved sources can be identified with different timing markers or by including some modulated digital data with the timing marker. The system can also work without adding synchronization markers in some cases when complex signals are used as mentioned in section H below. In practice, f 1 and f 2 at the transmitter will vary slightly from f 1 and f 2 at the receiver. In an ideal system, the number of samples between timing markers could be used to estimate the transmitter's sample rate and modulate the receiver's sample rate accordingly. However, a key feature of this scheme is that an exact sample rate match is not required to recover the signal.
The effect of frame loss is tolerable in that it creates a momentary drop in the amplitude of the output signal as shown in Fig. 3 . This creates a kind of graceful degradation that is not typically present in digital schemes. The peak relative drop in amplitude is equal to 2δ when using the Hanning window.
To take advantage of this property the received segments may be weighted differently before the OLA operation to reduce the impact of segments that have been affected by deep fading or pulsed interference without greatly affecting the output signal.
D. CHANNEL EFFECTS
The receiver of the time-compressed signal process performs an expansion in time which is equivalent to a compression in frequency. Thus any channel impairments, including interference, will also be compressed in frequency. For example, In what follows, we consider a system with the parameters listed in Table 1 . If white noise of (one-sided) bandwidth 4kHz is applied as the message input to this system and transmitted over this static two-ray channel, then the result will appear as in Fig. 4 (bottom). The nulls are now spaced by 1kHz, compressed in frequency by exactly the ratio of the sample rates. The averaging effect of the overlapping windows is not apparent in the figure because the channel is static.
We extend this discussion to time-varying frequencyselective channels by considering three different rates of time variation to provide some insight into the system behavior. The first case is where the channel is changing much slower than the averaging period M /f 1 = 1 second. In this case, because the channel is relatively constant over the averaging period it is expected that the output response will track the channel response in time but compressed in frequency. This concept is shown in Fig. 5 , applied to the system of Table 1 . We use an equal power two-ray model with a delay of 2 µsec. In this first case the phase of the second ray is rotated by 2π at a rate of 0.1Hz such that the null sweeps linearly across the complex baseband channel every 10 seconds.
The second case is where the channel response changes faster than the averaging period but slow enough to be relatively constant over the frame period (20 msec). The minimum frame period is M /f 2 = 16 msec but we have used a frame period of 20msec to allow for a synchronization marker. In this case we start to see the averaging effect of the overlap-add process in the output although some similarities to the channel remain. This is illustrated in Fig. 6 , applied to the system of Table 1 . This time the phase of the second ray is rotated at a rate of 1Hz such that null sweeps linearly across the channel every second. It can be observed in Fig. 6 (bottom) that the null in the output has been widened and is no longer as deep. VOLUME 2, 2014 FIGURE 6. 500kHz time-varying two-ray model channel response with null sweeping across every second (top) and effect on (two-sided) 8kHz output spectrum (bottom). The third case is where the channel response changes much faster than the frame period. Again, using the system of Table 1 , the second ray is rotated at a rate of 10Hz such that the null sweeps linearly across the channel ten times per second. In this case it is expected that the channel response is no longer recognizable in the output as can be seen in Fig. 7 .
These three cases for a two-ray channel response were presented to gain an intuitive understanding of how the receiver with built-in averaging affects the end-to-end response as seen by the message signal. Other more realistic cases of time-varying frequency selective channel models include the above mentioned two ray model but with Rayleigh, Ricean or other fading statistics and specified Doppler spread on each ray [17] . More general frequency-selective channel models include multiple rays (tapped delay line) each with a specified fading distribution (tap gain) and Doppler spread [5] . Models relevant to UWB are outlined in [18] with clusters of rays that may be resolvable with sufficient bandwidth and small scale fading that is Ricean with a large line of sight component. The response to these other channels as seen by the message signal is expected to depend on the fading parameters in a similar way.
E. INTERFERENCE REJECTION
Consider the case where the received segments have an interfering signal superimposed on them. Assume that the overlap-add process sufficiently decorrelates the interfering signal in each segment such that they can be assumed to add in power as with noise. In this case the interference power increases with k(k ∝ δ −1 ) while the signal power increases with k 2 . Therefore, the interference is rejected by a factor of k.
However, this assumption may not always be valid. For example, consider an interfering carrier where the interference adds up in phase in the overlap-add process. In this situation, the transmitter can mitigate the interference by applying a random or predetermined phase sequence to each segment. In the process of rotating each segment back to 0 degrees, the receiver effectively decorrelates the interfering carrier.
F. EXTENSION TO CDMA
In the case that multiple systems are transmitting on the same frequency, signals can be separated by applying a unique phase sequence to each transmitted segment. The opposite phase sequence is then applied to the segments at the receiver to rotate each segment back to 0 degrees. The sequences are chosen to maximize rejection of all interfering signals. Fig. 8 illustrates this concept in a simple system with two transmitters operating with the same parameters. The sequence {1, 1} is applied to the transmitted frames of X, while the sequence {1, −1} is applied to the transmitted frames of Y. This allows the receiver for X to effectively cancel out Y. This scheme can be extended to the set of sequences from the Hadamard matrix H (2 k ) with the additional constraints that the number of signals to be transmitted is at most 2 k and the number of windows that overlap to produce each output sample must be an integer multiple of the sequence length. This can be expressed in terms of the fractional hop size as δ = 1 n2 k , where n is a positive integer. However, there are other ways to generalize this concept and it is not limited to binary phase sequences.
This scheme differs from direct sequence spread spectrum (DSSS) in that application of the phase sequence does not significantly expand the transmitted signal bandwidth. In DSSS, the sequence is applied at the chip rate which is much higher than the symbol rate. In this scheme the sequence is applied at the frame rate, where each frame contains many samples.
G. EXTENSION TO TDMA
Allowing f 2 to be greater than the minimum required in (2) provides some unused portion of time that can be used to interleave segments from additional sources. Stated another way, frequency f 2 can be set to accommodate multiple signals, possibly with differing sample rates and fractional hop size parameters, where
This time interleaving is illustrated in Fig. 9 , where signal X uses the parameters M = 4 and R = 2 while signal Y uses the parameters M = 3 and R = 1. The sample rate of Y is 3/4 that of X. The output sample rate is therefore f 2 = 17 4 f 1 x by application of (7). 
H. COMPLEX BASEBAND AND REAL PASSBAND SIGNALS
What has been described up to this point is a wideband real baseband signal. Using complex baseband and the corresponding real passband signals offers several extensions of TC-OLA:
• Creating an analytic complex baseband signal with a Hilbert transform, applying TC-OLA to I and Q separately, and upconverting to make a single sideband real passband signal.
• I/Q multiplexing two separate real baseband signals.
• Alternating the overlapping message windows between the I and Q channels.
• Offsetting the I and Q windows by 50% of the window size so that the amplitude nulls in the I channel and amplitude peaks in the Q channel occur at the same time. This offset will keep the envelope more constant and will also help to reduce I/Q crosstalk.
• Not using frame alignment markers, since the periodicity of the windowed frames can define frame boundaries with sufficient accuracy.
• Applying the technique to the complex baseband output of a digital modulator such as QAM or OFDM.
I. SYSTEM IMPLEMENTATION
A simplified diagram of a general TC-OLA implementation not specific to particular hardware is shown in Fig. 10 . The TX process frames the overlapping segments while the RX process synchronizes and performs the overlap-add reconstruction of the message signal. This is the model that the two reference implementations are based on. In both implementations that follow, a square-root Hanning window is applied to the segments at both the transmitter and receiver, giving the desired Hanning window shape overall on the segments. At the transmitter it helps to reduce sharp transients at the segment boundaries, thus limiting the bandwidth of the transmitted signal. At the receiver, it helps to reduce transients caused by interfering signals which would be present if a Hanning window was applied at the transmitter and a simple rectangular window was applied at the receiver as shown in Fig. 11 .
IV. WIDEBAND SDR IMPLEMENTATION
The proposed TC-OLA system can be scaled up to ultra wideband transmission using modern high-speed DACs and ADCs. Thus a wideband SDR was implemented as a testbed that can accommodate UWB signals with bandwidths greater than 500 MHz or greater than 20% of the center frequency [7] . VOLUME 2, 2014 FIGURE 11. Received signal plus narrowband interference (top). Overlapped segments with rectangular window applied at receiver (middle). Discontinuity in the output caused by interference when a rectangular window is applied at the receiver (bottom). This discontinuity does not appear when a square-root Hanning window is applied to the segments at both the transmitter and receiver. The system parameters for this implementation are shown in Table 2 . The ratio of the sample rates results in bandwidth spreading by a factor of β = 28, 125. In theory a system of this type could support a very high number of users in the TDM case or a very high level of redundancy. In our tests we use it to simulate the TDM case.
A detailed diagram of the hardware interconnects is shown in Fig. 12 . The DAC and RF signal generator are synchronized to one GPS disciplined oscillator (GPSDO) on the transmitter side while the receiver uses a USRP synchronized to a second GPSDO to generate a 1.8GHz clock for the ADC. The transmit and receive hardware as well as the software are discussed in more detail in the following sections.
A. TRANSMITTER
The TSW1400 evaluation platform from Texas Instruments [19] is used as a transmitter. It plays samples from a user-specified data file through the attached DAC at a configured rate.
To produce the data file, overlapping segments are cut from an 8kHz mono audio file as per the system parameters in Table 2 . Framing overhead and padding are added such that each frame contains 11250 samples. The frame overhead efficiency is 71% (8000/11250) and more efficient schemes could be developed. This was convenient scheme given the hardware constraints. Fig. 13 shows the transmitted frame format. The synchronization marker used is an exponential sine sweep [20] 1000 samples long. It should be noted that the choice of timing marker can be any sequence with good correlation properties. A Barker code sequence of length 13 modulated with binary phase shift keying (BPSK) was also used experimentally with good results.
These frames are played in a continuous loop through the DAC at f 2 = 225MHz, resulting in a frame time of 50us, frame rate of 20k frames/sec, and bandwidth up to 112.5MHz. An RF modulator is used to mix the output signal s(t) with a carrier frequency f c = 337.5MHz, creating a dual sideband suppressed carrier (DSB-SC) signal with bandwidth up to 225MHz.
The bandwidth of this transmitted signal is UWB by the 20% criterion but not quite UWB by the 500 MHz bandwidth criterion. Hardware constraints of the present prototype system made it difficult to achieve this bandwidth without significant hardware modifications. The custom wideband SDR currently supports bandwidths up to 450MHz, with potential up to 900 MHz using interleaved sampling. Hardware limitations on transfer speeds to memory limit the rate to 675 MHz at present. These limitations are not fundamental and could be overcome with more customized hardware.
B. RECEIVER
The receiver hardware consists of a ADC12D1800RFRB evaluation board from Texas Instruments [21] and a Zedboard from Digilent [22] . This combination of devices is used as a wideband direct-sampling software-defined radio with a sample rate of 1.8GHz. The FPGA images have been modified to include a digital down converter with decimation rates from ranging from 4 to 2048, as shown in Fig. 14.   FIGURE 14 . Receiver DSP. The ADC12D1800RFRB image was modified to include a bank of CORDIC processors and a halfband filter. The ZedBoard FPGA image was modified to include a series of halfband filters and a cascaded integrator-comb (CIC) filter. The capture controller is configured to capture buffers of 16384 samples, which is larger than the transmitted frame size as shown in Fig. 15 . This feature of the system allows the frame timing to be imprecise, as long as the timing marker consistently appears within the alignment window.
The capture timer is configured to capture every 0.24995 seconds, which results in a recovered sample rate slightly faster than the nominal audio playback rate of 8kHz to prevent underruns in the audio playback hardware. Although the transmitter plays out the frames sequentially in a loop, the receiver only captures one frame out of 4999. For each frame received the transmitter must play through the loop an integer number of times, plus one frame. The 4998 frames transmitted in between are ignored.
In this system, the 4998 ignored frames could contain data from additional users. Therefore, this system simulates a TDM system supporting up to 4999 channels where the receiver only processes one of the channels. To create a practical system supporting this many users, some kind of channel identifier needs to be included with the framing overhead.
The receiver software runs a tracking algorithm to center the frame in the capture buffer. The capture timer is manipulated until the timing marker is held stable within the alignment window. The phase and frequency offsets are then estimated from the timing marker. This estimate is used to compensate the frequency and phase offset in the audio samples. The extracted samples are then put into an overlapadd process to recover the original signal. The output from the overlap-add process is chunked into buffers of 1024 samples for live audio playback and capture.
C. EXPERIMENTS
In the following experiments, we used a simple wire channel and an indoor wireless channel, and obtain early results demonstrating the feasibility of the new technique in a wideband setting.
The exponential sine sweep method [20] was used to estimate the impulse response of the wired channel as shown in (8), where F denotes the discrete Fourier transform (DFT) operation. The discrete-time signal x[n] represents the exponential sine sweep, for which the equations are given in the Appendix. The discrete time signal y[n] is the output of the overlap-add process.
In this case, x[n] is an 8-second sweep covering 20Hz to 4kHz was generated at a sampling rate f 1 = 8kHz. Subjecting this signal to the entire process of segmentation, framing, transmission, recovery and reconstruction allows us to estimate the end-to-end impulse response as seen by the input signal. Working within the constraints of the current hardware setup, we can improve on this result by reducing the fractional hop size from δ = 0.25 to δ = 0.125 and adding an additional segment in quadrature with each frame as discussed earlier. Fig. 16 (bottom) shows the resulting average impulse response, again over 8 trial sweeps. This result is significantly improved, evidenced by the reduced amplitude of sidelobes relative to the peak.
However, zooming out further reveals additional peaks at ±1000 samples as shown in Fig. 17 . This is indicative of crosstalk between the in-phase and quadrature segments which are separated by a hop size R = 1000 samples when δ = 0.125.
The transmitter output was displayed on a spectrum analyzer and it was observed that the image rejection for a sine wave was only 15-20dB. This agrees with the impulse response obtained in Fig. 17 , where the crosstalk peaks are 15-20dB down from the main peak. With careful tuning of the DAC's I/Q compensation this effect can be reduced if not eliminated. To test the feasibility of this type of system over an indoor wireless channel, the wired channel was replaced with two wideband discone antennas designed for a minimum frequency of 600MHz. The transmitter center frequency was changed from 337.5 to 1012.5 MHz, so that the transmitted signal occupies the bandwidth from 900 to 1125 MHz. The lowpass filter in Fig. 12 was exchanged for a suitable bandpass filter. Amplification was added such that the timing marker was received at a level of 10-20dB above other signals in the 225MHz bandwidth and 30-40dB above the noise floor. The receiver is undersampling in this configuration, as the Nyquist frequency of the receiver is 900MHz.
Testing was done in a lab environment of trapezoidal shape with windows on one side and with a door opening to an ancillary room. Signals were transmitted over line-of-sight paths with path lengths of 8, 14 and 20 feet. The 20 foot path originated from the ancillary room, with the doorway acting as a diffracting edge. The exponential sweep method was then applied as before to estimate the power delay profile of the channel. The results for all distances are shown in Fig. 18 with maximum delay of 12 ms referred to f 1 (observed by the message signal at audio frequencies) and 400 ns referred to f 2 (observed at radio frequencies), with scaling factor β = 28, 125. A speech signal was transmitted over this system, and, as expected, was found to be intelligible with some reverberation at all distances.
The results were improved by expanding the receiver's capture buffer to capture four frames instead of one. Each segment is then received four times, similar in effect to reducing the fractional hop size by a factor of four. With all other parameters being equal, the level of background noise and interference in the output was estimated to be 6dB lower while the signal power remained the same, as expected.
These results have demonstrated the feasibility of TC-OLA in a wideband setting. Testing the system at full UWB bandwidths in the unlicensed spectrum remains for future work.
V. USRP IMPLEMENTATION
In this section a USRP-based TC-OLA system using a 100 Msps ADC [23] is described which, combined with the GNURadio software, provides a flexible experimentation platform. This implementation was used to quickly gather performance results for a TC-OLA system with various system parameters and channel models. These results could not be conveniently obtained with the wideband system due to hardware constraints of the prototype. The USRP system uses modest time compression factors of either 25 or 62.5, much smaller than the factor 28,125 for the wideband system, but sufficiently large to demonstrate aspects of the system performance.
A block diagram of this implementation is shown in Fig. 19 .
The system consists of two commercially available USRP N210 software defined radios from Ettus Research [23] and two Thunderbolt E GPS-disciplined oscillators (GPSDO) from Trimble [24] .
All segment framing and message recovery were performed offline in software. This system was used to simulate the transmission of a single input signal with a high level of redundancy. The GNURadio software allowed us to simulate various channel scenarios quickly in a controlled and repeatable manner.
The USRPs are synchronized to the 10MHz outputs of separate GPSDO units to provide a realistic simulation of frequency and phase offsets and drift between units located at different sites. LF front end cards covering 0-30MHz and WBX front end cards covering 50MHz-2200MHz were available for these experiments.
A timing marker in the form of an exponential sine sweep begins each frame. Each segment is then padded with zeros on either side samples to create the desired frame length. The real baseband signal is then mapped to a passband DSB-SC at carrier frequencies of 10MHz or 900MHz depending on the equipped RF front end card. The system parameters for the experiments that follow were chosen as in Table 3 and will be referenced by their numbers in the following discussion. The system parameters were chosen to explore the parameter space. Systems 1 and 2 as compared to systems 3 and 4 allow us to draw conclusions about varying redundancy expressed by the fractional hop size δ. Systems 1 and 3 as compared to systems 2 and 4 allow us to draw conclusions about varying the frame size M .
Although the processing delays listed for systems 1 and 3 may be impractical for a two-way communication system this delay can be reduced to a reasonable level by substituting a series of shorter segments with the same total length and fractional hop size into each frame. However, this substitution may impact how the system interacts with the channel as shown in the next section.
A. EXPERIMENTS
The exponential sine sweep method of impulse response estimation [20] was again applied to evaluate the response of simple wired channel to ensure the system is working correctly. Subjecting the sweep signal to the entire process of segmentation, framing, transmission, recovery and reconstruction allows us to estimate the end-to-end impulse response as seen by the input signal.
As expected, the end-to-end impulse response is very flat, except for some attenuation at high frequencies. This could be due to digital filters in the USRPs or cancellation due to jitter in window positioning. This result indicates that the transmission and recovery processes are not significantly affecting the message signal. The recovered impulse response as 10MHz is shown in Fig. 20 . The same test at 900MHz gave a similar result.
Additional signals that were tested with this basic configuration include two audio signals sampled at 8kHz, wherein segments from the two sources were coded with columns from the Hadamard matrix H (2) to create a simple CDMA signal. The channels were separated at the receiver with no perceptible crosstalk. In a sense, this is analogous to VOLUME 2, 2014 A static two-ray model was simulated in the transmission path using an FIR filter implemented in GNURadio having a second tap at 400 samples with an amplitude of −0.35. The channel impulse response was again estimated using the previously-described method. The recovered end-to-end impulse response agrees with the simulated channel parameters as shown in Fig. 21 .
To gain an intuitive understanding of this effect, an audio speech signal was transmitted through the system. The delay of 400 samples on the RF channel (800µs) manifests as an audible echo, delayed by 400 samples at the audio rate (50ms). This is precisely as described by [15] , as well as Fig. 4 , where the channel response is expanded in time by the ratio of sampling rates.
As we are using a short exponential sine sweep as a synchronization marker in this system, we can estimate and compensate for this channel on a frame-by-frame basis. First, an inverse filter h inv is estimated from This filter is then applied to the samples of each received segment before the overlap-add process. The result is that the echo is removed from the audio speech signal.
There are several drawbacks to this approach, including poor estimation of the channel in a deep fade, frequency interpolation, and limitations on the channel delay relative to the frame length. An adaptive equalizer may provide better results. However, this method was shown to be able to adapt to a time-varying frequency-selective channel provided the channel is relatively constant over the frame period.
Up to this point we have only considered DSB-SC signals generated from real baseband sampled signals. However, this concept extends to complex baseband signals as well. A differential QPSK signal representing an 8000bps bit stream was modulated at 2 samples per symbol using the DQPSK modulator included with GNURadio 3.7.3. A segment of this modulated signal containing 250,000 bits was framed as per the frame lengths in Table 3 for transmission in order to test various channel scenarios.
First, a Rayleigh flat fading channel was simulated in the transmission path, using the model of [25] as represented in GNURadio version 3.7.3. This model was tested purely in simulation with no noise, allowing estimation of the bit error rate (BER) floor with respect to the maximum Doppler frequency parameter of the model. The results for systems 1 through 4 are plotted against absolute maximum Doppler frequency in Fig. 22 . The BER floor of the DQPSK receiver in GNURadio 3.7.3 is plotted for reference.
The main observation is that systems with shorter frames perform better relative to the maximum absolute Doppler frequency in a Rayleigh flat fading scenario. This result is expected, and typically these types of performance tests are plotted against the normalized Doppler frequency. Fig. 23 shows the same results with the Doppler frequency normalized to the frame time T f .
From Fig. 23 it is observed that similar BER floor performance is achieved relative to the normalized maximum Doppler frequency for similar values of fractional hop size δ. However, the slope of the BER floor curve below f D T f = 2 increases as the fractional hop size is decreased.
The frequency-selective case is now evaluated, as one of the primary goals of this scheme is to spread the bandwidth of the input signal enough that the channel becomes frequency selective rather than flat fading. To this end, the GNURadio 3.7.3 frequency selective channel model [26] was inserted into the simulation. This model adds a frequency-selective extension to the previously discussed Rayleigh fading model of [25] . The power delay profile is specified as in Table 4 . Each tap fades independently but with the same maximum Doppler frequency applied to all taps.
The general result that can be observed is that the BER floor curves of Fig. 22 shift to the left, reducing the upper limit of the Doppler frequency that can be tolerated. In the previous discussion (Figures 4-7) it was shown that the averaging effect of the overlap-add technique is reduced as the rate of change in the channel characteristic is reduced, thus affecting the BER floor at lower limit of the Doppler frequency graph. However, for very slow changes the previously-discussed channel estimation technique can be used.
Results for systems 1 and 2 are shown in Fig. 24 which illustrates these features. Without channel estimation, the lower limit of the BER floor rises as the Doppler frequency approaches zero. With channel estimation, the result is degraded for higher normalized Doppler because the channel changes too quickly for the channel estimation to keep up. The upper limit of the BER floor has been shifted to the Table 3 . Channel estimation can be used to extend the low range. Rayleigh flat fading results shown for reference. Fig. 25 shows the same result plotted on an absolute scale. As lower Doppler spreads are typically accompanied by slower changes in frequency selective channels, it may be advantageous to alter the system parameters dynamically as a means of tuning the system to the channel conditions. By making a smooth transition from smaller frames to larger frames as the Doppler frequency decreases, it may be possible to keep the BER floor low without resorting to the complexity of channel estimation techniques. Although the channel estimation technique is shown to work well, it is expensive in terms of processing. From a system design perspective, it is sensible to leverage the built-in averaging effect of the overlap-add process to the fullest extent possible.
VI. CONCLUSIONS AND FUTURE WORK
In this paper we have presented a time compression overlapadd (TC-OLA) scheme for discrete-time signals where the level of redundancy and spreading factor can be varied by modifying the amount of overlap between segments of the signal [27] . This property could be applied dynamically with different strategies. For one example, the time compression factor δ could be changed to increase the signal bandwidth in order to overcome a temporary flat fading condition. Another example is a TDM system operating in a fixed bandwidth with a quality of service (QoS) mechanism where low priority traffic can be dropped in order to allocate more redundancy for high priority traffic as the channel condition degrades.
To verify the operation of this TC-OLA scheme we have presented two implementations. It was shown that not only that sampled analog signals can be transmitted using TC-OLA but also that waveforms expressing digital modulation schemes generated algorithmically can be transmitted. The interference rejection property of TC-OLA was verified experimentally using the wideband implementation. Properties of TC-OLA in typical fading channel models have been explored. These results need to be expanded to understand the properties of the scheme in more varied scenarios, including outdoor channels and UWB channels at unlicensed power levels. Other future work includes a comparison with existing air interface physical layer communications in a 5G context.
In this work we have presented a functional wideband SDR system which can receive and decode a wideband signal which is distinctly different from a UWB pulse radio. The receiver hardware was initially designed as a general-purpose experimentation platform that was able to implement this technique with several limitations. Ideally, the receiver would be redesigned to specifically implement this technique with minimal hardware limitations. Additionally, a more flexible transmitter must be designed that can support a wider range of the parameter space. Experiments could then be performed to better characterize the properties of this scheme over real wireless channels and in a system context with multiple users.
APPENDIX

EXPONENTIAL SINE SWEEP
The exponential sine sweep can be constructed as in the equations (A1) to (A3) below. It is often used to estimate impulse response in acoustic environments [20] . 
