Abstract. We continue the combinatorial description of thick subcategories in hereditary categories started by and Krause [Kra12]. We show that for a weighted projective line X there exists an order preserving bijection between the thick subcategories of coh(X) generated by an exceptional sequence and the factorization poset of a Coxeter transformation c in the Weyl group of a simply-laced generalized root system if the Hurwitz action is transitive on the reduced factorizations of c. By using combinatorial and group theoretical tools we show that this assumption on the transitivity of the Hurwitz action is fulfilled for a weighted projective line X of tubular type. In this case the factorization poset is given as the set of prefixes of a Coxeter transformation in certain elliptic Weyl groups described by Saito. As a byproduct we obtain a result on the Hurwitz action on non-reduced reflection factorizations in finite Coxeter groups which partially generalizes a result of LewisReiner [LR16].
Hereditary categories are an important tool in the represenation theory of algebras as they serve as prototypes for many phenomena appearing there. One way to study the structure of a hereditary category (resp. the bounded derived category of a hereditary category) is via its lattice of thick subcategories. For a hereditary Artin algebra A, Igusa-Schiffler-Thomas [IS10] and Krause [Kra12] gave a combinatorial description of the thick subcategories in D b (mod(A)) generated by an exceptional sequence by means of generalized noncrossing partitions in a Coxeter group. It turns out that the Hurwitz action on certain factorizations of a Coxeter element and the action of the braid group on exceptional sequences plays an important role in this context (see Section 3 for definitions).
Later, Köhler [Koe11] completed this combinatorial description of thick subcategories for hereditary tame k−algebras A by describing the thick subcategories in D b (mod(A)) consisting only of regular objects by means of noncrossing arcs. She proved that the only thick subcategories of D b (mod(A)) are those that are generated by exceptional sequences and those that are the thick subcategories of the full subcategory consisting of all regular objects.
In this spirit and motivated by Happel's classification of hereditary categories up to derived equivalence [Hap01, Theorem 3 .1], we prove the following result.
Theorem 1.1. Let X be a weighted projective line over an algebraically closed field k of characteristic zero, coh(X) the category of coherent sheaves over X, Φ the associated simply-laced generalized root system, W Φ the corresponding generalized Weyl group and c the corresponding Coxeter transformation. If the Hurwitz action is transitive on the set Red(c) = {(s β 1 , . . . , s β n+2 ) | β i ∈ Φ, span Z (β 1 , . . . , β n+2 ) = span Z (Φ), c = s β 1 · · · s β n+2 }, where n + 2 is the rank of the Grothendieck group K 0 (X), then there exists an order preserving bijection between
• the set of thick subcategories of coh(X) generated by an exceptional sequence in coh(X)
• the prefix poset {w ∈ C | id ≤ w ≤ c}.
By [Br07, Theorem 1.1] the latter theorem yields also an order preserving bijection between the thick subcategories of D b (coh(X)) generated by exceptional sequences and the prefix poset of c.
Definitions and background of the notions used here are given in Sections 2 and 3 Remark 1.2. The bijection sends the thick subcategory which is generated by an exceptional sequence (E 1 , . . . , E r ) to s [E 1 ] · · · s [Er] . In particular there exists a bijection between the isomorphism classes of exceptional sequences of coh(X) and their corresponding products of reflections. This map is equivariant for the action of the braid group.
If X is a weighted projective line of tubular type, then the generalized root system Φ associated to coh(X) turns out to be an elliptic root system as described by Saito [Sai85] . We therefore call Φ a tubular elliptic root system (see Section 4). For these root systems we show that the assumption on the transitivity of the Hurwitz action on Red(c) in Theorem 1.1 is fulfilled. Theorem 1.3. Let Φ be a tubular elliptic root system of rank n + 2, Γ = Γ(Φ) an elliptic root basis and c ∈ W Φ a Coxeter transformation with respect to Γ. Then the Hurwitz action is transitive on the set Red(c) = {(s β 1 , . . . , s β n+2 ) | β i ∈ Φ, span Z (β 1 , . . . , β n+2 ) = span Z (Φ), c = s β 1 · · · s β n+2 }.
Note that this result was already obtained by Kluitmann in his PhD thesis [Klu87] for the tubular elliptic root systems E (1,1) 6 , E
(1,1) 7 and E (1,1) 8
. We here reprove parts of his results by giving more general arguments and add a proof for the missing case D . We further show that the factorizations of the Coxeter transformation which we consider in Theorem 1.1 are reduced. This justifies the notion Red(c) used in this paper.
Lemma 1.4. Let X, Φ and c as in Theorem 1.1. Then the length of c, that is min {m ∈ Z ≥0 | c = s β 1 · · · s βm , β i ∈ Φ} , is given by the rank of K 0 (X).
As a consequence of the previous results we obtain: Corollary 1.5. For a weighted projective line X of tubular type over an algebraically closed field k of characteristic zero, there exists an order preserving bijection between
• the prefix poset {w ∈ W Φ | id ≤ w ≤ c}.
As part of the proof of Theorem 1.3 we obtain a result on the Hurwitz action on non-reduced reflection factorizations in a finite Coxeter group W . It partially generalizes a result by Lewis and Reiner [LR16, Theorem 1.1] for (quasi-)Coxeter elements in W to elements of maximal reflection length in W . Theorem 1.6. Let (W, S) be a finite irreducible Coxeter system of rank n with set of reflections T and let w ∈ W with ℓ T (w) = n such that Section 2: We associate a simply-laced generalized root system Φ to coh(X) and thereby we obtain the Weyl group W Φ and a Coxeter transformation c Section 3: We collect results on coh(X) and then proof Theorem 1.1
Section 4: Elliptic root systems and elliptic Weyl groups are introduced, and we show that the root system associated to coh(X) for X of tubular type is elliptic
Section 5: Proof of Lemma 1.4
Section 6: Proof of Theorem 1.6
Section 7: Proof of Theorem 1.3
Appendix A 1.1. Structure of the paper. The structure of the paper is as follows. In Section 2 we define a root system attached to the category coh(X). To such a root system we attach in Definition 2.11 a generalized Coxeter-Dynkin diagram. In Section 3 we prove the Main Theorem 1.1. In Section 4 we introduce the notion of an elliptic root system due to Saito, and we we collect the necessary on background them. In particular, we will explain that for each elliptic root system there is an elliptic Dynkin diagram, and that this diagram determines the elliptic root system up to isomorphism (see Proposition 4.9). Then we show that the generalized Coxeter-Dynkin diagram of the root system attached to coh(X) is an elliptic Dynkin diagram if X is of tubular type. As a consequence we will obtain that the root system attached to coh(X) is elliptic if X is of tubular type (see Corollary 4.20). We prove Lemma 1.4 in Section 5. In Section 6 we prove Theorem 1.6. In Section 7 we first study the centralizer of a Coxeter transformation in the Weyl group of a tubular elliptic root system, and then use this to prove Theorem 1.3.
2.
The root systems attached to the categories coh(X) and D b (coh(X))
Let k be an algebraically closed field of characteristic zero, coh(X) be the category of coherent sheaves over a weighted projective line X in the sense of [GL87] and D := D b (coh(X)) its bounded derived category. Following [STW16] we attach to the category coh(X) (resp. D) an analogue of a root system. The Grothendieck group serves as a replacement for the root lattice while the isomorphism class of a complete exceptional sequence serves as a replacement for a simple system.
We denote by Hom X (−, −) (resp. Hom D (−, −)) the morphism spaces of coh(X) (resp. D).
An object E in an abelian category A is called exceptional if End A (E) = k and Ext
An exceptional sequence in A (resp. in C) is called complete if its length equals the rank of the Grothendieck group K 0 (A) (resp. K 0 (C)).
Remark 2.1. We are only interested in isomorphism classes of objects, thus the exceptional sequences will be considered as a sequence of isomorphism classes.
We recall the concept of mutations of exceptional sequences and the braid group action on these. For more details consider for example [Bon89, Chapter 2] and [Mel04, Chapter
and consider this as a complex of vector spaces with trivial differential. Then the objects L E F and R F E defined by means of the distinguished triangles
are exceptional objects where * denotes the usual duality and
A left (resp. right) mutation of an exceptional pair (E, F ) is the pair (L E F, E) (resp. (F, R F E)). A mutation of an exceptional sequence (E 1 , . . . , E r ) is defined as a mutation of a pair of adjacent objects. Let B r be the braid group on r strands, that is the group with (standard) generators σ 1 , . . . , σ r−1 and subject to the relations σ i σ j = σ j σ i for |i − j| ≥ 2 and
The group B r acts on an exceptional sequence (E 1 , . . . , E r ) by
We consider the semidirect product Z r ⋉ B r given by the group homorphism B r → S r → Aut Z (Z r ) which is induced by the map σ i → (i, i + 1) and the natural action of the symmetric group S r on Z r . The group Z r ⋉ B r acts on the set of exceptional sequences by defining for a basis element
Given an exceptional pair (E, F ) in coh(X), denote by L E F (resp. R F E) the sheaf which coincides with L E F (resp. R F E) up to shifts in the derived category. In this situation the sheaf L E F is uniquely determined by the following exact sequences
where V ⊗ E is the sum of dim(V ) copies of E for a finite dimensional vector space V .
The sheaf R F E is defined similar. In particular we obtain an action of the braid group B r on the set of exceptional sequences of length r in coh(X) by
Recall the following well known properties. Let X be a weighted projective line and let n be the rank of K 0 (X). Then the braid group B n acts transitively on the isomorphism classes of complete exceptional sequences in coh(X).
Corollary 2.3. Let X be a weighted projective line and let n be the rank of K 0 (X). Then the group B n ⋉ Z n acts transitively on the isomorphism classes of complete exceptional sequences in D.
The next two results state that all exceptional sequences can be enlarged to complete exceptional sequences. Lemma 2.6. The category coh(X) of coherent sheaves over a weighted projective line X contains a complete exceptional sequence.
By the previous statements all conditions of [STW16, Proposition 2.10] are satisfied and it holds that the quadruple
yields a simply-laced generalized root system in the sense of [STW16, Definition 2.1] where
where
for a complete exceptional sequence (E 1 , . . . , E n ) and W (B) is the subgroup of Aut(K 0 (D), χ s ) generated by the reflections
• c D is the automorphism on K 0 (D) induced by the Coxeter functor
In fact the Coxeter element does not depend of the choice of the complete exceptional sequence as is cited next.
Lemma 2.7. [STW16, Section 2] Let D, B and (E 1 , . . . , E n ) be as above. Then it holds
). In addition, the induced isomorphism is an isometry with respect to the Euler forms.
Corollary 2.9. Let X be a weighted projective line, coh(X) the category of coherent sheaves over X, and assume the assumptions of [STW16, Proposition 2.10]. Then the quadratuple
(For the definition of the Euler form see for example [HTT07, Chapter 6])
for a complete exceptional sequence (E 1 , . . . , E n ) and W (B) is the subgroup of Aut(K 0 (X), χ s ) generated by the reflections
• c is the automorphism of
Proof. The exceptional sequences of coh(X) and D coincide up to shifts. Every shift yields a change of sign in the Grothendieck group, thus the corresponding elements in the group coincide up to sign, where K 0 (coh(X)) is identified with K 0 (D) by Lemma 2.8. Thus the corresponding Weyl groups are equal, which yields that the sets of roots ∆ re (D) and ∆ re (X) coincide. In particular, the Coxeter transformations of W and W (D) are equal.
We sometimes denote a simply-laced generalized root system by Φ and therefore use the notation W Φ for the group W defined in Corollary 2.9.
Remark 2.10. By Theorem 2.2 (resp. by Corollary 2.3) the simply-laced generalized root system attached to coh(X) (resp. attached to D) does not depend on the chosen complete exceptional sequence.
Definition 2.11. We associate to every complete exceptional sequence E = (E 1 , . . . , E n ) a diagram whose set of vertices is in bijection with {E 1 , . . . , E n }. Let E i and E j be two different exceptional objects, that is
we draw a single edge between the corresponding vertices. This edge is dotted if
we draw a double edge between the corresponding vertices, and this edge is again dotted if Lemma 2.12. For every exceptional object E ∈ coh(X) (resp. E ∈ D), the class
The roots of the form ±[E] for an exceptional object E are called (real) Schur roots.
An order preserving bijection
In this section we establish the order preserving bijection described in Theorem 1.1. First we collect some auxiliary results (see for the first two [Mel04, Lemma 3.1.4] and [Mel04, Proposition 4.4.1]). Notice that the second lemma states that every exceptional object in coh(X) is uniquely determined by its class in the Grothendieck group.
Lemma 3.1. If (E 1 , . . . , E n ) and (F 1 , . . . , F n ) are complete exceptional sequences in coh(X) which differ at most in one place, say
Lemma 3.3. Sending an object E in coh(X) to the reflection s [E] gives an injective map from the set of isomorphism classes of exceptional objects in coh(X) into W .
Proof. By Lemma 2.12 the map is well-defined and by Lemma 3.2 an exceptional object in coh(X) is uniquely determined by its class in K 0 (X). Given a reflection t ∈ W , we have t = s α , where α ∈ ∆ re (X) is the unique root with the property s α (α) = −α. For any exceptional objects E, F with
by Lemma 2.12.
To connect the braid group action on exceptional sequences with a suitable action on tuples of reflections, we define the Hurwitz action for arbitrary groups. Let G be a group and (g 1 , . . . , g n ) an element of G n . The Hurwitz action on G n is defined by
. . , g n ).
for the standard generator σ i ∈ B n , for 1 ≤ i ≤ n − 1. In particular, for a subset T of G that is closed under conjugation, the Hurwitz action restricts to an action on T n . Later we will need the following fact.
Proof. Consider the exceptional pair (E, F ) in D and the following distinguished triangles
In the Grothendieck group K 0 it holds, as Hom(F,
Thus the first triangle yields
and the second yields
As the exceptional sequences of coh(X) coincide up to shifts with those of D the second part of the lemma follows.
Proposition 3.5. Let X be a weighted projective line and let n be the rank of
. . , F n ) for some braid σ ∈ B n and some exceptional sequence
Proof. The fact that both braid group actions are compatible is due to Lemma 3.4.
Corollary 3.6. Assume that the braid group B n acts transitively on all sequences (s 1 , . . . , s n ) of reflections in W such that c = s 1 · · · s n . Let (t 1 , . . . , t n ) be a factorization in reflections of the Coxeter transformation c. Then there exists up to isomorphism an unique complete exceptional sequence (
Proof. By Corollary 2.9 there exists a complete exceptional sequence
, and by assumption there exists σ ∈ B n such that (t 1 , . . . , t n ) = σ(s [E 1 ] , . . . , s [En] ). Let (F 1 , . . . , F n ) be the complete exceptional sequence such that (F 1 , . . . , F n ) = σ(E 1 , . . . , E n ). It follows that s [F i ] = t i by Proposition 3.5. The uniqueness follows from Lemma 3.3.
In the following we state the necessary framework to prove Theorem 1.1.
Definition 3.7. Let A be an abelian category and H a full subcategory of A. The category H is called thick if it is abelian and closed under extensions. If H is a class of objects in A, we denote the smallest thick subcategory which contains H by Thick(H) and call it the thick subcategory generated by H. Lemma 3.9. Let (E, F ) be an exceptional pair in coh(X), then L E F and R F E are objects in Thick(E, F ).
Proof. We only consider the short exact sequence
The argumentation for the other sequences is analogous. The object Hom X (E, F ) ⊗ E is isomorphic to the sum of dim Hom X (E, F ) copies of E. Thick subcategories are closed under extensions, thus the object Hom X (E, F ) ⊗ E is in Thick(E, F ). The 'two out of three' property yields that L E F is an object of Thick(E, F ).
For a subset C ⊆ coh(X) denote by C ⊥ = {X ∈ coh(X) | Ext i X (A, X) = 0 for all i ∈ N 0 and A ∈ C} the right perpendicular of C and analogously by ⊥ C = {X ∈ coh(X) | Ext i X (X, A) = 0 for all i ∈ N 0 and A ∈ C} the left perpendicular of C.
Lemma 3.10. Let C ⊆ coh(X). Then C ⊥ is a thick subcategory.
Proof. Following Remark 3.8 we check that C ⊥ is closed under direct summands and that the 'two out of three' property holds. First we check the 'two out of three' property, therefore let X, Y ∈ C ⊥ . By definition it holds 0 = Hom X (A, X) = Ext
is exact. Applying the functor Hom X (A, −) to this sequence, we obtain the exact sequence
The latter yields that the object Z is in C ⊥ . The two other conditions can be proven analogously, and the 'two out of three' property holds.
Next we show that C ⊥ is closed under direct summands. Let
we obtain 0 = Hom X (A, X 1 ) = Hom X (A, X 2 ). As before we apply the functor Hom X (A, −) to the short exact sequence 0
Therefore X 1 and X 2 are objects in C ⊥ .
Lemma 3.11. Let (E 1 , . . . , E n ) and (F 1 , . . . , F n ) be complete exceptional sequences in coh(X) and
Proof. First assume that (F 1 , . . . , F s , E r+1 , . . . , E n ) is a complete exceptional sequence. Then it holds r = s. Consider the right perpendicular category H := (E r+1 , . . . , E n ) ⊥ in coh(X). By [Mel04, Theorems 2.4.2 and 2.4.3] the category H is equivalent to the category coh(X ′ ) for a weighted projective line X ′ of reduced weight or to mod(A) for a hereditary artin algebra A. By the same results the Grothendieck group is in both cases of rank r, so (E 1 , . . . , E r ) and (F 1 , . . . , F r ) are complete exceptional sequences of H. By [KM02, Theorem 1.1] in the case of coh(X ′ ) and by [Rin94, Corollary Ch.7] in the case of mod(A) the exceptional sequences (E 1 , . . . , E r ) and (F 1 , . . . , F r ) lie in the same orbit of the braid group action. By Lemma 3.9 thick subcategories are closed under left and right mutation, so Thick(E 1 , . . . , E r ) = Thick(F 1 , . . . , F r ) holds. Let U = V , then the rank of the Grothendieck group K 0 (U ) = K 0 (V ) yields r = s. As the next step we show ⊥ Thick(E 1 , . . . , E r ) = ⊥ (E 1 , . . . , E r ).
For the inclusion ⊥ Thick(E 1 , . . . , E r ) ⊇ ⊥ (E 1 , . . . , E r ) consider an arbitrary object X ∈ ⊥ (E 1 , . . . , E r ). It follows that E 1 , . . . , E r ∈ X ⊥ . By Lemma 3.10 the category X ⊥ is thick, thus Thick(E 1 , . . . , E r ) ⊆ X ⊥ . The latter is equivalent to X ∈ ⊥ Thick(E 1 , . . . , E r ).
The inclusion ⊥ Thick(E 1 , . . . , E r ) ⊆ ⊥ (E 1 , . . . , E r ) is obvious. Finally the tuple (E r+1 , . . . , E n ) is an exceptional sequence in
and this fact leads to the complete exceptional sequence (F 1 , . . . , F r , E r+1 , . . . , E n ).
Remark 3.12. Note that a thick subcategory in coh(X) is not necessarily generated by an exceptional sequence, see for instance [Kra12, Proposition 6.13].
Definition 3.13. Let W be a group and T ⊆ W a generating set of W . There is a partial order on W given by
is the usual length function on W with respect to T . For an element w ∈ W , the interval [id, w] ≤ = {x ∈ W | id ≤ x ≤ w} is called the prefix poset of w with respect to the partial order ≤.
We will now prove Theorem 1.1 under the further assumption that
equals the rank of K 0 (X). In Section 5 we will prove Lemma 1.4, which guarantees that this assumption is always fulfilled.
Proof of Theorem 1.1. Let (E 1 , . . . , E n+2 ) be a complete exceptional sequence in coh(X) and U = Thick(E 1 , . . . , E r ) for some r ≤ n + 2. Put cox(U ) :
Let us first point out that cox(−) is well-defined. Therefore choose another complete exceptional sequence (F 1 , . . . , F n+2 ) in coh(X) such that U = Thick(F 1 , . . . , F s ) for some s ≤ n + 2. Then (F 1 , . . . , F s , E r+1 , . . . , E n+2 ) is a complete exeptional sequence by Lemma 3.11 and r = s. By Theorem 2.2 and Proposition 3.5 we obtain
Next we show that the map induced by cox(−) is injective. Let (E 1 , . . . , E n+2 ) and (F 1 , . . . , F n+2 ) be two complete exceptional sequences such that U = Thick(E 1 , . . . , E r ) and V = Thick(F 1 , . . . , F s ) for some r, s ≤ n + 2 and such that cox(U ) = cox(V ). That is,
and since c is of length n + 2 we obtain r = s. In particular
By Lemma 3.3 and Corollary 3.6 we obtain that (F 1 , . . . , F s , E r+1 , . . . , E n+2 ) is a complete exceptional sequence. By Lemma 3.11 we get U = V .
The surjectivity of cox(−) follows directly from Corollary 3.6. It remains to show that cox(−) is order preserving. Therefore let V ⊆ U be thick subcategories with U = Thick(E 1 , . . . E r ) and V = Thick(F 1 , . . . , F s ). As in the proof of the Lemma 3.11 the subcategory U = (E r+1 , . . . , E n+2 ) ⊥ is by [Mel04, Theorems 2.4.2 and 2.4.3] equivalent either to a module category mod(A) for some hereditary algebra A or to a sheaf category coh(X ′ ) for a weighted projective line X ′ and (F 1 , . . . , F s ) is an exceptional sequence in U . The rank of the Grothendieck group K 0 (U ) implies s ≤ r. By Lemma 2.4 there exist exceptional objects 
Elliptic root systems and elliptic Weyl groups
In this section we introduce the notion of an elliptic root system and an elliptic Weyl group due to Saito, and we recall some of their properties, see [Sai85] . Further we explain their connection to weighted projective lines of tubular type.
4.1. Elliptic root system and elliptic root basis.
Definition 4.1. Let V be a finite dimensional vector space over R and (− | −) a positive semidefinite symmetric bilinear form with radical of rank 2. A non-isotropic subset Φ ⊆ V , i.e. (α | α) = 0 for all α ∈ Φ, is called elliptic root system with respect to
The dimension of V is said to be the rank of Φ. The group
Note that the name elliptic root system was introduced in [ST97] while in [Sai85] the name extended affine root system was used.
From now on let Φ be an elliptic root system. The radical of the form (− | −) and of the root lattice L(Φ) are
Let U be a one dimensional subspace of R := R (−|−) . Denote by p R and p U the canonical maps V → V /R and V → V /U respectively. Let
is a finite root system with respect to
is an affine root system with respect to
Assume from now on that Φ is irreducible. Then Φ a as well as Φ f are irreducible as well. Our next aim is to further describe Φ and to provide a proof of Proposition 4.4. Let {β 0 , . . . , β n } be a simple system of Φ a . Then we may assume that β 1 , . . . , β n span a finite root system. By [Kac83, Theorem 5.6] there exist m 1 , . . . , m n ∈ N such that
Let α i be a preimage of β i in Φ for 0 ≤ i ≤ n and set
Proof. By the choice of a and b, the right hand side is a direct sum. By the choice of b and by the Dedekind identity we get
Applying again the Dedekind identity yields
Then α 0 is in V a ∩Φ and (− | −) restricted to V f is positiv definit which yields that Φ := V f ∩Φ is a root system in V f that is isomorphic to Φ f . Now we are ready to state and proof the following description of the elliptic root system. 
where Φ and Φ f are isomorphic root systems.
Proof. Let a, b ∈ R be chosen as above. Then L(Φ) ∩ R = Za ⊕ Zb by Lemma 4.3. Next we
and one inclusion holds. For the other inclusion consider for α ∈ Φ the set
Since Φ is simply-laced, Φ is simply-laced as well and the subgroup of W Φ that is generated by the reflections given by the roots in Φ is transitive on Φ. Therefore (b) and (c) imply that
It remains to show that K R (α) is itself a lattice, that is a subgroup of L(Φ). Let x, y ∈ K R (α) and, as Φ f ∼ = Φ is irreducible and of rank at least 2, we may choose
Remark 4.5. If the finite root system Φ of Proposition 4.4 is of type A 1 , i.e. the corresponding simply-laced elliptic root system is of rank three, then there exist exactly two simply-laced elliptic root systems as described in [All97, Proposition 4.2 and Table 4 .5]. Therefore, Proposition 4.4 does not hold in this case.
is the highest root in Φ with respect to the simple system {α 1 , . . . , α n }. The Dynkin diagram of Φ a is one of the diagrams X
(1) n given in Table  Aff 1 of [Kac83] , where X n is one of the simply-laced types A n (n ≥ 2), D n (n ≥ 4) or E n (n ∈ {6, 7, 8}) (later we will only be interested in those types, see Proposition 4.20). In the following we will identify Φ f andΦ, i.e. we will think of Φ f as embedded into Φ.
In contrast to finite root systems, the Weyl group W Φ of an elliptic root system does not act anywhere properly on the ambient vector space. Hence there is no analogous of a Weyl chamber. Nevertheless Saito introduced the notion of a basis for Φ and classified the irreducible elliptic root systems in terms of so called elliptic Dynkin diagrams in [Sai85] .
Let Γ a = {α 0 , . . . , α n } be the set of simple roots of Φ ∩ V a ∼ = Φ a as chosen above.
Remark 4.6.
• Note that by [Sai85, Chapter 3] the set Γ a is unique up to isomorphism of Φ.
• The non-negative integers m i such that α = −α 0 + b = Notice that Proposition 4.4 also implies the splitting In the following we identify V x ∩ Φ with Φ x and V x ∩ L(Φ) with L(Φ x ) for x = a or f. Note that the name elliptic root basis was first used in [SY00] . An elliptic root basis has the following properties, see [Sai85] .
Proposition 4.8. [Sai85, Section 9] Let Γ := Γ(Φ) be an elliptic root basis of a simply-laced elliptic root system Φ. Then the following holds, where W Γ is the group that is generated by the reflections corresponding to the roots of Γ.
(
Let Φ be an irreducible simply-laced elliptic root system with elliptic root basis Γ = Γ(Φ). The elliptic Dynkin diagram is defined as the undirected graph with vertex set in bijection with Γ. Let α, β ∈ Γ be different roots. If (α | β) = 0 there is no edge between the vertices corresponding to α and β. If (α | β) = ±1 there is a single edge between the corresponding vertices. This edge is dotted if (α | β) = 1. If (α | β) = ±2 there is a double edge between the corresponding vertices. This edge is again dotted if (α | β) = 2. Note that (α | β) ∈ {0, ±1, ±2} for all α, β ∈ Γ if Φ is simply-laced and that this definition is very similar to that of a generalized Coxeter-Dynkin diagram in Definition 2.11. Proposition 4.9. [Sai85, (9.6) Theorem] Let Φ be an irreducible simply-laced elliptic root system. The elliptic Dynkin diagram for Φ is uniquely determined by the isomorphism class of Φ. Conversely, the elliptic Dynkin diagram for Φ uniquely determines the isomorphism class of Φ together with an elliptic root basis that is identified with the set of vertices of the elliptic Dynkin diagram for Φ.
4.2.
Elliptic Weyl group and the Coxeter transformation. We continue the notation used in Section 4.1. Recall that V = V f ⊕ Ra ⊕ Rb and that every α in Φ splits uniquely as α f + α R with α f ∈ Φ f and α R ∈ L(Φ) ∩ R = Za ⊕ Zb.
As in [Sai85, Section (1.14)] we define a semi-group structure • on V ⊗ (V /R) by
, for j = 1, 2. The map
is called Eichler-Siegel map for V with respect to (− | −). By [Sai85, Sections (1.14) and (1.15)] it has the following properties.
Lemma 4.10.
is closed under • and the semi-group structure coincides with the additive structure of the vector space on this subspace.
The inverse of E on W Φ is well-defined:
Using the splitting V = V f ⊕ R we can write down the reflection s α explicitly.
Lemma 4.11. Let α be a root in Φ and α = α f + α R where α f is in V f and α R in R. Then
Lemma 4.12. Let Φ be an irreducible simply-laced elliptic root system. Then
Proof. Let α ∈ Φ. Since s α s α * is an element of W Φ , we can calculate its image under E −1 . It is
Similar arguments show that b ⊗ α is in the image of E −1 for each α ∈ Φ. In particular, if we take a set of simple roots {α 1 , . . . , α n } of Φ f we see that
Since {a, b} is a basis of L(Φ) ∩ R and {α 1 , . . . , α n } is a basis of L(Φ f ), we obtain
By the properties of the Eichler-Siegel map the assertion follows.
By [Sai85, Section 1.15] and Lemma 4.12, we obtain the following description of W Φ .
Theorem 4.13. Let Φ be a simply-laced elliptic root system. Then
Definition 4.14. Let Φ be an irreducible simply-laced elliptic root system. The Coxeter transformation c ∈ W Φ with respect to the elliptic root basis Γ = Γ(Φ) is defined as
For a simply-laced elliptic root system Φ and Further let k T p be the quiver algebra corresponding to the one point extended star quiver given in Figure 2 . Then define the bound quiver algebra to be
where I is the ideal
and where f 1,i is the arrow from 1 to (i, 1) and f i,1 * the arrow from (i, 1) to 1 * .
Remark 4.17. The one point extended star quiver is a finite acyclic quiver, which yields the admissibility of the ideal I, i.e. there exists a positive integer m such that A m ⊆ I ⊆ A 2 for A the two-sided ideal generated by the arrows of the quiver.
Lemma 4.18. The global dimension of the bound quiver algebra k T p,λ is two.
Proof. By [Aus55] it is sufficient to calculate the projective dimensions of all simple modules E ν corresponding to the vertices (E 1 , E 1 * ) = |R| = 2, as all paths of the relations of R start in the vertex 1 and end in 1 * . The latter implies that the global dimension of k T p,λ is at least two. Using the algorithm described in [GSZ01, Theorem 1.2] we calculate projective resolutions for all vertices. Consider first the vertex 1. Put
with S := k T p , ǫ 1 the path of length zero corresponding to the vertex 1,
i f i,1 * f 1,i . The F i yield the filtration F 2 ⊆ F 1 ⊆ F 0 of Sǫ 1 . Thus the following sequence is a projective resolution of E 1 of length two
Consider the simple modules E ν where ν = (i, 1), for 1 ≤ i ≤ r, and denote by f the arrow from (i, 1) to (i, 2), if it exists. Then again using the algorithm [GSZ01, Theorem 1.2] we get a projective resolution
where ǫ i,1 is the path corresponding to the vertex (i, 1). If there is not an arrow from (i, 1) to (i, 2), then we will get the resolution of same length
Consider the modules E ν with ν = (i, j) (1 ≤ i ≤ r, 2 ≤ j ≤ p i − 2), then they have the following projective resolution
where f is the arrow with source (i, j). The simple modules E 1 * and E ν with ν = (i, j) (1 ≤ i ≤ r, j = p i − 1 ≥ 2) are obviously projective. All stated projective resolutions have length at most two, which yields the assertion.
Proposition 4.19. Consider the one point extended star quiver of Figure 2 . Then the following holds.
(1, p1 − 1) (1, p1 − 2)
. . .
(1, 2) (1, 1) 1 (r, 1) (r, 2)
. . . . . . . . . . . . . . . . . . . . . . . . 
where q is the Tits form given by
(d) There exists an exceptional sequence E in mod(k T p,λ ) that starts with (E 1 * , E 1 , . . .) and the corresponding roots in the Grothendieck group induce the generalized CoxeterDynkin diagram illustrated in Figure 3 .
Proof. Denote by E ν (up to isomorphism) the simple k T p,λ −modules corresponding to the vertices in Q 0 of the one point extended star quiver of Figure 2 . Each simple module E ν is an exceptional object in the category mod(k T p,λ ) and thus it is exceptional in
(E ν , E ω ) for vertices ν, ω ∈ Q 0 is equal to the number of arrows between ν to ω and the k−dimension of Ext E (1,1) , E (1,2) , . . . , E (1,p 1 −1) , E (2,1) , E (2,2) , . . . , E (2,p 2 −1) , . . . , E (r,1) , E (r,2) , . . . , E (r,pr−1) , E 1 * ) is a complete exceptional sequence in mod(k T p,λ ), thus it is also exceptional in
Definition 2] and an easy calculation, the Tits form on mod(k T p,λ ) is given by 
By knowing the symmetrized Euler form χ s it is easy to see that the sequence E ′ induces a basis of the Grothendieck group of D b (k T p,λ ) with generalized Coxeter-Dynkin diagram illustrated in Figure 3 .
The number of objects in the complete exceptional sequence E ′ is given by m = r i=1 p i −1 +2. By applying the braid σ 2 . . . σ m on E ′ we obtain a new complete exceptional sequence E that starts with (E 1 , E 1 * , . . .). Due to Lemma 3.4 the roots corresponding to E induce the same generalized Coxeter-Dynkin diagram.
Corollary 4.20. Let X be a weighted projective line of tubular type with weight sequence (2, 2, 2, 2), (3, 3, 3), (4, 4, 2) or (6, 3, 2), and let (K 0 (X), χ s , ∆ re (X), c) be the associated simplylaced generalized root system. Then ∆ re (X) is an elliptic root system in K 0 (X) ⊗ Z R with respect to χ s of type D , respectively, and c is a Coxeter transformation in the corresponding elliptic Weyl group.
In this case we call ∆ re (X) a tubular elliptic root system. The corresponding elliptic Dynkin diagrams are listed in Figure 6 .
Proof. Consider the bound quiver algebra k T p,λ corresponding to a sequence p ∈ {(2, 2, 2, 2), (3, 3, 3), (4, 4, 2), (6, 3, 2)} and an arbitrary λ. , E
(1,1) 6
, E
(1,1) 7
or E
(1,1) 8
by Proposition 4.9.
Remark 4.21. We are now able to explicitely state an elliptic root basis for a tubular elliptic root system of type X (1,1) n . Let as in Section 4.1 {α 1 , . . . , α n } be a simple system for Φ f , the root system of type X n . Recall
is an elliptic root basis for D 
E
(1,1) 8 Figure 6 . Elliptic Dynkin diagrams for the tubular elliptic root systems finite). They categorified the corresponding cluster algebras and described the (real) Schur roots for X of tubular type.
The length of the Coxeter transformation
The aim of this section is to prove Lemma 1.4. We divide the proof into two cases. Therefore consider the diagram stated in Figure 3 with vertex set Q 0 and let V be an n + 2 = ( Figure 6 (n, 1, 0) and else (n, 0, 1). It is easy to see that α 1 − α * 1 is contained in the radical of (− | −), so the signature is (n, 2, 0), respectively (n, 1, 1). We call the situation where (− | −) has signature (n, 2, 0) tubular and else wild.
Let W be the group generated by the simple reflections s ν for ν ∈ Q 0 defined by s αν (x) = x − (α ν , x)α ν for all x ∈ V and ν ∈ Q 0 and let Φ = W (B) be the corresponding set of roots. The roots of Φ correspond by definition (up to sign) to the elements of the set of reflections T = w∈W {ws αν w −1 | ν ∈ Q 0 }. In particular, the set of simple reflections are contained in T , thus T is a generating set of W and we denote by ℓ T the length function corresponding to T . A Coxeter transformation c is defined as the product of the simple reflections, where every reflection occurs exactly ones and the reflections s α 1 and s α * In order to prove Lemma 1.4 in the stated situation, we need some preparation.
Remark 5.1. By Proposition 4.4 in every tubular elliptic root system there exists two isomorphic affine subroot systems that can be obtained by applying the projections p U and p U ′ to Φ where U = span R (a) and U ′ = span R (b). The two projections yield isomorphic affine Coxeter groups. Denote by s i the reflection corresponding to the simple root α i defined in Remark 4.21 and by s t * the reflection corresponding to α * t for t = 2 in the case D 4 and t = 4 otherwise. In the following two proofs we identify the reflection s p U (α 0 ) with s 0 and s p U ′ (α * t ) with s t * .The reflections s p U ′ (α i ) and s p U (α i ) will be identified with s i for i = 0, t. The reflections s p U (α * t ) and s p U ′ (α 0 ) are denoted by s t * resp. s 0 in the corresponding affine Weyl groups.
By using [MacD72, Section 2] we freely switch between the linear and the affine realisation and denote the translation part in the affine expression by tr(−). The same correspondence is given explicitly in [DL11, Proposition 2].
The next statement is well known.
Lemma 5.2. Let ( W , S) be a Coxeter system with S = {s 1 , . . . , s n }, then the product s i 1 . . . s im with s i j = s i k for j = k is reduced in terms of the generating set w∈W wSw −1 .
Let c 1 := p U (c) = s 0 s 1 . . . s t . . . s n−1 s n s t s * t and c 2 := p U ′ (c) = s 0 s 1 . . . s t . . . s n−1 s n be the projections of c = s 0 s 1 s 3 s 4 . . . s n s t s * t to the underlying affine Coxeter groups.
Lemma 5.3. The length of c 1 as well as of c 2 is n in their corresponding affine Coxeter groups with respect to the respective set of reflections.
Proof. Now we are ready to prove the main result of this section.
Proof of Lemma 1.4 in the tubular case. We show that the factorization of the fixed Coxeter element c = s 0 s 1 . . . s t . . . s n−1 s n s t s * t is reduced. Therefore assume that ℓ T (c) < n + 2. By Lemma 5.3 it follows that the length of c is at least n. Since the parities of the lengths of c in W and of p U (c 2 ) in the corresponding affine Weyl group are equal, we get ℓ T (c) = n.
Let c = s β 1 ,ℓ 1 ,k 1 . . . s βn,ℓn,kn be a T -reduced factorization, where the reflections corresponding to the roots
After applying the projections it holds
By Lemma 5.3 the element c 2 is a parabolic Coxeter element and by [BDSW14, Theorem 1.3] the Hurwitz action is transitive on the reduced factorizations of c 2 , i.e. there exists a σ ∈ B n with σ(s β 1 ,k 1 , . . . , s βn,kn ) = (s 0 , . . . , s t , . . . , s n−1 , s n ). Applying the same braid to the factorization c 1 = s β 1 ,ℓ 1 . . . s βn,ℓn we get
for p i ∈ Z. By the previous argumentation and the proof of Lemma 5.3 we have
where the right hand side is considered as the affine realisation of c 1 . Then it holds
In particular α t ∈ span Z (α 0 , α 1 , . . . , α t , . . . , α n−1 , α n ). Figure 1 describes the unique coefficients that are needed to express the highest root of a finite crystallographic root system in terms of the simple roots α 1 , . . . , α n .
In our notation α t corresponds to the vertex that is labeled by a red dot in the extended diagrams of D 4 and E i (i = 6, 7, 8). The corresponding coefficients are 2, 3, 4 and 6. The unique Z-linear combination of α 0 in terms of α 1 , α 2 , . . . , α n contains a coefficient which is not divisible by 2, 3, 4 and 6. This implies that α t can not be expressed by the roots α 0 , α 1 , α 3 , . . . , α n and yields a contradiction. The latter implies that the length of w is n + 2. By [Sai85, Lemma 9.7] the conjugacy class of c does not depend on the order of the product for the factorization of a Coxeter transformation. Since the length function is invariant under conjugacy the assertion follows.
5.2. The wild case. Let the signature of (− | −) be (n, 1, 1), denote by Φ the root system generated by the roots α ν for ν ∈ Q 0 \ {1 * } and the corresponding Coxeter group by W Φ (see [STW16, Theorem 4 .2]). The isomorphism stated in [STW16, Section 2.7 (2.30)] yields Φ = Φ ⊕ Zδ, where δ = α 1 − α * 1 is an element of the radical.
Proof of Lemma 1.4 in the wild case. Assume that the length of the Coxeter transformation is strictly smaller than n + 2 and assume, for simplicity, that
i.e. the reflections s α 1 and s α * 1 are at the last positions of the factorization and the remaining reflections can be arbitrary ordered. By considering the map ρ :
and by parity arguments, the length of c has to be n. Let
be a reduced factorization with
Since W Φ is a Coxeter group the element c is a parabolic Coxeter element in W Φ and by [BDSW14, Theorem 1.3] the Hurwitz action is transitive on the reduced factorizations of c, i.e. there exists σ ∈ B n with σ(s α (1,1) , . . . , s α (1,p 1 −1) , . . . , s α (2,1) , . . . , s α (2,p 2 −1) , . . . , s α (r,1) , . . . , s α (r,pr −1 ) ) = (s β 1 , . . . , s βn ).
(1)
The latter yields
It is easy to check (by induction) that
The previous yields
for all x ∈ span Z ( Φ). Since the radical of (− | −) restricted to span Z ( Φ) is trivial, we obtain
contradicting the fact that span Z ( Φ) is of rank n + 1.
Hurwitz action on non-reduced factorizations in finite Coxeter groups
The aim of this section is to prove Theorem 1.6. Througout this section (W, S) will be a finite Coxeter system of rank n with set of reflections T . For elements in T n we use the notation (t 1 , . . . , t n ) ∼ (t ′ 1 , . . . , t ′ n ) to indicate that both n-tuples are in the same orbit under the Hurwitz action. Further for w ∈ W with ℓ T (w) = n we define the sets
Note that Fac T,n+2 (w) = ∅ is possible. For instance if we choose (W, S) to be of type F 4 and w to be a Coxeter element in a reflection subgroup of type 4A 1 , then Fac T,n+2 (w) turns out to be empty.
Before we start to prove the theorem, we like to make some remarks on the statement. For the following nice fact we include a proof for completness.
Lemma 6.1. Let (W, S) be an irreducible oddly-laced Coxeter system with set of reflections T . Then all the reflections are conjugate in W .
Proof. Since (W, S) is irreducible, the Coxeter diagram Γ(W, S) is connected. Therefore it is enough to check that two simple reflections s, t ∈ S that are connected by an edge in Γ(W, S) are conjugated. However, this is an immediate consequence of the relation (st) mst = 1 as m st is odd.
If all the reflections in T are conjugate in W , then Theorem 1.6 states that the Hurzwitz action is transitive on Fac T,n+2 (w). For a Coxeter system (W, S) with even labels in its Coxeter diagram, the following example shows that the condition on the multiset of conjugacy classes is necessary. As usual we denote by W Φ the group which is generated by the reflections corresponding to the root system Φ.
Example 6.2. Let (W, S) be of type F 4 with root system Φ as described in [Bou02, Plate VIII]. We identify its set of reflections with T = {s α | α ∈ Φ}. A possible choice of simple roots is α 1 = e 2 − e 3 , α 2 = e 3 − e 4 , α 3 = e 4 , α 4 = 1 2 (e 1 − e 2 − e 3 − e 4 ).
The highest root is α = e 1 +e 2 . Let Φ ′ the smallest root subsystem that contains { α, α 1 , α 3 , α 4 }. It is of type A 2 + A ′ 2 and w := s α s α 1 s α 3 s α 4 is a Coxeter element for W Φ ′ . Obviously s α , s α 1 , s α 3 , s α 4 , s α 2 = W and therefore (s α , s α 1 , s α 3 , s α 4 , s α 2 , s α 2 ) ∈ Fac T,6 (w). Put α := e 3 ∈ Φ. A direct calculation yields that
Thus s α , s α 1 , s α 3 , s α 4 , s α = W , and therefore (s α , s α 1 , s α 3 , s α 4 , s α , s α ) ∈ Fac T,6 (w). However, this factorization and the factorization (s α , s α 1 , s α 3 , s α 4 , s α 2 , s α 2 ) do not have the same multiset of conjugacy classes. Now we start the proof of Theorem 1.6. For w a quasi-Coxeter element the statement of Theorem 1.6 holds by [LR16, Theorems 1.1 and 6.1]. Therefore, it remains to prove Theorem 1.6 for elements in W of reflection length n that are not quasi-Coxeter elements.
A main tool for the proof of Theorem 1.6 is a property of non-reduced factorizations provided by Lewis and Reiner.
Lemma 6.3. [LR16, Corollary 1.4] Let (W, S) be a finite Coxeter system and w ∈ W with ℓ T (w) = n. Then every factorization of w into m reflections lies in the Hurwitz orbit of some (t 1 , . . . , t m ) such that
and (t m−n+1 , . . . , t m ) ∈ Red T (w).
Remark 6.4. Consider the geometric representation of (W, S). Since all reflections have determinant −1 within this representation, all reflection factorizations of an element w ∈ W have the same parity.
By applying Lemma 6.3 twice to a factorization in Fac T,n+2 (w) we can assume that this factorization is given as (t 1 , . . . , t n−1 , t n , t n+1 , t n+1 ). As the Hurwitz action preserves the property of being a generating set, we get W = t 1 , . . . , t n−1 , t n , t n+1 .
Later we will see that W ′ = t 1 , . . . , t n−1 is a parabolic subgroup of W of rank n − 1. In the following we provide auxiliary results which study the situation that W is generated by a parabolic subgroup of rank n − 1 and two further reflections. The case that Φ is of type B n needs special attention.
Lemma 6.5. Let Φ be a root system of type B n and ∆ = {α 1 , . . . , α n } ⊆ Φ a simple system, where the roots α i for 1 ≤ i ≤ n − 1 are long and α n is short. If α ∈ Φ is a short root, then W = s α 1 , . . . , s α n−1 , s α .
Proof. Let R := {α 1 , . . . , α n−1 , α}. Using the realizations of the root systems of type B n and C n given in [Bou02, Plates I,II], it is straightforward to check that L(R) = L(Φ) and L(R ∨ ) = L(Φ ∨ ), where Φ ∨ is of type C n . By [BW17, Theorem 1.1], the assertion follows.
Proposition 6.6. Let (W, S) be a finite Coxeter system of type X n ∈ {A n , B n , D n } and W ′ ≤ W a parabolic subgroup of rank n − 1. If W = W ′ , t 1 , t 2 for some reflections t 1 , t 2 ∈ T , then W = W ′ , t 1 or W = W ′ , t 2 .
Proof. Let Φ be the root system associated to (W, S) and ∆ = {α 1 , . . . , α n } ⊆ Φ a simple system. It is sufficient to consider a standard parabolic subgroup W ′ = S \ {s} for some s ∈ S. We choose the numbering such that s = s α 1 . Furthermore let t 1 = s α and t 2 = s β for positive roots α and β. Let R := {α, β} ∪ {α 1 , . . . , α n−1 }. By assumption we have
Note that ∆ ∨ is a simple system for Φ ∨ (see for instance [Bou02] Write
which is not possible. Therefore a 1 = 1 or b 1 = 1. A similar argument shows a ′ 1 = 1 or b ′ 1 = 1. First we consider the case where 
, the only possibility is that α 1 is short and β is long. Clearly this is not possible for X n ∈ {A n , D n }. If X n = B n and α 1 is short, the remaining simple roots in ∆ ′ have to be long. Since W = W ∆ ′ ∪{α,β} , the root α has to be short. Note that W cannot be generated just by reflections in short roots. But then it follows by Lemma 6.5 that W ′ , s α = W , a contradiction. Hence
Proposition 6.7. [BW17, Theorem 1.3] Let (W, S) be a finite crystallographic Coxeter system and P a maximal parabolic subgroup of W . All the reflections t ∈ T such that W = P, t are conjugate under P .
Lemma 6.8. Let (W, S) be a Coxeter system with set of reflections T and t 1 , . . . , t n , t ∈ T . Then (t 1 , . . . , t n , t, t) ∼ (t 1 , . . . , t n , t x , t x )
for each x ∈ t 1 , . . . , t n .
Proof. We have
where the entry t i is omitted.
The following result is a direct consequnce of [BGRW17, Theorem 1.1].
Lemma 6.9. Let (W, S) be a finite Coxeter system of rank n and w ∈ W quasi-Coxeter. Then for each t ∈ T and each (t 1 , . . . ,
Proof of Theorem 1.6. Let w be an element in W with l T (w) = n that is not a quasiCoxeter element. If two elements of Fac T,n+2 (w) are in the same Hurwitz orbit, they share the same multiset of conjugacy classes by definition of the Hurwitz action. It remains to show that this condition is sufficient.
For the exceptional types E 6 , E 7 , E 8 , F 4 , H 3 and H 4 this was achieved using [GAP2017] . The programs we used can be found at:
https://www.math.uni-bielefeld.de/~baumeist/Dual-Coxeter/dual-Coxeter.html
For the infinite families A n , B n and D n we give a uniform argument.
Let (t 1 , . . . , t n+2 ) ∈ Fac T,n+2 (w). Since we are interested in the Hurwitz orbit we can assume that t n+1 = t n+2 by Lemma 6.3. Then W = t 1 , . . . , t n+1 . By [Car72, Lemma 3] the factorization t 1 · · · t n+1 is not reduced. We apply again Lemma 6.3 to obtain (t 1 , . . . , t n+1 )
n is quasi-Coxeter. By the preceding arguments it is enough to choose elements (t 1 , . . . , t n , t n , t n+1 ) and (r 1 , . . . , r n , r n , r n+1 ) in Fac T,n+2 (w) such that t 1 · · · t n and r 1 · · · r n are quasi-Coxeter and both tuples share the same multiset of conjugacy classes. It remains to show that these tuples are in the same Hurwitz orbit.
By Lemma 6.9 we have (r 1 , . . . , r n ) ∼ (r ′ 1 , . . . , r ′ n ), where r ′ n = t n+1 . Thus 
Assume that W ′ , r ′′ n is a proper subgroup of W . By Hurwitz equivalence we have
By Proposition 6.6 we obtain W ′ , r ′ n = W , thus w = r ′′ 1 · · · r ′′ n−1 r ′ n is quasi-Coxeter, which we have excluded. Therefore W ′ , r ′′ n = W . By Proposition 6.7 there exists x ∈ W ′ with t x n = r ′′ n . Overall we get (t 1 , . . . , t n−1 , t n , t n , t n+1 ) ∼ (r ′′ 1 , . . . , r ′′ n−1 , t n , t n , t n+1 ) ∼ (r ′′ 1 , . . . , r ′′ n−1 , t x n , t x n , t n+1 ), where we used Lemma 6.8 in the last step. Since t x n = r ′′ n and t n+1 = r ′ n the assertion follows.
Hurwitz transitivity in tubular elliptic Weyl groups
In this section we prove Theorem 1.3. Therefore, W Φ will always be tubular, that is Φ is of type D 
If X n is of type D 4 or E 8 , then let {e 1 , . . . , e n } be an orthonormal basis of V f = V f (X n ), the vector space corresponding to X n . We embed the space V f (X n ) into V f (E 8 ) if X n is of type E 6 or E 7 by setting f 6 = (−e 6 − e 7 + e 8 )/3 and f 7 = (−e 7 + e 8 )/2 and by considering the subspaces V f (E 6 ) = span R (e 1 , . . . , e 5 , f 6 ) and V f (E 7 ) = span R (e 1 , . . . , e 6 , f 7 ) of V f (E 8 ) = span R (e 1 , . . . , e 8 ) in types E 6 and E 7 , respectively, as in [Bou02] . Denote by B = B(X n ) the respective basis of V f , and let {α 1 , . . . , α n } be the simple system of X n given in [Bou02, Plates V-VII].
By using Lemma 4.11 it is easy to calculate c.
Recall that c is of order ℓ := ℓ max + 1, see Proposition 4.15, and notice that by Maschke's theorem R has a complement V (c) in V that is left invariant by c. Clearly c acts trivially on R. As c induces w on V /R and as the reflection length of w on V /R equals dim V /R, the elements w as well as c act fixpoint-freely on V /R according to Carter's Lemma [Car72] . This implies in particular that the c-invariant complement to R in V is uniquely determined. In fact
Next we determine V (c). Set
In the following we identify an element in V f with its representation as a column vector with respect to the basis B and the linear map w with its matrix with respect to B. Set
where t is the transposition map. Further consider B as embedded into V = V f ⊕ a, b .
Lemma 7.2. M (B) is a basis of V (c) where
, and O ∈ R n is the zero vector.
Proof. We get with Lemma 7.1 that
with respect to the basisB = B ∪ {a, b}, and that therefore
The latter equality holds by the following argumentation: we have
The last sum is fixed if we apply w from the right side. By the argumentation after Lemma 7.1 we have C V f (w) = {0}. By identifying V with the dual space V * via v → v t we see that v t → v t w is the endomorphism w * of V * related to w. Therefore we also get C V f (w) = {0} in the action of w on V from the right side. Thus c x w − c x + d t x = 0 for x = a or x = b. This shows that the base transformation M yields a basis M (B) of the c-invariant subspace V (c) of V . Let Γ f be the simple system of Φ f given in [Bou02] . Then we get the following basis M (Γ f ) of V (c) for the types X n : are conjugate in W Φ . As the latter group acts trivially on R it follows that the groups C(c) act identically on R for all the Coxeter transformations c. Therefore, we may choose c = s 1 · · · s t · · · s n s 0 s t s t * as above. We present the argumentation for the case that Φ f is of type E 6 . The argumentations for the other cases are analogously. In case of E 6 we have ℓ = 3. If ϕ ∈ C, then by (b) it acts trivially on M (Γ f ). Thus, as ϕ acts on the lattice L(Φ), it follows that α 3 + z 31 a + z 32 b = ϕ(α 3 ) = ϕ(α 3 + 1 3 a) − 1 3 ϕ(a) = α 3 + 1 3 a − 1 3 ϕ(a), and therefore ϕ(a) = (1 − 3z 31 )a − 3z 32 b = z 11 a + z 21 b for some z 31 , z 32 , z 11 , z 21 ∈ Z with z 11 ≡ 1 mod 3 and z 21 ≡ 0 mod 3. By using the same argument for α 4 and by using the latter equality, we get ϕ(b) = z 21 a + z 22 b for some z 21 , z 22 ∈ Z with z 21 ≡ 0 mod 3 and z 22 ≡ 1 mod 3.
As ϕ |R is an orthogonal map, it has determinant 1 or −1. If we reduce ϕ |R modulo 3 we get the unit matrix I 2 . This shows that ϕ |R has determinant 1. Thus ϕ |R is in Γ(3).
It is straightforward to see that Γ(3) is contained in C. Therefore Proposition 4.15 yields the assertion.
7.2. The proof of Theorem 1.3. Let Φ be a tubular elliptic root system of rank n + 2 and c ∈ W Φ a Coxeter transformation. Put Red(c) := {(s β 1 , . . . , s β n+2 ) | β i ∈ Φ, span Z (β 1 , . . . , β n+2 ) = L(Φ), c = s β 1 · · · s β n+2 }.
The map p R : V → V /R induces a map p R : L(Φ) → L(Φ f ). We thereby obtain the map π : Red(c) → Fac T,n+2 (c), (s β 1 , . . . , s β n+2 ) → (s p R (β 1 ) , . . . , s p R (β n+2 ) ), where T = {s p R (α) | α ∈ Φ}. Note that L(Φ f ) = span Z (p R (β 1 ), . . . , p R (β n )), thus W Φ f = s p R (β 1 ) , . . . , s p R (β n+2 ) by [BW17, Theorem 1.1], which shows that π is well-defined. In particular, W p R (Φ) is a Coxeter group of type D 4 or E n (n ∈ {6, 7, 8}).
The idea of the proof of Theorem 1.3 is as follows: The Hurwitz action on the set Fac T,n+2 (c) is transitive by Theorem 1.6. The map π is equivariant with respect to the Hurwitz action. It remains to show that there exists a fibre of π and a subgroup of B n+2 acting transitively on this fibre. A first step is the following result (see also [Klu87, Kap. VI, Satz 1.3]).
Proposition 7.5. Let Φ be a tubular elliptic root system of rank n + 2, c ∈ W Φ a Coxeter transformation of order ℓ and t ∈ Fac T,n+2 (c). Then: for all (s β 1 , . . . , s β n+2 ) ∈ π −1 (t). (b) For each t ∈ π −1 (t) there exists a canonical anti-homomorphism a t : Stab B n+2 (t) → Γ(ℓ), σ → a t (σ), where a t (σ) is defined as follows: if σ ∈ Stab B n+2 (t), then σ(t) ∈ π −1 (t), as π is equivariant with respect to the Hurwitz action. We let a t (σ) be the unique element in Γ(ℓ) such that σ(t) = a t (σ)(t).
Proof. Let (s β 1 , . . . , s β n+2 ), (s β ′ 1 , . . . , s β ′ n+2 ) ∈ π −1 (t). Thus β i = β ′ i + x i with x i ∈ R L(Φ) for 1 ≤ i ≤ n + 2. We have span Z (β 1 , . . . , β n+2 ) = L(Φ) = span Z (β ′ 1 , . . . , β ′ n+2 ), thus there exists a unique φ ∈ GL(V ) such that As the map φ is uniquely determined for a given pair of elements in π −1 (t), the action of Γ(ℓ) is simply transitive on π −1 (t). This shows (a).
For part (b) note that the action of Γ(ℓ) on Red(c) and the Hurwitz action of B n+2 on Red(c) commute. This can be checked directly on the generators of B n+2 . In particular the action of Γ(ℓ) on Red(c) and the action of Stab B n+2 (t) on Red(c) commute. Let σ 1 , σ 2 ∈ Stab B n+2 (t). Then a t (σ 1 σ 2 )(t) = σ 1 σ 2 (t) = σ 1 a t (σ 2 )(t) = a t (σ 2 )σ 1 (t) = a t (σ 2 )a t (σ 1 )(t), which shows that a t is an anti-homomorphism which is (b).
For the proof of the next lemma we refer to Appendix A.
Lemma 7.6. There exist t ∈ Fac T,n+2 (c) and t ∈ π −1 (t) such that the anti-homomorphism a t is surjective.
Proof of Theorem 1.3. Let Φ be a tubular elliptic root system of rank n + 2 with fixed elliptic root basis Γ(Φ) as given in Remark 4.21 and let c ∈ W Φ be the corresponding Coxeter transformation of order ℓ. We also fix t ∈ Fac T,n+2 (c) and t ∈ π −1 (t) ⊆ Red(c) as in the proof of Lemma 7.6. Let t ′ := (s β 1 , . . . , s β n+2 ) ∈ Red(c) be arbitrary. It is π(t ′ ) ∈ Fac T,n+2 (c). By Theorem 1.6 and Lemma 6.1 the Hurwitz action on Fac T,n+2 (c) is transitive. Thus there exists σ ∈ B n+2 such that σ(π(t ′ )) = t = π(t).
Since π is equivariant with respect to the Hurwitz action, we have π(σ(t ′ )) = t = π(t).
Therefore σ(t ′ ), t ∈ π −1 (t). By part (a) of Theorem 7.5 there exists φ ∈ Γ(ℓ) such that φ(σ(t ′ )) = t, so σ(t ′ ) = φ −1 (t). By Lemma 7.6 the map a t is surjective, that is, there exists τ ∈ Stab B n+2 (t) such that φ −1 = a t (τ ). Thus σ(t ′ ) = τ (t), which shows that τ −1 σ maps t ′ onto t.
Future Work
In a forthcoming paper joint with Jon McCammond we are exploring in more detail the poset of prefixes of a Coxeter transformation in an elliptic Weyl group as described in Corollary 1.5. Moreover, we are currently working on a proof of the validity of the assumption of Theorem 1.1, that is on the transitivity of the Hurwitz action on Red(c) for an arbitrary weighted projective line X. Furthermore we are interested in understanding the poset of thick subcategories of coh(X) and if existing, in a combinatorial description of it. σ 9 −35 −24 54 37 
