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Abstract
In this paper, we obtain the general solution and stability of the Cauchy–Jensen functional equation
2f
(
x + y, z + w
2
)
= f (x, z) + f (x,w) + f (y, z) + f (y,w).
© 2005 Elsevier Inc. All rights reserved.
Keywords: Solution; Stability; Cauchy–Jensen mapping; Functional equation
1. Introduction
In 1940, S.M. Ulam [9] raised a question concerning the stability of homomorphisms:
Let G1 be a group and let G2 be a metric group with the metric d(·,·). Given ε > 0,
does there exists a δ > 0 such that if a mapping h :G1 → G2 satisfies the inequality
d(h(xy),h(x)h(y)) < δ for all x, y ∈ G1 then there is a homomorphism H :G1 → G2 with
d(h(x),H(x)) < ε for all x ∈ G1?
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tion that G1 and G2 are Banach spaces. In 1978, Rassias [8] gave a generalization. Recently,
Ga˘vruta [3] also obtained a further generalization of the Hyers–Ulam–Rassias theorem.
Throughout this paper, let X and Y be vector spaces.
A mapping g :X → Y is called a Cauchy mapping (respectively a Jensen mapping) if g satis-
fies the functional equation g(x + y) = g(x) + g(y) (respectively 2g(x+y2 ) = g(x) + g(y)).
Definition. A mapping f :X × X → Y is called a Cauchy–Jensen mapping if f satisfies the
system of equations







= f (x, y) + f (x, z). (1)
When X = Y = R, the function f :R× R→ R given by f (x, y) := axy + bx is a solution
of (1). In particular, letting x = y, we get a function g :R → R given by g(x) := f (x, x) =
ax2 + bx.
For a mappings f :X × X → Y and g :X → Y , consider two functional equations:
2f
(
x + y, z + w
2
)
= f (x, z) + f (x,w) + f (y, z) + f (y,w), (2)
g(x + y + z) + g(x) + g(y) + g(z) = g(x + y) + g(y + z) + g(z + x). (3)
In 1995, Kannappan [6] solved the solution of Eq. (3). The stability of Eq. (3) is proved in various
methods [2,5,7].
In this paper, we investigate the relation between (2) and (3). And we find out the general
solution and the generalized Hyers–Ulam stability of (1) and (2).
2. The relation between (2) and (3)
Theorem 1. Let g :X → Y be a mapping satisfying (3) and let f :X × X → Y be the mapping
given by
f (x, y) := 1
2
[
g(x + y) − g(−x) − g(y)] (4)
for all x, y ∈ X. Then f satisfies (2) and
g(x) = f (x, x) (5)
for all x ∈ X.
Proof. Letting x = y = z = 0 in (3), g(0) = 0. Putting y = x and z = −x in (3),
g(2x) = 3g(x) + g(−x) (6)
for all x ∈ X. Setting y = x in (4) and then using (6), the equality (5) holds. Replacing z by
−x − y in (3),
g(x) + g(y) + g(−x − y) = g(x + y) + g(−x) + g(−y) (7)
for all x, y ∈ X. Taking y = w in (3) and letting x = w in (3), one can obtain that
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g(y + z + w) + g(y) + g(z) + g(w) = g(y + z) + g(y + w) + g(z + w),
respectively, for all x, y, z,w ∈ X. By the above two equalities,
g(x + z + w) + g(y + z + w) + 2g(z) + 2g(w) − 2g(z + w)
− g(x + z) − g(x + w) − g(y + z) − g(y + w)
= −g(x) − g(y) (8)
for all x, y, z,w ∈ X. By (7),
−g(x) − g(y) = [−2g(x) − 2g(y)]+ g(x) + g(y)
= [2g(−x − y) − 2g(x + y) − 2g(−x) − 2g(−y)]+ g(x) + g(y)
for all x, y ∈ X. By (8) and the above equality,
g(x + z + w) + g(y + z + w) + 2g(z) + 2g(w) − 2g(z + w)
− g(x + z) − g(x + w) − g(y + z) − g(y + w)
= 2g(−x − y) − 2g(x + y) − 2g(−x) − 2g(−y) + g(x) + g(y) (9)
for all x, y, z,w ∈ X. Substituting z + w for z in (3),
g(x + y + z + w) + g(x) + g(y) + g(z + w) = g(x + y) + g(x + z + w) + g(y + z + w)
for all x, y, z,w ∈ X. By (9) and the above equality,
g(x + y + z + w) + 2g(−x) + 2g(−y) + 2g(z) + 2g(w)
= −g(x + y) + 2g(−x − y) + g(x + z) + g(x + w)
+ g(y + z) + g(y + w) + g(z + w) (10)
for all x, y, z,w ∈ X. Replacing z,w,x, y by x, y, z,w in (8), respectively,
2g(x + y) + g(x + z) + g(x + w) + g(y + z) + g(y + w)
= g(x + y + z) + g(x + y + w) + 2g(x) + 2g(y) + g(z) + g(w) (11)
for all x, y, z,w ∈ X. By (10) and (11),
g(x + y + z + w) + g(x + y) − g(z + w)
= g(x + y + z) + g(x + y + w) + 2g(−x − y) − 2g(x + y)
+ 2g(x) + 2g(y) − 2g(−x) − 2g(−y) − g(z) − g(w) (12)
for all x, y, z,w ∈ X. Substituting x + y, z+w2 and z+w2 for x, y and z in (3), respectively,







x + y + z + w
2
)
+ g(z + w)
for all x, y, z,w ∈ X. We get
2g
(








= g(x + y + z + w) + g(x + y) − g(z + w)
for all x, y, z,w ∈ X. By (12) and the above equality,
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(








= g(x + y + z) + g(x + y + w) + 2g(−x − y) − 2g(x + y)
+ 2g(x) + 2g(y) − 2g(−x) − 2g(−y) − g(z) − g(w)
for all x, y, z,w ∈ X. By (11) and the above equality,
2g
(
x + y + z + w
2
)





= g(x + z) + g(x + w) + g(y + z) + g(y + w)
− 2g(−x) − 2g(−y) − 2g(z) − 2g(w) (13)
for all x, y, z,w ∈ X. We obtain
g
(
x + y + z + w
2
)








g(x + z) − g(−x) − g(z)]+ 1
2
[




g(y + z) − g(−y) − g(z)]+ 1
2
[
g(y + w) − g(−y) − g(w)]
for all x, y, z,w ∈ X. By (4) and the above equality, f satisfies (2). 
Theorem 2. Let f :X × X → Y be a mapping satisfying (2) and let g :X → Y be the mapping
given by (5). If f satisfies (4), then g satisfies (3).
Proof. Letting x = y = z = w = 0 in (2) and then using (5), g(0) = 0. Putting y = x in (4) and
then using (5), g satisfies (6). By (2) and (4), g satisfies (13). Setting w = z in (13),
g(x + y + z) + g(−x) + g(−y) + g(z) = g(−x − y) + g(y + z) + g(z + x) (14)
for all x, y, z ∈ X. Taking z = 0 in (14)
g(x + y) + g(−x) + g(−y) = g(−x − y) + g(y) + g(x)
for all x, y ∈ X. Subtracting the above equality from (14), g satisfies (3). 
3. Solutions of (1) and (2)
Theorem 3. A mapping f :X × X → Y satisfies (1) if and only if there exist a bi-additive map-
ping B :X × X → Y and an additive mapping A :X → Y such that f (x, y) = B(x, y) + A(x)
for all x, y ∈ X.
Proof. We first assume that f is a solution of (1). Let x ∈ X be arbitrarily fixed. Define
gx :X → Y by gx(y) := f (x, y) for all y ∈ X. Then gx is a Jensen mapping. By [1], there
exists an additive mapping Ax :X → Y such that gx(y) = Ax(y) + gx(0) for all y ∈ X.
Define B(x, y) := Ax(y) and A(x) := gx(0) for all x, y ∈ X. Then B is bi-additive and A is
additive.
Conversely, we assume that there exist a bi-additive mapping B :X ×X → Y and an additive
mapping A :X → Y such that f (x, y) = B(x, y) + A(x) for all x, y ∈ X. Since B is additive in
the first variable and A is additive,
638 W.-G. Park, J.-H. Bae / J. Math. Anal. Appl. 323 (2006) 634–643f (x + y, z) = B(x + y, z) + A(x + y)
= B(x, z) + B(y, z) + A(x) + A(y)
= f (x, z) + f (y, z)














= B(x, y + z) + 2A(x)
= B(x, y) + B(x, z) + 2A(x)
= f (x, y) + f (x, z)
for all x, y, z ∈ X. 
Theorem 4. A mapping f :X × X → Y satisfies (1) if and only if it satisfies (2).
Proof. If f satisfies (1), then
2f
(















= f (x, z) + f (x,w) + f (y, z) + f (y,w)
for all x, y, z,w ∈ X.
Conversely, assume that f satisfies (2). Putting w = z in (2),
f (x + y, z) = f (x, z) + f (y, z)
for all x, y, z ∈ X. Setting x = y = 0 in the above equality, f (0, z) = 0 for all z ∈ X. Taking







= f (x, y) + f (x, z)
for all x, y, z ∈ X. 
Corollary 5. A function g :X → Y satisfies (3) if and only if there exists a symmetric bi-additive
function S :X × X → Y and an additive mapping A :X → Y such that g(x) = S(x, x) + A(x)
for all x ∈ X.
Proof. Define f :X ×X → Y by (4) for all x ∈ X. By Theorem 1, f satisfies (2) and (5). Using
Theorem 4, f also satisfies (1). By Theorem 3, there exist a bi-additive mapping B0 :X×X → Y
and an additive mapping A : X → Y such that f (x, y) = B0(x, y)+A(x) for all x, y ∈ X. By (5),
g(x) = B0(x, x) + A(x) (15)
for all x ∈ X.
Define S :X × X → Y by
S(x, y) := 1 [B0(x, y) + B0(y, x)]2
W.-G. Park, J.-H. Bae / J. Math. Anal. Appl. 323 (2006) 634–643 639for all x, y ∈ X. Then S is symmetric. Since B0 is bi-additive, S is additive in the first vari-
able. So S is bi-additive since S is symmetric. By (15) and using S(x, x) = B0(x, x), g(x) =
S(x, x) + A(x) for all x ∈ X.
The converse is obviously true. 
4. Stability of (1) and (2)
Let Y be complete and ϕ :X×X×X → [0,∞) and ψ :X×X×X → [0,∞) be two functions
satisfying






























2j x, y, z
)]
< ∞ (17)
for all x, y, z ∈ X.
Theorem 6. Let f :X × X → Y be a mapping such that






− f (x, y) − f (x, z)
∥∥∥∥ψ(x, y, z) (19)
for all x, y, z ∈ X. Then there exist two Cauchy–Jensen mappings FC,FJ :X×X → Y such that∥∥f (x, y) − FC(x, y)∥∥ ϕ˜(x, x, y), (20)∥∥f (x, y) − f (x,0) − FJ (x, y)∥∥ ψ˜(x, y,−y) + ψ˜(x,−y,3y) (21)
for all x, y ∈ X. The mappings FC,FJ :X × X → Y are given by
















for all x, y ∈ X.
Proof. Letting y = x and replacing z by y in (18),∥∥f (2x, y) − 2f (x, y)∥∥ ϕ(x, x, y)










2j x,2j x, y
)














2j x,2j x, y
) (22)
j=l
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Since Y is complete, the sequence { 12j f (2j x, y)} converges for all x, y ∈ X. Define
FC :X × X → Y by








for all x, y ∈ X. Putting l = 0 and taking m → ∞ in (22), one can obtain the inequality (20).
By (18),∥∥∥∥ 12j f
(












2j x,2j y, z
)


















2j x, y, z
)
for all x, y, z ∈ X and all j . Letting j → ∞ in the above two inequalities and using (16) and (17),
FC is a Cauchy–Jensen mapping.
Next, setting z = −y in (19) and replacing y by −y and z by 3y in (19), one can obtain that∥∥2f (x,0) − f (x, y) − f (x,−y)∥∥ψ(x, y,−y),∥∥2f (x, y) − f (x,−y) − f (x,3y)∥∥ψ(x,−y,3y),
respectively, for all x, y ∈ X. By two above inequalities,∥∥3f (x, y) − 2f (x,0) − f (x,3y)∥∥ψ(x, y,−y) + ψ(x,−y,3y)
for all x, y ∈ X. By the same method as above, FJ is a Cauchy–Jensen mapping which satis-
fies (21), where FJ (x, y) := limj→∞ 13j f (x,3j y) for all x, y ∈ X. 
Note that, in Theorem 6,∥∥FC(x, y) − FJ (x, y)∥∥ ϕ˜(x, x, y) + ψ˜(x, y,−y) + ψ˜(x,−y,3y) + ∥∥f (x,0)∥∥
for all x, y ∈ X.










2j x,2j y,3j z,3jw
)+ 2ϕ(2j x,2j y,−3j z,3jw)






+ 3ϕ(2j x,2j y,3j z,−3jw)+ 2∥∥f (2j+1x,0)∥∥+ 5∥∥f (x,0)∥∥
]
< ∞ (23)
for all x, y, z,w ∈ X.
Theorem 7. Let f :X × X → Y be a mapping such that∥∥∥∥2f
(
x + y, z + w
)
− f (x, z) − f (x,w) − f (y, z) − f (y,w)
∥∥∥∥ ϕ(x, y, z,w) (24)2
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that ∥∥f (x, y) − f (x,0) − F(x, y)∥∥ ϕ˜(x, x, y, y) (25)
for all x, y ∈ X. The mapping F :X × X → Y is given by








for all x, y ∈ X.






− 2f (x, z) − 2f (x,w)
∥∥∥∥ ϕ(x, x, z,w) (26)
for all x, z,w ∈ X. Putting w = −z in (26),∥∥−2f (2x,0) + 2f (x, z) + 2f (x,−z)∥∥ ϕ(x, x, z,−z) (27)
for all x, z ∈ X. Replacing z by −z and w by −z in (26),
∥∥f (2x,−z) − 2f (x,−z)∥∥ 1
2
ϕ(x, x,−z,−z) (28)
for all x, z ∈ X. By (27) and (28),
∥∥f (2x,−z) + 2f (x, z) − 2f (2x,0)∥∥ 1
2
ϕ(x, x,−z,−z) + ϕ(x, x, z,−z) (29)
for all x, z ∈ X. Setting w = −3z in (26),∥∥2f (2x,−z) − 2f (x, z) − 2f (x,−3z)∥∥ ϕ(x, x, z,−3z)
for all x, z,w ∈ X. By (29) and the above inequality,∥∥6f (x, z) + 2f (x,−3z) − 4f (2x,0)∥∥
 ϕ(x, x,−z,−z) + 2ϕ(x, x, z,−z) + ϕ(x, x, z,−3z) (30)
for all x, z ∈ X. Replacing z by 3z in (28),
∥∥f (2x,−3z) − 2f (x,−3z)∥∥ 1
2
ϕ(x, x,−3z,−3z)
for all x, z ∈ X. By (30) and the above inequality,∥∥6f (x, z) + f (2x,−3z) − 4f (2x,0)∥∥
 ϕ(x, x,−z,−z) + 2ϕ(x, x, z,−z) + ϕ(x, x, z,−3z) + 1
2
ϕ(x, x,−3z,−3z)
for all x, z ∈ X. Replacing z by −z in the above inequality,∥∥6f (x,−z) + f (2x,3z) − 4f (2x,0)∥∥
 ϕ(x, x, z, z) + 2ϕ(x, x,−z, z) + ϕ(x, x,−z,3z) + 1
2
ϕ(x, x,3z,3z)
for all x, z ∈ X. By (27) and the above inequality,
642 W.-G. Park, J.-H. Bae / J. Math. Anal. Appl. 323 (2006) 634–643∥∥6f (x, z) − f (2x,3z) − 2f (2x,0)∥∥
 ϕ(x, x, z, z) + 2ϕ(x, x,−z, z) + ϕ(x, x,−z,3z) + 1
2
ϕ(x, x,3z,3z)
+ 3ϕ(x, x, z,−z)




















2j x,2j x,3j y,3j y
)+ 2ϕ(2j x,2j x,−3j y,3j y)






+ 3ϕ(2j x,2j x,3j y,−3j y)
]





























2j x,2j x,3j y,3j y
)+ 2ϕ(2j x,2j x,−3j y,3j y)






+ 3ϕ(2j x,2j x,3j y,−3j y)
]
(31)
for all x, y ∈ X. By (23) and (31), the sequence { 16j f (2j x,3j y)} is a Cauchy sequence for all
x, y ∈ X. Since Y is complete, the sequence { 16j f (2j x,3j y)} converges for all x, y ∈ X. Define
F :X × X → Y by












2j (x + y), 3


























2j x,2j y,3j z,3jw
)
for all x, y, z,w ∈ X. Letting j → ∞ and using (23), F satisfies (2). By Theorem 4, F is a
Cauchy–Jensen mapping. Setting l = 0 and taking m → ∞ in (31), one can obtain the inequal-
ity (25). If G :X × X → Y is another Cauchy–Jensen mapping satisfying (25),





∥∥F (2nx,3ny)− f (2nx,0)− f (2nx,3ny)∥∥
+ 1
6n






)→ 0 as n → ∞
for all x, y ∈ X. Hence the mapping F is the unique Cauchy–Jensen mapping, as desired. 
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