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QUANTITATIVE HOMOGENIZATION OF THE DISORDERED ∇φ
MODEL
PAUL DARIO
Abstract. We study the∇φmodel with uniformly convex HamiltonianH(φ) :=
∑
V (∇φ)
and prove a quantitative rate of convergence for the finite-volume surface tension as well
as a quantitative rate estimate for the L2-norm for the field subject to affine boundary
condition. One of our motivations is to develop a new toolbox for studying this problem
that does not rely on the Helffer-Sjo¨strand representation. Instead, we make use of the
variational formulation of the partition function, the notion of displacement convexity
from the theory of optimal transport, and the recently developed theory of quantitative
stochastic homogenization.
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1. Introduction
Many physical phenomena exhibit a transition between two pure phases, especially at
low temperature. The first mathematical model to understand the macroscopic shape of
the interface separating the two phases was introduced by Wulff in 1901 in [45] to describe
the shape of a crystal at equilibrium: it characterizes the interfaces as minimizers of the
Wulff functional, defined by, for a subset E ⊆ Rd,
(1.1) W (E) :=
ˆ
∂E
σ (n(x)) dx,
where n is the outward normal to ∂E at x, σ is a surface tension, under a volume constraint
vol(E) = v. The minimizer of the Wulff functional is called the Wulff shape. From a
mathematical point of view, the interfaces are macroscopic objects, and one would like to
describe them using models from statistical mechanics which are defined on a microscopic
level. Many important results in this direction were obtained on various models in the 90s;
in [1], Alexander, Chayes and Chayes derived a Wulff construction for the two dimensional
supercritical Bernoulli bond percolation. In the monograph [21], Dobrushin, Kotecky´
and Shlosman, studied the two dimensional ferromagnetic Ising model at low temperature
with periodic boundary conditions. These results were later extended to every temperature
below the critical one, and we refer to the works of Ioffe [33, 34], Schonmann, Shlosman [43]
and Pfister, Velenik [42] and by Ioffe and Schonmann in [35]. In dimension 3, Cerf proved
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in [14] a Wulff construction for the supercritical Bernoulli bound percolation. Bodineau
in [13] proved a similar result for the Ising model in any dimension d ≥ 3 at low temperature.
Cerf and Pisztora in [15] proved a Wulff construction for Ising in dimension larger than 3
for temperatures below a limit of slab-thresholds.
In this article, we consider the discrete Ginzburg-Landau or ∇φ-model in dimension
d ≥ 2, which is a model of stochastic interface defined as follows. We assume that the
interface is a discrete object which has only one degree of freedom; it is represented by
a set of the form
{
(x, φ(x)) : x ∈ Zd} ⊆ Zd × R, where φ is a map from Zd to R which
encodes the height of the interface. We associate to a configuration φ an energy computed
through the Hamiltonian,
H (φ) :=
∑
|x−y|=1
V (φ(x)− φ(y)) ,
where V : R→ R is an elastic potential satisfying the properties
(i) V is even: V (x) = V (−x) for each x ∈ R,
(ii) V is uniformly convex: there exists an ellipticity parameter λ ∈ (0, 1] such that for
each x, y ∈ R,
(1.2) λ|x− y|2 ≤ V (x) + V (y)− 2V
(
x+ y
2
)
≤ 1
λ
|x− y|2.
To this system, one can associate a Langevin dynamics, given by the stochastic differential
equation
dφt(x) = −
∑
|y−x|=1
V ′ (φt(x)− φt(y)) dt+
√
2dBt (x) , x ∈ Zd,
where (Bt (x))x∈Zd is a family of independent normalized Brownian motions. This dynam-
ics has an invariant Gibbs measure formally given by the formula
(1.3)
1
Z
exp (−H (φ))
∏
x
dφ(x),
where the parameter Z is the partition function, chosen such that the measure (1.3) is a
probability measure.
A typical result one wishes to prove is that a properly rescaled version of the interface
approaches, over large scales, a deterministic shape and to characterize this deterministic
object in the spirit of a Wulff construction (see [10, 24, 20]). A quantity of interest is
thus the surface tension of the model which is defined by the following procedure. We first
define the finite volume surface tension according to the formula, for every p ∈ Rd,
ν (Qr, p) := − 1
rd
log

ˆ e−H(φ) ∏
x∈Qr
dφ(x)
∏
x∈∂Qr
δp·x (dφ(x))

 .
In [24], Funaki and Spohn proved that as the size of the cube tends to infinity, the finite-
volume surface tension converges, i.e.,
(1.4) ν (Qr, p) −→
r→∞
ν¯ (p) .
The limit ν¯ is the surface tension of the model. The proof relies on a subadditivity argument
and is thus qualitative. The main result of this article is to obtain an algebraic rate of
convergence for the finite-volume surface tension and is stated below.
Theorem 1.1 (Quantitative convergence of the finite-volume surface tension). There exist
a constant C := C(d, λ) <∞ and an exponent α := α(d, λ) > 0 such that for each p ∈ Rd,
(1.5) |ν(Qr, p)− ν¯(p)| ≤ Cr−α(1 + |p|2).
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The second main result of this article is to deduce a quantitative L2 sublinearity estimate
for the field φ distributed according to the Gibbs measure (1.3), in a cube with affine
boundary conditions.
Theorem 1.2 (L2 contraction of the Gibbs measure). For each p ∈ Rd, we let lp be the
affine function of slope p, i.e., for each x ∈ Zd, lp(x) = p · x. We let φr,p : Qr 7→ R be a
random variable distributed according to the Gibbs measure
P (dφ) :=
1
Z
e−H(lp+φ)
∏
x∈Qr
dφ(x)
∏
x∈∂Qr
δ0 (dφ(x)) ,
where Z is the partition function chosen such that P is a probability measure. Then there
exist a constant C := C(d, λ) <∞ and an exponent α := α(d, λ) > 0 such that
1
r2
E

 1
rd
∑
x∈Qr
|φr,p(x)|2

 ≤ Cr−α (1 + |p|2) .
These theorems are the first quantitative results for convergence of the surface tension
of the ∇φ-model and should be seen as a first step to develop a quantitative theory on this
model. A first reasonable objective would be to extend these results to more general con-
ditions, instead of the affine boundary condition presented in Theorem 1.2. Such a result
would prove that the properly rescaled version of the interface φ converges quantitatively
to a deterministic interface, which is a critical point of the Wulff functional involving the
surface tension ν¯.
The result obtained is suboptimal since we only obtain an algebraic rate of conver-
gence for some small exponent α > 0. In the specific case of the Gaussian free field, i.e.,
when Ve(x) = x
2, the finite volume surface tension can be computed explicitly and the
convergence takes place at the following rate
|νGFF(Qr, p)− ν¯GFF(p)| ∼ Cr−1.
We expect that this rate should also be the optimal rate in the case of uniformly convex
potentials considered in this article.
The ∇φ-model and its large-scale properties have already been studied in several works.
A common tool to study this model is the Helffer-Sjo¨strand PDE representation which
originates in the work of Helffer and Sjo¨strand [32]. Naddaf and Spencer in [40] proved a
central limit theorem for this model by homogenizing the infinite dimensional elliptic PDE
obtained from the Helffer-Sjo¨strand representation. Funaki and Spohn in [24] studied the
dynamics of this model and proved that the suitably rescaled version of the dynamic field
φt converges toward a deterministic field which is solution to a parabolic PDE involving
the surface tension. Deuschel Giacomin and Ioffe in [20] established the large scale L2
convergence of the interface to some deterministic function, which can be characterized
as a minimizer of a Wulff functional, as well as a large deviation principle. These result
were later extended by Funaki and Sakagawa in [23]. In 2001, Giacomin, Olla and Spohn
established in [25] a central limit theorem for the Langevin dynamics associated to this
model. More recently Miller in [39] proved a central limit theorem for the fluctuation field
around a macroscopic tilt.
The Helffer-Sjo¨strand representation is a very powerful tool, but may also face some
limitations. The PDE operator arising in this representation contains a divergence-form
part whose coefficients are given by V ′′. In case when V ′′ is singular, or of a varying sign,
then it is rather unclear how to proceed (see however [17, 12, 16]). Besides the specific
results to be proved in this paper, we are interested in developing new tools to study the
∇φ model that completely forego any reference to the Helffer-Sjo¨strand representation.
We rely instead on the variational formulation of the free energy, and of the displacement
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convexity of the associated functional; to the best of our knowledge, it is the first time
that tools from optimal transport are being used to study this model.
The mechanism by which we obtain a rate of convergence is inspired by recent develop-
ments in the homogenization of divergence-form operators with random coefficients. The
first results in this context date back to the early 1980s, with the results of Kozlov [36],
Papanicolaou-Varadhan [41] and Yurinski˘ı [46] who were able to prove qualitative homoge-
nization for linear elliptic equations under very general assumptions on the coefficient field.
These results were later extended by Dal Maso and Modica in [18, 19] to the nonlinear
setting. Obtaining quantitative rates of convergence has been the subject of much recent
study over the past few years. Some notable progress were achieved by Gloria, Neukamm
and Otto [30, 31, 29] and by Armstrong, Kuusi, Mourrat and Smart [4, 5, 6, 8, 7].
While most of the theory developed to understand stochastic homogenization focuses on
linear elliptic equations, the closest analogy with the ∇φ interface model is the stochastic
homogenization of nonlinear equations. In this setting, the results are more sparse: one
can mention the work of Armstrong, Mourrat and Smart [7, 8] who quantified the works
of Dal Maso and Modica [18, 19]. More recently, Arsmtrong, Ferguson and Kuusi [3] were
able to adapt part of the theory developed in the linear setting to the nonlinear setting.
While the theory is usually presented in the case of uniformly elliptic environment, the
extension of the theory to the setting degenerate or perforated environment has been a
subject of attention (see for instance [37, 9, 27, 26, 2]). We hope that ideas and strategies
presented in these works could be useful to obtain information on some ∇φ-models with
non-uniformly elliptic potential.
1.1. Notations and assumptions.
1.1.1. Notations for the lattice and cubes. In dimension d ≥ 2, let Zd be the standard
d-dimensional hypercubic lattice, Bd :=
{
(x, y) : x, y ∈ Zd, |x− y| = 1} the set of unori-
ented nearest neighbors, or bonds, and Ed be the set of oriented nearest neighbors, or edges.
We denote the canonical basis of Rd by {e1, . . . , ed}. For x, y ∈ Zd, we write x ∼ y if x and
y are nearest neighbors. For x ∈ Zd and r > 0, we denote by B(x, r) ⊆ Zd the discrete
ball of center x and of radius r. We usually denote a generic bond by e. For a given subset
U of Zd, we denote by Bd(U) the bonds of U , i.e,
Bd(U) := {(x, y) ∈ Bd : x ∈ U, y ∈ U and x ∼ y} .
If we wish to talk about edges, we use an arrow to distinguish them from the bonds. We
denote by
→
e a generic edge. Similarly, we denote by Ed the edges of U ,
Ed(U) := {−→xy ∈ Ed : x ∈ U, y ∈ U and x ∼ y} .
We denote by ∂U the discrete boundary of U , defined by
∂U :=
{
x ∈ U : ∃y ∈ Zd, y ∼ x and y /∈ U
}
and by Uo the discrete interior of U ,
Uo := U \ ∂U.
We also denote by |U | the cardinality of U , we refer to this quantity as the (discrete)
volume of U . For N ∈ N, we write NZd to refer to the set {Nx : x ∈ Zd} ⊆ Zd. A cube
of Zd is a set of the form
Z
d ∩
(
z + [0, N ]d
)
, z ∈ Zd, N ∈ N.
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We define the size of a cube given in the previous display above to be the integer N + 1.
For n ∈ N, we denote by n the discrete triadic cube of size 3n,
n :=
(
−3
n
2
,
3n
2
)d
∩ Zd.
We say that a cube  is a triadic cube if it can be written
 = (z +n), for some n ∈ N, and z ∈ 3nZd.
Note that two triadic cubes are either disjoint or included in one another. Moreover for
each n ∈ N, the family of triadic cubes of size 3n forms a partition of Zd. A caveat must
be mentioned here, the family of triadic cubes (z +n)z∈3nZd forms a partition of Z
d but
the family of edges (B (z +n))z∈3nZd does not form a partition of Bd, indeed the edges
connecting two triadic cubes are missing, i.e., the edges of the set{
(x, y) ∈ Bd : ∃z ∈ 3nZd, x ∈ (z +n) and y /∈ (z +n)
}
.
We mention that the volume of a discrete triadic cube of the form z +n is 3
dn.
Given two integers m,n ∈ N with m < n, we denote by
(1.6) Zm,n := 3mZd ∩n,
we also frequently use the shortcut notation
Zn := Zn,n+1 = 3nZd ∩n+1.
These sets have the property that (z +m)z∈Zm,n is a partition of m. In particular
(z +n)z∈Zn is a partition of n+1.
1.1.2. Notations for functions. For a bounded subset U ⊆ Zd, and a function φ : U → R,
we denote by (φ)U its mean defined by the formula
(φ)U :=
1
|U |
∑
x∈U
φ(x).
We let h10(U) and h˚
1(U) be the set of functions from U to R with value zero on the
boundary of U and mean zero respectively, i.e.,
h10(U) := {φ : U → R : u = 0 on ∂U}
and
h˚1(U) := {ψ : U → R : (ψ)U = 0} .
These spaces are finite dimensional and their dimension is given by the formulas
dimh10(U) = |U \ ∂U | and dim h˚1(U) = |U | − 1.
We sometimes need to restrict functions, to this end we introduce the following notation,
for any subsets U, V ⊆ Zd satisfying V ⊆ U , and any function φ : U → R, we denote by
φ|V the restriction of φ to V . A vector field G on U is a function
G : Ed(U)→ R
which is antisymmetric, that is, G (−→xy) = −G (−→yx) for each x, y ∈ Ed(U). Given a function
φ : U → R, we define its gradient by, for each −→e = −→xy ∈ Ed(U),
∇φ (−→e ) = φ(y)− φ(x).
The divergence of a vector field G is the function from U to R defined by, for each x ∈ U ,
divG(x) =
∑
y∈U,y∼x
G (−→xy) .
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We also define the discrete Laplacian ∆ of a function φ : U → R by the formula, for each
x ∈ U ,
∆φ(x) =
∑
y∈U,y∼x
(φ(y)− φ(x)) .
For p ∈ Rd, we also denote by p the constant vector field given by
(1.7) p(x, y) := p · (x− y).
Given two vector fields F and G, we define their product to be the function defined on the
set of unoriented edges by
F ·G(x, y) = F (−→xy)G(−→xy).
This notation is frequently applied when F is a constant vector q and when G is the
gradient of a function ∇ψ, so we write, for each (x, y) ∈ Bd,
q · ∇ψ(x, y) = q(x, y)∇ψ(x, y).
We also often use the shortcut notation∑
e⊆U
to mean
∑
e∈Bd(U)
.
If one assumes additionally that U is bounded, then for any vector field F : Ed(U) → R,
we denote by 〈F 〉U the unique vector in Rd such that, for each p ∈ Rd
p · 〈F 〉U =
1
|U |
∑
e⊆U
p · F (e).
1.1.3. Notations for vector spaces and scalar products. Let V be a finite dimensional real
vector space equipped with a scalar product (·, ·)V , this space can be endowed with a
canonical Lebesgue measure denoted by LebV . This measure is simply denoted by dx
when we integrate on V , i.e., we write, for any measurable, integrable or non-negative,
function f : V → R,
(1.8)
ˆ
V
f(x) dx to mean
ˆ
V
f(x) LebV (dx).
For any linear subspaceH ⊆ V , we denote by H⊥ the orthogonal complement of H. Given
H,K ⊆ V , we use the notation
V = H
⊥⊕K if V = H ⊕K and ∀(h, k) ∈ H ×K, (h, k)V = 0.
Note that from the scalar product on V , one can define scalar products on H and H⊥
naturally by restricting the scalar product on V to these spaces. Consequently, the spaces
H and H⊥ are equipped with Lebesgue measures denoted by LebH and LebH⊥ . These
measures are related to the Lebesgue measure on V by the relation
(1.9) LebV = LebH ⊗LebH⊥ ,
where the notation ⊗ is used to denote the standard product of measures. Note that we
used in the previous notation the equality V = H
⊥⊕H⊥ to obtain a canonical isomorphism
between the spaces V (on which LebV is defined), and the space H × H⊥ (on which
LebH ⊗LebH⊥ is defined).
Given a bounded subset U ⊆ Zd, we equip any linear space V of functions from U to R
with the standard L2 scalar product, i.e., for any φ,ψ ∈ V , we define
(φ,ψ)V :=
∑
x∈U
φ(x)ψ(x).
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This in particular applies to the spaces h10(U) and h˚
1(U). From now on, we consider
that these spaces are equipped with a scalar product and consequently with Lebesgue
measure denoted by Lebh10(U) and Lebh˚1(U), or simply by dx when we use the notation
convention (1.8).
1.1.4. Notations for measures and random variables. For any finite dimensional real vector
space V , we denote by P(V ) the set of probability measures on V equipped with its Borel
σ-algebra denoted by B(V ). For a pair of finite dimensional real vector spaces V and W ,
and a measure pi ∈ P(V ×W ), the first marginal of pi is the probability measure µ ∈ P(V )
defined by, for each A ∈ B(V ),
µ(A) := pi (A×W ) ,
we similarly define the second marginal as a measure in P(W ). Given two probability
measures µ ∈ P(V ) and ν ∈ P(W ), we denote by Π(µ, ν) the set of probability measures
of P (V ×W ) whose first marginal is µ and second marginal is ν, i.e.,
Π(µ, ν) := {pi ∈ P(V ×W ) : ∀(A,B) ∈ (B(V ),B(W )) , pi (A×W ) = µ(A)
and pi (V ×B) = ν(B)} .
We define a coupling between two probability measures µ ∈ P(V ) and ν ∈ P(W ) to be
a measure in Π(µ, ν). For a generic random variable X, we denote by PX its law. Given
two random variables X and Y , a coupling between X and Y is a random variable whose
law belongs to Π(PX ,PY ).
We mention that in this article we do not assume that there is an underlying probability
space (Ω,F ,P) on which all the random variables are defined. We use the random variables
as proxy for their laws to simplify the notations. A consequence of this is that given two
random variables X and Y , we have to be careful to first define a coupling between X and
Y if one wants to work with the random variables X + Y , XY etc.
Given a measurable space (X,F) and two σ-finite measures µ and ν on X, we write
µ ≪ ν to mean that µ is absolutely continuous with respect to ν, and denote by dµdν the
Radon-Nikodym derivative of µ with respect to ν. If we are given a second measurable
space (Y,F ′) and a measurable map T : X → Y , we denote by T∗µ the pushforward of the
measure µ by the map T .
1.1.5. Notations for the ∇φ model. We consider a family of functions (Vi)i=1,...,d ∈ C2(R)
satisfying the following assumptions, for each i ∈ {1, . . . , d},
(1) Symmetry: for each x ∈ R, Vi(x) = Vi(−x);
(2) Uniform convexity: there exists λ ∈ (0, 1) such that λ < V ′′i < 1λ ;
(3) Normalization: The value of Vi at 0 is fixed: Vi(0) = 0.
Assumption (2) implies, for each p1, p2 ∈ R,
(1.10) λ |p1 − p2|2 ≤ Vi (p1) + Vi (p2)− 2Vi
(
p1 + p2
2
)
≤ 1
λ
|p1 − p2|2 .
From the first and second assumptions, we see that the functions Vi have a unique minimum
achieved in 0. The third assumption is not necessary and can be easily removed, but thanks
to this assumption we have the convenient inequality, for each x ∈ R,
λ|x|2 ≤ Vi(x) ≤ 1
λ
|x|2.
For each bond e ∈ Bd, we define Ve := Vi where i is the unique integer in {1, . . . , d} such
that e can be written (x, x + ei) for some x ∈ Zd. We then define the partition function,
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for each bounded subset U ⊆ Zd and for each p ∈ Rd,
(1.11) Zp (U) :=
ˆ
h10(U)
exp

−∑
e⊆U
Ve(p(e) +∇φ(e))

 dφ,
where we recall that the notation p(e) denotes the constant vector field introduced in (1.7)
and dφ stands for the Lebesgue measure on h10(U). Note that thanks to the symmetry
of the functions Vi, even if the vector field p + ∇φ is defined for edges, the quantity
Ve(p(e) + ∇φ(e))) can be defined for bonds. From this, one can define the finite-volume
surface tension
(1.12) ν(U, p) := − 1|U | lnZp (U)
and the probability measure on h10(U)
PU,p(dφ) :=
exp
(
−∑e⊆U Ve(p(e) +∇φ(e))) dφ
Zp (U)
.
We also denote by φU,p a random variable of law PU,p. These objects are frequently used
with triadic cubes, we thus define the shortcut notations, for n ∈ N,
Pn,p := Pn,p,
and by φn,p a random variable of law Pn,p. We also define the quantity, for each q ∈ Rd,
(1.13) Z∗q (U) :=
ˆ
h˚1(U)
exp

−∑
e⊆U
(Ve(∇ψ(e)) − q · ∇ψ(e))

 dψ,
as well as the quantity
(1.14) ν∗(U, q) :=
1
|U | lnZ
∗
q (U) ,
and the probability measure
P
∗
U,q(dψ) :=
exp
(
−∑e⊆U (Ve(∇ψ(e)) − q · ∇ψ(e))) dψ
Z∗q (U)
.
We denote by ψU,p a random variable of law P
∗
U,p and we frequently write P
∗
n,q and ψn,p
instead of P∗
n,q
and ψn,p.
1.1.6. Convention for constants and exponents. Throughout this article, the symbols c and
C denote positive constants which may vary from line to line. These constants may depend
solely on the parameters d, the dimension of the space, and λ, the ellipticity bound on
the second derivative of the function Ve. Similarly we use the symbols α and β to denote
positive exponents which may vary from line to line and depend only on d and λ. Usually,
we use C for large constants (whose value is expected to belong to [1,∞)) and c for small
constants (whose value is expected to be in (0, 1]). The values of the exponents α and β
are always expected to be small.
We also frequently write C := C(d, λ) < ∞ to mean that the constant C depends only
on the parameters d, λ and that its value is expected to be large. We may also write
C := C(d) < ∞ or C := C(λ) < ∞ if the constant C depends only on d (resp. λ). For
small constants or exponents we use the notations c := c(d, λ) > 0, α := α(d, λ) > 0,
β := β(d, λ) > 0.
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1.2. Main result. The objective of this article is to obtain a quantitative rate of conver-
gence for the finite-volume surface tension ν(n, p). We also obtain an algebraic rate of
convergence for the quantity ν∗ and prove that the two surface tensions ν and ν∗ are, in
the limit, convex dual. This is stated in the following theorem.
Theorem 1.1 (Quantitative convergence of the surface tensions). There exist a constant
C := C(d, λ) < ∞ and an exponent α := α(d, λ) > 0 such that for each p, q ∈ Rd, there
exist two real numbers ν¯(p) and ν¯∗(q) such that
(1.15) |ν(n, p)− ν¯(p)| ≤ C3−αn(1 + |p|2),
and
(1.16) |ν∗(n, q)− ν¯∗(q)| ≤ C3−αn(1 + |q|2).
Moreover the functions p → ν¯(p) and q → ν¯∗(q) are uniformly convex, i.e., there exists a
constant C := C(d, λ) <∞ such that for each p1, p2 ∈ Rd
(1.17)
1
C
|p1 − p2|2 ≤ ν¯ (p1) + ν¯ (p2)− 2ν¯
(
p1 + p2
2
)
≤ C |p1 − p2|2 ,
for each q1, q2 ∈ Rd,
(1.18)
1
C
|q1 − q2|2 ≤ ν¯∗ (q1) + ν¯∗ (q2)− 2ν¯∗
(
q1 + q2
2
)
≤ C |q1 − q2|2 ,
and are dual convex, i.e., for each q ∈ Rd
(1.19) ν¯∗(q) = sup
p∈Rd
(−ν¯(p) + p · q) .
Remark 1.3. The uniform convexity property (1.17) is already known and was proved by
Deuschel, Giacomin and Ioffe in [20, Lemma 3.6].
Remark 1.4. To build some intuition on the quantities ν and ν∗ and see that they are convex
dual, one can consider the specific case of the Gaussian free field, i.e., when Ve(x) := βx
2,
for some strictly positive coefficient β. In this case, the value of the surface tensions can
be explicitly computed and one has, for each p, q ∈ Rd,
ν (n, p) = β|p|2 + Cn,Dir and ν∗ (n, q) = 1
4β
|q|2 − Cn,Neu,
where the constants Cn,Dir and Cn,Neu can be computed explicitly in terms of the parameter
β and of the eigenvalues of the discrete Laplacian on the cube n with Dirichlet and
Neumann boundary conditions, respectively. As the size of the cube n tends to infinity,
these two constants converge to the same constant which we denote by C := C(β, d) <∞.
From this argument, one deduces the following formula for the surface tensions ν¯ and ν¯∗,
for each p, q ∈ Rd,
ν¯ (p) := β|p|2 + C and ν¯∗ (q) := 1
4β
|q|2 − C,
which shows in particular that the two functions ν¯ and ν¯∗ are convex dual.
Remark 1.5. These results give a quantitative rate of convergence for the surface tension
which is suboptimal: we only obtain an algebraic rate of convergence for some small
exponent α > 0. The reason which justifies this exponent α is the following. The main
idea of the proof is to obtain an inequality of the form
(1.20) ν (n+1, p)− ν¯(p) ≤ C (ν (n, p)− ν (n+1, p)) ,
which implies the algebraic rate of convergence thanks to the two following arguments:
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(1) the inequality (1.20) can be rearranged to obtain
(1.21) ν (n+1, p)− ν¯(p) ≤ C
C + 1
(ν (n, p)− ν¯(p)) ;
(2) since the sequence (ν (n, p))n∈N is decreasing (see Proposition 3.1 or [24, Lemma
II.1]), the value (ν (n, p)− ν¯(p)) is non-negative and we deduce from the esti-
mate (1.21),
ν (n, p)− ν¯(p) ≤
(
C
C + 1
)n
(ν (0, p)− ν¯(p)) .
Since the number CC+1 is strictly smaller than 1, we obtain an algebraic rate of
convergence with the exponent α := 1ln 3 ln
C+1
C . Since we do not have a good
control on the value of the constant C in the proof, the exponent α obtained is not
explicit.
The precise statements are more involved and make use of the dual surface tension ν∗. We
refer to Section 4.3, and more specifically to the result of Proposition 4.5, and to Section 4.4
for the details.
From this, we deduce that the random variables φn,p and ψn,q are close to affine functions
in the expectation of the L2-norm. Before stating the result, we note that (1.17) and (1.18)
imply that the functions p → ν¯(p) and q → ν¯∗(q) are C1,1 and we denote their gradients
by ∇pν¯ and ∇qν¯∗.
Theorem 1.2 (L2 contraction of the Gibbs measure). There exist a constant C :=
C(d, λ) <∞ and an exponent α := α(d, λ) > 0 such that for each n ∈ N, p, q ∈ Rd,
1
(diamn)
2E
[
1
|n|
∑
x∈n
(
|φn,p(x)|2 + |ψn,q(x)−∇qν¯∗(q) · x|2
)]
≤ C3−αn (1 + |p|2 + |q|2) .
Remark 1.6. While the results of the two theorems are stated for deterministic potentials
Ve, we expect that similar results, with similar proofs, should hold in the case of random
potentials, with a stationary law and strong enough mixing conditions. Indeed the tech-
niques developed in [6], which we try to adapt here and which rely on similar subadditive
quantities, are designed to work in a random setting and their methods should be applica-
ble to treat the random potential case. This generalization will affect the proofs by adding
an additional layer of notations; moreover some concentration inequalities will be required
to conclude.
Remark 1.7. Qualitative versions of the previous statements, and in particular a qualitative
version of Theorem 1.1 can be obtained by a (much softer) subadditivity argument and was
established by Funaki and Spohn in [24, Lemma II.1]. Their result is stated in this article
in Proposition 3.1. Obtaining quantitative rate of convergence is a different problem since
the subadditivity arguments are purely qualitative. To obtain such results, one has to
work with the two subadditive quantities ν and ν∗ together; the idea is to show that they
are approximately convex dual, to quantify the defect of convex duality and to deduce a
rate of convergence for these quantities.
1.3. Strategy of the proof. The strategy of the proof is to use the ideas from the
theory of quantitative stochastic homogenization, and in particular the ideas developed by
Armstrong, Kuusi, Mourrat and Smart in [6] and [8] to the setting of the ∇φ model. To
this end, we introduce the two quantities ν and ν∗, which are in some sort equivalent to
the subadditive quantities with the same notation used in [6, Chapters 1 and 2].
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The idea is then to find a variational formulation for these quantities to rewrite them as
a minimization problem of a convex functional, this is done in Section 2.2. This functional
involves a term of entropy and it is not a priori clear that it is convex. To solve this
issue, we appeal to the theory of optimal transport and more specifically to the notion of
displacement convexity to obtain some sort of convexity for the entropy.
Once this is done, we are able to collect some properties about ν and ν∗ which match
the basic properties of the equivalent quantities in stochastic homogenization, and one can
for instance compare Propostion 3.1 with Lemma 1.1 of [6]. One can then exploit the
convex duality between ν and ν∗ to obtain a quantitative rate of convergence for these
quantities as it is done in Section 4.
1.4. Outline of the paper. The rest of the article is organized as follows. In Section 2, we
collect some preliminary results which are useful to prove the main theorems. Specifically,
we introduce the differential entropy of a measure and state some of its properties, we
also record some definitions from the theory of optimal transport and state the main
result we need to borrow from this theory, namely the displacement convexity of the
entropy, Proposition 2.10. We also introduce the variational formulation for ν and ν¯∗ in
Section 2.2. In Section 2.4, we state and prove a technical lemma which allows to construct
suitable coupling between random variables. We then complete Section 2 by stating some
functional inequalities on the lattice Zd, in particular the multiscale Poincare´ inequality
which is an important ingredient in the proofs of Theorems 1.1 and 1.2.
In Section 3, we use the tools from Section 2 to prove a series of properties on the
quantities ν and ν∗, summarized in Proposition 3.1.
In Section 4, we combine the tools collected in Section 2 with the results proved in
Section 3 to first prove that the variance of the random variable (∇ψn,q)n contracts,
this is done in Lemma 4.2. We then deduce from this result and the multiscale Poincare´
inequality that the random variable ψn,q is close to an affine function in the L
2-norm, this
is the subject of Proposition 4.4. We then use these results combined with a patching
construction, reminiscent to the one performed in [8], to prove Theorems 1.1 and 1.2.
Appendix A is devoted to the proof of some technical estimates useful in Sections 2
and 3.
Appendix B is devoted to the proof of some inequalities from the theory of elliptic
equations adapted to the setting of the ∇φ model. More precisely, we prove a version of
the Caccioppoli inequality, the reverse Ho¨lder inequality and the Meyers estimate for the
∇φ-model.
1.5. Acknowledgments. I would like to thank Jean-Christophe Mourrat for helpful dis-
cussions and comments.
2. Preliminaries
2.1. The entropy and some of its properties. In this section, we define one of the
main tools used in this article, the differential entropy, we then collect a few properties of
this quantity which are used in the rest of the article.
Definition 2.1 (Differential entropy). Let V be a finite dimensional vector space equipped
with a scalar product. Denote by B(V ) the Borel σ-algebra associated with V . Consider
the Lebesgue measure on V and denote it by Leb. For each probability measure P on V ,
we define its entropy according to the formula
H (P) :=


ˆ
V
dP
dLeb
(x) ln
(
dP
dLeb
(x)
)
dx if P≪ Leb and dP
dLeb
ln
(
dP
dLeb
)
∈ L1 (V ) ,
+∞ otherwise.
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Remark 2.2. • In this article we implicitly extend the function x→ x lnx by 0 at 0.
• We emphasize that the usual definition of the differential entropy is stated with
the function x → −x lnx instead of the function x → x lnx. Adopting the other
sign convention is more meaningful in this article because we want the entropy to
be convex in the sense of displacement convexity as it is explained in the following
sections.
We now record a few properties about the entropy. We first study how the entropy
behaves under translation and affine change of variables. These properties are standard
and fairly simple to prove, the details are thus omitted.
Proposition 2.3 (Translation and linear change of variables of the entropy). Let X be a
random variable taking values in a finite dimensional real vector space V equipped with a
scalar product. Denote by PX the law of X. For each a ∈ V , we denote by PX+a the law
of the random variable X + a. Then we have
(2.1) H (PX+a) = H (PX) .
Now consider a linear map L from V to V . We denote by PL(X) the law of the random
variable L(X). Then we have
(2.2) H
(
PL(X)
)
= H (PX)− ln |detL| .
In particular if L is non invertible then detL = 0 and H
(
PL(X)
)
=∞.
Let V,W be two finite dimensional real vector spaces equipped with scalar products
denoted by (·, ·)V and (·, ·)W . Denote by LebV and LebW the Lebesgue measures on V
and W . Consider the space V ×W . Define a scalar product on this space by, for each
v, v′ ∈ V and each w,w′ ∈W ,
(2.3)
(
(v,w), (v′, w′)
)
V×W
=
(
v, v′
)
V
+
(
w,w′
)
W
.
Then the Lebesgue measure on V ⊕W satisfies
LebV×W = LebV ⊗LebW .
The following proposition gives a property about the entropy of a pair of random variables.
Proposition 2.4. Let V,W be two finite dimensional real vector spaces equipped with
scalar products. Consider the space V ×W equipped with the scalar product defined in (2.3).
Let X and Y be two random variables valued in respectively V and W . Assume that
H (PX) < ∞, H (PY ) < ∞ and that we are given a coupling (X,Y ) between X and Y .
Then we have
H
(
P(X,Y )
) ≥ H (PX) +H (PY ) ,
with equality if and only if the random variables X and Y are independent.
Remark 2.5. This inequality states that the entropy of two random variable is minimal
when X and Y are independent. This is due to the sign convention adopted in Defini-
tion 2.1.
Proof. These estimates can be obtained using the convexity of the function x→ x lnx and
the Jensen inequality. The proof is standard and the details are omitted. 
Frequently in this article, the previous proposition is used with the following formulation.
Proposition 2.6. Let U be a finite dimensional vector space equipped with a scalar product
and assume that we are given two linear subspaces of U , denoted by V and W , such that
U = V
⊥⊕W.
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Assume moreover that we are given two random variables X and Y taking values respec-
tively in V and W . Assume that H (PX) < ∞, H (PY ) < ∞ and that we are given a
coupling (X,Y ) between X and Y . Then we have
H (PX+Y ) ≥ H (PX) +H (PY ) ,
where the entropy of X + Y (resp. X and Y ) is computed with respect to the Lebesgue
measure on U (resp. V and W ). Moreover there is equality in the previous display if and
only if X and Y are independent.
Proof. This proposition is a consequence of Proposition 2.4 and the fact that there exists
a canonical isometry between U and V ×W given by
(2.4) Φ :
{
V ×W → U
(v,w) 7→ v + w.

2.2. Variational formula for the surface tensions ν and ν∗. One of the important
ingredients of this article is to introduce a convex functional Fn,p (resp. F∗n,q) defined on set
of the probability measures on the space h10(n) (resp. h˚
1(n)) such that Pn,p (resp. P
∗
n,q)
is the minimizer of Fn,p (resp. F∗n,q). The convexity of Fn,p (resp. F∗n,q) allows to perform
a perturbative analysis around its minimizer, i.e., the measure Pn,p (resp. P
∗
n,q), and to
obtain quantitative estimates which turn out to be crucial in the proof of Theorem 1.1.
Definition 2.7. For each n ∈ N and each p, q ∈ Rd, we define
Fn,p :


P (h10(n))→ R
P 7→ E

∑
e⊆n
Ve (p · e+∇φe)

+H (P) ,
where φ is a random variable of law P. Similarly, we define
F∗n,q :


P
(˚
h1(n)
)
→ R
P
∗ 7→ E

∑
e⊆n
(Ve (∇ψ(e)) − q · ∇ψ(e))

+H (P∗) ,
where ψ is a random variable of law P∗.
The main property about this functional is stated in the following proposition.
Proposition 2.8. Let V be a finite dimensional real vector space equipped with a scalar
product. We denote by B(V ) be the Borel set associated to V . For any measurable function
f : V → R bounded from below, one has the formula
(2.5) − log
ˆ
V
exp (−f(x)) dx = inf
P∈P(V )
(ˆ
P
f(x)P(dx) +H (P)
)
,
where the integral in the left-hand side is computed with respect to the Lebesgue measure
on V .
As a consequence, one has the following formula, for each n ∈ N and each p ∈ Rd,
(2.6) ν (n, p) = inf
P∈P(h10(n))

 1
|n|E

∑
e⊆n
Ve (p · e+∇φ(e))

+ 1|n|H (P)

 ,
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where in the previous formula, φ is a random variable of law P. Moreover the minimum
is attained for the measure Pn,p. Similarly, one has, for each q ∈ Rd,
(2.7)
ν∗ (n, q) = sup
P∗∈P (˚h1(n))

 1
|n|E

− ∑
e⊆n
(Ve (∇ψ(e)) − q · ∇ψ(e))

− 1|n|H (P∗)

 ,
where in the previous formula, ψ is a random variable of law P∗. Moreover the minimum
is attained for the measure P∗n,q.
Proof. We first prove (2.5) and decompose the proof into three steps.
Step 1. Let P be a probability measure on V , we want to show that
(2.8)
ˆ
V
f(x)P(dx) +H (P) ≥ − log
ˆ
V
exp (−f(x)) dx.
First note that if H(P) =∞, then the term on the left-hand side is equal to infinity and the
inequality is satisfied. Thus one can assume H (P) < ∞, this implies that P is absolutely
continuous with respect to the Lebesgue measure on V and we denote by h its density. In
particular, we have
H (P) =
ˆ
V
h(x) ln h(x) dx.
Similarly, one can assume that
´
V f(x)h(x) dx < ∞ otherwise the estimate (2.8) is auto-
matically verified. Using that h is a probability density and the Jensen inequality, one
obtains
exp
(
−
ˆ
V
f(x)h(x) dx−H (P)
)
≤
ˆ
V
exp (−f(x)− lnh(x)) h(x) dx.
We then denote
A := {x ∈ V : h(x) > 0} ∈ B(V ),
so that
exp
(
−
ˆ
V
f(x)h(x) dx −H (P)
)
≤
ˆ
V
1A(x) exp (−f(x)) h(x)−1h(x) dx
≤
ˆ
V
1A(x) exp (−f(x)) dx
≤
ˆ
V
exp (−f(x)) dx.
This is precisely (2.8).
Step 2. We assume that
(2.9)
ˆ
V
exp (−f(x)) dx <∞ and
ˆ
V
|f(x)| exp (−f(x)) dx <∞
and construct a probability measure P ∈ P (V ) satisfying
(2.10)
ˆ
P
f(x)P(dx) +H (P) = − log
ˆ
V
exp (−f(x)) dx.
In this case, we define
P :=
exp (−f(x))´
V exp (−f(x)) dx
dx.
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It is clear that P is absolutely continuous with respect to the Lebesgue measure LebV and,
from the assumptions (2.9), that H (P) <∞. An explicit computation givesˆ
V
f(x)P(dx) +H(P) =
ˆ
V
f(x)− f(x)− ln
(ˆ
V
exp (−f(x)) dx
)
P(dx)
= ln
(ˆ
V
exp (−f(x)) dx
)
.
This completes the proof of (2.10).
Step 3. In this step, we assume thatˆ
V
exp (−f(x)) dx =∞ or
ˆ
V
|f(x)| exp (−f(x)) dx =∞
and we construct a sequence of probability measures Pn such thatˆ
V
f(x)Pn(dx) +H (Pn) −→
n→∞
− log
ˆ
V
exp (−f(x)) dx,
where we used the convention
− log
ˆ
V
exp (−f(x)) dx = −∞ if
ˆ
V
exp (−f(x)) dx =∞.
To this end, we define, for each n ∈ N,
Pn :=
exp (−f(x))1{|x|≤n and f(x)≤n}´
V exp (−f(x))1{|x|≤n and f(x)≤n} dx
dx.
With this definition, we computeˆ
V
f(x)Pn(dx) +H (Pn) = − ln
(ˆ
V
exp (−f(x))1{|x|≤n and f(x)≤n} dx
)
.
Sending n→∞ gives the result. This completes the proof of (2.5).
We now deduce the equality (2.6) from the identity (2.5). We first note that, thanks to
the bound Ve(x) ≤ 1λ |x|2, there exists a constant C := C(d, λ) < ∞ such that, for each
n ∈ N and each φ ∈ h10 (n),
(2.11)
∑
e⊆n
Ve (p · e+∇φ(e)) ≤ C|p|2 + C
∑
x∈n
|φ(x)|2 .
Using this inequality, we deduce that one can apply the identity (2.5) with V = h10 (n)
equipped with the standard L2 scalar product and f(φ) =
∑
e⊆n
Ve (p · e+∇φ(e)). More-
over, using the estimate (2.11), one hasˆ
h10(n)
exp (−f(φ)) dx <∞ and
ˆ
h10(n)
|f(φ)| exp (−f(φ)) dφ <∞.
Thus applying the result proved in Steps 1 and 2, one obtains
ν (n, p) = inf
P∈P(h10(n))
1
|n|E

∑
e⊆n
Ve (p · e+∇φ(e))

+ 1|n|H (P)
and the minimum is attained for the measure
Pn,p(dφ) =
exp
(
−∑e⊆U Ve(p · e+∇φ(e))) dφ´
h10(n)
exp
(
−∑e⊆U Ve(p · e+∇φ(e))) dφ.
The proof of (2.7) is similar and the details are left to the reader. 
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2.3. Optimal transport and displacement convexity. In this section, we introduce
a few definitions about optimal transport and state one of the main tools of this article,
namely the displacement convexity. We first give a definition of the optimal coupling. We
refer to [44, Proposition 2.1 and Theorem 2.12] for this definition.
Definition 2.9. Let U be a finite dimensional real vector space equipped with a scalar
product. We denote by |·| the norm associated to this scalar product. Let X and Y be
two random variables taking values in U and denote their laws by PX and PY respectively.
Assume additionally that PX and PY have a finite second moment, i.e,
(2.12) E
[
|X|2
]
<∞ and E
[
|Y |2
]
<∞,
and that they are absolutely continuous with respect to the Lebesgue measure on V . Then
the minimization problem
inf
µ∈Π(PX ,PY )
ˆ
U
|x− y|2 µ(dx, dy)
admits a unique minimizer denoted by µ(X,Y ). This probability measure is called the
optimal coupling between X and Y .
For t ∈ [0, 1], we denote by Tt the mapping
Tt :=
{
U × U → U
(x, y) 7→ (1− t)x+ ty,
and for two random variables X and Y taking values in U with finite second moment, we
denote by
µt := (Tt)∗ µ(X,Y ).
This is the law of (1 − t)X + tY when the coupling between X and Y is the optimal
coupling. The main property we need to use is called the displacement convexity and
stated in the following proposition. We refer to [44, Chapter 5] for this theorem but it is
due to McCann [38].
Proposition 2.10 (Displacement convexity, Theorem 5.15 of [44]). Let U be a finite
dimensional real vector space equipped with a scalar product, let X and Y be two random
variables taking values in U with finite second moment, i.e., satisfying (2.12), then the
function t→ H (µt) is convex, i.e., for each t ∈ [0, 1],
H (µt) ≤ (1− t)H (PX) + tH (PY ) .
2.4. Coupling lemmas. Thanks to optimal transport theory and particularly thanks to
Definition 2.9, we are able to couple two random variables. The next question which arises
is to find a way to couple three random variables. Broadly speaking, the question we need
to answer is the following: assume that we are given three random variables X, Y and
Z, a coupling between X and Y and another coupling between Y and Z, can we find a
coupling between X, Y and Z? This question can be positively answered thanks to the
following proposition.
Proposition 2.11. Let (E1,B1), (E2,B2), (E3,B3) be three Polish spaces equipped with
their Borel σ-algebras. Assume that we are given three probability measures PX on E1, PY
on E2 and PZ on E3 as well as a coupling P(X,Y ) between PX , PY and a coupling P(Y,Z)
between PY , PZ, that is to say two measures on (E1×E2,B1⊗B2) and (E2×E3,B2⊗B3)
satisfying, for each (B1, B2, B3) ∈ (B1,B2,B3),
P(X,Y ) (B1 ×E2) = PX (B1) , P(X,Y ) (E ×B2) = PY (B2) and
P(Y,Z) (B2 × E) = PY (B2) , P(Y,Z) (E ×B3) = PZ (B3) ,
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then there exists a probability measure P(X,Y,Z) on (E1 ×E2 ×E3,B1 ⊗B2 ⊗B3) such that
for each B12 ∈ B1 ⊗ B2 and each B23 ∈ B2 ⊗ B3,
(2.13) P(X,Y,Z) (B12 × E3) = P(X,Y ) (B12) and P(X,Y,Z) (E1 ×B23) = P(Y,Z) (B23) .
Remark 2.12. As was mentioned earlier, in this article we think of random variables as
laws and we do not assume that there is an underlying probability space (Ω,F ,P) on which
all the random variables are already defined. For instance, we say that we are given two
random variables (X,Y ) and (Y,Z) to mean that we are given two measures P(X,Y ) and
P(Y,Z) such that the marginals of P(X,Y ) are PX and PY and the marginals of P(Y,Z) are PY
and PZ without assuming that there exists an implicit probability space on which X,Y
and Z are defined, indeed in that case the statement of the proposition would be trivial.
This convention allows to simplify the notation in the proofs and has the following
consequence: when we are given two random variables X and Y , we need to be careful
to always construct a coupling between X and Y before introducing the random variables
X + Y , XY or any other display involving both X and Y .
The proof of Proposition 2.11 relies on the existence of the conditional law which is
recalled below.
Proposition 2.13 (Theorem 33.3 and Theorem 34.5 of [11]). Let (E, E) and (F,F) be
two Polish spaces equipped with their Borel σ-algebras. Assume that we are given two
probability measures P1 and P2 on E and F respectively. Let P12 be a probability measure
on (E × F, E ⊗ F) whose first and second marginals are P1 and P2 respectively, then there
exists a mapping ν : E1 ×F → R+ such that
(1) for each x ∈ E, ν(x, ·) is a probability measure on (F,F);
(2) for each A ∈ F , the mapping
ν (·, A)
{
(E, E)→ (R,B(R))
x 7→ ν(x,A)
is measurable;
(3) For each A1 ∈ E and each A2 ∈ F ,
P12 (A1 ×A2) =
ˆ
A1
ν (x,A2) P1(dx).
We can now prove Proposition 2.11.
Proof of Proposition 2.11. The idea is to apply Proposition 2.13 to the two laws P(X,Y )
and P(Y,Z). This gives the existence of two conditional laws denoted by νX and νZ such
that for each B1, B2, B3 ∈ (B1,B2,B3),
P(X,Y )(B1 ×B2) =
ˆ
B2
νX (y,B1)PY (dy) and P(Y,Z)(B2 ×B3) =
ˆ
B2
νZ (y,B3)PY (dy).
We can the define for each B1, B2, B3 ∈ (B1,B2,B3),
P(X,Y,Z) (B1 ×B2 ×B3) =
ˆ
B2
νX (y,B1) νZ (y,B3)PY (dy).
Using standard tools from measure theory, one can then extend P(X,Y,Z) into a measure on
the σ-algebra B1 ⊗ B2 ⊗ B3 and verify that this measure satisfies the property (2.13). 
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2.5. Functional inequalities on the lattice. In this section, we want to prove some
functional inequalities for functions on the lattice Zd, namely the Poincare´ inequality, and
the multiscale Poincare´ inequality. These inequalities are known on Rd so the strategy
of the proof is to extend functions defined on Zd to Rd, to apply the inequalities to the
extended functions and then show that the inequality obtained for the extended function
is enough to prove the inequality for the discrete function.
The second inequality presented, called the multiscale Poincare´ inequality, is a conve-
nient tool to control the L2-norm of a function by the spatial average of its gradient. It is
proved in [6, Proposition 1.7 and Lemma 1.8]. The philosophy behind it comes from the
theory of stochastic homogenization and roughly states that the usual Poincare´ inequal-
ity can be refined by estimating the L2-norm of a function by the spatial average of the
gradient. This inequality is useful when one is dealing with rapidly oscillating functions,
which frequently appear in homogenization. Indeed for these functions, the oscillations
cancel out in the spatial average of the gradient, as a result these spatial averages are
much smaller than the L2-norm of the gradient. The resulting estimate is thus much more
precise than the standard Poincare´ inequality. Before stating the proposition, we recall
the definition of the set Zm,n given in (1.6).
Proposition 2.14 (Poincare´ and multiscale Poincare´ inequalities). Let  be a cube of
Z
d of size R and a function u :  → R, then one has the inequality, for some constant
C := C(d) <∞,
(2.14)
∑
x∈
|u(x)− (u)

|2 ≤ CR2
∑
e⊆
|∇u(e)|2 .
If one assumes that u = 0 on ∂, then one has
(2.15)
∑
x∈
|u(x)|2 ≤ CR2
∑
e⊆
|∇u(e)|2 .
For each n ∈ N, there exists a constant C := C(d) < ∞ such that for each function
u : n → R,
(2.16)
1
|n|
∑
x∈n
∣∣u(x)− (u)
n
∣∣2 ≤ C ∑
e⊆n
|∇u(e)|2 + C3n
n∑
k=1
3k

 1
|Zk,n|
∑
y∈Zk,n
∣∣∣〈∇u〉z+k
∣∣∣2

 .
If one assume that u ∈ h10(n), then one has
(2.17)
1
|n|
∑
x∈n
|u(x)|2 ≤ C
∑
e⊆n
|∇u(e)|2 + C3n
n∑
k=1
3k

 1
|Zk,n|
∑
y∈Zk,n
∣∣∣〈∇u〉z+k
∣∣∣2

 .
Proof. The idea is to construct a smooth function u˜ which is close to u by first extending
it to be piecewise constant on the cubes z +
(−12 , 12)d, where z ∈ m. We then make this
function smooth by taking the convolution with a smooth approximation of the identity
supported in the ball B1/2. It follows that u˜(z) = u(z) for each z ∈ m and that the
following estimate holds: for each z ∈ m,
sup
z+(− 12 ,
1
2)
d
|∇u˜(x)| ≤ C
∑
y∼x
|u(y)− u(x)| .
One can then apply the Poincare´ inequalities to the function u˜ and verify that this is
enough to obtain (2.14) and (2.15). The proof of (2.16) follows the same lines, a proof of
this inequality can be found in [2, Proposition A2]. We note that the version stated here
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is a slight modification of the one which can be found there but can be deduced from it
by applying the Cauchy-Schwarz inequality.
The version of the multiscale Poincare´ inequality with 0 boundary condition given
in (2.17) cannot be found in [2, Proposition A2]. Nevertheless the continous version of
this inequality is a consequence of [6, Proposition 1.7 and Lemma 1.8]. The transposition
to the discrete setting is identical to the proof given in [2, Proposition A2]. 
3. Subadditive quantities and their basic properties
The goal of this section is to study the quantities ν and ν∗ introduced in the previous
sections. We prove a series of results about these quantities, which are reminiscent of the
basic properties of ν and ν∗ in stochastic homogenization, see [6, Lemma 1.1 and Lemma
2.2]. We first state these properties in the same proposition. Most of them are already
known in the literature and in Remark 3.2, we provide references for these results. We
then prove the remaining results.
Proposition 3.1 (Properties of ν and ν¯∗). There exists a constant C := C(d, λ) < ∞
such that the following properties hold:
• Subadditivity. For each n ∈ N and each p ∈ Rd,
(3.1) ν (n+1, p) ≤ ν (n, p) + C
(
1 + |p|2) 3−n.
For each q ∈ Rd,
(3.2) ν∗ (n+1, q) ≤ ν∗ (n, q) + C
(
1 + |q|2) 3−n.
• One-sided convex duality. For each p, q ∈ Rd and each n ∈ N,
(3.3) ν(n, p) + ν
∗(n, q) ≥ p · q − C3−n.
• Quadratic bounds. there exists a small constant c := c(d, λ) > 0 such that, for
each n ∈ N and each p ∈ Rd,
(3.4) − C + c|p|2 ≤ ν (n, p) ≤ C
(
1 + |p|2) ,
and for each q ∈ Rd,
(3.5) − C + c|q|2 ≤ ν∗ (n, q) ≤ C
(
1 + |q|2) .
• Uniform convexity of ν. For each p0, p1 ∈ Rd,
(3.6)
1
C
|p0 − p1|2 ≤ 1
2
ν(n, p0) +
1
2
ν(n, p1)− ν
(
n,
p0 + p1
2
)
≤ C|p0 − p1|2.
• Convexity of ν∗. The mapping q → ν∗(n, q) is convex.
• L2 bounds for the minimizers. For each p ∈ Rd, one has
(3.7) E

 1
|n|
∑
e⊆n
|∇φn,p(e)|2

 ≤ C(1 + |p|2).
For each q ∈ Rd, one has
(3.8) E

 1
|n|
∑
e⊆n
|∇ψn,q(e)|2

 ≤ C(1 + |q|2).
Remark 3.2. The reader can find in the literature the proofs of the following results.
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(1) The subadditivity of ν stated in (3.1) is essentially proved by Funaki and Spohn
in [24, Lemma II.1].
(2) In Proposition 3.9, we prove a quantitative version of the subadditivity inequal-
ity (3.2) which is strictly stronger than the estimate (3.2).
(3) The quadratic bounds for ν stated in (3.4) are elementary and we refer to the
monograph of Funaki [22, Section 5.2].
(4) The uniform convexity of the finite volume surface tension ν stated in (3.6) was
established by Deuschel Giacomin and Ioffe in [20, Lemma 3.6].
(5) The convexity of the mapping q → ν∗ (n, q) is a straightforward application of
the Cauchy-Schwarz inequality.
(6) The L2 bounds for the minimizers (3.7) and (3.7) can be obtained the following
way. Using the explicit formula for ν and ν∗ together with a computation similar
to [20, Lemma 2.11], one derives the bounds
E

exp

ε ∑
e⊆n
|∇φn,q|2



 ≤ exp (C |n| (1 + |p|2))
and E

exp

ε ∑
e⊆n
|∇ψn,q|2



 ≤ exp (C |n| (1 + |p|2)) ,
for some ε := ε(d, λ) > 0 and C := C(d, λ) < ∞. By the Jensen inequality, this
implies, and is in fact much stronger than, the desired estimates.
The two statements of Proposition 3.1 which remain to be proved are the one-sided
convex duality (3.3) and the quadratic bound (3.8) for ν∗. They are established in Propo-
sitions 3.6 and 3.7 respectively.
Remark 3.3. From the subadditivity properties and the quadratic bounds, we obtain that
for each p, q ∈ Rd, the quantities ν (n, p) and ν∗ (n, q) converge as n → ∞. Moreover
the limit satisfies the convexity and one-sided duality properties. This is summarized in
the following proposition.
Proposition 3.4. For each p ∈ Rd and q ∈ Rd, the quantities ν (n, p) and ν∗ (n, q)
converge as n→∞. We denote by ν¯(p) and ν¯∗(q) their respective limits. Moreover, there
exists a constant C := C(d, λ) >∞ such that the following properties hold
• One-sided convex duality. For each p, q ∈ Rd,
ν¯(p) + ν¯∗(q) ≥ p · q.
• Quadratic bounds. There exists a small constant c := c(d, λ) > 0 such that, for
each p ∈ Rd,
−C + c|p|2 ≤ ν¯ (p) ≤ C (1 + |p|2) ,
and, for each q ∈ Rd,
−C + c|q|2 ≤ ν¯∗ (q) ≤ C (1 + |q|2) .
• Convexity and uniform convexity. The mapping q → ν¯∗ (q) is convex and, for each
p1, p2 ∈ Rd,
1
C
|p0 − p1|2 ≤ 1
2
ν¯(p0) +
1
2
ν¯(p1)− ν¯
(
p0 + p1
2
)
≤ C|p0 − p1|2.
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Proof. The properties mentioned in the proposition are valid for the quantities ν (n, p)
and ν∗ (n, q). Sending n to infinity implies the results. For the surface tension ν, this
result was originally obtained by Funaki and Spohn [24, Proposition 1.1 (i)]. 
Remark 3.5. The previous proposition proves the estimate (1.17) of Theorem 1.1. By the
previous proposition, to prove (1.19), there remains to show the upper bound
ν¯∗ (q) ≤ sup
p∈Rd
−ν¯ (p) + p · q,
since the lower bound follows from the one-sided convex duality. This upper bound will
be proved later in the article. The uniform convexity of ν¯∗ stated in (1.18) can then be
deduced from (1.19) and (1.17).
3.1. Convex duality: lower bound. We now turn to the proof of the one-sided convex
duality for ν and ν∗.
Proposition 3.6 (One-sided convex duality). There exists a constant C := C(d, λ) < ∞
such that for each p, q ∈ Rd and each n ∈ N,
ν(n, p) + ν
∗(n, q) ≥ p · q − C3−n.
Proof. We recall the notation ∂n and 
o
n to denote respectively the boundary and the
interior of the cube n. We decompose the space h˚
1(n) into three orthogonal subspaces
(3.9) h˚1(n) = h˚
1 (∂n)
⊥⊕ h˚1 (on)
⊥⊕ Rv,
where we use a slight abuse of notation and denote by
h˚1 (∂n) :=
{
ψ ∈ h˚1(n) : ψ|on = 0
}
and h˚1 (on) :=
{
ψ ∈ h˚1(n) : ψ|∂n = 0
}
,
and where v is the function defined by
v =
1
|n|
(√
|∂n|
|on|
1on
−
√
|on|
|∂n|1∂n
)
,
so that it satisfies ∑
x∈n
v(x) = 0 and
∑
x∈n
v(x)2 = 1.
Since it is important in the proof, we note that, for each n ∈ N,
(3.10) dim h˚1 (∂n) = |∂n| − 1 ≤ C3(d−1)n.
We split the proof into 4 steps:
• in Step 1, we show that, for some constant C := C(d, λ) <∞,
(3.11) ν∗(n, q) ≥ 1|n| log

ˆ
h˚1(on)⊕Rv
exp

− ∑
e⊆n
Ve(∇ψ(e))

 dψ

− C3−n;
• in Step 2, we show that, for some constant C := C(d) <∞,
(3.12) ν (n, 0) ≥ − 1|n| log

ˆ
h˚1(on)⊕Rv
exp

− ∑
e⊆n
Ve(∇ψ(e))

 dψ

 − Cn3−dn;
• in Step 3, we combine the results of Steps 1 and 2 and prove that there exists a
constant C := C(d, λ) <∞ such that
ν∗(n, q) + ν (n, 0) ≥ −C3−n;
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• in Step 4, we remove the assumption p = 0 and prove that, for each p, q ∈ Rd,
ν∗(n, q) + ν (n, p) ≥ p · q − C3−n.
Step 1. First, by the identity (3.9), any function ψ ∈ h˚1(n) can be uniquely decom-
posed according to the formula
ψ = ψ1 + ψ2 + tv,
with ψ1 ∈ h˚1 (∂n), ψ2 ∈ h˚1 (on) and t ∈ R. We note that, since each function ψ2 in
h˚1 (on) is equal to 0 on the boundary of the cube n, we have, for each q ∈ Rd,∑
e⊆n
q · ∇ψ2(e) = 0.
Since the function v is constant on the boundary ∂n, we also have∑
e⊆n
q · ∇v(e) = 0.
To prove the inequality (3.11), it is sufficient to prove, for each ψ2 ∈ h˚1 (on) and each
t ∈ R,
(3.13)
ˆ
h˚1(∂n)
exp

− ∑
e⊆n
(Ve (∇ (ψ1 + ψ2 + tv) (e))− q · ∇ψ1(e))

 dψ1
≥ c3(d−1)n exp

− ∑
e⊆n
Ve (∇ (ψ2 + tv) (e))

 ,
for some constant c := c(d, λ) > 0. Indeed, the estimate (3.11) is then obtained by
integrating the previous inequality over h˚1 (on)⊕Rv. To prove (3.13), we use the following
Taylor expansion
Ve(∇ (ψ1 + ψ2 + tv) (e)) ≤ Ve (∇ (ψ2 + tv) (e))+V ′e (∇ (ψ2 + tv) (e))∇ψ1(e)+
1
2λ
|∇ψ1(e)|2 .
This implies
exp

− ∑
e⊆n
(Ve (∇ (ψ1 + ψ2 + tv) (e)) − q · ∇ψ1(e))


≥ exp

− ∑
e⊆n
(
Ve (∇ (ψ2 + tv) (e)) +
(
V ′e (∇ (ψ2 + tv) (e))− q(e)
)∇ψ1(e))


× exp

− ∑
e⊆n
1
2λ
|∇ψ1(e)|2

 .
Using the inequality, for a bond e = (x, y) ⊆ n,
|∇ψ1(e)|2 = |ψ1(x)− ψ1(y)|2 ≤ 2 |ψ1(x)|2 + 2 |ψ1(y)|2 ,
and summing over all the bonds of the cube n yields∑
e⊆n
|∇ψ1(e)|2 ≤ 2d
∑
x∈∂n
ψ1(x)
2.
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We then note that, for each a ∈ R,
ˆ
R
exp
(
ax− d
λ
x2
)
dx ≥
√
λpi
d
.
With the previous estimate and the equality (3.10), one deduces
ˆ
h˚1(∂n)
exp

− ∑
e⊆n
(
V ′e (∇ (ψ2 + tv) (e))∇ψ1(e) − q · ∇ψ1(e)
)
× exp

d
λ
∑
x∈∂n
|ψ1(x)|2

 dψ1 ≥ c3(d−1)n ,
for some constant c := c(d, λ) > 0. Combining the few previous displays gives
ˆ
h˚1(∂n)
exp

− ∑
e⊆n
Ve (∇ (ψ1 + ψ2 + tv) (e)) − q · ∇ψ1(e)

 dψ1
≥ c3(d−1)n exp

− ∑
e⊆n
Ve (∇ (ψ2 + tv) (e))

 .
This is precisely (3.13).
Step 2. We denote by
v˜ :=
1√|on|1on
so that
∑
x∈n
v˜(x)2 = 1. Note that the two functions v and v˜ are related by the formula
v +
1
|n|
√
|on|
|∂n|1n =
1
|n|
(√
|∂n|
|on|
+
√
|on|
|∂n|
)
1on
=
√
|on|
|n|
(√
|∂n|
|on|
+
√
|on|
|∂n|
)
v˜.
To shorten the notation, we denote by
αn :=
√
|on|
|n|
(√
|∂n|
|on|
+
√
|on|
|∂n|
)
.
Combining the two previous displays we obtain, for each edge e ⊆ n,
(3.14) ∇v(e) = αn∇v˜(e).
Note that, there exist two constants c := c(d) > 0 and C := C(d) <∞ such that
(3.15) c3−
(d−1)n
2 ≤ αn ≤ C3−
(d−1)n
2 .
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We then use the orthogonal decomposition h10 (n) = h˚
1 (on)
⊥⊕Rv˜ and the decomposition
of the Lebesgue measure stated in (1.9) to obtain
ˆ
h10(n)
exp

− ∑
e⊆n
Ve(∇φ(e))

 dφ
=
ˆ
R
ˆ
h˚1(on)
exp

− ∑
e⊆n
Ve(∇φ(e) + t∇v˜(e))

 dφdt.
Using the identity (3.14), we obtain
ˆ
h10(n)
exp

− ∑
e⊆n
Ve(∇φ(e))

 dφ
=
ˆ
R
ˆ
h˚1(on)
exp

− ∑
e⊆n
Ve
(
∇φ(e) + t
αn
∇v(e)
) dφdt
= αn
ˆ
R
ˆ
h˚1(on)
exp

− ∑
e⊆n
Ve (∇φ(e) + t∇v(e))

 dφdt
= αn
ˆ
h˚1(on)⊕Rv
exp

− ∑
e⊆n
Ve(∇φ(e))

 dφ.
Taking the logarithm, dividing by the volume |n| and using the estimate (3.15), we obtain
the inequality (3.12).
Step 3. Combining the main results of Steps 1 and 2 gives
ν∗(n, q) + ν (n, 0) ≥ −C3−n − Cn3−dn ≥ −C3−n.
Step 4. Let p ∈ Rd, define V˜e := Ve (p(e) + ·) and denote by
ν˜(n, 0) := − 1|n| log
ˆ
h10(n)
exp

−∑
e⊆U
V˜e(∇φ(e))

 dφ,
and, for every q ∈ Rd,
ν˜∗(n, q) :=
1
|n| log
ˆ
h˚1(n)
exp

− ∑
e⊆n
(
V˜e(∇φ(e)) − q · ∇φ(e)
) dφ.
The functions V˜e satisfy the same property of uniform convexity property (1.10) as the
functions Ve, thus one can apply the result of Steps 1, 2 and 3 with these functions. This
gives, for every q ∈ Rd,
ν˜(n, 0) + ν˜
∗(n, q) ≥ −C3−n.
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We then note that
ν˜(n, 0) = − 1|n| log
ˆ
h10(n)
exp

−∑
e⊆U
V˜e(∇φ(e))

 dφ
= − 1|n| log
ˆ
h10(n)
exp

−∑
e⊆U
Ve(p · e+∇φ(e))

 dφ
= ν(n, p).
Note also that, by translation invariance of the Lebesgue measure on h˚1(n), one can
perform the change of variables φ := φ − lp, where lp ∈ h˚1(n) is the affine function
defined by lp(x) = p · x. This gives, for each q ∈ Rd,
ν˜∗(n, q) =
1
|n| log
ˆ
h˚1(n)
exp

− ∑
e⊆n
(
V˜e(∇φ(e)) − q · ∇φ(e)
) dφ
=
1
|n| log
ˆ
h˚1(n)
exp

− ∑
e⊆n
(Ve(p · e+∇φ(e)) − q · ∇φ(e))

 dφ
=
1
|n| log
ˆ
h˚1(n)
exp

− ∑
e⊆n
(Ve(∇ψ(e)) + (q · e)(p · e)− q · ∇ψ(e))

 dψ
= ν∗(n, q)− p · q.
Combining the few previous displays yields, for each p, q ∈ Rd,
ν(n, p) + ν
∗(n, q) ≥ p · q − C3−n.
The proof of Proposition 3.6 is complete. 
3.2. Quadratic bounds for ν∗. In this section, we prove the quadratic bounds for ν⋆.
Proposition 3.7 (Quadratic bounds for ν∗). There exist two constants c := c(d, λ) > 0
and C := C(d, λ) <∞ such that, for each q ∈ Rd and each n ∈ N,
(3.16) − C + c|q|2 ≤ ν∗(n, q) ≤ C(1 + |q|2).
Proof. We now prove the estimate (3.16). We start with the upper bound. By the inequal-
ity (3.2), we have, for each integer n ∈ N and each q ∈ Rd,
ν∗(n, q) ≤ ν∗(1, q) + C(1 + |q|2).
A straightforward computation gives the bound
ν∗(1, q) ≤ C(1 + |q|2).
Combining the two previous displays gives the upper bound of (3.16).
We then prove the lower bound, the idea is to use the one-sided convex duality proved
in Proposition 3.6 combined with the upper bound estimate (3.4). By Proposition 3.6, for
each p, q ∈ Rd,
ν(n, p) + ν
∗(n, q) ≥ p · q − C3−n.
Using (3.4) and the bound 3−n ≤ 1, the previous estimate becomes
ν∗(n, q) ≥ p · q − C(1 + |p|2).
Choosing p = q/2C gives
ν∗(n, q) ≥ |q|
2
4C
− C.
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This is the desired lower bound. 
3.3. Two-scale comparison. The goal of this section is obtain a quantitative version of
the subadditivity for the quantities ν and ν∗ stated in Proposition 3.1. More precisely
one wishes to derive a second variation type of statement, following the techniques of
the calculus of variations: the objective is to construct, for m < n, a coupling between
the random variables φm,p and φn,p (resp. ψm,p and ψn,p) such that the L
2-norm of the
gradient of their difference is controlled by the difference ν(m, p)− ν(n, p).
An interesting consequence of this estimate is that, since the sequence ν(n, p) converges,
the difference ν(m, p)− ν(n, p) is small when m and n are large: this implies that the
gradient of the fields on two different scales are close in the L2-norm.
For any pair of integers m,n ∈ N with m < n, the triadic cube n can be split into
3(n−m)d cubes of the form (z +m), with z ∈ Zm,n. We denote by (φz)z∈Zm,n a family of
random variables such that
• for each z ∈ Zm,n, φz takes values in h10 (z +m) and the law of φz(· − z) is Pm,p;
• the random variables φz are independent.
We can then, for each z ∈ Zm,n, see φz as a random variable taking value in h10 (n),
by extending it to be 0 on n \ (z +m). We also denote by φ :=
∑
z∈Zm,n
φz.
Proposition 3.8 (Two-scale comparison for ν). Given m,n ∈ N with m < n and p ∈ Rd,
we consider the random variable φ defined in the previous paragraph and taking values in
h10(n). Then there exists a coupling between φ and φn,p and a constant C := C(d, λ) <∞
such that,
(3.17)
1
|n|E

∑
e⊆n
|∇φ(e) −∇φn,p(e)|2

 ≤ C (ν(m, q)− ν(n, q)) + C3−m2 (1 + |p|2).
Proof. We first introduce the set of vertices ∂intm,n ⊆ m which are on the boundary of
one of the cubes (z +m) but not on the boundary of the cube n, i.e.,
(3.18) ∂intm,n :=

 ⋃
z∈Zm,n
∂ (z +m)

 \ ∂n.
Note that the cardinality of this set satisfies the upper bound estimate
|∂intm,n| ≤ C3dn−m.
An idea to obtain (3.17) relies on the second variation formula from calculus of variations
applied to the functional Fn,p: by considering the optimal coupling between the laws of φ
and φn,p, one can use the displacement convexity of the entropy and the uniform convexity
of Ve to obtain uniform convexity for the functional Fn,p and then apply the standard
proof of the second variation formula for uniformly convex functional.
Unfortunately a technical problem has to be treated along the way: with the definition
of the function φ, one has
∀x ∈ ∂intm,n, φ(x) = 0.
A consequence of the previous identity is that the law of φ is not absolutely continuous with
respect to the Lebesgue measure on h10(n) and thus its entropy is infinite. Nevertheless,
this is the only obstruction and to remedy this, the idea is to add a few additional random
variables which are small and whose only purpose is to make the entropy of φ finite. We
consequently introduce a random variable X taking values in h10(n) and satisfying
• for each x ∈ ∂intm,n, the law of X(x) is uniform on [0, 1] and for each x ∈
n+1 \ ∂intm,n, X(x) = 0;
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• the R-valued random variables (X(x))x∈∂intm,n are independent;
• the random variables X and φ are independent.
We then consider the random variable φ′ := φ+X. It is a random variable taking values
in the space h10(n). Moreover, by construction, we see that this random variable is
absolutely continuous with respect to the Lebesgue measure on h10(n). We denote by Pφ′
its law. The idea to keep in mind is that the random variable φ′ is a small perturbation
of the random variable φ and thanks to that it is possible to obtain estimates on φ from
estimates on φ′. This is carried out in Steps 3 and 4 of the proof.
We then split the proof into 6 steps.
• In Step 1, we compute the entropy of Pφ′ and prove that
(3.19) H
(
Pφ′
)
= 3(n−m)dH (Pm,p) ,
where the entropy on the left-hand side is computed with respect to the Lebesgue
measure on h10(n) and the entropy on the right-hand side is computed with respect
to the Lebesgue measure on h10(m).
• In Step 2, we consider the optimal coupling between the random variables φ′ and
φn,p and prove that, under this coupling,
(3.20) E

 1
|n|
∑
e⊆n
∣∣∇φ′(e)−∇φn,p(e)∣∣2


≤ C

 1
|n|E

∑
e⊆n
Ve
(
p(e) +∇φ′(e))

+ 1|n|H
(
Pφ′
)− ν(n, p)

 .
• In Step 3, we estimate the term on the right-hand side of (3.20) and prove
(3.21)
1
|n|E

∑
e⊆n
Ve
(
p(e) +∇φ′(e))

 ≤ 1|n|E

∑
e⊆n
Ve (p(e) +∇φ(e))

+ C3−m2 (1 + |p|).
• In Step 4, we combine the main results of Steps 1 and 3 to obtain
1
|n|E

∑
e⊆n
Ve
(
p(e) +∇φ′(e))

+ 1|n|H
(
Pφ′
) ≤ ν (n, p) + C3−m2 (1 + |p|2).
• In Step 5, we estimate the term on the left-hand side of (3.20). We replace the
random variable φ′ by the random variable φ and show that this operation can be
performed up to a small error term: we have the estimate
(3.22) E

 1
|n|
∑
e⊆n
|∇φ(e) −∇φn,p(e)|2


≤ CE

 1
|n|
∑
e⊆n
∣∣∇φ′(e)−∇φn,p(e)∣∣2

+ C3−m2 (1 + |p|).
We note that to compute the expectation on the left-hand side, we used the coupling
between the random variables φ and φn,p which is induced by the coupling between
the random variables φ′ and φn,p.
• In Step 6, we combine the main results of Steps 2, 3, 4 and 5 to obtain (3.17).
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Step 1. The idea to obtain (3.19) is to use Proposition 2.4 pertaining to the entropy of a
pair of random variables. To this end, we note that one has the orthogonal decomposition
h10(n) = ⊕
z∈Zm,n
h10(z +m)
⊥⊕ R∂intm,n ,
where R∂intm,n stands for the set of functions from ∂intm,n to R.
Using the previous remark, one can apply Proposition 2.6 with Y := φ, Z := X and
consequently Y + Z = φ′. This leads to
H
(
Pφ′
)
= H (Pφ) +H (PX) ,
where the entropy of the random variable φ′ (resp. φ and X) is computed with respect to
the Lebesgue measure on h10(n) (resp. ⊕
z∂intm,n
h10(z +n) and R
∂intm,n).
On the one hand, since the random variables (X(x))x∈∂intm,n are independent and of
law uniform on [0, 1], one has
H (PX) = 0.
On the other hand, one also has the equality φ′ =
∑
z∈∂intm,n
φz. Using the indepen-
dence of the family of random variables (φz)z∈Zm,n , that for each z ∈ Zm,n, φz(· − z) has
law Pm,p and Proposition 2.6, with 3
(n−m)d random variables instead of two, one deduces
H (Pφ) =
∑
z∈Zm,n
H (Pφz) = 3
(n−m)dH (Pm,p) .
Combining the few previous displays yields (3.19) and completes the proof of Step 1.
Step 2. Consider the optimal coupling with respect to the L2 scalar product on h10 (n)
between φ′ and φn,p and denote by Pφ′+φn,p
2
the law of the random variable
φ′+φn,p
2 under
this coupling. Using Proposition 2.10 about the displacement convexity of the entropy,
one obtains
H
(
Pφ′+φn,p
2
)
≤ 1
2
H
(
Pφ′
)
+
1
2
H (Pn,p) .
By the uniform convexity of Ve, one has
λE

∑
e⊆n
∣∣∇φ′(e)−∇φn,p(e)∣∣2


≤ E

∑
e⊆n
V
(
p(e) +∇φ′(e))

+ E

∑
e⊆n
V (p(e) +∇φn,p(e))


− 2E

∑
e⊆n
V
(
p(e) +
∇φn,p(e) +∇φ′(e)
2
) .
By definition of ν, the following equality holds
E

∑
e⊆n
V (p · e+∇φn,p(e))

+H (Pn,p) = ν(n, p).
Using the variational formulation for ν given in Proposition 2.8, one derives the inequality
ν(n, p) ≤ E

∑
e⊆n
V
(
p(e) +
∇φn,p(e) +∇φ′(e)
2
)+H (Pφ′+φn,p
2
)
.
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Combining the few previous displays provides the inequality
E

∑
e⊆n
∣∣∇φ′(e)−∇φn,p(e)∣∣2


≤ C

 1
|n|E

∑
e⊆n
Ve
(
p(e) +∇φ′(e))

+ 1|n|H
(
Pφ′
)− ν(n, p)

 .
This is precisely (3.20) and the proof of Step 2 is complete.
Step 3. The main goal of this step is to prove the following estimate
1
|n|E

∑
e⊆n
Ve
(
p(e) +∇φ′(e))

 ≤ 1|n|E

∑
e⊆n
Ve (p(e) +∇φ(e))

+ C3−n2 (1 + |p|).
To this end, we recall that the field φ′ is defined from the field φ according to the formula
φ′ := φ+X,
and that the random variable X is supported on the vertices of ∂intm,n. We denote by
BXm,n the set of bonds of n where the gradient of X is supported, i.e.,
BXm,n := {(x, y) ∈ Bd(n) : x ∈ ∂intm,n or y ∈ ∂intm,n} .
One can estimate the cardinality of BXm,n according to the formula
(3.23)
∣∣BXm,n∣∣ ≤ C3dn−m.
We then split the sum and use that the gradient of X is supported on the set BXm,n to
obtain
∑
e⊆n
Ve
(
p(e) +∇φ′(e)) = ∑
e⊆n\BXm,n
Ve
(
p(e) +∇φ′(e)) + ∑
e∈BXm,n
Ve
(
p(e) +∇φ′(e))
(3.24)
=
∑
e⊆n\BXm,n
Ve (p(e) +∇φ(e)) +
∑
e∈BXm,n
Ve
(
p(e) +∇φ′(e)) .
The second term on the right-hand side can be estimated by using the uniform convexity
of Ve and a Taylor expansion,∑
e∈BXm,n
Ve
(
p(e) +∇φ′(e))
=
∑
e∈BXm,n
Ve (p(e) +∇φ(e) +∇X(e))
≤
∑
e∈BXm,n
Ve (p(e) +∇φ(e)) + V ′e (p(e) +∇φ(e))∇X(e) +
1
λ
|∇X(e)|2.
By definition of X, its gradient is bounded by 1, and by the assumption made on the
elastic potential Ve, one has
∀x ∈ R, |V ′e (x)| ≤
1
λ
|x|.
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Using these ideas, the previous estimate can be rewritten∑
e∈BXm,n
Ve
(
p(e) +∇φ′(e)) ≤ ∑
e∈BXm,n
(Ve (p(e) +∇φ(e)) + |∇φ(e)|) + C
∣∣BXm,n∣∣ (1 + |p|).
Using the estimate on the cardinality of BXm,n given in (3.23) and the Cauchy-Schwarz
inequality, one has∑
e∈BXm,n
Ve
(
p(e) +∇φ′(e)) ≤ ∑
e∈BXn
Ve (p(e) +∇φ(e))
+ 3
dn−m
2

 ∑
e∈BXm,n
|∇φ(e)|2


1
2
+ C3dn−m(1 + |p|).
Taking the expectation and dividing by the volume |n| gives
E

 1
|n|
∑
e∈BXm,n
Ve
(
p(e) +∇φ′(e))

 ≤ E

 1
|n|
∑
e∈BXm,n
Ve (p(e) +∇φ(e))


+ 3−
dn+m
2 E



 ∑
e∈BXm,n
|∇φ(e)|2


1
2

+C3−m(1 + |p|).
By the Cauchy-Schwarz inequality, we further obtain
E

 1
|n|
∑
e∈BXm,n
Ve
(
p(e) +∇φ′(e))

 ≤ E

 1
|n|
∑
e∈BXm,n
Ve (p(e) +∇φ(e))


+ 3−
dn+m
2 E

 ∑
e∈BXm,n
|∇φ(e)|2


1
2
+C3−m(1 + |p|).
Combining the previous display with (3.24) gives
E

 1
|n|
∑
e⊆n
Ve
(
p(e) +∇φ′(e))

 ≤ E

 1
|n|
∑
e⊆n
Ve (p(e) +∇φ(e))


+ 3−
dn+m
2 E

 ∑
e∈BXm,n
|∇φ(e)|2


1
2
+C3−m(1 + |p|).
The proof of the estimate (3.21) is almost complete: we note that by the bound (3.7)
stated in Proposition 3.1 and by the definition of the random variable φ, one has the
energy estimate
(3.25) E

 1
|n|
∑
e⊆n
|∇φ(e)|2

 ≤ C(1 + |p|2).
This immediately implies the desired result since the following estimate holds
E

 ∑
e∈BXm,n
|∇φ(e)|2


1
2
≤ E

∑
e⊆n
|∇φ(e)|2


1
2
.
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Step 4. With the same proof as in Step 2, we can decompose the following sum
1
|n|E

∑
e⊆n
Ve (p(e) +∇φ(e))


=
1
|n|E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve (p(e) +∇φz(e)) +
∑
e∈Bm,n
Ve (p(e))

 .
Using the estimate V (x) ≤ 1λ |x|2 and the bound on the cardinality of the set Bm,n
|Bm,n| ≤ C3dn−m,
one obtains
1
|n|E

∑
e⊆n
Ve (p(e) +∇φ(e))


≤
∑
z∈Zm,n
E

 1
|n|
∑
e⊆(z+m)
Ve (p(e) +∇φz(e))

+ C3−m(1 + |p|2).
Combining this inequality with the main result (3.21) of Step 3, we obtain
1
|n|E

∑
e⊆n
Ve
(
p(e) +∇φ′(e))

 ≤ 1|n|
∑
z∈Zm,n
E

 ∑
e⊆(z+m)
Ve (p(e) +∇φz(e))


+ C3−m(1 + |p|2) + C3−m2 (1 + |p|).
The error term can be simplified according to the formula
1
|n|E

∑
e⊆n
Ve
(
p(e) +∇φ′(e))


≤ 1|n|
∑
z∈Zm,n
E

 ∑
e⊆(z+m)
Ve (p · e+∇φz(e))

+ C3−m2 (1 + |p|2).
Adding the entropy of the law Pφ′ and using the equality proved in Step 1, we obtain
1
|n|E

∑
e⊆n
Ve
(
p(e) +∇φ′(e))

+ 1|n|H
(
Pφ′
)
≤ 3−d(n−m)
∑
z∈Zm,n

E

 1
|m|
∑
e⊆(z+m)
Ve (p(e) +∇φz(e))

+ 1|m|H (Pm,p)


+ C3−
m
2 (1 + |p|2).
Since the law of φz in the cube (z+m) is the probability measure Pm,p, we have, for each
z ∈ Zm,n,
E

 1
|m|
∑
e⊆z+m
Ve (p(e) +∇φz(e))

+ 1|m|H (Pm,p) = ν(m, p).
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Combining the two previous displays shows
1
|n|E

∑
e⊆n
Ve
(
p(e) +∇φ′(e))

+ 1|n|H
(
Pφ′
) ≤ ν(m, p) + C3−m2 (1 + |p|2)
and the proof of Step 4 is complete.
Step 5. We proceed as in Step 3 and use that the gradient of X is supported on the set
BXm,n to decompose the sum
(3.26)
∑
e⊆n
∣∣∇φ′(e) −∇φn,p(e)∣∣2 = ∑
e∈BXm,n
|∇φ(e) +∇X(e)−∇φn,p(e)|2
+
∑
e⊆n\BXm,n
|∇φ(e) −∇φn,p(e)|2 .
We then expand the first term on the right-hand side∑
e∈BXm,n
|∇φ(e) +∇X(e)−∇φn,p(e)|2
=
∑
e∈BXm,n
|∇φ(e)−∇φn,p(e)|2 + 2
∑
e∈BXm,n
(∇φ(e)−∇φn,p(e))∇X(e) +
∑
e∈BXm,n
|∇X(e)|2 .
Using that the gradient of X is bounded by 1, the Cauchy-Schwarz inequality and the
upper bound on the cardinality of BXm,n, one further obtains∑
e∈BXm,n
|∇φ(e) +∇X(e)−∇φn,p(e)|2
≥
∑
e∈BXm,n
|∇φ(e)−∇φn,p(e)|2 − C3
dn−m
2

 ∑
e∈BXm,n
|∇φ(e)−∇φn,p(e)|2


1
2
− C3dn−m.
Dividing by |n| on both sides of the previous inequality and taking the expectation gives
E

 1
|n|
∑
e∈BXm,n
|∇φ(e) +∇X(e) −∇φn,p(e)|2

 ≥ E

 1
|n|
∑
e∈BXm,n
|∇φ(e)−∇φn,p(e)|2


− C3− dn+m2 E



 ∑
e∈BXm,n
|∇φ(e) −∇φn,p(e)|2


1
2

− C3−m.
By the identity (3.26) and the Cauchy-Schwarz inequality, one obtains
E

 1
|n|
∑
e⊆n
∣∣∇φ′(e) −∇φn,p(e)∣∣2

 ≥ E

 1
|n|
∑
e⊆n
|∇φ(e)−∇φn,p(e)|2


− C3− dn+m2 E

 ∑
e∈BXm,n
|∇φ(e)−∇φn,p(e)|2


1
2
− C3−m.
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There remains to estimate the second term on the right-hand side of the previous equation.
To do so, we recall the energy estimate already introduced in Step 4,
E

 1
|n|
∑
e⊆n
|∇φ(e)|2

 ≤ C(1 + |p|2).
using this estimate and the inequality (3.7) of Proposition 3.1, one obtains
E

 1
|n|
∑
e⊆n
|∇φn,p(e)|2

 ≤ C(1 + |p|2).
Combining the three previous displays shows
E

 1
|n|
∑
e⊆n
∣∣∇φ′(e) −∇φn,p(e)∣∣2

 ≥ E

 1
|n|
∑
e⊆n
|∇φ(e)−∇φn,p(e)|2

−C3−m2 (1+|p|),
and the proof of Step 5 is complete.
Step 6. The conclusion. First, combining the main results of Steps 2 and 4 gives,
E

∑
e⊆n
∣∣∇φ′(e)−∇φn,p(e)∣∣2

 ≤ C (ν(m, p)− ν(n, p)) + C3−m2 (1 + |p|2).
Then by the main result of Step 5, we obtain
E

∑
e⊆n
|∇φ(e) −∇φn,p(e)|2

 ≤ C (ν(m, p)− ν(n, p)) + C3−m2 (1 + |p|2).
This is the estimate (3.17) and the proof of Proposition 3.8 is complete. 
We now want to prove a version of the two-scale comparison for ν∗. Similarly to what
was done in Proposition 3.8, we fix two integers m,n ∈ N such that m < n and define a
family of random variables ψz, for z ∈ Zm,n, such that
• for each z ∈ Zm,n, ψz takes values in h˚1(z + n), is equal to 0 in n \ (z +m)
and the law of ψz (· − z) is the probability measure P∗m,q;
• the random variables (ψz)z∈Zm,n are independent.
We also denote by ψ′ :=
∑
z∈Zm,n
ψz and by Pψ′ its law, it is a probability measure on
h˚1(n).
Proposition 3.9 (Two-scale comparison for ν∗). Given a pair of integers n,m ∈ N
satisfying m < n and q ∈ Rd, we consider the random variables ψz and ψ′ defined in
the previous paragraph. Then there exist a coupling between ψ′ and ψn,q and a constant
C := C(d, λ) <∞ such that,
(3.27) E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
|∇ψz(e)−∇ψn,q(e)|2


≤ C (ν∗(m, q)− ν∗(n, q)) + C(1 + |q|2)3−m.
Proof. The first idea of the proof is to consider the following orthogonal decomposition of
the space h˚1(n):
(3.28) h˚1(n) = ⊕
z∈Zm,n
h˚1 (z +n)
⊥⊕H,
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where we denote by
h˚1 (z +m) :=
{
ψ ∈ h˚1(n) : ψ|n\(z+m) = 0
}
,
with a slight abuse of notation: we extend the functions of h˚1 (z +m) by 0 outside the
cube (z +m).
The remaining space H is the space of functions of h˚1(n) which are constant on the
subcubes (z +n)z∈Zm,n . It is a space of dimension 3
d(n−m) − 1 and each function h ∈ H
can be written in the following form
h =
∑
z∈Zm,n
λz1z+m,
for some real constants (λz)z∈Zm,n satisfying
∑
z∈Zm,n
λz = 0.
For z ∈ Zm,n, we denote by ψzn,q the orthogonal projection of the random variable ψn,q
on the space h˚1 (z +m). This defines a random variable taking values in h˚
1 (z +m).
We also let h the orthogonal projection of the random variable ψn,q on the space H.
Finally, we introduce the notation
ψ′n,q :=
∑
z∈Zm,n
ψzn,q.
This is a random variable taking values in ⊕
z∈Zm,n
h˚1 (z +m) ⊆ h˚1 (n). Its law is a
probability measure defined on the vector space ⊕
z∈Zm,n
h˚1 (z +m) and is denoted by
Pψ′n,q .
As in the proof of the previous proposition, we introduceBm,n the set of edges connecting
two subcubes of the form (z +m), i.e.,
(3.29) Bm,n :=
{
(x, y) : ∃z, z′ ∈ Zm,n, z 6= z′ such that x ∈ z +m and y ∈ z′ +m
}
,
so as to have the decomposition of the sum
(3.30)
∑
e⊆n
=
∑
z∈Zm,n
∑
e⊆z+m
+
∑
e∈Bm,n
.
We note that for every h ∈ H, the gradient ∇h is supported on the edges of Bm,n and
(3.31) for each z, z′ ∈ Zm,nwith z 6= z′ and for each e ⊆
(
z′ +m
)
,∇ψzn,q(e) = 0.
This implies, for each z ∈ Zm,n and each e ⊆ (z +m),
∇ψ′n,q(e) = ∇ψzn,q(e).
The same result is valid for the field ψ′: for each z ∈ Zm,n and each e ⊆ (z +m),
∇ψ′(e) = ∇ψz(e).
We now split the proof into 5 Steps. In Steps 1 to 4, we assume q = 0. We then remove
this additional assumption in Step 5.
• In Step 1, we show that the law of the random variable ψ′ is the minimizer of the
variational problem
inf
P
E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ(e))

 +H (P) ,
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where the infimum is chosen over all the probability measures on ⊕
z∈Zm,n
h˚1 (z +m)
and the entropy is computed with respect to the Lebesgue measure on this space.
• In Step 2, we consider the optimal coupling between the random variables ψ′ and
ψ′n,0 and prove the following inequality,
E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
∣∣∇ψz(e)−∇ψzn,0(e)∣∣2


≤ C

ν∗(n, 0) + E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+n)
Ve
(∇ψzn,0(e))

+ 1|n|H
(
Pψ′n,0
) .
• In Step 3, we prove the following estimate pertaining to the random variables ψzn,0,
(3.32)∑
z∈Zm,n
E

 1
|n|
∑
e⊆(z+m)
V
(∇ψzn,0(e))

+ 1|n|H
(
Pψzn,0
)
≤ −ν∗(m, 0) + Cm3−dm.
• In Step 4, we complete the proof and show that there exists a coupling between
the random variables ψn,0 and ψ
′ such that
E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
∣∣∇ψ′(e)−∇ψn,0(e)∣∣2


≤ C(ν∗(m, 0)− ν∗(n, 0)) + Cm3−dm.
• In Step 5, we remove the assumption q = 0 and prove the more general result: for
each q ∈ Rd, there exists a coupling between the random variables ψ′ and ψn,q such
that
E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
|∇ψz(e)−∇ψn,q(e)|2


≤ C(ν∗(m, q)− ν∗(n, q)) + C(1 + |q|2)3−m.
Step 1. By Proposition 2.8, one has
(3.33) inf
P

E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ(e))

 +H (P)


= − log
ˆ
⊕
z∈Zm,n
h˚1(z+m)
exp

− ∑
z∈Zm,n
∑
e⊆(z+n)
Ve(∇ψ(e))

 dψ,
where the infimum is considered over all the probability measures on ⊕
z∈Zm,n
h˚1 (z +m).
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But on the one hand, one has the equality
(3.34)
ˆ
⊕
z∈Zm,n
h˚1(z+m)
exp

− ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ(e))

 dψ
=

ˆ
h˚1(m)
exp

− ∑
e⊆m
Ve(∇ψ(e))

 dψ


3d(n−m)
.
On the other hand, since by assumption the random variables (ψz)z∈Zm,n are independent,
one has
H
(
Pψ′
)
=
∑
z∈Zm,n
H (Pψz) = 3
d(n−m)H
(
P
∗
m,0
)
.
As a remark, we note that the entropy of Pψ′ is computed with respect to the Lebesgue
measure on ⊕z∈Zm,nh˚1 (z +m), while the entropies of the laws Pψz and P∗m,0 are computed
with respect to the Lebesgue measures on h˚1 (z +m) and on h˚
1 (m) respectively. The
energy part of the random variable ψ′ can be computed explicitly and one derives
E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ′(e))

 = ∑
z∈Zm,n
E

 ∑
e⊆(z+m)
Ve(∇ψz(e))


= 3d(n−m)E

∑
e⊆n
Ve(∇ψn,0(e))

 .
Consequently
E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ′(e))

 +H (Pψ′)
= 3d(n−m)

E

 ∑
e⊆m
Ve(∇ψm,0(e))

 +H (P∗m,0)

 .
By definition of law P∗m,0, the term on the right-hand side can be explicitly computed, and
one obtains
E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ′(e))

 +H (Pψ′)
= −3d(n−m) log

ˆ
h˚1(m)
exp

− ∑
e⊆m
Ve(∇ψ(e))

 dψ

 .
Combining the previous display with (3.33) and (3.34), we obtain
E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ′(e))

 +H (Pψ′)
= inf
P

E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ(e))

 +H (P)

 .
QUANTITATIVE HOMOGENIZATION OF THE DISORDERED ∇φ MODEL 37
The proof of Step 1 is complete.
Step 2. The idea of this step is similar to the strategy adopted in Step 2 of Proposi-
tion 3.8: one uses the uniform convexity of the elastic potential Ve and the displacement
convexity of the entropy to prove a uniform convexity result for the functional F∗n,0 defined
in Definition 2.7.
First, we consider the optimal coupling between the random variables ψ′ and ψ′n,0. In
particular, by the displacement convexity of the entropy, the law of the random vari-
able
ψ′+ψ′n,0
2 satisfies the inequality
(3.35) H
(
Pψ′+ψ′
n,0
2
)
≤
H
(
Pψ′
)
+H
(
Pψ′n,0
)
2
.
Moreover, by the uniform convexity of Ve, one has
2E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve
(∇ψ′(e) +∇ψ′n,0(e)
2
)(3.36)
≤ E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve
(∇ψ′n,0(e))

+ E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve
(∇ψ′(e))


− λE

 ∑
z∈Zm,n
∑
e⊆(z+m)
∣∣∇ψ′(e)−∇ψ′n,0(e)∣∣2

 .
We can then use Step 1 to compute
E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ′(e))

 +H (Pψ′)
= inf
P
E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ(e))

 +H (P)
≤ E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve
(∇ψ′(e) +∇ψ′n,0(e)
2
)+H (P∇ψ′(e)+∇ψ′
n,0
(e)
2
)
.
One can then apply (3.35) and (3.36) to deduce
E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ′(e))

 +H (Pψ′)
≤ 1
2

E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ′(e))

 +H (Pψ′)


+
1
2

E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve
(∇ψ′n,0(e))

+H (Pψ′n,0
)
− λ
2
E

 ∑
z∈Zm,n
∑
e⊆(z+m)
∣∣∇ψ′(e)−∇ψ′n,0(e)∣∣2

 .
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From Step 1, one also has
1
|n|

E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve(∇ψ′(e))

 +H (Pψ′)

 = −3d(n−m)|m||n| ν∗ (m, 0)
= −ν∗ (m, 0) .
Combining the two previous displays and dividing by |n| gives
λ
2
E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
∣∣∇ψ′(e)−∇ψ′n,0(e)∣∣2


≤ 1
2
ν∗ (m, 0) +
1
2

E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
Ve
(∇ψ′n,0(e))

+ 1|n|H
(
Pψ′n,0
) .
This completes the proof of Step 2.
Step 3. Before starting this step, we recall the notation Bm,n for the bonds connecting
two subcubes introduced in (3.29) and the decomposition of the sum (3.30). This step is
the most technical one, and the main difficulty is to compare the entropies of the random
variables ψn,0 and ψ
′
n,0. The only property which is known about these random variables
comes from their definitions: one has
ψn,0 − ψ′n,0 ∈ H,
where H is the space of functions of mean zero which are constant on the cubes z+m, it
was first introduced in (3.28). In this situation, it is difficult to compare the two entropies
but one can use the elastic energy of the random variable∇ψn,0 on the edges of Bm,n, where
the gradient of ψn,0−ψ′n,0 is supported, to obtain some information: more specifically, we
prove the inequality
(3.37) E

 1
|n|
∑
e∈Bm,n
Ve(∇ψn,0(e))

 + 1|n|H
(
P
∗
n,0
) ≥ 1|n|H
(
Pψ′n,0
)
− Cm3−dm.
The previous inequality is the main argument of this step. In the next paragraph, we
explain how to obtain the main result (3.32) of this step, assuming that (3.37) holds. First
one deduces from the estimate (3.37)
E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
Ve (∇ψn,0(e))

+ E

 1
|n|
∑
e∈Bm,n
Ve (∇ψn,0)

+ 1|n|H (Pn,0)
≥ E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
Ve (∇ψn,0(e))

+ 1|n|H
(
Pψ′n,0
)
− Cm3−dm.
By the decomposition of the sum stated in (3.30), the term on the left-hand side can be
rewritten
E

 ∑
z∈Zm,n
∑
e⊆(z+m)
Ve (∇ψn,0(e))

+ E

 ∑
e∈Bm,n
Ve(∇ψn,0(e))

 = E

∑
e⊆n
Ve (∇ψn,0(e))

 .
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We then use the equality
E

∑
e⊆n
Ve (∇ψn,0(e))

+H (P∗n,0) = −|n|ν∗ (n, 0) .
Combining the few previous results and dividing by the volume term |n| yields
(3.38)
− ν∗ (n, 0) ≥ E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
Ve (∇ψn,0(e))

+ 1|n|H
(
Pψ′n,0
)
− Cm3−dm.
This is the estimate (3.32) up to two points:
(1) First there should be a term ψzn,0 instead of a term ψn,0 on the right-hand side.
By definition, the random variable ψzn,0 is the orthogonal projection of ψn,0 on the
space h˚1 (z +m), and using the property (3.31), one has
for each z ∈ Zm,n and each e ⊆ z +m, ∇ψn,0(e) = ∇ψzn,0(e).
With this identity, the inequality (3.38) can be rewritten
−ν∗ (n, 0) ≥ E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
Ve
(∇ψzn,0)

+ 1|n|H
(
Pψ′n,0
)
− Cm3−dm.
(2) The second point which needs to be addressed is the entropy which is not exactly
the same as in (3.32). By Proposition 2.6, one has
H
(
Pψ′n,0
)
≥
∑
z∈Zm,n
H
(
Pψzn,0
)
,
which provides a solution.
We now turn to the proof of (3.37). We recall the notation Z∗0 (n) introduced in (1.13).
We also let ρ be the density associated to the law P∗n,0; it is defined on h˚
1 (n) by
ρ :


h˚1 (n)→ R
ψ 7→ 1
Z∗0 (n)
exp

− ∑
e⊆n
Ve (∇ψ(e))

 .
Using the orthogonal decomposition (3.28), and the definition of ψ′n,0, we can compute
the density ρ′ of the random variable ψ′n,0. It is defined on the space ⊕
z∈Zm,n
h˚1 (z +m)
according to the formula
ρ′ :


⊕
z∈Zm,n
h˚1 (z +m)→ R
ψ 7→ 1
Z∗0 (n)
ˆ
H
exp

− ∑
e⊆n
Ve (∇ψ(e) +∇h(e))

 dh,
where the integral is considered with respect to the Lebesgue measure on the space H
defined in (3.28). Using that for every h ∈ H, ∇h is supported in Bm,n, we can split the
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sum according to the formula (3.30) to obtain, for each ψ ∈ ⊕
z∈Zm,n
h˚1 (z +m),
(3.39) ρ′(ψ) =
exp
(
−∑z∈Zm,n∑e⊆z+m V (∇ψ(e)))
Z∗0 (n)
×
ˆ
H
exp

− ∑
e∈Bm,n
Ve (∇ψ(e) +∇h(e))

 dh.
We now prove an upper bound for the term inside the integral and show that its logarithm
is relatively small: there exists a constant C := C(d, λ) < ∞ such that, for each function
ψ ∈ ⊕
z∈Zm,n
h˚1 (z +m),
(3.40) log
ˆ
H
exp

− ∑
e∈Bm,n
Ve (∇ψ(e) +∇h(e))

 dh ≤ Cm3d(n−m).
The proof of this estimate is essentially technical and relies on the fact that the dimension
of H is equal to 3d(n−m) − 1, which justifies the form of the right-hand side. The proof is
postponed to Appendix A, Proposition A.1. We now show how to deduce (3.37) from (3.40).
We first compute the entropy of the law P∗n,0. This gives
H
(
P
∗
n,0
)
=
ˆ
h˚1(n)
ρ(ψ) log ρ(ψ) dψ
=
ˆ
h˚1(n)
ρ(ψ)

− ∑
e⊆n
Ve (∇ψ)

 dψ − logZ∗0 (n) .
Adding the term E
[∑
e∈Bm,n
Ve(∇ψ(e))
]
and splitting the sum according to the for-
mula (3.30) gives
E

 1
|n|
∑
e∈Bm,n
Ve(∇ψn,0(e))

 +H (P∗n,0)
=
ˆ
h˚1(n)
ρ(ψ)

− ∑
z∈Zm,n
∑
e⊆z+m
V (∇ψ(e))

 dψ − logZ∗0 (n) .
We focus on the integral on the right-hand side: using the decomposition (3.28), one can
apply Fubini’s Theorem and first integrate over H then over ⊕
z∈Zm,n
h˚1 (z +m). This gives
ˆ
h˚1(n)
ρ(ψ)

− ∑
z∈Zm,n
∑
e⊆(z+m)
Ve (∇ψ)

 dψ
=
ˆ
⊕
z∈Zm,n
h˚1(z+m)
ˆ
H
ρ(ψ + h)

− ∑
z∈Zm,n
∑
e⊆(z+m)
Ve (∇ψ)

 dh dψ.
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Note that here we have used that the gradient of an element of H is supported on Bm,n.
Using the definition of ρ′ stated in (3.39), the previous equality can be rewritten
ˆ
h˚1(n)
ρ(ψ)

− ∑
z∈Zm,n
∑
e⊆(z+m)
Ve (∇ψ)

 dψ
=
ˆ
⊕
z∈Zm,n
h˚1(z+m)
ρ′(ψ)

− ∑
z∈Zm,n
∑
e⊆(z+m)
Ve (∇ψ)

 dψ.
Combining the few previous displays then gives
(3.41) E

 ∑
e∈Bm,n
Ve(∇ψn,0(e))

 +H (P∗n,0)
=
ˆ
⊕
z∈Zm,n
h˚1(z+m)
ρ′(ψ)

− ∑
z∈Zm,n
∑
e⊆(z+m)
Ve (∇ψ)

 dψ − logZ∗n .
By the definition of ρ′ in (3.39) and the estimate (3.40), one has, for each function ψ ∈
⊕
z∈Zm,n
h˚1 (z +m),
log ρ′(ψ) ≤ −
∑
z∈Zm,n
∑
e⊆(z+m)
V (∇ψ(e)) dψ − logZ∗0 (n) + Cm3d(n−m).
This allows to perform the following computation
H
(
Pψ′n,0
)
=
ˆ
⊕
z∈Zm,n
h˚1(z+m)
ρ′(ψ) log ρ′(ψ) dψ(3.42)
≤
ˆ
⊕
z∈Zm,n
h˚1(z+m)
ρ′(ψ)

− ∑
z∈Zm,n
∑
e⊆(z+m)
V (∇ψ(e))

 dψ
− logZ∗0 (n) +Cm3d(n−m).
Combining (3.41) and (3.42) gives
H
(
Pψ′n,0
)
≤ E

 ∑
e∈Bm,n
Ve(∇ψn,0(e))

 +H (P∗n,0)+ Cm3d(n−m).
This is (3.37) and the proof of Step 3 is complete.
Step 4. Combining the main results of Steps 2 and 3, one obtains the existence of a
coupling between the random variables ψ′ and ψ′n,0, such that
(3.43)
E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
∣∣∇ψz(e)−∇ψ′n,0(e)∣∣2

 ≤ C (ν∗(m, 0)− ν∗(n, 0)) + Cm3−dm.
The objective of this step is to find a coupling between the random variables ψn,0 and ψ
′,
instead of ψ′n,0, and ψ
′. Recall that we denoted by h the orthogonal projection of ψn,0 on
the space H. Denote by Ph its law, it is a probability measure on H.
By Lemma 2.11, there exists a coupling between the three probability measures Pψ′ ,Pψ′n,0
and Ph such that, under this coupling, the law of (ψ
′, ψ′n,0) is the optimal coupling between
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Pψ′ and Pψ′n,0 and the law of (ψ
′
n,0, h) is P
∗
n,0. This provides the desired coupling between
the random variables ψ′ and ψn,0: under this coupling the inequality (3.43) is satisfied.
Step 4 is complete.
Step 5. We remove the assumption q = 0. This can be achieved by applying the result
obtained for q = 0 with the tilted elastic potential
Ve,q(x) := Ve(x)− q(e)x.
This new elastic potential satisfies the same uniform ellipticity assumption as Ve and one
can do the same proof with Ve,q instead of Ve, the difference is mostly notational: the only
place where it as an impact is in the estimate (3.40) and it provides an additional error
term which can be proved to be bounded by C(1+ |q|2)3dn−m. Dividing by the volume of
the triadic cube |n| eventually shows
E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
∣∣∇ψ′(e)−∇ψn,q(e)∣∣2


≤ C (ν∗(m, q)− ν∗(n, q)) + Cm3−dm + C(1 + |q2|)3−m.
This can be simplified into
E

 1
|n|
∑
z∈Zm,n
∑
e⊆(z+m)
∣∣∇ψ′(e)−∇ψn,q(e)∣∣2


≤ C (ν∗(m, q)− ν∗(n, q)) + C(1 + |q2|)3−m.
The proof of Proposition 3.9 is complete. 
4. Quantitative convergence of the subadditive quantities
The main goal of this section is to use the tools developed in Section 3 to prove The-
orem 1.1. To this end, we first introduce a notation for the subadditivity defect of the
surface tensions ν and ν∗.
Definition 4.1. For each p ∈ Rd and each n ∈ N, we define
τn(p) := ν (n, p)− ν (n+1, p) ,
and, for each q ∈ Rd,
τ∗n(q) := ν
∗ (n, q)− ν∗ (n+1, q) .
We also recall the following notation from the introduction: for a bounded subset U ⊆ Zd
and a vector field F : Ed(U) → R, we let 〈F 〉U be the unique vector in Rd such that, for
each p ∈ Rd,
p · 〈F 〉U =
1
|U |
∑
e⊆U
p · F (e).
In the rest of this section, this is applied in the case where U is a triadic cube and where
F is the gradient of a function. We may also refer to the quantity 〈∇φ〉U as the slope of
the function φ over the set U .
This section is organized as follows. We first prove, using Proposition 3.9, that the
variance of the slope of the random variable ψn,q over the cube n converges to 0 as n tends
to infinity. More precisely, we bound the variance of the slope by the subadditivity defect
τ∗n(q), which is expected to be small as n tends to infinity. This is proved in Proposition 4.2
and essentially relies of the two-scale comparison for ν∗ stated in Proposition 3.9.
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Once the slope of the random variable ψn,q is controlled, we apply the multiscale Poincare´
inequality, stated in Proposition 2.14, to prove that ψn,q is close, in the expectation of the
L2-norm over the cube n, to an affine function. With all these tools at hand, we prove
the technical estimate of this article, Proposition 4.5, thanks to a patching construction.
This proposition, combined with the one-sided convex duality property proved in Propo-
sition 3.6, shows that on a large scale, the functions p → ν(n, p) and q → ν∗(n, q) are
approximately convex dual, i.e., they satisfy up to a small error
ν∗ (n, q) ≃ sup
p∈Rd
−ν (n, p) + p · q.
Once such a result is established, we turn to the proof of the quantitative convergence of
the surface tension, Theorem 1.1.
4.1. Contraction of the variance of the slope of the field ψn,q. We first prove the
contraction of the variance of the slope of the random interface ψn,q. This is stated in the
following proposition.
Proposition 4.2 (Contraction of the slope of the field ψn,q). There exists a constant
C := C(d, λ) <∞ such that, for each n ∈ N and each q ∈ Rd,
(4.1) Var
[
〈∇ψn+1,q〉n+1
]
≤ C(1 + |q|2)3−n + C
n∑
m=0
3
(m−n)
2 τ∗m(q).
Proof. The proof of this inequality relies on Proposition 3.9 and it is necessary to rein-
troduce the objects used in the statement of this proposition. This is the subject of the
following paragraph.
Consider the family of random variables (ψz)z∈Zn,n+1 and the random variable ψ
′ :=∑
z∈Zn,n+1
ψz which were introduced before the statement of Proposition 3.9. We recall
that they satisfy the following properties:
• for each z ∈ Zn,n+1, ψz is a random variable valued in h˚1(n+1). It is equal to 0
outside the cube (z +n) and has law P
∗
n,q in the cube (z +n);
• the random variables ψz are independent.
We also consider the coupling between ψ′ and ψn+1,q which was introduced in Proposi-
tion 3.9. In particular estimate (3.27) holds.
The main idea of the proof is the following. By Proposition 3.9, one knows that, up to
an error of size τ∗n(q), the gradient of the random interface ψn+1,q is close to the gradients
of 3d independent random variables: the random variables ψz. As a consequence, the
slope of the random interface ψn+1,q can be written, up to an error of size τ
∗
n(q), as a sum
of independent random variables. One can then apply a concentration inequality for the
variance of independent random variables to show the contraction of the slope.
We split the proof into 2 steps:
• in Step 1, we use Proposition 3.9 to prove
(4.2) Var
1
2
[
〈∇ψn+1,q〉n+1
]
≤ 3− d2Var 12
[
〈∇ψn,q(e)〉n
]
+Cτ∗n(q)
1
2 + C3−
n
2 (1 + |q|);
• in Step 2, we iterate the inequality obtained in Step 1 to derive (4.1).
Step 1. First we recall the definition of the set of bonds connecting two cubes of the
form (z +n),
Bn :=
{
(x, y) : ∃z, z′ ∈ 3nZd ∩n+1 such that z 6= z′, x ∈ z +n and y ∈ z′ +n
}
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and the decomposition of the sum (3.30),∑
e⊆n+1
=
∑
z∈Zn
∑
e⊆z+n
+
∑
e∈Bn
.
The set Bn is equal to the set Bn,n+1 from the previous sections, but since it depends only
on one parameter, we use the shortcut notation Bn. From the previous decomposition of
the sum, one has the estimate∣∣∣∣∣〈∇ψn+1,q〉n+1 − 3−d
∑
z∈Zn
〈∇ψn+1,q −∇ψz〉z+n − 3−d
∑
z∈Zn
〈∇ψz〉z+n
∣∣∣∣∣
≤ 1|n+1|
∑
e∈Bn
|∇ψn+1,q(e)| .
Taking the square-root of the variance and using the triangle inequality, one obtains
Var
1
2
[
〈∇ψn+1,q〉n+1
]
≤ Var 12
[
3−d
∑
z∈Zn
〈∇ψn+1 −∇ψz〉z+n
]
+ Var
1
2
[
3−d
∑
z∈Zn
〈∇ψz〉z+n
]
+ E


(
1
|n+1|
∑
e∈Bn
|∇ψn+1,q(e)|
)2
1
2
.
We then estimate the three terms on the right-hand side separately. The first term is an
error term which can be estimated by Proposition 3.9,
Var
[
3−d
∑
z∈Zn
〈∇ψn+1 −∇ψz〉z+n
]
≤ E

 1
|n+1|
∑
z∈Zn
∑
e⊆z+n
|∇ψn+1(e)−∇ψz(e)|2


≤ Cτ∗n(q) + C(1 + |q|2)3−n.
To estimate the second term, we use the independence of the random variables ψz and the
concentration inequality for a sum of independent random variables,
Var
[
3−d
∑
z∈Zn
〈∇ψz〉z+n
]
= 3−2d
∑
z∈Zn
Var
[〈∇ψz〉z+n] .
Using that the law of ψz on the cube (z +n) is P
∗
n,q, one obtains
Var
[
3−d
∑
z∈Zn
〈∇ψz〉z+n
]
= 3−dVar
[
〈∇ψn,q〉n
]
.
The third term is also an error term and can be estimated thanks to the Cauchy-Schwarz
inequality together with the bound |Bn| ≤ C3−n|n+1|,
E


∣∣∣∣∣ 1|n+1|
∑
e∈Bn
∇ψn+1(e)
∣∣∣∣∣
2

 ≤ E
[
|Bn|
|n+1|2
∑
e∈Bn
|∇ψn+1(e)|2
]
≤ C3−nE
[
1
|n+1|
∑
e∈Bn
|∇ψn+1(e)|2
]
.
QUANTITATIVE HOMOGENIZATION OF THE DISORDERED ∇φ MODEL 45
By the bound on the L2-norm of the gradient ∇ψn+1 obtained in Proposition 3.1, one
obtains
E


∣∣∣∣∣ 1|n+1|
∑
e∈Bn
∇ψn+1(e)
∣∣∣∣∣
2

 ≤ C3−n(1 + |q|2),
for some constant C := C(d, λ) < ∞. Combining the few previous displays gives the
estimate
Var
1
2
[
〈∇ψn+1,q〉n+1
]
≤ 3− d2Var 12 [〈∇ψn(e)〉n]+ Cτ∗n(q) 12 + C3−n2 (1 + |q|).
Step 2. Iteration and conclusion. We denote by
σn := Var
1
2
[〈∇ψn〉n] .
The main estimate of Step 1 can be rewritten with this new notation
σn+1 ≤ 3−
d
2σn + Cτ
∗
n(q)
1
2 + C3−
n
2 (1 + |q|).
An iteration of the previous display gives
σn ≤ 3−
dn
2 σ0 + C
n∑
m=0
3−
d(n−m)
2 τ∗m(q)
1
2 + C(1 + |q|)
n∑
m=0
3−
d(n−m)
2 3−
m
2
≤ 3− dn2 σ0 + C
n∑
m=0
3−
d(n−m)
2 τ∗m(q)
1
2 + C(1 + |q|)3−n2 .
To simplify the previous estimate, we note that by the estimate (3.5) of Proposition 3.1,
one has the bound σ0 ≤ C(1 + |q|). This implies
σn ≤ C(1 + |q|)3−
n
2 + C
n∑
m=0
3
(m−n)
2 τ∗m(q)
1
2 .
Squaring the previous inequality gives
σ2n ≤ C(1 + |q|2)3−n + C
(
n∑
m=0
3
(m−n)
2 τ∗m(q)
1
2
)2
≤ C(1 + |q|2)3−n + C
n∑
m=0
3
(m−n)
2 τ∗m(q).
The proof of Step 2 is complete. 
To end this section, we record another useful property of the slope of the random
interface ψn,q: thanks to an explicit computation, one can relate the expectation of the
slope of the random interface ψn,q to the gradient in the q variable of the dual surface
tension ν∗ according to the formula
∇qν∗(n, q) = E
[
〈∇ψn,q〉n
]
.
This has some interesting consequences: first one derives the bound, for each q ∈ Rd,
|∇qν∗(n, q)| ≤

E

 1
|n|
∑
e⊆n
|∇ψn,q(e)|2




1
2
(4.3)
≤ C(1 + |q|).
Second, and for future reference, we note that the difference of the gradient of ν∗ on
different scales can be controlled by the subadditivity defect. This is stated in the following
lemma.
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Lemma 4.3. For each m ≤ n and each q ∈ Rd
(4.4) |∇qν∗(m, q)−∇qν∗(n, q)|2 ≤ C
n∑
k=m
τ∗k (q) + C(1 + |q|2)3−m.
Proof. The arguments for the proof of this lemma are essentially contained in the proof
of Proposition 4.2. The main idea is to apply Proposition 3.9. We thus consider the
coupling between the random variables ψn,q and ψz introduced in this proposition. With
this notation, one has
(4.5)
|∇qν∗(m, q)−∇qν∗(n, q)|2 =
∣∣∣∣∣∣E

〈∇ψn,q(e)〉n − 1|Zm,n|
∑
z∈Zm,n
〈∇ψz〉z+m


∣∣∣∣∣∣
2
.
We reintroduce the set of bonds connecting two cubes of the form (z +m),
Bm,n :=
{
e = (x, y) ⊆ n : ∃z, z′ ∈ 3mZd ∩n, z 6= z′, x ∈ z +m and y ∈ z′ +m
}
.
We also recall that its cardinality can be estimated according to the formula
|Bm,n| ≤ C3−m |n| ,
and that one has the decomposition of the sum∑
e⊆n
=
∑
e∈Bm,n
+
∑
z∈Zm,n
∑
e⊆z+m
.
Combining this with the equality (4.5), one obtains
|∇qν∗(m, q)−∇qν∗(n, q)|2 ≤ 2E

 1
|n|
∑
z∈Zm,n
∑
e⊆z+m
|∇ψn,q(e) −∇ψz(e)|2


+ 2E


∣∣∣∣∣∣
1
|n|
∑
e∈Bm,n
∇ψn,q(e)
∣∣∣∣∣∣
2
 .
The first term on the right-hand side can be estimated by Proposition 3.9, and the second
one by the Cauchy-Schwarz inequality, similarly to what is written in Proposition 4.2. This
implies the estimate (4.4). 
4.2. L2 contraction of the field ψn,q to an affine function. The main objective of
this section is to combine the multiscale Poincare´ inequality with the contraction of the
variance of the slope of the field ψn,q proved in the previous section, to obtain that the
field ψn,q is close in the L
2-norm to an affine function. The right-hand side of the estimate
still depends on the subadditivity defects τ∗n(q) which are small as n tends to infinity. This
is stated in the following proposition.
Proposition 4.4. There exists a constant C := C(d, λ) < ∞ such that, for every n ∈ N
and every q ∈ Rd,
(4.6)
E
[
1
|n|
∑
x∈n
|ψn,q(x)−∇qν∗(n, q) · x|2
]
≤ C32n
(
(1 + |q|2)3−n2 +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
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Proof. By the discrete version of the multiscale Poincare´ inequality stated in Proposi-
tion 2.14, one has
(4.7)
1
|n|
∑
x∈n
|ψn,q(x)−∇qν∗(n, q) · x|2 ≤ C 1|n|
∑
e⊆n+1
|∇ψn,q(e)−∇qν∗(n, q) · e|2
+C3n
n∑
m=0
3m

 1
|Zm,n|
∑
z∈Zm,n
∣∣∣〈∇ψn,q〉z+m −∇qν∗(n, q)
∣∣∣2

 .
By Proposition 3.1 and the inequality (4.3), we can bound the expectation of the first term
on the right-hand side,
E

 1
|n|
∑
e⊆n
|∇ψn,q(e)−∇qν∗(n, q) · e|2


≤ E

 1
|n|
∑
e⊆n
|∇ψn,q(e)|2 + |∇qν∗(n, q)|2


≤ C(1 + |q|2).
We then split the proof into 2 steps:
• in Step 1, we estimate the expectation of the second term on the right-hand side
and prove the estimate, for any integer m ≤ n,
(4.8)
1
|Zm,n|
∑
z∈Zm,n
E
[∣∣∣〈∇ψn,q〉z+m −∇qν∗(n, q)
∣∣∣2]
≤ C(1 + |q|2)3−m + C
m∑
k=0
3
(k−m)
2 τ∗k (q) + C
n∑
k=m
τ∗k (q);
• in Step 2, we deduce the estimate (4.6) from the previous display.
Step 1. To prove the inequality (4.8), the two main ingredients are Proposition 4.2
and Proposition 3.9. To apply Proposition 3.9, we first recall the definition of the family
random variables ψz, for z ∈ Zm,n introduced in its statement as well as the coupling
between the random interfaces ψ and ψz which satisfies
(4.9) E

 1
|n|
∑
z∈Zm,n
∑
e⊆z+m
|∇ψz(e)−∇ψn,q(e)|2

 ≤ C n∑
k=m
τ∗k (q) + C(1 + |q|2)3−m.
We decompose the term in the left-hand side of (4.8)
1
|Zm,n|E

 ∑
z∈Zm,n
∣∣∣〈∇ψn,q〉z+m −∇qν∗(n, q)
∣∣∣2


≤ 3|Zm,n|
∑
z∈Zm,n
1
|m|E

 ∑
e⊆z+m
|∇ψn,q(e) −∇ψz(e)|2


+
3
|Zm,n|
∑
z∈Zm,n
E
[∣∣〈∇ψz〉z+m −∇qν∗(m, q)∣∣2]
+ 3 |∇qν∗(n, q)−∇qν∗(m, q)|2 ,
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and estimate the three terms separately. The first and third terms term on the right-hand
side are an error terms which can be estimated thanks to (4.9) and (4.4) respectively. This
gives
1
|Zm,n|E

 ∑
z∈Zm,n
∣∣∣〈∇ψn,q〉z+m −∇qν∗(n, q)
∣∣∣2


≤ 3|Zm,n|
∑
z∈Zm,n
1
|m|E

 ∑
e⊆z+m
|∇ψz(e)−∇qν∗(m, q) · e|2


+ C
n∑
k=m
τ∗k (q) + C(1 + |q|2)3−m.
Using the identity ∇qν∗(m, q) := E
[
〈∇ψm,q〉m
]
and Proposition 4.2, one can estimate
the remaining term,
1
|Zm,n|
∑
z∈Zm,n
E
[∣∣〈∇ψz〉z+m −∇qν∗(m, q)∣∣2] = Var [〈∇ψn,q〉m
]
≤ C(1 + |q|2)3−m + C
m∑
k=0
3
(k−m)
2 τ∗k (q).
Combining the previous displays yields
1
|Zm,n|
∑
z∈Zm,n
E
[∣∣∣〈∇ψn,q〉z+m −∇qν∗(n, q)
∣∣∣2]
≤ C(1 + |q|2)3−m + C
m∑
k=0
3
(k−m)
2 τ∗k (q) + C
n∑
k=m
τ∗k (q).
The proof of Step 1 is complete.
Step 2. To ease the notation, we denote by, for each m ∈ {1, . . . , n},
Xm :=
1
|Zm,n|
∑
z∈Zm,n
∣∣∣〈∇ψn,q〉z+m −∇qν∗(n, q)
∣∣∣2 .
The main result of Step 1 can be reformulated with this new notation
E [Xm] ≤ C(1 + |q|2)3−m +C
m∑
k=0
3
(k−m)
2 τ∗k (q) + C
n∑
k=m
τ∗k (q).
By the multiscale Poincare´ inequality stated in (4.7), one has
1
|n|
∑
x∈n
|ψn,q(x)−∇qν∗(n, q) · x|2 ≤ C(1 + |q|2) + C3n
n∑
m=0
3mXm.
Taking the expectation gives
E
[
3n
n∑
m=0
3mXm
]
≤ C3n
n∑
m=0
3m
(
C(1 + |q|2)3−m + C
m∑
k=0
3
(k−m)
2 τ∗k (q) + C
n∑
k=m
τ∗k (q)
)
≤ C32n
(
(1 + |q|2)n3−n +
n∑
k=0
3
(k−n)
2 τ∗k (q) +
n∑
k=0
3(k−n)τ∗k (q)
)
.
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The previous inequality can be further simplified by appealing to the estimates n ≤ C3n2
and 3(k−n) ≤ 3 (k−n)2 and we deduce
E
[
1
|n|
∑
x∈n
|ψn,q(x)−∇qν∗(n, q) · x|2
]
≤ C32n
(
(1 + |q|2)3−n2 +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
The proof of Proposition 4.4 is complete. 
4.3. Convex duality: upper bound. The objective of this section is to use the results
of the previous sections, and in particular Proposition 4.4, to show that the two surface
tensions ν and ν∗ are approximately convex dual to one another. We first introduce the
following notation: for each n ∈ N, we denote by +n the triadic cube n to which one has
added a boundary layer of size 1, i.e.,

+
n :=
(
−3
n + 1
2
,
3n + 1
2
)d
.
It is a cube of size 3n + 2 and satisfies the following property(

+
n
)o
= n.
The statement of the next proposition can be formulated as follows: if the coefficients τ∗n(q)
are small, then for each q ∈ Rd, there exists p ∈ Rd such that
ν
(

+
2n, p
)
+ ν∗ (n, q)− p · q is small,
and one can choose the value of p = ∇qν∗(n, q) in the previous display. In a later
statement, we remove the condition +2n and prove that, for each q ∈ Rd, there exists
p ∈ Rd such that
ν (n, p) + ν
∗ (n, q)− p · q is small.
Combining this result with the lower bound on the convex duality proved in Proposition 3.6,
one obtains
ν∗ (n, q) = inf
p∈Rd
(−ν (n, p) + p · q) up to a small error.
The main argument in the proof of Proposition 4.5 is a patching construction: we need
to patch functions defined on the cubes (z + n) of laws P
∗
n,q in the (much larger) cube

+
2n, to construct a random variable on the space h
1
0
(

+
2n
)
whose law is then used as a
test measure in the variational formulation for ν stated in (2.6).
Proposition 4.5. There exist a constant C := C(d, λ) < ∞ and an exponent β :=
β(d, λ) > 0 such that for each q ∈ Rd and each n ∈ N,
ν
(

+
2n,∇qν∗(n, q)
)
+ ν∗ (n, q)−∇qν∗(n, q) · q
≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
Proof. Fix q ∈ Rd and for each p ∈ Rd, we denote by lp the linear function of slope p.To
simplify the notation, we also write, for each q ∈ Rd and each n ∈ N,
∇ν∗n(q) := ∇qν∗(n, q) ∈ Rd.
We also recall the notation (1.7) introduced in Section 1 which is used in the proof with
the value p = ∇ν∗n(q).
The strategy of the proof is the following. We construct a random variable taking values
in h10
(

+
2n
)
, denoted by κ+2n in the proof. This random variable is essentially constructed
by patching together independent random variables, which are defined on the triadic cubes
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(z + n), for z ∈ Zn,2n and whose laws are the law of ψn,q − l∇ν∗n(q). We then prove that
the random variable κ+2n satisfies
E

 1∣∣+2n∣∣
∑
e⊆+2n
Ve
(∇ν∗n(q)(e) +∇κ+2n(e))

+ 1∣∣+2n∣∣H
(
Pκ+2n
)
≤ −ν∗ (n, q) +∇ν∗n(q) · q
+ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
We finally use κ+2n as a test function in the variational formulation of ν
(

+
2n,∇ν∗n(q)
)
, to
obtain the inequality
ν
(

+
2n,∇ν∗n(q)
) ≤ E

 1∣∣+2n∣∣
∑
e⊆+2n
Ve
(∇ν∗n(q) +∇κ+2n(e))

+ 1∣∣+2n∣∣H
(
Pκ+2n
)
.
Combining the two previous displays completes the proof.
We split the proof into 4 steps:
• in Step 1, we construct the random variable κ+2n taking values in h10
(

+
2n
)
;
• in Step 2, we show that the entropy of κ+2n is controlled by the entropy of P∗n,q.
Precisely, we prove
(4.10)
1∣∣+2n∣∣H
(
Pκ+2n
)
≤ 1|n|H
(
P
∗
n,q
)
+ Cn3−n,
where the entropy on the left-hand side is computed with respect to the Lebesgue
measure on h10
(

+
2n
)
and the entropy on the right-hand side is computed with
respect to the Lebesgue measure on h˚1(n);
• in Steps 3 and 4, we show that the energy of the random variable κ+2n is controlled
by the energy of the field ψn,q. Precisely, we prove
(4.11) E

 1∣∣+2n∣∣
∑
e⊆+2n
Ve
(∇ν∗n(q) +∇κ+2n(e))

 ≤ E

 1
|n|
∑
e⊆n
Ve (∇ψn,q(e))


+ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
;
• in Step 5, we combine the results of Steps 3 and 4 to prove
ν
(

+
2n,∇ν∗n(q)
)− ν∗(n, q) + q · ∇ν∗n(q) ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
Step 1. Denote by h1(2n) the set of functions from the cube 2n to R. There exists
a canonical bijection between the spaces h1(2n) and h
1
0(
+
2n) obtained by extending
the functions of h1(2n) to be 0 on the boundary of the cube 
+
2n. We first explain
the strategy to construct the random interface κ+2n. We consider a family (ψz)z∈Zn,2n of
random variables satisfying:
• for each z ∈ Zn,2n, ψz is valued in h˚1 (z +n) and its law is P∗n,q;
• the random variables ψz are independent.
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We recall the definition for the set of edges connecting two triadic cubes of the form (z+n)
in the cube 2n,
Bn,2n :=
{
e = (x, y) ⊆ 2n : ∃z, z′ ∈ Zn,2n, z 6= z′, x ∈ z +n and y ∈ z′ +n
}
,
as well as the corresponding partition of edges of the cube 2n,
e ⊆ 2n =⇒ ∃z ∈ 3nZd ∩2n, e ⊆ z +n or e ∈ Bn,2n.
We then construct a random vector field f defined on the edges of the cube 2n by patching
together the vector fields∇ψz−∇ν∗n(q) defined on the edges of the cube (z+n). Precisely,
the vector field f is defined as follows, for each edge e ⊆ 2n,
(4.12) f(e) =
{∇ψz(e)−∇ν∗n(q)(e) if e ⊆ z +n, for some z ∈ Zn,2n,
0 if e ∈ Bn,2n.
The objective is to construct a random variable κ+2n which belongs to the space h
1
0
(

+
2n
)
and whose gradient is close to the vector field f .
A first obstruction is that the vector field f(e) is not in general the gradient of a function
in h10
(

+
2n
)
. To remedy this, we consider the orthogonal projection the vector field f on
the space of gradients of functions in h10
(

+
2n
)
. This corresponds to solving the Dirichlet
boundary value problem
(4.13)
{
∆κ = div f in 2n,
κ ∈ h10
(

+
2n
)
.
A second obstruction is that the random variable κ defined in (4.13) almost surely
belongs to a strict linear subspace of h10
(

+
2n
)
, consequently its law is not absolutely
continuous with respect to the Lebesgue measure on h10
(

+
2n
)
and its entropy is infinite.
To remedy this we add some independent random variables whose law uniform on [0, 1],
as was done in Proposition 3.8.
We now give the details of the construction. We consider the orthogonal decomposition
with respect to the standard L2 scalar product
(4.14) h1(2n) = ⊕
z∈Zn,2n
h˚1(z +n)
⊥⊕H,
where H :=
(
⊕
z∈Zn,2n
h˚1(z +n)
)⊥
is the vector space of functions which are constant on
the subcubes (z +n). Its dimension is 3
dn.
We then consider a linear operator denoted by L defined on ⊕
z∈Zn,2n
h˚1(z + n) valued
in h10
(

+
2n
)
defined according to the following procedure.
For each ψ ∈ ⊕
z∈Zn,2n
h˚1(z +n), we let L(ψ) be the unique solution to
(4.15)
{
∆L(ψ) = div f in 2n
L(ψ) ∈ h10
(

+
2n
)
,
where f is the vector field defined by, for each e ⊆ 2n,
f(e) =
{∇ψ(e) if e ⊆ z +n, for some z ∈ Zn,2n,
0 if e ∈ B2n,n.
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We first verify that the operator L is injective. To this end, we check that the kernel of L
is reduced to {0}. Let ψ ∈ ⊕
z∈Zn,2n
h˚1(z + n) such that L(ψ) = 0, we want to prove that
ψ = 0.
First by definition of L, the condition L(ψ) = 0 implies div f = 0. The function div f
can be computed explicitly and we have, for each z ∈ Zn,2n
∆z+nψ = 0 in (z +n),
where ∆z+n is the Laplacian on the graph (z +n) and is defined by, for each x ∈ n,
∆z+nψ(x) =
∑
y∼x,y∈z+n
(ψ(y) − ψ(x)) .
Note that this Laplacian is different from the standard Laplacian on the cube +2n which
is used in (4.15) and defined by, for each x ∈ 2n,
∆ψ(x) =
∑
y∼x
(ψ(y)− ψ(x)) .
This difference comes from the fact that f was set to be 0 on the set B2n,n. For the
Laplacian on the cube (z+n), one can apply the maximum principle to obtain, for each
z ∈ Zn,2n,
∆z+nψ = 0 in (z +n) =⇒ ψ is constant in z +n.
Combining the previous remark with the assumption that the function ψ belongs to the
space ⊕
z∈Zn,2n
h˚1(z + n) gives ψ = 0 and thus kerL = {0}. In particular, if we denote by
imL the image of L, one has
dim(imL) = dim
(
⊕
z∈Zn,2n
h˚1(z +n)
)
= 32dn − 3dn.
We then extend L into an isomorphism of h1(2n) into h
1
0
(

+
2n
)
. We consider the orthog-
onal decomposition
h1(2n) = ⊕
z∈Zn,2n
h˚1(z +n)
⊥⊕H,
and we let h1, . . . , h3nd be an orthonormal basis of H. Consider now the L
2 orthogonal
decomposition
(4.16) h1(2n) = imL ⊕ (imL)⊥.
By the injectivity of L, we have dim (imL)⊥ = 3dn. We let h˜1, . . . , h˜3nd be an orthonormal
basis of (imL)⊥ and extend the linear operator L to the space h1(2n) by setting
(4.17) L(hi) = h˜i, ∀i ∈ {1, . . . , 3dn}.
By construction, the linear mapping L is an isomorphism between h1(2n) and h
1
0
(

+
2n
)
.
We now construct the random variable κ+2n using the operator L. To this end, we
consider two families (ψz)z∈Zn,2n and (Xi)i=1,...,3nd of random variables satisfying:
• for each z ∈ Zn,2n, ψz is valued in h˚1 (z +n) and its law is P∗n,q. We extend it
by 0 outside the cube (z +n) so that it can be seen as a random variable taking
values in h1 (2n);
• for each i ∈ {1, . . . , 3nd}, Xi is valued in [0, 1] and its law is Unif[0, 1];
• the random variables ψz and Xi are independent.
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We also define, for each z ∈ Zn,2n, the random variable σz taking values in h˚1 (2n) defined
by subtracting the affine function of slope ∇ν∗(q) to ψz, i.e., for each x ∈ 2n,
(4.18) σz(x) :=
{
ψz(x)−∇ν∗n(q) · (x− z) if x ∈ z +n,
0 otherwise.
Let κ and κ+2n be the random variables valued in h
1 (2n) defined by the formulas
(4.19) κ := L

 ∑
z∈Zn,2n
σz

 and κ+2n := L

 ∑
z∈Zn,2n
σz +
3nd∑
i=1
Xihi

 .
With this definition, it is clear that κ+2n is a random variable valued in h
1
0
(

+
2n
)
and
that its law is absolutely continuous with respect to the Lebesgue measure on this space.
Moreover by construction of the operator L, the random variable κ+2n is one of the functions
of h10
(

+
2n
)
which is the closest in the L2-norm to the vector field f defined in (4.12).
Step 2. In this step, we compute the entropy of the random variable κ+2n.
Using the canonical bijection between h1 (2n) and h
1
0
(

+
2n
)
, one can see the operator
L as an automorphism of h10
(

+
2n
)
. Combining this remark with the change of variables
formula for the differential entropy, one computes the entropy of the random variable κ+2n,
(4.20) H
(
Pκ+2n
)
= H
(
P∑
z∈Zn,2n
σz+
∑3nd
i=1 Xihi
)
− ln |detL| .
We first focus on the first term on the right-hand side. By construction of σz,Xi, hi and
using the formula to compute the entropy of two independent random variables given in
Proposition 2.4, one has
H
(
P∑
z∈Zn,2n
σz+
∑3nd
i=1 Xihi
)
=
∑
z∈Zn,2n
H (Pσz) +
3nd∑
i=1
H (PXi) .
Using that the law of Xi is uniform in [0, 1] and since the entropy of a random variable is
translation invariant the previous display can be further simplified
H
(
P∑
z∈Zn,2n
σz+
∑3nd
i=1 Xihi
)
=
∑
z∈Zn,2n
H (Pψz) .
Since the law of the random interface ψz is P
∗
n,q, one obtains
(4.21) H
(
Pκ+2n
)
= 3dnH
(
P
∗
n,q
)− ln |detL| .
We now focus on the second term on the right-hand side of (4.20). More precisely, we
prove that the logarithm of the determinant of L is small compared to the volume of the
cube n: more precisely, we show the bound
(4.22) |ln |detL|| ≤ C3(2d−1)nn.
Combining (4.21) with (4.22) gives the main result (4.10) of Step 2.
To prove (4.22), note that the dimension of the vector space h10
(

+
2n
)
is 32dn. Denote
by (l1, . . . , l32dn) the (potentially complex) eigenvalues of L. Note that since L is bijective,
none of these eigenvalues is equal to 0. With this notation the determinant of L can be
computed,
(4.23) ln |detL| =
32dn∑
i=1
ln |li| .
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To prove that the logarithm of the determinant of L is small, the strategy relies on the
two following ingredients:
(1) we prove that most of the eigenvalues of L are equal to 1;
(2) we prove that the remaining eigenvalues are bounded from above and below by the
values C34n and c3−4n, respectively.
We focus on the first item. To prove this result, we consider the interior of the cube n:

o
n :=
(
−3
n − 2
2
,
3n − 2
2
)d
∩ Zd = n \ ∂n.
In particular, one has the inclusion on ⊆ n and thus the vector space h˚1 (on) is a linear
subspace of h˚1 (n). This implies that the space ⊕
z∈Zn,2n
h˚1 (z +on) is a linear subspace of
⊕
z∈Zn,2n
h˚1 (z +n). The important observation is that for each ψ ∈ ⊕
z∈Zn,2n
h˚1 (z +on) and
each edge e ∈ B2n,n,
∇ψ(e) = 0.
This is due to the fact that, by definition of the space ⊕
z∈Zn,2n
h˚1 (z +on), any function
belonging to this space is equal to 0 on the boundaries of the cubes (z +n), for any
z ∈ Zn,2n. Consequently the vector field f defined from ψ according to the formula
(4.24) f(e) =
{∇ψ(e) if e ⊆ z +n, for some z ∈ Zn,2n,
0 if e ∈ B2n,n,
satisfies
f = ∇ψ.
Thus L(ψ) is the solution of {
∆L(ψ) = ∆ψ in 2n,
L(ψ) ∈ h10
(

+
2n
)
.
This implies L(ψ) = ψ. This proves
ψ ∈ ⊕
z∈Zn,2n
h˚1 (z +on) , L(ψ) = ψ.
Consequently, the vector space ⊕
z∈Zn,2n
h˚1 (z +on) is an eigenspace for L associated to the
eigenvalue 1, its dimension can be estimated by the following computation
dim
(
⊕
z∈Zn,2n
h˚1 (z +on)
)
=
∑
z∈Zn,2n
dim
(˚
h1 (z +on)
)
= 3dn dim
(˚
h1 (on)
)
= 3dn (|on| − 1) .
The volume of on can then be estimated according to
|on| ≥ 3dn − C3(d−1)n.
Combining the two previous displays gives
(4.25) dim
(
⊕
z∈Zn,2n
h˚1 (z +on)
)
≥ 32dn − C3(2d−1)n.
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Thus we can, without loss of generality, assume that for each i ≥ C3(2d−1)n, li = 1. The
equality (4.23) can be rewritten
ln |detL| =
C3(2d−1)n∑
i=1
ln |li| .
We then use the inequalities∣∣∣∣∣∣L−1∣∣∣∣∣∣−1 ≤ inf
i∈{1,...,32dn}
|li| ≤ sup
i∈{1,...,32dn}
|li| ≤ |||L|||,
where |||L||| (resp. |||L−1|||) denotes the operator norm of L (resp. L−1) with respect to
the L2-norm on h10
(

+
2n
)
. A combination of the two previous displays gives
(4.26) |ln |detL|| ≤ C3(2d−1)nmax (ln |||L|||, ln ∣∣∣∣∣∣L−1∣∣∣∣∣∣) .
To complete the proof, there remains to prove an estimate on the operator norms of L and
L−1. Specifically, we prove,
(4.27) |||L||| ≤ C32n and
∣∣∣∣∣∣L−1∣∣∣∣∣∣ ≤ C32n.
We first focus on the estimate of the operator norm of L. Let φ ∈ h10
(

+
2n
)
such that∑
x∈+2n
φ(x)2 ≤ 1, one aims to prove
(4.28)
∑
x∈+2n
|L(φ)(x)|2 ≤ C34n.
To this end, we decompose the field φ according to the orthogonal decomposition (4.14).
This gives
φ = ψ + h, with ψ ∈ ⊕
z∈Zn,2n
h˚1(z +n) and h ∈ H.
In particular, ∑
x∈+2n
|ψ(x)|2 +
∑
x∈+2n
|h(x)|2 =
∑
x∈+2n
|φ(x)|2 ≤ 1.
By definition of the operator L, the functions L(ψ) and L(h) are orthogonal in h10
(

+
2n
)
and ∑
x∈+2n
|L(h)(x)|2 =
∑
x∈+2n
|h(x)|2
From this we deduce∑
x∈+2n
|L(φ)(x)|2 =
∑
x∈+2n
|L(ψ)(x)|2 +
∑
x∈+2n
|L(h)(x)|2 =
∑
x∈+2n
|L(ψ)(x)|2 +
∑
x∈+2n
|h(x)|2
≤
∑
x∈+2n
|L(ψ)(x)|2 + 1.
Thus to prove (4.28), it is sufficient to prove:
∀ψ ∈ ⊕
z∈Zn,2n
h˚1(z +n) such that
∑
x∈+2n
|ψ(x)|2 ≤ 1,
∑
x∈+2n
|L(ψ)(x)|2 ≤ C34n.
For each ψ ∈ ⊕
z∈Zn,2n
h˚1(z +n), we know that the map L(ψ) is a solution to
(4.29)
{
∆L(ψ) = div f in 2n,
L(ψ) ∈ h10
(

+
2n
)
,
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where the vector field f is defined by the formula
f(e) =
{∇ψ(e) if e ⊆ z +n, for some z ∈ Zn,2n,
0 if e ∈ B2n,n.
Using the function L(ψ) as a test function in (4.29) shows∑
e⊆+2n
|∇L(ψ)(e)|2 =
∑
e⊆+2n
∇L(ψ)(e)f(e).
By the Cauchy-Schwarz inequality, this implies∑
e⊆+2n
|∇L(ψ)(e)|2 ≤
∑
e⊆+2n
|f(e)|2.
By definition of f , one obtains
(4.30)
∑
e⊆+2n
|∇L(ψ)(e)|2 ≤
∑
z∈Zn,2n
∑
e⊆z+n
|∇ψ(e)|2.
Using the inequality, for each bond e = (x, y) ⊆ 2n,
|∇ψ(e)|2 = |ψ(x)− ψ(y)|2 ≤ 2 |ψ(x)|2 + 2 |ψ(y)|2 ,
we derive the estimate, ∑
z∈3nZd∩2n
∑
e⊆z+n
|∇ψ(e)|2 ≤ C
∑
x∈2n
|ψ(x)|2 .
Combining the previous displays and using the assumption
∑
x∈2n
|ψ(x)|2 ≤ 1 shows∑
e⊆+2n
|∇L(ψ)(e)|2 ≤ C
∑
x∈2n
|ψ(x)|2 ≤ C.
Since L(ψ) ∈ h10
(

+
2n
)
, the Poincare´ inequality implies∑
x∈+2n
|L(ψ)(x)|2 ≤ 34n
∑
e⊆+2n
|∇L(ψ)(e)|2 .
Combining the two previous displays gives∑
x∈+2n
|L(ψ)(x)|2 ≤ C34n.
This is the desired result. We now turn to the bound on the operator norm of L−1, we
aim to prove ∣∣∣∣∣∣L−1∣∣∣∣∣∣ ≤ C32n.
To this end, let ψ ∈ h10
(

+
2n
)
. We first prove
(4.31)
∑
x∈+2n
|ψ(x)|2 ≤ C34n
∑
x∈+2n
|L(ψ)(x)|2 .
Using the same idea as in the proof of the bound for the operator norm of L, we see that
it is enough to prove (4.31) under the additional assumption ψ ∈ ⊕
z∈Zn,2n
h˚1(z + n). In
this case, one has {
∆L(ψ) = div f in 2n,
L(ψ) ∈ h10
(

+
2n
)
.
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Testing this equation with the function ψ gives∑
x∈2n
∆L(ψ)(x)ψ(x) =
∑
x∈2n
div f(x)ψ(x) =
∑
e⊆2n
f(e)∇ψ(e).
We then use the definition of the function ψ to get∑
e⊆2n
f(e)∇ψ(e) =
∑
z∈Zn,2n
∑
e⊆z+n
|∇ψ(e)|2 .
Since the function ψ belongs to the space ⊕
z∈Zn,2n
h˚1(z + n), it has mean 0 on each of
the subcubes (z + n). We can thus apply the Poincare´ inequality on each of the cubes
(z +n) to get, for some constant C := C(d) <∞,∑
x∈z+n
|ψ(x)|2 ≤ C32n
∑
e⊆z+n
|∇ψ(e)|2 , ∀z ∈ Zn,2n.
Summing the previous inequality over z ∈ Zn,2n gives∑
x∈2n
|ψ(x)|2 ≤ C32n
∑
z∈Zn,2n
∑
e⊆z+n
|∇ψ(e)|2 .
Combining the few previous displays gives∑
x∈2n
|ψ(x)|2 ≤ C32n
∑
x∈2n
∆L(ψ)(x)ψ(x).
By the Cauchy-Schwarz inequality, one further obtains∑
x∈2n
|ψ(x)|2 ≤ C34n
∑
x∈2n
|∆L(ψ)(x)|2 .
But by definition of the Laplacian, one has, for each x ∈ 2n,
|∆L(ψ)(x)|2 =
∣∣∣∣∣
∑
y∼x
(ψ(y)− ψ(x))
∣∣∣∣∣
2
≤ C
∑
y∼x
|ψ(y)|2 + C|ψ(x)|2.
From this we obtain ∑
x∈2n
|∆L(ψ)(x)|2 ≤ C
∑
x∈2n
|L(ψ)(x)|2
and consequently ∑
x∈2n
|ψ(x)|2 ≤ C34n
∑
x∈2n
|L(ψ)(x)|2 .
This is (4.31).
We now complete the proof of the bound | ln |detL|| stated in (4.22). Combining (4.26)
and (4.27) gives
|ln |detL|| ≤ C3(2d−1)nmax (ln |||L|||, ln ∣∣∣∣∣∣L−1∣∣∣∣∣∣)
≤ C3(2d−1)n ln (C32n)
≤ C3(2d−1)nn.
The proof of Step 2 is complete.
Step 3. The goal of this step is to show the following estimate
(4.32) E

 1∣∣+2n∣∣
∑
e⊆+2n
∣∣f(e)−∇κ+2n(e)∣∣2

 ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
,
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where we recall that f is the random vector field defined in (4.12). To prove this estimate,
we proceed as follows:
• we first remove the additional random variable L
(∑3nd
i=1Xihi
)
. Precisely we prove
E

 1∣∣+2n∣∣
∑
x⊆+2n
∣∣κ+2n(x)− κ(x)∣∣2

 ≤ 3−dn,
where the random variable κ is defined in (4.19);
• then we construct a random function Ψ taking values in h10
(

+
2n
)
such that
(4.33) E

 1∣∣+2n∣∣
∑
e⊆+2n
|f(e)−∇Ψ(e)|2

 ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
,
for some small exponent β := β(d) > 0;
• we deduce from (4.33) that
E

 1∣∣+2n∣∣
∑
e⊆+2n
|f(e)−∇κ(e)|2

 ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
Step 1. We first prove that, up to a small error, we can remove the additional random
variable L
(∑3nd
i=1Xihi
)
which was added to κ to obtain κ+2n. These random variables were
added so that the law of κ+2n is absolutely continuous with respect to the Lebesgue measure
on h10
(

+
2n
)
, in order not to obtain an infinite entropy. They were also chosen in a way
that their role in the energy is negligible. More precisely, we prove the following statement
E

 1∣∣+2n∣∣
∑
x⊆+2n
∣∣κ+2n(x)− κ(x)∣∣2

 ≤ 3−dn.
We first recall the definition of the operator L on the linear subspace H given in (4.17).
The previous estimate is then a consequence of the following computation
E

 1∣∣+2n∣∣
∑
x∈+2n
∣∣κ+2n(x)− κ(x)∣∣2

 = E

 1∣∣+2n∣∣
∑
x∈+2n
∣∣∣∣∣∣
3nd∑
i=1
Xih˜i(x)
∣∣∣∣∣∣
2

= E

 1∣∣+2n∣∣
3nd∑
i=1
|Xi|2

 .
Since the family h˜i, for i ∈ {1, . . . , 3nd} is orthonormal with respect to the L2 scalar
product in h10
(

+
2n
)
. Since the random variables (Xi)i∈{1,...,3nd} are i.i.d of law uniform in
[0, 1], one can complete the computation
(4.34) E

 1∣∣+2n∣∣
∑
x∈+2n
∣∣κ+2n(x)− κ(x)∣∣2

 = 3nd
3
∣∣+2n∣∣ ≤ C3−dn.
Using this and the inequality, for each e = (x, y) ⊆ 2n,∣∣∇ (κ+2n − κ) (e)∣∣2 = ∣∣(κ+2n − κ) (x)− (κ+2n − κ) (y)∣∣2
≤ 2 ∣∣(κ+2n − κ) (x)∣∣2 + 2 ∣∣(κ+2n − κ) (y)∣∣2 ,
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one derives
(4.35) E

 1∣∣+2n∣∣
∑
e⊆+2n
∣∣∇κ+2n(e)−∇κ(e)∣∣2

 ≤ C3−dn.
The proof of Step 1 is complete.
Step 2. We now prove (4.33) and construct the random variable Ψ. We recall the
definition of the family (ψz), for z ∈ Zn,2n, and extend it to each point z ∈ 3nZd according
to
(i) for each point z ∈ 3nZd, ψz is a random function from Zd to R equal to 0 outside
(z +n) and the law of ψz (· − z) restricted to n is P∗n,q;
(ii) the random variables ψz are independent.
It is the same family as in Step 1, except that it was extended to each z ∈ 3nZd and not
only for z ∈ Zn,2n. The reason behind this extension will become clear later in the proof.
We also define
ψ :=
∑
z∈3nZd
ψz.
Moreover for each z ∈ Zn,2n, we let ψz,n+1be a random variable such that
ψz,n+1 is valued in h˚
1 (z +n+1) and the law of ψz,n+1 (· − z) is P∗n+1,q.
We extend this function by 0 outside the cube (z + n+1) so that one can think of the
random variable ψz,n+1 as a random function from Z
d to R.
The goal of the following argument is to construct a suitable coupling between the
random variables ψz,n+1, for z ∈ Zn,2n.
For some fixed z ∈ Zn,2n, we apply Proposition 3.9 and Proposition 2.11, with the
random variables X = ψ, Y =
∑
z′∈3nZd\(z+n+1)
ψz′ and Z = ψz,n+1; we obtain that
there exists a coupling between the random variables ψ and ψz,n+1 such that
(4.36)
E

 1
|n|
∑
z′∈3nZd∩(z+n+1)
∑
e⊆z′+n
|∇ψz,n+1(e)−∇ψz′(e)|2

 ≤ Cτ∗n(q) + C(1 + |q|2)3−n.
This is where we used that ψz′ is defined for some z
′ outside the cube 2n. Indeed for
some z ∈ 3nZd ∩2n, close to the boundary of the cube 2n, the set 3nZd ∩ (z +n+1) is
not included in the cube 2n.
Thanks to the previous argument, we have constructed, for each z ∈ Zn,2n, a coupling
between ψ and ψz,n+1. Let (z1, . . . , z3nd) be an enumeration of the elements of Zn,2n.
Applying Proposition 2.11 with X = ψ, Y = ψz1,n+1 and Z = ψz2,n+1 constructs a
coupling between ψ, ψz1,n+1 and ψz2,n+1 such that (4.36) is satisfied.
We then apply Proposition 2.11 a second time, with this time the random variables X =
(ψz1,n+1, ψz2,n+1), Y = ψ and Z = ψz3,n+1 to construct a coupling between ψ,ψz1,n+1, ψz2,n+1
and ψz3,n+1 such that (4.36) is satisfied.
Iterating this construction 3nd times constructs a coupling between the random variables
ψ and ψz,n+1, for z ∈ Zn,2n, such that (4.36) is satisfied.
From the previous construction, we derive a coupling between the random variables
ψz,n+1, for z ∈ Zn,2n, which satisfies the estimate (4.36).
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We now build the function Ψ by patching together the random variables ψz,n+1. The
argument relies on a partition of unity: we let χ0 ∈ h10(n) be a cutoff function satisfying
0 ≤ χ0 ≤ C3−dn,
∑
x∈Zd
χ0(x) = 1, |∇χ0| ≤ C3−(d+1)n, suppχ0 ⊆ 1
2
n.
We then define, for each z ∈ Zd
χ(y) :=
∑
x∈n
χ0(y − x).
Note that the function χ is supported in the cube 34n+1, satisfies 0 ≤ χ ≤ 1 and the
translations of χ form a partition of unity:∑
z∈3nZd
χ(· − z) = 1.
Moreover, one has the bound on the gradient of χ
(4.37) |∇χ| ≤ C3−n.
We next consider the cutoff function ζ ∈ h10
(

+
2n
)
satisfying
(4.38) 0 ≤ ζ ≤ 1, ζ = 1 on {x ∈ 2n : dist(x, ∂2n) ≥ 3n} , |∇ζ| ≤ C3−n,
which is used to remove a boundary layer in the patching construction. We also define the
following discrete set
Zn,2n :=
{
z ∈ 3nZd : z ∈ Zn,2n or dist(z, ∂2n) ≤ 3n
}
.
It represents the set Zn,2n with an additional boundary layer of size 1 of points in 3nZd
around it. This set is useful in the proof because it satisfies the following property
∀y ∈ +2n,
∑
z∈Z+n,2n
χ(y − z) = 1.
We then define the function Ψ by the formula
Ψ(x) = ζ(x)
∑
z∈Z+n,2n
χ(x− z) (ψz,n+1(x)−∇ν∗n+1(q) · (x− z)) .
Now that Ψ has been constructed, we prove (4.33). The main ingredients to prove this
estimate are the inequality (4.36), Proposition 4.4 and the interior Meyers estimate, Propo-
sition B.5 stated in Appendix B.
We first compute the derivative of Ψ. An explicit computation gives, for each edge
e = (x, y) ⊆ 2n,
∇Ψ(e) = ζ(y)
∑
z∈Z+n,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))(4.39)
+ ζ(y)
∑
z∈Z+n,2n
∇χ(· − z)(e) (ψz,n+1(x)−∇ν∗n+1(q) · x)
+∇ζ(e)
∑
z∈Z+n,2n
χ(x− z) (ψz,n+1(x)−∇ν∗n+1(q) · x) .
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The second and third terms in the previous display are error terms, which will be proved
to be small: the interesting term is the first one. The L2-norm of second term can be
estimated thanks to the bound (4.37) on the gradient of χ,
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣ζ(y)
∑
z∈Z+n,2n
∇χ(· − z)(e) (ψz,n+1(x)−∇ν∗n+1(q) · x)
∣∣∣∣∣∣∣
2

≤ C3−2nE

 1∣∣+2n∣∣
∑
z∈Z+n,2n
∑
x∈z+n+1
∣∣ψz,n+1(x)−∇ν∗n+1(q) · x∣∣2


≤ C3−2nE

 1
|n+1|
∑
x∈n+1
∣∣ψn+1,q(x)−∇ν∗n+1(q) · x∣∣2

 .
We then apply Proposition 4.4 to obtain
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣ζ(y)
∑
z∈Z+n,2n
∇χ(· − z)(e) (ψz,n+1(x)−∇ν∗n+1(q) · x)
∣∣∣∣∣∣∣
2

≤ C
(
(1 + |q|2)3−n2 +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
The third term of (4.39) can be estimated in a similar manner, using (4.38) this time,
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣∇ζ(e)
∑
z∈Z+n,2n
χ(x− z) (ψz,n+1(x)−∇ν∗n+1(q) · x)
∣∣∣∣∣∣∣
2

≤ C3−2nE

 1∣∣+2n∣∣
∑
z∈Z+n,2n
∑
x∈z+n+1
∣∣ψz,n+1(x)−∇ν∗n+1(q) · x∣∣2


≤ C3−2nE

 1
|n+1|
∑
x∈n+1
∣∣ψn+1,q(x)−∇ν∗n+1(q) · x∣∣2

 .
We then apply Proposition 4.4 again to obtain
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣∇ζ(e)
∑
z∈Z+n,2n
χ(x− z) (ψz,n+1(x)−∇ν∗n+1(q) · x)
∣∣∣∣∣∣∣
2

≤ C
(
(1 + |q|2)3−n2 +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
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Combining the few previous displays then yields
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣∇Ψ(e)− ζ(y)
∑
z∈Z+n,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2

≤ C
(
(1 + |q|2)3−n2 +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
Thus to prove (4.33), it is sufficient to show
(4.40) E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣f(e)− ζ(y)
∑
z∈Z+n,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2

≤ Cτ∗n(q) + C(1 + |q|2)3−βn,
for some small exponent β := β(d, λ) > 0. We simplify the previous display by removing
the function ζ. Note that if we denote by
∂Zn,2n :=
{
z ∈ Z+n,2n : dist(z, ∂2n) ≤ 2 · 3n
}
,
then we have the following computation, using the properties of the functions ζ and χ,
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣(1− ζ(y))
∑
z∈Z+n,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2

≤ E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣
∑
z∈∂Zn,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))
∣∣∣∣∣∣
2

≤ E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∑
z∈∂Zn,2n
χ(y − z)
∣∣∇ψz,n+1(e)−∇ν∗n+1(q)(e)∣∣2

 .
The previous display can be simplified by using that the function ζ is equal to 1 on the
set {x ∈ 2n : dist(x, ∂2n) ≥ 3n}. We obtain
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣(1− ζ(y))
∑
z∈Z+n,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2

≤ E

 1∣∣+2n∣∣
∑
z∈∂Zn,2n
∑
e⊆z+n+1
∣∣∇ψz,n+1(e) −∇ν∗n+1(q)(e)∣∣2

 .
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Using that all the random variables ψz,n+1 have the same law, which is P
∗
n+1,q, one has
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣(1− ζ(y))
∑
z∈Z+n,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2

≤ |∂Zn,2n|∣∣+2n∣∣ E

 ∑
e⊆n+1
∣∣∇ψn+1,q(e) −∇ν∗n+1(q)(e)∣∣2

 .
But by the estimate (3.8) of Proposition 3.1, the term on the right-hand side is bounded
and one has
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣(1− ζ(y))
∑
z∈Z+n,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2

≤ |∂Zn,2n| · |n+1|∣∣+2n∣∣ C(1 + |q|2).
One then appeals to the estimate |∂Zn,2n| ≤ C3(d−1)n and the equality |n+1| = 3d(n+1)
to obtain
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣(1− ζ(y))
∑
z∈Z+n,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2

≤ C3−n(1 + |q|2).
By the previous display and (4.40), it is enough to prove (4.33) to show
(4.41) E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣f(e)−
∑
z∈Z+n,2n
χ(y − z) (∇ψz,n+1(e) −∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2

≤ Cτ∗n(q) + C(1 + |q|2)3−βn,
for some small exponent β := β(d, λ) > 0. We now prove this estimate. Using that the
map χ is a partition of unity, we rewrite
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣f(e)−
∑
z∈Z+n,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2

= E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣
∑
z∈Z+n,2n
χ(y − z) (f(e)−∇ψz,n+1(e) +∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2
 .
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Using that the function χ is supported in the cube 34n+1, one obtains
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣∣
∑
z∈Z+n,2n
χ(y − z) (f(e)−∇ψz,n+1(e) +∇ν∗n+1(q)(e))
∣∣∣∣∣∣∣
2

≤ E

 1∣∣+2n∣∣
∑
z∈Z+n,2n
∑
e⊆(z+ 34n+1)∩2n
∣∣f(e)−∇ψz,n+1(e) +∇ν∗n+1(q)(e)∣∣2

 .
Using the definition of the vector field f given in (4.24), and splitting the sum according
to the partition of bonds,
e ⊆ 2n =⇒ e ∈ B2n,n or ∃z ∈ Zn,2n, e ⊆ z +n,
one derives
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣f(e)−
∑
z∈Zn,2n
χ(y − z) (∇ψz,n+1(e)−∇ν∗n+1(q)(e))
∣∣∣∣∣∣
2

≤ E

 1∣∣+2n∣∣
∑
z,z′∈Zn,2n, z∈z′+n+1
∑
e⊆z′+n
|∇ψz′(e) −∇ψz,n+1(e)|2

(4.42)
+ E

 1∣∣+2n∣∣
∑
z∈Zn,2n
∑
e∈B2n,n∩(z+
3
4
n+1)
|∇ψz,n+1(e)|2


+ C
∣∣∇ν∗n+1(q)−∇ν∗n(q)∣∣2 .
The first term on the right-hand side is estimated thanks to (4.36). This gives
E

 1∣∣+2n∣∣
∑
z,z′∈Zn,2n, z∈z′+n+1
∑
e⊆z′+n
|∇ψz′(e) −∇ψz,n+1(e)|2

(4.43)
=
1∣∣+2n∣∣
∑
z∈Zn,2n
E

 ∑
z′∈3nZd∩(z+n+1)
∑
e⊆z′+n
|∇ψz,n+1(e)−∇ψz′(e)|2


≤ Cτ∗n(q) + C(1 + |q|2)3−n.
The third term can be estimated thanks to (4.4),
∣∣∇ν∗n+1(q)−∇ν∗n(q)∣∣2 ≤ Cτ∗n(q) + C(1 + |q|2)3−n.
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To estimate the second term on the right-hand side of (4.42), we first use that all the
random variables ψz,n+1 have the same law, which is P
∗
n+1,q. This gives
E

 1∣∣+2n∣∣
∑
z∈Zn,2n
∑
e∈B2n,n∩(z+
3
4
n+1)
|∇ψz,n+1(e)|2


=
1∣∣+2n∣∣
∑
z∈Zn,2n
E

 ∑
e∈B2n,n∩
3
4
n+1
|∇ψn+1,q(e)|2


≤ CE

 1|n+1|
∑
e∈B2n,n∩
3
4
n+1
|∇ψn+1,q(e)|2

 .
We then estimate this term by the Meyers estimate, Proposition B.5 with γ = 34 . We
denote by δ the exponent of Proposition B.5 and compute
E

 1|n+1|
∑
e∈B2n,n∩
3
4
n+1
|∇ψn+1,q(e)|2


≤ C∣∣3
4n+1
∣∣ ∑
e∈B2n,n∩
3
4
n+1
E
[
|∇ψn+1,q(e)|2
]
≤ C
∣∣B2n,n ∩ 34n+1∣∣ δ1+δ∣∣3
4n+1
∣∣

 ∑
e⊆ 3
4
n+1
E
[
|∇ψn+1,q(e)|2
]1+δ
1
1+δ
≤ C
(∣∣B2n,n ∩ 34n+1∣∣∣∣3
4n+1
∣∣
) δ
1+δ
(1 + |q|2).
We then use that ∣∣B2n,n ∩ 34n+1∣∣∣∣3
4n+1
∣∣ ≤ C3−n,
to derive
E

 1|n+1|
∑
e∈B2n,n∩
3
4
n+1
|∇ψn+1,q(e)|2

 ≤ C3− δ1+δn(1 + |q|2).
Combining the few previous displays gives the following estimate for the second term on
the right-hand side of (4.42)
E

 1∣∣+2n∣∣
∑
z∈Zn,2n
∑
e∈B2n,n∩(z+
3
4
n+1)
|∇ψz,n+1(e)|2

 ≤ C3− δ1+δn(1 + |q|2).
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Combining (4.42) with (4.43), the previous displays and setting β := δ1+δ yields
E

 1∣∣+2n∣∣
∑
e=(x,y)⊆+2n
∣∣∣∣∣∣f(e)−
∑
z∈3nZd
χ(y − z) (∇ψz,n+1(e) −∇ν∗n+1(q) · e)
∣∣∣∣∣∣
2

≤ Cτ∗n(q) + C(1 + |q|2)3−βn.
This is precisely (4.41). The proof of (4.33) is complete.
Step 3. In this step, we deduce from (4.33) the estimate
E

 1∣∣+2n∣∣
∑
e⊆+2n
|f(e)−∇κ(e)|2

 ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
We recall that κ is defined as the solution of the problem{
∆κ = div f in 2n,
κ ∈ h10
(

+
2n
)
.
This implies the almost sure inequality∑
e⊆+2n
|f(e)−∇κ(e)|2 = inf
κ′∈h10(
+
2n)
∑
e⊆+2n
∣∣f(e) −∇κ′(e)∣∣2(4.44)
≤
∑
e⊆+2n
|f(e)−∇Ψ(e)|2 .
Taking the expectation and using the inequality (4.33) gives
E

 1∣∣+2n∣∣
∑
e⊆+2n
|f(e)−∇κ(e)|2

 ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
Combining the previous display with (4.34) proves the estimate
(4.45) E

 1∣∣+2n∣∣
∑
e⊆+2n
∣∣f(e)−∇κ+2n(e)∣∣2

 ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
Step 4. The goal of this step is to use the main result (4.45) of Step 3 to prove
(4.46) E

 1∣∣+2n∣∣
∑
e⊆+2n
Ve
(∇ν∗n(q)(e) +∇κ+2n(e))

 ≤ E

 1
|n|
∑
e⊆n
Ve (∇ψn,q(e))


+ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
We recall the definition of the random variable σz(x) := ψz(x)−∇ν∗n(q) · (x− z) intro-
duced in (4.18). The proof relies on the following technical estimate, the proof of which is
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postponed to Appendix A, Proposition A.2.
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇κ(e))

(4.47)
≤ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ψz(e))

+ C(1 + |q|2)3−n2
+ CE

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
|∇κ(e) −∇σz(e)|2

 .
We now show how to deduce (4.46) from the previous inequality. First, since all the random
variables ψz have the same law, one can simplify the first term on the right-hand side,
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ψz(e))

 = |Zn,2n||2n| E

∑
e⊆n
Ve (∇ψn,q(e))


= E

 1
|n|
∑
e⊆n
Ve (∇ψn,q(e))

 .
We now estimate the last term on the right-hand side of (4.47). One has
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
|∇σz(e) −∇κ(e)|2

(4.48)
≤ E

 1
|2n|
∑
e⊆+2n
|f(e)−∇κ(e)|2


≤ E

 1∣∣+2n∣∣
∑
e⊆+2n
|f(e)−∇κ(e)|2


+
(
|2n| −
∣∣+2n∣∣∣∣+2n∣∣ · |2n|
)
E

 ∑
e⊆+2n
|f(e)−∇κ(e)|2

 .
We first estimate the second term on the right-hand side of the previous display. Note that
|2n| −
∣∣+2n∣∣∣∣+2n∣∣ · |2n| ≤ 3−2n
1
|2n| ,
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and using the estimate (4.44), one has
E

 1
|2n|
∑
e⊆+2n
|f(e)−∇κ(e)|2

 ≤ E

 1
|2n|
∑
e⊆+2n
|f(e)|2


≤ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
|∇σz(e)|2


≤ CE

 1
|n|
∑
e⊆n
|∇ψn,q(e)|2

 .
We can then bound the last term on the right-hand side thanks to Proposition 3.1. This
gives
E

 1
|2n|
∑
e⊆+2n
|f(e)−∇κ(e)|2

 ≤ CE

 1
|n|
∑
e⊆n
|∇ψn,q(e)|2

 ≤ C(1 + |q|2).
Combining the few previous displays shows
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
|∇σz(e)−∇κ(e)|2

 ≤ E

 1∣∣+2n∣∣
∑
e⊆+2n
|f(e)−∇κ(e)|2


+ C3−2n(1 + |q|2).
We then use (4.32) to deduce the estimate
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
|∇κ(e) −∇σz(e)|2

 ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
Combining this estimate with (4.47) shows
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇κ(e))


≤ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ψz(e))


+ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
To complete the proof of (4.46), it is thus sufficient to prove
E

 1∣∣+2n∣∣
∑
e⊆+2n
Ve
(∇ν∗n(q)(e) +∇κ+2n(e))

(4.49)
≤ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇κ(e))


+ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
,
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for some constant C := C(d, λ) < ∞ and some exponent β := β(d, λ) > 0. To this end,
we prove the two following inequalities:
(1) we first prove the inequality
E

 1
|2n|
∑
e⊆+2n
Ve (∇ν∗n(q)(e) +∇κ(e))

(4.50)
≤ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇κ(e))


+ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
;
(2) we then prove
(4.51) E

 1∣∣+2n∣∣
∑
e⊆+2n
Ve
(∇ν∗n(q)(e) +∇κ+2n(e))


≤ E

 1
|2n|
∑
e⊆+2n
Ve (∇ν∗n(q)(e) +∇κ(e))

+ C3− d2n(1 + |q|).
Proof of (4.50). We define B+n,2n to be the set of edges of 
+
2n which do not belong to a
cube of the form (z +n), for z ∈ Zn,2n, i.e.,
B+n,2n :=
{
e ⊆ +2n : ∀z ∈ Zn,2n, e 6⊆ z +n
}
.
This set has been defined to have the following decomposition of the sum
∑
e⊆+2n
=
∑
z∈Zn,2n
∑
e⊆z+n
+
∑
e∈B+n,2n
.
Note also that the set B+n,2n is almost equal to the set Bn,2n, the only difference is that we
added the bonds which belong to the cube +2n but not to the cube 2n, which is a small
boundary layer of bonds. Additionally, one has the estimate on the cardinality of B+n,2n,
∣∣∣B+n,2n∣∣∣ ≤ C3−n |2n| .
We first prove the estimate
E

 1|2n|
∑
e∈B+2n,n
Ve (∇ν∗n(q)(e) +∇κ(e))

 ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
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We first use that, for each x ∈ R, one has the inequality Ve(x) ≤ 1λx2. This shows
E

 1|2n|
∑
e∈B+2n,n
Ve (∇ν∗n(q)(e) +∇κ(e))


≤ CE

 1|2n|
∑
e∈B+2n,n
|∇κ(e)|2

+ C
∣∣∣B+2n,n∣∣∣
|2n| |∇ν
∗
n(q)|2
≤ CE

 1|2n|
∑
e∈B+2n,n
|∇κ(e)|2

+ C(1 + |q|2)3−2n.
For each bond e in the set B+2n,n, one has the equality f(e) = 0. This implies
E

 1|2n|
∑
e∈B+2n,n
|∇κ(e)|2

 ≤ E

 1
|2n|
∑
e⊆+2n
|f(e) −∇κ(e)|2

 .
Using the exact same computation as in (4.48), one obtains
E

 1
|2n|
∑
e⊆+2n
|f(e)−∇κ(e)|2

 ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
Combining the few previous displays shows
E

 1|2n|
∑
e∈B+2n,n
Ve (∇ν∗n(q)(e) +∇κ(e))

 ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
,
and consequently
E

 1
|2n|
∑
e⊆+2n
Ve (∇ν∗n(q)(e) +∇κ(e))


= E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇κ(e))


+ E

 1|2n|
∑
e∈B+2n,n
Ve (∇ν∗n(q)(e) +∇κ(e))


≤ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇κ(e))


+ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
This is (4.50).
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Proof of (4.51). The main tool is the estimate (4.35), which we recall
E

 1∣∣+2n∣∣
∑
e⊆+2n
∣∣∇κ+2n(e)−∇κ(e)∣∣2

 ≤ C3−dn.
Using this inequality and a Taylor expansion, together with the assumption V ′′e ≤ 1λ , one
obtains
E

 1
|2n|
∑
e⊆+2n
Ve
(∇ν∗n(q)(e) +∇κ+2n(e))


≤ E

 1
|2n|
∑
e⊆+2n
Ve (∇ν∗n(q)(e) +∇κ2n)


+ E

 1
|2n|
∑
e⊆+2n
V ′e (∇ν∗n(q)(e) +∇κ(e))
(∇κ+2n(e) −∇κ(e))


+
1
2λ
E

 1
|2n|
∑
e⊆+2n
∣∣∇κ+2n(e) −∇κ(e)∣∣2

 .
First combining the two previous displays, one has
(4.52)
E

 1
|2n|
∑
e⊆+2n
Ve
(∇ν∗n(q)(e) +∇κ+2n(e))

 ≤ E

 1
|2n|
∑
e⊆+2n
Ve (∇ν∗n(q)(e) +∇κ2n)


+ C3−dn + E

 1
|2n|
∑
e⊆+2n
V ′e (∇ν∗n(q)(e) +∇κ(e))
(∇κ+2n(e)−∇κ(e))

 ,
so that there only remains to study the last term on the right-hand side of the previous
display. This is achieved thanks to the Cauchy-Schwarz inequality∣∣∣∣∣∣E

 1
|2n|
∑
e⊆+2n
V ′e (∇ν∗n(q)(e) +∇κ(e))
(∇κ+2n(e)−∇κ(e))


∣∣∣∣∣∣
≤ E

 1
|2n|
∑
e⊆+2n
∣∣V ′e (∇ν∗n(q)(e) +∇κ(e))∣∣2


1
2
E

 1
|2n|
∑
e⊆+2n
∣∣∇κ+2n(e)−∇κ(e)∣∣2


1
2
≤ C3− d2nE

 1
|2n|
∑
e⊆+2n
∣∣V ′e (∇ν∗n(q)(e) +∇κ(e))∣∣2


1
2
.
We then use that, for each x ∈ R, |V ′e (x) | ≤ 1λ |x| to obtain
E

 1
|2n|
∑
e⊆+2n
∣∣V ′e (∇ν∗n(q)(e) +∇κ(e))∣∣2

 ≤ C |∇ν∗n(q)|2 + CE

 1
|2n|
∑
e⊆+2n
|∇κ(e)|2


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and by the definition of κ given in (4.19), we have
∑
e⊆+2n
|∇κ(e)|2 ≤
∑
e⊆+2n
|f(e)|2
≤
∑
z∈Zn,2n
∑
e⊆z+n
|∇ψz(e)|2 .
Taking the expectation and using the estimate (3.8) of Proposition 3.1, one derives
E

 1
|2n|
∑
e⊆+2n
|∇κ(e)|2

 ≤ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
|∇ψz(e)|2


≤ E

 1
|n|
∑
e⊆n
|∇ψn,q(e)|2


≤ C(1 + |q|2).
Combining the few previous displays and the bound |∇ν∗n(q)|2 ≤ C(1+ |q|2) proved in (4.3)
gives ∣∣∣∣∣∣E

 1
|2n|
∑
e⊆+2n
V ′e (∇ν∗n(q) +∇κ(e))
(∇κ+2n(e)−∇κ(e))


∣∣∣∣∣∣ ≤ C3−
d
2
n(1 + |q|).
Combining this with the estimate (4.52) gives
E

 1
|2n|
∑
e⊆+2n
Ve
(∇ν∗n(q) +∇κ+2n(e))


≤ E

 1
|2n|
∑
e⊆+2n
Ve (∇ν∗n(q) +∇κ2n)

+ C(1 + |q|)3− d2n.
We complete the proof of (4.51) by noting that Ve is positive and that |2n| ≤ |+2n|. This
implies
E

 1∣∣+2n∣∣
∑
e⊆+2n
Ve
(∇ν∗n(q) +∇κ+2n(e))

 ≤ E

 1
|2n|
∑
e⊆+2n
Ve
(∇ν∗n(q) +∇κ+2n(e))


≤ E

 1
|2n|
∑
e⊆+2n
Ve (∇ν∗n(q) +∇κ(e))


+ C3−
d
2
n(1 + |q|).
This completes the proof of (4.51).
We can now conclude this step. Combining (4.50) and (4.51) implies (4.49) and thus
completes the proof of (4.46).
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Step 5. The conclusion. Combining the main results (4.10) of Step 2 and (4.11) of Steps
3 and 4, one obtains
E

 1∣∣+2n∣∣
∑
e⊆+2n
Ve
(∇ν∗n(q) +∇κ+2n(e))

+ 1∣∣+2n∣∣H
(
Pκ+2n
)
≤ E

 1
|n|
∑
e⊆n
Ve (∇ψn,q(e))

+ 1|n|H
(
P
∗
n,q
)
+ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
But one knows that
ν
(

+
2n,∇ν∗n(q)
)
= inf
P∈P(h10(
+
2n))
E

 1
|+2n|
∑
e⊆+2n
Ve (∇ν∗n(q)(e) +∇φ(e))

+ 1|+2n|H (P)
≤ E

 1∣∣+2n∣∣
∑
e⊆+2n
Ve
(∇ν∗n(q)(e) +∇κ+2n(e))

+ 1∣∣+2n∣∣H
(
Pκ+2n
)
.
Moreover, by the definition of P∗n,q and the equality ∇ν∗n(q) = E
[
1
|n|
∑
e⊆n
∇ψn,q(e)
]
,
one has
ν∗(n, q) = −E

 1
|n|
∑
e⊆n
Ve (∇ψn,q(e))

+ q · ∇ν∗n(q)− 1|n|H
(
P
∗
n,q
)
.
Combining the three previous displays shows
ν
(

+
2n,∇ν∗n(q)
)
+ ν∗(n, q)− q · ∇ν∗n(q) ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
The proof of Proposition 4.5 is complete. 
4.4. Quantitative convergence of the partitions functions. Now that Proposition 4.5
is proved, we can deduce the main result of the article. The theorem is recalled below.
Theorem 1.1 (Quantitative convergence to the Gibbs state). There exist a constant C :=
C(d, λ) <∞ and an exponent α := α(d, λ) > 0 such that, for each p, q ∈ Rd,
|ν(n, p)− ν¯(p)| ≤ C3−αn(1 + |p|2)
and
|ν∗(n, q)− ν¯∗(q)| ≤ C3−αn(1 + |q|2).
Before starting the proof, we mention that the argument only relies on the properties of
the surface tensions ν and ν∗ stated in Proposition 3.1 together with upper bound for the
convex duality given in Proposition 4.5. In particular, we do not use any specific properties
of the gradient field model in the rest of this section.
Proof. From Proposition 3.4, we know that, for each p, q ∈ Rd, the two sequences (ν(n, p))n∈N
and (ν∗(n, p))n∈N converge and that, for each p, q ∈ Rd,
(4.53) ν¯(p) + ν¯∗(q) ≥ p · q.
We split the proof into 5 steps.
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• In Step 1, the objective is to remove the +2n condition which appears in Proposi-
tion 4.5: the idea is to appeal to the subadditivity of the surface tension ν to prove
the estimate, for each p ∈ Rd,
(4.54) ν(3n, p) ≤ ν(+2n, p) + C3−n(1 + |p|2).
• In Step 2, we show that, for each n ∈ N and each q ∈ Rd,
|ν∗(n, q)− ν¯∗(q)| ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
• In Step 3, we deduce that there exists an exponent α := α(d, λ) > 0 such that
(4.55) |ν∗(n, q)− ν¯∗(q)| ≤ C3−αn.
• In Step 4, we show that the limiting surface tensions ν¯ and ν¯∗ are dual convex to
one another: one has the equality, for each q ∈ Rd,
(4.56) ν¯∗(q) = sup
p∈Rd
−ν¯(p) + p · q.
• In Step 5, we show that there exists an exponent α := α(d, λ) > 0 such that,
(4.57) |ν(n, q)− ν¯(q)| ≤ C3−αn.
Step 1. The main idea of this step is to consider a cube  ⊆ Zd satisfying the two
following properties:
(1) the cube  is included in 3n and is almost as large as 3n in the sense that it
satisfies the volume estimate
(4.58) |3n| ≤ ||+ C33dn × 3−n.
(2) the cube  can be decomposed as a disjoint union of cubes of the same size as the
cube +2n, i.e., a union of disjoint translated of the cube 
+
2n.
More precisely, the cube  can be constructed as follows: we denote by Z the set
Z :=
{
z ∈ (32n + 2)Zd : z ++2n ⊆ 3n
}
and then define
 =
⋃
z∈Z
(z ++2n).
With this definition, it is clear that the cube  satisfies the two properties (1) and (2).
Following the proof of the subadditivity of the finite volume surface tension ν given by
Funaki and Spohn in [24], on obtains the estimate
(4.59) ν (3n, p) ≤ |3n \||3n| ν (3n \, p)+
∑
z∈Z
∣∣z ++2n∣∣
|3n| ν(z+
+
2n, p)+C3
−2n(1+|p|2).
Using Proposition A.3, proved in Appendix A, one knows that ν (3n \, p) is bounded
by C(1 + |p|2), thus by the inequality (4.58), one can estimate
|3n \|
|3n| ν (3n \, p) ≤ C3
−n(1 + |p|2).
From the estimate (4.59) and the previous display, one obtains
ν (3n, p) ≤
∑
z∈Z
∣∣z ++2n∣∣
|3n| ν(z +
+
2n, p) + C3
−2n(1 + |p|2).
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But, one has the equality, for each z ∈ Z, ν(z ++2n, p) = ν(+2n, p). This implies∑
z∈Z
∣∣z ++2n∣∣
|3n| ν(z +
+
2n, p) =
|3n \|
|3n| ν(
+
2n, p).
Using Proposition 3.7, we have ν(+2n, p) ≥ −C+λ|p|2. Combining this bound with (4.58),
the previous display can be refined
|3n \|
|3n| ν(
+
2n, p) ≤ ν(+2n, p) + C(1 + |p|2)3−n.
Combining the few previous displays shows
ν (3n, p) ≤ ν(+2n, p) + C3−n(1 + |p|2),
which is the desired result. The proof of Step 1 is complete.
Step 2. First, by the formula, for each q ∈ Rd,
∇qν∗ (n, q) = E

 1
|n|
∑
e⊆n
∇ψn,q(e)


and by the estimate (3.8) of Proposition 3.1, one has
|∇qν∗ (n, q)| ≤ C(1 + |q|).
As a consequence, by the main result (4.54) of Step 1, one has
ν (3n,∇qν∗ (n, q)) ≤ ν(+2n,∇qν∗ (n, q)) + C3−n(1 + |q|2).
Combining the previous display with Proposition 4.5, one obtains
(4.60)
ν (3n,∇qν∗ (n, q))+ν∗(n, q)+q·∇qν∗(n, q) ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
Moreover using the inequality (4.53) applied with p = ∇qν∗ (n, q) and q gives
0 ≤ ν¯(∇qν∗ (n, q)) + ν¯∗(q)−∇qν∗ (n, q) · q.
A combination of the two previous displays gives
(4.61) (ν (3n,∇qν∗ (n, q))− ν¯(∇qν∗ (n, q))) + (ν∗(n, q)− ν¯∗(q))
≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
By the subadditivity for the surface tension ν stated in Proposition 3.1, there exists a
constant C := C(d, λ) <∞ (in particular larger than the one appearing in the proposition)
such the sequence n→ ν (n, p)+C(1+ |p|2)3−n is decreasing. As a consequence, for each
n ∈ N and each p ∈ Rd,
ν (n, p) ≥ ν¯(p)−C(1 + |p|2)3−n.
This implies, for each q ∈ Rd,
ν (3n,∇qν∗ (n, q))− ν¯(∇qν∗ (n, q)) ≥ −C(1 + |q|2)3−3n.
Combining the previous inequality with (4.61) shows
(4.62) ν∗(n, q)− ν¯∗(q) ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
The proof of Step 2 is complete.
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Step 3. Let C := C(d, λ) < ∞ be a constant large enough so that the sequence
ν∗(n, q) + C(1 + |q|2)3−n is decreasing. To shorten the notation, we denote by, for
q ∈ Rd,
(4.63) Fn(q) := ν
∗(n, q) + C(1 + |q|2)3−n − ν¯∗(q),
so that the sequence Fn(q) is decreasing and tends to 0 as n tends to infinity. Moreover,
one has the following inequality
τ∗n(q) ≤ Fn(q)− Fn+1(q).
We can rewrite the main result (4.62) of Step 3 with this notation
(4.64) Fn(q) ≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 (Fm(q)− Fm+1(q))
)
.
We then define
F˜n(q) := 3
−n
4
n∑
m=0
3
m
4 Fm(q).
We next show that there exist two constants θ := θ(d, λ) ∈ (0, 1), C := C(d, λ) < ∞ and
an exponent β := β(d, λ) > 0 such that, for every n ∈ N,
(4.65) F˜n+1(q) ≤ θF˜n(q) + C3−βn.
Using the inequality F0(q) ≤ C(1 + |q|2), one has
(4.66) F˜n(q)− F˜n+1(q) ≥ 3−
n
4
n∑
m=0
3
m
4 (Fm(q)− Fm+1(q))− C(1 + |q|2)3−
n
4 .
Since (Fn(q))n∈N is a decreasing sequence, we deduce from the previous display that, for
each n ∈ N,
F˜n+1(q) ≤ F˜n(q) + C(1 + |q|2)3−
n
4 .
Using the inequality (4.64) and reducing the size of the exponent exponent β if necessary,
one deduces
F˜n+1(q) ≤ F˜n(q) + C(1 + |q|2)3−
n
4
≤ 3−n4
n∑
m=0
3
m
4 Fm(q) +C(1 + |q|2)3−
n
4
≤ C3−n4
n∑
m=0
3
m
4
((
(1 + |q|2)3−βm +
m∑
k=0
3
(k−m)
2 (Fk(q)− Fk+1(q))
))
+ C(1 + |q|2)3−n4
≤ C3−n4
n∑
m=0
m∑
k=0
3−
m
4 3
k
2 (Fk(q)− Fk+1(q)) + C(1 + |q|2)3−βn
≤ C3−n4
n∑
k=0
n∑
m=k
3−
m
4 3
k
2 (Fk(q)− Fk+1(q)) + C(1 + |q|2)3−βn
≤ C3−n4
m∑
k=0
3
k
4 (Fk(q)− Fk+1(q)) + C(1 + |q|2)3−βn.
Comparing the previous display with (4.66) gives
F˜n+1(q) ≤ C
(
F˜n(q)− F˜n+1(q)
)
+C(1 + |q|2)3−βn.
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A rearrangement of this inequality gives (4.65). An iteration of (4.65) yields
F˜n(q) ≤ θnF˜0 + C(1 + |q|2)
n∑
k=0
θk3−β(n−k).
By making θ closer to 1 if necessary, one has
n∑
k=0
θk3−β(n−k) ≤ Cθn.
Combining the few previous displays shows
F˜n(q) ≤ C(1 + |q|2)θn.
Setting α := − ln θln 3 so that θ = 3−α gives the bound F˜n(q) ≤ C3−αn. By the definition of
F˜n(q), one has the inequality
Fn(q) ≤ F˜n(q),
and thus
Fn(q) ≤ C(1 + |q|2)3−αn.
We conclude the proof by noting that Fn(q) was defined so that it is decreasing and tends
to 0. In particular, it is positive. By the explicit formula (4.63) for Fn and the previous
display, one obtains
−C(1 + |q|2)3−n ≤ ν∗(n, q)− ν¯∗(q) ≤ C(1 + |q|2)3−αn,
for some constant C := C(d, λ) <∞ and exponent α := α(d, λ) > 0. By reducing the size
of the exponent α, one eventually obtains
|ν∗(n, q)− ν¯∗(q)| ≤ C(1 + |q|2)3−αn.
The proof of Step 3 is complete.
Step 4. First note that, by (4.53), for each p, q ∈ Rd
(4.67) 0 ≤ ν¯(p) + ν¯∗(q)− p · q.
This implies
ν¯∗(q) ≥ sup
p∈Rd
−ν¯(p) + p · q.
The main idea of this step is to use Proposition 4.5 to show the two following results:
(1) For each q ∈ Rd, the sequence ∇qν∗(n, q) converges as n tends to infinity. We
denote its limit by P¯ (q). Moreover one has that the following quantitative estimate
(4.68)
∣∣∇qν∗(n, q)− P¯ (q)∣∣ ≤ C(1 + |q|)3−αn.
Remark 4.6. We would like to say that the limit is equal to ∇qν¯∗(q) but at this
point of the argument, one only knows that the function q → ν¯∗(q) is convex and
in particular we do not know that it is differentiable everywhere. We will prove
later that ν¯∗(q) is in fact C1(R) and this will imply P¯ (q) = ∇qν¯∗(q).
(2) We deduce from (1) that, for each q ∈ Rd, one has the following quantitative
convergence estimate
(4.69)
∣∣ν(3n,∇qν∗(n, q))− ν¯ (P¯ (q))∣∣ ≤ C(1 + |q|2)3−αn.
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We first prove (1). From the main result of the previous step (4.56), we deduce that,
for each q ∈ Rd,
τ∗n(q) = ν
∗ (n, q)− ν∗ (n+1, q) ≤ C(1 + |q|2)3−αn.
Combining this result with (4.4) gives, for each q ∈ Rd,
|∇qν∗(n+1, q)−∇qν∗(n, q)| ≤ C(1 + |q|2)3−αn.
The previous display implies that the sequence ∇qν∗(n+1, q) converges for each q ∈ Rd
together with the quantitative rate of convergence stated in (4.68). We denote by P¯ (q) its
limit and the proof of (1) is complete.
We now prove (2). We first use the triangle inequality to estimate the left-hand side
of (4.69)∣∣ν(3n,∇qν∗(n, q))− ν¯ (P¯ (q))∣∣ ≤ ∣∣ν(3n,∇qν∗(n, q))− ν (3n, P¯ (q))∣∣
+
∣∣ν (3n, P¯ (q))− ν¯ (P¯ (q))∣∣ .
Since one has the bound, for each n ∈ N, |∇qν∗(n, q)| ≤ C(1+ |q|), one obtains by taking
the limit n tends to infinity,
(4.70)
∣∣P¯ (q)∣∣ ≤ C(1 + |q|).
Combining the previous bound with (4.55) gives∣∣ν(3n, P¯ (q))− ν¯ (P¯ (q))∣∣ ≤ C(1 + |q|2)3−αn.
To prove (4.69), it is sufficient to prove∣∣ν(3n,∇qν∗(n, q))− ν (3n, P¯ (q))∣∣ ≤ C(1 + |q|2)3−αn.
To this end, we first prove the following property: for each p, p′ ∈ Rd, and each n ∈ N,
|ν(n, p)− ν(n, p′)| ≤ C(|p|+ |p′|)|p − p′|.
The idea to prove the previous inequality is to compute the gradient of p 7→ ν(n, p). A
straightforward computation gives
|∇pν(n, p)| ≤ E
[
1
|n|
∑
e∈n
∣∣V ′e (p · e+∇φn,p(e))∣∣
]
.
Using the bound, for each x ∈ R V ′e(x) ≤ 1λ |x| and the Jensen inequality, we obtain
|∇pν(n, p)| ≤ |p|+ E
[
1
|n|
∑
e∈n
|∇φn,p(e)|
]
≤ |p|+ E
[
1
|n|
∑
e∈n
|∇φn,p(e)|2
] 1
2
.
We then apply the estimate (3.7) Proposition 3.1 to derive the bound
(4.71) |∇pν(n, p)| ≤ C(1 + |p|).
This implies that, for each n ∈ N and each p, p′ ∈ Rd, ν(n, ·) is C(1+ |p|+ |p′|)-Lipschitz
in the ball B(0, |p|+ |p′|). Since both p and p′ belongs to B(0, |p|+ |p′|), one has
(4.72) |ν(n, p)− ν(n, p′)| ≤ C(1 + |p|+ |p′|)|p− p′|.
This is the desired result. Applying the previous estimate with p = ∇pν∗(n, q) and
p′ = P¯ (q) gives∣∣ν(3n,∇pν∗(n, q))− ν(3n, P¯ (q))∣∣ ≤ C(1+ |∇qν∗(n, q)|+ |P¯ (q)|)|∇qν∗(n, q)− P¯ (q)|.
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By (4.70), for each q ∈ Rd, ∣∣P¯ (q)∣∣ ≤ C(1 + |q|).
Combining the three previous displays with (4.68) gives
(4.73)
∣∣ν(3n,∇pν∗(n, q))− ν(3n, P¯ (q))∣∣ ≤ C(1 + |q|2)3−αn
and completes the proof of (2).
We now prove the main result (4.56) of Step 4. By (4.60) and the main result (4.55) of
Step 3, one has, for each q ∈ Rd,
ν (3n,∇qν∗ (n, q)) + ν∗ (n, q)−∇qν∗ (n, q) · q ≤ C(1 + |q|2)3−αn.
By (4.68) and (4.69), one also has the convergence
ν (3n,∇qν∗ (n, q)) + ν∗ (n, q)−∇qν∗ (n, q) · q −→
n→∞
ν¯
(
P¯ (q)
)
+ ν¯∗ (q)− P¯ (q) · q.
A combination of the two previous displays gives
ν¯
(
P¯ (q)
)
+ ν¯∗ (q)− P¯ (q) · q ≤ 0.
Together with (4.67), the previous estimate gives
ν¯
(
P¯ (q)
)
+ ν¯∗ (q)− P¯ (q) · q = 0,
and thus
ν¯∗(q) = sup
p∈Rd
−ν¯(p) + p · q.
This is precisely (4.56) and the proof of Step 4 is complete.
Step 5. The main result (4.56) of Step 4 asserts that ν¯∗ is the Legendre-Fenchel trans-
form of ν¯. But by Proposition 3.4, one knows that for each p1, p2 ∈ Rd,
1
C
|p0 − p1|2 ≤ 1
2
ν¯(n, p0) +
1
2
ν¯(n, p1)− ν¯
(
n,
p0 + p1
2
)
≤ C|p0 − p1|2.
With the two previous properties, one deduces that ν¯∗ is also uniformly convex. As a
consequence, it is in the space C1,1(Rd) and one has the following equalities, for each
p, q ∈ Rd,
(4.74) ∇pν¯ (∇qν¯∗(q)) = q, ∇qν¯∗ (∇pν¯(q)) = q, and P¯ (q) = ∇qν¯∗(q).
We are now ready to prove (4.57). We start from (4.61), which reads, for each q ∈ Rd,
(4.75) (ν (3n,∇qν∗ (n, q))− ν¯(∇qν∗ (n, q))) + (ν∗(n, q)− ν¯∗(q))
≤ C
(
(1 + |q|2)3−βn +
n∑
m=0
3
(m−n)
2 τ∗m(q)
)
.
We then apply the estimate (4.55) which allows to estimate most of the terms in the
previous display. Precisely, one has the inequalities
ν∗(n, q)− ν¯∗(q) ≤ C(1 + |q|2)3−αn
and
n∑
m=0
3
(m−n)
2 τ∗m(q) ≤ C(1 + |q|2)3−αn.
With these estimates, the inequality (4.75) becomes
ν (3n,∇qν∗ (n, q))− ν¯(∇qν∗ (n, q)) ≤ C(1 + |q|2)3−αn.
Then by (4.73), one has∣∣ν(3n,∇qν∗(n, q))− ν(3n, P¯ (q))∣∣ ≤ C(1 + |q|2)3−αn.
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Then by sending n to infinity in (4.72), one obtains, for each p, p′ ∈ Rd,
(4.76) |ν¯(p)− ν¯(p′)| ≤ C(|p|+ |p′|)|p − p′|.
With the same proof as the one which gives the bound (4.73), one obtains∣∣ν¯(∇qν∗(n, q))− ν¯(P¯ (q))∣∣ ≤ C(1 + |q|2)3−αn.
Combining the few previous displays shows, for each q ∈ Rd,
ν
(
3n, P¯ (q)
) − ν¯ (P¯ (q)) ≤ C(1 + |q|2)3−αn.
Applying the previous inequality with q = ∇pν¯(p) gives, thanks to (4.74),
ν (3n, p)− ν¯ (p) ≤ C(1 + |∇pν¯(p)|2)3−αn.
We then simplify the term on the right-hand side. Thanks to (4.76), one obtains the bound
on the gradient of ν¯, for each p ∈ Rd,
|∇pν¯ (p)| ≤ C(1 + |p|).
A combination of the two previous displays gives, for each n ∈ N and each p ∈ Rd,
ν (3n, p)− ν¯ (p) ≤ C(1 + |p|2)3−αn.
We now want to remove the 3n term on the left-hand side. To this end, we use the
subadditivity of ν stated in Proposition 3.1, to obtain, for each p ∈ Rd and each n ∈ N,
ν (3n+2, p)− ν¯ (p) ≤ ν (3n+1, p)− ν¯ (p) + C(1 + |p|2)3−n
≤ ν (3n, p)− ν¯ (p) + C(1 + |p|2)3−n
≤ C(1 + |p|2)3−αn.
From the previous display and by reducing the size of the exponent α, one obtains for each
n ∈ N and each p ∈ Rd,
ν (n, p)− ν¯ (p) ≤ C(1 + |p|2)3−αn.
The proof of (4.57) is almost complete, there only remains to prove a lower bound for
ν (n, p)− ν¯ (p). But one knows that there exists a constant C := C(d, λ) <∞ such that
the sequence ν (n, p) + C(1 + |p|2)3−n is decreasing and converges to ν¯ (p). This implies
in particular that, for each n ∈ N and each p ∈ Rd,
ν (n, p)− ν¯ (p) ≥ −C(1 + |p|2)3−n
and provides the lower bound. A combination of the two previous displays shows
|ν (n, p)− ν¯ (p) | ≤ C(1 + |p|2)3−αn
and completes the proof of Step 5 and of Theorem 1.1. 
4.5. Quantitative contraction of the fields φn,p and ψn,q to affine functions. Now
that Theorem 1.1 is proved, we deduce the L2 estimate on the random variables φn,p and
ψn,q stated in Theorem 1.2. The theorem is recalled below.
Theorem 1.2 (L2 contraction of the Gibbs measure). There exist a constant C :=
C(d, λ) <∞ and an exponent α := α(d, λ) > 0 such that for each n ∈ N, p, q ∈ Rd,
1
(diamn)
2E
[
1
|n|
∑
x∈n
(
|φn,p(x)|2 + |ψn,q(x)−∇qν¯∗(q) · x|2
)]
≤ C3−αn (1 + |p|2 + |q|2) .
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Proof. We first prove the estimate for the random variable ψn,q, i.e.,
(4.77) E
[
1
|n|
∑
x∈n
|ψn,q(x)−∇qν¯∗(q) · x|2
]
≤ C3n(2−α) (1 + |q|2) .
Indeed in that case all the tools have already been developed and this allows for a short
proof. First by Theorem 1.1, one knows that, for each q ∈ Rd,
τ∗n(q) ≤ 3−αn(1 + |q|2).
Using the previous display together with Proposition 4.4, we obtain
E
[
1
|n|
∑
x∈n
|ψn,q(x)−∇qν∗(n, q) · x|2
]
≤ C3(2−α)n(1 + |q|2).
But by (4.68) and (4.74), one also has
|∇qν∗(n, q)−∇qν¯∗(q)| ≤ C3−αn(1 + |q|2).
A combination of the two previous displays gives (4.77) and completes the proof.
We now want to prove the estimate with the random variable φn,p, i.e.,
E
[
1
|n|
∑
x∈n
|φn,p(x)− p · x|2
]
≤ C3(2−α)n (1 + |p|2) .
The proof follows the same lines as the proof of (4.77) except that we have not proved an
equivalent version of Proposition 4.4. The proof of this statement is split into 2 steps.
• In Step 1, we show that, for each m ∈ N with m ≤ n,
1
|Zm,n|
∑
z∈Zm,n
E
[∣∣∣〈∇φn,p〉z+m
∣∣∣2] ≤ C(1 + |p|2)3−αm.
• In Step 2, we deduce from the previous step and the multiscale Poincare´ inequality
E
[
1
|n|
∑
x∈n
|φn,p|2
]
≤ C(1 + |p|2)3(2−α)n.
Step 1. Consider the random variable φ =
∑
z∈Zm,n
φz introduced in Proposition 3.8 as
well as the coupling between φ and φn,p introduced in the same proposition. The following
estimate holds
1
|n|E

∑
e⊆n
|∇φ(e)−∇φn,p(e)|2

 ≤ C (ν(m, q)− ν(n, q)) + C3−m2 (1 + |p|2).
Using Theorem 1.1, the previous estimate can be refined and one obtains
1
|n|E

∑
e⊆n
|∇φ(e)−∇φn,p(e)|2

 ≤ C(1 + |p|2)3−αm.
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Using this inequality, one has
1
|Zm,n|
∑
z∈Zm,n
E
[∣∣∣〈∇φn,p〉z+m
∣∣∣2]
≤ 1|Zm,n|
∑
z∈Zm,n
E
[∣∣〈∇φ〉z+m∣∣2]+ 1|n|E

∑
e⊆n
|∇φ(e)−∇φn,p(e)|2


≤ 1|Zm,n|
∑
z∈Zm,n
E
[∣∣〈∇φ〉z+m∣∣2]+ C(1 + |p|2)3−αm.
We then note that, for each z ∈ Zm,n, one has the equality 〈∇φ〉z+m = 〈∇φz〉z+m and
that, since φz ∈ h10(z +m), one has 〈∇φz〉z+m = 0. Consequently, the previous display
can be simplified and one obtains
1
|Zm,n|
∑
z∈Zm,n
E
[∣∣∣〈∇φn,p〉z+m
∣∣∣2] ≤ C(1 + |p|2)3−αm.
Step 2. We now apply the multiscale Poincare´ inequality stated in Proposition 2.14 for
functions in h10(n). This gives
1
|n|
∑
x∈n
|φn,p(x)|2 ≤ C
∑
e⊆n
|∇φn,p(e)|2 + C3n
n∑
m=1
3m

 1
|Zm,n|
∑
y∈Zm,n
∣∣∣〈∇φn,p〉z+m
∣∣∣2

 .
Taking the expectation and using Proposition 3.7 to estimate the first term on the right-
hand side and the main result of Step 1 to estimate the second term gives
E
[
1
|n|
∑
x∈n
|φn,p(x)|2
]
≤ C(1 + |p|2) + C(1 + |p|2)3n
n∑
m=1
3m3−αm
≤ C(1 + |p|2)3(2−α)n.
This is the desired result. The proof of Theorem 1.2 is complete. 
Appendix A. Technical estimates
Before stating the first proposition of this appendix, we recall that the space H men-
tioned in the following proposition is the space of functions of h˚1(n) which are constant
on the cubes (z + m), for z ∈ Zm,n. It is a space of dimension 3d(n−m) − 1 and each
function h ∈ H can be written in the following form
h =
∑
z∈Zm,n
λz1z+m,
for some constants (λz)z∈Zm,n satisfying
∑
z∈Zm,n
λz = 0.
Proposition A.1. There exists a constant C := C(d, λ) < ∞ such that the following
estimate holds, for each ψ ∈ h˚1(n),
log
ˆ
H
exp

− ∑
e∈Bm,n
Ve (∇ψ(e) +∇h(e))

 dh ≤ Cm3d(n−m).
Proof. By the assumptions made on the elastic potential Ve, one has, for each x ∈ R,
Ve(x) ≥ λx2.
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This gives the following estimate, for each ψ ∈ ⊕
z∈Zm,n
h˚1 (z +m),
(A.1) −
∑
e∈Bm,n
Ve (∇ψ(e) +∇h(e)) ≤ −
∑
e∈Bm,n
λ (∇ψ(e) +∇h(e))2 .
For the rest of the proof, we introduce the following notation: for z, z′ ∈ Zm,n, we write
z ∼ z′ if and only if |z − z′|1 = 3m.
That is to say, we write z ∼ z′ if and only if z and z′ are neighbors in the rescaled lattice
3mZd. With this notation, the set Bm,n can be partitioned according to
Bm,n =
⋃
z,z′∈Zm,n, z∼z′
Fz,z′ ,
where we introduce the notation
Fz,z′ :=
{
e = (x, y) ⊆ n+1 : x ∈ z +n and y ∈ z′ +n
}
.
With this notation, the right-hand side of (A.1) can be rewritten∑
e∈Bm,n
(∇ψ(e) +∇h(e))2 =
∑
z,z′∈Zm,n, z∼z′
∑
e∈Fz,z′
(∇ψ(e) + λz′ − λz)2 .
Expanding the square gives, for each z, z′ ∈ Zm,n satisfying z ∼ z′,∑
e∈Fz,z′
(∇ψ(e) + λ′z − λz)2 = ∑
e∈Fz,z′
|∇ψ(e)|2 + 2∇ψ(e) (λz′ − λz) + |λz′ − λz|2
= |Fz,z′ |

λz′ − λz + 1|Fz,z′ |
∑
e∈Fz,z′
∇ψ(e)


2
− 1|Fz,z′ |
∣∣∣∣∣∣
∑
e∈Fz,z′
∇ψ(e)
∣∣∣∣∣∣
2
+
∑
e∈Fz,z′
|∇ψ(e)|2.
But one has
− 1|Fz,z′ |
∣∣∣∣∣∣
∑
e∈Fz,z′
∇ψ(e)
∣∣∣∣∣∣
2
+
∑
e∈Fz,z′
|∇ψ(e)|2 ≥ 0,
thus one obtains
∑
e∈Fz,z′
(∇ψ(e) + λ′z − λz)2 ≥ |Fz,z′ |

λz′ − λz + 1|Fz,z′ |
∑
e∈Fz,z′
∇ψ(e)


2
.
Note that the cardinality |Fz,z′ | is the same for every pair of points z, z′ ∈ Zm,n such that
z ∼ z′. It is indeed the cardinality of a face of the cube m and is equal to 3(d−1)m. This
cardinality is denoted by |Fm| in the rest of the proof.
The next step of the proof is to construct an isometry between the spaces H and
h˚1(n−m). To do so, we note that the following equality holds
Zm,n = 3mn−m.
In particular if z ∈ Zm,n, then z/3m ∈ n−m. From this one obtains that the existence of
an isometry between the spaces H and h˚1 (n−m) given by
(A.2) Φ :
{
H → h˚1 (n−m)
h :=
∑
z∈Zm,n
λz1{z+m} 7→ Φ(h) = 3
dm
2
∑
z∈Zm,n
λzδz/3m ,
84 P. DARIO
where δz is the function defined by δz (z
′) = 1 if z = z′ and δz (z
′) = 0 otherwise. The
scalar 3
dm
2 is here to ensure that∑
x∈n
h(x)2 =
∑
z∈Zm,n
3dm|λz|2
is equal to ∑
x∈x∈n−m
Φ(h)(x)2 =
∑
z∈Zm,n
∣∣∣3dm2 λz∣∣∣2 .
We also denote by Xψ the vector field defined on the edges of n−m by
Xψ
(
z
3m
,
z′
3m
)
=
1
|Fm|
∑
e∈Fz,z′
∇ψ(e).
Performing the change of variables by the isometry Φ shows
ˆ
H
exp

− ∑
e∈Bm,n
λ (∇ψ(e) +∇h(e))2

 dh
≤
ˆ
h˚1(n−m)
exp

− ∑
e⊆n−m
λ|Fm|
(
3−
dm
2 ∇h(e) +Xψ(e)
)2 dh.
Using the equality |Fm| = 3(d−1)m, one obtains
(A.3)
ˆ
H
exp

− ∑
e∈Bm,n
λ (∇ψ(e) +∇h(e))2

 dh
≤
ˆ
h˚1(n−m)
exp

− ∑
e⊆m,n
λ3(d−1)m
(
3−
dm
2 ∇h(e)−Xψ(e)
)2 dh.
We denote by V (n−m) the space of vector fields of the cube n−m and equip it with
the standard L2 scalar product. The idea is then to consider the following orthogonal
decomposition
V (n−m) = ∇h˚1(n−m)
⊥⊕
(
∇h˚1(n−m)
)⊥
,
so that the vector field Xψ can be decomposed according to the formula
Xψ = ∇hψ +X⊥ψ ,
where hψ ∈ h˚1(n−m) and X⊥ψ ∈
(
∇h˚1(n−m)
)⊥
. Using this decomposition, one has
∑
e⊆n−m
(
3−
dm
2 ∇h(e) −Xψ(e)
)2
=
∑
e⊆n−m
(
3−
dm
2 ∇h(e) −∇hψ
)2
+
∑
e⊆n−m
(
X⊥ψ
)2
≥
∑
e⊆n−m
(
3−
dm
2 ∇h(e) −∇hψ
)2
.
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Using the previous inequality, the estimate (A.3) becomes
ˆ
H
exp

− ∑
e∈Bm,n
λ (∇ψ(e) +∇h(e))2

 dh
≤
ˆ
h˚1(n−m)
exp

− ∑
e⊆n−m
λ3(d−1)m
(
3−
dm
2 ∇h(e)−∇hψ
)2 dh.
We then use the translation invariance of the Lebesgue measure to prove
ˆ
h˚1(n−m)
exp

− ∑
e⊆n−m
λ3(d−1)m
(
3−
dm
2 ∇h(e)−∇hψ
)2 dh
=
ˆ
h˚1(n−m)
exp

− ∑
e⊆n−m
λ3−m∇h(e)2

 dh.
Combining the two previous displays yields
ˆ
H
exp

− ∑
e∈Bm,n
λ (∇ψ(e) +∇h(e))2

 dh
≤
ˆ
h˚1(n−m)
exp

− ∑
e⊆n−m
λ3−m∇h(e)2

 dh.
We then perform a change of variables to obtain
ˆ
H
exp

− ∑
e∈Bm,n
λ (∇ψ(e) +∇h(e))2

 dh
≤
(
3m
λ
)(3d(n−m)−1)
2
ˆ
h˚1(n−m)
exp

− ∑
e⊆n−m
∇h(e)2

 dh,
since dim h˚1(n−m) = 3
d(n−m) − 1. Taking the logarithm and applying Proposition 3.7,
one deduces
log
ˆ
H
exp

− ∑
e∈Bm,n
λ (∇ψ(e) +∇h(e))2

 dh ≤ Cm(3d(n−m) − 1)+ C|n−m|
≤ Cm3d(n−m).
This completes the proof of Proposition A.1. 
We now turn to the proof of the second technical lemma of the appendix. This lemma
and the notation are used in Step 4 of the proof of Proposition 4.5.
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Proposition A.2. There exists a constant C := C(d, λ) <∞ such that, for each n ∈ N,
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇κ(e))

(A.4)
≤ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ψz(e))

+ C(1 + |q|2)3−n2
+CE

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
|∇κ(e) −∇σz(e)|2

 .
Proof. Denote by σ the random variable taking values in ⊕z∈Zn,2n h˚1(z +n) given by
σ =
∑
z∈Zn,2n
σz.
We also recall that the random variable σz is defined by the identity
∀z ∈ Zn,2n, ∀x ∈ (z +n), σz(x) = ψz(x)−∇ν∗n(q) · x.
Let P be the orthogonal projection from h1(2n) to ⊕z∈Zn,2n h˚1(z+n). Note the operator
P satisfies the following property
(A.5) ∀g ∈ h1(2n), ∀z ∈ Zn,2n, ∀e ⊆ (z +n), ∇Pg(e) = ∇g(e).
Denote by ξ the random variable taking values in ⊕z∈Zn,2nh˚1(z + n), defined according
to the formula
ξ := 2σ − Pκ,
so that σ = ξ+Pκ2 . Using the uniform convexity of the elastic potential Ve, one has
2E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ψz(e))


≥ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇ξ(e))


+ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇Pκ(e))


− CE

 ∑
z∈Zn,2n
∑
e⊆z+n
|∇σz(e)−∇Pκ(e)|2

 .
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We then use (A.5) to get
2E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ψz(e))

(A.6)
≥ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇ξ(e))


+ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇κ(e))


−CE

 ∑
z∈Zn,2n
∑
e⊆z+n
|∇ψ(e) −∇κ(e)|2

 .
Note that the random variable
∑
z∈Zn,2n
ψz is the minimizer of the problem
inf
P
E

 ∑
z∈Zn,2n
∑
e⊆z+n
(
Ve(∇ψ′)− q · ∇ψ′(e)
)+H (P) ,
where the infimum is taken over all the probability measures on ⊕z∈Zn,2nh˚1(z + n) and
ψ′ is a random variable of law P. In particular, using the translation invariance of the
entropy gives
(A.7)
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇ξ(e))− q · (∇ν∗n(q) +∇ξ) (e)

 + 1|2n|H (Pξ)
≥ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ψz(e)) − q · ∇ψz(e)

 + 1|n|H
(
P
∗
n,q
)
.
We first simplify a slightly the previous display by removing the linear terms in the left
and right-hand side. Using that ∇ν∗n(q) = E
[
〈∇ψn,q〉n
]
, we obtain
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
q · ∇ψz(e)

 = q · ∇ν∗n(q),
and, using the definition of σ,
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
q · (∇ν∗n(q) +∇ξ) (e)

 = q · ∇ν∗n(q)
+ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
q · ∇Pκ(e)

 .
We denote by B+n,2n the set of bonds of the cube 
+
2n which do not belong to a cube of the
form (z +n), for z ∈ Zn,2n, i.e.,
B+n,2n :=
{
e ⊆ +2n : ∀z ∈ Zn,2n, e 6⊆ z +n
}
.
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Using this set, one can decompose the sum∑
e⊆+2n
=
∑
z∈Zn,2n
∑
e⊆z+n
+
∑
e∈B+n,2n
.
Note also that the set B+n,2n is almost equal to the set Bn,2n, the only difference is that
we added the bonds which belong to +2n but not 2n, which is a small boundary layer of
bonds. Additionally, one has the estimate on the cardinality of B+n,2n,∣∣∣B+n,2n∣∣∣ ≤ C3−n |2n| .
Using the decomposition of the sum, the fact that κ ∈ h10
(

+
2n
)
and the property (A.5),
one obtains,
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
q · (∇Pκ) (e)

 = E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
q · ∇κ(e)


= E

 1|2n|
∑
e∈B+n,2n
q · ∇κ(e)

 .
We then apply the Cauchy-Schwarz inequality as well as the definition of κ given in (4.19)
to obtain
E

 1|2n|
∑
e∈B+n,2n
q · ∇κ(e)

 ≤ |q|


∣∣∣B+n,2n∣∣∣
|2n|


1
2

E

 1|2n|
∑
e∈B+n,2n
|∇κ(e)|2




1
2
≤ C|q|3−n2

E

 1
|2n|
∑
e⊆+2n
|∇κ(e)|2




1
2
≤ C|q|3−n2

E

 1
|2n|
∑
e⊆+2n
|f(e)|2




1
2
≤ C|q|3−n2 (1 + |q|).
But using the definition of f given in (4.12) together with the estimate (3.8) of Proposi-
tion 3.1, one has 
E

 1
|2n|
∑
e⊆+2n
|f(e)|2




1
2
≤ C(1 + |q|).
A combination of the previous displays gives∣∣∣∣∣∣E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
q · ∇Pκ(e)


∣∣∣∣∣∣ ≤ C3−
n
2 (1 + |q|2).
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Combining the previous estimate with the inequality (A.7), one obtains the simplified
display
(A.8) E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ν∗n(q)(e) +∇ξ(e))

+ 1|2n|H (Pξ)
≥ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ψz(e))

+ 1|2n|H (Pψ)− C3−
n
2 (1 + |q|2).
We now show the following estimate comparing the entropies of Pξ and Pψ,
(A.9)
1
|2n|H (Pξ) ≤
1
|n|H
(
P
∗
n,q
)
+ C3−n.
First we recall the definition of the linear operator L given in (4.15) and that the random
variable κ is defined by
κ := L

 ∑
z∈Zn,2n
σz

 .
We consequently have
ξ = (2Id− P ◦ L)ψ,
where 2Id − P ◦ L is seen as a linear operator from ⊕z∈Zn,2n h˚1(z + n) into itself. Using
the change of variables formula for the entropy, one obtains
(A.10)
1
|2n|H (Pξ) =
1
|n|H
(
P
∗
n,q
)− ln |det(2Id− P ◦ L)|.
Since the dimension of the vector space ⊕z∈Zn,2n h˚1(z + n) is 32dn − 3dn, we denote by
l1, . . . , l32dn−3dn the eigenvalues (potentially complex and with repetition) of the operator
P ◦ L. We thus have
ln |det(2Id− P ◦ L)| =
32dn−3dn∑
i=0
ln |2− li|.
We now prove the two following statements on li:
(1) for each i ∈ {1, . . . , 32dn − 3dn}, |li| ≤ 1;
(2) there exists a constant C := C(d) <∞ such that at least 32dn − C3dn eigenvalues
li are equal to 1.
To prove the first fact, note that, by (A.5), for each ψ ∈ ⊕z∈Zn,2nh˚1(z +n),∑
z∈Zn,2n
∑
e⊆z+n
|∇P ◦ L(ψ)(e)|2 =
∑
z∈Zn,2n
∑
e⊆z+n
|∇L(ψ)(e)|2 .
Moreover by (4.30), one has∑
e⊆+2n
|∇L(ψ)(e)|2 ≤
∑
z∈Zn,2n
∑
e⊆z+n
|∇ψ(e)|2.
Since one clearly has ∑
z∈Zn,2n
∑
e⊆z+n
|∇L(ψ)(e)|2 ≤
∑
e⊆+2n
|∇L(ψ)(e)|2 ,
one obtains ∑
z∈Zn,2n
∑
e⊆z+n
|∇P ◦ L(ψ)(e)|2 ≤
∑
z∈Zn,2n
∑
e⊆z+n
|∇ψ(e)|2.
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We consider an eigenvalue li of P ◦ L and an eigenvector ψi (which may be complex)
associated to this eigenvalue. Then one has
|li|2
∑
z∈Zn,2n
∑
e⊆z+n
|∇ψi(e)|2 ≤
∑
z∈Zn,2n
∑
e⊆z+n
|∇ψi(e)|2,
which implies |li| ≤ 1 as soon as
∑
z∈Zn,2n
∑
e⊆z+n
|∇ψi(e)|2 is not equal 0, but since
ψi ∈ ⊕z∈Zn,2nh˚1(z +n), one also has∑
z∈Zn,2n
∑
e⊆z+n
|∇ψi(e)|2 = 0⇐⇒ ψi = 0.
This completes the proof of the first item.
We now prove the second item. To this end we proceed exactly as in Step 1 of Proposi-
tion 4.5, where it is proved proved that if one considers the interior on,

o
n :=
(
−3
n − 2
2
,
3n − 2
2
)d
∩ Zd = n \ ∂n,
then for each ψ ∈ ⊕z∈Zn,2nh˚1 (z +on) one has
L(ψ) = ψ.
Moreover, from (4.25) one has the estimate on the dimension of ⊕z∈Zn,2n h˚1 (z +−n ),
dim
(
⊕
z∈Zn,2n
h˚1
(
z +−n
)) ≥ 32dn − C3(2d−1)n.
This implies that among the li, at least 3
2dn −C3(2d−1)n of them are equal to 1. Without
loss of generality, we can thus assume that for each i ∈ {1, . . . , 32dn − C3(2d−1)n}, li = 1.
Combining (1) and (2), we obtain
1
|2n| |ln |det(2Id− P ◦ L)|| ≤
32dn−3dn∑
i=0
|ln |2− li||
≤
32dn−3dn∑
i=32dn−C3(2d−1)n
|ln |2− li||
≤ C3(2d−1)n.
Thus
1
|2n| |ln |det(2Id− P ◦ L)|| ≤ C3
−n.
Combining this estimate with (A.10) gives
1
|2n|H (Pξ) ≤
1
|n|H
(
P
∗
n,q
)
+ C3−n.
This is precisely (A.9).
We then combine (A.8) and (A.9) to obtain
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ξ(e))

 ≥ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ψz(e))


− C(1 + |q|2)3−n2 .
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Using this inequality together with (A.6) gives
E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇ψ(e))

 ≥ E

 1
|2n|
∑
z∈Zn,2n
∑
e⊆z+n
Ve (∇κ(e))


− C(1 + |q|2)3−n2 − CE

 ∑
z∈Zn,2n
∑
e⊆z+n
|∇ψ(e) −∇κ(e)|2

 .
This is (A.4) and thus the proof of Lemma A.2 is complete. 
We then prove the last lemma of this appendix. It gives a quadratic upper bound for
the value of ν(U, p) for any bounded domain U ⊆ Zd.
Proposition A.3. There exists a constant C := C(d, λ) <∞ such that for each bounded
domain U ⊆ Zd and each p ∈ Rd,
ν (U, p) ≤ C(1 + |p|2).
Remark A.4. This statement is a more general version of the upper bound for ν than the
one given in Proposition 3.7, since it is valid for any bounded domain U ⊆ Zd, nevertheless
the argument presented here does not give a lower bound as the one we computed in the
case of cubes. It also does not give bounds on ν∗, this is why this statement is presented
in the appendix.
Proof. Consider a random variable X, taking values in h10(U) whose law is defined by
• for each x ∈ U , the law of X(x) is uniform in [0, 1]
• the random variables X(x), for x ∈ U are independent.
Using that the entropy of the law uniform in [0, 1] is equal to 0 together with Proposi-
tion 2.4, one obtains
H (PX) = 0.
Then by Proposition 2.8, one has the following computation
ν(U, p) ≤ E

 1
|U |
∑
e⊆U
Ve (p(e) +∇X(e))

+ 1|U |H (PX)
≤ E

 1
|U |
∑
e⊆U
Ve (p(e) +∇X(e))

 .
We then use the bound Ve(x) ≤ 1λ |x|2 combined with the estimate |∇X(e)| ≤ 1 for each
bond e ⊆ U to obtain
E

 1
|U |
∑
e⊆U
Ve (p(e) +∇X(e))

 ≤ C (1 + |p|2) .
A combination of the two previous displays completes the proof of the proposition. 
Appendix B. Functional inequalities
The goal of this second appendix is to prove some classic inequalities from the theory
of elliptic equations in the setting of the ∇φ model. These inequalities are proved with
the random variable ψn,q associated to the law P
∗
n,q because it is needed in the proof of
Theorem 1.2, nevertheless similar statements, with similar proofs, are available for the
random variable φn,p associated to the law Pn,p.
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Proposition B.1 (Interior Caccioppoli inequality). There exists a constant C := C(d, λ) <
∞ such that for every integer n ≥ 1, every x ∈ n and every r ≥ 1 such that B(x, 2r) ⊆
n,
E

 ∑
e⊆B(x,r)
|∇ψn,q(e)|2

 ≤ C
r2
E

 ∑
x∈B(x,2r)
∣∣ψn,q(y)− (ψn,q)B(x,2r)∣∣2

+ Crd.
Proof. Let η be a cutoff function defined on the discrete lattice n, taking values in R and
satisfying
1B(x,r) ≤ η ≤ 1B(x,2r) and ∀e = (x, y) ⊆ n, |∇η(e)|2 ≤ Cr−2 (η(x) + η(y)) .
For t ≥ 0, we denote by Lt the following linear operator
Lt :=
{
h˚1(n) → h˚1(n)
ψ 7→ ψ + tη (ψ − (ψ)B(x,2r))− (ψ + tη (ψ − (ψ)B(x,2r)))
n
.
As a remark, we note that the last term on the right-hand side can be rewritten(
ψ + tη
(
ψ − (ψ)B(x,2r)
))
n
= t
(
η
(
ψ − (ψ)B(x,2r)
))
n
,
since the function ψ belongs to the space h˚1(n). We note that L0 is the identity of
h1(n). We now show the following inequality which estimates the distance between Lt
and the identity of h˚1(n), in the L
2 operator norm:
∀ψ ∈ h˚1(n),
∑
x∈n
|ψ(x)− Lt(ψ)(x)|2 ≤ |t|2
∑
x∈n
|ψ(x)|2 .
This is a consequence of the computation∑
x∈n
|ψ(x)− Lt(ψ)(x)|2 ≤
∑
x∈n
∣∣tη(x) (ψ(x)− (ψ)B(x,2r))∣∣2
≤ |t|2
∑
x∈B(x,2r)
∣∣ψ(x) − (ψ)B(x,2r)∣∣2
≤ |t|2
∑
x∈B(x,2r)
|ψ(x)|2 .
This implies in particular that for each t ∈ (−1, 1), the operator Lt is bijective. We also
note that by definition of the operator Lt,
(B.1) ∀ψ ∈ h˚1(n), ∀e ⊆ n, ∇Lt(ψ)(e) = ∇ψ(e) + t∇
(
η
(
ψ − (ψ)B(x,2r)
))
(e).
We fix a vector q ∈ R and use the random variable Lt (ψn,q) as a test random variable in
the variational formulation for ν∗ stated in Proposition 2.8. This yields
E

− ∑
e⊆n
(Ve (∇ψn,q(e))− q · ∇ψn,q(e))

−H(P∗n,q)
≥ E

− ∑
e⊆n
(Ve (∇Lt (ψn,q) (e))− q · ∇Lt (ψn,q) (e))

−H (PLt(ψn,q)) .
First note that, since η is supported in B(x, 2r) ⊆ n,
〈∇Lt (ψn,q)〉n = 〈∇ψn,q〉n ,
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consequently,
E

∑
e⊆n
q · ∇ψn,q(e)

 = E

∑
e⊆n
q · ∇Lt (ψn,q) (e)

 .
Thus one can simplify the previous display
E

− ∑
e⊆n
Ve (∇ψn,q(e))

−H(P∗n,q) ≥ E

− ∑
e⊆n
Ve (∇Lt (ψn,q) (e))

−H (PLt(ψn,q)) .
By Proposition 2.3, we compute the entropy
H
(
PLt(ψn,q)
)
= H(P∗n,q)− ln detLt.
Using the previous display and the formula for Lt, one obtains, for each t ∈ (−1, 1),
E

∑
e⊆n
Ve
(∇ψn,q(e) + t∇ (η (ψn,q − (ψn,q)B(x,2r))) (e)) − Ve (∇ψn,q(e))

− ln detLt ≥ 0.
It is clear that the function t→ ln detLt is smooth for t ∈ (−1, 1). In particular, dividing
the previous display by t and sending t to 0 gives
(B.2) E

∑
e⊆n
V ′e (∇ψn,q)(e))∇
(
η
(
ψn,q − (ψn,q)B(x,2r)
))
(e)

 − d
dt |t=0
ln detLt = 0.
We first deal with the term coming from the entropy. By the chain rule, one has the
formula
d
dt |t=0
ln detLt = trL
′
0,
where L′0 denote the derivative of the operator Lt at t = 0, it is given by the explicit
formula
L′0 :=
{
h˚1(n) → h˚1(n)
ψ 7→ η (ψ − (ψ)B(x,2r))− (η (ψ − (ψ)B(x,2r)))
n
.
In particular, for each ψ ∈ h˚1(n),∑
x∈n
∣∣L′0(ψ)(x)∣∣2 ≤ ∑
x∈n
∣∣η(x) (ψ(x)− (ψ)B(x,2r))∣∣2
≤
∑
x∈B(x,2r)
∣∣ψ(x)− (ψ)B(x,2r)∣∣2
≤
∑
x∈B(x,2r)
|ψ(x)|2 .
This implies that every function ψ supported in n \ B(x, 2r) is in the kernel of L′0 and
thus one has
dimkerL′0 ≥ |n| − Crd.
Combining the two previous displays shows
(B.3)
∣∣trL′0∣∣ ≤ dim h˚1(n)− dimkerL′0 ≤ Crd.
We now turn to the first term on the right-hand side of (B.2). To simplify the notation in
the following computation, we set
χn,q := ψn,q − (ψn,q)B(x,2r)
94 P. DARIO
and compute∑
e⊆B(x,2r)
V ′e (∇χn,q)(e))∇(ηχn,q)(e)
=
∑
x,y∈B(x,2r),x∼y
(η(x)χn,q(x)− η(y)χn,q(y))V ′(x,y) (χn,q(x)− χn,q(x))
=
∑
x,y∈B(x,2r),x∼y
η(x) (χn,q(x)− χn,q(y))V ′(x,y) (χn,q(x)− χn,q(x))
+
∑
x,y∈B(x,2r),x∼y
χn,q(y) (η(x) − η(y))V ′(x,y) (χn,q(x)− χn,q(x)) .
Using the uniform convexity of Ve and (B.2), one obtains, by taking the expectation,
λE

 ∑
x,y∈B(x,2r),x∼y
η(x) (χn,q(x)− χn,q(y))2


≤ E

 ∑
x,y∈B(x,2r),x∼y
η(x) (χn,q(x)− χn,q(y)) V ′(x,y) (χn,q(x)− χn,q(x))


≤ E

 ∑
x,y∈B(x,2r),x∼y
|χn,q(y)| |η(x)− η(y)|
∣∣∣V ′(x,y) (χn,q(x)− χn,q(x))∣∣∣

+ | trL′0|.
We then use the bound V ′e (x) ≤ λ|x|. This yields
λE

 ∑
x,y∈B(x,2r),x∼y
η(x) (χn,q(x)− χn,q(y))2


≤ CE

 ∑
x,y∈B(x,2r),x∼y
|η(x)− η(y)|2
η(x) + η(y)
|χn,q(y)|2


+ E

λ
4
∑
x,y∈B(x,2r),x∼y
(η(x) + η(y)) (χn,q(x)− χn,q(y))2

+ | trL′0|
≤ 3−2nE

 ∑
x,y∈B(x,2r),x∼y
|χn,q(y)|2

+ λ
2
E

 ∑
x,y∈U,x∼y
η(x) |χn,q(x)− χn,q(y)|2


+ | trL′0|.
Absorbing the second term on the right back into the left-hand side and using the esti-
mate (B.3) gives,
E

 ∑
x,y∈B(x,2r),x∼y
η(x) (χn,q(x)− χn,q(y))2

 ≤ Cr−2E
[∑
x
|χn,q(x)|2
]
+ Crd.
Now we replace the term χn,q by the expression ψn,q − (ψn,q)B(x,2r) to obtain
E

 ∑
e⊆B(x,r)
|∇ψn,q(e)|2

 ≤ Cr−2E

 ∑
e⊆B(x,2r)
∣∣ψn,q(e)− (ψn,q)B(x,2r)∣∣2

+ Crd.
This is the desired result. 
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The next statement one wishes to obtain is a reverse Ho¨lder inequality for the random
variable ψn,q. It is obtained by combining the Caccioppoli inequality proved in the previous
proposition with the Sobolev inequality recalled below.
Proposition B.2 (Sobolev inequality on Zd). There exists a constant C := C(d) < ∞
such that for each x ∈ Zd, each r ≥ 1, each exponent s ∈
(
d
d−1 ,∞
)
and each function
f : B(x, r)→ R satisfying ∑
x∈B(x,r)
f(x) = 0,
one has the estimate
 ∑
x∈B(x,r)
|f(x)|s


1
s
≤ C

 ∑
e⊆B(x,r)
|∇f(e)|s⋆


1
s⋆
,
where s⋆ is the Sobolev conjugate defined from s by the formula
s⋆ :=
sd
s+ d
.
This inequality can be deduced from the continuous Sobolev inequality (on Rd) by an
interpolation argument. From the Sobolev inequality and the Cacioppoli inequality, we
deduce the following reverse Ho¨lder inequality.
Proposition B.3 (Reverse Ho¨lder inequality for P∗n,q). There exists a constant C :=
C(d, λ) < ∞ such that for every integer n ≥ 1, every x ∈ n, every r ≥ 1 such that
B(x, 2r) ⊆ n, and every q ∈ Rd,
E

 1
|B(x, r)|
∑
e⊆B(x,r)
|∇ψn,q(e)|2

 ≤ C

 1
|B(x, 2r)|
∑
e⊆B(x,2r)
E
[
|∇ψn,q(e)|2
] d
d+2


d+2
d
+ C.
Proof. Fix q ∈ Rd, an integer n ≥ 1, and a ball B(x, r) with x ∈ n such that B(x, 2r) ⊆
n. By Proposition B.1, one has the inequality
E

 ∑
e⊆B(x,r)
|∇ψn,q(e)|2

 ≤ C
r2
E

 ∑
x∈B(x,2r)
∣∣ψn,q(y)− (ψn,q)B(x,2r)∣∣2

+ Crd.
We then apply Proposition B.2 with s = 2 and s⋆ =
2d
d+2 and obtain
(B.4) E

 ∑
e⊆B(x,r)
|∇ψn,q(e)|2

 ≤ C
r2

 ∑
e⊆B(x,r)
E
[
|∇ψn,q(e)|2
] d
d+2


d+2
d
+ Crd.
Then for each N ∈ N, we introduce the following notation for the half space
R
N
+ :=
{
(x1, . . . , xN ) ∈ RN : x1 ≥ 0, . . . , xN ≥ 0
}
.
Note that the mapping
F :=


R
N
+ → R
(x1, · · · , xN ) 7→
(∑
e⊆B(x,r) |xi|
d
d+2
) d+2
d
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is concave. We then let N be the number of bonds of the cube n and apply Jensen’s
inequality to the random variable
(
|∇ψn,q(e)|2
)
e⊆RN
, which is valued in RN+ , to obtain
E



 ∑
e⊆B(x,r)
|∇ψn,q(e)|
2d
d+2


d+2
d

 ≤

 ∑
e⊆B(x,r)
E
[
|∇ψn,q(e)|2
] d
d+2


d+2
d
.
Combining this estimate with (B.4) and dividing by rd completes the proof of Proposi-
tion B.3. 
We then combine the previous estimate with the discrete version of the Gehring’s
Lemma, which is stated in the following proposition. The continuous version of this result
can be found in [28].
Proposition B.4 (Discrete Gehring’s Lemma). Fix q < 1, K ≥ 1 and R > 0. Suppose
that we are given two (discrete) functions f, g : B(0, R) → R, and that f satisfies the
following reverse Ho¨lder inequality, for each z ∈ Zd and each r ≥ 1 such that B(z, 2r) ⊆
B(0, R),
1
|B(x, r)|
∑
x∈B(x,r)
|f(x)| ≤ K

 1
|B(x, 2r)|
∑
x∈B(x,2r)
|f(x)|q


1
q
+
K
|B(x, 2r)|
∑
x∈B(x,2r)
|g(x)|,
then there exist an exponent δ := δ(q,K, d) > 0 and a constant C := C(q,K, d) <∞ such
that

 1∣∣B (x, R2 )∣∣
∑
x∈B(x,R2 )
|f(x)|1+δ


1
1+δ
≤ C

 1
|B(x,R)|
∑
x∈B(x,R)
|f(x)|


+ C

 1
|B(x,R)|
∑
x∈B(x,R)
|g(x)|1+δ


1
1+δ
.
From this estimate, one obtains the following version of the interior Meyers estimate
for the ∇φ model. The idea is to combine the reverse Ho¨lder inequality and the Gehring’s
Lemma to improve the integrability of the expectation of the field ψn,q (seen as a function
from the triadic cube n to R) from L
2 to L2+δ.
Proposition B.5 (Interior Meyers estimate for P∗n,q). For each γ ∈ (0, 1] and each n ∈ N,
denote by γn the cube
γn :=
(
−γ3
n
2
,
γ3n
2
)d
∩ Zd.
Fix q ∈ Rd. For each γ ∈ (0, 1), each n ∈ N, there exist an exponent δ := δ(d, λ) > 0 and
a constant C := C(d, λ, γ) <∞ such that

 1
|γn|
∑
e⊆γn
E
[|∇ψn,q(e)|2]1+δ


1
1+δ
≤ C|n|
∑
e⊆n
E
[|∇ψn,q(e)|2]+ C.
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Proof. The main idea of the proof is to apply the Gehring’s Lemma, Proposition B.4, with
the following choice of functions
∀x ∈ n, f(x) := E

 ∑
y∈n,x∼y
|ψn,q(y)|2

 and g(x) = 1.
By Proposition B.3, one has the following reverse Ho¨lder inequality: there exists a constant
C := C(d, λ) <∞ such that for each z ∈ Zd and each r ≥ 1 satisfying B(z, 2r) ⊆ n,
1
|B(x, r)|
∑
x∈B(x,r)
|f(x)|
≤ C

 1
|B(x, 2r)|
∑
x∈B(x,2r)
|f(x)| d+2d


d
d+2
+
C
|B(x, 2r)|
∑
x∈B(x,2r)
|g(x)|.
Applying Proposition B.4, there exist an exponent δ := δ(d, λ) > 0 and a constant C :=
C(d, λ) <∞, such that for each point z ∈ n, and each radius R ≥ 1 satisfying B(x, 2R) ⊆
n,

 1
|B (x,R)|
∑
x∈B(x,R)
|f(x)|1+δ


1
1+δ
≤ C|B(x, 2R)|
∑
x∈B(x,2R)
|f(x)|
+ C



 1
|B(x, 2R)|
∑
x∈B(x,2R)
|g(x)|1+δ


1
1+δ

 .
The previous display can be rewritten

 1
|B (x,R)|
∑
e⊆B(x,R)
E[|∇ψn,q(x)|2]1+δ


1
1+δ
≤ C|B(x, 2R)|
∑
x∈B(x,2R)
E[|∇ψn,q(x)|2] + C.
We then conclude that, for each γ ∈ [0, 1), the cube γn can be covered by finitely many
balls of the form B(x,R) such that B(x, 2R) is included in n. The cardinality of this
covering family can be bounded from above by a constant depending only on d and γ. This
implies that, for each γ ∈ (0, 1), there exist an exponent δ := δ(d, λ) > 0 and a constant
C := C(d, λ, γ) <∞ such that

 1
|γn|
∑
e⊆γn
E[|∇ψn,q(x)|2]1+δ


1
1+δ
≤ C|n|
∑
x∈n
E[|∇ψn,q(x)|2] + C.

Remark B.6. Combining the Meyers estimate with (3.8) of Proposition 3.1, one obtains

 1
|γn|
∑
e⊆γn
E
[|∇ψn,q(e)|2]1+δ


1
1+δ
≤ C(1 + |q|2).
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