Purpose Nowadays, with the increased diffusion of Cone Beam Computerized Tomography (CBCT) scanners in dental and maxillo-facial practice, 3D cephalometric analysis is emerging. Maxillofacial surgeons and dentists make wide use of cephalometric analysis in diagnosis, surgery and treatment planning. Accuracy and repeatability of the manual approach, the most common approach in clinical practice, are limited by intra-and inter-subject variability in landmark identification. So, we propose a computer-aided landmark annotation approach that estimates the three-dimensional (3D) positions of 21 selected landmarks. Methods The procedure involves an adaptive cluster-based segmentation of bone tissues followed by an intensity-based registration of an annotated reference volume onto a patient Cone Beam CT (CBCT) head volume. The outcomes of the annotation process are presented to the clinician as a 3D surface of the patient skull with the estimate landmark displayed on it. Moreover, each landmark is centered into a spherical confidence region that can help the clinician in a subsequent manual refinement of the annotation. 
Introduction
The measurement of the head, known as cephalometry, considers both soft and hard tissues and has many applications in today's world. The application of cephalometry to the clinical needs, commonly known as cephalometric analysis, is widely used in dental applications, such as orthodontics and implantology, and in surgical planning and treatment evaluation for maxillofacial surgery [1] [2] [3] . Traditionally, cephalometric analyses have been manually performed on a 2D cephalogram, which is a standardized tracing of craniofacial structures as depicted by a latero-lateral radiography of the head. Currently, with the diffusion of Cone Beam Computerized Tomography (CBCT) scanners, 3D cephalometric analysis is emerging [4] . CBCT is used for small segments of the body, such as the head or part of it, and generally delivers lower dose to the patient, compared to CT [5] . In particular, CBCT is a useful tool for identification and evaluation of treatment outcomes, becoming one of the most common image modality used to visualize the facial skeleton [6] [7] [8] . Both maxillofacial surgeons and dentists can foresee remarkable developments by the aid of computerized methods permitting to easily extract individual features and perform measurements.
Nowadays, manual point-picking represents the method of choice to perform 3D cephalometric analysis; however, this approach is limited in accuracy and repeatability due to the differences in intra-and inter-operator landmark identification [9] [10] [11] . The need to overcome these limitations recently led to the development of aided, automated or nearly automated methods [12] [13] [14] [15] [16] [17] [18] . Here, we propose a semiautomatic computerized method that can help the clinician to annotate three-dimensional CBCT volumes of the human head, using intensity-based image registration.
Materials and methods
The proposed algorithm, entirely developed in MATLAB (MathWorks, Natick, MA, USA), automatically segments the skull from CBCT volumes of the human head and subsequently estimates a number of cephalometric landmarks. The flowchart of the proposed algorithm is presented in Fig. 1 .
Anatomical landmarks
In this study, a set of fiducial points, which location will be estimated, must be decided and defined. To validate the proposed method, a set of 21 landmarks, commonly used in clinical practice and distributed all over the skull surface, was chosen [19] . All chosen landmarks and their definition are listed in Table 1 [20] .
Dataset
Datasets of 18 subjects who underwent CBCT imaging examination at the SST Dentofacial Clinic, Italy, were retrospectively selected. These images were acquired for reasons independent of this study, and in all acquisitions, the device was operated at 6-10 mA (pulse mode) and 105 kV using a X-ray generator with fixed anode and 0.5 mm nominal focal spot size. All images were acquired with cephalometric field of view (200 mm×170 mm). All subjects were adult healthy Caucasian women, aged from 37 to 74 years, who had teeth in both dental arches. No limitations was set to the presence of dental implants, dental fillings or even on particular dental treatments carried out before the radiological examination.
Image preprocessing
In order to standardize the structures in the CBCT data, the proposed method requires a single initialization step that consists in pointing the most inferior point of the mandibular bone. Currently, this is the only manual operation required; however, this is easy to automatize, provided a standard patient's positioning on the scanner chin set. Next, the volume is cut off below the selected slice and the algorithm proceeds automatically in landmarks' identification. This simple step defines a common criterion for volume limitation capable of providing a coarse standardization of the structures. Fig. 1 Flowchart of the presented algorithm, which receives a DICOM file as input, articulates in 3 phases: image preprocessing, segmentation and registration and returns the landmark coordinates as output Subsequently, to improve the accuracy of the segmentation procedures and to make it robust to the presence of noise, the image was filtered using a three-dimensional low-pass Gaussian filter. The size of this cubic filter was set to 3 voxels in order to limit the blurring effect, increase signal-to-noise ratio and preserve the morphology of craniofacial bones [21] .
Image segmentation
The segmentation algorithm aims at a standard hard tissue thresholding, though after a subject-specific adaptation with no manual interaction and no training dataset or previously developed models. A major consideration driving the algorithm design was that CBCT scanners provide less calibrated contrasts than CTs, thus reducing the confidence in preset thresholds [22] .
This aim was approached by k-means clustering separately performed on a representative subset of the volume slices. In particular, the k-means clustering was chosen due to its low sensitivity to initialization parameters, relatively low computational complexity and its suitability for biomedical image segmentation since the number of clusters can be easily defined based on prior anatomical knowledge [23, 24] .
The present validation considered a 1:2 reduction, by analyzing each second slice; however, further preliminary trials revealed that higher reduction factors improved efficiency with no accuracy loss. As detailed below, the statistics of clusters was used to set the optimal soft/hard tissue separation threshold; also, a good robustness against dental metal artifacts was achieved by proper elimination of low-density outliers.
Within each subset, slice tissues were classified into 4 main categories, one representing air, two representing soft tissues and one representing hard tissues. The classification was performed using a k-means clustering approach [25] . The following statistics through the subset of slices considered the minimum of the highest intensity cluster; i.e., the one intended to classify bone and tooth tissue.
These values allowed to determine the global threshold which was defined at the 10th percentile of the population of minima. This threshold value was shown to make the algorithm robust to misclassification of tissues in a limited (i.e., less than 10 %) number of slices that are easily classified as outliers. The 10 % rule was selected to avoid a specific search of outliers.
After the optimized threshold value was obtained, it was possible to proceed with the thresholding of the entire volume that needs to be segmented, since preliminary analyses confirmed that possible intensity calibration trends through slices were negligible. The outcome of single-voxel thresholding Fig. 2 The figure shows, in a median sagittal slice, which structures are maintained during the segmentation process was next improved by removing all the residual volumes of the segmentation process, caused by the presence of noise or artifacts. A 3D labeling process identified all structures, and those presenting a volume lower than 0.1 % of the total segmented volume were eliminated. An example of the outcome of the segmentation process is shown in Fig. 2 .
Image registration
Landmark placement was based on the propagation of landmarks through the registration on an annotated reference skull. The reference skull was automatically segmented with the above-presented method and annotated in a double-blind process by three expert operators for three times, in order to take intra-and inter-operator variability into account. Each operator had at least 4 years of experience in morphological evaluation of the skull. To allow the user to annotate the reference skull, a dedicated guided user interface (GUI) was created using MATLAB. This GUI allowed the user to annotate the skull visualizing multiplanar reconstruction (MPR) views. Once all the operators performed the annotation, the center of mass of all annotations was used as final landmark positions.
In previous investigations, deformable registration approaches have been used to align corresponding structures in different images in order to estimate anatomical landmarks, as such methods take into account the global appearance information of the anatomical structures [26] [27] [28] . During this step, segmentation for both subject and reference was used for masking only, thus keeping the information of gray levels inside the segmented bone. Registration was started by affine transformation that, being global and linear, permits rescaling according to the individual proportions and also allows a robust compensation of the different volumetric FOVs occurring in CBCT. Its transform is expressed by:
where F(x F ) is an intensity value of the image F at the location x F , F is the domain of the image F, M(x M ) is an intensity value of the image M at the location x M and M is the domain of image M [15] . The mean squared intensity difference (MSD) was applied as registration objective function to be minimized. This cost figure is defined as follows:
where x F represents the voxel locations in image F and T F,M represents the overlap domain consisting of N voxel subset.
Trilinear interpolation was applied in computing the transformed image gray levels and an iterative gradient descent algorithm was applied to find the optimal transform:
The affine registration (linear) step was used as initialization of a subsequent elastic registration (nonlinear). Importantly, the algorithm was designed to avoid deformations due to the presence of different anatomical structures in the image volumes, which were caused by the limited field of view of CBCT images and inter-subject morphological variability. This problem was solved by shrinking the subjects mask to the overlap subset T F,M found after the first affine registration step, thus cutting out the individual volume in excess to the reference volume. Then, the skulls were processed with a subsequent step of intensity-based global elastic registration, by MATLAB Medical Image Registration Toolbox, MIRT, Free Form Deformation (FFD) with three hierarchical levels of B-spline control points [30, 31] . A wide mesh window size between the B-spline control points of 15 voxels was set, in order to register the main skull features while avoiding deformation relevant to the largely varying bone structure details and to artifacts. As a result, the number of control points varied for each image, depending on its size.
Moreover, in order to prevent the mesh to get too much deformed, a regularization term was used. In particular, the Euclidean distance between all the neighboring displacements of B-spline control points was penalized [30] . In our algorithm, the regularization weight was set to 0.1. Both mesh window size and regularization weight were empirically determined to give the best performance in term of accuracy.
Like the affine one, the elastic registration was an iterative process, which optimizes the MSD voxel similarity measure using a gradient descent optimization method with 3 hierarchical levels of optimization. This additional transformation T e is defined as: An example of the outcome of these registration steps is depicted in Fig. 3 , which shows how the elastic registration allowed to better adapt the morphology of the reference skull to the patient's one, compared to the affine step.
Landmark estimation
Through the registration phase, the algorithm superimposes and deforms the reference skull to comply with the morphology of the patient based on the intensity values of the segmented CBCT images. The combined transformations T a and T e can be readily applied to the coordinates of cephalometric landmarks annotated on the reference skull thus labeling the skull under examination. Namely, the affine transformation T a is described by a 4 × 4 matrix T a (12 degrees of freedom) applied to the i-th landmark p i (i = 1, . . .21) to obtain the landmark estimate in the patient's reference system,p a i [29] :
The elastic transformation T e was implemented numerically on a zeros volume, the size of the original volume, marked with a single 1 at the landmark position. The transformed image was no more binary, and the center of mass coordinates was taken as transformed landmark coordinates. The 21 landmark coordinates were collected in a vectorp e representing the final estimation of the chosen cephalometric landmark coordinates. At the end of the annotation process, each annotated landmark is displayed on the 3D surface of the patient skull. Moreover, each landmark is centered into a spherical confidence region that helps the clinician during a subsequent eventual manual refinement of the annotation, as can be seen in Fig. 4 . The radius of the confidence spheres was set to the 95th percentile of the annotation error population calculated during the validation step.
Validation
Optimized thresholding, though preliminary to registration and automated annotation, was considered a crucial step deserving a specific validation. Therefore, the algorithm outcomes were compared to the manual thresholding performed by an experienced user on the whole data set. Both threshold values and segmented volumes were compared testing correlation and significance of differences of automatic vs. manual identification. Depending on the normality of data, either Student's t test or Wilcoxon signed-rank test was used; p value significance level was set to 0.05. The normality of data distribution was checked with Jarque-Bera test; also in this case significance level was set to 0.05.
To evaluate the quality of the annotations performed in this study, all CBCT volumes were manually annotated. In particular, in order to take the inter-operator variability of the annotation process into account, a team of expert users manually annotated the image dataset. This way, for each subject, the expected location of the 21 cephalometric landmarks can be defined as the barycenter of the operators' annotation. Fig. 4 shows an example of manually and automatically annotated landmarks.
Subsequently, the Euclidean distance, expressed in mm, between the position of each manually annotated landmark and the position of its corresponding landmark estimated by the proposed algorithm, was calculated. These distances will be subsequently used to display confidence regions around the estimate landmarks in order to allow the user to easily place the landmark in the most suitable place. Fig. 4 Example of the proposed, computer-aided, annotation process outcome; each landmark is centered into a spherical confidence region (95th percentile of the annotation error population) that can help the clinician in a subsequent manual refinement of the annotation
Results

Segmentation
To evaluate the accuracy of the segmentation process, both threshold values and segmented volumes were compared. Both manual and automatic threshold values resulted normally distributed (p > 0.05). They were highly correlated (R = 0.96, p < 0.001), and no significant difference was found between them (p > 0.05), thus indicating that the automatic optimization well reproduced the threshold setting of experts.
Segmented volume values resulted not normally distributed (p < 0.05), and nonparametric tests were used for their statistical comparisons. Even for these values, a high level of accuracy was found between automatically and manually segmented volume values (ρ = 0.98, p < 0.001) and no significant differences were found between the two groups (p > 0.05).
Landmark estimation
The mean (standard deviation) inter-operator interclass correlation coefficient (ICC) for all the analyzed landmarks was 0.98 (0.04).
The overall median value of the computer-aided localization error was equal to 1.99 mm with an interquartile range (IQR) of 1.22-2.89 mm. This median error expressed in the horizontal, vertical and transverse direction was equal to 0.60, 0.86 and 0.89 mm, respectively. These distances widely varied among different landmarks. In particular, among the calculated estimation errors the lowest value was reported for the PNS landmark with a median value of 1.47 mm and an IQR of 0.79-1.76 mm. On the other hand, the highest values were observed for Gonia, respectively, right Gonion with a median value of 2.81 mm and an IQR of 1.46-4.83 mm and left Gonion with a median value of 4.00 mm and an IQR of 2.00-4.86 mm.
Considering all landmarks, annotation error was less than 5.00 mm for 90 % of landmarks and less than 2.50 mm for 63 % of them. The descriptive statistics for the obtained distances for each landmark are shown in Table 2 .
Conclusion
The proposed method allows to find a good estimate of landmark positions, which may subsequently be refined by the clinician, saving operator time and reducing annotation variability.
Nowadays, the annotation of cephalometric points is mainly performed manually. Recent studies reported that the error caused by identification of landmark varies between 0.02 and 2.47 mm [9] [10] [11] 32] . Therefore, one important aim for the evaluation of skeletal morphology in maxillofacial patients is to reduce the landmark identification error below 2.00 mm [32] . In the present study, landmarks lying in different locations present largely different average localization errors. Using our method, Gonia arise as the most difficult markers to localize. As a matter of fact, this reflects the variability of human anatomy and manual annotation. The mandibular bone, statistically, is among the most variable bones of the skull [33] , and this is reflected in the estimation of right and left Gonion [34] .
In this study, since annotation errors were not normally distributed among different patients (p < 0.001), the median annotation error was used to access the process accuracy of the annotation process. In particular, the median annotation error was found as 1.99 mm with an IQR of 1.22-2.89 mm. In a recent study, Shahidi et al. validated an algorithm for landmark annotation based on 3D image registration for 14 landmarks on a dataset of 20 CBCT images. They obtained an overall mean error of 3.40 mm, which is significantly higher compared to the one obtained with the current method [16] . In another study, Gupta et al. proposed a knowledgebased algorithm for automatic detection of cephalometric landmarks on CBCT images that was validated on 30 CBCT images. Gupta et al. obtained a mean error of 2.01 mm with a standard deviation of 1.23 mm, which is comparable with the one obtained with the proposed methodology [18] . With our method, a comparable accuracy level was obtained with reduced a priori information about landmark positions.
The method described in the present study attempts a general and robust approach for the propagation of landmarks from an annotated reference skull to subject-specific ones. Due to the variability in skull morphology depending on gender, age and ethnicity, in this study we applied the proposed method to a specific category of patients: adult Caucasian women. To apply the same methodology on other patient categories, different atlases matched for sex, age and ethnicity must be used. The selection of only one specific sample represents a limitation of the current study but, at the same time, the low amount of a priori information needed from the proposed algorithm allows to test it on different patient categories simply changing the used atlas.
Segmentation of hard tissues is a fully automatic process that reduces the amount of error dependent on operator experience. In the validation step, no significant difference was found between manually and automatically determined threshold values. Moreover, the correlation coefficient close to 1 proved the high accuracy of the segmentation step compared to manual thresholding, which is now considered the standard method of segmentation in maxillofacial applications.
Since the segmentation step was proved to be very robust, the registration step represents the main source of variability in automatic annotation. In order to improve the annotation accuracy, local adaptation in a region of interest around each estimated landmark should be added to overcome the limits of the global registration step.
Moreover, we believe that a computer-aided cephalometric annotation of CBCT volumes, relying on intensity-based image registration, can be a good initialization that can help the clinician in performing cephalometric analysis. Indeed, for most landmarks the current results are well comparable with those provided by other methods present in the literature [13, 14] . One advantage of our method is that cephalometric landmark coordinates were obtained without any local a priori information about geometry and location of each landmark, allowing physicians to use this approach for personalized cephalometric analysis. Indeed, the method can be customized only changing the number of landmark annotated on the reference skull, without any modification of the annotation algorithm.
Results are promising; nevertheless, the study should be expanded in order to validate it on a larger dataset and reduce the estimation error to provide a fully automatic annotation algorithm. Moreover, in order to improve the segmentation and, consequently, the annotation in the dental region, a dedicated high intensity object artifact reducing algorithm should be implemented.
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