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Abstract
In this paper we consider the well-posedness and the asymptotic behavior of solutions to the following parabolic–hyperbolic
phase field system:⎧⎨⎩χt −χ + χ
3 − χ − θ = 0,
θt + χt + div q = 0,
qt + q + ∇θ = 0,
(0.1)
in Ω × (0,+∞) subject to the homogeneous Neumann boundary condition for χ ,
∂nχ = 0, on Γ × (0,+∞), (0.2)
and no-heat flux boundary condition for q,
q · n = 0, on Γ × (0,+∞), (0.3)
and the initial conditions
χ(0) = χ0, θ(0) = θ0, q(0) = q0, in Ω, (0.4)
where Ω ⊂ R3 is a bounded domain with a smooth boundary Γ and n is the outward normal direction to the boundary. In this
paper we first establish the existence and uniqueness of a global strong solution to (0.1)–(0.4). Then, we prove its convergence to
an equilibrium as time goes to infinity.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction and main results
Consider a material occupying a bounded domain Ω ⊂ R3 with a smooth boundary Γ subject to phase transition
due to temperature variations. We assume that at each point x ∈ Ω and any time t  0, the state of the material is
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150 J. Jiang / J. Math. Anal. Appl. 341 (2008) 149–169described by the triple functions (χ(x, t), θ(x, t),q(x, t)) where χ(x, t) is the phase variable, θ(x, t) is the relative
temperature, and q(x, t) is the heat flux vector.
The evolution of this phenomenon is governed by the so-called Caginalp type model (see [6]){
χt −χ + φ(χ)− θ = 0,
∂t (θ + χ)+ div q = 0, (1.1)
in Ω × (0,+∞) in which φ(χ) is a smooth function with cubic growth. Without loss of generality, we take in this
paper the typical form
φ(χ) = χ3 − χ. (1.2)
Here we shall assume that q is determined by the Cattaneo–Fourier law
σqt + q = −∇θ, in Ω × (0,+∞), (1.3)
in which σ represents a small positive relaxation parameter. Observe that the standard Fourier law is obtained by
taking σ = 0.
With the assumptions (1.2)–(1.3) and without loss of generality taking σ = 1, system (1.1) yields the following
parabolic–hyperbolic system:⎧⎪⎨⎪⎩
χt −χ + χ3 − χ − θ = 0,
θt + χt + div q = 0,
qt + q + ∇θ = 0.
(1.4)
In this paper we consider the above system subject to the homogeneous Neumann boundary condition for χ ,
∂nχ = 0, on Γ × (0,+∞), (1.5)
and no-heat flux boundary condition for q,
q · n = 0, on Γ × (0,+∞), (1.6)
and the initial conditions
χ(0) = χ0, θ(0) = θ0, q(0) = q0, in Ω. (1.7)
We will prove in this paper the well-posedness and the convergence of the (strong) solution to single stationary
state.
It is easy to see that if we integrate in Ω the second equation in (1.4), and use the no-heat flux boundary condition
for q, then for t  0, we have
1
|Ω|
∫
Ω
(χ + θ) dx = 1|Ω|
∫
Ω
(χ0 + θ0) dx := m. (1.8)
It turns out that the corresponding stationary problem for problem (1.4)–(1.7) is⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
q∞ = 0, in Ω,
θ∞ = 0, in Ω,
−χ∞ + χ3∞ − χ∞ − θ∞ = 0, in Ω,
∂nχ∞ = ∂nθ∞ = 0, on Γ,
1
|Ω|
∫
Ω
(χ∞ + θ∞) dx = m.
(1.9)
Thus we have the following nonlinear and nonlocal elliptic boundary value problem for χ∞:⎧⎪⎨⎪⎩
−χ∞ + χ3∞ − χ∞ −
(
m− 1|Ω|
∫
Ω
χ∞ dx
)
= 0, in Ω,
(1.10)∂nχ∞ = 0, on Γ,
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θ∞ = 1|Ω|
∫
Ω
(θ0 + χ0 − χ∞) dx, (1.11)
and q∞ = 0.
Before stating our main result, we introduce some notation about the functional setting. For each integer m,
we denote by Hm(Ω) the Sobolev spaces Wm,2(Ω) with the natural norm ‖ · ‖Hm . We now introduce the space
L2div(Ω) := {q ∈ (L2(Ω))3: div q ∈ L2(Ω)} endowed with the inner product
(q1,q2)L2div(Ω) := (q1,q2)(L2(Ω))3 + (div q1,div q2)L2(Ω), q1,q2 ∈ L
2
div(Ω). (1.12)
It is well known that if q ∈ L2div(Ω), then q · n ∈ H−1/2(Γ ) (cf. [7]). In this functional framework we proceed to
introduce the following closed subspaces of L2div(Ω),
D1 :=
{
q ∈ L2div(Ω): q · n|Γ = 0
}
, (1.13)
and
D2 :=
{
q ∈ L2div(Ω): div q ∈ H 1(Ω), q · n|Γ = 0
}
. (1.14)
On the other hand, we consider the strictly positive operator A = I − : D(A) ⊂ L2 → L2 with domain
D(A) = {v ∈ H 2(Ω): ∂nv = 0, a.e. on Γ }. (1.15)
We use the fact that
H 1(Ω) = D(A1/2), (1.16)
and throughout this paper C > 0 will denote a generic constant depending on Ω and the norms of the initial data,
at most. This constant may even vary from line to line. Moreover, the norm and the inner product in L2(Ω) will
denote by (·,·) and ‖ · ‖, respectively, and we shall use the same notation even for vector valued functions. In addition,
we may also denote the vector space (L2(Ω))3 by L2(Ω) if there is no confusion.
The main result of this paper is the following
Theorem 1.1. For any given initial data (χ0, θ0,q0) ∈ D(A2)×D(A)×D2, problem (1.4)–(1.7) has a unique global
solution (χ, θ,q) such that
χ ∈ C([0,+∞),D(A2))∩C1([0,+∞),D(A))∩C2([0,+∞),L2(Ω)),
χt ∈ C
([0,∞),D(A))∩C1([0,∞),L2(Ω))∩L2((0,+∞),H 3(Ω)),
χtt ∈ C
([0,∞),L2(Ω))∩L2((0,+∞),H 1(Ω)),
θ ∈ C([0,+∞),D(A))∩C1([0,+∞),H 1(Ω))∩C2([0,+∞),L2(Ω)),
θt ∈ C
([0,+∞),H 1(Ω))∩C1([0,+∞),L2(Ω))∩L2([0,+∞),H 1(Ω)),
q ∈ C([0,+∞),D2)∩C1([0,+∞),D1)∩C2([0,+∞),L2(Ω)).
Moreover, the ω-limit set of this solution reduces to a singleton (χ∞, θ∞,0), i.e., there is a strong solution χ∞ ∈
H 4(Ω) to problem (1.10) and the corresponding constant θ∞ given by (1.11) such that the trajectory (χ(t), θ(t),q(t))
strongly converges to (χ∞, θ∞,0) in H 4 ×H 2 ×L2div as t goes to infinity.
Before giving the detailed proof of our main result, let us first recall some related results in the literature.
If we assume that the heat flux q is governed by the standard Fourier law which means σ = 0 in (1.3), then
system (1.1) becomes a parabolic system for χ and θ . Both well-posedness and asymptotic behavior have been studied
by many authors (see [1,3–5,8,13,14,23]). In addition, in [21,22], Wu, Grasselli and Zheng considered the parabolic–
hyperbolic case with phase-lag for χ subject to the homogeneous Neumann boundary conditions and dynamical
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state.
In recent years, the phase-field model under various non-Fourier heat flux assumptions has attracted more and
more attentions. In a series of papers, the phase-field model with memory effects has been investigated (see [9,10] and
references cited therein). In [9], Grasselli and Pata considered the phase-field problem with the following so-called
Gurtin–Pipkin law:
q(t) = −
∞∫
0
k(s)∇θ(t − s) ds (1.17)
where k(s) is the heat conductivity relaxation kernel. Notice that if we take
k(s) = 1
σ
e−
1
σ
s, σ > 0, (1.18)
and differentiate (1.17) with respect to t , then we will get (1.3) formally. The authors proved that there exists a
universal attractor for the fully hyperbolic system when θ satisfies the homogeneous Dirichlet boundary condition
while χ satisfies a homogeneous Neumann one. However, the study of convergence to equilibrium was not considered
in that paper.
On the other hand, in [2] Aizicovici and Feireisl studied the long time behavior of solutions to system (1.1) with
a different flux law in which besides the memory effects q also depends on the instantaneous value of ∇θ . More
precisely,
q(t) = −kI∇θ(t)−
∞∫
0
k(s)∇θ(t − s) ds (1.19)
with kI > 0. They proved that the solution converges to an equilibrium when θ satisfies the homogeneous Dirichlet
boundary condition and χ satisfies a homogeneous Neumann one. However, assumption (1.19) for q cannot be for-
mally converted to our heat conduction law because of the restriction of kI > 0. Moreover, its dissipation features are
due to memory effects and also instantaneous values of ∇θ while under assumption (1.18) the dissipation features are
due to memory effects only.
More recently, in [11], Grasselli, Petzeltová and Schimperna considered a different phase field model. The system
consists of three equations. One is the viscous Cahn–Hilliard equation charactered by the presence of an inertial
term χtt , and the other two are the last two equations in (1.4). In that paper the authors proved the well-posedness and
the existence of a global attractor as well as the convergence of any (weak) solution to single stationary state when the
variables satisfy the same boundary conditions to ours.
Before concluding this section we want to stress some new features of our problem.
(I) Observe that the subsystem of θ and q is actually a hyperbolic system of first-order. Therefore the application of
the Simon–Lojasiewicz approach requires some special care. Firstly, it is well known that there is no smoothing
property for hyperbolic systems. It turns out that proving the precompactness of the trajectories is not trivial.
Secondly, one needs to construct an auxiliary functional which varies from one problem to others. This also
becomes a crucial part of our proof (see [12,20–22]).
(II) The stationary problem is a nonlinear elliptic problem with a nonlocal term due to the no-heat flux boundary
condition for q. It turns out that deriving the corresponding Simon–Lojasiewicz inequality is more involved (see
also [21,22]).
This paper is organized as follows. In Section 2 we prove the global existence and uniqueness of a strong solution
to (1.4)–(1.7), and also the precompactness of the orbit. In Section 3 we study the corresponding stationary prob-
lem, showing that it admits one classical solution at least. In Section 4 we derive the extended Simon–Lojasiewicz
inequality. Finally, we give the detailed proof of Theorem 1.1 in Section 5.
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In this part we establish the global existence and uniqueness of problem (1.4)–(1.7). To this end, we first prove the
local existence and uniqueness.
First of all, we want to establish a lemma on a hyperbolic system of first-order.
Let H be a Hilbert space such that
H = L2 ×L2 ×L2 ×L2 (2.1)
equipped with the inner product
(U,V )H =
4∑
i=1
(ui, vi)L2 (2.2)
where U = (u1, u2, u3, u4)T and V = (v1, v2, v3, v4)T .
For q = (q1, q2, q3) we define
D(A ) = {(θ, q1, q2, q3)T ∈ H 1 ×L2 ×L2 ×L2: div q ∈ L2(Ω), q · n|Γ = 0} (2.3)
and for U = (θ, q1, q2, q3)T ,
A U :=
(
div q, q1 + ∂θ
∂x1
, q2 + ∂θ
∂x2
, q3 + ∂θ
∂x3
)T
. (2.4)
It is not difficult to check that
D
(
A 2
)= {(θ, q1, q2, q3)T : θ ∈ D(A), q ∈ D2}. (2.5)
By the well-known semigroup theory one can verify that A generates a C0-semigroup on H , therefore we have the
following result (see, e.g., [24]).
Lemma 2.1. Let F(t) = (f0(t), f1(t), f2(t), f3(t))T . Suppose that F ∈ C([0, T ],H ) and Ft ∈ L2((0, T ),H ) where
T > 0 is fixed. Then, for any U0 ∈ D(A ), there exists a unique solution U(t) ∈ C([0, T ],D(A )) ∩ C1([0, T ],H )
such that{
Ut +A U = F(t),
U(0) = U0. (2.6)
On account of Lemma 2.1, we have the following result.
Theorem 2.1 (Local Existence and Uniqueness). For any given (χ0, θ0,q0) ∈ D(A2)×D(A)×D2, there exists δ > 0
depending on Ω , ‖χ0‖H 4 , ‖θ0‖H 2 , ‖q0‖ and ‖div q0‖H 1 such that problem (1.4)–(1.7) admits in Ω × [0, δ] a unique
solution (χ, θ,q) such that
χ ∈ C([0, δ],H 4(Ω))∩C1([0, δ],H 2(Ω))∩C2([0, δ],L2(Ω)),
χt ∈ C
([0, δ],H 2(Ω))∩C1([0, δ],L2(Ω))∩L2((0, δ),H 3(Ω)),
χtt ∈ C
([0, δ],L2(Ω))∩L2((0, δ),H 1(Ω)),
θ ∈ C([0, δ],H 2(Ω))∩C1([0, δ],H 1(Ω))∩C2([0, δ],L2(Ω)),
q ∈ C([0, δ],D2)∩C1([0, δ],D1)∩C2([0, δ],L2(Ω)).
Proof. We use the (generalized) contraction mapping principle.
We define
M0 = ‖χ0‖2H 4 + ‖χ0‖2H 2 + ‖θ0‖2H 2 + ‖q0‖2 + ‖div q0‖2H 1, (2.7)
and we introduce the set
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(χ, θ)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
χ ∈ C([0, δ],H 4(Ω))∩C1([0, δ],H 2(Ω))∩C2([0, δ],L2(Ω)),
χtt ∈ L2((0, δ),H 1(Ω)),
θ ∈ C([0, δ],H 2(Ω))∩C1([0, δ],H 1(Ω))∩C2([0, δ],L2(Ω)),
∂nχ = ∂n(Aχ) = ∂nθ = 0, on Γ
χ(0) = χ0, θ(0) = θ0,
max
0tδ
{‖θ‖2
H 2
+ ‖θt‖2H 1}M1,
max
0tδ
{‖χt‖2H 2} +
∫ δ
0 ‖χtt‖2H 1 dτ M2,
max
0tδ
{‖χ‖2
H 4
+ ‖χtt‖2}M3
⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
(2.8)
with Mi (i = 1,2,3) and δ being positive constants to be specified later.
For (χ˜ , θ˜ ) ∈ Xδ(M1,M2,M3), consider the following auxiliary linear problems:⎧⎪⎨⎪⎩
χt +Aχ = f (χ˜, θ˜ ),
∂nχ |Γ = 0,
χ(0) = χ0
(2.9)
and ⎧⎪⎪⎪⎨⎪⎪⎪⎩
θt + div q = g(χ˜),
qt + q + ∇θ = 0,
q · n|Γ = 0,
θ(0) = θ0, q(0) = q0,
(2.10)
where
f (χ˜, θ˜ ) = −χ˜3 + 2χ˜ + θ˜ , (2.11)
g(χ˜) = −χ˜t . (2.12)
It is easy to see that f ∈C([0, δ],D(A)), ft ∈ L2((0, δ),H 1(Ω)), g ∈ C([0, δ],D(A)) and gt ∈ L2((0, δ),H 1(Ω)).
By the semigroup theory and Lemma 2.1, we can deduce that there is a unique solution (χ, θ,q) such that
χ ∈ C([0, δ],D(A2))∩C1([0, δ],D(A))∩C2([0, δ],L2(Ω)),
χt ∈ C
([0, δ],D(A))∩C1([0, δ],L2(Ω))∩L2((0, δ),H 3(Ω)),
χtt ∈ C
([0, δ],L2(Ω))∩L2((0, δ),H 1(Ω)),
θ ∈ C([0, δ],D(A))∩C1([0, δ],H 1(Ω))∩C2([0, δ],L2(Ω)),
q ∈ C([0, δ],D2)∩C1([0, δ],D1)∩C2([0, δ],L2(Ω)).
The following steps will show us the required a priori estimates. First, differentiating Eq. (2.9) with respect to t ,
we obtain
χtt +Aχt = ft . (2.13)
Multiplying it by Aχtt , integrating over Ω and applying the Young inequality, we obtain
1
2
d
dt
‖Aχt‖2 +
∥∥A 12 χtt∥∥2 = ∫
Ω
Aχttft dx 
1
2
∥∥A 12 χtt∥∥2 + 12∥∥A 12 ft∥∥2. (2.14)
Integrating the above inequality from 0 to t , for t ∈ [0, δ], we obtain
‖Aχt‖2 +
t∫ ∥∥A 12 χtt∥∥2 dτ  ∥∥Aχt(0)∥∥2 + t∫ ∥∥A 12 ft∥∥2 dτ. (2.15)0 0
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‖χ‖2
H 4  C‖Aχ‖2H 2  C
∥∥A2χ∥∥2 = C‖−Aχt +Af ‖2  C(‖Aχt‖2 + ‖Af ‖2). (2.16)
Combining with (2.15), we get
‖χ‖2
H 4  C
(∥∥Aχt(0)∥∥2 + t∫
0
∥∥A 12 ft∥∥2 dτ + ‖Af ‖2
)
, (2.17)
and
‖χtt‖2  2‖Aχt‖2 + 2‖ft‖2  2
∥∥Aχt(0)∥∥2 + 2 t∫
0
∥∥A 12 ft∥∥2 dτ + 2‖ft‖2. (2.18)
On the other hand, multiplying the equations in (2.10) by θ and q, respectively, and adding together, then integrating
with respect to x yields
1
2
d
dt
(‖θ‖2 + ‖q‖2)+ ‖q‖2 = (g, θ). (2.19)
Applying the Hölder inequality and the Gronwall inequality we can infer that
‖θ‖2 + ‖q‖2 
(
‖θ0‖2 + ‖q0‖2 +
t∫
0
‖g‖2 dτ
)
et . (2.20)
Then differentiating (2.10) with respect to t , we get{
θtt + div qt = gt (χ˜),
qt t + qt + ∇θt = 0. (2.21)
Similarly to the above step we can obtain that
‖θt‖2 + ‖qt‖2 
(
‖div q0‖2 + ‖q0‖2 + ‖θ0‖2H 1 +
∥∥χ˜t (0)∥∥2 + t∫
0
‖gt‖2 dτ
)
et . (2.22)
Adding both the first equations of (2.10) and (2.21) together and using that div qt = −div q −θ , we obtain
θtt + θt −θ = g + gt . (2.23)
Multiplying it by −θt and integrating with respect to x and using the Young inequality yields
1
2
d
dt
(‖∇θt‖2 + ‖θ‖2)+ ‖∇θt‖2 = (∇gt + ∇g,∇θt ) 12‖∇θt‖2 + ‖∇gt‖2 + ‖∇g‖2. (2.24)
Then integrating the above inequality with respect to t , we can obtain
‖∇θt‖2 + ‖θ‖2 +
t∫
0
‖∇θt‖2 dτ 
(
2
∥∥χ˜t (0)∥∥2H 1 + 2‖div q0‖2H 1 + ‖θ0‖2H 2)+ 2
t∫
0
(‖∇gt‖2 + ‖∇g‖2)dτ.
(2.25)
Using the Newton–Leibnitz formula we can obtain that
∥∥χ˜(t)∥∥
H 2 =
∥∥∥∥∥χ0 +
t∫
0
χ˜t dτ
∥∥∥∥∥
H 2
 ‖χ0‖H 2 +
t∫
0
‖χ˜t‖H 2 dτ. (2.26)
Now collect the inequalities all above and without loss of generality, assume that δ ∈ (0,1]. Adding (2.20), (2.22)
and (2.25) together and by the definition of Xδ , we have
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H 2 + ‖θt‖2H 1  C0M0 +C0M2 +C(M2,M3)t (2.27)
where C0 is a generic positive constant depending on M0. From (2.15) we have
‖χt‖2H 2 +
t∫
0
‖χtt‖2H 1 dτ C0M0 +C(M1,M2,M3)t. (2.28)
Adding (2.17) and (2.18) up and using (2.26) together with the Hölder inequality to estimate ‖χ˜‖H 2 , we can obtain
‖χ‖2
H 4 + ‖χtt‖2 C0M0 +C(M1,M2,M3)t +C(M0,M1,M2). (2.29)
So if we take M2 = 2C0M0, M1 = 2C0M0 + C0M2, M3 = 2C0M0 + C(M0,M1,M2) and choose δ small enough
such that{
C(M1,M2,M3)δ C0M0,
C(M2,M3)δ C0M0,
(2.30)
it is easy to verify that (χ, θ) ∈ Xδ(M1,M2,M3), i.e., the mapping (χ˜ , θ˜ ) 	→ (χ, θ) maps Xδ(M1,M2,M3) into itself.
Next, we prove the mapping is a contraction. For (χ˜i , θ˜i ) ∈ Xδ(M1,M2,M3) (i = 1,2), we have by letting χ˜ =
χ˜1 − χ˜2, θ˜ = θ˜1 − θ˜2, χ = χ1 − χ2, θ = θ1 − θ2, q = q1 − q2,⎧⎪⎨⎪⎩
χt +Aχ = f (χ˜1, θ˜1)− f (χ˜2, θ˜2),
∂nχ |Γ = 0,
χ(0) = 0,
(2.31)
and ⎧⎪⎪⎪⎨⎪⎪⎪⎩
θt + div q = g(χ˜1)− g(χ˜2),
qt + q + ∇θ = 0,
q · n|Γ = 0,
θ(0) = 0, q(0) = 0.
(2.32)
Similarly to the previous steps, we can obtain
‖θ‖2
H 2 + ‖θt‖2H 1  C0
(∥∥χ˜t (0)∥∥2H 1 +
t∫
0
(‖χ˜tt‖2 + ‖χ˜t‖2 + ‖∇χ˜tt‖2 + ‖∇χ˜t‖2)dτ
)
 C0 max
0st
‖χ˜t‖2H 2 +C0
t∫
0
‖χ˜tt‖2H 1 dτ +C0
(
max
0st
‖χ˜t‖2H 2
)
· t, (2.33)
‖χt‖2H 2 +
t∫
0
‖χtt‖2H 1 dτ C
t∫
0
∥∥ft (χ˜1, θ˜1)− ft (χ˜2, θ˜2)∥∥2H 1 dτ
C
t∫
0
(‖θ˜t‖2H 1 + ‖χ˜t‖2H 2 +C(M2,M3)(‖χ˜‖2H 4 + ‖χ˜t‖2H 2))dτ
C(M2,M3)
(
max
0st
‖θ˜t‖2H 1 + max0st ‖χ˜t‖
2
H 2 + max0st ‖χ˜‖
2
H 4
)
t, (2.34)
‖χ‖2
H 4  C(M2,M3)
(
max
0st
‖θ˜t‖2H 1 + max0st ‖χ˜t‖
2
H 2 + max0st ‖χ˜‖
2
H 4
)
t + ‖θ˜‖2
H 2 +C(M2,M3)‖χ˜‖2H 2
 C(M2,M3)
(
max
0st
‖θ˜t‖2H 1 + max0st ‖χ˜t‖
2
H 2 + max0st ‖χ˜‖
2
H 4
)
t + ‖θ˜‖2
H 2 + tC(M2,M3) max0st ‖χ˜t‖
2
H 2
 C(M2,M3)
(
max ‖θ˜t‖2H 1 + max ‖χ˜t‖2H 2 + max ‖χ˜‖2H 4
)
t + ‖θ˜‖2
H 2, (2.35)0st 0st 0st
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(
max
0st
‖θ˜t‖2H 1 + max0st ‖χ˜t‖
2
H 2 + max0st ‖χ˜‖
2
H 4
)
t + ‖θ˜t‖2
+C(M2,M3) max
0st
‖χ˜t‖2H 2 . (2.36)
Thus, we can easily deduce that
α max
0tδ
(‖θ‖2
H 2 + ‖θt‖2H 1
)
 C0α
(
max
0tδ
‖χ˜t‖2H 2 +
δ∫
0
‖χ˜tt‖2H 1 dτ
)
(1 + δ), (2.37)
max
0tδ
‖χt‖2H 2 +
δ∫
0
‖χtt‖2H 1 dτ
 C(M2,M3, α,β)
(
α max
0tδ
‖θ˜t‖2H 1 + max0tδ ‖χ˜t‖
2
H 2 + β max0tδ ‖χ˜‖
2
H 4
)
· δ, (2.38)
β max
0tδ
(‖χ‖2
H 4 + ‖χtt‖2
)
C(M2,M3, α,β)
(
α max
0tδ
‖θ˜t‖2H 1 + max0tδ ‖χ˜t‖
2
H 2 + β max0tδ ‖χ˜‖
2
H 4
)
· δ
+ β
α
· α max
0tδ
(‖θ˜t‖2H 1 + ‖θ˜‖2H 2)+ βC(M2,M3) max0tδ ‖χ˜t‖2H 2 . (2.39)
Therefore if we define the norm of (χ, θ) in Xδ(M1,M2,M3) as follows:
∥∥(χ, θ)∥∥2
Xδ
= α max
0tδ
(‖θ‖2
H 2 + ‖θt‖2H 1
)+ max
0tδ
‖χt‖2H 2 +
δ∫
0
‖χtt‖2H 1 dτ + β max0tδ
(‖χ‖2
H 4 + ‖χtt‖2
)
,
(2.40)
where α, β are suitable positive constants. For instance, if we take α = 14C0 and β = min{α4 , 14C(M2,M3) } and pick δ
sufficiently small, then we finally obtain that∥∥(χ, θ)∥∥
Xδ
 3
4
∥∥(χ˜ , θ˜ )∥∥
Xδ
. (2.41)
Thus the contraction mapping theorem entails that the mapping (χ˜ , θ˜ ) 	→ (χ, θ) has a unique fixed point in Xδ
and along with that we can obtain the local existence and uniqueness of the solution to problem (1.4)–(1.7). This
completes the proof. 
Theorem 2.2 (Global Existence and Uniqueness). Let (χ0, θ0,q0) ∈ D(A2)×D(A)×D2. Then problem (1.4)–(1.7)
admits in Ω × [0,+∞) a unique solution (χ, θ,q) such that
χ ∈ C([0,+∞),H 4(Ω))∩C1([0,+∞),H 2(Ω))∩C2([0,+∞),L2(Ω)),
χt ∈ L2
(
(0,+∞),H 3(Ω)), χtt ∈ L2((0,+∞),H 1(Ω)), (2.42)
θ ∈ C([0,+∞),H 2(Ω))∩C1([0,+∞),H 1(Ω))∩C2([0,+∞),L2(Ω)),
θt ∈ C
([0,+∞),H 1(Ω))∩C1([0,+∞),L2(Ω))∩L2((0,+∞),H 1(Ω)), (2.43)
q ∈ C([0,+∞),D2)∩C1([0,+∞),D1)∩C2([0,+∞),L2(Ω)). (2.44)
Moreover, when t → +∞, we have
‖χt‖H 1 → 0, ‖χtt‖ → 0, ‖∇θ‖ → 0, ‖θt‖ → 0, ‖q‖L2div → 0, ‖qt‖ → 0. (2.45)
During the proof we will make use of the following lemma which was established by Shen and Zheng [17]. This
lemma plays an important role in investigating the asymptotic behavior of the solutions.
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on [0, T ] and satisfying the following conditions:
y′(t)A1y2(t)+A2 + h(t), (2.46)
T∫
0
y(τ) dτ A3,
T∫
0
h(τ) dτ A4, (2.47)
where A1,A2,A3,A4 are given nonnegative constants. Then for any r > 0 with 0 < r < T , the following estimate
holds:
y(t + r)
(
A3
r
+A2r +A4
)
eA1A3, t ∈ [0, T − r). (2.48)
Moreover, if T = +∞, then
lim
t→+∞y(t) = 0. (2.49)
Now, we give the proof of Theorem 2.2.
Proof of Theorem 2.2. To prove the global existence, we need only to prove the uniform boundedness of ‖χ‖H 4 ,
‖θ‖H 2 , ‖q‖ and ‖div q‖H 1 . Let
V
(
χ(t), θ(t),q(t)
)= ∫
Ω
(
1
2
|∇χ |2 + 1
4
χ4 − 1
2
χ2 + 1
2
θ2 + 1
2
|q|2
)
dx. (2.50)
From (1.4), we can easily see that
d
dt
V
(
χ(t), θ(t),q(t)
)+ ‖χt‖2 + ‖q‖2 = 0. (2.51)
Then integrating (2.51) with respect to t yields
∫
Ω
(
1
2
|∇χ |2 + 1
4
χ4 − 1
2
χ2 + 1
2
θ2 + 1
2
|q|2
)
dx +
t∫
0
(‖χt‖2 + ‖q‖2)dτ  C. (2.52)
Notice that by the Young inequality, we have
1
2
χ2  1
8
χ4 + 1
2
. (2.53)
Therefore we can obtain that
‖χ‖2
H 1  C, ‖θ‖2  C, ‖q‖2  C,
t∫
0
(‖χt‖2 + ‖q‖2)dτ  C. (2.54)
By the second equation of (1.4), we can deduce that
‖θt‖(H 1)′ = sup
v∈H 1, v =0
|(θt , v)|
‖v‖H 1
= sup
v∈H 1, v =0
|(χt + div q, v)|
‖v‖H 1
 ‖χt‖ + ‖q‖.
Hence there holds
t∫
‖θt‖2(H 1)′ dτ  C
t∫ (‖χt‖2 + ‖q‖2)dτ  C. (2.55)
0 0
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χtt −χt + 3χ2χt − χt − θt = 0,
θtt + χtt + div qt = 0,
qt t + qt + ∇θt = 0.
(2.56)
Multiplying the first equation in (2.56) by χt , integrating by parts and applying the Hölder inequality, we obtain that
1
2
d
dt
‖χt‖2 + ‖∇χt‖2 +
∫
Ω
3χ2χ2t = ‖χt‖2 +
∫
Ω
χtθt dx
 ‖χt‖2 + 12‖χt‖
2
H 1 +
1
2
‖θt‖2(H 1)′
 C‖χt‖2 + 12‖∇χt‖
2 + 1
2
‖θt‖2(H 1)′ . (2.57)
Integrating the above inequality with respect to t and combining with (2.54), (2.55) we can get
‖χt‖2  C,
t∫
0
‖χt‖2H 1 dτ  C. (2.58)
By the elliptic regularity theory and Sobolev imbedding theorem, we have
‖χ‖2
H 2  C
(‖χ‖2 + ‖χ‖2)= C(∥∥χt + χ3 − χ − θ∥∥2 + ‖χ‖2) C, ‖χ‖L∞  C. (2.59)
Letting y(t) = ‖χt‖2, using Lemma 2.2 and owing to (2.55), (2.57), (2.58), we can obtain ‖χt‖ → 0 as t → +∞.
Similarly to the first step, multiplying (2.56) by χtt , θt and qt , respectively, and adding together, then integrating
with respect to x and using the Young inequality, we obtain
1
2
d
dt
(‖∇χt‖2 + ‖θt‖2 + ‖qt‖2)+ ‖χtt‖2 + ‖qt‖2  12‖χtt‖2 +C(∥∥χ2χt∥∥2 + ‖χt‖2). (2.60)
Integrating (2.60) with respect to t , and combining with (2.58), (2.59) we can get
‖∇χt‖2 + ‖θt‖2 + ‖qt‖2 +
t∫
0
(‖χtt‖2 + ‖qt‖2)dτ  C. (2.61)
Hence, we have
‖∇θ‖2  C(‖qt‖2 + ‖q‖2) C, t∫
0
‖∇θ‖2 dτ  C
t∫
0
(‖qt‖2 + ‖q‖2)dτ  C. (2.62)
Similar to (2.55), we have
t∫
0
‖θtt‖2(H 1)′ dτ  C
t∫
0
(‖χtt‖2 + ‖qt‖2)dτ  C. (2.63)
Again by elliptic regularity theorem, we can obtain
‖χ‖2
H 3  C
(‖χ‖2
H 1 + ‖χ‖2H 1
)= C(∥∥χt + χ3 − χ − θ∥∥2H 1 + ‖χ‖2H 1)C. (2.64)
On the other hand, multiplying the second equation in (1.4) by −θ , observing that
−θ = div qt + div q, (2.65)
then integrating by parts we can infer that
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2
d
dt
(‖div q‖2 + ‖∇θ‖2)+ ‖div q‖2 = ∫
Ω
θχt dx 
1
2
‖∇θ‖2 + 1
2
‖∇χt‖2. (2.66)
Integrating (2.66) with respect to t and combining with (2.58), (2.62), we can obtain that
‖div q‖2 + ‖∇θ‖2 +
t∫
0
‖div q‖2 dτ  C. (2.67)
Hence, we have
‖θt‖2  C
(‖χt‖2 + ‖div q‖2) C, t∫
0
‖θt‖2 dτ  C
t∫
0
(‖χt‖2 + ‖div q‖2)dτ C. (2.68)
Letting y(t) = ‖∇χt‖2 + ‖θt‖2 + ‖qt‖2, applying Lemma 2.2 again, we can deduce from (2.60) that ‖∇χt‖ → 0,
‖θt‖ → 0 and ‖qt‖ → 0 as t → +∞. Letting y(t) = ‖div q‖2 +‖∇θ‖2, using Lemma 2.2 once more owing to (2.66),
we can conclude that when t → +∞, ‖div q‖ → 0, ‖∇θ‖ → 0 and hence ‖q‖ ‖qt‖ + ‖∇θ‖ → 0.
Multiplying the first equation of (2.56) by −χt , integrating by parts, then using the Young inequality implies
1
2
d
dt
‖∇χt‖2 + ‖χt‖2 =
t∫
0
(
3χ2χt − χt − θt
)
χt dx 
1
2
‖χt‖2 +C
(‖θt‖2 + ‖χt‖2). (2.69)
Integrating (2.69) with respect to t , we obtain that
‖∇χt‖2 +
t∫
0
‖χt‖2 dτ C (2.70)
and
t∫
0
‖χt‖2H 2 dτ C. (2.71)
Then, differentiate the first equation of (2.56) with respect to t and multiply the result by χtt , then integrate over Ω
and use the Young inequality and the three-dimensional Agmon inequality to obtain
1
2
d
dt
‖χtt‖2 + ‖∇χtt‖2  C
(‖χtt‖2 + ‖χt‖2H 2)+ 12‖θtt‖2(H 1)′ + 12‖∇χtt‖2. (2.72)
Integrating it with respect to t and using the elliptic regularity theory, we can easily see that
‖χtt‖2 +
t∫
0
‖∇χtt‖2 dτ  C, (2.73)
and
‖χ‖2
H 4  C‖Aχ‖2H 2  C
∥∥A(χt + χ3 − 2χ − θ)∥∥2  C(‖χtt‖2 + ∥∥χ2χt∥∥2 + ‖χt‖2 + ‖θt‖2)+C C.
(2.74)
By letting y(t) = ‖χtt‖2 and using (2.72), (2.61) and Lemma 2.2 we can deduce that ‖χtt‖ → 0 as t → +∞.
Owing to (2.65), from (1.4) and (2.56), we can obtain
θtt + θt −θ = −χtt − χt . (2.75)
Multiplying it by −θt and integrating on Ω , we get
1 d (‖∇θt‖2 + ‖θ‖2)+ ‖∇θt‖2  1‖∇θt‖2 +C(‖∇χtt‖2 + ‖∇χt‖2). (2.76)2 dt 2
J. Jiang / J. Math. Anal. Appl. 341 (2008) 149–169 161Integrating the above inequality with respect to t , we can see that
‖∇θt‖2 + ‖θ‖2 +
t∫
0
‖∇θt‖2 dτ  C. (2.77)
Hence we have
‖θ‖2
H 2  C, ‖θt‖2H 1  C,
t∫
0
‖θt‖2H 1 dτ  C, (2.78)
t∫
0
‖qt t‖2 dτ  C, ‖qt t‖2 C, (2.79)
and
‖div q‖2
H 1  C
(‖θt‖2H 1 + ‖χt‖2H 1)C. (2.80)
Finally, we have obtained the uniform estimates of ‖χ‖H 4 , ‖θ‖H 2 , ‖q‖ and ‖div q‖H 1 . This completes the proof. 
This theorem implies that there exists a nonlinear semigroup S(t) acting on D(A2)×D(A)×D2 such that(
χ(t), θ(t),q(t)
)= S(t)(χ0, θ0,q0) (2.81)
is the unique (global) solution to problem (1.4)–(1.7). In addition, it is not difficult to prove that S(t) is strong contin-
uous. Moreover, if we define the energy functional
E(χ, θ) =
∫
Ω
(
1
2
|∇χ |2 + 1
4
χ4 − 1
2
χ2 + 1
2
θ2
)
dx, (2.82)
then it is easy to check that
V (χ, θ,q) = E(χ, θ)+ 1
2
‖q‖2 (2.83)
is a global Lyapunov functional for (D(A2)×D(A)×D2, S(t)) due to (2.51).
Furthermore, we can prove the precompactness of the orbits of χ , θ and q. This is given by
Theorem 2.3. For any (χ0, θ0,q0) ∈ D(A2) × D(A) × D2, the orbit ⋃t0(χ(t), θ(t),q(t)) is precompact in H 4 ×
H 2 ×L2div.
Proof. Owing to the convergent result of q(t) in L2div, we only have to prove the precompactness of (χ(t), θ(t)). Since
we have already obtained the well-posedness of problem (1.4)–(1.7), it is easy to verify that the system is equivalent
to ⎧⎪⎪⎪⎨⎪⎪⎪⎩
χt −χ + χ3 − χ − θ = 0,
θtt + θt −θ = −χtt − χt ,
∂nχ |Γ = ∂nθ |Γ = 0,
χ(0) = χ0, θ(0) = θ0, θt (0) = θ1,
(2.84)
where θ1 = −χ0 + χ30 − χ0 − θ0 − div q0 ∈ H 1. We can write (χ, θ) = (χd, θd)+ (χc, θc) where⎧⎪⎨⎪⎩
χdt +Aχd − θd = 0,
θdtt + θdt +Aθd = −χdtt − χdt ,
d d d
(2.85)
χ (0) = χ0, θ (0) = θ0, θt (0) = θ1,
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χct +Aχc − θc = 2χ − χ3,
θctt + θct +Aθc = −χctt − χct + θ,
χc(0) = 0, θc(0) = 0, θct (0) = 0.
(2.86)
The argument of well-posedness of the above problems is quite standard, so we can omit it here. Furthermore we can
prove that ‖χd(t), θd(t)‖D(A2)×D(A) exponentially decays to 0 as t → ∞.
First, differentiating the first equation in (2.85) with respect to t , and multiplying the result by Aχdtt and Aχdt ,
respectively, we can obtain
1
2
d
dt
∥∥Aχdt ∥∥2 + ∥∥A 12 χdtt∥∥2 − (A 12 χdtt ,A 12 θdt )= 0, (2.87)
1
2
d
dt
∥∥A 12 χdt ∥∥2 + ∥∥Aχdt ∥∥2 − (A 12 χdt ,A 12 θdt )= 0. (2.88)
Then, multiplying the second equation in (2.85) by Aθdt and Aθd , respectively, and integrating over Ω and along with
Young inequality we get
1
2
d
dt
(∥∥A 12 θdt ∥∥2 + ∥∥Aθd∥∥2)+ ∥∥A 12 θdt ∥∥2 = −(A 12 χdtt ,A 12 θdt )− (A 12 χdt ,A 12 θdt ), (2.89)
d
dt
(
A
1
2 θdt ,A
1
2 θd
)+ 1
2
d
dt
∥∥A 12 θd∥∥2 + 1
2
∥∥Aθd∥∥2  ∥∥χdtt∥∥2 + ∥∥χdt ∥∥2 + ∥∥A 12 θdt ∥∥2. (2.90)
Adding (2.87)–(2.88) and (2.89) together, we get
1
2
d
dt
(∥∥Aχdt ∥∥2 + ∥∥A 12 χdt ∥∥2 + ∥∥A 12 θdt ∥∥2 + ∥∥Aθd∥∥2)+ ∥∥A 12 χdtt∥∥2 + ∥∥Aχdt ∥∥2 + ∥∥A 12 θdt ∥∥2 = 0. (2.91)
Multiplying (2.90) by 12 and adding the result to (2.91) yields
1
2
d
dt
(∥∥Aχdt ∥∥2 + ∥∥A 12 χdt ∥∥2 + ∥∥A 12 θdt ∥∥2 + ∥∥Aθd∥∥2 + 12∥∥A 12 θd∥∥2 + (A 12 θdt ,A 12 θd)
)
+ 1
2
∥∥A 12 χdtt∥∥2 + 12∥∥Aχdt ∥∥2 + 12∥∥A 12 θdt ∥∥2 + 14∥∥Aθd∥∥2  0. (2.92)
Let
y(t) = ∥∥Aχdt ∥∥2 + ∥∥A 12 χdt ∥∥2 + ∥∥A 12 θdt ∥∥2 + ∥∥Aθd∥∥2 + 12∥∥A 12 θd∥∥2 + (A 12 θdt ,A 12 θd). (2.93)
By Young inequality, we have∣∣(A 12 θdt ,A 12 θd)∣∣ 12∥∥A 12 θdt ∥∥2 + 12∥∥A 12 θd∥∥2. (2.94)
Hence we can deduce that there exist constants 0 > 0 and δ0 > 0 such that
y(t) δ0
(∥∥Aχdt ∥∥2 + ∥∥Aθd∥∥2 + ∥∥A 12 θdt ∥∥2), (2.95)
and
d
dt
y(t)+ 0y(t) 0, (2.96)
which implies that y(t) → 0 exponentially as t goes to ∞. It follows that∥∥θd∥∥
D(A)
→ 0, t → ∞, (2.97)
and ∥∥χd∥∥
D(A2) =
∥∥Aχd∥∥
D(A)
= ∥∥χdt − θd∥∥D(A)

∥∥Aχdt ∥∥+ ∥∥Aθd∥∥→ 0, t → ∞. (2.98)
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H2s = D(As), (2.99)
we can prove that ‖χc(t), θc(t)‖H4+×H2+ is bounded for all t  0 where  ∈ (0,1].
Differentiating the first equation in (2.86) twice with respect to t , and multiplying the result by Aχcttt and Aχctt ,
respectively, then integrating over Ω and adding the results together, we get
1
2
d
dt
(∥∥χctt∥∥2H1+ + ∥∥χctt∥∥2H )+ ∥∥χcttt∥∥2H + ∥∥χctt∥∥2H1+ = (A2 θctt ,A 2 χcttt +A2 χctt)+ (A2 f,A2 χcttt +A2 χctt),
(2.100)
where f = 2χtt − 3χ2χtt − 6χχ2t ∈ C([0,∞),L2)∩L2((0,∞),H 1).
Differentiating the second equation in (2.86) with respect to t , and multiplying the result by Aθctt , then integrating
by parts, we get
1
2
d
dt
(∥∥θctt∥∥2H + ∥∥θct ∥∥2H1+ )+ ∥∥θctt∥∥2H = (−A2 χcttt −A2 χctt +A2 θt ,A 2 θctt). (2.101)
Then adding (2.100) and (2.101) together, and owing to the Young inequality, we get
1
2
d
dt
(∥∥χctt∥∥2H1+ + ∥∥χctt∥∥2H + ∥∥θctt∥∥2H + ∥∥θct ∥∥2H1+ )+ ∥∥χcttt∥∥2H + ∥∥χctt∥∥2H1+ + ∥∥θctt∥∥2H
 1
2
(∥∥θctt∥∥2H + ∥∥χcttt∥∥2H + ∥∥χctt∥∥2H )+C(‖f ‖2H + ‖θt‖2H ). (2.102)
Thanks to Theorem 2.2, we have for all  ∈ (0,1], θt and f belong to L2((0,∞),H). Then integrating (2.102) with
respect to t we finally get
∥∥χctt∥∥2H1+ + ∥∥χctt∥∥2H + ∥∥θctt∥∥2H + ∥∥θct ∥∥2H1+ +
t∫
0
(∥∥χcttt∥∥2H + ∥∥χctt∥∥2H1+ + ∥∥θctt∥∥2H )dτ  C. (2.103)
Similarly, using elliptic regularity theory, we can easily obtain that (χc(t), θc(t)) is uniformly bounded in
H4+ × H2+ , where  ∈ (0,1]. Now we have finished the proof. 
3. The stationary problem
In this part, we discuss the stationary problem (1.10), and we show that it admits at least a (classical) solution.
First of all, we define the functional
Υ (v) =
∫
Ω
(
1
2
|∇v|2 + 1
4
v4 − 1
2
v2
)
dx + 1
2|Ω|
(∫
Ω
v dx
)2
−m
∫
Ω
v dx (3.1)
for any v ∈ H 1(Ω).
Lemma 3.1. Suppose that χ∞ ∈ H 2(Ω) is a (strong) solution to problem (1.10). Then χ∞ is a critical point of the
functional Υ in H 1(Ω). Conversely, if χ∞ is a critical point of the functional Υ in H 1(Ω), then χ∞ ∈ H 2(Ω) and it
is a strong solution to problem (1.10).
The proof of this lemma was given in Lemma 3.1 of [21], so we can omit it here.
Remark 3.1. By bootstrap argument, χ∞ is also a classical solution.
Lemma 3.2. The functional Υ has at least a minimizer χ∞ ∈ H 1(Ω) such that
Υ (χ∞) = inf
v∈H 1(Ω)
Υ (v). (3.2)
Hence problem (1.10) admits at least a classical solution.
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Observing that there exists a global Lyapunov functional (see (2.51)), by Theorems 2.2 and 2.3 and the well-known
results (see, e.g., [18, Lemma I.1.1]), we conclude that
Lemma 3.3. For any initial data (χ0, θ0,q0) ∈ D(A2) × D(A) × D2, the ω-limit set of (χ0, θ0,q0) is a nonempty
connected subset of H 4 ×H 2 ×L2div. Furthermore, there hold:
(i) S(t)ω(χ0, θ0,q0) = ω(χ0, θ0,q0), for all t  0;
(ii) V (χ, θ,q) is constant on ω(χ0, θ0,q0);
(iii) ω(χ0, θ0,q0) consists of equilibria.
4. The extended Lojasiewicz–Simon inequality
In this part we prove an extended Lojasiewicz–Simon inequality which will be needed to prove Theorem 1.1 (see
[15,16,21,22]).
Recalling the energy functional defined in (2.82), we set
Ψ (v) = E
(
v,m− 1|Ω|
∫
Ω
v dx
)
=
∫
Ω
(
1
2
|∇v|2 + 1
4
v4 − 1
2
v2
)
dx + 1
2|Ω|
(∫
Ω
v dx
)2
−m
∫
Ω
v dx + 1
2
m2|Ω|. (4.1)
It is not difficult to check that
Ψ (v) = Υ (v)+ 1
2
m2|Ω|. (4.2)
Hence Ψ and Υ have the same critical points.
We now introduce the following lemma, of which the proof was given in [23].
Lemma 4.1. Let χ∞ be a critical point of Ψ . Then there exist constants σ ∈ (0, 12 ) and β > 0 depending on χ∞ such
that, for any χ ∈ H 2(Ω) with ‖χ − χ∞‖H 2 < β , we have∥∥∥∥−χ + χ3 − χ −(m− 1|Ω|
∫
Ω
χ dx
)∥∥∥∥ ∣∣Ψ (χ)−Ψ (χ∞)∣∣1−σ . (4.3)
On account of Lemma 4.1, we can proceed to prove the following result.
Lemma 4.2. If (χ∞, θ∞,q∞ = 0) is a solution to (1.9), then there exist constants σ ∈ (0, 12 ) and β > 0 (as in
Lemma 4.1) depending on (χ∞, θ∞,q∞) such that for any (χ, θ,q) ∈ H 2 ×H 1 ×L2, satisfying
‖χ − χ∞‖H 2 < β, ‖θ − θ∞‖H 1 < β, ‖q − q∞‖ < β, (4.4)
1
|Ω|
∫
Ω
(χ + θ) dx = m = 1|Ω|
∫
Ω
(χ∞ + θ∞) dx, (4.5)
we have∥∥−χ + χ3 − χ − θ∥∥+ ‖∇θ‖ + ‖q‖ ∣∣V (χ, θ,q)− V (χ∞, θ∞,q∞)∣∣1−σ . (4.6)
Proof. Using (4.3), assumption (4.5), the Hölder inequality and the Poincaré inequality, we get
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∫
Ω
χ dx
)∥∥∥∥

∥∥−χ + χ3 − χ − θ∥∥+ ∥∥∥∥θ −(m− 1|Ω|
∫
Ω
χ dx
)∥∥∥∥

∥∥−χ + χ3 − χ − θ∥∥+C‖∇θ‖. (4.7)
On the other hand, on account of (4.1), we have the identity
V (χ, θ,q)−Ψ (χ) = 1
2
(∫
Ω
θ2 dx − 1|Ω|
(∫
Ω
θ dx
)2)
+ 1
2
‖q‖2 = 1
2
∫
Ω
|θ − θ¯ |2 dx + 1
2
‖q‖2 (4.8)
where θ¯ stands for the integral mean of θ over Ω . Thus, applying once more the Poincaré inequality, we have∣∣V (χ, θ,q)−Ψ (χ)∣∣1−σ C(‖∇θ‖2 + ‖q‖2)1−σ  C(‖∇θ‖ + ‖q‖)2(1−σ)  C(‖∇θ‖ + ‖q‖), (4.9)
recalling that σ < 1/2, ‖θ‖H 1 and ‖q‖ are bounded.
Finally, since Ψ (χ∞) = V (χ∞, θ∞,q∞), there holds∣∣V (χ, θ,q)− V (χ∞, θ∞,q∞)∣∣1−σ  ∣∣V (χ, θ,q)−Ψ (χ)∣∣1−σ + ∣∣Ψ (χ)−Ψ (χ∞)∣∣1−σ , (4.10)
and (4.6) follows from (4.7)–(4.10). 
5. Proof of Theorem 1.1
In order to apply the extended Simon–Lojasiewicz inequality, we have to overcome the difficulty caused by the
hyperbolic character of the equations for θ and q. Indeed, we must construct an auxiliary functional which is a key
step of the whole proof (cf., e.g., [12,19]). We define the functional
H(t) = V (χ(t), θ(t),q(t))+ ε1(q,∇θ)+ ε2(12‖∇θ‖2 + 12‖div q‖2
)
+ 1
2
ε3‖χt‖2 (5.1)
where εi > 0 (i = 1,2,3) are to be chosen later.
By a straightforward calculus and integrating by parts, then using the second equation in (1.4) and the Hölder
inequality, we can obtain
d
dt
(q,∇θ) = (qt ,∇θ)+ (q,∇θt )
= −(q + ∇θ,∇θ)− (div q, θt )
= −‖∇θ‖2 − (q,∇θ)+ (div q, χt + div q)
−1
2
‖∇θ‖2 + 1
2
‖q‖2 + 3
2
‖div q‖2 + 1
2
‖χt‖2. (5.2)
Observing (2.66), integrating by parts and along with the Young inequality, we can obtain that
1
2
d
dt
(‖div q‖2 + ‖∇θ‖2)+ ‖div q‖2 = ∫
Ω
θχt dx 
1
4
‖∇θ‖2 + ‖∇χt‖2. (5.3)
Multiplying the first equation in (2.56) by χt and integrating over Ω we can obtain
1
2
d
dt
‖χt‖2 + ‖∇χt‖2 = (θt + χt ,χt )−
∫
Ω
3χ2χ2t dx. (5.4)
Using the second equation in (1.4) to replace χt + θt by −div q by which we avoid the presence of θt in the right-hand
side of (5.4), then integrating by parts, owing to the uniform boundedness of ‖χ‖L∞ , the preceding equality yields
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2
d
dt
‖χt‖2 + ‖∇χt‖2 = (−div q, χt )−
∫
Ω
3χ2χ2t dx
 (q,∇χt )+C‖χt‖2
 1
2
‖q‖2 + 1
2
‖∇χt‖2 +C‖χt‖2. (5.5)
Now, combining with (2.51) we deduce that, for t  0,
d
dt
H(t)−‖χt‖2
(
1 − 1
2
ε1 −Cε3
)
− ‖q‖2
(
1 − 1
2
ε1 − 12ε3
)
− ‖∇θ‖2
(
1
2
ε1 − 14ε2
)
− ‖div q‖2
(
ε2 − 32ε1
)
− ‖∇χt‖2
(
1
2
ε3 − ε2
)
. (5.6)
So we need to pick appropriate εi (i = 1,2,3) such that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
1 − 1
2
ε1 −Cε3 > 0,
1 − 1
2
ε1 − 12ε3 > 0,
1
2
ε1 − 14ε2 > 0,
ε2 − 32ε1 > 0,
1
2
ε3 − ε2 > 0.
(5.7)
Let ε1 = 2ε, ε2 = 72ε, ε3 = 8ε where ε > 0 depending on ‖χ‖L∞ is sufficiently small. Then we finally get that
d
dt
H(t) = −C(‖χt‖2 + ‖q‖2 + ‖∇θ‖2 + ‖div q‖2 + ‖∇χt‖2)
−C(‖χt‖ + ‖q‖ + ‖∇θ‖ + ‖div q‖ + ‖∇χt‖)2, (5.8)
i.e., H(t) is decreasing on [0,∞). It follows that H(t) has a finite limit as t goes to ∞.
Observe now that, since (χ∞, θ∞,q∞ = 0) ∈ ω(χ0, θ0,q0), there is a sequence tn → ∞ such that
χ(tn) → χ∞ in H 4, (5.9)
θ(tn) → θ∞ in H 2, (5.10)
q(tn) → 0 in L2div. (5.11)
Thus, there holds
V
(
χ(tn), θ(tn),q(tn)
)→ V∞ := V (χ∞, θ∞,q∞). (5.12)
From the definition and the decreasing feature of H(t) and owing to (2.45), we can infer that for t  0, H(t) V∞
and the equal sign holds if and only if, for all t  0, (χ, θ,q) are independent of t and satisfying Eq. (1.9).
On the other hand, for t  0, we have
− d
dt
(
H(t)− V∞
)σ = −σ (H(t)− V∞)σ−1 d
dt
H(t) (5.13)
where σ is the constant appearing in Lemma 4.2. Observe that, thanks to the Hölder inequality, we get(
H(t)− V∞
)1−σ  C(∣∣V (t)− V∞∣∣1−σ + ‖q‖1−σ‖∇θ‖1−σ + ‖∇θ‖2(1−σ) + ‖div q‖2(1−σ) + ‖χt‖2(1−σ)).
(5.14)
The Young inequality implies
‖q‖1−σ‖∇θ‖1−σ  σ‖q‖ 1−σσ + (1 − σ)‖∇θ‖. (5.15)
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t  0,(
H(t)− V∞
)1−σ  C(∣∣V (t)− V∞∣∣1−σ + ‖q‖ + ‖∇θ‖ + ‖div q‖ + ‖χt‖)
 C
(∣∣V (t)− V∞∣∣1−σ + ‖q‖ + ‖∇θ‖ + ‖div q‖ + ‖χt‖ + ‖∇χt‖). (5.16)
We now consider all possible cases.
(i) There exists t0 > 0 such that H(t0) = V∞. Then, for all t > t0, χ , θ and q are independent of t . The required
strong convergence follows from (5.9)–(5.11).
(ii) There exists t0 > 0 such that, for all t > t0, (4.4) holds. In this case, (5.8), (5.13) and (5.16) imply
d
dt
(
H(t)− V∞
)σ +C(‖χt‖H 1 + ‖∇θ‖ + ‖q‖ + ‖div q‖) 0 (5.17)
and integrating from t0 to t , we obtain
(
H(t)− V∞
)σ +C t∫
t0
(‖χt‖H 1 + ‖∇θ‖ + ‖q‖ + ‖div q‖)dτ  (H(t0)− V∞)σ < ∞. (5.18)
Recalling that H(t) V∞, for all t  0, the preceding inequality implies that
t∫
t0
‖χt‖H 1 dτ < +∞, t  t0, (5.19)
and
t∫
t0
‖θt‖dτ 
t∫
t0
(‖χt‖ + ‖div q‖)dτ < +∞, t  t0. (5.20)
Hence, χ(t) converges in H 1 and θ(t) converges in L2. Then owing to the uniqueness of the limits, we get
lim
t→∞
∥∥χ(t)− χ∞∥∥H 4 = 0, limt→∞∥∥θ(t)− θ∞∥∥H 2 = 0. (5.21)
(iii) Otherwise, from (5.9), (5.10) and (5.11) and Lemma 3.3, it follows that, for any η ∈ (0, β), there exists an
integer N such that∥∥χ(tn)− χ∞∥∥H 2 < η2 , ∥∥θ(tn)− θ∞∥∥H 1 < η2 , ∥∥q(tn)− q∞∥∥< η2 , ∀nN. (5.22)
Since H(t) is decreasing in [0,+∞) and it has a finite limit as t → ∞, then there exists an integer N such that when
nN , for all t  tn > 0, there holds(
H(tn)− V∞
)σ − (H(t)− V∞)σ < C2 η. (5.23)
Set now
t¯n = sup
{
t > tn
∣∣ ∥∥χ(s)− χ∞∥∥H 2 < β, ∥∥θ(s)− θ∞∥∥H 1 < β, ∥∥q(s)− q∞∥∥< β, ∀s ∈ [tn, t]}. (5.24)
Observe that t¯n > tn, for all n N , due to (5.22) and the continuity of the orbit in H 2 × H 1 × L2. Now we have to
consider two subcases.
(I) There exists n0 N such that t¯n0 = ∞ and we can conclude reasoning as before.
(II) For all n  N , we have tn < t¯n < ∞ and for all t ∈ [tn, t¯n],V∞ < H(t). Using (5.18) with t0 replaced by tn,
and t replaced by t¯n, and recalling (5.23), we get
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tn
‖χt‖H 1 dτ <
η
2
, (5.25)
t¯n∫
t0
‖θt‖dτ 
t¯n∫
t0
(‖χt‖ + ‖div q‖)dτ < η2 , (5.26)
t¯n∫
tn
‖qt‖dτ 
t¯n∫
tn
(‖q‖ + ‖∇θ‖)dτ < η
2
. (5.27)
It turns out from (5.22) and (5.25)–(5.27) that for all n >N ,
∥∥χ(t¯n)− χ∞∥∥H 1 
t¯n∫
tn
‖χt‖H 1 dτ +
∥∥χ(tn)− χ∞∥∥H 1 < η, (5.28)
∥∥θ(t¯n)− θ∞∥∥ t¯n∫
tn
‖θt‖dτ +
∥∥θ(tn)− θ∞∥∥ t¯n∫
tn
(‖χt‖ + ‖div q‖)dτ + ∥∥θ(tn)− θ∞∥∥< η, (5.29)
∥∥q(t¯n)− q∞∥∥ t¯n∫
tn
‖qt‖dτ +
∥∥q(tn)− q∞∥∥ t¯n∫
tn
(‖q‖ + ‖∇θ‖)dτ + ∥∥q(tn)− q∞∥∥< η, (5.30)
i.e., as n → +∞,
χ(t¯n) → χ∞ in H 1, θ(t¯n) → θ∞ in L2, q(t¯n) → q∞ in L2. (5.31)
By Theorems 2.2 and 2.3, there is a subsequence of t¯n, still denoted by itself, such that
χ(t¯n) → χ∞ in H 4, θ(t¯n) → θ∞ in H 2, q(t¯n) → q∞ in L2div. (5.32)
Hence there is an integer N ′ N such that when nN ′,∥∥χ(t¯n)− χ∞∥∥H 2 < η2 , ∥∥θ(t¯n)− θ∞∥∥H 1 < η2 , ∥∥q(t¯n)− q∞∥∥< η2 (5.33)
which contradicts the definition of t¯n. Thus the theorem is proved.
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