[1] We developed a three-dimensional radiative transfer model simulating solar fluxes over mountain surfaces precisely given distributions of atmospheric scatterers and absorbers. The model quantifies direct, diffuse, terrain-reflected, and coupling (i.e., photons reflected and scattered more than once) fluxes. We applied it to a midlatitude mountainous surface to study these components' diurnal, seasonal, and geographical variability under clear skies. Domain-averaged direct and diffuse fluxes together comprise over 96% of the flux year-round, with diffuse fluxes' relative importance varying inversely with that of direct radiation. Direct fluxes generally account for at least 80% of the total. However, the domain-averaged diffuse flux proportion increases to nearly 40% at high zenith angles, and approaches 100% when neighboring slopes obscure the surface from the Sun. Terrain-reflected and coupling components each account for less than 1% throughout much of the year. However, together they comprise $3% when surface albedo increases during winter and are similarly nonnegligible in deep valleys all year. We also studied controls on geographical variations in flux components: The sky view factor, a conventional predictor of diffuse fluxes, is surprisingly weakly correlated with them, posing a parameterization challenge. Terrainreflected and coupling fluxes may be easier to parameterize given topography. Finally, we assessed shortwave errors in General Circulation Models with smoothed topography by comparing results with the mountainous surface to identical calculations for a flat surface with the same mean elevation. The differences range from 5 to 20 W/m 2 and arise because the atmosphere absorbs a different amount of sunshine when underlying topography is smoothed.
Introduction
[2] In regions of intense topography, the temporal and spatial distribution of surface solar radiation is a result of complex interactions among the incoming solar beam, the atmosphere, and the surface. The resulting temporal and spatial heterogeneity of incoming surface solar radiation in turn determines dynamics of many landscape-scale processes, such as surface heating and moistening, evapotranspiration, photosynthesis, and snowmelting. Accurate calculation of solar radiation is therefore needed for many fields, including climatology, ecology, and hydrology [Geiger, 1965; Oke, 1987; Whiteman, 2000; Bonan, 2002; Gu et al., 2002] .
[3] The energy emitted by the Sun and received by the Earth's surface is determined by three sets of factors. The first includes latitude, solar hour angle, and the Earth's position relative to the Sun. Together these determine incoming radiation at the top of the atmosphere and can be precisely calculated [Liou, 2002] . The second is atmospheric attenuation (scattering and absorption) caused by atmospheric gases, aerosols and cloud particles. The last comprises terrain characteristics, such as elevation, slope, orientation, and surface albedo. On a sloping surface in mountainous terrain, the total solar radiation can be separated into five components according to the Sun-to-surface path (see Figure 1 ): (1) The direct irradiance contains the photons arriving on the ground directly in line from the Sun to the surface, unscattered by the atmosphere; (2) the diffuse irradiance is composed of photons scattered by the atmosphere; (3) the direct-reflected irradiance is associated with photons traveling directly through the atmosphere unscattered but subsequently reflected to the target surface by neighboring slopes; (4) the diffuse-reflected irradiance is similar to the direct-reflected irradiance except that it is composed of photons already scattered by the atmosphere and then reflected by neighboring slopes; and finally (5) the coupling irradiance is composed of photons that have experienced multiple surface reflections and atmospheric scatterings. While the direct, diffuse, and coupling components are produced when solar radiation interacts with a flat surface, the fluxes will be different from those produced through interaction with rough topography. Meanwhile, the direct-reflected and diffuse-reflected fluxes, which we combine into a single terrain-reflected flux for analysis purposes in this paper, are not produced at all for the flat surface.
[4] A variety of models of varying sophistication and complexity have been developed to compute most of these solar irradiance components in rugged terrain. A review of them is given by Hay and McKay [1985] , Isard [1986] and Duguay [1993] . In these models, the direct incident beam is computed by introducing a cosine correction of the local zenith angle and considering the shadow caused by topography [Holben and Justice, 1980; Olyphant, 1986] . Diffuse radiation has been modeled as being proportional the sky view factor, or the area of sky dome visible to the target surface [e.g., Dozier and Frew, 1990; Bonan, 2002] . Meanwhile, factors contributing to terrain-reflected irradiance have generally not been considered explicitly. Instead the contribution of terrain-reflected irradiance is approximated assuming first-order reflection between surrounding terrain and the target surface. However, Dozier [1980] developed a model for terrain-reflected radiation on a snow surface in mountainous terrain. He found that terrain-reflected irradiance contributes on average 17% of total radiation with a maximum of 66% over the site. While these percentages likely correspond to maximum potential contributions to total radiation from terrain-reflected irradiances because of the high surface albedo and deep valley terrain geometry of this particular case, they highlight the potential importance of terrain-reflected radiation and the need to quantify its contribution accurately. This need was further underscored more recently by Miesch et al. [1999] , who used a Monte Carlo approach to compute irradiance components at ground level and the radiance reaching the satellite-borne sensor over a very simple 2-D rugged terrain with homogeneous atmospheric layers above. They concluded a 10% error may occur when terrain is neglected, and the terrain-reflected and coupling components may play a dominant role in the signal measured by a satellite sensor over poorly exposed or shadowed areas. This is the only attempt we are aware of to estimate the importance of the coupling component.
[5] As this brief literature survey illustrates, the effect of complex 3-D mountainous terrain on the surface flux components of Figure 1 has not been systematically and rigorously studied. To address this gap, we developed a 3-D Monte Carlo radiative transfer model that calculates the flux components precisely given a realistic distribution of scatterers and absorbers in the atmosphere, and applied it to a real 3-D mountainous surface underneath a clear-sky atmosphere. Our goal is three-fold: (1) to provide the first definitive assessment of the relative importance of the flux components in a clear-sky atmosphere; (2) to characterize the factors controlling diurnal, seasonal, and geographical variability in the flux components; and (3) to determine the significance and sources of errors in conventional radiative transfer schemes in areas of intense topography.
[6] The paper is organized as follows: In section 2 we describe the 3-D radiative transfer model. Then, in section 3, we discuss the overall relative importance of simulated flux components as a function of season and time of day. We describe analytical models for predicting solar radiation in section 4, in preparation for a discussion of the geographical variability in simulated flux components in section 5. Finally, the significance and sources of errors in conventional radiative transfer schemes in areas of intense topography are evaluated by comparing the results of the 3-D radiative transfer model to those of a radiative transfer model applied to a flat surface in section 6. Conclusions are given in section 7.
Three-Dimensional Radiative Transfer Model
[7] Given surface topography and the distribution of single-scattering properties in the atmosphere, irradiance components received by a sloping surface in mountainous terrain can be modeled accurately by the Monte Carlo technique through 3-D transport of photons. The basic idea is to consider interactions of individual photons with the surface and atmosphere and to reproduce their macroscopic effects statistically. First, a photon is characterized by its position and propagation direction, determined by the Sun's position. Three basic physical processes may then affect the photon transport: absorption and scattering by particles in the atmosphere and reflection by the ground [Marchuk et al., 1980; Barker, 1991; Fu et al., 2000] . The location of first scattering point is determined in a two-step process: (1) The optical depth t to the scattering point is determined according to Lambert-Beer's law:
where x is a random number sampled uniformly from 0 to 1 and (2) the atmosphere is divided into 3-D rectangle cells, and the absorption coefficients for gases are computed via the correlated k-distribution method [Fu and Liou, 1992] covering the entire solar spectrum. The solar spectrum is divided into 6 bands: 0.2-0.7, 0.7 -1.3, 1.3-1.9, 1.9-2.5, 2.5-3.5, and 3.5-4.0 mm. The k-values correspond to these bands are 10, 8, 12, 7, 12, 5. The optical depth is converted to a location in physical space L(x, y, z) by integrating the extinction coefficient b ext along the photon path through
Once the location of the scattering point is known, the new photon direction is determined from the local phase functions, and the photon is weighted by the single-scattering albedo. The whole process is repeated until the photon is terminated by either leaving the top of atmosphere or being totally absorbed. No clouds or aerosols are included, so that we are only considering atmospheric Rayleigh scattering and topography-radiation interactions for clear sky conditions in this paper. In the conclusion, we speculate how inclusion of clouds might affect our results.
[8] Surface topography is taken from the HYDRO1k geographic database developed at the U. S. Geological Survey's (USGS) National Center for Earth Resources Observation & Science (EROS) data center (available at http:// edcdaac.usgs.gov/gtopo30/hydro/index.asp). It provides global coverage derived from the USGS 30 arc-second digital elevation model. Each pixel of the digital elevation model is completely described by the elevation of its center point and a unit vector orthogonal to its surface, which can easily be converted to surface slope and orientation. A mountainous area located within a rectangular box from about 48°to 49°N latitude and 119.5°to 121°W longitude (Northern Washington State in the United States) was chosen as our research domain. This area has a wide variety of slopes and orientations (Figure 2 ), so that interactions between topography and solar radiation in this region are representative in a statistical sense a typical midlatitude location. The domain size is 109 km in the N-S direction by 106 km in the E-W direction, with a horizontal resolution of 1 km 2 . For the radiation calculations, we chose 9 different times of day, including solar noon, sunrise + 1/2 hour, sunset À 1/2 hour, and three cases equally spaced in time between noon and sunrise/ sunset, on the 21st of each month. Thus our experimental design allows us to sample diurnal and seasonal variations in surface fluxes. 10 8 photons are targeted toward the domain for each time snapshot, so that approximately 10 4 photons are targeted toward each 1 km 2 pixel. This is a large enough sample to achieve highly accurate statistics of photon behavior for every pixel. Surface albedo values are taken from the International Satellite Cloud Climatology Project (ISCCP) climatology from 1984 to 2000 (Table 1 ). The albedo represents the spectrally averaged fraction of sunlight reflected by the surface over the solar wavelength range from 0.2 to 5.0 mm. The ISCCP data set resolution is 2.5°by 2.5°, so our whole domain has a single albedo value for each month. The data for this location show larger surface albedos in winter than summer, consistent with the accumulation of snow in wintertime.
[9] A four bit integer is used to register interactions between a photon and the atmosphere and surface as shown in Figure 3 . The first bit records the direct beam, and we set it to one when the photon hits the surface. Otherwise, it is set to 0. The second bit stores the diffuse beam, and we set it to one when the photon is scattered by atmosphere particles. The third bit registers reflection information, and is changed to one when surface reflection occurs for the first time. When reflection occurs more than once, the fourth bit is set. In this way, the five irradiance components (Figure 1 ) can be separated according to the four-bit integer's value. For example, if the integer equals one, we bin photon energy as direct irradiance. If it equals six, the second and third bits are one, so that we know the photon was scattered by the atmosphere and then reflected by the neighboring sloping surface before it arrived at the target. We therefore store the photon energy as diffuse reflected irradiance. Photon energy is accumulated and total fluxes associated with each component are projected onto a horizontal surface to facilitate direct comparison with a flat surface having the same average elevation. [10] To illustrate the model's capabilities and the data available from the simulation, we show the diurnal cycle of the direct solar beam surface fluxes for spring equinox in Figure 4 . The effect of slope and orientation on direct beam radiation is greater when the Sun is low on the horizon. For dawn (sunrise + 1/2 hour, Figure 4a ) and dusk (sunset À 1/2 hour, Figure 4i ) cases, the shadow effect of the terrain can be seen clearly. Further examples of information provided by the simulation are seen in Figure 5 , which shows the five surface flux components of Figure 1 at dusk on 21 March. Significant geographical variability resulting from terrain effects, impossible to capture with conventional radiative transfer models, is clearly visible in all the panels.
Relative Importance of Flux Components
[11] Figure 6 shows the diurnal and seasonal variation of the relative importance of the solar flux components on the mountainous surface, including direct (component 1 of (component 5), and terrain-reflected (combined components 3 and 4) components. The diurnal dependence is shown a function of normalized time of day (where 0 is sunrise + 1/2 hour, 0.5 is solar noon, and 1 is sunset À 1/2 hour). The most important component throughout the year is the direct flux, which consistently accounts for over 80% of the total. The diffuse flux is next in importance, making up 10-20%. The coupling component accounts for a few percent, while the terrainreflected flux almost always comprises less than 1% of the total.
[12] The relative importance of the direct component ( Figure 6a ) varies a great deal over the course of the diurnal cycle at all times of year. At solar noon, the direct beam generally accounts for 80-90% of the total, while percentages fall to about 60% at dawn and dusk. The relative importance of the direct beam also undergoes some seasonal variation, especially visible at solar noon. From March to October the noontime direct beam accounts for more than 90% of the total, while at the winter solstice its percentage falls off to about 85%. Since the direct and diffuse beams together account for more than 95% of the total at all times of year, the relative importance of the diffuse component ( Figure 6b ) varies approximately inversely with that of the direct beam. At dawn and dusk throughout the year, the diffuse component accounts for about 35% of the total, while at noon it typically comprises less than 5% at summer solstice, and about 10% at winter solstice. These seasonal and diurnal compensations between the direct and diffuse fluxes are consistent with control of their relative importance by the solar zenith angle, with high (low) zenith angles corresponding to a higher proportion of the total for the diffuse (direct) flux: As zenith angles increase, the path of the direct beam through the atmosphere lengthens, increasing the probability that a direct beam photon will be scattered and converted to a diffuse photon.
[13] Unlike the direct and diffuse beams, the relative importance of both coupling and terrain-reflected radiation exhibits almost no dependence on time of day (Figures 6c  and 6d) . Instead, the relative importance of these fluxes is controlled almost exclusively by the seasonal variation of surface albedo, as both coupling and terrain-reflected fluxes involve surface reflections of direct or diffuse photons (see Figure 1 ). Both are nearly negligible in August, when the surface albedo is low (see Table 1 ). Then in January when surface albedo is highest and fluxes involving reflections from the surface are maximized, terrain-reflected and coupling fluxes together account for about 3% of the total. The lack of dependence of these fluxes on zenith angle can be explained by the fact that surface reflections are equally probable whether the photons hitting the surface are part of the direct or diffuse beams, and so are equally likely to occur even as the relative importance of the direct and diffuse beams undergoes large variations with zenith angle.
Predicting Solar Radiation in Mountainous Terrain
[14] To prepare for a discussion of the geographical variation in the flux components, we introduce an equation giving direct beam radiation on a sloping surface, as well as the concepts of sky view factor, used in the past to predict diffuse radiation on a sloping surface, and terrain configuration factor, used previously to predict terrain-reflected radiation on a sloping surface.
[15] Setting aside atmospheric absorption effects, the direct beam irradiance on a sloping surface in mountainous terrain can be expressed accurately as [Olyphant, 1986; Hofierka and Suri, 2002] :
where d is a binary coefficient, set to zero whenever the sloping surface is shadowed by neighboring terrain, while set to one otherwise; F h is the direct beam irradiance on a horizontal surface which has the same height as the sloping surface; and q i and q ih are the solar incident angles for an inclined surface and a horizontal surface, respectively. The incidence angle is defined as the angle between the Sun's beam and a normal to the slope surface, given by:
where q s and f s are the angle of slope and its azimuth, respectively, and q 0 and f 0 are the solar zenith and azimuth angles, respectively.
[16] Two sky view factors have been developed. The first assumes a surface with a unique slope receiving diffuse radiation isotropically, and posits that total diffuse radiation should be proportional to the fraction of sky dome viewed by the inclined surface. If q s is the surface slope angle, then this sky view factor is given by the following expression: y sky = (1 + cos q s )/2 [Bonan, 2002] . However, the sky dome viewed by the slope surface in mountainous terrain can be obstructed by neighboring surfaces. Dozier and Frew [1990] provide a method to take this effect into account, giving a second sky-view factor V d as follows:
Here H f is the horizon angle, measured from the zenith downward to the local horizon, for direction f, and q s and f s are the angle and azimuth of the slope, respectively. Equation (5) allows for the fact that the horizon surrounding the point is variable, not constant, as is assumed in the derivation of the expression for y sky .
[17] Dozier and Frew [1990] also derived a terrain configuration factor C t , which approximates the total area between the point and surrounding terrain with which the points are mutually visible:
where y f is the angle from the horizon downward to where a ray is parallel to the slope.
[18] In the following section, we test the effectiveness of the sky view factors and terrain-configurations factors in predicting simulated diffuse and terrain-reflected radiation, respectively.
Geographical Variability in Flux Components
[19] To illustrate geographical patterns of direct, diffuse, coupling, and terrain-reflected surface fluxes, we show them along an east-west transect at about 48.5°N on 21 June (Figure 7 ) and 21 December (Figure 8 ). We chose to show the fluxes at the two solstices because these two extreme cases span the range of seasonal behavior in the fluxes' geographical variability. We show the fluxes for five different times of day to demonstrate how the geographical patterns in the fluxes vary diurnally. The surface height, slope, orientation, sky-view factor V d , and terrain configuration factor C t for this transect are shown in Figure 9 . The surface is very heterogeneous along this line, with elevation varying from several hundred to more than two thousand meters, slope angle varying between 0°and 30°, and orientation ranging from 0°to 300°. For larger slopes, V d tends to decrease and C t tends to increase. For example, at 13 km from the west, where the slope angle is largest (30°), V d is smallest (0.90), and C t is largest (around 0.07). V d may also be small and C t large because this point is located in a valley (Figure 9c ).
Direct Fluxes
[20] As noted above in section 4, equation (3) can be used to predict accurately the variability in the June and December direct fluxes seen in Figures 7a and 8a . However, it is not clear from equation (3) how the direct fluxes behave in an aggregate statistical sense in a realistic mountain environment. Here we take advantage of the fact that our Monte Carlo simulation provides direct fluxes at all times of day and year to develop an understanding of the implications of equation (3) for the diurnal and seasonal variation in the geographical pattern of direct fluxes.
[21] A key issue is the consistency of geographical variations of direct fluxes in an area of intense topography as the day proceeds, and how this consistency varies as a function of calendar month. At summer solstice (Figure 7a ), the geographical variations in direct fluxes along the transect at the various times of day are not well correlated with one another, while at winter solstice (Figure 8a ), a location that receives comparatively little direct radiation at one time of day also tends to receive comparatively little at other times of day. This contrast between summer and winter is characteristic of all locations. When the whole domain is considered (see Figure 10 ), geographical variations in midmorning and midafternoon direct fluxes are very weakly correlated at summer solstice, consistent with the incoherent relationship seen in Figure 7a , but very strongly correlated at winter solstice, consistent with the coherent relationship seen in Figure 8a .
[22] This seasonal pattern can be understood in the following way: For two times of day symmetric about solar noon (e.g., midmorning and midafternoon), the solar zenith angle is the same but its azimuth angle is different; therefore differences in direct fluxes are due exclusively to surface orientation effects. For slopes that are predominantly north or south facing, geographical variations in direct fluxes are correlated between morning and afternoon, because north (south) slopes receive less (more) radiation in both morning and afternoon. However, for slopes that are predominantly east or west facing, geographical variation in direct fluxes are anticorrelated between morning and afternoon, because east (west) slopes are illuminated in the morning (afternoon). If the solar zenith angle at noon is zero and the population of slope orientations is random, then the correlation associated with the predominantly north-south facing slopes and the anticorrelation associated with the east-west slopes will cancel. However, if the Sun is not directly overhead at noon, then the contrast between north and south slopes at most times of day will be greater than that between east and west slopes in either morning or afternoon. So the north-south effect will dominate, resulting in correlation between morning and afternoon direct beam fluxes. The more the Sun's path traverses a daily course through the southernmost portion of the sky, the greater the contrast between north and south slopes, and the more this effect dominates, which explains why geographical variations in direct fluxes are so much more coherent throughout the day at winter than summer solstice. Outside the tropics, the Sun's daily course is progressively further from the line bisecting the sky's northern and southern halves as latitude increases, so we expect the coherence of direct fluxes throughout the day to increase with latitude throughout the year. Thus at high latitudes, surfaces receiving relatively little sunshine at any given time of day are more likely to also receive less sunshine at the other times of day. Meanwhile, in mountainous areas at lower latitudes, surfaces receiving comparatively little sunshine at a given time of day are likely to receive compensating solar fluxes at other times of day, resulting in an increasingly even geographical distribution of daily mean sunshine in mountainous areas as latitude decreases.
[23] Figures 7b and 8b provide a graphic illustration of the importance of shadow effects for the direct beam at high solar zenith angles (i.e., the binary coefficient d of equation (3)). We saw already in Figure 6a that direct fluxes account for on average about 60% of the total fluxes in early morning and late afternoon. Figures 7b and 8b demonstrate that this proportion is highly dependent on location. When the solar zenith angle is high, direct radiation falls to zero on shaded slopes and diffuse radiation accounts for nearly 100% of the radiation (Figures 7d and 8d) , while the direct beam accounts for about 75% of the radiation on slopes exposed to it. This is in marked contrast to the other times of day, when shading effects are minimal, and the percentages accounted for by the direct and diffuse beams are relatively steady, corresponding roughly to the domain-mean values of Figures 6a and 6b.
Diffuse Fluxes
[24] While slope orientation relative to the Sun profoundly influences diurnal variation in the geographical patterns of direct fluxes, it has a nearly negligible effect on diffuse radiation (Figures 7c and 8c) . Geographical variations in diffuse fluxes at both summer and winter solstices are clearly well-correlated as the solar zenith angle changes throughout the day along the transect. This is representative of the behavior of diffuse radiation at all locations at all times of year, as midmorning and midafternoon diffuse fluxes are correlated at a level greater than 0.8 throughout the year (Figure 10 ). Moreover, a comparison of Figures 7c and 8c reveals that locations receiving comparatively little diffuse radiation at all times of day in one season also receive little in the other.
[25] The consistent pattern of geographical variability in diffuse radiation throughout the day and throughout the year suggests geographical variations in diffuse radiation can be predicted from the structure of the terrain itself, consistent with the established idea that diffuse radiation is proportional to the sky view factor. To assess whether the sky view factor V d is indeed a good predictor of geographical variability in diffuse radiation, in Figure 11 we show scatterplots of diffuse radiation versus sky view factor V d for the whole domain for 9 times of day on 21 June. (The analogous plot for 21 December looks nearly very similar.) Surprisingly, though diffuse radiation generally increases with sky-view factor, much of the variability in diffuse radiation cannot be accounted for with this parameter; for a given sky view factor at any time of day, there is about a factor of two spread in the diffuse radiation. This is consistent with only a modest correlation of 0.44 between diffuse radiation and V d when data from the whole domain and all 12 months is included. However, V d does a measurably better job of predicting diffuse radiation than y sky , which does not take into account obstructions of the sky dome by neighboring surfaces: The analogous correlation between y sky and diffuse radiation is only 0.24. One might expect elevation to be an additional controlling factor on diffuse radiation, since higher altitudes correspond to shorter direct-beam path lengths, and hence lower probability of scattering and diffuse radiation production. However, this is not the case. The correlation between elevation and diffuse radiation when data from the whole domain and all 12 months is included is 0.04, essentially zero. Apparently, what determines diffuse radiation levels on mountainous surfaces is more complicated than would be suggested even by the relatively sophisticated sky view factor V d , and is a topic for further research.
Coupling Fluxes
[26] Averaged over the whole transect, the overall strength of the coupling fluxes (Figures 7e and 8e) undergoes a diurnal evolution similar to that of the direct beam. They are between 4 and 8 W/m 2 in both summer and winter at all times of day except dawn and dusk, and so cannot be neglected in the surface energy balance. Geographical variations in coupling fluxes across the transect are somewhat correlated with those of the direct beam. When data from all times of day and year from the whole domain are considered, the correlation of coupling and direct fluxes is about 0.41. However, they are also correlated with the geographical variations of the diffuse beam (correlation coefficient of 0.60). This hybrid behavior is consistent with most coupling photons having arisen from surface reflection of direct beam photons, followed by scattering by the atmosphere back to the surface. Because the direct beam is the ultimate source of coupling photons, the overall strength of the coupling flux is proportional to the direct beam and so geographical variations in coupling fluxes are somewhat correlated with the direct beam. At the same time, the coupling flux is correlated with the diffuse beam because the same terrain factors that expose a particular surface to photons that were scattered once (diffuse photons) also expose it to photons that were reflected and then scattered (coupling photons). Since the coupling flux is closely tied to both the diffuse and direct beams, it may be possible to accurately parameterize it in terms of these two fluxes.
Terrain-Reflected Fluxes
[27] At most points, terrain-reflected fluxes (Figures 7g  and 8g ) increase with decreasing solar zenith angle as their main source is direct beam photons. However, their variations in the percentages of the total (Figures 7h and 8h) are relatively insensitive to time of day at all points in both seasons, consistent with the percentages of domainaveraged fluxes shown in Figure 6d . Both terrain-reflected radiation and its percentage of the total radiation exhibit a clear relationship with the terrain configuration factor shown in Figure 9e at all times of day. This is representative of the entire simulation: When data from all times of day and year from the whole domain are considered, the correlation between C t and terrain-reflected radiation (the percentage of terrain-reflected radiation) is 0.53 (0.68). Though this correlation is not perfect, it is high enough that C t may aid in parameterizing terrain-reflected radiation.
[28] While terrain-reflected fluxes are small compared to other flux components, not including them can introduces significant errors, particularly on steep valley slopes, such as the valley located about 12 km from the western edge of the domain along the east-west transect (Figure 9c ). Here the terrain-reflected flux is as high as 8 W/m 2 in the summer, and reaches nearly 20 W/m 2 in winter. A parameterization for terrain-reflected radiation is therefore probably necessary in such areas. Figure 11 . Relationship between the sky diffuse radiation (component 2 in Figure 1 ) and sky view factor V d for 9 different times on 21 June. The solid line is the regression line.
Comparison to a Flat Surface
[29] In General Circulation Models (GCMs), areas of intense topography are treated as flat surfaces whose height is approximately the mean elevation of the mountains. This may introduce errors in solar radiative transfer. Here we assess these errors by comparing the 3-D results on the mountainous surface discussed above with identical calculations for a flat surface with the same mean elevation (1.34 km) and the same prescribed vertical distribution of atmospheric scatterers and absorbers. The difference in the domain-averaged net (downward minus upward) solar surface flux between the mountainous and flat surfaces (Figure 12a ) demonstrates these errors can be significant. At midday through at least half the year, the downward surface flux is greater for the mountainous surface by as much as 5 W/m 2 for much of the year. On the other hand, during the early to midmorning and mid to late afternoon, the surface flux is greater for the flat surface by as much as 10-20 W/m 2 . This corresponds approximately to a 5% relative error in the total irradiance reaching the surface.
[30] Since the same amount of solar energy is directed toward the mountainous and flat surfaces, these differences must be balanced either by differences in reflected solar radiation at the top of the atmosphere, or differences in atmospheric absorption of solar photons. It turns out that differences in the top of the atmosphere solar fluxes (not shown) are between À1 and 1 W/m 2 at all times of day throughout the year, small compared to the differences in net surface fluxes. This points to the role of absorption, confirmed by the difference in column-integrated atmospheric solar absorption between the simulations with the two surface types (Figure 12b) ; the pattern of Figure 12b is nearly identical to that of Figure 12a , except that it is opposite in sign. The solar absorption is different mainly because atmospheric absorption is not uniform in the vertical, so that varying topography does not lead to the same atmospheric absorption as a flat surface with the same mean elevation, even if identical vertical profiles of absorber concentrations were imposed on the two simulations.
Conclusions
[31] We developed a 3-D Monte Carlo radiative transfer model that calculates surface solar fluxes precisely for a given distribution of scatterers and absorbers in the atmosphere. The model allows us to quantify direct, diffuse, terrain-reflected, and coupling fluxes separately. We applied it to a real 3-D midlatitude mountainous surface approximately 100 km by 100 km in size with a wide variety of slopes and orientations. One goal was to study diurnal, seasonal, and geographical variability in the solar flux components in a clear-sky environment.
[32] Averaged over the entire surface, direct and diffuse fluxes together comprise more than 96% of the surface solar flux year-round, with the diffuse component's relative importance varying inversely with that of the direct beam. Generally the direct flux accounts for at least 80% of the total and the diffuse flux accounts for 10 -15%, but the domain-averaged diffuse flux proportion increases to nearly 40% when solar zenith angles are high, and approaches 100% when the surface is obscured from the Sun by neighboring slopes, a common occurrence early and late in the day or during winter. Meanwhile, coupling and terrain-reflected components each account for less than one percent of the total throughout much of the year. However, their relative importance varies with surface albedo, so that when surface albedo increases during winter, together they comprise about 3% of the total.
[33] We also studied controls on geographical variations in flux components. We found that geographical variations in direct fluxes are highly correlated between one time of day and another when the Sun daily path is confined to the southernmost portion of the sky throughout the day in winter months. However, this coherence deteriorates in summer, when the Sun's daily course veers closer to the line bisecting the sky's northern and southern halves. This dependence on daily averaged azimuth implies that at high latitudes, surfaces receiving relatively little direct flux at any given time of day are more likely to also receive less at the other times of day. Meanwhile, in mountainous areas closer to the tropics surfaces receiving comparatively little direct flux at a given time of day are likely to receive compensating direct radiation at other times of day, resulting in an increasingly even geographical distribution of daily mean sunshine as latitude decreases.
[34] We also examined geographical variations in diffuse radiation. Geographical patterns in diffuse fluxes are consistent throughout the day and throughout the year, implying diffuse radiation is governed primarily by topographic factors. However, the sky view factor taking into account the effect of neighboring topography on sky dome area is only modestly correlated with diffuse fluxes. This poses a challenge for the parameterization of diffuse radiation. However, both coupling and terrain-reflected fluxes may be easier to predict given topography. Geographical variations in coupling fluxes are correlated with both diffuse and direct fluxes, and could therefore be parameterized if these fluxes were known. Parameterizing coupling fluxes is probably necessary in regions of complex topography; in our simulation they range between 4 and 8 W/m 2 at most times of day throughout the year. Terrain-reflected fluxes, meanwhile, are reasonably well correlated with the terrain configuration factor, and parameterization of terrain-reflected fluxes is particularly important if the topography contains deep valleys; in our simulation terrain-reflected fluxes in wintertime were as high as 20 W/m 2 in a deep valley.
[35] Finally, we assessed errors in the radiative transfer schemes commonly used in GCMs with smoothed topography by comparing 3-D results with the mountainous surface to identical calculations for a flat surface with the same mean elevation. The errors are on the order of 5 -20 W/m 2 , depending on time of day, and stem from the fact that the atmosphere absorbs a different amount of solar radiation when the topography underneath it is smoothed. Since atmospheric absorption effect is a key reason for the errors in the surface radiation calculations, we may speculate that for lower latitudes or warmer temperatures with more water vapor, the absorption effect would become more pronounced, and the errors increase. In areas at the similar latitude with stronger (weaker) topographic variations, the errors will also increase decrease.
[36] Perhaps the most important caveat to our results is the fact that the simulation was done for a clear-sky atmosphere. Since clouds attenuate the direct beam and scatter solar photons, increasing diffuse radiation, an intermittently cloudy atmosphere will result in an increase (decrease) in the proportion of radiation accounted for by the diffuse (direct) beam. The main effect of aerosols, like clouds, is to increase the diffuse component and decrease the direct beam, so that if aerosols were included, our estimates of the relative importance of the diffuse beam would increase. Our estimates therefore represent an upper bound on the relative importance of the direct beam, and a lower bound on the relative importance of the diffuse beam. Since we found that terrain-reflected and coupling photons are equally probable no matter what the relative strengths of the direct and diffuse beams, inclusion of clouds and aerosols in our simulation would likely not significantly affect our conclusions about these two components.
[37] We should also reiterate that we used broadband and domain averaged surface albedo in our simulation, and that a precise calculation of the surface fluxes should include the surface albedo's wavelength dependence and consider the its heterogeneity for different surface types. The terrainreflected and coupling components are particularly sensitive to surface albedo, and allowing for spatial variations in surface albedo in our simulation would likely introduce additional spatial variability into these components. Presumably these variations would simply scale with the imposed surface albedo, just as the seasonal variations in surface albedo we imposed in our simulations produced roughly proportional seasonal variability in the relative strengths of the terrain-reflected and coupling fluxes. However, the relative importance of the various flux components would probably not change significantly if surface albedo were varied as a function of wavelength and geographical location.
[38] In addition to addressing the caveats listed above, this study suggests two areas for future work: First, clouds and terrain elevation are often strongly correlated, introducing very interesting systematic elevation effects on the overall magnitude of solar fluxes and the relative importance of the direct and diffuse beam. Second, we note that we have neglected entirely the longwave component of the surface radiative budget, and that intense topography will likely introduce signficant variability into these fluxes as well. This too is a topic for future work.
