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Abstract
In this paper we consider the 14 moments model of Extended Thermodynamics for
dense gases and macromolecular fluids. Solutions of the restrictions imposed by the
entropy principle and that of Galilean relativity for such a model have been until now
obtained in literature only in an approximate manner up to a certain order with respect
to thermodynamic equilibrium; for more restrictive models they have been obtained up
to whatever order, but by using Taylor expansions around equilibrium and without
proving convergence. Here we have found an exact solution without using expansions.
The idea has been to write firstly a relativistic model, for which it is easy to impose
the Einsteinian relativity principle, and then taking its non relativistic limit.
1 Introduction
The 14 moments model of Extended Thermodynamics for dense gases and macromolecular fluids
was firstly studied by Kremer in [1], up to second order with respect to equilibrium. The balance
equations to describe this model are
∂tF + ∂kFk = 0 , ∂tFi + ∂kGki = 0 , ∂tFij + ∂kGkij = P<ij> , (1)
∂tFill + ∂kGkill = Pill , ∂tFiill + ∂kGkiill = Piill ,
where the independent variables are F , Fi, Fij , Fill, Fiill and are symmetric tensors. P<ij>, Pill,
Piill are productions and they too are symmetric tensors.The fluxes Gki, Gkij, Gkill, Gkiill are
constitutive functions and are symmetric over all indexes, except for k.
In ideal gases, we have also the conditions Gki = Fki, Gill = Fill, Giill = Fiill and, moreover, Gkij
and Gkill are symmetric over all couples of indexes; then the present case is less restrictive.
We want that our system (1) is a symmetric hyperbolic one, with all consequent nice mathematical
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properties. To this end, we impose the entropy principle; in the next section it will be proved that
it is equivalent to the following equations
F =
∂h′
∂λ
, Fi =
∂h′
∂λi
, Fil =
∂h′
∂λil
,
Fill =
∂h′
∂λill
, Fiill =
∂h′
∂λiill
,
(2)
Gk =
∂φ′k
∂λ
, Gki =
∂φ′k
∂λi
, Gkil =
∂φ′k
∂λil
,
Gkill =
∂φ′k
∂λill
, Gkiill =
∂φ′k
∂λiill
,
where we have taken into account the definition Gk = Fk, from which the following compatibility
conditions holds
∂φ′k
∂λ
=
∂h′
∂λk
. (3)
Moreover, also in the next section, it will be proved that the Galilean relativity principle is equivalent
to the following two other conditions
0 =
∂h′
∂λ
λi + 2λij
∂h′
∂λj
+ λjpp
(
∂h′
∂λrs
δrsδij + 2
∂h′
∂λij
)
+ 4λppqq
∂h′
∂λill
(4)
0 =
∂φ′k
∂λ
λi + 2λij
∂φ′k
∂λj
+ λjpp
(
∂φ′k
∂λrs
δrsδij + 2
∂φ′k
∂λij
)
+ 4λppqq
∂φ′k
∂λill
+ h′δik .
In other words, we have to found h′ and φ′k satisfying the equations (3) and (4); after that, (2)1−5
are useful to obtain λ, λi, λij , λill, λiill as functions of our independent variables F , Fi, Fij , Fill,
Fiill. Lastly, (2)7−10 will give the constitutive functions Gki, Gkij , Gkill, Gkiill.
Now, the restrictions (3) and (4) have been imposed by Kremer in [1] only up to secondo order with
respect to equilibrium. In [2] Carrisi and Pennisi have imposed them up to whatever order (for
the more restrictive model of ideal gases), but by using Taylor’ s expansions around equilibrium,
without worrying about convergence problems. Here we have found the exact solution without using
expansions. The idea to obtain this result has been the following
• Firstly we have assumed a relativistic model for which it is easy to impose the Einsteinian
relativity principle; the results for this model can be found in section 3;
• After that, we have shown, in sect. 4, how to take the non relativistic limit of the model in
sect.3; to this end we have used a methodology which is easy to find for ideal gases because
in this case we have suggestions from the kinetic theory of gases; we have adopted this
methodology also for our more general case. Obvious, the validity of this assumption has to
be tested at the end by verifying that our results satisfy truly the eqs. (3) and (4). We will
be obtain that eqs. (4) are identically satisfied. Instead of this, the condition (3) will have
still to be imposed; it is the only condition for which there is no correspondence between the
relativistic case and the classical one.
• Then, in sect. 5 we have taken effectively this limit and found that h′ and φ′k are determined
by the following eqs. (5) and (6), except for 4 scalar arbitrary functions H0, H1, H2, H3
which depend on the scalars (7).
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There remain the further condition (3), the requirement of convexity for the function h′ and the
problem of subsystems. We have exploited them, but don’ report here the results, for the sake of
brevity. We assure only that we have found the exact solution of (3) without using expansions.
We close this section by reporting the results of sect. 5; in this way it will be not necessary to search
them throughout the paper and they will be available for the applications. They are
φ′k = H0V
k
0 +H1V
k
1 +H2V
k
2 +H3V
k
3 , (5)
h′ = 8H0X1 −H1X2 −
2
3
H2X3 −
1
2
H3X4 ,
with
V k0 = −2λkll (6)
V k1 = −2λkhλhll + 4λppllλk +
4
5
λllλkll
V k2 = −2λ
2
khλhll +
6
5
λllλkaλall + 4λkaλaλppll +
−
11
25
λ2llλkll − λkllλaλall + λkλallλall +
+ (trλ2ab)λkll −
12
5
λppllλllλk
V k3 = 2λppll
(
2λ2khλh − trλ
2
abλk −
8
5
λllλkaλa +
17
25
λ2llλk
)
+
+ (λkhλh)(λallλall)−
4
5
λll(λallλall)λk −
17
25
λ2llλkaλall +
− (λaλall)λkbλbll + (trλ
2
ab)λkcλcll +
4
5
λll(λaλall)λkll +
+
8
5
λllλ
2
khλhll +
74
375
λ3llλkll −
4
5
λll(trλ
2
ab)λkll + (λabλallλbll)λk +
− (λabλaλbll)λkll +
2
3
(trλ3ab)λkll − 2λ
3
khλhll ,
X1 = λppll , (7)
X2 = 2λallλall −
16
5
λppllλll ,
X3 = 8λppll
(
11
50
λ2ll −
1
2
trλ2ab
)
+ 2λabλallλbll −
6
5
λllλallλall ,
X4 = 2λ
2
abλallλbll − trλ
2
abλcllλcll −
8
5
λllλabλallλbll +
+
17
25
λ2llλallλall + 8λppll
(
−
37
375
λ3ll +
2
5
λll(trλ
2
ab)−
1
3
trλ3ab
)
,
X5 = −
2
5
λ2ll + 16λppllΛ− 4λaλall + 2trλ
2
ab ,
X6 = 4Λλallλall + 8λppll
(
−
4
5
Λλll +
1
2
λaλa
)
+
+
8
5
λllλallλa −
4
5
λlltrλ
2
ab +
8
75
λ3ll − 4λabλaλbll +
4
3
trλ3ab ,
3
X7 =
8
15
(trλ3ab)λll −
14
25
λ2lltrλ
2
ab +
46
375
λ4ll + 4Λλabλallλbll +
+2(trλ2ab)λcλcll − (λaλall)
2 −
12
5
Λλllλallλall +
+(λaλa)(λbllλbll)− 4λ
2
abλallλb +
−8λppll
(
Λtrλ2ab −
1
2
λabλaλb −
11
25
Λλ2ll +
3
10
λllλaλa
)
+
+
12
5
λllλabλaλbll −
22
25
λ2llλaλall .
X8 = −
34
25
λ2llλabλaλbll + 2(trλ
2
ab)λcdλcλdll +
16
5
λllλ
2
abλaλbll +
+
148
375
λ3llλaλall −
8
5
λll(trλ
2
ab)λcλcll +
4
3
(trλ3ab)λcλcll − 4λ
3
abλaλbll +
+2λppll
(
2λ2abλaλb − (trλ
2
cd)λaλa −
8
5
λllλabλaλb +
17
25
λ2llλaλa
)
+
+(λabλaλb)(λcllλcll)−
4
5
λll(λaλa)(λbllλbll)− 2(λaλall)(λbcλbλcll) +
+
4
5
λll(λaλall)
2 + (λaλa)(λbcλbllλcll) +
+4Λλ2abλallλbll − 2Λtrλ
2
abλcllλcll −
16
5
Λλllλabλallλbll +
+
34
25
Λλ2llλallλall + 16Λλppll
(
−
37
375
λ3ll +
2
5
λll(trλ
2
ab)−
1
3
trλ3ab
)
+
+
4
75
λ2ll(trλ
3
ab)−
8
125
λ3ll(trλ
2
ab) +
4
15
·
37
625
λ5ll .
It is interesting that φ′k has been determined except for 4 scalar functions H0,H1,H2,H3. Instead
of this, if we have used only the representation theorems without imposing the entropy principle
and the Galilean invariance, we would have obtained that φ′k was depending on 6 arbitrary scalar
functions, being a linear combination of λkll, λkhλhll, λ
2
kaλall, λk, λkaλa, λ
2
kaλa. We note that also
h′ is determined in terms of H0,H1, H2, H3. These are arbitrary functions of the 8 scalars X1 - X8.
Instead of this, if we have used only the representation theorems without imposing the entropy
principle and the Galilean invariance, we would have obtained that all the scalar function are
arbitrary functions of the following 14 scalars λll, trλ
2
ab, trλ
3
ab, λallλall, λallλa , λaλa, λabλallλbll,
λabλaλbll, λabλaλb, λ
2
abλallλbll, λ
2
abλaλbll, λ
2
abλaλb, λppll, Λ .
It is useful now to verify these results: To this end we can substitute eqs. (5), (6) and (7) into (4)
and obtain that they are identically satisfied. The corresponding calculations are long, so it will be
useful to subdivide them with the following steps.
• Firstly we can verify that (4)1 is satisfied with Xi instead of h
′, for i = 1, · · · , 8; consequently,
for the theorem on derivation of composite functions, it will be satisfied by whatever function
of Xi, as h
′ is. But we have to note that, if we simplify X8 through the Hamilton-Kayley
theorem
λ3ab = λllλ
2
ab +
1
2
(
trλ2cd − λ
2
ll
)
λab +
(
1
3
trλ3cd −
1
2
λlltrλ
2
cd +
1
6
λ3ll
)
δab
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it will become more complicate to verify that X8 is a solution, because it will be necessary also to
use the identity
0 = δij
(
−λ2abλallλbll + λllλabλallλbll +
1
2
λallλalltrλ
2
cd −
1
2
λallλallλ
2
ll
)
+
+λij (−λabλallλbll + λllλallλall)− λ
2
ijλallλall + λillλjll
1
2
(λ2ll − trλ
2
cd) +
−2λllλll(iλj)bλbll + λiaλallλjbλbll + 2λll(iλ
2
j)bλbll
which can be easily proved in the reference frame where λab has the diagonal form.
• The second step is to verify that (4)2 is satisfied in the case H0 = 1, H1 = 0, H2 = 0, H3 = 0.
Similarly for the case H0 = 0, H1 = 1, H2 = 0, H3 = 0; then for the case H0 = 0, H1 = 0,
H2 = 1, H3 = 0 and, lastly, for the case H0 = 0, H1 = 0, H2 = 0, H3 = 1. Consequently, it
will be satisfied for all constant values of H0, H1, H2, H3. After that it is satisfied also in the
general case: In fact, for the property on derivation of a product, the terms where H0, H1,
H2, H3 are not differentiated will simplify, for what above said, and it remains
3∑
j=0
V kj ·
8∑
i=1
∂Hj
∂Xi
for the right hand side of (4)1 written with Xi instead of h
′; the result is zero for what already
verified in the first step.
2 The principles of entropy and of Galilean relativity
We want that our system (1) is symmetric and hyperbolic, with all the consequent nice mathematical
properties. To this end we impose that all the solution of eqs. (1) satisfy also the entropy inequality
∂h
∂t
+
∂φk
∂xk
= σ ≥ 0.
This is equivalent to assume the existence of Lagrange Multipliers λ, λi, λij, λill, λiill such that
dh = λdF + λidFi + λijdF
ij + λilldF
ill + λiilldF
iill ,
dφk = λdFk + λidGik + λijdGijk + λilldGillk + λiilldGiillk (8)
besides a residual inequality which we leave for the sake of brevity. The Lagrange Multipliers are
also called ”mean field”. Let us now impose the Galilean relativity principle by considering the
following change of independent variables
Fi1i2...in =
n∑
k=0
(
n
k
)
m(i1i2...ikvik+1...in) (9)
which can be found in [3] and that, applied to our case, becomes
F = m, (10)
Fi = mvi +mi,
Fij = mvivj +mij + 2m(ivj) ,
Fill = mill +mllvi + 2milvl +mv
2vi +miv
2 + 2mlvivl ,
Fiill = miill +mv
4 + 4miviv
2 + 2miiv
2 + 4milvivl + 4miilvl.
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Also in [3] we can find how change the constitutive functions Gki1···in when the reference frame
changes, i.e.,
Hki1i2···in =
n∑
j=0
(
n
j
)
Mk(i1···ijvij+1···in) (11)
where the functions Hki1···in are defined by
Gki1···in = vkFi1···in +Hki1···in . (12)
It is interesting that (11) looks like (9), except that they don’ t act on the index k. In our particular
case, eqs. (11) become
Hk = Mk ,
Hki = Mkvi +Mki ,
Hkij = Mkvivj + 2Mk(ivj) +Mkij ,
Hkill = Mkviv
2 +Mkiv
2 + 2Mklvivl + 2Mkilvl +Mkllvi +Mkill ,
Hkiill = Mkv
4 + 4Mkiviv
2 + 2Mkiiv
2 + 4Mkilvlvi + 4Mkiilvl +
+ Mkiill (13)
Consequently, the functions Gki1···in transform as follows
Gki = mvivk +mivk +Mkvi +Mki , (14)
Gkij = mvivjvk +mijvk + 2m(ivj)vk +Mkvivj + 2Mk(ivj) +Mkij ,
Gkill = millvk +mllvivk + 2milvlvk +mv
2vivk +miv
2vk +
+ 2mlvivlvk +Mkiv
2 + 2Mklvivl +Mkllvi + 2Mkilvl +
+ Mkviv
2 +Mkill,
Gkiillkk = miillvk +mv
4vk + 4miviv
2vk + 2miiv
2vk + 4milvivlvk +
+ 4miilvlvk +Mkv
4 + 4Mkiviv
2 + 2Mkiiv
2 + 4Mkilvivl +
+ 4Mkiilvl +Mkiill.
We note that from (12) and (11), for n = 0, and from Gk = Fk it follows Mk = Fk −Fvk. This and
(10)1,2 yields Mk = mk. The new variables m, mi, mij , mill, miill and Mi, Mij , Mkij, Mkill, Mkiill
have the same simmetries of Fi1...in and Gki1...in .
Let us now substitute into eqs. (8) the expressions which we have above found for the variables and
the constitutive functions. In this way eqs. (8) become
dh = λIdm+ λIi dmi + λ
I
ijdmij + λ
I
illdmill +
+ λIiilldmiill + (λ
I
im+ 2λ
I
ijmj + λ
I
jllmllδij +
+ 2λIjllmij + 4λ
I
ppqqmill)dvi (15)
d(φk) = (λ
Idm+ λIi dmi + λ
I
ijdmij + λ
I
illdmill
+ λIiilldmiill)vk + λ
IdMk + λ
I
i dMki + λ
I
ildMkil +
+ λIilldMkill + λ
I
iilldMkiill + (λ
Im+ λIimi+ λ
I
ijmij
+ λIillmill + λ
I
ppqqmiill)dvk + (λ
I
iMk + 2λ
I
ijMkj
+ λIippMkll + 2λ
I
lppMkil + 4λ
I
ppqqMkill)dvi, (16)
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with
λI = λ+ λivi + λijvivj + λillviv
2 + λppqqv
4 ,
λIi = λi + 2λijvj + λillv
2 + 2λjppvivj + 4λppqqviv
2 ,
λIij = λij + λhppvhδij + 2λpp(ivj) + 4λppqqvjvi + 2λhhppv
2δij ,
λill = λipp + 4λhhppvi
λIiill = λppqq
The Galilean relativity principle imposes that h, φk − hvk, Mki, Mkij , Mkill, Mi don’ t depend on
vi. For this condition on h and φk − hvk we obtain
∂h
∂vi
= 0 = mλIi + 2λ
I
ijmj + λ
I
jpp(mllδij + 2mij) +
+ 4λIppqqmill
∂(φk − hvk)
∂vi
= 0 = Mkλ
I
i + 2Mkjλ
I
ij +Mkllλ
I
ipp + 2Mkilλ
I
lpp +
+ 4λIppqqMkill + h
′δik , (17)
where h′ is defined by
h′ = λIm+ λIimi + λ
I
ilmil + λ
I
illmill + λ
I
iillmiill − h;
In this way eqs. (15) and (16) become respectively
dhI = λIdm+ λIi dmi + λ
I
ildmil + λ
I
illdmill + λ
I
iilldmiill (18)
dφIk = λ
IdMk + λ
I
i dMki + λ
I
ildMkil + λ
I
illdMkill + λ
I
ppqqdMkiill
with φIk = φk − hvk. Let us also define
φ′k = λ
IMk + λ
I
iMki + λ
I
ilMkil + λ
I
illMkill + λ
I
ppqqMkiill − φ
I
k ;
so that eqs. (18) become
dh′ = mdλI +midλ
I
i +mildλ
I
il +milldλ
I
ill +miilldλ
I
iill
dφ′k = Mkdλ
I +Mkidλ
I
i +Mkildλ
I
il +Mkilldλ
I
ill +Mkiilldλ
I
ppqq (19)
from which, by taking λI , λIi , λ
I
ij, λ
I
ill, λ
I
iill as independent variables and, by taking the derivatives
with respect to the various components of the mean field, it follows
m =
∂h′
∂λI
, mi =
∂h′
∂λIi
, mil =
∂h′
∂λIil
,
mill =
∂h′
∂λIill
, miill =
∂h′
∂λIiill
,
(20)
Mk =
∂φ′k
∂λI
, Mki =
∂φ′k
∂λIi
, Mkil =
∂φ′k
∂λIil
,
Mkill =
∂φ′k
∂λIill
, Mkiill =
∂φ′k
∂λIiill
.
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These last equations are noting more than (2), but in the new reference frame. By substituting
in (17) from (20) we obtain equations whose expression, in the previous reference frame, are (4).
Consequently, (2) and (4) are equivalent to the principles of entropy and of Galilean relativity.
Other interesting aspects can be found in [4], which are adapted for the present case in [5] and [6].
In order to find the general solution of (4), let us write a relativistic counterpart of our equations.
3 Relativistic extended thermodynamics for dense gases
and macromolecular fluids
Let us consider the balance equations
∂αT
αβ = 0 , ∂αA
αβγ = Iβγ . (21)
where Tαβ isn’ t symmetric, while Aαβγ and Iβγ are symmetric only with respect to the indexes
βγ. The first of these is the conservation law of momentum-energy, while the trace of the second
one is the conservation law of mass, so that
Iβγgβγ = 0 . (22)
The entropy principle is expressed in terms of hα, called (entropy density - entropy flux density)
tensor, such that
∂αh
α = σ ≥ 0 (23)
for every solution of eqs. (21).
For Liu Theorem [7] eq. (23) is equivalent to assuming the existence of the Lagrange multipliers
λβ, λβγ such that
∂αh
α − σ − λβ∂αT
αβ − λβγ(∂αA
αβγ − Iβγ) = 0 (24)
for every value of the independent variables. By differentiating it becomes
dhα = λβdT
αβ + λβγdA
αβγ ; −σ + λβγI
βγ = 0. (25)
If we define h′α by
hα = −h′α + λβT
αβ + λβγA
αβγ (26)
then eq. (25) can be rewritten as
dh′α = Tαβdλβ + A
αβγdλβγ . (27)
This last equation, by taking λβ, λβγ as independent variables, becomes
Tαβ =
∂h′α
∂λβ
, Aαβγ =
∂h′α
∂λβγ
(28)
It follows that from the knowledge of h′α we obtain Tαβ and Aαβγ ; we have only a condition on h′α:
it has to satisfy the Einsteinian relativity principle. For well known representation theorems as [8]
and [9], we have that
h′α = h0λ
α + h1λ
αγλγ + h2
2
λ
αγλγ + h3
3
λ
αγλγ (29)
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where the following definitions have been used
2
λ
αγ = λαβλβδg
δγ ,
3
λ
αγ = λαβλβδλ
δγ
with hi scalar functions depending on
Q1 = λ
β
β , Q2 =
2
λ
αγgαγ , Q3 =
3
λ
αγgαγ , Q4 =
4
λ
αγgαγ , (30)
P0 = λβλ
β , P1 = λβλγλ
βγ , P2 = λβλγ
2
λ
βγ , P3 = λβλγ
3
λ
βγ .
4 The non relativistic limit of the previous model
In order to take this limit, let us consider a modified procedure of that used in [10], [11] for ideal
gases. We assume that this procedure holds also for macromolecular gases; this assumption doesn’t
lead to wrong results because we have already verified, at the end of sect. 1, that these results are
correct. Let us subdivide the procedure in two parts.
4.1 A first transformation in 3-dimensional form
Eq. (21)1 for β = 0, i becomes
1
c
∂tT
00 + ∂kT
k0 = 0 , (31)
1
c
∂tT
0i + ∂kT
ki = 0 . (32)
Similarly, eq. (21)2 for βγ = 00, βγ = 0i, βγ = ij becomes
1
c
∂tA
000 + ∂kA
k00 = I00 ,
1
c
∂tA
00i + ∂kA
k0i = I0i ,
1
c
∂tA
0ij + ∂kA
kij = Iij . (33)
Now we adopt the following change of variables
T 00 = m40cF2, T
k0 = m40G
k
2 , T
0i = m40F
i
2, T
ki =
m40
c
Gki2 (34)
A000 = m50c
2F3, A
00i = m50cF
i
3, A
0ij = m50F
ij
3 (35)
Ak00 = m50cG
k
3 , A
k0i = m50G
ki
3 , A
kij = m50
1
c
Gkij3 (36)
I00 = cRm50, I
0i = Qim50, I
ij =
1
c
pijm50 . (37)
In their terms eqs. (31), (32) and (33) become
∂tF2 + ∂kG
k
2 = 0 , ∂tF
i
2 + ∂kG
ki
2 = 0 , ∂tF3 + ∂kG
k
3 = R (38)
∂tF
i
3 + ∂kG
ki
3 = Q
i , ∂tF
ij
3 + ∂kG
kij
3 = p
ij .
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The last of these can be also subdivided in
∂tF
ll
3 + ∂kG
kll
3 = p
ll , ∂tF
<ij>
3 + ∂kG
k<ij>
3 = p
<ij> , (39)
while eq. (23) can be subdivided in
1
c
∂th
0 + ∂kh
k = σ . (40)
With the following changes of names
h0 = m30h, h
k =
m30
c
φκ, σ =
m30
c
σ⋆ (41)
eq. (40) becomes
∂th+ ∂kφ
k = σ⋆ . (42)
4.2 A first transformation of the Lagrange Multipliers
EQ. (25)1 for α = 0 becomes
dh0 = λ0dT
00 + λidT
0i + λ00dA
000 + 2λ0idA
00i + λijdA
0ij . (43)
By using eq. (41)1 and (34)-(36), it transforms into
d(m30h) = λ0d(m
4
0cF2) + λid(m
4
0F
i
2) + λ00d(m
5
0c
2F3) + (44)
+ 2λ0id(m
5
0cF
i
3) + λijd(m
5
0F
ij
3 )
from which
dh = λ0m0cd(F2) + λim0d(F
i
2) + λ00m
2
0c
2d(F3) + (45)
+ 2λ0im
2
0cd(F
i
3) + λijm
2
0d(F
ij
3 ) =
= ℓdF2 + ℓidF
i
2 + ηdF3 + µidF
i
3 + µijdF
ij
3 ,
with
ℓ = λ0m0c , ℓi = λim0 , η = λ00m
2
0c
2 , µi = 2λ0im
2
0c , µij = λijm
2
0 . (46)
Similarly, eq. (25)1 for α = k becomes
dhk = λ0dT
k0 + λidT
ki + λ00dA
k00 + 2λ0idA
k0i + λijdA
kij. (47)
By using eq. (41) and (34), (36), it transforms into
d(
m30
c
φk) = λ0d(m
4
0G
k
2) + λid(
m40
c
Gki2 ) + λ00d(m
5
0cG
k
3) +
+ 2λ0id(m
5
0G
ki
3 ) + λijd(m
5
0
1
c
Gkij3 )
which can be rewritten also as
dφk = λ0cm0d(G
k
2) + λim0d(G
ki
2 ) + λ00c
2m20d(G
k
3) + (48)
+ 2λ0icm
2
0d(G
ki
3 ) + λijm
2
0d(G
kij
3 ) =
= ℓdGk2 + ℓidG
ki
2 + ηdG
k
3 + µidG
ki
3 + µijdG
kij
3 ,
10
where we have used (46). The equations (45) and (48) represent the entropy principle for the system
(38); moreover, eq. (46) gives the transformation of the Lagrange multipliers.
Let us now find the transformation of h′α ; eq. (26) for α = 0 is
h0 = −h′0 + λ0T
00 + λiT
0i + λ00A
000 + 2λi0A
0i0 + λijA
0ij . (49)
By using eqs. (41)1, (46) and (34)-(36), eq. (49) becomes
m30h = −h
′0 + ℓm30F2 + ℓim
3
0F
i
2 + ηm
3
0F3 + µim
3
0F
i
3 + µijm
3
0F
ij
3 . (50)
This can be rewritten as
h =
−h′0
m30
+ ℓF2 + ℓiF
i
2 + ηF3 + µiF
i
3 + µijF
ij
3 (51)
or
h = −h′ + ℓF2 + ℓiF
i
2 + ηF3 + µiF
i
3 + µijF
ij
3 (52)
where we have defined
h′0 = m30h
′ . (53)
In this way we have found the counterpart of (41)1 for h
′0. Let us now find the transformation of
h′α for α = k; from eq. (26) we find
hk = −h′k + λ0T
k0 + λiT
ki + λ00A
k00 + 2λi0A
ki0 + λijA
kij (54)
This, by using again eqs. (41)2, (46) and (34)-(36), can be written as
m30
c
φk = − h′k +
ℓ
m0c
m40G
k
2 +
ℓi
m0
m40
c
Gki2 +
+
η
m20c
2
m50cG
k
3 +
µi
m20c
m50G
ki
3 +
µij
m20
m50
c
Gkij3
or
φk = −φ′k + ℓGk2 + ℓiG
ki
2 + ηG
k
3 + µiG
ki
3 + µijG
kij
3 (55)
with
h′k =
m30
c
φ′k. (56)
Eqs. (53) and (56) are the counterparts of (41)1,2 for h
′0 and h′k. Eqs. (52) and (55) are the
counterpart of eq. (26) for the system (38). Let us finish by considering the counterpart of mass
conservation (22), that is −I00 + Iijδij = 0 or, by use of (37), − cRm
5
0 +
1
c
pijm50δij = 0. In other
words,
R =
1
c2
pijδij . (57)
4.3 The second transformation in 3-dimensional form
4.3.1 Suggestions from the kinetic theory for ideal gases
For ideal gases the variables F2, F
i
2, F3, F
i
3, F
ij
3 have counterparts in statistical mechanics where they
are defined as moments of the distribution function f˜ , i.e., by means of the following integrals
F2 =
∫
f˜γ6du , F i2 =
∫
f˜ γ6uidu , (58)
F3 =
∫
f˜γ7du , F i3 =
∫
f˜ γ7uidu , F ij3 =
∫
f˜ γ7uiujdu .
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where γ is the Lorentz factor (1− u
2
c2
)−
1
2 .
If we take the limits of these expressions for c → ∞ we obtain F2 = F3, F
i
2 = F
i
3 so that they
will be no more independent variables; to avoid this problem, we take suitable invertible linear
combinations of the equations before taking the limits.
In particular, as first equation we take the linear combination of (38)3 and (39)1 trough the coeffi-
cients 1 and −1
c2
, respectively; so we obtain the following eq. (69)1 which is the conservation law of
mass with
F = F3 −
1
c2
F ll3 , G
k = Gk3 −
1
c2
Gkll3 ; (59)
moreover, we have taken into account eq.(57).
As second equation we take (38)2 which can be written as the following eq. (69)2 which is the
conservation law of momentum with
F i = F i2 , G
ki = Gki2 ; (60)
As third equation we take the linear combination of (38)1, (38)3, (39)1 trough the coefficients 2c
2,
−2c2, 2 respectively; so it becomes
∂tF
ll + ∂kG
kll = 0 (61)
which is the conservation law of energy, with
F ll = 2c2(F2 − F3 +
1
c2
F ll3 ) , G
kll = 2c2(Gk2 −G
k
3 +
1
c2
Gkll3 ) . (62)
As fourth equation we take (39)2 which we write as
∂tF
<ij> + ∂kG
k<ij> = p<ij> (63)
where
F<ij> = F<ij>3 , G
k<ij> = Gk<ij>3 . (64)
We transform furtherly eq. (63) adding to it eq. (61) multiplied by δ
ij
3 and obtaining the following
eq. (69)3 with
F ij = F ij3 +
c2δij
3
(2F2 − 2F3 +
F ll3
c2
) (65)
Gkij = Gkij3 +
c2δij
3
(2Gk2 − 2G
k
3 +
Gkll3
c2
) (66)
Equation (69)3 encloses both (61) and (63). As other equation we take the linear combination of
(38)4 and (38)2 trough the coefficients 2c
2 and −2c2, respectively; so we obtain the following eq.
(69)4 with
F ill = 2c2(F i3 − F
i
2) , G
kill = 2c2(Gki3 −G
ki
2 ) , p
ill = 2c2Qi . (67)
Finally, as last equation we take the linear combination of (38)1, (38)3, (39)1 trough the coefficients
−8c4, +8c4, −4c2 respectively; so we obtain the following eq. (69)5 with
F iill = −8c4F2 + 8c
4F3 − 4c
2F ll3
Gkiill = −8c4Gk2 + 8c
4Gk3 − 4c
2Gkll3
piill = 8c4R− 4c2pll = 8c2pll − 4c2pll = 4c2pll ,
(68)
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where eq. (57) has been used. The complete system is
∂tF + ∂kG
k = 0 , ∂tF
i + ∂kG
ki = 0 , ∂tF
ij + ∂kG
kij = p<ij> , (69)
∂tF
ill + ∂kG
kill = pill , ∂tF
iill + ∂kG
kiill = piill .
Note that the only difference between this system and (1) is that in (69)1 intervenes G
k, while in
(1)1 there is F
k; for this reason we will have to impose the further condition Gk = F k.
4.3.2 Reasons for the above choice of coefficients.
The coefficients in the above linear combinations have been chosen for the following reasons: from
(58), (59)1, (60)1, (62)1, (64)1, (67)1, (68)1 it follows
F =
∫
f˜ γ7(1−
u2
c2
)d , F i =
∫
f˜γ6uiduu =
∫
f˜γ5du , F ll = 2c2
∫
f˜γ7(
1
γ
− 1 +
u2
c2
)du ,
F<ij> =
∫
f˜γ7(uiuj −
1
3
u2δij)du , F ill = 2c2
∫
f˜γ7ui(1−
1
γ
)du ,
F iill =
∫
f˜ γ7(−8c4
1
γ
+ 8c4 − 4c2u2)du ,
which have limits
∫
f˜du,
∫
f˜uidu,
∫
f˜u2du,
∫
f˜u<iuj>du,
∫
f˜uiu2du,
∫
f˜u4du, where we have taken
into account also that
1
γ
=
√
1−
u2
c2
= 1−
1
2
u2
c2
−
1
8
u4
c4
+
u6
c6
(...) . (70)
From the previous expressions it follows that F ij has limit
∫
f˜uiujdu. Obviously, the previous
properties hold in the case of ideal gases; we assume that the corresponding change of equations is
appropriate also for dense gases and for macromolecular fluids. In this way generality is not lost
because the Galilean relativity principle has the same form for both cases.
4.4 Second Transformation of the Lagrange multipliers
The change of equations in the previous section induces another one on the Lagrange multipliers
and we want now to determine it.
We observe that the equations (59)1, (60)1, (65), (67)1, (68)1 give F , F
i, F ij, F ill, F iill in terms of
F2, F
i
2, F3, F
i
3, F
ij
3 . Let us now take the inverse of these relations, which are
F2 =
F ll
2c2
+ F , F i2 = F
i (71)
F3 = F +
F ppll
4c4
+
F ll
c2
, F i3 =
F ill
2c2
+ F i , F ij3 = F
ij +
δij
3
F ppll
4c2
and these we now substitute in eq. (45); so it becomes
dh = ld(
F ll
2c2
+ F ) + lid(F
i) + ηd(F +
F ppll
4c4
+
F ll
c2
) +
+ µid(
F ill
2c2
+ F i) + µijd(F
ij +
1
3
δij
F ppll
4c2
) =
= λdF + λidF
i + λijdF
ij + λilldF
illλpplldF
ppll (72)
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with
λ = l + η , λi = li + µi , λij = µij + (
l
2c2
+
η
c2
)δij , (73)
λill =
µi
2c2
, λppll =
η
4c4
+
µll
12c2
.
In this way we have found the first part of the entropy principle for the new system.
For the sequel it will be useful to take the inverse of eqs. (73). They are
η = 8c4λppll −
2
3
c2λll + λ , ℓ = −8c
4λppll +
2
3
c2λll , µi = 2c
2λill , (74)
ℓi = λi − 2c
2λill , µij = λij − (4c
2λppll −
λll
3
+
λ
c2
)δij .
Similarly, eqs. (59)2, (60)2, (66), (67)2, (68)2 give G
k, Gki, Gkij ,Gkill, Gkiill, in terms of Gk2 , G
ki
2 ,
Gk3 , G
ki
3 G
kij
3 . The inverses of these relations are
Gk2 =
Gkll
2c2
+Gk , Gki2 = G
ki (75)
Gk3 = G
k +
Gkppll
4c4
+
Gkll
c2
, Gki3 =
Gkill
2c2
+Gki , Gkij3 = G
kij +
1
3
δij
Gkppll
4c2
,
which now we substitute into eq. (48) which now becomes
dφk = ℓd(
Gkll
2c2
+Gk) + ℓidG
ki + ηd(Gk +
Gkppll
4c4
+
Gkll
c2
) + (76)
+ µid(
Gkill
2c2
+Gki) + µijd(G
kij +
1
3
δij
Gkppll
4c2
) =
= λdGk + λidG
ki + λijdG
kij + λilldG
kill + λpplldG
kppll ,
thanks to eq. (73).
In this way we have obtained the second part of the entropy principle. We deduce now the trans-
formation of h′ and φ′k; to this end, let us take eq. (52) and substitute eqs. (71); so we obtain
h = −h′ + l(
F ll
2c2
+ F ) + liF
i + η(F +
F ppll
4c4
+
F ll
c2
) + (77)
+ µi(
F ill
2c2
+ F i) + µij(F
ij +
δij
3
F ppll
4c2
)
which, for eq. (73), can be written in the following way
h = −h′ + λF + λiF
i + λijF
ij + λillF
ill + λppllF
ppll (78)
From eqs. (55), by substituting from eqs. (75) we find
φk = −φ′k + ℓ(
Gkll
2c2
+Gk) + ℓiG
ki + (79)
+ η(Gk +
Gkppll
4c4
+
Gkll
c2
) + µi(
Gkill
2c2
+Gki) + µij(G
kij +
δijGkppll
12c2
) =
= −φ′k + λGk + λiG
ki + λijG
kij + λillG
kill + λppllG
kppll ,
for eqs. (73).
The equations (72) and (76) gives the entropy principle for the balance equations (69). The equations
(78) and (79) give the counterparts of (52) and (55) for the new system (69). We have now to obtain
h′ and φ′k from (29) expressing them in terms of the new Lagrange multipliers and then taking the
limits for c −→∞. The functions h′ and φ′k are called ”potentials”.
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5 Determination of the potentials
With eqs. (78) and (79) we have found that the functions h′ and φ′k for the new system (69) are
exactly the same obtained, through the above mentioned passages, from the 4-potential h′α for the
system (21). Consequently, we may obtain them from the result (29) of the relativistic system. To
this end it is necessary to write the relativistic Lagrange multipliers in terms of those for the system
(69). By deducing λ0, λi, λ00, λ0i and λij from (46), and by substituting in their expressions eqs.
(74) we obtain
λβγ =
c2
m20
−8λppll 0j
0i −4λppllδij
+ 1
c
 0 −λjll
λill 0ij
+ (80)
+
1
c2
23λll 0j
0i λij +
1
3λllδij
+ 1
c4
−λ 0j
0i −λδij
 ,
λβ =
c3
m0
8λppll
0i
+ 1
c
 0
−2λill
+ 1
c2
−23λll
0i
+ 1
c3
 0
λi
 .
We can now begin to evaluate the 4-vectors intervening in (29) and the scalars (30).
5.1 The scalars Q1 - Q4 .
Let us begin with (30)1. From eq. (80)1 we find
Q1 =
c2
m20
(
−20λppll +
1
c2
8
3
λll −
4
c4
λ
)
. (81)
Consequently, if we assume that the scalar functions depend on Q1 as composite functions through
m2
0
−20c2Q1, then their limits will be functions of λppll = X1.
Let us consider now eq. (30)2. From eq. (80)1 we find
Q2 =
c4
m40
(
112λ2ppll + 0(
1
c
)
)
,
where 0(1
c
) has limit zero when c goes to infinity. Therefore, if we assume that the scalar functions
depend on Q2 as composite functions through
m40
c4
Q2, then their limits will be functions of 112λ
2
ppll.
But this is not independent from X1, so that this result is too much restrictive. The idea is now to
find a number k such that
m4
0
c4
(Q2 + kQ
2
1) has zero limit for c going to infinity. We find k = −
7
25 .
After that, we see that
Q2 −
7
25
Q21 =
c2
m40
(
−2λallλall +
16
5
λppllλll + 0(
1
c
)
)
. (82)
Therefore, if we assume that the scalar functions depend on Q1 and Q2 as composite functions
through
m20
−20c2Q1 and
m40
c2
(Q2 −
7
25Q
2
1), then their limits will be functions of X1 ed X2.
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Going on in a similar way, we look for the numbers k1 and k2 such that
m60
c4
[Q3+k1Q1(Q2−
7
25Q
2
1)+
k2Q
3
1] has zero limit for c going to infinity. We find k1 = −
9
10 and k2 = −
11
125 . After that, we obtain
Q3 −
9
10
Q1(Q2 −
7
25
Q21)−
11
125
Q31 =
c2
m60
(
−
3
2
X3 + 0(
1
c
)
)
. (83)
Then the limit of a scalar function depends on X1, X2 and X3.
Similarly, we search the numbers k3, k4, k5, k6 such that
m8
0
c4
{Q4 + k3Q1[Q3 −
9
10Q1(Q2 −
7
25Q
2
1) −
11
125Q
3
1] + k4(Q2 −
7
25Q
2
1)
2 + k5Q
2
1(Q2 −
7
25Q
2
1) + k6Q
4
1] has zero limit for c going to infinity. We find
k3 = −
16
15 , k4 = −
1
2 , k5 = −
14
25 , k6 = −
19
625 . After that, we obtain
Q4 −
16
15
Q1
[
Q3 −
9
10
Q1
(
Q2 −
7
25
Q21
)
−
11
125
Q31
]
−
1
2
(
Q2 −
7
25
Q21
)2
(84)
−
14
25
Q21
(
Q2 −
7
25
Q21
)
−
19
625
Q41 =
c2
m80
(
−2X4 + 0(
1
c
)
)
.
Therefore, the limit of a scalar function depends on X1, X2, X3 and X4.
Before proceeding with the other scalars (30)5−8, let us evaluate the 4-vectors of which (29) is a
linear combination.
5.2 Limits of the 4-vectors in the expression of the relativistic
potential
From the eqs. (53), (56) and (80)2 it follows that the term h0λ
α contributes to φ′k the term −2H0λkll
and to h′ the term 8H0λppll, where H0 is the limit of
c3
m4
0
h0 for c going to infinity.
But, from eqs. (56) and (80) it follows that the term h1λ
αγλγ contributes to φ
′k the term c
5
m6
0
h1 16λppllλkll
which is parallel to the previous one. In order not to lose generality, it is better to look for a number
a such that (λαγλγ + aQ1 λ
α)
m3
0
c5
has zero limit. We find a = −25 . After that, we obtain
λαγλγ −
2
5
Q1 λ
α =
c3
m30
X2
0i
+ 1
c
 0
V i1
+ 0(1
c
) (85)
Now a linear combination, with arbitrary coefficients, of λα, λαγλγ ,
2
λ αγλγ ,
3
λαγλγ is also a linear
combination, with arbitrary coefficients, of λα, λαγλγ −
2
5 Q1 λ
α,
2
λ αγλγ ,
3
λαγλγ so we can suppose
that in (29) there is λαγλγ−
2
5 Q1 λ
α instead of λαγλγ ; After that, from eqs. (53) and (56) it follows
that the term h1(λ
αγλγ −
2
5 Q1 λ
α) contributes to φ′k the term H1(−2λihλhll + 4λppllλi +
4
5λllλill)
and to h′ the terms H1X2, where H1 is the limit of
c3
m6
0
h1 for c going to infinity.
Proceeding furtherly in this way, we search the numbers a1, a2, a3, such that
m5
0
c5
{
2
λ αγλγ + a1Q1λ
αγλγ +
[
a2Q
2
1 + a3(Q2 −
7
25Q
2
1)
]
λα
}
, has zero limit for c going to infinity. We
find a1 = −
3
5 , a2 =
2
25 , a3 = −
1
2 . After that, we obtain
2
λ
αγλγ −
3
5
Q1λ
αγλγ +
[
2
25
Q21 −
1
2
(Q2 −
7
25
Q21)
]
λα = (86)
=
c3
m50
X3
0i
+ 1
c
 0
V i2
+ 0(1
c
) .
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This 4-vector can replace
2
λ αγλγ in (29); so we find that it, together with the factor h2, contributes
to φ′k the term H2(−2λ
2
khλhll +
6
5λllλkaλall + 4λkaλaλppll −
11
25λ
2
llλkll − λkllλaλall + λkλallλall +
+(trλ2ab)λkll −
12
5 λppllλllλk) and to h
′ the term H2X3, with H2 limit of
c3
m8
0
h2 for c going to infinity.
Finally, we search the numbers a4, a5, a6, a7, a8, a9, such that
m7
0
c5
{
3
λ αγλγ + a4Q1
2
λ αγλγ +
[
a5Q
2
1 + a6(Q2 −
7
25Q
2
1)
]
λαγλγ
+
[
a7Q3 + a8Q
3
1 + a9Q1(Q2 −
7
25Q
2
1)
]
λα }, has zero limit for c going to infinity. We find a4 = −
4
5 ,
a5 =
1
5 , a6 = −
1
2 , a7 = −
1
3 , a8 =
1
75 , a9 =
2
5 . After that we have the result
3
λ
αγλγ −
4
5
Q1
2
λ
αγλγ +
[
1
5
Q21 −
1
2
(Q2 −
7
25
Q21)
]
λαγλγ + (87)[
−
1
3
Q3 +
1
75
Q31 +
2
5
Q1(Q2 −
7
25
Q21)
]
λα =
=
c3
m70
X4
0i
+ 1
c
 0
V i3
+ 0(1
c
) .
It may replace
3
λ αγλγ in (29), so that it, together with the factor h3, contributes to φ
′k the term
H3
[
2λppll
(
−2λ2khλh − trλ
2
abλk −
8
5λllλkaλa +
17
25λ
2
llλk
)
+ (λkhλh)(λallλall)+
−45λll(λallλall)λk −
17
25λ
2
llλkaλall − (λallλall)λkbλbll + (trλ
2
ab)λkcλcll +
4
5λll(λaλall)λkll +
8
5λllλ
2
khλhll+
+ 74375λ
3
llλkll −
4
5λll(trλ
2
ab)λkll + (λabλallλbll)λk − (λabλaλbll)λkll +
2
3(trλ
3
ab)λkll − 2λ
3
khλhll
]
and to h′
the term H3X4, with H3 limit of
c3
m8
0
h3 for c going to infinity.
5.3 The scalars P0 - P3 .
From eq. (80)2 we find P0 =
c6
m2
0
(
64λ2ppll + 0(
1
c
)
)
so that the limit of
m2
0
c6
P0 is a function of X1. In
order to obtain a less restrictive result, we may substitute P0 with P0+
4
25Q
2
1m
2
0c
2, because this will
eliminate the term c
6
m2
0
64λ2ppll di P0; in fact we obtain
P0 +
4
25
Q21m
2
0c
2 =
c4
m20
(
−2X2 + 0(
1
c
)
)
.
In this way we have a better result, even if it is still not enough; to this end let us substitute
P0 +
4
25Q
2
1m
2
0c
2 with P0 +
4
25Q
2
1m
2
0c
2 + 2(Q2 −
7
25Q
2
1)m
2
0c
2 and the result is satisfactory because is
equal to
c2
m20
(
−
2
5
λ2ll + 16λppllΛ− 4λaλall + 2trλ
2
ab + 0(
1
c
)
)
.
In this way we have found the new scalar X5.
Let us now consider the scalar P1 in (30)6. It is obvious, for eq. (85) that it is better to replace it
with P1 −
2
5Q1P0; but this has limit a scalar which is a function of X1, X2, X3. Briefly, let us look
for the numbers b1 and b2 such that
m40
c4
{
P1 −
2
5
Q1P0 + b1Q1
(
Q2 −
7
25
Q21
)
m20c
2 + b2
[
Q3 −
9
10
Q1(Q2 −
7
25
Q21)−
11
125
Q31
]
m20c
2
}
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has zero limit.
We find b1 =
2
5 , b2 =
4
3 . After that we have
P1 −
2
5
Q1P0 +
2
5
Q1
(
Q2 −
7
25
Q21
)
m20c
2 +
4
3
[
Q3 −
9
10
Q1(Q2 −
7
25
Q21)−
11
125
Q31
]
m20c
2 =
=
c2
m40
(
X6 + 0(
1
c
)
)
,
from which the new scalar X6.
Let s consider now the scalar P2 in (30)7. It is obvious, for eq. (86) that it is better replace it with
P2 −
3
5Q1P1 +
[
2
25Q
2
1 −
1
2
(
Q2 −
7
25Q
2
1
)]
P0; but also this is not enough; then we search the numbers
b3 and b4 such that
m60
c4
{
P2 −
3
5
Q1P1 +
[
2
25
Q21 −
1
2
(
Q2 −
7
25
Q21
)]
P0+
+b3Q1
[
Q3 −
9
10
Q1
(
Q2 −
7
25
Q21
)
−
11
125
Q31
]
m20c
2
}
+
+b4
m60
c4
{
Q4 −
16
15
Q1
[
Q3 −
9
10
Q1
(
Q2 −
7
25
Q21
)
−
11
125
Q31
]
+
−
1
2
(
Q2 −
7
25
Q21
)2
−
14
25
Q21
(
Q2 −
7
25
Q21
)
−
19
625
Q41
}
m20c
2
has zero limit.
We find b3 =
4
15 , b4 = 1. After that it follows
P2 −
3
5
Q1P1 +
[
2
25
Q21 −
1
2
(
Q2 −
7
25
Q21
)]
P0 +
+
4
15
Q1
[
Q3 −
9
10
Q1
(
Q2 −
7
25
Q21
)
−
11
125
Q31
]
m20c
2 +
+
{
Q4 −
16
15
Q1
[
Q3 −
9
10
Q1
(
Q2 −
7
25
Q21
)
−
11
125
Q31
]
+
−
1
2
(
Q2 −
7
25
Q21
)2
−
14
25
Q21
(
Q2 −
7
25
Q21
)
−
19
625
Q41
}
m20c
2 =
=
c2
m60
(
X7 + 0(
1
c
)
)
,
from which the new scalar X7.
Finally, let us consider the scalar P3 in (30)8. It is obvious, for eq. (87) that it is better replace
it with P3 −
4
5Q1P2 +
[
1
5Q
2
1 −
1
2(Q2 −
7
25Q
2
1)
]
P1 +
[
−13Q3 +
1
75Q
3
1 +
2
5Q1(Q2 −
7
25Q
2
1)
]
P0; but this
also is not enough; then we look for a number b5 such that
m80
c6
{
P3 −
4
5
Q1P2 +
[
1
5
Q21 −
1
2
(Q2 −
7
25
Q21)
]
P1 +
[
−
1
3
Q3 +
1
75
Q31 +
2
5
Q1(Q2 −
7
25
Q21)
]
P0
}
+
+b5Q1
m80
c6
{
Q4 −
16
15
Q1
[
Q3 −
9
10
Q1
(
Q2 −
7
25
Q21
)
−
11
125
Q31
]
+
−
1
2
(
Q2 −
7
25
Q21
)2
−
14
25
Q21
(
Q2 −
7
25
Q21
)
−
19
625
Q41
}
m20c
2
18
has zero limit.
We find b5 =
1
5 . Then we can evaluate
P3 −
4
5
Q1P2 +
[
1
5
Q21 −
1
2
(Q2 −
7
25
Q21)
]
P1 +
[
−
1
3
Q3 +
1
75
Q31 +
2
5
Q1(Q2 −
7
25
Q21)
]
P0 +
+
1
5
Q1
{
Q4 −
16
15
Q1
[
Q3 −
9
10
Q1
(
Q2 −
7
25
Q21
)
−
11
125
Q31
]
+
−
1
2
(
Q2 −
7
25
Q21
)2
−
14
25
Q21
(
Q2 −
7
25
Q21
)
−
19
625
Q41
}
m20c
2 =
=
c2
m80
(
X8 + 0(
1
c
)
)
,
from which the last new scalar X8.
NOTE: We have obtained the decomposition (80) by considering a modified procedure of that
introduced in [10], [11] for ideal gases; instead of this, if we use exactly the procedure of [10], [11],
we have to substitute (80) with
λβγ =
c2
m20
−8λppll 0j
0i −4λppllδij
+ 1
c
 0 −λjll
λill 0ij
+ (88)
+
1
c2
 0 0j
0i λij
+ 1
c3
 0 −12λj
1
2λi 0ij
+ 1
c4
−λ 0j
0i 0ij
 ,
λβ =
c3
m0
8λppll
0i
+ 1
c
 0
−2λill
 .
Another procedure is present in literature ( [12], [13]) also for ideal gases. If we want to follow it,
then we have to substitute (80) with
λβγ =
c2
m20
−3λppll 0j
0i λppllδij
+ 1
c
 0 −λjll
λill 0ij
++ 1
c2
 0 0j
0i λ<ij>
 , (89)
λβ =
c3
m0
8λppll
0i
+ 1
c
 0
−2λill
+ 1
c2
−23λll
0i
+ 1
c3
 0
λi
 ,
ξ = c4
(
5λppll −
2
3
1
c2
λll +
λ
c4
)
.
We have performed calculations also with (88) and with (89) instead of (80), but we don’ t report
them for the sake of brevity. The interesting result is that the pertinent polynomials in 1/c are
different between them and from those here obtained, but the limits for c going to infinity are the
same with all 3 approaches!
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