Abstract: In very different areas of science and engineering, the response of a certain system after excitation can be considered as a sum of exponentials. When analyzing these signals not only the parameters but the order of the model have to be estimated. Here we present an improved spectroscopic technique specially suited for this purpose. Time domain processing and the iterative nature of the proposed algorithm are the main features.
I. INTRODUCTION
Multiexponential signals are found in such diverse areas as nuclear science, chemical kinetics, biomedicine, semiconductors, thermal responses. etc. Many different methods have been proposed for the analysis of these signals: non-linear least-squares fitting [l] , the method of moments [2] , linear prediction [3], exponential series method [4] , Gardner transformation [5] , the Prony algorithm [6] or the Pade-Laplace transformation [7] , are some examples. However, we are facing an still open problem. The underlying difficulty is that exponential decays, in contrast to pure sinusoids do not form an orthogonal basis of functions on the real axis. This fact makes the estimation process extremely sensitive to experimental noise and truncation of the measured signal.
The authors have proposed an spectroscopic technique for the analysis of this kind of transient signals (MultiExponential Transient Spectroscopy -METS) [8] . It is important to note that the spectroscopic nature of the algorithm gives the analyst more information than other techniques because: 0)
(ii) (iii) It permits to deal with discrete and continuous time distributions. the shape of the peaks give information about the adequacy of the model the number of peaks informs about the number of exponential terms to include in the model. Moreover, as it will follow soon, the procedure leads to the natural implementsation of iterative deconvolution algorithms which can increase the time-resolution capabilities of the tec:nique. A final step based on constrained non-linear least-squares furnish the final numerical estimates of the unknown parameters.
In the following sections we will present by the sake of completeness the basic theory of the algorithm, the improvements introduced when compared with its previous version, and an application example. The paper will end with the main conclusions.
II. THEORY
We consider the set of signals generated from a certain time-constant distribution G(T):
The objective is to recover the underlying G(T). We define the 1 st order METS signal:
It can be deduced that this signal can be written as a The iterative filter is given by: T, and h,(y)=exp(y-e") , y = In t.
h,(y) is the peak shaped kernel and k(z) contains the information to be recovered. In most occassions this technique is applied to the analysis of decays arising from a discrete time constant distribution. The METS signal will consist on a finite set of peaks whose shape will be given by the kernel function. However, due to the finite width of the peak, blurring will fuse near time constants in a single broader peak (Fig. 1) . This signal analysis brings up inmediate analogies with spectroscopic techniques. In this case the 'instrument impulse response' can be identified with the kernel function. The cummulative application of this filter acts as a high pass filter. The frequency response of the applied filter to obtain the 1 st to 5th order METS signal can be observed in Fig. 2 . In every iteration more weight is given to the high frequency content of the signal.
One of the most interesting features of this iterative filter is that it preserves the METS signal as a new convolution of k(y) with a narrower kernel signal.
METS, ( y )
where h,(y)=exp(ny -eY). The shape of these kernels can be observed in Fig. 3 .
Frequency
To recover k(y) from the measured METS signal is a deconvolution problem which is ill-conditioned. In the frequency domain the kernel function acts as a low-pass filter removing high frequencies present in k(y).
At these frequencies, experimental noise level might be
Fig. 2.
Cummulative frequency response of the filter.
-
higher than the signal and subsequent attempts to recover k(y) have to face noise amplification which can easily obscure the information in the deconvolved results.
Despite these problems a number of deconvolution procedures can be applied [9] . Here, we will present an
iterative linear filtering technique which can be assimilated, although not exactly, to inverse filtering. which can improve the results achieved with traditional linear methods, clues will be given for the success of the proposed technique which is specially tailored for multiexponential transients. Note that, although not apparent in the figure, the peak not only becames more narrow, but also more intense and suffers a controlled shift towards higher times. In fact the maximum value h, rifle+, appears in y=ln n. This is not a problem since the METS signal can be shifted (In n) to the left for interpretation purposes or visual representation. So resolution increases as the user computes higher order METS signals. This can be observed in the simulation example in Fig. 4 , where the signals appear after normalization and time shift.
The analyzed signals consist of four time constants whose amplitudes can be observed in the 9th order METS signal.
However, a side consequence of such a behaviour is that the maximum METS order which can be calculated is given by the lenght of the adquired transient divided by the longer time constant present in the signal. In addition, the finite width of the kernel function permits easily to discard spurious peaks with reduced width which can not be due to new time constants. Because of the convolution preservation property of the present approach, at any time it is possible to use other deconvolution algorithms as for instance Jansson's deconvolution [9] or Siska's ratio [lo] . It is the authors experience that these methods permit an important improvement in resolution and by doing so, they permit a more precise extraction of the model order. However, for a more accurate estimation of the unknown parameters: time-constants and their amplitudes, we propose a final step with constrained non-linear squares fit of the METS, signal.
Ill. DISCRETE TIME IMPLEMENTATION AND NOISE Fl LTER I NG For the digital implementation of the above algorithm a very critical step is the transformation from a uniformly sampled transient in time, to a uniform sampling in the logarithm of time. Such transformation is carried out together with low-pass filtering. We have to consider that usually the experiment needs several time decades to be explored (5 to 8 decades are common numbers depending on the application). Because usual hardware for digital signal adquisition does only permit uniform time sampling and in order to prevent a huge number of data to collapse our signal processing system, usually signal adquisition is done in several sections with a progressive reduction of the sampling rate. From this non-uniform signal sampling we would like to interpolate the signal values at times: i where N is the desired amount of points per decade and to is the minimum samiding period. Due to bandwidth of the METS signals we have determined that the optimum N lies between 10 to 1 Ei points per decade, depending on the maximum METS signal order which we need to be computed. No gain is obtained by increasing this number so the higher the sampling rate in the logarithm of the time the larger will be the frequency band where the experimental noise can surpass the signal.
While the theory of multirate signal processing is wellknown, not as many liiterature exist when such a nonlinear transformation of the time scale is performed. In this case to avoid 'aliasing' we need to low-pass the transient with a filter whose bandwidth is inversely proportional to the elapsed time. This means that we need a time-varying filter followed by interpolation. We propose to use a moving average filter whose length (M) increases proportionally in time:
s to calculate the filter output in the neighborhood of t, being t, the sampling time. The easiest approach is just to compute the mean (coefficients of the filter 1/M) although other filter designs can be used. A problem appears in the 1 st demde where M can be smaller than one, in such case direct quadratic intepolation is performed.
A direct consequence of this procedure is that the experimental noise in the METS signal becomes nonstationary with a variance which decreases inversely proportional to time. This reduction of the noise power with time comes to be an advantage because as we compute higher order METS signals, the peaks move to areas where the noise power is smaller so less noise amplification occurs within the peak vicinity.
For the calculation of the derivative we use a simple twopoint difference [8] . Of course, more elaborated differentiators can be used [I 11 but this is well-suited to the application because of its minimum length which minimizes border effects at the beginning and final part of the transient.
IV. ADDITIONAL ITERATIVE DECONVOLUTION
As we have already mentioned, the proposed procedure preserves the signal as a convolution so we can use alternative deconvolution schemes at different METS orders for the same transient. Although a huge variety of deconvolution methods have been reported in the literature, we will restrict ourselves in this paper to the application of the Jansson's method and the Siska's ratio.
The Jansson's method is a constrained nonlinear deconvolution method outgrown as an evolution of previous linear deconvolution techniques coming from the work of Van Cittert. Its rationale comes from the fact that linear methods sometimes end up in nonphysical results. An example of such case is the analysis of thermal one port systems. In this case only positive amplitudes have physical meaning [12] . By forcing the solution to be physically feasible the overall performances improves. Not only negative peaks can be prevented, but by proper choice of the relaxation factor, the maximum peak amplitude is also limited. When analysing themal exponential transients it is obvious that the maximum amplitude it is given by the total transient amplitude. In such cases the Jansson's method can be written as:
(* stands for convolution) where the relaxation factor including the above constraints is given by:
being A the total amplitude of the transient. r , is a parameter which can be adjusted typically by trial and error, although it is related to the eigenvalues of the impulse response on toeplitz matrix form.
On the other hand, the Siska's ratio, an evolution of the Gold's ratio is guiven by:
k^'+' =i and uses a multiplicative correction instead of the aditive correction of the Jansson's method. Note that if all the terms in bracket are positive the estimated solution has to remain positive.
To test the possibilities of these non-linear methods, we have applied them to the deconvolution of 1st order METS signals. The test signal has been a bi-exponential decay whose time-constants differ a factor 5, having both terms the same amp1itude.Thi.s factor is not resolved by the 1st order METS signal resulting in a broader peak which indicates the presence of more than one single time constant. To make this simulation test more realistic, a noise with standard deviation of 0.01 was added in a transient of amplitude 2. The best results obtained are shown in Fig. 5-6 . As you may see, both methods clearly identify the presence of two time constants. However neither the positions or the amplitudes are accurate. This fact has induced in our analysis procedure a final nonlinear least squares fit of the METS signal to estimate the unknow parameters, relying in the deconvolution only for model order determination.
V. APPLICATION EXAMPLE
Here we present the analysis of some results obtained when modelling the behaviour of thermal microactuators. In this particular case, the device under study was a thermo-pneumatic micropump. To study the thermal behaviour a power step was applied to the heating resistor and the temperature of the device was monitored from the same resistance which was previously calibrated to be used as a temperature detector. In a total span of 100°C the noise floor was about 0.1"C. In Fig. 7 , the iterative application of the METS method may be observed. Three time constants can be identified. The maximum order attainable is limited by the increasing noise level. You may also observe that the noise level is more important in the 1 st time decade. The total noise power diminishes with time, so for instance the peak at about 0.9 s is quite clean.
As we have already mentioned, once decided the model order the final estimation of the parameters relies in a non-linear optimization procedure. For instance, in Fig. 8 , you may see the fit of a 7th order METS signal with three exponential terms.
VI. (CONCLUSIONS
In this paper we have presented a method for the analysis of multicomponent exponential transients. An improved resolution is achieved by the combination of the technique with non-linear deconvolution methods. The estimation of the paralmeters is carried out by fitting the METS signal due to the shape preservation characteristic of the proposed algorithm. A more complete analysis of the metrological performances of this techniqtie needs further work.
