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Abstract
The problem of developing conditions under which generalized inverses of a partitioned
matrix can be expressed in the so-called Banachiewicz–Schur form is reconsidered. Theorem
of Marsaglia and Styan [Sankhya¯ Ser. A 36 (1974) 437], concerning the class of all general-
ized inverses, the class of reflexive generalized inverses, and the Moore–Penrose inverse, is
strengthened and new results are established for the classes of outer inverses, least-squares
generalized inverses, and minimum norm generalized inverses.
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1. Introduction
Let Cm,n denote the set of m× n complex matrices. It is known that if a matrix
M0 ∈ Cm+p,m+p, partitioned as
M0 =
(
A0 B0
C0 D0
)
, (1.1)
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is such that A0 ∈ Cm,m is nonsingular and the Schur complement S0 ∈ Cp,p of A0
in M0, defined as
S0 = D0 − C0A−10 B0, (1.2)
is also nonsingular, then the inverse of M0 is expressible in the Banachiewicz–Schur
form
M−10 =
(
A−10 + A−10 B0S−10 C0A−10 −A−10 B0S−10
−S−10 C0A−10 S−10
)
. (1.3)
Marsaglia and Styan [1] substantially extended this result replacing (1.1) by a
general partitioned matrix M ∈ Cm+p,n+q of the form
M =
(
A B
C D
)
(1.4)
and considering the problem of characterizing situations where generalized inverses
of M admit representations similar to (1.3). Let us recall that the set of generalized
inverses of a given matrix K ∈ Cs,t is specified by
K{1} = {L ∈ Ct,s : KLK = K}. (1.5)
Perhaps the best known element of K{1} is the Moore–Penrose inverse of K, denoted
by K+, which according to Penrose [2] is defined by
L = K+ ⇔ KLK = K, LKL = L, KL = (KL)∗, LK = (LK)∗, (1.6)
where the asterix superscript denotes the conjugate transpose. Other classes of gen-
eralized inverses considered in this paper are: the set of outer inverses
K{2} = {L ∈ Ct,s : LKL = L}, (1.7)
the set of reflexive generalized inverses
K{1, 2} = {L ∈ Ct,s : KLK = K,LKL = L}, (1.8)
the set of least-squares generalized inverses
K{1, 3} = {L ∈ Ct,s : KLK = K,KL = (KL)∗}, (1.9)
and the set of minimum-norm generalized inverses
K{1, 4} = {L ∈ Ct,s : KLK = K,LK = (LK)∗}. (1.10)
In addition to (1.4), there is some further notation common for all results of this
paper. Namely, for any fixed generalized inverse G ∈ A{1}, S ∈ Cp,q will denote the
generalized Schur complement of A in M partitioned as in (1.4), i.e.,
S = D − CGB, (1.11)
and N ∈ Cn+q,m+p will stand for a partitioned matrix having the specific structure
N =
(
G + GBHCG −GBH
−HCG H
)
, (1.12)
with H ∈ Cq,p.
J.K. Baksalary, G.P.H. Styan / Linear Algebra and its Applications 354 (2002) 41–47 43
The first part of Theorem in [1] asserts that, under the assumption that H ∈ S{1},
a generalized inverse of M is expressible in the form (1.12) if and only if
FABES = 0, FSCEA = 0, FABHCEA = 0, (1.13)
where
EA = In − GA, FA = Im − AG, ES = Iq − HS, FS = Ip − SH, (1.14)
and conditions (1.13) are independent of the choice of G ∈ A{1} and H ∈ S{1} in-
volved in (1.14). Solutions of a similar type were given also for the problem of
characterizing the cases where N ∈ M{1, 2} and the cases where N = M+. The pur-
pose of this paper is twofold. Firstly, we show that the requirements concerning
H are actually also necessary conditions and therefore can be added to Marsaglia
and Styan’s [1] conditions to form new sets of necessary and sufficient conditions.
It is clear that this leads to strengthened versions of the original results. Secondly,
in addition to the problems of when N ∈ M{1}, N ∈ M{1, 2}, and N = M+, three
new problems of when N ∈ M{2}, N ∈ M{1, 3}, and N ∈ M{1, 4} are solved. Con-
sequently, results corresponding to the second and third parts of Theorem in [1] are
here obtained as corollaries by combining solutions for the classes M{1} and M{2}
to get a solution for the class M{1, 2} and combining solutions for the classes M{2},
M{1, 3}, and M{1, 4} to get a solution for the Moore–Penrose inverse M+.
2. Results
In view of the notation (1.4), (1.11), (1.12), and (1.14), it follows that
MN =
(
AG − FABHCG FABH
FSCG SH
)
(2.1)
and
NM =
(GA − GBHCEA GBES
HCEA HS
)
. (2.2)
(Parenthetically notice that (2.1) contains a correction to the formula (18) in [1],
where the factor CG in the south-west submatrix has been mistakenly specified as a
generalized inverse of C.) In what follows, the abbreviations NW, NE, SW, and SE
will be used to denote the north-west, north-east, south-west, and south-east subma-
trix of a given matrix, respectively.
According to the purpose of this paper presented in Section 1, we will estab-
lish necessary and sufficient conditions under which a matrix N of the form (1.12)
belongs to a given class of generalized inverses of the matrix M partitioned as in
(1.4). Our interest focuses on six relations: N ∈ M{1}, N ∈ M{2}, N ∈ M{1, 2}, N ∈
M{1, 3}, N ∈ M{1, 4}, and N = M+.
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Theorem 1. With the notation (1.4), (1.11), (1.12), and (1.14), N ∈ M{1} if and
only if
H ∈ S{1}, FABES = 0, FSCEA = 0, FABHCEA = 0, (2.3)
the last three conditions being independent of the choice of G ∈ A{1} and H ∈ S{1}
involved in EA, FA, ES, and FS.
Proof. In view of the notation (1.11) and (1.14), it follows from (2.1) and (1.4) that
(MNM)NW = AGA − FABHCGA + FABHC = A + FABHCEA,
(MNM)NE = AGB − FABHCGB + FABHD = AGB + FABHS,
(MNM)SW = FSCGA + SHC = CGA − SHCGA + SHC
= CGA + SHCEA,
(MNM)SE = FSCGB + SHD = CGB − SHCGB + SHD = CGB + SHS.
Consequently, on account of the definition (1.5), N ∈ M{1} if and only if
(MNM)NW = MNW ⇔ FABHCEA = 0,
(MNM)NE = MNE ⇔ FABHS = FAB ⇔ FABES = 0,
(MNM)SW = MSW ⇔ SHCEA = CEA ⇔ FSCEA = 0,
(MNM)SE = MSE ⇔ SHS = S,
which proves necessity and sufficiency of conditions (2.3). The independence of
the last three conditions in (2.3) of the choice of G ∈ A{1} and H ∈ S{1} can be
ascertained referring to the fact that, for any matrix K ∈ Cs,t and any generalized
inverses L1,L2 ∈ K{1},
(It − L1K)(It − L2K) = It − L2K,
(Is − KL2)(Is − KL1) = Is − KL2
and noting that these expressions are of the type EK and FK, respectively. 
Theorem 1 strengthens the first part of Theorem in [1] in the sense that H ∈ S{1}
is no longer an assumption, but one of the conditions characterizing situations where
N ∈ M{1}. The second part of the above-mentioned theorem contains an answer to
the question of when a matrix N of the form (1.12) is a reflexive generalized inverse
of M given in (1.4). In the present paper, a strengthened version of this result is
obtained by combining Theorem 1 with its counterpart concerning outer inverses,
which has not hitherto been considered in the literature. Conditions constituting a
solution in the latter case appear to be quite mild.
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Theorem 2. With the notation (1.4), (1.11), and (1.12), N ∈ M{2} if and only if
G ∈ A{1, 2} and H ∈ S{2}.
Proof. Arguing similarly as in the proof of Theorem 1, we find that, with the addi-
tional temporary notation HSH − H = Q,
(NMN)NW = NNW ⇔ (EA + GBHCEA)(G + GBHCG) = GBQCG,
(2.4)
(NMN)NE = NNE ⇔ (EA + GBHCEA)GBH = GBQ, (2.5)
(NMN)SW = NSW ⇔ HCEA(G + GBHCG) = QCG, (2.6)
(NMN)SE = NSE ⇔ HCEAGBH = Q. (2.7)
Substituting (2.7) to (2.6) yields
HCEA(G + GBHCG) = HCEAGBHCG.
Consequently,
HCEAG = 0, (2.8)
and thus (2.7) entails Q = 0, which in view of (1.7) corresponds to H ∈ S{2}. More-
over, the conditions in (2.4) and (2.5) then reduce to
EA(G + GBHCG) = 0 and EAGBH = 0,
and hence to EAG = 0. But this means that GAG = G, i.e., G ∈ A{2}. Combining
this assertion with the assumption that G ∈ A{1} leads to G ∈ A{1, 2}. 
In view of the definition (1.8) of reflexive generalized inverses, an immediate
consequence of Theorems 1 and 2 is the following strengthened version of the second
part of Theorem in [1].
Corollary 1. With the notation (1.4), (1.11), (1.12), and (1.14), N ∈ M{1, 2} if
and only if
G ∈ A{1, 2}, H ∈ S{1, 2},
FABES = 0, FSCEA = 0, FABHCEA = 0,
the last three conditions being independent of the choice of G ∈ A{1} and H ∈ S{1}
involved in EA, FA, ES, and FS.
In a similar way we can strengthen the third part of Theorem in [1], which deals
with the Moore–Penrose inverse M+. Our solution will be obtained as a corollary to
Theorem 2 combined with the next two results, concerned with the classes M{1, 3}
and M{1, 4}.
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Theorem 3. With the notation (1.4), (1.11), (1.12), and (1.14), N ∈ M{1, 3} if
and only if
G ∈ A{1, 3}, H ∈ S{1, 3}, FAB = 0, FSC = 0, (2.9)
the last two conditions being independent of the choice of G ∈ A{1} and H ∈ S{1}
involved in FA and FS.
Proof. From the definition (1.9) of the class of least-squares generalized inverses it
is clear that N ∈ M{1, 3} if and only if conditions (2.3) hold along with
(MN)NW = (MN)∗NW, (MN)NE = (MN)∗SW, (MN)SE = (MN)∗SE.
(2.10)
In view of (2.1), a consequence of the second condition in (2.10) and the equality
HFS = ESH is
(MN)NE(MN)∗NE = (MN)NE(MN)SW = FABHFSCG = FABESHCG.
Hence it is clear that the second condition in (2.3) implies (MN)NE(MN)∗NE = 0,
which is equivalent to (MN)NE = 0 and thus also to (MN)SW = 0. In view of (2.1),
this means that
FABH = 0 and FSCG = 0. (2.11)
The first of these conditions transforms the equality (MN)NW = (MN)∗NW to AG =
(AG)∗. On account of (1.9), combining this observation with the assumption that
G ∈ A{1} leads to G ∈ A{1, 3}. The third part of (2.10) simply means that SH =
(SH)∗, and therefore combining this assertion with the condition H ∈ S{1} yields
H ∈ S{1, 3}. The final step of the proof consists in observing that, under the equal-
ities (2.11), the second and third conditions in (2.3) strengthen to FAB = 0 and
FSC = 0, respectively. The independence of these conditions of the choice of G ∈
A{1} in FA and H ∈ S{1} in FS follows by the same arguments as in the proof of
Theorem 1. 
Theorem 4. With the notation (1.4), (1.11), (1.12), and (1.14), N ∈ M{1, 4} if
and only if
G ∈ A{1, 4}, H ∈ S{1, 4}, BES = 0, CEA = 0,
the last two conditions being independent of the choice of G ∈ A{1} and H ∈ S{1}
involved in EA and ES.
Proof. The proof is similar to that of Theorem 3. 
In view of (1.6), (1.7), (1.9), and (1.10), an immediate consequence of Theorems
2–4 is the following strengthened version of the third part of Theorem in [1].
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Corollary 2. With the notation (1.4), (1.11), (1.12), and (1.14), N = M+ if and
only if
G = A+, H = S+, FAB = 0, CEA = 0, BES = 0, FSC = 0,
the last four conditions being independent of the choice of G ∈ A{1} and H ∈ S{1}
involved in EA, FA, ES, and FS.
The final comment refers to the choice of generalized inverses occurring in the
results of this paper. In Theorems 1, 3, and 4 and Corollaries 1 and 2 we empha-
sized that in all conditions involved in them the choice of G ∈ A{1} and H ∈ S{1}
is negligible. However, there is one important formula in which the independence
property of this type is not valid, viz. the formula (1.11) defining a generalized Schur
complement of A in M of the form (1.4). For example, if
A =
(
0 0
1 0
)
, B =
(
0
1
)
, C = (1 1) , D = (1), (2.12)
then
A{1} = {G =
(
s 1
u v
)
: s, u, v ∈ C}, (2.13)
and hence the set of all possible generalized Schur complements of A in M is
{S = D − CGB: G ∈ A{1}} = {(−v): v ∈ C}. (2.14)
The set (2.14) is obviously dependent on the choice of v in the representation (2.13)
of a generalized inverse of A. If v = 0, then ES = (0) = FS, and since FAB = 0,
it follows from Theorem 1 that a generalized inverse of the matrix M with sub-
matrices (2.12) is expressible in the Banachiewicz–Schur form. If, however, v = 0,
then ES = (1) = FS, and since CEA = (0 1) = 0, a generalized inverse of M in the
form (1.12) does not exist. Consequently, all results given in this paper should be
understood as regarding any, but fixed, Schur complement S.
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