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Laboratoire de Physique et Mode´lisation des Milieux Condense´s, Universite´ Grenoble 1 & CNRS.
Cours Peccot au colle`ge de France, Fe´vrier-Mars-Avril 2014.
Re´sume´. Ces notes de cours traitent de l’approximation de champ moyen pour les e´tats
d’e´quilibre de syste`mes a` N corps en me´canique statistique classique et quantique. Une
strate´gie ge´ne´rale pour la justification des mode`les effectifs base´s sur des hypothe`ses
d’inde´pendance statistique des particules est pre´sente´e en de´tail. Les outils principaux
sont des the´ore`mes de structure a` la de Finetti qui de´crivent les limites pour N grand des
e´tats accessibles aux syte`mes en question, en exploitant l’indiscernabilite´ des particules.
L’accent est mis sur les aspects quantiques, notamment l’approximation de champ moyen
pour le fondamental d’un grand syste`me bosonique, en lien avec le phe´nome`ne de conden-
sation de Bose-Einstein: structure des matrices de densite´ re´duites d’un grand syste`me
bosonique, me´thodes de localisation dans l’espace de Fock, de´rivation de fonctionnelles
d’e´nergie effectives de type Hartree ou Schro¨dinger non line´aire.
Date: Fe´vrier-Mars 2014, cours Peccot, Colle`ge de France.
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Avant-propos
Le but de ces notes de cours est de pre´senter de manie`re aussi exhaustive et pe´dagogique
que possible un ensemble de re´sultats mathe´matiques re´cents ayant trait au phe´nome`ne
physique de condensation de Bose-Einstein dans des gaz d’atomes ultra-froids. Un des
nombreux proble`mes the´oriques pose´s par ces expe´riences consiste en la compre´hension du
lien entre les mode`les effectifs, de´crivant les expe´riences avec une pre´cision remarquable, et
les principes de base de la me´canique quantique. Le processus liant les descriptions fonda-
mentales et effectives est souvent appelle´ une limite de champ moyen et la the´orie de ces
limites a motive´ un tre`s grand nombre de travaux en physique the´orique et mathe´matique.
Dans ce cours on se focalisera sur une des me´thodes permettant de traiter la limite de
champ moyen, base´e sur les the´ore`mes a` la de Finetti. On interpre´tera l’e´mergence des
mode`les de champ moyen comme une conse´quence fondamentale de la structure des e´tats
physiques en conside´ration.
Ce texte a pour vocation d’embrasser des aspects d’analyse, de probabilite´, de physique
de la matie`re condense´e, de physique des atomes froids, de me´canique statistique et quan-
tique, d’information quantique. L’emphase sera mise sur la spe´cialite´ de l’auteur, a` savoir
les aspects analytiques de la de´rivation des mode`les de champ moyen, dans le cas de
mode`les statiques. La pre´sentation aura donc un aspect beaucoup plus mathe´matique que
physique, mais le lecteur devrait garder a` l’esprit le lien entre les questions souleve´es ici
(et dans la litte´rature cite´e) et la physique des atomes froids, en particulier les expe´riences
ayant permis l’observation de condensats de Bose-Einstein en laboratoire depuis le milieu
des anne´es 90.
Un mot sur les expe´riences. Le phe´nome`ne de condensation de Bose-Einstein est au
centre d’un vaste de champ de recherche en pleine expansion depuis le milieu des anne´es 90.
L’extreˆme versatilite´ des conditions maintenant accessibles a` l’expe´rience rend possible
l’investigation de´taille´e de nombreuses questions physiques fondamentales. Le lecteur est
renvoye´ aux textes [1, 15, 43, 45, 115, 140, 145, 68, 41] et leurs bibliographies pour de
plus amples de´veloppements sur la physique des atomes froids. Des pre´sentations tre`s
accessibles au non-spe´cialiste sont donne´es dans [44, 33, 38].
Les premie`res observations du phe´nome`ne de condensation de Bose-Einstein ont eu lieu
simultane´ment au MIT et a` Boulder, Colorado dans les groupes de W. Ketterle d’une part
et E. Cornell et C. Wieman d’autre part, ce qui leur a valu le prix Nobel de physique 2001.
Les possibilite´s ouvertes par ces expe´riences et celles qui ont suivi en termes d’exploration
de la physique quantique macroscopique en font une des pierres angulaires de la physique
contemporaine.
On entend par “condensat de Bose-Einstein” un objet constitue´ par un grand nom-
bres de particules (habituellement des atomes alcalins) dans le meˆme e´tat quantique. La
condensation ne´cessite donc en premier lieu que les particules en conside´ration soient des
bosons, c’est-a`-dire ne satisfassent pas le principe de Pauli qui interdit a` deux particules
d’occuper le meˆme e´tat quantique.
Cette occupation macroscopique d’un unique e´tat quantique de plus basse e´nergie ne se
manifeste qu’ a` tre`s faible tempe´rature. Concre`tement, il existe une tempe´rature critique
Tc pour l’existence d’un condensat, et l’occupation macroscopique de l’e´tat de plus basse
e´nergie n’apparaˆıt que pour des tempe´ratures T < Tc. L’existence the´orique de cette
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tempe´rature critique remonte aux travaux de Bose et Einstein dans les anne´es 20 [16, 59]
mais des objections de taille ont e´te´ formule´es a` l’e´poque:
(1) La tempe´rature critique Tc est extreˆmement basse, comple`tement inatteignable
avec les moyens des anne´es 20.
(2) A une telle tempe´rature, l’e´tat fondamental de tous les compose´s connus est un
solide, et non pas un gaz, comme suppose´ dans la the´orie de Bose-Einstein.
(3) Le raisonnement propose´ par Bose et Einstein porte sur un gaz ide´al, sans inter-
actions entre les particules, ce qui est assez peu re´aliste.
La premie`re objection n’a pu eˆtre leve´e que dans les anne´es 90 avec l’apparition des
puissantes techniques de refroidissement par laser1 et par e´vaporation, qui ont permis
d’atteindre des tempe´ratures de l’ordre du micro-Kelvin dans des gaz quantiques pie´ge´s
par des dispositifs magne´to-optiques. Quant a` la seconde, la solution est dans la dilution
des e´chantillons en question: les rencontres de trois particules ou plus ne´cessaires pour
entamer la formation de mole´cules puis d’un solide sont extreˆmement rares. On pourra
donc observer une phase gazeuse me´ta-stable pendant un temps suffisant pour la formation
d’un condensat.
La troisie`me objection est de nature plus the´orique que pratique. L’essentiel du mate´riel
de´crit dans ces notes s’inscrit dans un programme de recherche (impliquant de nombreux
auteurs, voir les re´fe´rences au fil du texte) visant a` lever cette re´serve possible. On aura
donc amplement l’occasion de la discuter plus en de´tail dans la suite.
De nombreuses observations concordantes ont confirme´ la cre´ation de condensats
de Bose-Einstein: imagerie de la re´partition en vitesse/e´nergie des atomes pie´ge´s, in-
terfe´rences de condensats, confirmation du caracte`re superfluide des objets cre´e´s ...
L’importance nouvelle ainsi acquise par les mode`les mathe´matiques utilise´s pour la de-
scription de ce phe´nome`ne a motive´ une vaste lite´rature consacre´e a` leur analyse.
Quelques questions mathe´matiques pose´es par les expe´riences. En admettant
l’existence de la condensation, le gaz en question peut-eˆtre de´crit par une seule fonction
d’onde ψ : Rd 7→ C, correspondant a` l’e´tat quantique commun a` toutes les particules. Une
assemble´e deN particules quantiques est normalement de´crite par une fonction d’onde a` N
particules ΨN : R
dN 7→ C, et il faut donc comprendre pourquoi et comment on peut passer
d’une fonction de N variables ΨN a` une fonction d’une seule variable de´crivant un com-
portement collectif. L’e´tude de la pre´cision de cette approximation, qui a des conse´quences
pratiques et the´oriques tre`s importantes, est une taˆche de premie`re importance pour le
the´oricien et le mathe´maticien.
On peut se poser les questions suivantes:
(1) Peut-on de´crire l’e´tat fondamental (a` tempe´rature nulle) d’un syste`me de bosons
en interaction par une seule fonction d’onde ψ ?
(2) Partant d’une description a` une fonction d’onde et suivant la dynamique naturelle
pour un syste`me de N particules quantiques (flot de Schro¨dinger N corps), la
description par une seule fonction d’onde est-elle pre´serve´e par la dynamique ?
(3) Peut-on prouver rigoureusement l’existence d’une tempe´rature critique Tc en
dessous de laquelle la description a` une fonction d’onde est valable pour les e´tats
d’e´quilibre a` tempe´rature T du syste`me ?
1Qui ont valu le prix Nobel de Physique 1997 a` Steven Chu, William Phillips et Claude Cohen-Tannoudji.
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Ces trois questions pre´cisent les investigations ne´cessaires pour lever de manie`re satis-
faisante la troisie`me objection souleve´e au paragraphe pre´ce´dent. On rappelle donc que le
proble`me est bien de comprendre le phe´nome`ne de condensation pour un syste`me quan-
tique de particules interagissantes. Le cas de particules ide´ales est essentiellement trivial,
au moins pour les questions 1 et 2.
Il faut entendre ici, dans l’esprit de la physique statistique, que nous voulons e´tablir
la validite´ de l’approximation par une seule fonction d’onde asymptotiquement dans la
limite d’un grand nombre de particules, modulo des hypothe`ses approprie´es sur le mode`le
en question. Ide´alement, les hypothe`ses devraient se re´duire a` celles garantissant que le
mode`le a` N corps de de´part ainsi que le mode`le a` un corps d’arrive´e soient bien de´finis
mathe´matiquement. Remarquons que pour des particules quantiques en interaction, le
mode`le de de´part est toujours line´aire alors que le mode`le d’arrive´e est toujours non-
line´aire.
Beaucoup des re´sultats re´cents pre´sente´s ci-apre`s sont le pendant naturel dans un cadre
quantique de re´sultats de me´canique classique plus anciens et mieux connus, pour lesquels
des question relie´es se posent. Pour des raisons pe´dagogiques, quelques notions sur les
limites de champ moyen pour des mode`les de me´canique classique seront donc rappelle´es
par la suite.
La question 1 est l’objet de ce cours, et nous verrons qu’elle nous ame`nera a` de´velopper
des outils d’inte´reˆt mathe´matique intrinse`que. On peut l’attaquer par essentiellement deux
approches:
• La premie`re exploite des proprie´te´s particulie`res de certains mode`les physiques
importants. Elle s’applique ainsi au cas par cas, avec des ingre´dients diffe´rents et
sous des hypothe`ses souvent restrictives, en particulier sur la forme des interac-
tions. Sans pre´tendre a` l’exhaustivite´, on pourra consulter [158, 157, 153, 154, 163]
et [12, 123, 160, 81, 162, 115, 113] pour des applications de cette approche a` des
syste`mes respectivement classiques et quantiques.
• La seconde, qui est l’objet de ce cours, exploite les proprie´te´s de l’ensemble des e´tats
accessibles, c’est-a`-dire des fonctions a` N corps ΨN admissibles pour la description
d’un syste`me re´el: le fait que l’on conside`re des particules bosoniques se traduit
par une hypothe`se fondamentale de syme´trie sur ces fonctions.
Cette seconde approche a le me´rite d’eˆtre beaucoup plus ge´ne´rale que la premie`re
et de permettre dans beaucoup de cas de se rapprocher de bien plus pre`s des
“hypothe`ses ide´alement minimales” pour l’e´tude de la limite de champ moyen.
Une interpre´tation possible est de voir la limite de champ moyen comme un
re´gime ou` les corre´lations entre les particules deviennent ne´gligeables. On taˆchera
d’exploiter a` fond les conse´quences de la notion cle´ de syme´trie bosonique. Nous
aurons l’occasion de discuter la litte´rature plus en de´tail ulte´rieurement, mais
citons tout de suite [135, 28, 92, 93, 95, 156] et [66, 67, 141, 146, 103, 106] pour
des applications de ces ide´es en me´canique classique et quantique respectivement.
La distinction entre les deux approches est bien suˆr un peu artificielle: on a souvent
avantage a` utiliser des ide´es emprunte´es aux deux philosophies.
Pour garder a` ces notes une longueur raisonnable, la question 2 ci-dessus n’y est pas
du tout traite´e bien qu’une vaste litte´rature mathe´matique existe, voir par exemple [87,
75, 173, 9, 60, 61, 4, 65, 72, 151, 98, 144] et re´fe´rences cite´es, ainsi que le cours [77].
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Notons que les the´ore`mes de type “de Finetti quantique” qui vont nous occuper ici se sont
e´galement re´cemment re´ve´le´s des outils tre`s utiles dans l’analyse de la question 2, voir [4,
5, 6, 32, 31]. L’usage des the´ore`mes de de Finetti classiques dans un cadre dynamique est
plus ancienne [173, 174, 175].
Quant a` la question 3, il s’agit d’un proble`me ouvert fameux de physique mathe´matique
sur lequel bien peu de choses sont connues a` un niveau de rigueur satisfaisant, voir cepen-
dant [161, 14]. Nous n’effleurerons les questions souleve´es par la prise en compte de la
tempe´rature dans un syste`me de bosons en interaction qu’a` l’Appendice B, et dans un
cadre grandement simplifie´. Ce sujet sera plus amplement de´veloppe´ dans l’article en
pre´paration [104].
Plan du cours.
Ces notes sont organise´es comme suit:
• Une longue introduction, Chapitre 1, rappelle les e´le´ments de formalisme dont nous
aurons besoin pour formuler pre´cise´ment les proble`mes qui nous inte´resseront. On
commencera par le formalisme de la me´canique statistique classique et poursuivra
avec celui de la me´canique quantique2.
La question de la justification de l’approximation de champ moyen pour les
e´tats d’e´quilibre d’un Hamiltonien donne´ est e´galement formule´e dans les deux
contextes. La strate´gie de preuve qui forme le coeur du cours est de´crite de manie`re
comple`tement formelle, pour introduire le plus rapidement possible les the´ore`mes
de de Finetti qui sont les outils principaux de la strate´gie. Le paralle`le entre
le cadre classique et le cadre quantique est tre`s fort, les diffe´rences apparaissant
essentiellement lorsqu’il s’agit de de´montrer ces the´ore`mes fondamentaux dans les
cadres classiques et quantiques.
• Le Chapitre 2, essentiellement inde´pendant de la suite des notes, contient le
traitement des syte`mes classiques : preuve du the´ore`me de de Finetti classique
(e´galement appele´ the´ore`me de Hewitt-Savage), application aux e´tats d’e´quilibre
d’un Hamiltonien classique. La preuve que nous donnerons du the´ore`me de Hewitt-
Savage, due a` Diaconis et Freedman est purement classique et ne se ge´ne´ralise pas
au cas quantique.
• On attaque le proble`me quantique au Chapitre 3: deux versions (forte et faible)
du the´ore`me de de Finetti quantique sont pre´sente´es sans preuve, avec leurs ap-
plications directes a` des exemples “relativement simples” de syste`mes bosoniques
dans le re´gime de champ moyen. La Section 3.3 discute les connexions entre
les diffe´rentes versions du the´ore`me de de Finetti quantique et de´crit la strate´gie
ge´ne´rale que nous suivrons pour leur preuve dans la suite du cours.
• Les Chapitres 4 et 5 contiennent les deux principales e´tapes de la preuve du
the´ore`me de de Finetti quantique que nous avons choisi de pre´senter: respec-
tivement “constructions et estimations explicites en dimension finie” et “passage a`
la dimension infinie par localisation dans l’espace de Fock”. La preuve ne devrait
2Les deux formalismes peuvent s’unifier avec le vocabulaire des alge`bres C∗: en me´canique classique
les observables du syste`me forment une alge`bre C∗ commutative, en me´canique quantique une alge`bre
C∗ non-commutative. Ce point de vue unifie´ est laisse´ de coˆte´ dans ces notes. Le the´ore`me de Gelfand-
Naimark-Segal montre que la pre´sentation plus ge´ne´rale des deux the´ories se re´duit essentiellement a` celle
que nous avons choisi de pre´senter.
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pas eˆtre vue comme une boˆıte noire: non seulement le re´sultat final mais aussi les
constructions interme´diaires seront re´utilise´s dans la suite.
• Arme´s des re´sultats des deux chapitres pre´ce´dents, on pourra donner au Chapitre 6
la justification de l’approximation de champ moyen pour le fondamental d’un
syste`me bosonique essentiellement ge´ne´rique. Contrairement aux cas traite´s au
Chapitre 3, le the´ore`me de de Finetti en lui-meˆme ne suffira pas pour ce cas, et il
faudra re´-invoquer certains des ingre´dients du Chapire 5.
• La limite de champ moyen n’est pas la seule ayant un inte´reˆt physique. On e´tudiera
au Chapitre 7 un re´gime ou` la porte´e des interactions tend vers 0 quand N →∞
(gaz dilue´). Dans ce cas on obtient a` la limite des fonctionnelles d’e´nergie de
type Gross-Pitaevskii (ou NLS), avec non-line´arite´s locales. Nous pre´sentons une
strate´gie pour la de´rivation de ces objets a` partir du proble`me a` N corps base´e sur
les outils du Chapitre 4.
Le corps du texte est comple´te´ par deux appendices contenant deux notes non publie´es
dues a` Mathieu Lewin et a` l’auteur.
• L’Appendice A montre comment, dans certains cas particuliers, on peut utiliser
le the´ore`me de de Finetti classique pour traiter un proble`me quantique. Cette
strate´gie est moins naturelle (et moins performante) que celle pre´sente´e aux
Chapitres 3 et 6 mais pre´sente un inte´reˆt conceptuel.
• L’Appendice B de´vie du cadre traite´ dans le reste du cours puisque les espaces de
Hilbert y seront de dimension finie. On peut obtenir dans ce contexte un the´ore`me
de nature semi-classique qui donne des exemples de mesures de de Finetti non
rencontre´es pre´ce´demment en conside´rant une limite de grande tempe´rature com-
bine´e avec une limite de champ moyen. Ce sera l’occasion d’e´voquer les ine´galite´s
de Berezin-Lieb et leur lien avec les conside´rations du Chapitre 4.
Remerciements. La motivation pour e´crire ces notes est venue de l’opportunite´ qui
m’a e´te´ donne´e de pre´senter ces sujets de manie`re extensive dans le cadre du cours Pec-
cot du Colle`ge de France3. Je tiens a` remercier le public de ces cours pour son inte´reˆt
et ses remarques constructives. Je remercie e´galement le projet Spartacus (voir le site
http://spartacus-idh.com) et en particulier Victor Rabiet pour leur proposition de publier
et diffuser ces notes.
Ce cours doit bien entendu beaucoup a` mes collaborateurs sur les sujets traite´s: Mathieu
Lewin et Phan Tha`nh Nam pour les aspects quantiques, Sylvia Serfaty et Jakob Yngvason
pour les aspects classiques. Des e´changes avec plusieurs colle`gues, en particulier Zied
Ammari, Patrick Ge´rard, Isaac Kim, Jan-Philip Solovej, Ju¨rg Fro¨hlich, Elliott Lieb et
Eric Carlen, ont e´galement e´te´ tre`s utiles. Le soutien financier de l’ANR (Projet Mathosaq
ANR-13-JS01-0005-01) est e´galement a` mentionner.
3On pourra trouver les vide´os du cours sur le site du Colle`ge de France
10 NICOLAS ROUGERIE
1. Introduction: Formalisme et Position des Proble`mes
Nous passons maintenant a` la description des mathe´matiques qui vont nous occuper
dans le reste du cours. L’objet principal de notre inte´reˆt est la me´canique quantique N
corps, mais les analogies avec certaines questions de me´canique statistique classique est
assez instructive pour que nous de´crivions e´galement ce formalisme. Les questions d’unite´s
et de dimension des quantite´s sont ignore´es syste`matiquement pour alle´ger les notations.
1.1. Formalisme de la me´canique statistique et approximation de champ moyen.
Pour des raisons pe´dagogiques, nous rappellerons quelques notions sur les limites de champ
moyen en me´canique classique avant d’aborder les aspects quantiques, lie´s a` la condensa-
tion de Bose-Einstein. Ce paragraphe a pour but de fixer les notations et rappeller quelques
concepts de base sur la me´canique statistique classique. On se limitera a` la description
des e´tats d’e´quilibre d’un syste`me classique, les aspects dynamiques e´tant volontairement
ignore´s (on pourra a` ce propos consulter par exemple [77]).
Espace des phases. L’e´tat d’une particule classique est entie`rement de´termine´ par la
donne´e de sa position x et de sa vitesse v (ou de manie`re e´quivalente son moment, p).
Pour une particule vivant dans un domaine Ω ⊂ Rd on travaille donc dans l’espace des
phases Ω×Rd, ensemble des positions et vitesses possibles. Pour un syste`me comprenant
N particules on travaillera dans ΩN × RdN .
Etats purs. On appelle e´tat pur l’e´tat d’un syste`me ou` les positions et moments de toutes
les particules sont connus avec certitude. Les e´tats d’e´quilibre a` tempe´rature nulle sont
par exemple des e´tats purs: en me´canique statistique classique, l’incertitude sur l’e´tat
d’e´quilibre d’un syste`me n’est duˆ qu’au “bruit thermique”.
Pour un syste`me de N particules, un e´tat pur correspond a` un point
(X;P ) = (x1, . . . , xN ; p1, . . . , pN ) ∈ ΩN × RdN
de l’espace des phases, ou` le couple (xi; pi) donne la position et le moment de la particule i.
Dans la perspective de l’introduction des e´tats mixtes au paragraphe suivant, on identifiera
un e´tat pur avec une combinaison de masses de Dirac:
µX;P =
∑
σ∈ΣN
δXσ ;Pσ . (1.1)
L’e´quation pre´ce´dente tient compte du fait que les particules sont en re´alite´ indiscernables.
On ne peut donc stricto sensu pas attribuer le couple (xi, pi) de position/moment a` une
des N particules en particulier, d’ou` la somme dans (1.1) sur le groupe des permutations
de N e´le´ments ΣN . La notation adopte´e est
Xσ = (xσ(1), . . . , xσ(N))
Pσ = (pσ(1), . . . , pσ(N)) (1.2)
et dire que le syste`me est dans l’e´tat µX;P signifie que une des particules a la position
(xi, pi), i = 1 . . . N , sans qu’on puisse pre´ciser laquelle en raison de l’indiscernabilite´.
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Etats mixtes. En pre´sence d’une tempe´rature non nulle, c’est-a`-dire d’un certain bruit
thermique, on ne peut de´terminer avec certitude l’e´tat du syte`me. On cherche en fait
une superposition statistique d’e´tats purs, correspondant a` spe´cifier la probabilite´ que
le syste`me soit dans un certain e´tat pur. On parle alors d’e´tats mixtes, qui sont les
combinaisons convexes d’e´tats purs vus comme des masses de Dirac comme en (1.1).
L’ensemble des combinaisons convexes d’e´tats purs correspond bien suˆr a` l’ensemble des
mesures de probabilite´ syme´triques sur l’espace des phases. Un e´tat mixte ge´ne´ral pour
N particules est donc une mesure de probabilite´ µN ∈ Ps(ΩN ×RdN ) satisfaisant
dµN (X;P ) = dµN (Xσ;Pσ) (1.3)
pour toute permutation σ ∈ ΣN . On interpre`te µN (X;P ) comme la densite´ de probabilite´
que la particules i ait la position xi et le moment pi. Les e´tats purs (1.1) sont bien suˆr des
e´tats mixtes particuliers ou` l’incertitude statistique se re´duit a` ze´ro (a` l’indiscernabilite´
pre`s).
Energie libre. On spe´cifie l’e´nergie d’un syste`me classique en se donnant un Hamiltonien,
une fonction sur l’espace des phases. En me´canique non relativiste, l’e´nergie cine´tique
d’une particule de moment p est toujours m|p|2/2, et en prenant m = 1 pour simplifier les
notations on conside´rera une e´nergie de forme
HN (X;P ) :=
N∑
j=1
|pj |2
2
+
N∑
j=1
V (xj) + λ
∑
1≤i<j≤N
w(xi − xj) (1.4)
ou` V repre´sente un potentiel exte´rieur (par exemple e´lectrostatique) ou` les particules sont
plonge´es et w un potentiel d’interaction de paire que l’on supposera syme´trique
w(−x) = w(x).
Le parame`tre re´el λ donne la force des interactions entre particules. On pourrait bien
suˆr ajouter des interactions a` trois corps, quatre corps, etc ... mais il est rare que la
mode´lisation le ne´cessite, et lorsque c’est le cas il n’y a pas de difficulte´ conceptuelle
supple´mentaire.
L’e´nergie d’un e´tat mixte µN ∈ Ps(ΩN × RdN ) est alors donne´e par
E [µN ] :=
∫
ΩN×RdN
HN(X;P )dµN (X;P ) (1.5)
ce qui se re´duit par syme´trie du Hamiltonien a` HN (X;P ) pour un e´tat pur de la
forme (1.1). A tempe´rature nulle, les e´tats d’e´quilibre du syste`me sont donne´s par la
minimisation de la fonctionnelle d’e´nergie (1.5):
E(N) = inf
{
E [µN ],µN ∈ Ps(ΩN × RdN )
}
(1.6)
et l’infimum (l’e´nergie fondamentale) est bien suˆr e´gal au minimum du Hamiltonien HN
et atteint par un e´tat pur de la forme (1.1) ou` (X;P ) est un point de minimum de HN
(en particulier P = (0, . . . , 0)).
En pre´sence d’agitation thermique, il convient de prendre en compte l’entropie
S[µN ] := −
∫
ΩN×RdN
dµN (X;P ) log(µN (X;P )) (1.7)
12 NICOLAS ROUGERIE
qui est une mesure du degre´ d’incertitude sur l’e´tat du syste`me. Notons par exemple
que les e´tats purs ont l’entropie la plus basse possible, S[µN ] = −∞ si µN est de la
forme (1.1). A tempe´rature T , l’e´tat du syste`me est donne´ par la minimisation de la
fonctionnelle d’e´nergie libre
F [µN ] = E [µN ]− TS[µN ]
=
∫
ΩN×RdN
HN (X;P )dµN (X;P ) + T
∫
ΩN×RdN
dµN (X;P ) log(µN (X;P )) (1.8)
ce qui revient a` dire que les e´tats les plus probables pour le syste`me doivent trouver un
e´quilibre entre avoir une faible e´nergie et une forte entropie, c’est-a`-dire un fort de´sordre.
On notera
F (N) = inf
{
F [µN ],µN ∈ Ps(ΩN × RdN )
}
(1.9)
sans spe´cifier la de´pendance en tempe´rature. Un minimiseur se doit alors d’eˆtre une mesure
de probabilite´ relativement re´gulie`re de manie`re a` ce que (moins) l’entropie soit finie.
Minimisation en vitesse. En l’absence d’une relation impose´e entre la distibution en posi-
tion et en moment d’un e´tat classique, la minimisation des fonctionnelles pre´ce´dentes vis
a` vis des variables de vitesse est en fait triviale. Un e´tat minimisant (1.5) est toujours de
la forme
µN = δP=0 ⊗
∑
σ∈ΣN
δX=X0σ
ou` X0 est un point de minimum de HN (X; 0, . . . , 0), i.e. les particules sont toutes immo-
biles. Il s’agit donc de chercher les points de minimum en X de HN (X; 0, . . . , 0).
La minimisation de (1.8) donne lieu a` une gaussienne en vitesse multiplie´e par un e´tat
de Gibbs en les variables de position seules4
µN =
1
ZP
exp
− 1
2T
N∑
j=1
|pj |2
⊗ 1
ZN
exp
(
− 1
T
HN (X; 0, . . . , 0)
)
.
Les variables de vitesse n’interviennent donc plus dans la minimisation des fonctionnelles
donnant les e´tats d’e´quilibre et on les ignorera totalement dans la suite de ce cours. On
continuera a` utiliser les notations ci-dessus pour la minimisation en position:
HN (X) =
N∑
j=1
V (xj) + λ
∑
1≤i<j≤N
w(xi − xj)
E [µN ] =
∫
ΩN
HN (X)dµN (X)
F [µN ] =
∫
ΩN
HN (X)dµN (X) + T
∫
ΩN
dµN (X) log(µN (X)) (1.10)
ou` µN ∈ Ps(ΩN ) est une probabilite´ syme´trique des variables de position seulement.
4Les fonctions de partition ZP et ZN normalisent l’e´tat dans L
1.
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Marginales, densite´s re´duites. Etant donne´ un e´tat mixte a` N particules, il est tre`s utile de
conside´rer ses marginales, ou densite´s re´duites, obtenues en inte´grant certaines variables:
µ
(n)
N (x1, . . . , xn) =
∫
ΩN−n
µ(x1, . . . , xn, x
′
n+1, . . . , x
′
N )dx
′
n+1 . . . dx
′
N ∈ Ps(Ωn). (1.11)
La n−e`me densite´ re´duite µ(n)N s’interpre`te comme la densite´ de probabilite´ d’avoir une
particule en x1, une particule en x2, etc... une particule en xn. Vue la syme´trie de µN ,
le choix des N − n variables sur lesquelles on inte`gre dans la definition (1.11) n’est pas
important.
Une premie`re utilisation de ces marginales consiste en une re´e´criture de l’e´nergie en
utilisant uniquement les deux premie`res marginales5:
E [µN ] = N
∫
Ω
V (x)dµ
(1)
N (x) + λ
N(N − 1)
2
∫∫
Ω×Ω
w(x− y)dµ(2)N (x, y)
=
∫∫
Ω×Ω
(
N
2
V (x) +
N
2
V (y) + λ
N(N − 1)
2
w(x− y)
)
dµ
(2)
N (x, y), (1.12)
ou` on a utilise´ la syme´trie du Hamiltonien.
Approximation de champ moyen. Re´soudre les proble`mes de minimisation ci-dessus a en
ge´ne´ral un couˆt prohibitif lorsque le nombre de particules devient grand. Pour obtenir
des the´ories plus simples dont on puisse extraire plus facilement de l’information on a
souvent recours a` des approximations. La plus simple et la plus connue est l’approximation
de champ moyen. On peut l’introduire de plusieures fac¸ons, le but e´tant d’obtenir un
proble`me a` un corps auto-consistant en partant du proble`me a` N corps pre´sente´ ci-dessus.
Nous prenons ici le point de vue “chaos mole´culaire” sur la the´orie de champ moyen:
l’approximation consiste a` supposer que les particules sont inde´pendantes et identiquement
distribue´es (iid). On prend donc un ansatz de la forme
µN (x1, . . . , xN ) = ρ
⊗N (x1, . . . , xN ) =
N∏
j=1
ρ(xj) (1.13)
ou` ρ ∈ P(Ω) est une mesure de probabilite´ a` un corps de´crivant le comportement typique
d’une des particules iid que l’on conside`re.
Les fonctionnelles d’e´nergie et d’e´nergie libre de champ moyen s’obtiennent en inse´rant
cet ansatz dans (1.5) ou (1.8). La fonctionnelle d’e´nergie de champ moyen est donc6
EMF[ρ] = N−1E [ρ⊗N ] =
∫
Ω
V (x)dρ(x) + λ
N − 1
2
∫∫
Ω×Ω
w(x− y)dρ(x)dρ(y) (1.14)
dont on notera EMF l’infimum parmi les mesures de probabilite´. La fonctionnelle d’e´nergie
libre de champ moyen s’obtient similairement:
FMF[ρ] = N−1F [ρ⊗N ]
=
∫
Ω
V (x)dρ(x) + λ
N − 1
2
∫∫
Ω×Ω
w(x− y)dρ(x)dρ(y) + T
∫
Ω
ρ log ρ (1.15)
5Plus ge´ne´ralement, une e´nergie avec un potentiel a` n corps peut se re´e´crire en utilisant la n-ie`me
densite´ re´duite.
6MF pour “Mean-Field”.
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et on notera FMF son infimum. Le terme “champ moyen” provient du fait que le deuxie`me
terme de (1.14) correspond a` une interaction entre la densite´ de particules ρ et le potentiel
auto-consistant (dont de´rive le champ moyen)
ρ ∗ w =
∫
Ω
w(.− y)dρ(y).
1.2. Formalisme de la me´canique quantique et condensation de Bose-Einstein.
Apre`s ces rappels de me´canique classique, nous pouvons maintenant introduire les objets
quantiques qui sont l’objet principal de ce cours. Nous nous contenterons d’un survol
des principes de base de la physique quantique. D’autres pre´sentations “mathematician-
friendly” peuvent eˆtre trouve´es dans [114, 172] Notre introduction des concepts ne´cessaires
a` la suite est par endroits volontairement simplifie´e.
Fonctions d’onde et e´ne´rgie cine´tique quantique. Un des postulats de base de la me´canique
quantique est l’identification des e´tats purs d’un syste`me avec les vecteurs normalise´s d’un
espace de Hilbert complexe H. Pour des particules vivant dans l’espace de configuration
R
d, l’espace de Hilbert approprie´ pour une particules est L2(Rd), l’espace des fonctions
complexes de carre´ inte´grable sur Rd.
Etant donne´e une particule dans l’e´tat ψ ∈ L2(Rd), on identifie |ψ|2 avec la densite´ de
probabilite´ de pre´sence: |ψ(x)|2 repre´sente la probabilite´ que la particule soit en x. On
impose donc la normalisation ∫
Rd
|ψ|2 = 1.
On voit que meˆme dans le cas d’un e´tat pur, on ne peut pas spe´cifier avec certitude
la position de la particule. Plus pre´cise´ment on ne peut pas spe´cifier simultane´ment sa
position et sa vitesse. Ce principe d’incertitude est une conse´quence directe d’un autre
postulat fondamental: |ψˆ|2 donne la densite´ de probabilite´ en vitesse de la particule, ou`
ψˆ est la transforme´e de Fourier de ψ. En me´canique quantique l’e´nergie cine´tique d’une
particule est donc donne´e par∫
Rd
|p|2
2
|ψˆ(p)|2dp =
∫
Rd
1
2
|∇ψ(x)|2dx. (1.16)
Le fait que la position et la vitesse d’une particule ne soient pas spe´cifiables simultane´ment
vient du fait qu’il est impossible qu’a` la fois |ψ|2 et |ψˆ|2 convergent vers une masse de Dirac.
Une fac¸on populaire de quantifier ce fait est le principe d’incertitude de Heisenberg: pour
tout x0 ∈ Rd (∫
Rd
|∇ψ(x)|2dx
)(∫
Rd
|x− x0|2|ψ(x)|2dx
)
≥ C.
En effet, plus la position de la particule est connue avec pre´cision plus le second terme
du membre de gauche est petit (pour un certain x0). Le premier terme du membre de
gauche doit alors eˆtre tre`s grand, ce qui au vu de (1.16) est incompatible avec le fait que
la densite´ de vitesse soit concentre´e autour d’un certain p0 ∈ Rd.
Pour de nombreuses applications (voir [111] pour une discussion de ce point), cette
ine´galite´ est en fait insuffisante, et une meilleure manie`re de quantifier le principe
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d’incertitude est donne´e par l’ine´galite´ de Sobolev (ici dans sa version 3D):∫
R3
|∇ψ|2 ≥ C
(∫
R3
|ψ|6
)1/3
.
Si la position de la particule est connue avec pre´cision, |ψ|2 doit approcher une masse de
Dirac, auquel cas le membre de droite explose, et donc e´galement les inte´grales (1.16),
avec la meˆme interpre´tation que pre´ce´demment.
Bosons et Fermions. Pour un syste`me de N particules quantiques dans Rd, l’espace de
Hilbert approprie´ est L2(RdN ) ≃⊗N L2(Rd). Un e´tat pur du syste`me est donc un certain
Ψ ∈ L2(RdN ) et on interpre`te |Ψ(x1, . . . , xN )|2 comme la densite´ de probabilite´ pour
que la particule 1 soit en x1, ..., la particule N en xN . Comme en me´canique classique,
l’indiscernabilite´ des particules impose que
|Ψ(X)|2 = |Ψ(Xσ)|2 (1.17)
pour toute permutation σ ∈ ΣN . Cette condition est ne´cessaire pour de´crire des par-
ticules indiscernables, mais elle n’est en fait pas suffisante, contrairement au cas de la
me´canique classique. Pour e´crire la bonne condition, on introduit l’ope´rateur unitaire Uσ
qui intervertit les variables suivant σ ∈ ΣN :
Uσ u1 ⊗ . . .⊗ uN = uσ(1) ⊗ . . .⊗ uσ(N)
pour tout u1, . . . , uN ∈ L2(Rd), e´tendu par line´arite´ a` L2(RdN ) ≃
⊗N L2(Rd) dont on
peut construire une base en utilisant des vecteurs de forme u1 ⊗ . . . ⊗ uN . Pour que
Ψ ∈ L2(RdN ) de´crive des particules indiscernables il faut demander
〈Ψ, AΨ〉L2(RdN ) = 〈UσΨ, AUσΨ〉L2(RdN ) (1.18)
pour tout ope´rateur borne´ A agissant sur L2(RdN ). Sans rentrer dans des de´tails qui nous
emme`neraient trop loin, la condition (1.18) correspond a` demander que toute mesure
(correspondant a` une observable A) effectue´e sur le syste`me soit inde´pendante de la
nume´rotation des particules. En me´canique classique, les mesures possibles correspondent
toutes a` des fonctions borne´es sur l’espace des phases, et donc (1.3) garantit l’inde´pendance
des observations vis a` vis de la permutation des particules. En me´canique quantique, les
observables sont les ope´rateurs borne´s sur l’espace de Hilbert ambiant, et donc il faut
imposer la condition plus forte (1.18).
Une conse´quence importante7 de la condition de syme´trie (1.18) est qu’un syste`me de
particules quantiques indiscernables doit satisfaire une des deux conditions suivantes, plus
fortes que (1.17): soit
Ψ(X) = Ψ(Xσ) (1.19)
pour tout X ∈ RdN et σ ∈ ΣN , soit
Ψ(X) = ε(σ)Ψ(Xσ) (1.20)
pour tout X ∈ RdN et σ ∈ ΣN , ou` ε(σ) est la signature de la permutation σ. On parle
de bosons pour des particules de´crites par des fonctions d’onde satisfaisant (1.19) et de
fermions pour des particules de´crites par une fonction d’onde satisfaisant (1.20). Ces
deux types de particules fondamentales ont un comportement tre`s diffe´rent, on parle de
7Il s’agit d’un exercice simple mais non trivial.
16 NICOLAS ROUGERIE
statistique bosonique ou fermionique [172]. Par exemple, les fermions obe´issent au principe
d’exclusion de Pauli qui stipule que deux fermions ne peuvent occuper simultane´ment le
meˆme e´tat quantique. On peut de´ja` voir que (1.20) impose
Ψ(x1, . . . , xi, . . . , xj , . . . , xN ) = −Ψ(x1, . . . , xj , . . . , xi, . . . , xN )
et donc (formellement)
Ψ(x1, . . . , xi, . . . , xi, . . . , xN ) = 0
ce qui implique qu’il est impossible que deux fermions occupent simultane´ment la posi-
tion xi. On pourra consulter [114] pour un expose´ des ine´galite´s de Lieb-Thirring qui sont
une des conse´quences les plus importantes du principe de Pauli.
Concre`tement, lorsqu’on e´tudie un syste`me quantique, il convient de restreindre les e´tats
purs accessibles a` ceux de type bosonique, ou ceux de type fermionique. On travaillera
donc
• pour des bosons, dans L2s(RdN ) ≃
⊗N
s L
2(Rd), l’espace des fonctions syme´triques
de carre´ inte´grable, identifie´ avec le produit tensoriel syme´trique de N copies de
L2(Rd).
• pour des fermions, dans L2as(RdN ) ≃
⊗N
as L
2(Rd), l’espace des fonctions anti-
syme´triques de carre´ inte´grable, identifie´ avec le produit tensoriel antisyme´trique
de N copies de L2(Rd).
Comme son nom l’indique, la condensation de Bose-Einstein ne peut se produire que dans
un syste`me bosonique, et ce cours sera donc focalise´ sur le premier cas.
Matrices de densite´, Etats mixtes. On identifiera toujours un e´tat pur Ψ ∈ L2(RdN )
avec la matrice de densite´ correspondante, c’est-a`-dire le projecteur orthogonal sur Ψ,
note´ |Ψ〉 〈Ψ|. De meˆme qu’en me´canique classique, les e´tats mixtes du syste`me sont
par de´finition les superpositions statistiques d’e´tats purs, c’est-a`-dire ici les comibnaisons
convexes de projecteurs orthogonaux. En utilisant le the´ore`me spectral, il est clair que
l’ensemble des e´tats mixtes correspond a` l’ensemble des ope´rateurs positifs de trace 1:
S(L2(RdN )) =
{
Γ ∈ S1(L2(RdN )),Γ = Γ∗,Γ ≥ 0,Tr Γ = 1
}
(1.21)
ou` S1(H) est la classe de Schatten [147, 167] des ope´rateurs a` trace sur un espace de
Hilbert H. Pour obtenir les e´tats mixtes bosoniques (respectivement fermioniques) on
conside`re respectivement
S(L2s/as(RdN )) =
{
Γ ∈ S1(L2s/as(RdN )),Γ = Γ∗,Γ ≥ 0,Tr Γ = 1
}
.
Notons que dans le langage des matrices densite´, la syme´trie bosonique correspond a`
demander
UσΓ = Γ (1.22)
alors que la syme´trie fermionique correspond a`
UσΓ = ε(σ)Γ.
On conside`re parfois la notion de syme´trie plus faible
UσΓU
∗
σ = Γ (1.23)
qui est satisfaite par exemple par la superposition d’un e´tat bosonique et d’un e´tat fermion-
ique.
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Fonctionnelles d’e´nergie. La fonctionnelle d’e´nergie quantique correspondant au Hamil-
tonien classique non relativiste (1.4) s’obtient en ope´rant la substitution
p↔ −i∇, (1.24)
inspire´e de l’identification (1.16) pour l’e´nergie cine´tique d’un e´tat quantique. Le Hamil-
tonien quantifie´ devient maintenant un ope´rateur sur L2(RdN ):
HN =
N∑
j=1
(
−1
2
∆j + V (xj)
)
+ λ
∑
1≤i<j≤N
w(xi − xj) (1.25)
ou` −∆j = (−i∇j)2 correspond au Laplacien dans la variable xj ∈ Rd. L’e´nergie corre-
spondante est pour un e´tat pur Ψ ∈ L2(RdN )
E [Ψ] = 〈Ψ,HNΨ〉L2(RdN ) (1.26)
ce qui se ge´ne´ralise par line´arite´ au cas d’un e´tat mixte Γ ∈ S(L2(RdN )) en
E [Γ] = TrL2(RdN )[HNΓ]. (1.27)
A tempe´rature nulle, l’e´tat d’e´quilibre du syste`me s’obtient en minimisant la fonctionnelle
d’e´nergie ci-dessus. Vus la line´arite´ de (1.27) en fonction de Γ et le the´ore`me spectral, il
est clair qu’on peut restreindre la minimisation aux e´tats purs:
Es/as(N) = inf
{
E [Γ],Γ ∈ S(L2s/as(RdN ))
}
= inf
{
E [Ψ],Ψ ∈ L2s/as(RdN ), ‖Ψ‖L2(RdN ) = 1
}
.
(1.28)
Ici on utilise a` nouveau l’indice s (respectivement as) pour de´signer l’e´nergie bosonique
(respectivement fermionique). En l’absence d’indice il est entendu que la minimisation
s’effectue sans contrainte de syme´trie. Vue la syme´trie du Hamiltonien, on pourra toute-
fois minimiser parmi les e´tats mixtes satisfaisant (1.23), ou parmi les fonctions d’onde
satisfaisant (1.17).
En pre´sence d’agitation thermique, il convient de rajouter a` l’e´nergie un terme incluant
l’e´ntropie de Von-Neumann:
S[Γ] = −TrL2(RdN )[Γ log Γ] = −
∑
j
aj log aj (1.29)
ou` les aj sont les valeurs propres (re´elles positives) de Γ dont l’existence est garantie par le
the´ore`me spectral. Similairement a` l’entropie classique (1.7), l’entropie de Von-Neumann
est minimise´e (S[Γ] = 0) par les e´tats purs, i.e. les projecteurs, qui n’ont bien suˆr qu’une
valeur propre non nulle, e´gale a` 1.
La fonctionnelle d’e´nergie libre quantique a` tempe´rature T est alors
F [Γ] = E [Γ]− TS[Γ] (1.30)
et un minimiseur est en ge´ne´ral un e´tat mixte.
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Autres formes pour l’e´nergie cine´tique: champs magne´tiques et effets relativistes. Nous
n’avons introduit dans le cadre classique que la forme la plus simple possible pour l’e´nergie
cine´tique d’une particule. La raison en est que pour les proble`mes de minimisation intro-
duits, l’e´nergie cine´tique ne joue aucun roˆle. D’autres choix de relation entre p et l’e´nergie
cine´tique8 sont toutefois possibles et ce choix s’ave`re de´terminant en me´canique quantique
ou` la minimisation en vitesse est non triviale. Via la relation (1.24) on voit que dans ce
contexte, les diffe´rents choix possibles changeront les espaces fonctionnels a` utiliser.
Outre l’e´nergie cine´tique non relativiste introduite ci-dessus, au moins deux
ge´ne´ralisations sont physiquement inte´ressantes:
• En pre´sence d’un champ magne´tique B : Rd 7→ R interagissant avec des particules
charge´es, on remplace
p↔ −i∇+A (1.31)
ou` A : Rd 7→ Rd est le potentiel vecteur9, satisfaisant
B = curlA.
L’ope´rateur d’e´nergie cine´tique, prenant en compte la force de Lorentz, devient
dans ce cas
(p+A)2 = (−i∇+A)2 = − (∇− iA)2
appelle´ Laplacien magne´tique.
Ce formalisme est e´galement adapte´ au cas de particules dans un repe`re en
rotation: en nommant x3 l’axe de rotation il faut alors prendre A = Ω(−x2, x1, 0)
avec Ω la vitesse de rotation, ce qui correspond a` la prise en compte de la force de
Coriolis. Dans ce cas, il faut aussi remplacer le potentiel V (x) par V (x) − Ω2|x|2
pour prendre en compte la force centrifuge.
• Lorsqu’on de´sire prendre en compte des effets relativistes, la relation de dispersion
devient
Energie cine´tique = c
√
p2 +m2c2 −mc2
avec m la masse et c la vitesse de la lumie`re dans le vide. En choisissant les unite´s
pour que c = 1 et en rappelant (1.24) on est donc amene´ a` conside´rer l’ope´rateur
d’e´nergie cine´tique √
p2 +m2 −m =
√
−∆+m2 −m (1.32)
qui se de´finit aise´ment en variables de Fourier par exemple. Dans la limite non
relativiste ou` |p| ≪ m = mc on retrouve formellement l’ope´rateur −∆ au premier
ordre. Une certaine caricature de cet ope´rateur est parfois utilise´e, correspondant
au cas “relativiste extreˆme” |p| ≫ mc ou` on prend comme ope´rateur d’e´nergie
cine´tique √
p2 =
√
−∆. (1.33)
• On peut bien suˆr combiner les deux ge´ne´ralisations pour conside´rer le cas de par-
ticules relativistes dans un champ magne´tique en utilisant les ope´rateurs√
(−i∇+A)2 +m2 −m et |−i∇+A|
base´s sur la relation de dispersion relativiste et la correspondance (1.31).
8D’autres relations de dispersion.
9B ne de´termine A qu’a` un gradient pre`s. Le choix de A s’appelle choix de jauge.
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Matrices de densite´ re´duites. De meˆme qu’on a introduit pre´ce´demment les densite´s
re´duites d’un e´tat classique, il sera tre`s utile de disposer du concept correspondant en
me´canique quantique. Etant donne´ un e´tat mixte Γ ∈ S(L2(RdN )) on de´finit sa n-ie`me
matrice de densite´ re´duite en prenant une trace partielle sur les N −n dernie`res particules
Γ(n) = Trn+1→N Γ, (1.34)
ce qui veut pre´cise´ment dire que pour tout ope´rateur borne´ An sur L
2(Rdn)
TrL2(Rdn)[AnΓ
(n)] := TrL2(RdN )[An ⊗ 1⊗N−nΓ]
avec 1 l’identite´ sur L2(Rd). La de´finition ci-dessus se ge´ne´ralise facilement au cas d’un es-
pace de Hilbert diffe´rent de L2, mais le lecteur est peut-eˆtre plus familier avec la de´finition
suivante, e´quivalente dans le cas ou` on travaille sur L2. On identifie Γ avec son noyau,
c’est-a`-dire la fonction Γ(X;Y ) telle que pour tout Ψ ∈ L2(RdN )
ΓΨ =
∫
RdN
Γ(X;Y )Ψ(Y )dY
et on peut alors e´galement identifier Γ(n) avec son noyau
Γ(n)(x1, . . . , xn; y1, . . . , yn)
=
∫
Rd(N−n)
Γ(x1, . . . , xn, zn+1, . . . , zN ; y1, . . . , yn, zn+1, . . . , zN )dzn+1 . . . dzN .
Dans le cas ou` l’e´tat Γ a une syme´trie, par exemple bosonique ou fermionique, le choix
des variables sur lesquelles on prend la trace partielle est arbitraire. Notons que meˆme si
on part d’un e´tat pur, les matrices de densite´ re´duites sont en ge´ne´ral des e´tats mixtes.
Similairement a` (1.12) on peut re´e´crire l’e´nergie (1.27) sous la forme
E [Γ] = N TrL2(Rd)
[(−12∆+ V )Γ(1)]+ λN(N − 1)2 TrL2(R2d)[w(x− y)Γ(2)]
= TrL2(R2d)
[(
N
2
(−12∆x + V (x)− 12∆y + V (y)) + λN(N − 1)2 w(x− y)
)
Γ(2)
]
.
(1.35)
Approximation de champ moyen. Encore plus qu’en me´canique classique, re´soudre en
pratique le proble`me de minimisation (1.28) pour N grand est bien trop couˆteux, et il
est souvent ne´cessaire d’avoir recours a` des approximations. Ce cours a pour but d’e´tudier
la plus simple de ces approximations, qui consiste a` imiter (1.13) en prenant un ansatz
de´crivant des particules iid
Ψ(x1, . . . , xN ) = u
⊗N (x1, . . . , xN ) = u(x1) . . . u(xN ) (1.36)
pour un certain u ∈ L2(Rd). En inse´rant cette forme dans la fonctionnelle d’e´nergie (1.35)
on obtient la fonctionnelle de Hartree
EH[u] = N−1E [u⊗N ]
=
∫
Rd
(
1
2
|∇u|2 + V |u|2
)
+ λ
N − 1
2
∫∫
Rd×Rd
|u(x)|2w(x− y)|u(y)|2 (1.37)
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et le proble`me de minimisation correspondant est
eH = inf
{
EH[u], ‖u‖L2(Rd) = 1
}
. (1.38)
On notera que l’on passe ainsi d’un proble`me line´aire en la fonction d’onde a` N corps
(puisque la fonctionnelle d’e´nergie a` N corps en quadratique en la fonction d’onde,
l’e´quation variationnelle correspondante est line´aire) a` un proble`me cubique en la fonc-
tion d’onde a` un corps u (puisque la fonctionnelle de Hartree est quartique en la fonction
d’onde, l’e´quation variationnelle correspondante est cubique).
L’ansatz (1.36) est une fonction d’onde syme´trique, qui convient pour des bosons. Elle
correspond a` chercher le fondamental sous la forme d’un condensat de Bose-Einstein ou`
toutes les particules sont dans l’e´tat u. A cause du principe de Pauli, des fermions ne
peuvent en fait jamais eˆtre comple`tement de´corre´le´s au sens de la forme (1.36). L’ansatz
de champ moyen pour des fermions consiste a` prendre
Ψ(x1, . . . , xN ) = det (uj(xk))1≤j,k≤N
avec u1, . . . , uN des fonctions orthonormales (orbitales du syte`me) dans L
2(Rd). Cet
ansatz me`ne a` la fonctionnelle de Hartree-Fock dont on ne parlera pas dans ces notes
(une pre´sentation dans le meˆme esprit et des re´fe´rences se trouvent dans [152]).
Remarquons que dans l’approximation de champ moyen (1.13) pour des particules clas-
siques, on autorise un e´tat mixte ρ. Pour de´crire un syste`me bosonique, on prend toujours
un e´tat pur u dans l’ansatz (1.36), ce qui appelle les commentaires suivants:
• Si on prend un e´tat ge´ne´ral γ ∈ S(L2(Rd)), l’e´tat a` N corps de´fini comme
Γ = γ⊗N (1.39)
a la syme´trie bosonique (1.22) si et seulement si γ est un e´tat pur (voir par exem-
ple [89]), γ = |u〉〈u|, auquel cas Γ = |u⊗N 〉〈u⊗N | et on revient a` l’ansatz (1.36).
• Dans le cas de la fonctionnelle d’e´nergie (1.35), le proble`me de minimisation avec
syme´trie bosonique impose´e et le proble`me sans syme´trie co¨ıncident (cf par exem-
ple [114, Chapitre 3]). On peut donc minimiser sans contrainte, et on retombera
sur l’e´nergie bosonique. Ceci reste vrai dans le cas ou` l’e´nergie cine´tique est (1.32)
ou (1.33) mais est notoirement faux en pre´sence d’un champ magne´tique.
• Pour certaines fonctionnelles d’e´nergie, par exemple en pre´sence d’un champ
magne´tique ou de rotation, le minimum sans syme´trie est strictement infe´rieur au
minimiseur avec syme´trie, cf [159]. L’ansatz (1.39) est alors approprie´ pour approx-
imer le minimum du proble`me sans syme´trie (au vu de la syme´trie du Hamiltonien,
on peut toujours supposer la syme´trie (1.23)) et on obtient alors une fonctionnelle
de Hartree ge´ne´ralise´e pour des e´tats mixtes a` un corps γ ∈ S(L2(Rd))
EH[γ] = TrL2(Rd)
[(−12∆+ V ) γ]+ λN − 12 TrL2(R2d) [w(x− y)γ⊗2] . (1.40)
Les deux sections suivantes introduisent, respectivement dans le cas classique et le cas
quantique, la question qui est l’objet principal de ces notes:
Peut-on justifier dans une certaine limite la validite´ des ansatz de champ moyen (1.13)
et (1.36) pour la de´termination des e´tats d’e´quilibre d’un syte`me de particules
indiscernables ?
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1.3. Champ moyen et the´ore`me de de Finetti classique.
Est-il le´gitime de proce´der a` la simplification (1.13) pour de´terminer les e´tats d’e´quilibre
d’un syste`me classique ? L’expe´rience montre que c’est le cas lorsque les particules sont
en grand nombre, ce qu’on mate´rialise mathe´matiquement par l’e´tude de la limite N →∞
des proble`mes qui nous occupent.
Un cadre simple ou` on peut justifier la validite´ de l’approximation de champ moyen est
la limite de champ moyen ou` l’on suppose que tous les termes de l’e´nergie (1.5) pe`sent
le meˆme poids. Au vu de (1.12), cette condition est remplie si λ est d’ordre N−1, par
exemple
λ =
1
N − 1 , (1.41)
auquel cas on peut s’attendre a` ce que l’e´nergie fondamentale par particule N−1E(N) ait
une limite bien de´finie. Le choix particulier (1.41) sert a` simplifier certaines expressions,
mais les conside´rations suivantes s’appliquent tant que λ est d’ordre N−1. Insistons sur le
caracte`re simplifie´ de l’e´tude de la limite N →∞ sous l’hypothe`se (1.41), qui est loin de
recouvrir tous les cas physiquement inte´ressants. Il s’agit cependant d’un proble`me de´ja`
non trivial et tre`s instructif.
Le but de cette section est de discuter l’approximation de champ moyen pour les e´tats
d’e´quilibre d’un syste`me classique a` tempe´rature nulle. On s’inte´resse donc au proble`me
de minimisation
E(N) = inf
{∫
ΩN
HNdµN , µN ∈ Ps(ΩN )
}
(1.42)
avec
HN (X) =
N∑
j=1
V (xj) +
1
N − 1
∑
1≤i<j≤N
w(xi − xj). (1.43)
Nous allons esquisser la preuve (formelle) de la validite´ de l’approximation de champ
moyen au niveau de l’e´nergie fondamentale, autrement dit de l’e´galite´
lim
N→∞
E(N)
N
= EMF = inf
{EMF[ρ], ρ ∈ P(Ω)} (1.44)
ou` la fonctionnelle de champ moyen est obtenue comme en (1.14), en tenant compte
de (1.41):
EMF[ρ] =
∫
Ω
V dρ+
1
2
∫∫
Ω×Ω
w(x− y)dρ(x)dρ(y). (1.45)
Obtenir la limite (1.44) pour l’e´nergie fondamentale est une premie`re e´tape, et le sche´ma
de preuve fournit en fait des informations sur les e´tats d’e´quilibre. Pour simplifier la
pre´sentation (formelle) qui suit, nous renvoyons la discussion de ces aspects, ainsi que
l’e´tude du cas a` tempe´rature positive, au Chapitre 2.
Un passage a` la limite formel. Cette section a pour but de souligner la structure
“alge´brique” du proble`me. La justification des manipulations auxquelles nous allons nous
livrer ne´cessite des hypothe`ses d’analyse qui seront discute´es dans la suite du cours mais
que nous passons sous silence pour l’instant.
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On commence par utiliser (1.12) et l’hypothe`se (1.41) pour e´crire
E(N)
N
=
1
2
inf
{∫∫
Ω×Ω
H2(x, y)dµ
(2)
N (x, y), µN ∈ Ps(ΩN )
}
ou` H2 est le Hamiltonien a` deux particules de´fini comme en (1.43) et µ
(2)
N est la seconde
marginale de la probabilite´ syme´trique µN . Puisque l’e´nergie ne de´pend que de la seconde
marginale, on peut voir le proble`me qui nous inte´resse comme un proble`me d’optimisation
avec contrainte pour des probabilite´s a` deux corps syme´triques:
E(N)
N
=
1
2
inf
{∫∫
Ω×Ω
H2(x, y)dµ
(2)(x, y),µ(2) ∈ P(2)N
}
avec
P(2)N =
{
µ
(2) ∈ Ps(Ω2) | ∃µN ∈ Ps(ΩN ),µ(2) = µ(2)N
}
l’ensemble des probabilite´s a` deux corps qu’on peut obtenir comme les marginales d’e´tats
a` N corps. En supposant que la limite existe (premier argument formel) on obtient donc
lim
N→∞
E(N)
N
=
1
2
lim
N→∞
inf
{∫∫
Ω×Ω
H2(x, y)dµ
(2)(x, y),µ(2) ∈ P(2)N
}
(1.46)
et il est tentant d’e´changer la limite et l’infimum dans cette expression (deuxie`me argument
formel) pour obtenir
lim
N→∞
E(N)
N
=
1
2
inf
{∫∫
Ω×Ω
H2(x, y)dµ
(2)(x, y),µ(2) ∈ lim
N→∞
P(2)N
}
.
On a observe´ que la fonctionnelle d’e´nergie apparaissant dans (1.46) est en fait
inde´pendante de N . Toute la de´pendance en N se trouve dans la contrainte sur l’espace
variationnel que l’on conside`re. Ceci sugge`re que le proble`me limite naturel consiste a`
minimiser la meˆme fonctionnelle mais sur la limite de l’espace variationnel, comme e´crit
ci-dessus.
Pour donner un sens a` la limite de P(2)N , on constate que les ensembles P(2)N forment une
suite de´croissante
P(2)N+1 ⊂ P(2)N
comme on s’en aperc¸oit facilement en notant que si µ(2) ∈ P(2)N+1, alors pour un cer-
tain µN+1 ∈ Ps(ΩN+1)
µ
(2) = µ
(2)
N+1 =
(
µ
(N)
N+1
)(2)
(1.47)
et bien suˆr µ
(N)
N+1 ∈ Ps(ΩN ). On peut donc le´gitiment faire l’identification
P(2)∞ := lim
N→∞
P(2)N =
⋂
N≥2
P(2)N
et le proble`me limite naturel est alors (modulo la justification des manipulations formelles
ci-dessus)
lim
N→∞
E(N)
N
= E∞ =
1
2
inf
{∫∫
Ω×Ω
H2(x, y)dµ
(2)(x, y),µ(2) ∈ P(2)∞
}
, (1.48)
soit un proble`me variationnel sur l’ensemble des e´tats a` deux corps que l’on peut obtenir
comme densite´s re´duites d’e´tats a` N corps, pour tout N .
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Un re´sultat de structure. Nous allons maintenant expliquer qu’en fait
E∞ = EMF,
ce qui de´coule d’un re´sultat fondamental sur la structure de l’espace P(2)∞ .
Regardons de plus pre`s l’espace P(2)∞ . Il contient bien suˆr les e´tats produits de forme
ρ⊗ ρ, ρ ∈ P(Ω) puisque ρ⊗2 est la seconde marginale de ρ⊗N pour tout N . Par convexite´
il contient e´galement toutes les combinaisons convexes de tels e´tats{∫
ρ∈P(Ω)
ρ⊗2dP (ρ), P ∈ P(P(Ω))
}
⊂ P(2)∞ (1.49)
avec P(P(Ω)) l’ensemble des mesures de probabilite´ sur P(Ω). Au vu de (1.12) et (1.45)
on aura justifie´ l’approximation de champ moyen (1.44) si on peut montrer que l’infimum
dans (1.48) est atteint pour µ(2) = ρ⊗2 pour un certain ρ ∈ P(Ω).
Le re´sultat de structure qui permet d’atteindre cette conclusion est la constation qu’il
y a en fait e´galite´ dans (1.49):{∫
ρ∈P(Ω)
ρ⊗2dP (ρ), P ∈ P(P(Ω))
}
= P(2)∞ . (1.50)
En effet, vu la line´arite´ de la fonctionnelle d’e´nergie en fonction de µ(2), on peut e´crire
E∞ =
1
2
inf
{∫
ρ∈P(Ω)
∫∫
Ω×Ω
H2(x, y)dρ
⊗2(x, y)dP (ρ), P ∈ P(P(Ω))
}
= inf
{∫
ρ∈P(Ω)
EMF[ρ]dP (ρ), P ∈ P(P(Ω))
}
= EMF
puisqu’il est clair que l’infimum en P ∈ P(P(Ω)) est atteint pour P = δ̺MF , une masse de
Dirac en ̺MF, un minimiseur de EMF.
On voit donc que en acceptant les manipulations formelles (justifie´es au Chapitre 2)
menant a` (1.48), la validite´ de l’approximation de champ moyen suit en utilisant tre`s peu
les proprie´te´s du Hamiltonien mais beaucoup la structure des e´tats syme´triques a` N corps,
sous la forme de l’e´galite´ (1.50).
Cette e´galite´ est une conse´quence du the´ore`me de Hewitt-Savage, ou the´ore`me de
Finetti classique [46, 47, 88], rappelle´ a` la Section 2.1 et de´montre´ a` la Section 2.2. Don-
nons quelques de´tails pour le lecteur familiarise´. Il s’agit de montrer l’inclusion inverse
dans (1.49). On prend donc un certain µ(2) qui satisfait
µ
(2) = µ
(2)
N
pour une certaine suite µN ∈ Ps(ΩN ). En se basant sur l’observation (1.47) on peut
supposer que
µ
(N)
N+1 = µN
et on est alors en pre´sence d’une suite (hie´rarchie) d’e´tats a` N corps consistante. Il existe
alors (the´ore`me d’extension de Kolmogorov) une probabilite syme´trique sur les suites de Ω,
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µ ∈ Ps(ΩN) telle que
µN = µ
(N)
ou` la N -e`me marginale est de´finie comme en (1.11). Le the´ore`me de Hewitt-Savage [88]
garantit alors l’existence d’une unique mesure de probabilite´ P ∈ P(P(Ω)) telle que
µN =
∫
ρ∈P(Ω)
ρ⊗NdP (ρ)
et en prenant la seconde marginale, on obtient le re´sultat souhaite´.
Le Chapitre 2 est consacre´ entre autres aux de´tails du sche´ma de preuve ci-dessus. On
y fera des hypothe`ses ade´quates permettant de mettre toutes ces conside´rations sur une
base rigoureuse. Il vaut cependant la peine de noter de`s maintenant que ce sche´ma (inspire´
des re´fe´rences [135, 92, 93, 28, 95]) n’utilise aucune proprie´te´ de structure du Hamiltonien
(signe des interactions, re´pulsives ou attractives, par exemple) mais uniquement des pro-
prie´te´s de compacite´ et de re´gularite´.
1.4. Champ moyen et the´ore`me de de Finetti quantique.
Nous allons maintenant esquisser une strate´gie pour justifier l’approximation de champ
moyen au niveau de l’e´nergie fondamentale d’un grand syste`me bosonique. La de´marche
est la meˆme que pour le cas classique ci-dessus. On se place dans un re´gime de champ
moyen comme pre´ce´dement en prenant λ = (N−1)−1 et on conside`re donc le Hamiltonien
HN =
N∑
j=1
− (∇j + iA(xj))2 + V (xj) + 1
N − 1
∑
1≤i<j≤N
w(xi − xj) (1.51)
agissant sur L2(RdN ). Par rapport a` la situation pre´ce´dente nous avons rajoute´ un po-
tentiel vecteur A pour commencer de souligner la ge´ne´ralite´ de l’approche. Il peut par
exemple correspondre a` un champ magne´tique externe B = curlA.
Le point de de´part est l’e´nergie fondamentale bosonique de´finie pre´ce´demment
E(N) = inf
{
TrL2(RdN ) [HNΓN ] , ΓN ∈ S(L2s(RdN ))
}
= inf
{
〈ΨN ,HNΨN 〉 , ΨN ∈ L2s(RdN ), ‖ΨN‖L2(RdN ) = 1
}
(1.52)
et on rappelle que l’on peut minimiser sur les e´tats purs ou les e´tats mixtes indiffe´rement,
d’ou` les deux de´finitions e´quivalentes.
Notre but est de montrer que pour N grand l’e´nergie bosonique par particule est donne´e
par la fonctionnelle de Hartree:
lim
N→∞
E(N)
N
= eH (1.53)
ou`
eH = inf
{
EH[u], u ∈ L2(Rd), ‖u‖L2(Rd) = 1
}
EH[u] =
∫
Rd
(|(∇ + iA)u|2 + V |u|2)+ 1
2
∫∫
Rd×Rd
|u(x)|2w(x− y)|u(y)|2dxdy. (1.54)
Puisque l’e´nergie de Hartree est obtenue en inse´rant un ansatz ΨN = u
⊗N dans la fonc-
tionnelle d’e´nergie a` N corps, la limite (1.53) est de´ja` une indication forte de l’existence de
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la condensation de Bose-Einstein au niveau du fondamental d’un grand syste`me bosonique
dans le re´gime de champ moyen. On reviendra plus bas sur les conse´quences de (1.53) sur
les minimiseurs. Comme dans le cas classique, le re´gime de champ moyen est un mode`le
tre`s simplifie´ mais de´ja` tre`s instructif. On pre´sentera au Chapitre 7 l’analyse d’autres
limites physiquement inte´ressantes.
Un passage a` la limite formel. La premie`re e´tape pour obtenir (1.53) est comme dans
le cas classique d’obtenir formellement un proble`me limite simplifie´. On commence par
re´e´crire l’e´nergie en utilisant (1.35) et l’hypothe`se λ = (N − 1)−1
E(N)
N
=
1
2
inf
{
TrL2(R2d)
[
H2 Γ
(2)
]
, Γ(2) ∈ P(2)N
}
(1.55)
ou`
P(2)N =
{
Γ(2) ∈ S(L2s(R2d)) | ∃ΓN ∈ S(L2s(RdN )),Γ(2) = Tr3→N [ΓN ]
}
est l’ensemble des matrices densite´ a` deux corps “N -repre´sentables”, i.e. qui sont la trace
partielle d’un e´tat a` N corps.
La caracte´risation de l’ensemble P(2)N est un proble`me ouvert fameux en me´canique
quantique (proble`me de repre´sentabilite´, voir par exemple [39, 114]) et la re´e´criture (1.55)
n’est donc pas particulie`rement utile a` N fixe´. En revanche, exactement comme dans le
cas classique, le proble`me de repre´sentabilite´ peut eˆtre re´solu de manie`re satisfaisante dans
la limite N →∞, et c’est ce fait que nous allons utiliser. On commence par noter que en
prenant des traces partielles on a facilement
P(2)N+1 ⊂ P(2)N (1.56)
de sorte que (1.55) peut eˆtre vu comme un proble`me variationnel pose´ sur un espace de
plus en plus contraint lorsque N augmente.
En supposant a` nouveau qu’on puisse e´changer un infimum et une limite (ce qui est
bien suˆr un argument formel) on obtient
lim
N→∞
E(N)
N
= E∞ :=
1
2
inf
{
TrL2(R2d)
[
H2 Γ
(2),Γ(2) ∈ P(2)∞
]}
(1.57)
avec
P(2)∞ = lim
N→∞
P(2)N =
⋂
N≥2
P(2)N (1.58)
l’ensemble des matrices densite´ a` deux corps qui sont N -repre´sentables pour tout N . On
a comme dans le cas classique utilise´ le fait que la fonctionnelle d’e´nergie elle meˆme ne
de´pend pas de N pour passer formellement a` la limite.
Un re´sultat de structure. Il se trouve que la structure de l’ensemble P(2)∞ est entie`rement
connue et entraˆıne l’e´galite´
E∞ = eH (1.59)
qui conclut la preuve de (1.53) modulo la justification des manipulations formelles que
nous venons d’effectuer.
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La proprie´te´ de structure garantissant la validite´ (1.59) est une version quantique du
the´ore`me de de Finetti-Hewitt-Savage que nous avons mentionne´ a` la section pre´ce´dente.
Soit Γ(2) ∈ P(2)∞ . On a alors une suite ΓN ∈ S(L2s(RdN )) telle que pour tout N
Γ(2) = Γ
(2)
N .
Sans perte de ge´ne´ralite´ on peut supposer que cette suite est consistante au sens ou`
Γ
(N)
N+1 = TrN+1[ΓN+1] = ΓN .
Le the´ore`me de de Finetti quantique de Størmer-Hudson-Moody [176, 89] garantit alors
l’existence d’une mesure de probabilite´ P ∈ P(SL2(Rd)) sur la sphe`re unite´ de L2(Rd)
telle que
ΓN =
∫
u∈SL2(Rd)
|u⊗N 〉〈u⊗N |dP (u)
et donc
Γ(2) =
∫
u∈SL2(Rd)
|u⊗2〉〈u⊗2|dP (u).
On peut alors conclure que
E∞ = inf
{
1
2
∫
u∈SL2(Rd)
TrL2(R2d)[H2|u⊗2〉〈u⊗2|]dP (u), P ∈ P(SL2(Rd))
}
= inf
{∫
u∈SL2(Rd)
EH[u]dP (u), P ∈ P(SL2(Rd))
}
= eH
ou` la dernie`re e´galite´ suit puisqu’il est clairement optimal de prendre P = δuH avec uH un
minimiseur de la fonctionnelle de Hartree.
On voit donc que la validite´ de (1.53) est (au moins formellement) une conse´quence de
la structure de l’ensemble des e´tats bosoniques et ne fait intervenir que marginalement
les proprie´te´s du Hamiltonien (1.51). La justification sous diverses hypothe`ses des ma-
nipulations formelles que nous venons d’effectuer pour obtenir (1.57) (ou une variante)
ainsi que la preuve du the´ore`me de de Finetti quantique (plus variantes, ge´ne´ralisations
et corollaires) sont l’objet principal de ces notes.
Condensation de Bose-Einstein. Anticipons quelque peu sur les conclusions quant aux
minimiseurs que l’on peut de´duire de la limite (1.53). On verra dans la suite du cours que
des re´sultats du type
Γ
(n)
N →
∫
u∈SL2(Rd)
|u⊗n〉〈u⊗n|dP (u) (1.60)
pour tout n ∈ N fixe´ quand N → ∞, suivent tre`s naturellement dans les bons cas, ou`
ΓN est (la matrice densite´ d’) un minimiseur de l’e´nergie a` N corps et P une mesure de
probabilite´ concentre´e sur les minimiseurs de EH. La convergence aura lieu (toujours dans
les “bons cas”) en norme de trace.
Lorsque il y a unicite´ (a` une phase constante pre`s) du minimiseur uH de EH on obtient
donc
Γ
(n)
N → |u⊗nH 〉〈u⊗nH | quand N →∞ (1.61)
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ce qui prouve l’existence de la condensation de Bose-Einstein au niveau du fondamental.
En effet, la condensation de Bose-Einstein consiste par de´finition (voir [115] et re´fe´rences
ci-incluses, en particulier [139]) en l’existence d’une valeur propre d’ordre10 1 dans la limite
N → ∞ pour Γ(1)N , ce qui est clairement implique´ par (1.61) qui est en fait un re´sultat
plus fort.
On peut bien suˆr se demander si des re´sultats plus forts que (1.61) peuvent eˆtre
de´montre´s. On pourrait penser a` une approximation en norme du genre∥∥∥ΨN − u⊗NH ∥∥∥
L2(RdN )
→ 0,
mais il est opportun de mentionner tout de suite que des re´sultats de ce genre sont faux en
ge´ne´ral. La bonne notion de condensation fait bien intervenir les matrices densite´ re´duites,
comme le montrent les deux remarques suivantes:
• Pensons a` un ΨN de forme (avec ⊗s le produit tensoriel syme´trique)
ΨN = u
⊗(N−1)
H ⊗s ϕ
ou` ϕ est orthogonal a` uH. Un tel e´tat est “presque condense´” puisque toutes les
particules sauf une sont dans l’e´tat uH. Hors, au sens L
2(RdN ) usuel, ΨN est bien
suˆr orthogonal a` u⊗NH et ne peut donc pas en eˆtre proche en norme, bien qu’il en
soit proche au sens de la condensation faisant intervenir les matrices de densite´
re´duites.
• Dans le meˆme ordre d’ide´e, il est naturel de chercher des corrections au minimiseur
a` N corps sous la forme
ΨN = ϕ0 u
⊗N
H + u
⊗(N−1)
H ⊗s ϕ1 + u⊗(N−2)H ⊗s ϕ2 + . . .+ ϕN
avec ϕ0 ∈ C et ϕk ∈ L2s(Rdk) pour k = 1 . . . N . Il se trouve que l’ansatz ci-dessus
est correct si la suite (ϕk)k=0,...,N est choisie via la minimisation d’un Hamiltonien
effectif sur l’espace de Fock. La pre´sence des termes non condense´s impliquant
les ϕk pour k ≥ 1 contribue au premier ordre a` la norme de ΨN mais pas aux
matrices de densite´ re´duites, ce qui confirme rigoureusement que la bonne notion
de condensation est ne´cessairement base´e sur les matrices densite´ re´duites. Cette
remarque ne fait qu’effleurer la the´orie de Bogoliubov, qui ne sera pas traite´e dans
ces notes et au sujet de laquelle on renvoit a` [42, 120, 121, 171, 160, 81, 107, 138, 52]
pour des re´sultats mathe´matiques re´cents.
Une remarque sur la syme´trie. Nous nous sommes inte´resse´s ci-dessus au proble`me
bosonique pour des raisons de motivation physique. Le proble`me fermionique n’est11
pas couvert par ce genre de conside´rations, mais on peut s’inte´resser au proble`me sans
contrainte de syme´trie mentionne´ pre´ce´dement.
Dans le cas ou` A ≡ 0 dans (1.51), les proble`mes avec et sans syme´trie bosonique impose´e
co¨ıncident, mais ce n’est pas le cas en ge´ne´ral. On peut cependant suivre la meˆme de´marche
que ci-dessus pour l’e´tude du proble`me sans syme´trie en remarquant que vue la forme du
Hamiltonien, on peut sans perte de ge´ne´ralite´ imposer la syme´trie plus faible (1.23) dans
10Rappellons que toutes les matrices densite´ sont normalise´es pour avoir une trace fixe e´gale a` 1 dans
ce cours.
11Pour l’instant ?
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la minimisation. L’ensemble de matrices de densite´ a` deux corps qui apparaˆıt alors a` la
limite est e´galement couvert par le the´ore`me de Størmer-Hudson-Moody, et il s’agit alors
de minimiser une e´nergie sur les matrices de densite´ a` deux corps de la forme
Γ(2) =
∫
γ∈S(L2(Rd))
γ⊗2dP (γ) (1.62)
ou` P est maintenant une mesure de probabilite´ sur les e´tats a` une particule, c’est-a`-dire
les ope´rateurs auto-adjoints positifs de trace 1 sur L2(Rd). On obtient donc dans ce cas la
convergence de l’e´nergie fondamentale par particule vers le minimum de la fonctionnelle
de Hartree ge´ne´ralise´e (cf (1.40))
EH[γ] = TrL2(Rd)
[(−(∇+ iA)2 + V ) γ]+ λN − 1
2
TrL2(R2d)
[
w(x− y)γ⊗2]
et le minimum est en ge´ne´ral diffe´rent du minimum de la fonctionnelle de Hartree (1.54)
(voir par exemple [159]).
On a de´ja` note´ que γ⊗2 ne peut avoir la syme´trie bosonique que si γ est un e´tat pur
γ = |u〉〈u|, et on voit donc en quoi le proble`me sans syme´trie peut en ge´ne´ral donner
lieu a` un minimum strictement plus petit. Il se trouve que le minimum de (1.40) est
toujours atteint pour un e´tat pur, ce qui met en cohe´rence les diffe´rentes observations que
nous avons faites sur la syme´trie. Notons finalement que prendre en compte la syme´trie
bosonique dans la limite de champ moyen quand A 6= 0 se fait tout naturellement graˆce
aux diffe´rentes version du the´ore`me de de Finetti quantique.
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2. Me´canique statistique a` l’e´quilibre
Avant d’entrer dans le coeur du sujet de ces notes, les limites de champ moyen
quantiques, nous rappellerons dans un but pe´dagogique quelques notions sur les limites
de champ moyen classiques. Dans cette section nous e´noncerons et de´montrerons les
the´ore`mes de de Finetti classiques mentionne´s informellement auparavant. Des applica-
tions a` des proble`mes de me´canique statistique a` l’e´quilibre seront ensuite pre´sente´es.
Pour simplifier l’exposition et se rapprocher des applications qui nous inte´ressent nous
conside´rerons dans toute cette section un domaine Ω ⊂ Rd qui pourra e´ventuellement eˆtre
R
d lui-meˆme. On notera ΩN et ΩN le produit carte´sien de N copies de Ω et l’ensemble
des suites de Ω respectivement. L’espace des mesures de probabilite´ sur un ensemble Λ
sera toujours note´ P(Λ). On pourra faire l’hypothe`se simplificatrice que Ω est compact,
auxquel cas P(Ω) l’est e´galement pour la convergence faible des mesures.
2.1. The´ore`me de Hewitt-Savage.
Nous mentionnerons seulement pour me´moire les premiers travaux sur ce qui est appelle´
maintenant le the´ore`me de de Finetti [46, 47, 91, 54]. Dans ces notes, l’histoire commencera
a` [88] ou` le the´ore`me de de Finetti classique est de´montre´ dans sa forme la plus ge´ne´rale.
De manie`re informelle, le the´ore`me de Hewitt-Savage [88] e´nonce que toute mesure de
probabilite´ syme´trique sur ΩN approche une combinaison convexe de probabilite´s pro-
duit quand N est grand. Une mesure de probabilite´ syme´trique est une probabilite´ µN
satisfaisant
µN (A1 × . . .×AN ) = µN (Aσ(1), . . . , Aσ(N)) (2.1)
pour tout domaines bore´liens A1, . . . , AN ⊂ Ω et toute permutation de N indices σ ∈ ΣN .
On notera Ps(ΩN ) l’ensemble des mesures de probabilite´ satisfaisant (2.1). Une mesure
produit construite sur ρ ∈ P(Ω) est de la forme
ρ⊗N (A1, . . . , AN ) = ρ(A1) . . . ρ(AN ) (2.2)
et est bien entendu syme´trique. Nous cherchons donc un re´sultat du genre
µN ≈
∫
ρ∈P(Ω)
ρ⊗NdPµN (ρ) quand N →∞ (2.3)
ou` PµN ∈ P(P(Ω)) est une mesure de probabilite´ sur les probabilite´s.
Une premie`re possibilite´ pour donner un sens rigoureux a` (2.3) consiste a` prendre
imme´diatement N = ∞, c’est-a`-dire a` conside´rer non pas une probabilite´ µN sur ΩN
mais directement une probabilite´ avec un nombre infini de variables, µ ∈ P(ΩN), ce qui
est le sens naturel a` donner a` un “e´tat classique d’un syste`me a` nombre infini de partic-
ules”. On supposera une notion de syme´trie he´rite´e de (2.1):
µ(A1, A2, . . .) = µ(Aσ(1), Aσ(2), . . .) (2.4)
pour toute suite de domaines bore´liens (Ak)k∈N ⊂ ΩN et toute permutation d’un nombre
infini d’indices σ ∈ Σ∞. On notera Ps(ΩN) l’ensemble des probabilite´s sur ΩN satis-
faisant (2.4). Le the´ore`me de Hewitt-Savage est le re´sultat suivant:
The´ore`me 2.1 (Hewitt-Savage 1955).
Soit µ ∈ Ps(ΩN) satisfaisant (2.4). Soit µ(n) sa n-ie`me marginale de´finie par
µ
(n)(A1, . . . , An) = µ(A1, . . . , An,Ω, . . . ,Ω, . . .). (2.5)
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Il existe une unique mesure de probabilite´ Pµ ∈ P(P(Ω)) telle que
µ
(n) =
∫
ρ∈P(Ω)
ρ⊗ndPµ(ρ). (2.6)
En me´canique statistique, ce the´ore`me est ge´ne´ralement applique´ comme une version
faible de l’approximation formelle (2.3) de la manie`re suivante. On part d’un e´tat classique
a` N particules, une probabilite´ µN ∈ P(ΩN ) dont les marginales
µ
(n)
N (A1, . . . , An) = µ(A1, . . . , An,Ω
N−n) (2.7)
convergent12 dans le sens des mesures de P(Ωn), a` une sous-suite pre`s (nous ne changerons
pas de notation pour la sous-suite):
µ
(n)
N ⇀∗ µ
(n) ∈ P(Ω(n)), (2.8)
ce qui veut pre´cise´ment dire que
µ
(n)
N (An)→ µ(n)(An)
pour tout bore´lien An de Ω
n, et donc∫
Ω
fndµ
(n)
N →
∫
Ω
fndµ
(n)
pour toute fonction fn continue borne´e de Ω
n dans R. Modulo un argument d’extraction
diagonale, on peut supposer que la convergence (2.8) a lieu le long de la meˆme sous-suite
pour tout n ∈ N. En testant la convergence (2.8) sur un bore´lien An = Am × Ωm−n pour
m ≤ n on obtient la relation de consistance(
µ
(n)
)(m)
= µ(m), pour tout m ≤ n (2.9)
qui implique que la suite (µ(n))n∈N de´crit bien un syste`me physique avec un nombre
infini de particules. On peut ensuite voir (the´ore`me d’extenstion de Kolmogorov) qu’il
existe µ ∈ P(ΩN) telle que µ(n) soit la n-ie`me marginale de µ (d’ou` la notation). Cette
probabilite´ satisfait (2.4) et on peut donc lui appliquer le The´ore`me 2.1, ce qui donne
µ
(n)
N ⇀∗
∫
ρ∈P(Ω)
ρ⊗ndPµ(ρ) quand N →∞ (2.10)
ou` Pµ ∈ P(P(Ω)), ce qui est une version affaiblie mais rigoureuse de (2.3). Autrement dit
e´tant donne´ un e´tat classique a` N particules, sa n-ie`me marginale peut-eˆtre
approche´e par une combinaison convexe d’e´tats produits quand N est grand et
n fixe. On remarquera par ailleurs que la mesure Pµ apparaissant dans (2.10) ne de´pend
pas de n.
Bien suˆr il faut pouvoir d’abord utiliser un argument de compacite´ pour obtenir (2.8),
ce qui est possible par exemple si Ω est compact (dans ce cas P(Ωn) est compact pour la
convergence au sens des mesures (2.8)). Plus ge´ne´ralement si le proble`me physique auquel
on s’inte´resse comporte un me´canisme de confinement, on peut montrer que les marginales
des e´tats minimisant l’e´nergie libre forment des suites tendues, et en de´duire (2.8).
12On notera cette convergence ⇀∗ pour la distinguer d’une convergence en norme.
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Quant a` la preuve du The´ore`me 2.1, il y a plusieurs approches possibles. Mentionnons
tout de suite que l’unicite´ est une conse´quence assez simple d’un argument de densite´
dans Cb(P(Ω)), les fonctions continues borne´es 13 de P(Ω). L’argument semble n’avoir e´te´
formule´ que re´cemment14 par Pierre-Louis Lions [130].
Preuve du The´ore`me 2.1, Unicite´. On ve´rifie aise´ment que les monoˆmes de la forme
Cb(P(Ω)) ∋Mk,φ(ρ) :=
∫
φ(x1, . . . , xk)dρ
⊗k(x1, . . . , xk), k ∈ N, φ ∈ Cb(Ωk) (2.11)
ge´ne`rent une sous-alge`bre de Cb(P(Ω)), l’espace des fonctions continues borne´es sur P(Ω),
voir Section 1.7.3 dans [77]. Le point a` noter est que pour tout µ ∈ P(Ω)
Mk,φ(µ)Mℓ,ψ(µ) =Mk+ℓ,φ⊗ ψ(µ).
Le fait que cette sous-alge`bre soit dense est une conse´quence du the´ore`me de Stone-
Weierstrass.
Il suffit donc de ve´rifier que si il existe deux mesures Pµ et P
′
µ
satisfaisant (2.5), alors∫
ρ∈P(Ω)
Mk,φ(ρ)dPµ(ρ) =
∫
ρ∈P(Ω)
Mk,φ(ρ)dP
′
µ(ρ)
pour tout k ∈ N et φ ∈ Cb(P(Ωk)). Mais cette dernie`re e´galite´ signifie simplement∫
ρ∈P(Ω)
(∫
Ωk
φ(x1, . . . , xk)dρ
⊗k(x1, . . . , xk)
)
dPµ(ρ)
=
∫
ρ∈P(Ω)
(∫
Ωk
φ(x1, . . . , xk)dρ
⊗k(x1, . . . , xk)
)
dP ′
µ
(ρ)
ce qui est e´vident puisque les deux expressions sont e´gales a`∫
Ωk
φ(x1, . . . , xk)dµ
(k)(x1, . . . , xk)
par hypothe`se. 
Pour l’existence de la mesure, le point le plus remarquable, nous mentionnerons trois
approches possibles:
• La preuve originelle de Hewitt-Savage est un argument ge´ome´trique : l’ensemble
des probabilite´s syme´triques sur ΩN est bien e´videmment convexe. Le the´ore`me de
Choquet-Krein-Milman indique que tout point d’un convexe est une combinaison
convexe des points extreˆmaux de l’ensemble. Il suffit donc de montrer que les
points extreˆmes de Ps(ΩN) sont exactement les mesures produit, correspondant aux
suites de marginales (ρ⊗n)n∈N. Cette approche est hautement non constructive,
et la preuve que les suites (ρ⊗n)n∈N sont les points extreˆmes de Ps(ΩN) est un
argument par contradiction.
• Une approche entie`rement constructive est due a` Diaconis et Freedman [53]. Dans
cet argument probabiliste, le The´ore`me 2.1 devient un corollaire d’un re´sultat
d’approximation a` N fini, donnant une version quantitative de (2.10).
13Pour simplifier on peut penser au cas ou` Ω est compact, auquel cas on remplace Cb(P(Ω)) par les
fonctions continues.
14Les cours de Pierre-Louis Lions sont disponibles en vide´o sur le site du Colle`ge de France.
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• Pierre-Louis Lions a de´veloppe´ une nouvelle approche dans le cadre de la the´orie
des jeux de champ moyen [130]. Il s’agit d’un point de vue dual, ou` l’on commence
par s’inte´resser au concept de “fonctions continues de´pendant faiblement d’un
grand nombre de variables”. On pourra en trouver un re´sume´ dans les notes de
cours de Franc¸ois Golse [77, Section 1.7.3], et une pre´sentation comple`te (avec
des extensions) dans [136, Chapitre I]. Des de´veloppements et des ge´ne´ralisations
importants dans cette direction sont e´galement pre´sente´s dans [86].
Il se trouve que la preuve du the´ore`me de Hewitt-Savage suivant le point de vue de Lions
est en grande partie une rede´couverte de la me´thode de Diaconis et Freedman. Dans la
suite nous suivrons un me´lange des deux approches. Une pre´sentation plus comple`te est
donne´e dans [136].
2.2. The´ore`me de Diaconis-Freedman.
Comme nous venons de l’annoncer, il est en fait possible de donner une version quantita-
tive de l’approximation (2.10) qui implique le The´ore`me 2.1. Outre son inte´reˆt intrinse`que,
ce re´sultat me`ne naturellement a` une preuve constructive qui me semble eˆtre de loin la plus
concre`te qui existe dans la litte´rature. L’approximation se fera dans la norme naturelle
pour les mesures de probabilite´ sur un ensemble S, la variation totale:
‖µ‖TV =
∫
S
d|µ| = sup
φ∈Cb(S)
∣∣∣∣∫
Ω
φ dµ
∣∣∣∣ (2.12)
qui co¨ıncide avec la norme L1 pour des mesures absolument continues par rapport a` la
mesure de Lebesgue. Le re´sultat que nous allons de´montrer, issu de [53], est le suivant:
The´ore`me 2.2 (Diaconis-Freedman).
Soit µN ∈ Ps(ΩN ) une mesure de probabilite´ syme´trique. Il existe PµN ∈ P(P(Ω)) tel
que, de´finissant
µ˜N :=
∫
ρ∈P(Ω)
ρ⊗NdPµN (ρ) (2.13)
on ait ∥∥∥µ(n)N − µ˜(n)N ∥∥∥
TV
≤ 2n(n− 1)
N
. (2.14)
Preuve du The´ore`me 2.2. On fera un le´ger abus de notation en e´crivant µN (Z)dZ au lieu
de dµN (Z) pour les inte´grales en (z1, . . . , zN ) = Z ∈ ΩN . En tout e´tat de cause, il est
de´ja` suffisament instructif de conside´rer une mesure absolument continue par rapport a` la
mesure de Lebesgue.
La syme´trie de µN implique, pour X = (x1, . . . , xN ) ∈ ΩN
µN (X) =
∫
ΩN
µN (Z)
∑
σ∈ΣN
(N !)−1δX=ZσdZ (2.15)
ou` Zσ repre´sente le N -uplet (zσ(1), . . . , zσ(n)). On de´finit
µ˜N (X) =
∫
ΩN
µN (Z)
∑
γ∈ΓN
N−NδX=ZγdZ, (2.16)
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ou` ΓN est l’ensemble de toutes les applications
15 de {1, . . . , N} dans lui-meˆme et Xγ est
de´fini de la meˆme manie`re que Xσ. Le sens pre´cis a` donner a` (2.16) est∫
ΩN
φ(X)dµ˜N (X) =
∑
γ∈ΓN
N−N
∫
ΩN
φ(Zγ)dµN (Z)
pour toute fonction re´gulie`re φ.
En remarquant que
∑
γ∈ΓN
N−NδX=Zγ =
N−1 N∑
j=1
δzj
⊗N (x1, . . . , xN ) , (2.17)
on peut mettre (2.16) sous la forme (2.13) en prenant
PµN (ρ) =
∫
ΩN
δρ=ρ¯ZµN (Z)dZ, ρ¯Z(x) :=
N∑
i=1
N−1δzj=x, (2.18)
et on remarquera au passage que PµN ne charge que des mesures empiriques (les mesures
ρ¯Z ci-dessus). Il s’agit maintenant de calculer la diffe´rence entre les marginales de µN et
µ˜N . Diaconis et Freedman proce`dent comme suit: Bien suˆr
µ
(n)
N − µ˜(n)N =
∫
ΩN

 ∑
σ∈ΣN
(N !)−1δX=Zσ
(n) −
∑
γ∈ΓN
N−NδX=Zγ
(n)
µN (Z)dZ,
mais  ∑
σ∈ΣN
(N !)−1δX=Zσ
(n)
est la loi de probabilite´ pour tirer n boules au hasard d’une urne en contenant N 16, sans
remplacement alors que ∑
γ∈ΓN
N−NδX=Zγ
(n)
est la loi de probabilite´ pour tirer n boules au hasard d’une urne en contenant N , avec
remplacement. Intuitivement il est clair que quand n est petit devant N , le fait que l’on
remplace ou pas les boules apre`s chaque tirage n’affecte pas significativement le re´sultat.
Il n’est pas difficile d’obtenir des bornes quantitatives qui me`nent au re´sultat (2.14), voir
par exemple [71].
Une autre fac¸on d’obtenir (2.14) est la suivante, qui semble avoir son origine dans [82]:
au vu de (2.16) et (2.17), on a
µ˜
(n)
N (X) =
∫
ΩN
µN (Z)
N−1 N∑
j=1
δzj
⊗n (x1, . . . , xN ) dZ.
15Compare´ a` ΣN , ΓN autorise donc les indices re´pe´te´s.
16Les boules sont e´tiquete´es z1, . . . , zN .
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On de´veloppe alors le produit tensoriel et on calcule la contribution des termes ou` tous
les indices sont diffe´rents. Par syme´trie de µ
(n)
N on obtient
µ˜
(n)
N =
N(N − 1) . . . (N − n+ 1)
Nn
µ
(n)
N + νn (2.19)
ou` νn est une mesure positive sur Ω
n (tous les termes issus du de´veloppement du pro-
duit (2.17) donnent lieu a` des contributions positives). On a alors
µ
(n)
N − µ˜(n)N =
(
1− N(N − 1) . . . (N − n+ 1)
Nn
)
µ
(n)
N − νn (2.20)
et comme les deux mesures du membre de gauche sont des probabilite´s on de´duit∫
Ωn
dνn =
(
1− N(N − 1) . . . (N − n+ 1)
Nn
)
.
En outre, puisque le premier terme du membre de droite de (2.20) est positif et le deuxie`me
ne´gatif on a par l’ine´galite´ triangulaire∫
Ωn
d
∣∣∣µ(n)N − µ˜(n)N ∣∣∣ ≤ (1− N(N − 1) . . . (N − n+ 1)Nn
)
+
∫
Ωn
dνn
= 2
(
1− N(N − 1) . . . (N − n+ 1)
Nn
)
.
Il est ensuite facile de voir que
N(N − 1) . . . (N − n+ 1)
Nn
=
n∏
j=1
N − j + 1
N
=
n∏
j=1
(
1− j − 1
N
)
≥
(
1− n− 1
N
)n
≥ 1− n(n− 1)
N
ce qui prouve (2.14) avec C = 2. Une meilleure constante C = 1 peut eˆtre obtenue,
voir [53, 71]. 
On fait la remarque suivante, qui s’ave`re utile dans les applications:
Remarque 2.3 (Premie`res marginales de la mesure de Diaconis-Freedman).
On a
µ˜
(1)
N (x) = µ
(1)
N (x) (2.21)
et
µ˜
(2)
N (x1, x2) =
N − 1
N
µ
(2)
N (x1, x2) +
1
N
µ
(1)
N (x1)δx1=x2 . (2.22)
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comme conse´quence directe de la de´finition (2.17). En effet, en utilisant la syme´trie,
µ˜
(1)
N (x) = N
−1
N∑
j=1
∫
ΩN
µN (Z)δzj=xdZ = µ
(1)
N (x)
µ˜
(2)
N (x1, x2) = N
−2
∫
ΩN
µN (Z)
 N∑
j=1
δzj=x1
 N∑
j=1
δzj=x2
 dZ
= N−2
∑
1≤i 6=j≤N
∫
ΩN
µN (Z)δzi=x1δzj=x2dZ +N
−2
N∑
i=1
∫
ΩN
µN (Z)δzi=x1δzi=x2dZ
=
N − 1
N
µ
(2)
N (x1, x2) +
1
N
µ
(1)
N (x1)δx1=x2 . (2.23)
Les marginales supe´rieures peuvent s’obtenir par des calculs similaires mais plus lourds.

En corollaire de la construction de Diaconis et Freedman nous obtenons une preuve
simple de la partie existence du the´ore`me de Hewitt-Savage:
Preuve du The´ore`me 2.1, Existence. Commenc¸ons par le cas ou` Ω est compact. On ap-
plique le The´ore`me 2.2 a` µ(N) qui est une probabilite´ syme´trique sur ΩN , et on obtient
donc ∥∥∥∥∥µ(n) −
∫
ρ∈P(Ω)
ρ⊗ndPN (ρ)
∥∥∥∥∥
TV
≤ Cn
2
N
(2.24)
pour une certaine mesure PN ∈ P(P(Ω)). Lorsque Ω est compact, P(Ω) et P(P(Ω)) le
sont e´galement. On peut donc (modulo une sous-suite) supposer que
PN → P ∈ P(P(Ω))
au sens des mesures et il ne reste qu’a` passer a` la limite N →∞ a` n fixe´ dans (2.24).
Pour le cas ou` Ω n’est pas compact, on suit une ide´e de la preuve d’existence selon
Pierre-Louis Lions [130] (voir aussi [77]). Il s’agit de montrer que la mesure PN obtenue
en appliquant le the´ore`me de Diaconis-Freedman a` µ(N) converge. Il suffit pour cela de la
tester sur un monoˆme de la forme (2.11):∫
P(P(Ω))
Mk,φ(µ)dPN (µ) =
∫
Z∈ΩN
Mk,φ
 1
N
N∑
j=1
δzj
 dµ(N)(Z)
=
∫
Z∈ΩN
∫
X∈Ωk
φ(x1, . . . , xk)
k∏
j=1
 1
N
N∑
j=1
δzj=xk
 dµ(N)(Z)
=
∫
Z∈Ωk
φ(z1, . . . , zk)dµ
(k)(Z) +O(N−1) (2.25)
par un calcul similaire a` celui donnant (2.19). La limite (2.25) existe donc pour tout
monoˆmeMk,φ, et par densite´ des monoˆmes pour toute fonction continue borne´e sur P(Ω).
On de´duit ainsi
PN ⇀∗ P
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et on peut conclure comme pre´ce´demment. 
Quelque petites remarques avant de passer aux applications des The´ore`mes 2.1 et 2.2:
Remarque 2.4 (Sur la construction de Diaconis-Freedman-Lions).
(1) On notera d’abord que la mesure de´finie par (2.18) est celle que Lions utilise
dans son approche du the´ore`me de Hewitt-Savage. C’est la manie`re canonique
de construire une mesure sur P(P(Ω)) e´tant donne´e une mesure sur Ps(ΩN ),
en passant par les mesures empiriques. Le passage a` la limite (2.25) peut rem-
placer l’estimation explicite (2.14) si on s’inte´resse uniquement a` la preuve du
The´ore`me 2.1. Cette construction et l’astuce combinatoire (2.19) sont e´galement
utilise´s par exemple dans [78, 137, 86].
(2) Disposer d’une estimation explicite de la forme (2.14) est e´videmment tre`s satis-
faisant et peut s’ave´rer utile dans les applications. On peut se demander si le taux
de convergence obtenu est optimal. De manie`re peut-eˆtre surprenante c’est en fait
le cas. On aurait pu s’attendre a` une approximation utile pour n≪ N , mais il se
trouve que
√
n≪ N est optimal, voir les exemples de [53].
(3) Les formules simples (2.23) sont bien utiles en pratique (voir [156] pour une appli-
cation). Il est assez satisfaisant que µ
(1)
N = µ˜
(1)
N et que µ
(2)
N puisse se reconstruire
en utilisant seulement µ˜
(2)
N et µ˜
(1)
N .
(4) La construction paye sa ge´ne´ralite´ par un comportement en re´alite´ tre`s mauvais
dans de nombreux cas. Remarquons que (2.18) ne charge que des mesures em-
piriques, qui ont toutes une entropie infinie. Cela pose des proble`mes pour em-
ployer le The´ore`me 2.2 a` l’e´tude d’une e´nergie libre a` tempe´rature positive. En
outre, pour un proble`me avec interactions re´pulsives fortes, on cherchera a` ap-
pliquer la construction a` une mesure satisfaisant µ
(2)
N (x, x) ≡ 0 (probabilite´ nulle
d’avoir deux particules au meˆme endroit). Dans ce cas µ˜
(2)
N (x, x) = N
−1
µ
(1)
N (x) est
non nulle et donc l’e´nergie de µ˜N sera infinie si le potentiel d’interactions comporte
une singularite´ a` l’origine.
(5) Il serait tre`s inte´ressant de disposer d’une construction qui satisfasse une estima-
tion de forme (2.14) tout en e´vitant les inconve´nients mentionne´s ci-dessus. Par
exemple, est-il possible de garantir µ˜N ∈ L1(ΩN ) si µN ∈ L1(ΩN ) ? On pourrait
aussi demander que la construction laisse les mesures produits ρ⊗N invariantes, ce
qui n’est pas du tout le cas de (2.13).
(6) Si l’espace Ω est remplace´ par un ensemble fini, disons Ω = {1, . . . , d}, on peut
obtenir une erreur proportionnelle a` dn/N au lieu de n2/N en utilisant la preuve
originelle de Diaconis-Freedman. On peut donc remplacer (2.14) par∥∥∥µ(n)N − µ˜(n)N ∥∥∥
TV
≤ C
N
min
(
dn, n2
)
. (2.26)
Nous ne nous servirons pas de ce point dans la suite. 
Finalement, on fait une remarque se´pare´e sur une ge´ne´ralisation de l’approche pre´sente´e
ci-dessus:
Remarque 2.5 (Fonctions syme´triques de´pendant faiblement de N variables.).
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Dans les applications (cf la section suivante), on cherche a` appliquer les the´ore`mes a` la
de Finetti de la manie`re suivante: on se donne une suite (uN )N∈N de fonctions syme´triques
de N variables et on e´tudie la quantite´∫
ΩN
uN (X)dµN (X)
pour une probabilite´ syme´trique µN . Les re´sultats expose´s dans cette section impliquent
que si cette quantite´ se trouve ne de´pendre que d’une marginale µ
(n)
N pour n fixe, un objet
limite naturel e´merge quand N →∞. En particulier, si
uN (X) =
(
N
n
)−1 ∑
1≤i1<...<in≤N
φ(xi1 , . . . , xin), (2.27)
on a∫
ΩN
uN (X)dµN (X) =
∫
Ωn
φ(x1, . . . , xn)dµ
(n)
N →
∫
ρ∈P(Ω)
(∫
Ωn
φ dρ⊗n
)
dPµ(ρ) (2.28)
pour une certaine mesure de probabilite´ Pµ ∈ P(P(Ω)). On peut se demander si ce genre
de re´sultats est vrai pour une classe de fonctions uN de´pendant plus subtilement de N .
Le cadre naturel semble eˆtre celui ou` la suite uN de´pend faiblement des N variables, au
sens formalise´ par Lions [130] et rappelle´ dans [77, Section 1.7.3]. Sans rentrer dans les
de´tails, on peut facilement voir qu’a` une telle suite correspond, modulo extraction, une
unique fonction continue sur les probabilite´s U ∈ C(P(Ω)): on peut de´montrer que, le
long d’une sous-suite, ∫
ΩN
uN (X)dµN (X)→
∫
ρ∈P(Ω)
U(ρ)dPµ(ρ). (2.29)
Pensons par exemple au cas ou` uN ne de´pend que de la mesure empirique:
uN (x1, . . . , xN ) = F
 1
N
N∑
j=1
δxj
 (2.30)
avec une fonction F suffisament re´gulie`re. Une telle fonction de´pend faiblement des N
variables au sens de Lions mais ne s’exprime pas sous la forme (2.27). Plus ge´ne´ralement,
ce genre de conside´rations s’applique sous des hypothe`ses du genre
|∇xjuN (x1, . . . , xN )| ≤
C
N
∀j = 1 . . . N, ∀(x1, . . . , xN ) ∈ ΩN .
On peut par la suite se demander si le taux de convergence dans (2.29) peut se quantifier,
comme le The´ore`me 2.2 permet de quantifier la convergence (2.28). Des re´sultats dans
cette direction sont pre´sente´s dans [86]. 
2.3. Limite de champ moyen pour une e´nergie libre classique.
Dans cette section nous appliquons le The´ore`me 2.1 a` une fonctionnelle d’e´nergie libre
a` tempe´rature positive, suivant [135, 28, 93, 95]. On conside`re un domaine Ω ⊂ Rd et la
fonctionnelle
FN [µ] =
∫
X∈ΩN
HN (X)µ(X)dX + T
∫
ΩN
µ(X) logµ(X)dX (2.31)
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de´finie pour toute mesure de probabilite´ µ ∈ P(ΩN ). Ici la tempre´rature T est fixe dans
la limite N →∞ et le Hamiltonien HN est choisi de type champ-moyen:
HN (X) =
N∑
j=1
V (xj) +
1
N − 1
∑
1≤i<j≤N
w(xi − xj). (2.32)
Ici V est un potentiel semi-continu infe´rieurement. Pour se placer dans un cadre compact,
on supposera que soit Ω est borne´ soit
V (x)→∞ quand |x| → ∞. (2.33)
Le potentiel d’interaction w sera borne´ infe´rieurement et semi-continu infe´rieurement.
Pour rester concret on pourra penser a` w ∈ L∞, ou bien a` un potentiel de type Coulomb
re´pulsif :
w(x) =
1
|x|d−2 si d = 3 (2.34)
w(x) = − log |x| si d = 2 (2.35)
w(x) = −|x| si d = 1, (2.36)
omnipre´sent dans les applications. On supposera e´galement toujours
w(x) = w(−x)
et si le domaine n’est pas borne´ on supposera en outre
w(x− y) + V (x) + V (y)→∞ quand |x| → ∞ ou |y| → ∞
w(x− y) + V (x) + V (y) est semi-continu infe´rieurement. (2.37)
Nous nous inte´ressons a` la limite de la mesure de Gibbs minimisant (2.31) dans Ps(ΩN ):
µN (X) =
1
ZN exp
(
− 1
T
HN (X)
)
dX (2.38)
et a` l’e´nergie libre correspondante
FN = inf
µ∈P(ΩNs )
FN [µ] = FN [µN ] = −T logZN . (2.39)
La fonctionnelle d’e´nergie libre se re´e´crit
FN [µ] = N
∫
Ω
V (x)dµ(1)(x) +
N
2
∫∫
Ω×Ω
w(x− y)dµ(2)(x, y) + T
∫
ΩN
µ logµ
=
N
2
∫∫
Ω×Ω
(w(x− y) + V (x) + V (y)) dµ(2)(x, y) + T
∫
ΩN
µ logµ. (2.40)
en utilisant les marginales
µ
(n)(x1, . . . , xn) =
∫
xn+1,...,xN∈Ω
dµ(x1, . . . , xN ). (2.41)
En inse´rant un ansatz de forme
µ = ρ⊗N , ρ ∈ P(Ω) (2.42)
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dans (2.31) on obtient la fonctionnelle de champ moyen
FMF[ρ] := N−1FN [ρ⊗N ]
=
∫
Ω
V (x)dρ(x) +
1
2
∫∫
Ω×Ω
w(x− y)dρ(x)dρ(y) + T
∫
Ω
ρ log ρ (2.43)
dont on notera FMF et ̺MF le minimum et un minimiseur parmi les mesures de probabilite´.
Notre but est de justifier l’approximation de champ moyen en de´montrant le the´ore`me
suivant
The´ore`me 2.6 (Limite de champ moyen classique a` tempe´rature fixe).
On a
FN
N
→ FMF quand N →∞. (2.44)
De plus a` extraction d’une sous-suite pre`s, on a pour tout n ∈ N
µ
(n)
N ⇀∗
∫
ρ∈MMF
ρ⊗ndP (ρ). (2.45)
au sens des mesures, ou` P est une mesure de probabilite´ sur MMF, l’ensemble des min-
imiseurs de FMF.
En particulier, si FMF a un minimiseur unique on obtient
µ
(n)
N ⇀∗
(
̺MF
)⊗n
Preuve du The´ore`me 2.6. On suit essentiellement [135, 28, 92, 93]. Une borne supe´rieure
sur l’e´nergie libre s’obtient aise´ment en prenant une fonction test de forme ρ⊗N et on
de´duit
FN
N
≤ FMF. (2.46)
Seule la borne infe´rieure correspondante demande du travail. On commence par extraire
une sous-suite le long de laquelle
µ
(n)
N ⇀∗ µ
(n) (2.47)
pour tout n ∈ N, avec µ ∈ Ps(ΩN). On proce`de comme indique´ Section 2.1, en utilisant
soit le fait que Ω est compact soit l’hypothe`se (2.37) qui implique que la suite est tendue.
Par semi-continuite´ infe´rieure on a imme´diatement
lim inf
N→∞
1
2
∫∫
Ω×Ω
(w(x− y) + V (x) + V (y)) dµ(2)N (x, y)
≥ 1
2
∫∫
Ω×Ω
(w(x− y) + V (x) + V (y)) dµ(2)(x, y). (2.48)
Pour le terme d’entropie on utilise la proprie´te´ de sous-additivite´ (conse´quence de
l’ine´galite´ de Jensen, voir [149] ou les re´fe´rences cite´es pre´ce´demment)∫
ΩN
µN logµN ≥
⌊
N
n
⌋ ∫
Ωn
µ
(n)
N logµ
(n)
N +
∫
Ω
N−n⌊Nn ⌋ µ
(N−n⌊Nn ⌋)
N logµ
(N−n⌊Nn ⌋)
N
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ou` ⌊ . ⌋ de´note la partie entie`re. L’ine´galite´ de Jensen implique que pour toutes mesures
de probabilite´s µ et ν, l’entropie relative de µ par rapport a` ν est positive:∫
µ log
µ
ν
=
∫
ν
µ
ν
log
µ
ν
≥
(∫
ν
µ
ν
)
log
(∫
ν
µ
ν
)
= 0.
On en de´duit que pour tout ν0 ∈ P(Ω)∫
Ω
N−n⌊Nn ⌋ µ
(N−n⌊Nn ⌋)
N logµ
(N−n⌊Nn ⌋)
N =
∫
Ω
N−n⌊Nn ⌋ µ
(N−n⌊Nn ⌋)
N log
 µ(N−n⌊Nn ⌋)N
ν
⊗(N−n⌊Nn ⌋)
0

+
∫
Ω
N−n⌊Nn ⌋ µ
(N−n⌊Nn ⌋)
N log ν
⊗(N−n⌊Nn ⌋)
0
≥
(
N − n
⌊
N
n
⌋)∫
Ω
µ
(1)
N log ν0.
En choisissant ν0 ∈ P(Ω) de la forme ν0 = c0 exp(−c1V ) il n’est pas difficile de voir que la
dernie`re inte´grale est borne´e infe´rieurement inde´pendament de N et on obtient alors pour
tout n ∈ N
lim inf
N→∞
1
N
∫
ΩN
µN logµN ≥
1
n
∫
Ωn
µ
(n) logµ(n) (2.49)
par semi-continuite´ infe´rieure de (moins) l’entropie.
En rassemblant (2.48) et (2.49) on obtient une borne infe´rieure en terme d’une fonc-
tionnelle de µ:
lim inf
N→∞
1
N
FN [µN ] ≥ F [µ] :=
1
2
∫∫
Ω×Ω
(w(x − y) + V (x) + V (y)) dµ(2)(x, y)
+ T lim sup
n→∞
1
n
∫
Ωn
µ
(n) logµ(n). (2.50)
Le second terme est souvent appele´ (moins) l’entropie moyenne de µ ∈ P(ΩN). Il s’agit
maintenant d’appliquer le the´ore`me de Hewitt-Savage a` µ. Le premier terme de F est
e´videmment affine en fonction de µ(2), ce qui est parfait pour utiliser (2.6), mais on pourrait
s’inquie´ter a` la vue du second terme qui semble plutoˆt convexe. En fait un argument simple
de [149] montre que cette entropie moyenne est bien affine: e´tant donne´ µ1,µ2 ∈ P(ΩN)
on utilise d’une part la convexite´ de x 7→ x log x et d’autre part la croissance de x 7→ log x
pour obtenir
1
2
∫
Ωn
µ
(n)
1 logµ
(n)
1 +
1
2
∫
Ωn
µ
(n)
2 logµ
(n)
2 ≥
∫
Ωn
(
1
2
µ
(n)
1 +
1
2
µ
(n)
2
)
log
(
1
2
µ
(n)
1 +
1
2
µ
(n)
2
)
≥ 1
2
∫
Ωn
µ
(n)
1 logµ
(n)
1 +
1
2
∫
Ωn
µ
(n)
2 logµ
(n)
2
− log(2)
2
(∫
Ωn
µ
(n)
1 +
∫
Ωn
µ
(n)
2
)
=
1
2
∫
Ωn
µ
(n)
1 logµ
(n)
1 +
1
2
∫
Ωn
µ
(n)
2 logµ
(n)
2 − log(2).
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En divisant par n et passant a` la limite supe´rieure on de´duit que
Ps(Ωn) ∋ µ 7→ lim sup
n→∞
1
n
∫
Ωn
µ
(n) logµ(n)
est bien affine line´are et donc que F [µ] l’est e´galement. Il reste a` utiliser (2.6), ce qui
donne une probabilite´ Pµ ∈ P(P(Ω)) telle que
lim inf
N→∞
1
N
FN [µN ] ≥
∫
ρ∈P(Ω)
F [ρ⊗∞]dPµ(ρ)
=
∫
ρ∈P(Ω)
FMF[ρ]dPµ(ρ) ≥ FMF.
Ici on a note´ ρ⊗∞ la probabilite´ sur P(ΩN) qui a pour n-ie`me marginale ρ⊗n pour tout n
et on a utilise´ le fait que Pµ est d’inte´grale 1. Ceci conclut la preuve de (2.44) et (2.45)
se de´duit facilement. Il est en effet clair au vu des ine´galite´s pre´ce´dentes que Pµ doit eˆtre
concentre´e sur l’ensemble des minimiseurs de l’e´nergie libre de champ moyen. 
2.4. Estimations quantitatives dans la limite champ moyen/tempe´rature faible.
Ici nous allons donner un exemple ou` les pre´cisions approrte´es au the´ore`me de Hewitt-
Savage par la me´thode de Diaconis-Freedman se re´ve`lent utiles. Comme mentionne´ a`
la Remarque 2.4, la construction de la Section 2.2 se comporte assez mal vis-a`-vis de
l’entropie, mais il existe un certain nombre de proble`mes inte´ressants ou` il fait sens de
conside´rer une tempe´rature petite dans la limite N → ∞, auquel cas l’entropie joue un
faible roˆle.
Un exemple central est celui des syste`mes de type “log-gas”. Il est bien connu que la
distribution des valeurs propres de certains ensembles de matrices ale´atoires est donne´
par la mesure de Gibbs d’un gaz classique avec interactions logarithmiques. De plus, il se
trouve que la limite pertinente pour de grandes matrices est un re´gime de champ-moyen
avec tempe´rature d’ordre N−1. Conside´rons le Hamiltonien suivant (les hypothe`ses sur V
sont les meˆmes que pre´ce´demment, avec w = − log | . |):
HN(X) =
N∑
j=1
V (xj)− 1
N − 1
∑
1≤i<j≤N
log |xi − xj | (2.51)
ou` X = (x1, . . . , xN ) ∈ RdN . La mesure de Gibbs correspondante
µN (X) =
1
ZN exp (−βNHN (X)) dX (2.52)
correspond (modulo un changement d’e´chelle de´pendant de β) a` la distribution des valeurs
propres d’une matrice ale´atoire dans les cas suivants:
• d = 1, β = 1, 2, 4 et V (x) = |x|22 . On obtient respectivement les matrices gaussi-
ennes re´elles syme´triques, complexes hermitiennes, et quatertioniques auto-duales.
• d = 2, β = 2 et V (x) = |x|22 . On obtient alors les matrices gaussiennes complexes
sans condition de syme´trie, c’est-a`-dire l’ensemble dit de Ginibre [74].
Dans le cadre de ces notes nous ne donnerons pas plus de pre´cisions sur l’aspect “ma-
trices ale´atoires”, et nous nous contenterons de prendre les faits pre´ce´dents comme une
motivation suffisante pour e´tudier la limite N → ∞ des mesures (2.52) avec β fixe´, ce
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qui correspond (comparer avec (2.38)) a` prendre T = β−1N−1, soit une tempe´rature tre`s
petite. Pour une introduction aux matrices ale´atoires et aux log-gas nous renvoyons a`
(parmi de nombreuses sources) [7, 69, 134]. Pour des e´tudes pousse´es des mesures (2.52)
selon des me´thodes assez diffe´rentes de celles pre´sente´es ici on pourra consulter entre
autres [10, 11, 23, 17, 18, 17, 30, 153, 158, 157].
Dans le cas d = 2, les mesures de forme (2.52) ont aussi une application naturelle a`
l’e´tude de certaines fonctions d’onde quantique apparaissant dans le cadre de l’effet Hall
fractionnaire (voir [154, 155, 156] et les re´fe´rences cite´es). La` aussi il fait sens de conside´rer
β comme e´tant fixe.
La singularite´ en 0 du logarithme va poser des difficulte´s dans la preuve, comme indique´
a` la Remarque 2.4, mais on peut les contourner relativement aise´ment, au contraire de
celle lie´e a` l’entropie. La me´thode que nous pre´senterons n’est pas limite´e au cas des
log-gas et peut eˆtre re´employe´e dans des contextes varie´s.
A nouveau, (2.52) minimise une e´nergie libre
FN [µ] =
∫
X∈ΩN
HN (X)µ(X)dX +
1
βN
∫
ΩN
µ(X) logµ(X)dX (2.53)
dont nous noterons FN le minimum. L’objet limite naturel est cette fois une e´nergie libre
ou` le terme d’entropie est ne´glige´17:
EMF[ρ] :=
∫
Rd
V dρ− 1
2
∫∫
Rd×Rd
log |x− y|dρ(x)dρ(y), (2.54)
obtenue en inse´rant l’ansatz ρ⊗N dans (2.53) et ne´gligeant le terme d’entropie qui est man-
ifestement d’ordre infe´rieur pour β fixe. On notera EMF et ̺MF respectivement l’e´nergie
minimum et le minimiseur (unique dans ce cas par stricte convexite´ de la fonctionnelle).
Il est bien connu (voir les re´fe´rences sus-cite´es et e´galement [95]) que
N−1FN = − 1
β
logZN → EMF quand N →∞ (2.55)
et
µ
(n)
N ⇀∗
(
̺MF
)⊗n
. (2.56)
Nous allons reprouver (2.56) et donner une version quantitative de (2.55) en nous inspirant
de [156]:
The´ore`me 2.7 (Estimation de l’e´nergie libre d’un log-gas).
Pour tout β ∈ R, on a
EMF − CN−1 (β−1 + logN + 1) ≤ − 1
β
logZN ≤ EMF + Cβ−1N−1. (2.57)
Des estimations fines de la fonction de partition ZN d’un log-gas semblent n’eˆtre
disponibles dans la litte´rature que depuis assez re´cemment [153, 158, 157]. Entre autres,
les re´fe´rences pre´ce´dentes indiquent que la correction a` EMF est exactement d’ordre
N−1 logN .
17Une e´nergie donc, d’ou` la notation.
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Preuve du The´ore`me 2.7. Nous n’e´laborerons pas sur la borne supe´rieure, qui s’obtient en
prenant l’ansatz factorise´ habituel et en estimant son entropie. Pour la borne infe´rieure,
nous allons utiliser le The´ore`me 2.2. Pour cela il nous faut d’abord borner crudement
l’entropie: par positive´ de l’entropie relative (ine´galite´ de Jensen)∫
RdN
µ log
µ
ν
≥ 0 pour tout µ,ν ∈ P(ΩN )
on peut e´crire, en utilisant la mesure de probabilite´
νN = (c0 exp (−V (|x|)))⊗N ,
la borne infe´rieure suivante∫
RdN
µN logµN ≥
∫
RdN
µN log νN = −N
∫
Rd
V dµ
(1)
N −N log c0. (2.58)
Pour obtenir une borne infe´rieure sur l’e´nergie il nous faut d’abord re´gulariser le potentiel
d’interaction: soit α > 0 un petit parame`tre que nous optimiserons plus tard et
− logα |z| =
{
− logα+ 12
(
1− |z|2
α2
)
si |z| ≤ α
− log |z| si |z| ≥ α.
(2.59)
Clairement − logα |z| ≤ − log |z| est re´gulier en 0. De plus, on a
− d
dα
logα |z| =
−
1
α
+
|z|2
α3
si |z| ≤ α
0 si |z| ≥ α.
(2.60)
On utilise la minoration − logα |z| ≤ − log |z| pour obtenir∫
X∈ΩN
HN (X)µ(X)dX ≥ N
∫
Rd
V dµ
(1)
N −
N
2
∫∫
Rd×Rd
logα |x− y|dµ(2)N (x, y)
et nous sommes maintenant en position d’appliquer le The´ore`me 2.2, et plus pre´cise´ment
les formules explicites (2.23):∫
X∈ΩN
HN (X)µN (X)dX ≥
N
∫
Rd
V dµ˜
(1)
N −
N2
2(N − 1)
∫∫
Rd×Rd
logα |x− y|dµ(2)N (x, y) + C logα(0) (2.61)
et en combinant (2.58), (2.13) et en rappelant que la tempe´rature est e´gale a` (βN)−1 on
obtient
N−1FN [µN ] ≥
∫
ρ∈P(Rd)
EMFα [ρ]dPµN (ρ)
+ CN−1
(
logα(0) − β−1
) ≥ EMFα − CN−1 log(α)− C(βN)−1 (2.62)
ou` EMFα est le minimum (parmi les mesures de probabilite´) de la fonctionnelle modifie´e
EMFα [ρ] :=
∫
Rd
V (1− β−1N−1)dρ− N
2(N − 1)
∫∫
Rd×Rd
logα |x− y|dρ(x)dρ(y).
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En exploitant l’e´quation variationnelle associe´e, (2.60) et le principe de Feynman-
Hellmann, il n’est pas difficile de montrer que pour α assez petit∣∣EMFα − EMF∣∣ ≤ Cαd + CN−1
et donc on conclut
N−1FN [µN ] ≥ EMF − CN−1 log(α)− CβN−1 − CN−1 − Cαd − C
ce qui donne la borne infe´rieure de´sire´e en optimisant par rapport a` α (prendre α =
N−1/d). 
Remarque 2.8 (Extensions possibles).
(1) On peut e´galement prouver des version quantitatives de (2.56) en suivant essen-
tiellement la me´thode de preuve ci-dessus. Nous n’e´laborerons pas plus sur ce
point pour lequel nous renvoyons a` la me´thode utilise´e dans [156] (base´e sur une
imple´mentation quantitative du principe de Feynman-Hellmann).
(2) Un autre cas que nous pourrions traiter avec la me´thode ci-dessus est celui des
ensembles de matrices gaussiennes unitaires, orthogonaux et symplectiques intro-
duits par Dyson [56, 57, 58]. Dans ce cas, Rd est remplace´ par le cercle unite´,
β = 1, 2, 4, V ≡ 0 dans (2.51) et le terme d’interaction n’est pas divise´ par N − 1.
La me´thode s’applique malgre´ ce dernier fait car le roˆle du facteur (N − 1)−1 est
de rendre les deux termes de (2.51) du meˆme ordre de grandeur. Quand V ≡ 0
et que les particules vivent sur un domaine fixe, on a pas ce souci et le proble`me
limite reste bien de´fini. 
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3. The´ore`me de de Finetti quantique et the´orie de Hartree
Nous rentrons maintenant dans le coeur du sujet du cours, les limites de champ moyen
pour de grands syste`mes bosoniques. Nous pre´senterons d’abord la de´rivation du fonda-
mental de la the´orie de Hartree pour des particules confine´es. Dans un tel cas, correspon-
dant par exemple a` des particules vivant dans un domaine borne´, le re´sultat est alors une
conse´quence relativement imme´diate du the´ore`me de de Finetti prouve´ par Størmer et
Hudson-Moody [176, 89] qui de´crit toutes les limites fortes (au sens de la norme S1) des
matrices de densite´ re´duites d’un grand syste`me bosonique.
Nous passerons ensuite au cas plus complexe de syste`mes non confine´s. Le cas ge´ne´ral
sera traite´ plus tard et dans cette section nous supposerons que le potentiel d’interaction
n’a pas d’e´tats lie´s (un exemple est un potentiel purement re´pulsif). Il est alors suffisant
de disposer d’un the´ore`me a` la de Finetti de´crivant toutes les limites faibles (au sens de la
topologie faible-∗ sur S1) des matrices de densite´s re´duites d’un grand syste`me bosonique.
Le the´ore`me de de Finetti quantique Finetti faible (introduit dans [103]) implique le
the´ore`me de de Finetti quantique fort et il se trouve que les deux re´sultats peuvent se
de´duire d’un the´ore`me encore plus ge´ne´ral apparaissant dans [176, 89]. Le parti-pris de ces
notes est de ne pas suivre cette approche, mais plutoˆt celle (par ailleurs plus constructive)
de [103]. Ceci sera discute´ plus en de´tail a` la Section 3.3 qui annonce aussi la de´marche
qui nous guidera dans les chapitres suivants.
Pour simplifier l’exposition, on se concentrera sur le cas de particules quantiques non
relativistes, en l’absence de champ magne´tique, pour lesquelles le Hamiltonien a la forme
ge´ne´rale
HN =
N∑
j=1
Tj +
1
N − 1
∑
1≤i<j≤N
w(xi − xj), (3.1)
agissant sur l’espace de Hilbert HNs =
⊗N
s H, i.e. le produit tensoriel syme´trique de N
copies de H ou` H sera l’espace L2(Ω) pour Ω ⊂ Rd. L’ope´rateur T est un ope´rateur de
Schro¨dinger
T = −∆+ V (3.2)
avec V : Ω 7→ R et Tj est de´fini comme agissant sur la j-e`me variable:
Tjψ1 ⊗ . . . ⊗ ψN = ψ1 ⊗ . . .⊗ Tjψj ⊗ . . .⊗ ψN .
On suppose que T est auto-adjoint et borne´ infe´rieurement, et que le potentiel d’interaction
w : R 7→ R est relativement borne´ par rapport a` T (au sens des ope´rateurs):
− β−(T1 + T2)− C ≤ w(x1 − x2) ≤ β+(T1 + T2) +C, (3.3)
syme´trique
w(−x) = w(x),
et de´croissant a` l’infini
w ∈ Lp(Ω) + L∞(Ω),max(1, d/2) < p <∞→ 0, w(x) → 0 quand |x| → ∞. (3.4)
Ceci assure que HN est auto-adjoint et borne´ infe´rieurement. On fera un abus de notation
en notant w l’ope´rateur de multiplication par w(x1 − x2) sur L2(Ω).
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Notre but est de de´crire le fondamental de (3.1), c’est-a`-dire l’e´tat re´alisant18
E(N) = inf σHNHN = inf
Ψ∈HN ,‖Ψ‖=1
〈Ψ,HNΨ〉HN . (3.5)
Dans le re´gime de champ moyen qui nous occupe, on s’attend a` ce qu’un fondamental
satisfasse
ΨN ≈ u⊗N quand N →∞ (3.6)
en un sens a` pre´ciser, ce qui me`ne naturellement a` la fonctionnelle de Hartree
EH[u] = N−1
〈
u⊗N ,HNu⊗N
〉
HN
= 〈u, Tu〉H + 1
2
〈u⊗ u,w u⊗ u〉H2s
=
∫
Ω
|∇u|2 + V |u|2 + 1
2
∫∫
Ω×Ω
|u(x)|2w(x− y)|u(y)|2dxdy. (3.7)
On notera eH et uH le minimum et un minimiseur de EH respectivement. On a bien suˆr,
par le principe variationnel
E(N)
N
≤ eH (3.8)
et on s’attend a` pouvoir de´montrer la borne infe´rieure correspondante pour obtenir
E(N)
N
→ eH quand N →∞. (3.9)
Remarque 3.1 (Ge´ne´ralisations).
Toutes les ide´es principales peuvent eˆtre introduites dans le cadre pre´ce´dent et nous ren-
voyons a` [103] pour une discussion des ge´ne´ralisations possibles. On pourra meˆme penser
au cas ou` V et w sont tous deux re´guliers a` support compact si on de´sire comprendre la
me´thode dans le cas le plus simple possible.
Une ge´ne´ralisation tre`s inte´ressante consiste en la substitution du Laplacien dans (3.2)
par un ope´rateur d’e´nergie cine´tique relativiste et/ou incluant un champ magne´tique,
comme de´crit a` la Section 1.2. Il faut alors adapter les hypothe`ses (3.3) et (3.4) mais le
message reste le meˆme: l’approche fonctionne tant que les mode`les de de´part et d’arrive´e
sont bien de´finis.
Une autre ge´ne´ralisation possible est l’inclusion d’interactions a` plus de deux particules
pour obtenir des fonctionnelles avec des non-line´arite´s d’ordre plus e´leve´ a` la limite. Il est
bien suˆr ne´cessaire de se placer dans une limite de champ moyen en ajoutant par exemple
au Hamiltonien un potentiel de forme
λN
∑
1≤i<j,k≤N
w(xi − xj , xi − xk)
avec λN ∝ N−2 quand N →∞. Il est aussi possible de prendre en compte une interaction
plus ge´ne´rale que la multiplication par un potentiel, sous des hypothe`ses du meˆme genre
que (3.3). 
18Le fondamental peut ne pas exister, auquel cas on pense a` une suite d’e´tats re´alisant asymptotique-
ment l’infimum.
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3.1. Syste`mes confine´s et The´ore`me de de Finetti fort.
Par “syste`me confine´” on entend un cadre compact. On pourra choisir l’une des deux
hypothe`ses suivantes:
Ω ⊂ Rd est un domaine borne´ et (3.10)
ou bien
Ω = Rd et V (x)→∞ quand |x| → ∞ (3.11)
avec V le potentiel apparaissant dans (3.2). On supposera en outre
V ∈ Lploc(Ω),max(1, d/2) < p ≤ ∞.
Dans ces deux cas il est bien connu que
T = −∆+ V est a` re´solvante compact (3.12)
ce qui permet d’obtenir tre`s facilement de la convergence forte pour les matrices de densite´
re´duites d’un fondamental de (3.1). On peut alors re´ellement penser a` l’objet limite obtenu
en prenant la limite N →∞ comme un e´tat quantique a` nombre infini de particules. En
s’inspirant du cas classique discute´ au Chapitre 2 la de´finition naturelle est la suivante:
De´finition 3.2 (Etat bosonique a` nombre infini de particules).
Soit H un espace de Hilbert se´parable et pour n ∈ N, Hns l’espace bosonique a` n particules
correspondant. On appelle e´tat bosonique a` nombre infini de particules une suite (γ(n))n∈N
d’ope´rateurs a` trace satisfaisant
• γ(n) est un e´tat bosonique a` n particules : γ(n) ∈ S1(Hns ) est auto-adjoint positif et
TrHns [γ
(n)] = 1. (3.13)
• la suite (γ(n))n∈N est consistante:
Trn+1[γ
(n+1)] = γ(n) (3.14)
ou` Trn+1 est la trace partielle par rapport a` la dernie`re variable sur H
n+1.

La proprie´te´ cle´ ici est la consistance. C’est elle qui assure que la suite de matrices
densite´s a` n-particules (γ(n))n∈N de´crit bien un e´tat physique. Notons que γ(0) est simple-
ment un nombre re´el et que la consistance assure que TrHn [γ
(n)] = 1 pour tout n de`s que
γ(0) = 1.
Un cas particulier d’e´tat syme´trique est un e´tat produit:
De´finition 3.3 (Etat produit a` nombre infini de particules).
On appelle e´tat produit a` nombre infini de particules une suite d’ope´rateurs a` trace γ(n) ∈
S1(Hns ) avec
γ(n) = γ⊗n, (3.15)
pour tout n ≥ 0 ou` γ est un e´tat a` une particule. Un e´tat produit bosonique est
ne´cessairement de la forme
γ(n) = |u⊗n〉〈u⊗n| = (|u〉〈u|)⊗n , (3.16)
avec u ∈ SH. 
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Le fait que les e´tats produits bosoniques soient tous de la forme (3.16) provient de
l’observation que si γ ∈ S1(H) n’est pas pur (i.e. n’est pas un projecteur), γ⊗2 ne peut
pas avoir la syme´trie bosonique, voir par exemple [89].
Le the´ore`me de de Finetti fort est l’outil approprie´ pour de´crire ces objets et spe´cifier
le lien entre les deux de´finitions pre´ce´dentes. Sous la forme que nous citons il s’agit d’un
re´sultat de Hudson et Moody [89]:
The´ore`me 3.4 (De Finetti quantique fort).
Soit H un espace de Hilbert se´parable et (γ(n))n∈N un e´tat bosonique a` nombre infini de
particules sur H. Il existe une unique mesure de probabilite´ µ ∈ P(SH) sur la sphe`re
SH = {u ∈ H, ‖u‖ = 1} de H, invariante par l’action19 de S1, telle que
γ(n) =
∫
SH
|u⊗n〉〈u⊗n| dµ(u) (3.17)
pour tout n ≥ 0.
Autrement dit, tout e´tat bosonique a` nombre infini de particules est une
combinaison convexe d’e´tats produits bosoniques. Pour en de´duire la validite´ de
l’approximation de Hartree au niveau du fondamental de (3.1), il suffit alors de montrer
que le proble`me limite est pose´ sur l’ensemble des e´tats a` nombre infini de particules, ce
qui est relativement aise´ dans un cadre compact. Nous allons prouver le re´sultat suivant
The´ore`me 3.5 (De´rivation de la the´orie de Hartree pour des bosons confine´s).
Sous les hypothe`ses pre´ce´dentes, en particulier (3.10) ou (3.11)
lim
N→∞
E(N)
N
= eH.
Soit ΨN un fondamental de HN re´alisant l’infimum (3.5) et
γ
(n)
N := Trn+1→N [|ΨN 〉〈ΨN |]
sa n-ie`me matrice de densite´ re´duite. Il existe une mesure de proabilite´ µ sur MH
l’ensemble des minimiseurs de EH (modulo une phase), telle que, le long d’une sous-suite
et pour tout n ∈ N
lim
N→∞
γ
(n)
N =
∫
MH
dµ(u) |u⊗n〉〈u⊗n| (3.18)
fortement dans la norme de S1(Hn). En particulier, si eH a un minimiseur unique (modulo
une phase constante), alors pour toute la suite
lim
N→∞
γ
(n)
N = |u⊗nH 〉〈u⊗nH |. (3.19)
Les ide´es de la preuve sont essentiellement contenues dans [66, 141, 146], applique´es
a` un contexte quelque peu diffe´rent. Nous suivrons les clarifications fournies par [103,
Section 3].
19C’est-a`-dire par la mutliplication par une phase constante eiθ , θ ∈ R.
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Preuve du The´ore`me 3.5. Il nous faut prouver la borne infe´rieure correspondant a` (3.8).
Comme annonce´ plusieurs fois on commence par e´crire
E(N)
N
=
1
N
〈ΨN ,HNΨN 〉HN = TrH[Tγ(1)N ] +
1
2
TrH2s [wγ
(2)
N ]
=
1
2
TrH2s
[
(T1 + T2 + w) γ
(2)
N
]
(3.20)
et il s’agit de de´crire la limite des matrices de densite´ re´duite γ
(1)
N et γ
(2)
N . Vu que les suites
(γ
(n)
N ) sont par de´finition borne´es dans S
1, modulo un proce´de´ d’extraction diagonale, on
peut supposer que pour tout n ∈ N
γ
(n)
N ⇀∗ γ
(n) ∈ S1(Hns )
faiblement-∗ dans S1(Hn), c’est-a`-dire que pour tout ope´rateur compact Kn sur Hn on a
TrHn [γ
(n)
N Kn]→ TrHn [γ(n)Kn].
Nous allons montrer que la limite est en fait forte. Pour cela, il suffit (voir [49, 150] ou
l’Addendum H de [167]) de montrer que
TrHns [γ
(n)] = TrHns [γ
(n)
N ] = 1 (3.21)
c’est-a`-dire qu’aucune masse n’est perdue a` la limite. On commence par remarquer que
TrH[Tγ
(1)
N ] est uniforme´ment borne´e et que donc, quitte a` re´extraire on a
(T + C0)
1/2 γ
(1)
N (T + C0)
1/2 ⇀∗ (T + C0)1/2 γ(1) (T + C0)1/2
pour une certaine constante C0. Conse´quement
1 = TrH[γ
(1)
N ] = TrH
[
(T + C0)
−1 (T + C0)1/2 γ
(1)
N (T + C0)
1/2
]
→ TrH
[
(T + C0)
−1 (T + C0)1/2 γ(1) (T + C0)1/2
]
= TrH[γ
(1)]
puisque (T +C0)
−1 est par l’hypothe`se (3.12) un ope´rateur compact. On obtient (3.21)
de la meˆme manie`re en notant que
TrH[Tγ
(1)
N ] =
1
n
TrHn
 n∑
j=1
Tjγ
(n)
N

est borne´ unfiorme´ment en N et que
∑n
j=1 Tj est e´galement a` re´solvante compacte, ce qui
permet un raisonnement similaire.
On a donc pour tout n ∈ N
γ
(n)
N → γ(n)
fortement en norme de trace et en particulier, pour tout ope´rateur borne´ Bn sur H
n
TrHn [γ
(n)
N Bn]→ TrHn [γ(n)Bn].
En testant cette convergence avec Bn+1 = Bn ⊗ 1 on de´duit
Trn+1[γ
(n+1)] = γ(n)
et donc que la suite (γ(n))n∈N de´crit un e´tat bosonique a` nombre infini de particules au
sens de la De´finition 3.2. On peut lui appliquer le The´ore`me 3.4, ce qui donne une mesure
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µ ∈ P(SH). Au vu de l’hypothe`se (3.3), l’ope´rateur T1 + T2 +w est borne´ infe´rieurement
sur H2, disons par 2CT . Comme TrH2 γ
(2) = 1 on peut e´crire
lim inf
N→∞
1
2
TrH2
[
(T1 + T2 + w) γ
(2)
N
]
= lim inf
N→∞
1
2
TrH2
[
(T1 + T2 + w − 2CT ) γ(2)N
]
+ CT
≥ 1
2
TrH2
[
(T1 + T2 + w − 2CT ) γ(2)
]
+ CT
=
1
2
TrH2
[
(T1 + T2 + w) γ
(2)
]
en utilisant le lemme de Fatou pour les ope´rateurs positifs. On a donc, par line´arite´ de
l’e´nergie en fonction de γ(2) et (3.17)
lim inf
N→∞
E(N)
N
≥
∫
u∈SH
1
2
TrH2
[
(T1 + T2 + w) |u⊗2〉〈u⊗2|
]
dµ(u) =
∫
u∈SH
EH[u]dµ(u) ≥ eH
ce qui est la borne infe´rieure souhaite´e. Les autres re´sultats du The´ore`me suivent comme
d’habitude en notant qu’il doit y avoir e´galite´ dans toutes les ine´galite´s pre´ce´dentes et
donc que µ ne charge que des minimiseurs de l’e´nergie de Hartree 
On voit bien dans la preuve pre´ce´dente que c’est la structure des e´tats bosoniques a`
nombre infini de particules qui joue le roˆle cle´. Le Hamiltonien lui-meˆme pourrait eˆtre
choisi de manie`re tre`s abstraite du moment qu’il comporte un me´canisme de confinement
permettant d’obtenir des limite fortes. Divers exemples sont mentionne´s dans [103, Sec-
tion 3].
3.2. Syste`mes sans e´tats lie´s et The´ore`me de de Finetti faible.
A la section pre´ce´dente nous avons utilise´ fortement le fait que le syste`me e´tait confine´
au sens de (3.10)-(3.11). Ces hypothe`ses sont suffisantes pour comprendre de nombreux
cas physiques, mais il est tre`s de´sirable de pouvoir s’en passer. On est alors amene´ a`
e´tudier le cas ou` la convergence des matrices densite´ n’est pas mieux que faible-∗, et a`
de´crire le plus exhaustivement possible les diffe´rents sce´narii possibles, dans l’esprit du
principe de concentration-compacite´. Une premie`re e´tape, avant de se poser la question
de la fac¸on dont la compacite´ peut eˆtre perdue consiste a` de´crire les limites faibles elles-
meˆmes. Il se trouve qu’on conserve une description tre`s satisfaisante a` la limite. En fait,
on ne pouvait espe´rer mieux que le the´ore`me suivant, de´montre´ dans [103]:
The´ore`me 3.6 (De Finetti quantique faible).
Soit H un espace de Hilbert se´parable et (ΓN )N∈N une suite d’e´tat bosoniques avec ΓN ∈
S1(HNs ). On suppose que pour tout n ∈ N
Γ
(n)
N ⇀∗ γ
(n) (3.22)
dans S1(Hns ). Il existe alors une unique mesure de probabilite´ µ ∈ P(BH) sur la boule
unite´ BH = {u ∈ H, ‖u‖ ≤ 1} de H, invariante par l’action de S1, telle que
γ(n) =
∫
BH
|u⊗n〉〈u⊗n| dµ(u) (3.23)
pour tout n ≥ 0.
Remarque 3.7 (Sur le the´ore`me de de Finetti quantique faible).
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(1) L’hypothe`se (3.22) n’en est pas vraiment une en pratique. A une extraction di-
agonale preˆt, on pourra toujours supposer que la convergence a lieu le long d’une
sous-suite. Ce the´ore`me de´crit donc bien toutes les limites possibles pour une suite
d’e´tats bosoniques a` N corps quand N →∞.
(2) Le fait que la mesure vive sur la boule unite´ dans (3.23) n’est pas une surprise
puisque qu’il y a potentiellement une perte de masse dans les cas traite´s par le
the´ore`me. En particulier, il est fort possible que γ(n) = 0 pour tout n auquel cas
µ = δ0, la masse de Dirac a` l’origine.
(3) Le mot faible renvoit a` “convergence faible” et n’indique pas une moindre porte´e
du the´ore`me. Le re´sultat est en fait plus ge´ne´ral que le the´ore`me de de Finetti
fort. Il suffit pour s’en rendre compte de traiter le cas sans perte de masse ou`
TrHn [γ
(n)] = 1. La mesure µ doit alors bien suˆr eˆtre supporte´e sur la sphe`re
et la convergence avoir lieu en norme. Il est d’ailleurs suffisant de supposer que
TrHn [γ
(n)] = 1 pour un certain n ∈ N, et la convergence est forte pour tout n
puisque la mesure µ ne de´pend pas de n.
(4) Ammari et Nier de´montrent des re´sultats un peu plus ge´ne´raux, voir [3, 4, 5, 6].
En particulier il n’est pas ne´cessaire de partir d’un e´tat a` nombre de particules fixe´.
On pourrait conside´rer un e´tat sur l’espace de Fock du moment que des bornes
convenables sur son nombre de particules (vu comme une variable ale´atoire dans
ce contexte) sont disponibles.
(5) L’unicite´ de la mesure se prouve par un argument simple, voir [103, Section 2].
Ici nous serons principalement inte´resse´s par l’existence, qui nous suffit pour des
proble`mes statiques. Pour des proble`me de´pendant du temps, l’unicite´ est en
revanche cruciale [4, 5, 6, 32].

Revenant a` la de´rivation de la the´orie de Hartree, rappellons que la borne
supe´rieure (3.8) est toujours vraie. Nous ne sommes donc a` la recherche que de bornes
infe´rieures. Un cas ou` il est suffisant de de´crire la limite faible-∗ des matrices densite´s
est bien suˆr celui d’une e´nergie faiblement semi-continue infe´rieurement. Cette remarque
serait d’un inte´reˆt marginal si ce cas ne recouvrait pas une classe de syste`mes importants,
les syste`mes sans e´tats lie´s.
Nous allons maintenant de´montrer la validite´ de l’approximation de Hartree dans ce
cas en nous basant sur le The´ore`me 3.6. Nous allons travailler dans Rd et supposer pour
simplifier que le potentiel V de (3.2) ne fournit de confinement dans aucune direction:
V ∈ Lp(Rd) + L∞(Rd),max 1, d/2 ≤ p <∞, V (x)→ 0 quand |x| → ∞. (3.24)
L’hypothe`se d’absence d’e´tats lie´s concerne le potentiel d’interaction w. Elle est
mate´rialise´e par l’ine´galite´20
−∆+ w
2
≥ 0 (3.25)
au sens des ope´rateurs. Ceci formalise le fait que le potentiel w n’est pas assez attractif pour
que les particules forment des e´tats lie´s (mole´cules etc ...). En effet, vue l’hypothe`se (3.4),
−∆+ w2 ne peut avoir que des valeurs propres ne´gatives, son spectre essentiel commenc¸ant
en 0. Vu (3.25), il ne peut en fait avoir de valeurs propres du tout, et donc pas de fonctions
20Ou une variante si on conside`re une e´nergie cine´tique diffe´rente, cf Remarque 3.1.
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propres qui sont par de´finition les e´tats lie´s du potentiel. Un exemple particulier est le cas
d’un potentiel purement re´pulsif w ≥ 0.
Sous l’hypothe`se (3.25) les particules qui s’e´chappent e´ventuellement a` l’infini ne voient
plus le potentiel V et portent force´ment une e´nergie positive qui peut eˆtre ne´glige´e pour
une borne infe´rieure sur l’e´nergie totale. Les particules qui restent confine´es par le potentiel
V sont de´crites par les limites faibles-∗ des matrices densite´, auxquelles on peut appliquer
le the´ore`me de de Finetti faible. Ce raisonnement me`ne au re´sultat suivant, pour lequel
on a besoin de la notation
eH(λ) := inf
‖u‖2=λ
EH[u], 0 ≤ λ ≤ 1 (3.26)
pour l’e´nergie de Hartree dans le cas d’une perte de masse. Sous l’hypothe`se (3.25) il n’est
pas difficile de montrer que pour tout 0 ≤ λ ≤ 1
eH(λ) ≥ eH(1) = eH (3.27)
en construisant des e´tats tests constitue´s de deux morceaux de masse bien se´pare´s.
The´ore`me 3.8 (De´rivation de la the´orie de Hartree, cas sans e´tats lie´s).
Sous les hypothe`ses pre´ce´dentes, en particulier (3.24) et (3.25) on a
lim
N→∞
E(N)
N
= eH.
Soit ΨN un fondamental de HN re´alisant l’infimum (3.5) et
γ
(n)
N := Trn+1→N [|ΨN 〉〈ΨN |]
sa n-ie`me matrice de densite´ re´duite. Il existe une mesure de proabilite´ µ sur
MH =
{
u ∈ BH, EH[u] = eH
(
‖u‖2
)
= eH(1)
}
telle que, le long d’une sous-suite et pour tout n ∈ N
γ
(n)
N ⇀∗
∫
MH
dµ(u) |u⊗n〉〈u⊗n| (3.28)
dans S1(Hn). En particulier, si eH a un minimiseur unique uH avec ‖uH‖ = 1, alors pour
toute la suite
lim
N→∞
γ
(n)
N = |u⊗nH 〉〈u⊗nH | (3.29)
fortement en norme de trace.
Remarque 3.9 (Cas avec perte de masse).
On notera qu’il est tout a` fait possible que la convergence reste faible-∗, ce qui recouvre
une certaine re´alite´ physique. Si le potentiel a` un corps n’est pas assez attractif pour
retenir toutes les particules on aura typiquement un sce´nario ou`:{
eH(λ) = eH(1) pour λc ≤ λ ≤ 1
eH(λ) < eH(1) pour 0 ≤ λ < λc
avec λc une masse critique qui peut eˆtre lie´e par le potentiel V . Dans ce cas, eH(λ) ne
sera pas atteint pour λc < λ ≤ 1 et on aura un minimiseur pour l’e´nergie de Hartree
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uniquement pour une masse 0 ≤ λ ≤ λc. Si par exemple le minimiseur uH a` masse λc est
unique modulo une phase constante, le The´ore`me 3.8 montre que
γ
(n)
N ⇀∗ |u⊗nH 〉〈u⊗nH |
et on remarquera que la limite a une masse λnc < 1. Ce sce´nario se produit effectivement
dans le cas d’un “atome bosonique”, voir Section 4.2 dans [103]. 
Le The´ore`me 3.8 est prouve´ dans [103]. Pour pouvoir appliquer le The´ore`me 3.6 on
commence par l’observation suivante:
Lemme 3.10 (Semi-continuite´ infe´rieure d’une e´nergie sans e´tats lie´s).
Sous les hypothe`ses pre´ce´dentes, soient deux suites γ
(1)
N , γ
(2)
N ≥ 0 satisfaisant
TrH2 γ
(2)
N = 1, γ
(1)
N = Tr2 γ
(2)
N
ainsi que γ
(k)
N ⇀∗ γ
(k) faiblement-∗ dans S1(Hk) pour k = 1, 2. On a
lim inf
N→∞
(
TrH[Tγ
(1)
N ] +
1
2
TrH2 [wγ
(2)
N ]
)
≥ TrH[Tγ(1)] + 1
2
TrH2 [wγ
(2)]. (3.30)
Preuve. On introduit deux fonctions de troncature 0 ≤ χR, ηR ≤ 1 satisfaisant
χ2R + η
2
R ≡ 1, supp(χR) ⊂ B(0, 2R), supp(ηR) ⊂ B(0, R)c, |∇χR|+ |∇ηR| ≤ CR−1
et il est aise´ de montrer (il s’agit de la formule IMS) que
−∆ = χR(−∆)χR + ηR(−∆)ηR − |∇χR|2 − |∇ηR|2
≥ χR(−∆)χR + ηR(−∆)ηR − CR−2 (3.31)
en tant qu’ope´rateur. Pour la partie a` un corps de l’e´nergie on a donc aise´ment
TrH[Tγ
(1)
N ] ≥ TrH[TχRγ(1)N χR] + TrH[−∆ηRγ(1)N ηR] + r1(N,R)
avec
r1(N,R) ≥ −CR−2 +TrH[η2RV γ(1)N ]
et donc
lim inf
R→∞
lim inf
N→∞
r1(N,R) = 0
au vu de l’hypothe`se (3.24) qui implique
TrH[η
2
RV γ
(1)
N ] =
∫
Rd
η2R(x)V (x)ρ
(1)
N (x)dx→ 0 quand R→∞
uniforme´ment en N . Nous avons note´ ρ
(1)
N la densite´ a` un corps de γ
(1)
N , de´finie formelle-
ment par
ρ
(1)
N (x) = γ
(1)
N (x, x)
en identifiant γ
(1)
N et son noyau. Pour traiter les interactions nous introduisons
ρ
(2)
N (x, y) := γ
(2)
N (x, y;x, y)
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la densite´ a` deux corps de γ
(2)
N (qu’on a identifie´ avec son noyau γ
(2)
N (x
′, y′;x, y)) et e´crivons
TrH2 [wγ
(2)
N ] =
∫∫
Rd×Rd
w(x− y)ρ(2)N (x, y)dxdy
=
∫∫
Rd×Rd
w(x− y)χ2R(x)ρ(2)N (x, y)χ2R(y)dxdy
+
∫∫
Rd×Rd
w(x− y)η2R(x)ρ(2)N (x, y)η2R(y)dxdy
+ 2
∫∫
Rd×Rd
w(x− y)χ2R(x)ρ(2)N (x, y)η2R(y)dxdy
=
∫∫
Rd×Rd
w(x− y)χ2R(x)ρ(2)N (x, y)χ2R(y)dxdy
+
∫∫
Rd×Rd
w(x− y)η2R(x)ρ(2)N (x, y)η2R(y)dxdy
+ r2(N,R)
= TrH2 [w χR ⊗ χRγ(2)N χR ⊗ χR] + TrH2 [w ηR ⊗ ηRγ(2)N ηR ⊗ ηR]
+ r2(N,R)
ou`
lim inf
R→∞
lim inf
N→∞
r2(N,R) = 0
par un raisonnement de concentration-compacite´ standard (voir les de´tails dans la Sec-
tion 4 de [103]).
On a donc a` ce stade,
lim inf
N→∞
TrH[Tγ
(1)
N ] +
1
2
TrH2 [wγ
(2)
N ] ≥
lim inf
R→∞
lim inf
N→∞
TrH[TχRγ
(1)
N χR] +
1
2
TrH2 [w χR ⊗ χRγ(2)N χR ⊗ χR]
+ lim inf
R→∞
lim inf
N→∞
TrH[−∆ηRγ(1)N ηR] +
1
2
TrH2 [w ηR ⊗ ηRγ(2)N ηR ⊗ ηR] (3.32)
Les termes de la seconde ligne donnent le membre de droite de (3.30). En effet on rappelle
que T = −∆+ V , et en utilisant le lemme de Fatou pour −∆ ≥ 0 et le fait que
χRγ
(1)
N χR → χRγ(1)N χR
en norme puisque χR est a` support compact, on a
lim inf
N→∞
TrH[TχRγ
(1)
N χR] ≥ TrH[TχRγ(1)χR].
Il suffit alors de rappeler que χR → 1 ponctuellement pour conclure. Le terme d’interaction
est traite´ de la meˆme manie`re en utilisant la convergence forte
χR ⊗ χRγ(2)N χR ⊗ χR → χR ⊗ χRγ(2)N χR ⊗ χR
puis la convergence ponctuelle χR → 1.
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Les termes de la troisie`me ligne de (3.32) forment une combinaison positive que l’on
peut ne´gliger pour une borne infe´rieure. Pour le voir on note que comme 0 ≤ ηR ≤ 1 on a
ηR ⊗ 1 ≥ ηR ⊗ ηR et (Tr2 symbolise la trace partielle par rapport a` la deuxie`me variable)
ηRγ
(1)
N ηR ≥ Tr2[ηR ⊗ ηRγ(2)N ηR ⊗ ηR]
ce qui donne, par syme´trie de γ
(2)
N ,
TrH[−∆ηRγ(1)N ηR] +
1
2
TrH2 [w ηR ⊗ ηRγ(2)N ηR ⊗ ηR]
≥ 1
2
TrH2
[
((−∆)⊗ 1+ 1⊗ (−∆) + w) ηR ⊗ ηRγ(2)N ηR ⊗ ηR
]
et il n’est pas difficile21 de voir que l’hypothe`se (3.25) implique
(−∆)⊗ 1+ 1⊗ (−∆) + w ≥ 0
ce qui assure que la troisie`me ligne de (3.32) est positive et conclut la preuve. 
Nous pouvons conclure la
Preuve du The´ore`me 3.8. Partant d’une suite ΓN = |ΨN 〉〈ΨN | d’e´tats a` N corps on ex-
trait des sous-suites comme dans la preuve du The´ore`me 3.5 pour avoir
Γ
(n)
N ⇀∗ γ
(n).
Graˆce au Lemme 3.10, on obtient
lim inf
N→∞
N−1TrHN [HNΓN ] = lim inf
N→∞
(
TrH[TΓ
(1)
N ] +
1
2
TrH2 [wΓ
(2)
N ]
)
≥ TrH[Tγ(1)] + 1
2
TrH2 [wγ
(2)]
et il reste a` appliquer le the´ore`me 3.6 a` la suite (γ(n))n∈N pour obtenir
lim inf
N→∞
N−1TrHN [HNΓN ] ≥
∫
BH
EH[u]dµ(u) ≥ eH
en utilisant (3.27) et le fait que
∫
BH dµ(u) = 1. Encore une fois, les autres conclusions du
the´ore`me suivent aise´ment en inspectant les cas d’e´galite´ dans les diffe´rentes estimations.

Pour la suite des ope´rations, notons que au cours de la preuve du Lemme 3.10 nous
avons de´montre´ le re´sultat interme´diaire (3.32), sans utiliser l’hypothe`se que le potentiel
w n’a pas d’e´tats lie´s (qui n’est intervenu qu’a` un stade ulte´rieur de la preuve). Nous
formulons ceci sous forme d’un lemme que nous re´utiliserons au Chapitre 6.
Lemme 3.11 (Localisation de l’e´nergie).
Sous les hypothe`ses (3.4) et (3.24), soit une suite ΨN de quasi-minimiseurs de E(N):
〈ΨN ,HNΨN 〉 = E(N) + o(N)
21Il suffit de de´coupler le centre de masse du mouvement relatif des deux particules, c’est a` dire faire le
changement de variable (x1, x2) 7→ (x1 + x2, x1 − x2).
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et γ
(k)
N les matrices de densite´ re´duites associe´es. On a
lim inf
N→∞
E(N)
N
= lim inf
N→∞
TrH[Tγ
(1)
N ] +
1
2
TrH2 [wγ
(2)
N ] ≥
lim inf
R→∞
lim inf
N→∞
TrH[TχRγ
(1)
N χR] +
1
2
TrH2 [w χ
⊗2
R γ
(2)
N χ
⊗2
R ]
+ lim inf
R→∞
lim inf
N→∞
TrH[−∆ηRγ(1)N ηR] +
1
2
TrH2 [w η
⊗2
R γ
(2)
N η
⊗2
R ] (3.33)
ou` 0 ≤ χR ≤ 1 est C1, a` support dans B(0, R), et ηR =
√
1− χ2R.
3.3. Relation entre les diffe´rents re´sultats de structure pour les e´tats
bosoniques.
Nous venons d’introduire deux the´ore`mes de structure pour les syste`mes bosoniques a`
grand nombre de particules, qui indiquent que moralement, si ΓN est un e´tat a` N bosons
sur un espace de Hilbert se´parable H, on a une mesure de probabilite´ µ ∈ P(H) sur l’espace
de Hilbert a` un corps telle que
Γ
(n)
N ≈
∫
u∈H
|u⊗n〉〈u⊗n|dµ(u) (3.34)
quand N est grand et n fixe. Les Chapitres 4 et 5 de ces notes seront en grande partie
consacre´s a` la preuve des ces the´ore`mes “a` la de Finetti”. Comme indique´ a` la Remar-
que 3.7, le The´ore`me 3.6 est en fait plus ge´ne´ral que le The´ore`me 3.4, et nous prouverons
donc le premier.
Pour bien voir l’apport du The´ore`me faible en dimension infinie, soulignons que la
proprie´te´ cle´ qui permet de de´montrer le The´ore`me fort est la consistance (3.14). Lorsqu’on
part des matrices re´duites Γ
(n)
N d’un e´tat a` N particules ΓN et qu’on extrait des sous-suites
au sens de la convergence faible-∗ pour de´finir la hie´rarchie (γ(n))
n∈N,
Γ
(n)
N ⇀∗ γ
(n),
on a seulement
Trn+1
[
γ(n+1)
]
≤ lim
N→∞
Trn+1
[
γ
(n+1)
N
]
= lim
N→∞
γ
(n)
N = γ
(n).
car la trace n’est pas continue22 pour la topologie faible-∗, seulement semi-continue
infe´rieurement. Il est e´vident que la relation de “sous-consistance”
Trn+1
[
γ(n+1)
]
≤ γ(n) (3.35)
est insuffisante pour avoir un the´ore`me a` la de Finetti. Un contre-exemple simple est
donne´ par la suite des matrices densite´ d’un e´tat a` un corps v ∈ SH:
γ(0) = 1, γ(1) = |v〉〈v|, γ(n) = 0 pour n ≥ 2
Le parti-pris que nous suivrons dans ces notes sera de fournir une preuve la plus con-
structive possible du The´ore`me de de Finetti faible. Avant d’en annoncer le plan, disons
quelques mots de l’approche beaucoup plus abstraite des re´fe´rences historiques [176, 89].
22Ceci est une caracte´risation des espaces de dimension infinie
THE´ORE`MES DE DE FINETTI ET CONDENSATION DE BOSE-EINSTEIN 57
Ces travaux contiennent en fait une forme du the´ore`me encore plus ge´ne´rale que la ver-
sion faible du The´ore`me 3.6. Ce re´sultat s’applique a` des e´tats “abstraits”, c’est-a`-dire
non ne´cessairement normaux et non ne´cessairement bosoniques, qui peuvent eˆtre de´finis
comme suit:
De´finition 3.12 (Etat abstrait a` nombre infini de particules).
Soit H un espace de Hilbert se´parable et pour n ∈ N, Hn = ⊗nH l’espace a` n corps
correspondant. On appelle e´tat abstrait a` nombre infini de particules une suite (ω(n))n∈N
avec
• ω(n) un e´tat abstrait a` n particules : ω(n) ∈ (B(Hn))∗, le dual des ope´rateurs
borne´s sur Hn, ω(n) ≥ 0 et
ω(n)(1Hn) = 1. (3.36)
• ω(n) est syme´trique au sens ou`
ω(n) (B1 ⊗ . . . Bn) = ω(n)
(
Bσ(1) ⊗ . . . Bσ(n)
)
(3.37)
pour tous B1, . . . , Bn ∈ B(H) et toute permutation σ ∈ Σn.
• la suite (ω(n))n∈N est consistante:
ω(n+1) (B1 ⊗ . . . Bn ⊗ 1H) = ω(n) (B1 ⊗ . . . Bn) (3.38)
pour tous B1, . . . , Bn ∈ B(H).

Ces e´tats abstraits ne sont en ge´ne´ral pas localement normaux, c’est-a`-dire ne rentrent
pas dans le cadre de la de´finition suivante:
De´finition 3.13 (Etat normal, e´tat localement normal).
Soit H un espace de Hilbert se´parable et (ω(n))n∈N un e´tat abstrait a` nombre infini de
particules. On dit que (ω(n))n∈N est localement normal si ω(n) est normal pour tout
n ∈ N, c’est-a`-dire qu’il existe γ(n) ∈ S1(Hn) un ope´rateur a` trace tel que
ω(n)(Bn) = TrHn [γ
(n)Bn] (3.39)
pour tout Bn ∈B(Hn). 
En identifiant les ope´rateurs a` trace et les e´tats normaux correspondants on voit bien
que la De´finition 3.2 est un cas particulier d’e´tat abstrait a` nombre infini de particules.
On notera que (par le the´ore`me spectral) l’ensemble des combinaisons convexes d’e´tats
purs (les projecteurs) co¨ıncide avec les e´tats a` trace. Un e´tat abstrait n’est donc pas une
combinaison convexe d’e´tats purs, donc pas un e´tat mixte (i.e. un me´lange statistique
d’e´tats purs). Son interpre´tation physique n’est donc pas e´vidente.
La notion de consistance (3.38) est la ge´ne´ralisation naturelle de (3.14) mais il est im-
portant de noter que la syme´trie (3.37) est de nature plus faible que la syme´trie bosonique.
Il s’agit en fait de la notion de syme´trie correspondant a` des particules indiscernables clas-
siquement (le module de la fonction d’onde est syme´trique mais pas la fonction d’onde
elle-meˆme). On peut par exemple noter que si ω(n) est normal au sens de (3.39), alors
γ(n) ∈ S1(Hn) satisfait
Uσγ
(n)U∗σ = γ
(n)
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ou` Uσ est l’ope´rateur unitaire permutant les n particules suivant σ ∈ Σn. La syme´trie
bosonique correspond a` la contrainte plus forte
Uσγ
(n) = γ(n)U∗σ = γ
(n),
cf Section 1.2. On a e´galement une notion d’e´tats produits plus ge´ne´rale que la
De´finition 3.3.
De´finition 3.14 (Etat produit abstrait a` nombre infini de particules).
On appelle e´tat produit abstrait un e´tat abstrait a` nombre infini de particules avec
ω(n) = ω⊗n (3.40)
pour tout n ∈ N, ou` ω ∈ (B(H))∗ est un e´tat abstait a` une particule (en particulier ω ≥ 0
et ω(1H) = 1). 
Le the´ore`me de de Finetti quantique sous sa forme la plus ge´ne´rale e´nonce que tout
e´tat abstait a` nombre infini de particules est une combinaison convexe d’e´tats
produits abstraits:
The´ore`me 3.15 (De Finetti quantique abstrait).
Soit H un espace de Hilbert se´parable et (ω(n))n∈N un e´tat bosonique abstrait a` nombre
infini de particules sur H. Il existe une unique mesure de probabilite´ µ ∈ P ((B(H))∗) sur
le dual des ope´rateurs borne´s de H telle que
µ ({ω ∈ (B(H))∗, ω ≥ 0, ω(1H) = 1}) = 1 (3.41)
et
ω(n) =
∫
ω⊗n dµ(ω) (3.42)
pour tout n ≥ 0.
Remarque 3.16 (Sur le the´ore`me de de Finetti quantique abstrait).
(1) Ce the´ore`me a e´te´ de´montre´ pour la premie`re fois par Størmer dans [176]. Hudson
et Moody [89] ont ensuite fourni une preuve plus simple en adaptant l’argument
donne´ par Hewitt-Savage pour la preuve du The´ore`me de de Finetti classique 2.1:
ils montrent que les e´tats produits sont les points extreˆmaux de l’ensemble convexe
des e´tats abstraits a` nombre infini de particules et obtiennent l’existence de la
mesure par le the´ore`me de Choquet. Cette preuve ne´cessite la notion d’e´tats
abstraits et ne fournit pas directement de preuve du The´ore`me 3.4.
(2) Hudson et Moody [89] de´duisent le the´ore`me de de Finetti fort du the´ore`me de
de Finetti abstrait. Une adaptation de leur me´thode (voir [103, Appendice A])
montre que le the´ore`me de de Finetti faible est aussi une conse´quence du the´ore`me
abstrait.
(3) Ce re´sultat a e´te´ utilise´ pour de´river des the´ories de type Hartree pour des e´tats
abstraits sans syme´trie bosonique dans [66, 146, 141]. Pour retrouver une the´orie
de Hartree au sens usuel du terme il faut pouvoir montrer que l’e´tat limite est
(localement) normal. En dimension finieB(H) co¨ıncide bien suˆr avec les ope´rateurs
compacts, ce qui implique que tout e´tat abstait est normal, et on a pas cette
difficulte´.

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A ce stade nous avons donc le sche´ma (“deF” pour de Finetti)
deF abstrait ⇒ deF faible ⇒ deF fort , (3.43)
mais la preuve du the´ore`me de de Finetti faible que nous allons pre´senter suivra une autre
route, utilise´e dans [103, 105]. Elle part du the´ore`me en dimension finie23:
deF en dimension finie ⇒ deF faible ⇒ deF fort . (3.44)
Il se trouve que cette approche fournit une preuve plutoˆt plus longue que le sche´ma (3.43)
partant de la preuve de Hudson-Moody du The´ore`me 3.15. Ce de´tour se motive par cinq
raisons principales, d’ordre esthe´tique autant que pratique:
(1) La preuve suivant (3.44) est plus simple d’un point de vue conceptuel: elle ne
ne´cessite ni la notion d’e´tat abstrait ni le recours au The´ore`me de Choquet.
(2) Graˆce a` des progre`s principalement duˆs a` la communaute´ d’information quantique
(voir [35, 34, 85, 99, 67, 105]) on dispose maintenant d’une preuve entie`rement
constructive du the´ore`me de de Finetti en dimension finie. Il s’agit d’abord de
prouver des estimations explicites graˆce a` une construction a` N fini, dans l’esprit
de Diaconis-Freedman pour le cas classique, puis de passer a` la limite comme dans
la preuve du the´ore`me de Hewitt-Savage que nous avons pre´sente´e a` la Section 2.2.
(3) La premie`re implication du sche´ma (3.44) est e´galement essentiellement construc-
tive, graˆce aux outils de localisation dans l’espace de Fock utilise´s par exemple
dans [2, 51, 102]. Ces outils sont he´rite´s des me´thodes dites “ge´ome´triques” [62,
63, 164, 166] qui adaptent au proble`me a` N corps des ide´es de localisation na-
turelles pour le proble`me a` un corps. Ils permettent entre autres une description
fine du de´faut de compacite´ par perte de masse a` l’infini, dans l’esprit du principe
de concentration-compacite´ [126, 127].
(4) En particulier, la preuve de la premie`re implication dans (3.44) fournit quelques
corollaires importants qui permettent de prouver la validite´ de la the´orie de Hartree
dans le cas ge´ne´ral. Quand les hypothe`ses faites a` la Section 3.2 ne sont pas
valables, le the´ore`me de de Finetti faible et sa preuve fournie par le sche´ma (3.43)
ne sont pas suffisants pour conclure: les particules s’e´chappant a` l’infini peuvent
former des e´tats lie´s d’e´nergie ne´gative. Les me´thodes de localisation que nous
pre´senterons permettent d’analyser ce phe´nome`ne.
(5) Au chapitre 7 nous traiterons un cas ou` le potentiel d’interaction de´pend deN pour
de´river une description de type Schro¨dinger non-line´aire a` la limite. Ceci revient
a` prendre une limite ou` w converge vers une masse de Dirac en meˆme temps que
la limite N →∞. Dans ce cas, les arguments de compacite´ ne sont pas suffisants
et les estimations explicites que nous pre´senterons pour prouver le the´or`e`me de de
Finetti en dimension finie s’ave´reront bien utiles.
Un point de vue alternatif sur le sche´ma (3.44) est fourni par l’approche de Ammari-
Nier [3, 4, 5, 6], base´e sur des me´thodes d’analyse semi-classique. Nous aurons l’occasion
de pre´ciser la relation entre les deux approches dans la suite de ces notes.
Comme note´ plus haut, la seconde implication dans (3.44) est relativement e´vidente.
Les chapitres suivants explorent le de´but du sche´ma et contiennent la preuve du the´ore`me
de de Finetti faible ainsi que plusieurs corollaires et re´sultats interme´diaires utiles. Le
23Pour lequel il n’y a e´videmment pas lieu de distinguer entre the´ore`me faible et the´ore`me fort.
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the´ore`me de de Finetti en dimension finie (ou` il n’y a pas lieu de distinguer entre faible et
fort) est discute´ dans le Chapitre 4. Les me´thodes de localisation permettant de montrer
la premie`re implication dans (3.44) sont l’objet du Chapitre 5.
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4. The´ore`me de de Finetti quantique en dimension finie
Ce chapitre est consacre´ au point de de´part du sche´ma de preuve (3.44), a` savoir une
preuve du the´ore`me de de Finetti fort dans le cas d’un espace de Hilbert se´parable H de
dimension finie,
dimH = d.
Dans ce cas il n’y a pas lieu de distinguer entre the´ore`me fort et faible puisque les conver-
gences forte et faible-∗ sont e´quivalentes dans S1(Hn). L’avantage de travailler en dimen-
sion finie est la possibilite´ d’obtenir des estimations explicites dans l’esprit du the´ore`me de
Diaconis-Freedman (mais avec une me´thode comple`tement diffe´rente). Nous allons en fait
prouver le re´sultat suivant, qui donne des bornes en norme de trace, la norme naturelle
sur l’espace des e´tats quantiques.
The´ore`me 4.1 (De Finetti quantique quantitatif).
Soit ΓN ∈ S1(HNs ) un e´tat sur HNs et γ(n)N ses matrices de densite´ re´duites. Il existe une
mesure de probabilite´ µN ∈ P(SH) telle que, notant
Γ˜N =
∫
u∈SH
|u⊗N 〉〈u⊗N |dµN (u) (4.1)
l’e´tat associe´ et γ˜
(n)
N ses matrices de densite´ re´duites, on ait
TrHn
∣∣∣γ(n)N − γ˜(n)N ∣∣∣ ≤ 2n(d+ 2n)N (4.2)
pour tout n = 1 . . . N .
Remarque 4.2 (Sur le the´ore`me de de Finetti en dimension finie).
(1) Ce re´sultat est essentiellement duˆ a` Christandl, Ko¨nig, Mitchison et Ren-
ner [35], avec des pre´curseurs dans [99] et surtout [67]. On pourra trouver des
de´veloppements dans [34, 85, 105]. La communaute´ d’information quantique s’est
inte´resse´e a` diverses variantes, voir par exemple [35, 36, 37, 148, 24].
(2) On peut ajouter une implication au sche´ma (3.44):
deF quantitatif ⇒ deF en dimension finie ⇒ deF faible ⇒ deF fort . (4.3)
En effet, en dimension finie on peut identifier la sphe`re SH avec une sphe`re Eu-
clidienne usuelle, compacte (de dimension 2d − 1, i.e. la sphe`re unite´ de R2d).
L’espace des mesures de probabilite´ sur SH est alors compact pour la topologie
faible usuelle et on peut extraire de µN une sous-suite convergente pour de´montrer
le The´ore`me 3.4 dans le cas dimH < ∞ exactement de la meˆme fac¸on que nous
avons de´duit le The´ore`me 2.1 du The´ore`me 2.2 a` la Section 2.2.
(3) La borne (4.2) n’est pas optimale. On peut en fait obtenir l’estimation
TrHn
∣∣∣γ(n)N − γ˜(n)N ∣∣∣ ≤ 2ndN , (4.4)
avec la meˆme construction, voir [34, 35, 105]. La preuve que nous pre´senterons ne
donne que (4.2) mais me paraˆıt plus instructive. Pour les applications qui nous
inte´ressent dans ces notes, n sera toujours fixe (e´gal a` 2 la plupart du temps), et
dans ce cas (4.2) et (4.4) donnent les meˆmes ordres de grandeur en fonction de N
et d.
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(4) La borne (4.4) dans la cas quantique est l’e´quivalent de l’estimation en dn/N
mentionne´e a` la Remarque 2.4. On peut se demander si cet ordre de grandeur
est optimal. Il l’est clairement avec la construction que nous allons utiliser, mais
il serait tre`s inte´ressant de savoir si on peut faire mieux avec une autre construc-
tion. En particulier, peut-on prouver une borne inde´pendante de d, rappelant la
borne (2.14) du the´ore`me de Diaconis-Freedman ?

La construction de Γ˜N vient de [35]. Elle est particulie`rement simple mais utilise a`
fond le fait que l’espace H est de dimension finie. L’approche que nous suivrons pour la
preuve du The´ore`me 4.1 est due originellement a` Chiribella [34]. Nous allons prouver une
formule explicite donnant les matrices densite´ de Γ˜N en fonction de celles de ΓN , dans
l’esprit de la Remarque 2.3. Cette formule implique (4.2) de la meˆme manie`re que (2.19)
implique (2.14).
Dans la Section 4.1 nous pre´sentons la construction, e´nonc¸ons la formule explicite de
Chiribella et de´montrons le The´ore`me 4.1 comme corollaire. Avant de donner la preuve
du re´sultat de Chiribella, il est utile de fournir une motivation informelle et quelques
heuristiques sur la construction de Christandl-Ko¨nig-Mitchison-Renner (CKMR), qui se
trouve eˆtre connecte´e a` des ide´es bien connues d’analyse semi-classique. Ceci est l’objet
de la Section 4.2. Finalement nous prouverons la formule de Chiribella a` la Section 4.3,
en suivant l’approche de [105]. Elle a e´te´ trouve´e inde´pendament par Lieb et Solovej [119]
(avec une motivation diffe´rente), et nous a e´te´ inspire´e par les travaux de Ammari et
Nier [4, 5, 6]. D’autres preuves sont possibles, cf [34] et [85].
4.1. La construction de CKMR et la formule de Chiribella.
Notons tout d’abord que la construction de Diaconis-Freedman pre´sente´e pre´ce´dement
est purement classique, puisqu’elle est base´e sur la notion de mesure empirique, qui n’a pas
d’e´quivalent en me´canique quantique. Une autre approche est donc clairement ne´cessaire
pour la preuve du The´ore`me 4.1.
En dimension finie, on peut identifier la sphe`re unite´ SH = {u ∈ H, ‖u‖ = 1} avec une
sphe`re euclidienne. On peut donc la munir de la mesure uniforme (mesure de Haar du
groupe des rotations, simplement la mesure de Lebesgue sur la sphe`re euclidienne), que
nous noterons du. On a alors par le lemme de Schur une re´solution de l’identite´ de la
forme
dimHNs
∫
SH
|u⊗N 〉〈u⊗N | du = 1HN , (4.5)
ce qui est une simple conse´quence de l’invariance par rotation de du.
L’ide´e de Christandl-Ko¨nig-Mitchison-Renner est alors de simplement poser
dµN (u) := dimH
N
s TrHNs
[
ΓN |u⊗N 〉〈u⊗N |
]
du
= dimHNs TrHNs
〈
u⊗N ,ΓNu⊗N
〉
du (4.6)
c’est a` dire de de´finir
Γ˜N = dimH
N
s
∫
SH
|u⊗N 〉〈u⊗N | 〈u⊗N ,ΓNu⊗N〉 du. (4.7)
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L’observation de Chiribella24 est la suivante:
The´ore`me 4.3 (Formule de Chiribella).
Avec les de´finitions pre´ce´dentes, on a
γ˜
(n)
N =
(
N + n+ d− 1
n
)−1 n∑
ℓ=0
(
N
ℓ
)
γ
(ℓ)
N ⊗s 1Hn−ℓ (4.8)
avec la convention
γ
(ℓ)
N ⊗s 1Hn−ℓ =
1
ℓ! (n− ℓ)!
∑
σ∈Sn
(γℓN )σ(1),...,σ(ℓ) ⊗ (1Hn−ℓ)σ(ℓ+1),...,σ(n)
ou` (γℓN )σ(1),...,σ(ℓ) agit sur les variables σ(1) . . . , σ(ℓ).
Nous pouvons de´duire du re´sultat pre´ce´dent une preuve simple du the´ore`me de de
Finetti quantitatif:
Preuve du The´ore`me 4.1. On proce`de comme en (2.20). Seul le premier terme de la
somme (4.8) compte:
γ˜
(n)
N − γ(n)N = (C(d, n,N) − 1)γ(n)N +B = −A+B (4.9)
ou`
C(d, n,N) =
(N + d− 1)!
(N + n+ d− 1)!
N !
(N − n)! < 1,
et A,B sont des ope´rateurs positifs. On a
TrHn [−A+B] = Tr
[
γ˜
(n)
N − γ(n)N
]
= 0,
et donc, par l’ine´galite´ triangulaire,
Tr
∣∣∣γ˜(n)N − γ(n)N ∣∣∣ ≤ TrA+TrB = 2TrA = 2(1 − C(d, n,N)).
Ensuite, l’ine´galite´ e´le´mentaire
C(d, n,N) =
n−1∏
j=0
N − j
N + j + d
≥
(
1− 2n + d− 2
N + d+ n− 1
)k
≥ 1− n 2n+ d− 2
N + d+ n− 1
donne
Tr
∣∣∣γ(n)N − γ˜(n)N ∣∣∣ ≤ 2n(d+ 2n)N , (4.10)
ce qui est le re´sultat souhaite´. 
Tout repose de´sormais sur la preuve du The´ore`me 4.3, qui est l’objet de la Section 4.3.
Avant de la pre´senter, nous donnons quelques indications heuristiques quant a` la pertinence
de la construction (4.7).
24Formule´e dans le vocabulaire de l’information quantique comme une relation entre le “clonage opti-
mal” et les “canaux de mesure/pre´paration optimaux”.
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4.2. Heuristiques et motivations.
La formule de Schur (4.5) exprime le fait que la famille
(
u⊗N
)
u∈SH forme une base
sur-comple`te de HNs . Une telle base indexe´e par un parame`tre continu rappelle une
de´composition en e´tats cohe´rents [97, 181]. Cette base est en fait “de moins en moins
sur-comple`te” lorsque N devient grand. En effet, on a clairement
〈u⊗N , v⊗N 〉HN = 〈u, v〉NH → 0 quand N →∞ (4.11)
de`s que u et v ne sont pas exactement coline´aires. La base
(
u⊗N
)
u∈SH devient donc “quasi-
ment orthonormale” quand N tend vers l’infini, et il est alors tre`s naturel de s’attendre a`
ce que tout ope´rateur ait une repre´sentation approche´e de la forme (4.1).
Dans le vocabulaire de l’analyse semi-classique [110, 168, 13], chercher a` e´crire
ΓN =
∫
u∈SH
dµN (u)|u⊗N 〉〈u⊗N |
revient a` chercher un symbole supe´rieur µN repre´sentant ΓN . En fait, il se trouve [168] que
l’on peut toujours trouver un tel symbole, seulement µN n’est en ge´ne´ral pas une mesure
positive. Le proble`me que nous nous posons est donc de trouver une manie`re d’approcher
le symbole supe´rieur (dont on a par ailleurs pas d’expression explicite en fonction de l’e´tat
lui-meˆme) par une mesure positive.
D’un autre coˆte´, la mesure introduite en (4.6) est tre`s exactement ce qu’on appelle le
symbole infe´rieur de l’e´tat ΓN . Une des raisons pour lesquelles les symboles infe´rieurs et
supe´rieurs ont e´te´s introduits est que ces deux objets a priori diffe´rents ont tendance a`
co¨ıncider dans les limites semi-classiques. Hors, la limite N → ∞ peut eˆtre vue comme
une limite semi-classique, et il est donc tre`s naturel de prendre le symbole infe´rieur comme
une approximation du symbole supe´rieur dans cette limite.
On peut motiver ce choix de manie`re un peu plus pre´cise. Supposons que nous avons
une suite d’e´tats a` N particules de´finis a` partir d’un meˆme symbole supe´rieur inde´pendant
de N ,
ΓN = dim(H
N
s )
∫
u∈SH
µsup(u)|u⊗N 〉〈u⊗N |du,
et calculons les symboles infe´rieurs correspondants:
µinfN (v) = 〈v⊗N ,ΓNv⊗N 〉 = dim(HNs )
∫
u∈SH
µsup(u)
∣∣〈u⊗N , v⊗N 〉∣∣2 du
= dim(HNs )
∫
u∈SH
µsup(u) |〈u, v〉|2N du.
Vue l’observation (4.11) et la ne´cessaire invariance par l’action de S1 de µsup il est clair
qu’on a
µinfN (v)→ µsup(v) quand N →∞.
Autrement dit, le symbole infe´rieur est, pour N grand, une approximation du symbole
supe´rieur, qui a en outre l’avantage d’eˆtre positif. Sans constituer une preuve rigoureuse
du The´ore`me 4.1, ce point de vue indique que la construction de CKMR est extreˆmement
naturelle.
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4.3. La formule de Chiribella et la quantification d’anti-Wick.
La preuve que nous allons donner du The´ore`me 4.3 utilise le formalisme de la seconde
quantification. Commenc¸ons par un lemme bien utile, qui exprime dans le vocabulaire
esquisse´ a` la Section pre´ce´dente qu’un e´tat est entie`rement caracte´rise´ par son symbole
infe´rieur, un fait bien connu [168, 97].
Lemme 4.4 (Le symbole infe´rieur de´termine l’e´tat).
Si un ope´rateur γ(k) sur Hks satisfait
〈u⊗k, γ(k)u⊗k〉 = 0 pour tout u ∈ H, (4.12)
alors γ(k) ≡ 0.
Preuve. On utilise le produit tensoriel syme´trique
Ψk ⊗s Ψℓ(x1, ..., xk) = 1√
ℓ!(k − ℓ)!k!
∑
σ∈Sk
Ψℓ(xσ(1), ..., xσ(ℓ))Ψk−ℓ(xσ(ℓ+1), ..., xσ(k))
pour deux vecteurs Ψℓ ∈ Hℓ et Ψk−ℓ ∈ Hk−ℓ.
En remplac¸ant u par u + tv dans (4.12) et en prenant la de´rive´e par rapport a` t, on
obtient
〈v ⊗s u⊗(k−1), γ(k)v ⊗s u⊗(k−1)〉 = 0
pour tous u, v ∈ H. En prenant v de la forme v = v1 ± v˜1 puis v = v1 ± iv˜1 et en re´ite´rant
l’argument, on conclut
〈v1 ⊗s v2 ⊗s . . .⊗s vk, γ(k)v˜1 ⊗s v˜2 ⊗s . . .⊗s v˜k〉 = 0
pour tous vj, v˜j ∈ H. Les vecteurs de la forme v1 ⊗s v2 ⊗s . . . ⊗s vk formant une base de
Hks , la preuve est comple`te. 
Nous allons utiliser les ope´rateurs de cre´ation et d’annihiliation bosoniques standards.
Pour tout fk ∈ H, on de´finit l’ope´rateur de cre´ation a∗(fk) : Hk−1s → Hks par
a∗(fk)
 ∑
σ∈Sk−1
fσ(1) ⊗ ...⊗ fσ(k−1)
 = (k)−1/2 ∑
σ∈Sk
fσ(1) ⊗ ...⊗ fσ(k).
L’ope´rateur d’annihiliation a(f) : Hk+1 → Hk est l’adjoint formel de a∗(f) (d’ou` la nota-
tion), de´fini par
a(f)
 ∑
σ∈Sk+1
fσ(1) ⊗ ...⊗ fσ(k+1)
 = (k + 1)1/2 ∑
σ∈Sk+1
〈
f, fσ(1)
〉
fσ(2) ⊗ ...⊗ fσ(k)
pour tous f, f1, ..., fk dans H. Ces ope´rateurs satisfont les relations canoniques de commu-
tation (CCR en abre´geant le terme anglais)
[a(f), a(g)] = 0, [a∗(f), a∗(g)] = 0, [a(f), a∗(g)] = 〈f, g〉H. (4.13)
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Un des inte´reˆts de ces objets est que les matrices de densite´ re´duites γ
(n)
N d’un e´tat
bosonique ΓN sont de´finies via
25
〈v⊗n, γ(n)N v⊗n〉 =
(N − n)!
N !
TrHNs [a
∗(v)na(v)nΓN ] (4.14)
ce qui caracte´rise comple`tement γ
(n)
N vu le Lemme 4.4. La de´finition ci-dessus s’appelle
une quantification de Wick, les ope´rateurs de cre´ation et d’annihilation y apparaissent
dans l’ordre normal, c’est-a`-dire tous les cre´ateurs a` gauche et tous les annihiliateurs a`
droite.
L’observation cle´ de la preuve du The´ore`me 4.3 est alors le fait que les matrices de
densite´ de l’e´tat (4.7) sont alternativement de´finies a` partir de ΓN par une quantification
d’anti-Wick, ou` les ope´rateurs de cre´ation et d’annihilation apparaissent dans l’ordre anti-
normal, c’est-a`-dire tous les annihiliateurs a` gauche et tous les cre´ateurs a` droite.
Lemme 4.5 (La construction de CKMR et la quantification d’anti-Wick).
Soit Γ˜N defini par (4.7) et γ˜
(n)
N ses matrices de densite´ re´duites. On a
〈v⊗n, γ˜(n)N v⊗n〉 =
(N + d− 1)!
(N + k + d− 1)! TrHNs [a(v)
na∗(v)nΓN ] (4.15)
pour tout v ∈ H.
Preuve. Il suffit de conside´rer le cas d’un e´tat pur ΓN = |ΨN 〉〈ΨN | et d’e´crire
〈v⊗k, γ˜(k)N v⊗k〉 = dimHNs
∫
SH
du|〈u⊗N ,ΨN 〉|2|〈u⊗k, v⊗k〉|2
= dimHNs
∫
SH
du|〈u⊗(N+k), v⊗k ⊗ΨN 〉|2
=
N !
(N + k)!
dimHNs
∫
SH
du|〈u⊗(N+k), a∗(v)kΨN 〉|2
=
N !
(N + k)!
dimHNs
dimHN+ks
〈a(v)kΨN , a(v)kΨN 〉
=
(N + d− 1)!
(N + k + d− 1)! 〈ΨN , a(v)
ka∗(v)kΨN 〉
en utilisant le lemme de Schur (4.5) dans HN+ks a` la troisie`me ligne, le fait que a
∗(v) est
l’adjoint de a(v) a` la quatrie`me et en rappellant que
dimHNs =
(
N + d− 1
d− 1
)
. (4.16)

La marche a` suivre est maintenant claire: il suffit de comparer des polynoˆmes en a∗(v)
et a(v) e´crits dans les ordres normal et anti-normal. Cette ope´ration standard me`ne au
lemme final de la preuve:
25On rappelle que notre convention est Tr[γ
(n)
N ] = 1.
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Lemme 4.6 (Ordre normal et anti-normal).
Soit v ∈ SH. On a
a(v)na∗(v)n =
n∑
k=0
(
n
k
)
n!
k!
a∗(v)ka(v)k pour tout n ∈ N. (4.17)
Preuve. Pour faciliter le calcul il est utile de rappeller l’expression du n-ie`me polynoˆme
de Laguerre
Ln(x) =
n∑
k=0
(
n
k
)
(−1)k
k!
xk.
Ces polynoˆmes satisfont la relation de re´currence
(n + 1)Ln+1(x) = (2n + 1)Ln(x)− xLn(x)− nLn−1(x)
et on peut voir que (4.17) se re´e´crit
a(v)na∗(v)n =
n∑
k=0
cn,k a
∗(v)ka(v)k (4.18)
ou` les cn,k sont les coefficients du polynoˆme
L˜n(x) := n!Ln(−x).
Il suffit donc de montrer que
a(v)n+1a∗(v)n+1 = a∗(v)a(v)na∗(v)na(v) + (2n + 1)a(v)na∗(v)n − n2a(v)n−1a∗(v)n−1
par une application re´pe´te´e de la CCR (4.13). 
La formule (4.8) se de´duit en combinant les Lemmes 4.4, 4.5 et 4.6 avec (4.14).
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5. Localisation dans l’espace de Fock et applications
Nous nous tournons maintenant vers la premie`re implication du sche´ma (3.44). Il va
nous falloir convertir la convergence faible-∗ des matrices densite´ en convergence forte pour
pouvoir appliquer le The´ore`me 3.4. L’ide´e est de localiser l’e´tat ΓN de de´part en utilisant
soit des fonctions a` support compact soit des projecteurs de rang fini. On peut alors
travailler dans un cadre compact avec convergence S1-forte, apppliquer le The´ore`me 3.4 et
passer a` la limite dans la localisation en dernie`re e´tape. Plus pre´cise´ment nous utiliserons
une localisation en dimension finie, pour bien montrer que le the´ore`me ge´ne´ral peut se
de´duire de la preuve constructive en dimension finie pre´sente´e au chapitre pre´ce´dent.
La difficulte´ ici est que la notion de localisation approprie´e pour un e´tat a` N corps
(par exemple une fonction d’onde ΨN ∈ L2(RdN )) est plus complexe que celle dont on a
l’habitude pour des fonctions d’onde simples ψ ∈ L2(Rd). Il faut en fait travailler sur les
matrices de densite´ directement, et localiser toutes les matrices re´duites de telle fac¸on que
les matrices localise´es correspondent a` un e´tat quantique. La proce´dure de localisation
peut faire perdre des particules et donc l’e´tat localise´ ne sera en ge´ne´ral pas un e´tat a` N
corps mais une superposition d’e´tats a` k corps, 0 ≤ k ≤ N , c’est a` dire un e´tat sur l’espace
de Fock.
La proce´dure de localisation que nous utiliserons est de´crite Section 5.2. Auparavant
nous donnerons quelques conside´rations heuristiques a` la Section 5.1 pour pre´ciser ce que
nous disions plus haut, a` savoir que la notion de localisation correcte dans L2(RdN ) diffe`re
de la localisation habituelle dans L2(Rd). La Section 5.3 contient la preuve du the´ore`me
de de Finetti faible et d’un re´sultat auxiliaire bien utile qui est une conse´quence de la
preuve par localisation.
5.1. Convergence faible et localisation pour un e´tat a` deux corps.
Les conside´rations ci-dessous sont tire´es de [102]. Prenons une suite d’ e´tats bosoniques
a` deux corps particulie`rement simple
Ψn := ψn ⊗s φn = 1√
2
(ψn ⊗ φn + φn ⊗ ψn) ∈ L2s(R2d) (5.1)
avec ψn et φn normalise´es dans L
2(Rd). Ceci correspond a` avoir une particule dans l’e´tat
ψn et une particule dans l’e´tat φn. On supposera
〈φn, ψn〉L2(Rd) = 0,
ce qui assure ‖Ψn‖ = 1. On pourra toujours supposer que
Ψn ⇀ Ψ dans L
2(R2d)
et la convergence est forte si et seulement si ‖Ψ‖ = ‖Ψn‖ = 1. Dans le cas ou` de la masse
se perd a` la limite, i.e. ‖Ψ‖ < 1 la convergence reste faible.
Nous travaillerons toujours dans un cadre localement compact et donc la seule source
possible de perte de compacite´ est une fuite de masse a` l’infini [126, 127, 128, 129]. Une
possibilite´ est que les deux particules φn et ψn disparaissent a` l’infini
ψn ⇀ 0, φn ⇀ 0 dans L
2(R2d) quand n→∞,
auquel cas Ψn ⇀ 0 dans L
2(R2d). C’est dans L2(R2d) la possibilite´ la plus proche de la
perte de masse simple dans L2(Rd), mais il existe d’autres possibilite´s dans L2(R2d).
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Un cas typique est celui ou` seule une des deux particules part a` l’infini, ce qu’on peut
mate´rialiser par
ψn ⇀ 0 faiblement dans L
2(Rd), φn → φ fortement dans L2(R2d).
Pour la fuite de masse de ψn on peut typiquement penser a` l’exemple
ψn = ψ (.+ xn) (5.2)
avec |xn| → ∞ quand n→∞ et ψ disons re´gulier a` support compact. On a dans ce cas
Ψn ⇀ 0 dans L
2(R2d)
mais pour des raisons physques e´videntes on pre´fe´rerait avoir une notion de convergence
faible assurant
Ψn ⇀g
1
2φ. (5.3)
En effet, puisque seule la particule dans l’e´tat ψn disparaˆıt a` l’infini, il est naturel que
l’e´tat limite soit un e´tat a` une particule de´crit par φ. Nous notons cette convergence ⇀g
car il s’agit pre´cise´ment de la convergence dite “ge´ome´trique” discute´e par Mathieu Lewin
dans [102]. La difficulte´ est bien suˆr que les membres de droite et de gauche de (5.3)
appartiennent a` des espaces diffe´rents.
Pour introduire la notion de convergence correcte, il s’agit de regarder les matrices
densite´ de Ψn:
γ
(2)
Ψn
= |φn ⊗s ψn〉 〈φn ⊗s ψn|⇀∗ 0 dans S1
(
L2(R2d)
)
γ
(1)
Ψn
= 12 |φn〉 〈φn|+ 12 |ψn〉 〈ψn|⇀∗ 12 |φ〉 〈φ| dans S1
(
L2(Rd)
)
. (5.4)
On voit alors bien que la paire
(
γ
(2)
Ψn
, γ
(1)
Ψn
)
converge vers la paire
(
0, 12 |φ〉 〈φ|
)
qui corre-
spondent aux matrices de densite´ de l’e´tat a` un corps 12φ ∈ L2(Rd). Plus pre´cise´ment, la
notion de convergence ge´ome´trique est une notion de convergence dans l’espace de Fock
(ici bosonique a` deux particules)
F≤2s (L2(Rd)) := C⊕ L2(Rd)⊕ L2s(R2d) (5.5)
et on a au sens de la convergence ge´ome´trique sur S1
(F≤2s )
0⊕ 0⊕ |Ψn〉 〈Ψn|⇀g 12 ⊕ 12 |φ〉 〈φ| ⊕ 0,
c’est a` dire que toutes les matrices de densite´ re´duites de l’e´tat de gauche convergent vers
celles de l’e´tat de droite. On notera que la limite est bien de trace 1 dans S1
(F≤2s ), il
n’y a donc pas de perte de masse dans F≤2s . Plus pre´cise´ment, dans F≤Ns la perte de
masse pour un e´tat a` pur a` N particules est mate´rialise´e par la convergence
vers un e´tat mixte avec moins de particules.
De la meˆme fac¸on que la convergence faible adapte´e aux proble`mes a` N corps n’est pas
la convergence faible L2(RdN ) usuelle (a fortiori quand on prendra la limite N → ∞),
la bonne proce´dure pour localiser un e´tat et ainsi transformer la convergence faible en
convergence forte doit eˆtre repense´e. Etant donne´ un ope´rateur de localisation auto-
adjoint positif A, disons A = P un projecteur de rang fini ou A = χ la mutliplication par
une fonction χ a` support compact, on localise usuellement une fonction d’onde ψ ∈ L2(Rd)
en introduisant
ψA = Aψ
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ce qui correspond a` faire l’association
|ψ〉 〈ψ| ↔ |Aψ〉 〈Aψ| .
En imitant cette proce´dure pour l’e´tat a` deux particules (5.1) on pourrait imaginer con-
side´rer l’e´tat localise´ de´fini par sa matrice densite´ a` deux corps
γ
(2)
n,A = |A⊗AΨn〉 〈A⊗AΨn| .
Il est alors clair que
γ
(2)
n,A ⇀∗ 0 dans S
1(H2s),
ce a` quoi il fallait s’attendre, mais il est plus grave que l’on ait e´galement pour la matrice
a` un corps correspondante
γ
(1)
n,A ⇀∗ 0 dans S
1(H)
alors, que au vu de (5.4) on voudrait avoir
γ
(1)
n,A →
1
2
|Aφ〉 〈Aφ| fortement dans S1(H).
La solution a` ce dilemme est de de´finir un e´tat localise´ en demandant que ses matrices
de densite´ reduites soient A ⊗ Aγ(2)ΨnA ⊗ A et Aγ
(1)
Ψn
A. L’e´tat correspondant est alors
uniquement de´termine´, et il se trouve qu’il s’agit d’un e´tat sur l’espace de Fock, comme
nous l’expliquons a` la section suivante.
5.2. Localisation dans l’espace de Fock.
Apre`s les conside´rations heuristiques pre´ce´dentes, nous introduisons maintenant la no-
tion de localisation dans l’espace de Fock bosonique26
Fs(H) = C⊕ H⊕ . . .⊕ Hns ⊕ . . .
Fs(L2(Rd)) = C⊕ L2(Rd)⊕ . . . ⊕ L2s(Rdn)⊕ . . . . (5.6)
Dans le cadre de ce cours nous partirons toujours d’e´tats a` N corps, auquel cas il est
suffisant de travailler dans l’espace de Fock tronque´
F≤Ns (H) = C⊕ H⊕ . . . ⊕ Hns ⊕ . . .⊕ HNs
F≤Ns (L2(Rd)) = C⊕ L2(Rd)⊕ . . .⊕ L2s(Rdn)⊕ . . . ⊕ L2s(RdN ). (5.7)
De´finition 5.1 (Etats bosoniques sur l’espace de Fock).
Un e´tat sur l’espace de Fock est un ope´rateur auto-adjoint positif de trace 1 sur Fs. On
notera S(Fs(H)) l’ensemble des e´tats (bosoniques ici)
S(Fs(H)) =
{
Γ ∈ S1(Fs(H)),Γ = Γ∗,Γ ≥ 0,TrFs(H)[Γ] = 1
}
. (5.8)
On dira qu’un e´tat est diagonal (stricto sensu, diagonal par blocs) si il peut s’e´crire
Γ = G0 ⊕G1 ⊕ . . .⊕Gn ⊕ . . . (5.9)
avec Gn ∈ S1(Hns ). Un e´tat ΓN sur l’espace de Fock tronque´ F≤Ns (H), respectivement un
e´tat diagonal sur l’espace de Fock tronque´ se de´finissent de la meˆme manie`re. Pour un
e´tat diagonal sur F≤Ns (H) de la forme
Γ = G0,N ⊕G1,N ⊕ . . .⊕GN,N ,
26La proce´dure est la meˆme pour des particules fermioniques.
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sa n-ie`me matrice de densite´ re´duite Γ
(n)
N est l’ope´rateur sur H
n
s donne´ par
Γ
(n)
N =
(
N
n
)−1 N∑
k=n
(
k
n
)
Trn+1→kGN,k. (5.10)

Le lecteur habitue´ a` ces concepts notera deux choses:
• Nous introduisons uniquement les concepts qui nous seront indispensables par la
suite. On peut bien suˆr de´finir les matrices re´duites d’e´tats ge´ne´raux, mais nous ne
nous en servirons pas par la suite. Pour un e´tat diagonal, la donne´e des matrices
re´duites (5.10) caracte´risent comple`tement l’e´tat. Pour un e´tat non diagonal il
faut aussi spe´cifier ses matrices “hors-diagonales” Γ(p,q) : Hps 7→ Hqs pour p 6= q.
• La normalisation choisie dans (5.10) n’est pas standard. Elle est choisie pour que,
dans l’esprit du reste du cours, la n-ie`me matrice re´duite d’un e´tat a` N particules
(i.e. avec G0,N = . . . = GN−1,N = 0 dans (5.10)) soit de trace 1. La convention
standard serait plutoˆt qu’elle soit de trace
(N
n
)
, ce qui est moins pratique pour
appliquer le The´ore`me 3.4.
Nous pouvons maintenant introduire le concept de localisation d’un e´tat. Nous nous
limiterons aux e´tats a` N corps et aux ope´rateurs de localisation auto-adjoints, ce qui est
suffisant pour nos besoins dans la suite. Le lemme/de´finition suivant est tire´ de [102], on
pourra en trouver d’autres versions par exemple dans [2, 51, 84].
Lemme 5.2 (Localisation d’un e´tat a` N corps).
Soit ΓN ∈ S(HNs ) un e´tat bosonique a` N corps et A un ope´rateur auto-adjoint sur H avec
0 ≤ A2 ≤ 1. Il existe un unique e´tat diagonal ΓAN ∈ S(F≤Ns (H)) tel que(
ΓAN
)(n)
= A⊗nΓ(n)N A
⊗n (5.11)
pour tout 0 ≤ n ≤ N . De plus, en e´crivant ΓAN sous la forme
ΓAN = G
A
0,N ⊕GA1,N ⊕ . . .⊕GAN,N ,
on a la relation fondamentale
TrHns
[
GAN,n
]
= Tr
H
N−n
s
[
G
√
1−A2
N,N−n
]
. (5.12)
Remarque 5.3 (Localisation dans l’espace de Fock).
(1) La partie unicite´ du lemme montre bien qu’on ne peut faire l’e´conomie de travailler
sur l’espace de Fock. L’e´tat localise´ est en fait unique dans S(Fs(H)), mais pour
le voir il faudrait introduire des de´finitions un peu plus ge´ne´rales, cf [102].
(2) La relation (5.12) est une des pierres angulaires de la me´thode. En langage informel
elle exprime le fait, que dans l’e´tat ΓN , la probabilite´ d’avoir n particules
A-localise´es est e´gale a` la probabilite´ d’avoir N − n particules √1−A2
localise´es. Pensons au cas d’une fonction de localisation particulie`rement simple,
A = 1B(0,R), la fonction indicatrice de la boule de rayon R. Nous disons alors
simplement que la probabilite´ d’avoir n particules dans la boule e´gale la probabilite´
d’avoir N − n particules hors de la boule. 
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Preuve du Lemme 5.2. L’unicite´ (en tous cas parmi les e´tats diagonaux de l’espace de
Fock tronque´) est une simple conse´quence du fait que les matrices densite´ de´finissent
uniquement l’e´tat. On pourra voir les de´tails dans [102].
Pour l’existence on peut utiliser l’identification usuelle
Fs(AH⊕
√
1−A2H) ≃ Fs(AH)⊗Fs(
√
1−A2H)
et de´finir l’e´tat localise´ en prenant une trace partielle par rapport au deuxie`me espace
dans le produit tensoriel du membre de droite. Nous allons suivre une route plus explicite
mais e´quivalente. Pour simplifier les notations nous nous limitons au cas ou` A = P est un
projecteur orthogonal et donc
√
1−A2 = P⊥.
Par de´finition et cyclicite´ de la trace on obtient
P⊗nΓ(n)N P
⊗n = Trn+1→N
[
P⊗n ⊗ 1⊗(N−n)ΓNP⊗n ⊗ 1⊗(N−n)
]
=
N−n∑
k=0
(
N − n
k
)2
Trn+1→N
[
P⊗n+k ⊗ P⊗(N−n−k)⊥ ΓNP⊗n+k ⊗ P⊗(N−n−k)⊥
]
=
N∑
k=n
(
N − n
k − n
)2
Trn+1→N
[
P⊗k ⊗ P⊗(N−k)⊥ ΓNP⊗k ⊗ P⊗(N−k)⊥
]
en e´crivant 1 = P + P⊥ et en de´veloppant les termes 1⊗(N−n) par la formule du binoˆme.
Il suffit ensuite de noter que(
N − n
k − n
)2
=
(
N
k
)2(N
n
)(
k
n
)−1
pour obtenir
P⊗nΓ(n)N P
⊗n =
N∑
k=n
(
N
n
)−1(k
n
)
Trn+1→N
[
GPN,k
]
=
(
GPN
)(n)
avec (cf la de´finition (5.10))
GPN,k =
(
N
k
)2
Trk+1→N
[
P⊗k ⊗ P⊗(N−k)⊥ ΓNP⊗k ⊗ P⊗(N−k)⊥
]
(5.13)
et
GPN = G
P
N,0 ⊕ . . .⊕GPN,N .
Il reste a` montrer que GPN est bien un e´tat, c’est-a`-dire que sa trace vaut 1. Pour le voir
il suffit d’e´crire
1 = TrHN [ΓN ] = TrHN
[
(P + P⊥)
⊗N ΓN (P + P⊥)
⊗N
]
=
N∑
k=0
(
N
k
)2
TrHN
[
P⊗k ⊗ P⊗(N−k)⊥ ΓNP⊗k ⊗ P
⊗(N−k)
⊥
]
=
N∑
k=0
TrHk
[
GPN,k
]
= TrF(H)[GPN ].
La relation (5.12) est une conse´quence imme´diate de (5.13) et de la syme´trie de ΓN . 
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5.3. Preuve du the´ore`me de de Finetti faible et corollaires.
Nous allons maintenant utiliser la proce´dure de localisation que nous venons de de´crire
pour de´montrer la premie`re implication du sche´ma (3.44). L’ide´e est d’utiliser un pro-
jecteur de rang fini P et d’utiliser (5.10) avec (5.11) pour e´crire (avec n ∈ N fixe)
P⊗nγ(n)N P
⊗n =
N∑
k=n
(
N
n
)−1(k
n
)
Trn+1→kGPN,k
≈
N∑
k=n
(
k
N
)n
Trn+1→kGPN,k (5.14)
en utilisant l’estimation simple (voir le calcul dans [103], Equation (2.13))(
N
n
)−1(k
n
)
=
(
k
N
)n
+O(N−1). (5.15)
Le raisonnement est alors le suivant: les termes ou` k est petit contribuent tre`s peu a` la
somme (5.14) a` cause du facteur
(
k
N
)n
. Pour les termes ou` k est grand, on note que, a`
normalisation pre`s, GPN,k est un e´tat bosonique a` k particules sur PH. On peut donc lui
appliquer le the´ore`me de de Finetti discute´ au Chapitre 4, sans se soucier d’une e´ventuelle
perte de compacite´ dans la limite N → ∞ puisque PH est de dimension finie. Comme k
est grand dans ces termes et n est fixe, on obtient (toujours formellement)
Trn+1→kGPN,k ≈ TrHk [GPN,k]
∫
u∈SPH
dνk(u)|u⊗n〉〈u⊗n|
pour une certaine mesure νk, et donc
P⊗nγ(n)N P
⊗n ≈
N∑
k≃N
TrHk [G
P
N,k]
(
k
N
)n ∫
u∈SPH
dνk(u)|u⊗n〉〈u⊗n|.
Dans la limite N →∞, la somme discre`te devient une inte´grale en λ = k/N , et en utilisant
le fait que GPN est un e´tat pour ge´rer la normalisation il est naturel d’espe´rer obtenir
P⊗nγ(n)N P
⊗n ≈
∫ 1
0
dλ λn
∫
u∈SPH
dνλ(u)|u⊗n〉〈u⊗n|
ce qu’on peut re´e´crire sous la forme (3.23) en de´finissant (en coordonne´es “radiales” sur
la boule unite´ BPH)
dµ(u) = dµ
(
‖u‖ , u‖u‖
)
:= d ‖u‖2 × dν‖u‖2
(
u
‖u‖
)
Il restera en dernie`re e´tape a` appliquer cette proce´dure pour une suite de projecteurs
Pℓ → 1 et a` ve´rifier quelques relations de compatibilite´ pour conclure. La mesure finale
peut ne pas eˆtre une probabilite´, ce qu’on peut compenser en rajoutant un delta a` l’origine
puisque cette ope´ration ne change aucune des formules pre´ce´dentes.
On notera que (modulo quelques passages a` la limite), cette preuve qui combine les
me´thodes pre´sente´es au Chapitre 4 et a` la Section 5.2 donne une recette pour constuire la
mesure de de Finetti “a` la main”, ce qui est bien utile en pratique, voir Chapitres 6 et 7.
L’esprit de la preuve par localisation rappelle certains aspects de la me´thode de Ammari
et Nier [3, 4].
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Passons maintenant a` une preuve rigoureuse, suivant [103, Section 2].
Preuve du The´ore`me 3.6. On continue avec les notations ci-dessus. On de´finit M
(n)
P,N une
mesure sur [0, 1], a` valeurs dans les matrices positives hermitiennes de taille dim (⊗ns (PH))
par la formule suivante:
dM
(n)
P,N(λ) :=
N∑
k=n
δk/N (λ) Trn+1→kGPN,k.
On a alors, en utilisant (5.15)
Tr
∣∣∣∣P⊗nγ(n)ΓNP⊗n − ∫ 1
0
λn dM
(n)
P,N(λ)
∣∣∣∣ ≤ CN
N∑
k=n
TrGPN,k → 0 quand N →∞. (5.16)
Comme P est un projecteur de rang fini et γ
(n)
N converge faible-∗ par hypothe`se,
P⊗nγ(n)N P
⊗n → P⊗nγ(n)P⊗n (5.17)
fortement en norme de trace. D’autre part,
TrHn
[∫ 1
0
dM
(n)
P,N (λ)
]
=
N∑
k=n+1
TrHk G
P
N,k ≤
N∑
k=0
TrHk G
P
N,k = 1,
donc M
(n)
P,N est une suite de mesures positives borne´es sur un espace de dimension fini
compact (les matrices hermitiennes positives de taille dimPH ayant une trace plus petite
que 1). On peut donc en extraire une sous-suite convergeant faiblement au sens des
mesures vers M
(n)
P . En combinant avec (5.16) et (5.17) on a
P⊗nγ(n)P⊗n =
∫ 1
0
λn dM
(n)
P (λ). (5.18)
Il s’agit maintenant de voir que la suite de mesures
(
M
(n)
P
)
n∈N
que l’on vient d’obtenir
est consistante au sens ou` ,pour n ≥ 0,∫ 1
0
f(λ)Trn+1 dM
(n+1)
P (λ) =
∫ 1
0
f(λ)dM
(n)
P (λ) (5.19)
pour tout fonction continue f sur [0, 1] s’annulant en 0, avec Trn+1 la trace partielle par
rapport a` la dernie`re variable. On a
Trn+1 dM
(n+1)
P,N (λ) =
N∑
k=n+1
δk/N (λ) Trn→kGN,k
= dM
(n)
P,N (λ)− δn/N (λ)GPN,n
et donc ∫ 1
0
f(λ)TrHn
∣∣∣Trn+1M (n+1)P,N (λ)−M (n)P,N (λ)∣∣∣ ≤ ∫ 1
0
f(λ)δn/N (λ)TrHn G
P
N,n
≤ f
( n
N
)
THE´ORE`MES DE DE FINETTI ET CONDENSATION DE BOSE-EINSTEIN 75
puisque TrHn G
P
N,n ≤ 1. En passant a` la limite on obtient bien (5.19) pour toute fonction
f telle que f(0) = 0.
Nous appliquons maintenant le The´ore`me 3.4 en dimension finie. Stricto sensu, il ne
s’applique que a` λ fixe, mais en approchant dM
(n)
P par des fonctions e´tage´es puis en passant
a` la limite, on obtient une mesure νP sur [0, 1] × SH ∩ (PH) telle que∫ 1
0
f(λ)dM
(n)
P (λ) =
∫
SH
∫ 1
0
f(λ)dνP (λ, u)|u⊗n〉〈u⊗n|
pour toute fonction continue f s’annulant en 0. On a donc maintenant
P⊗nγ(n)P⊗n =
∫ 1
0
∫
SH
dνP (λ, u)λ
n|u⊗n〉〈u⊗n|
=
∫ 1
0
∫
SH
dνP (λ, u) |(
√
λu)⊗n〉〈(
√
λu)⊗n|
=
∫
BH
dµP (u)|u⊗n〉〈u⊗n|
en de´finissant la mesure µP en coordonne´es radiales. On est libre de rajouter une masse
de Dirac a` l’origine pour faire de µP une mesure de probabilite´.
L’argument peut-eˆtre applique´ a` une suite de projecteurs de rang fini convergeant vers
l’identite´. On a alors une suite de probabilite´s µk sur BH telles que
P⊗nk γ
(n)P⊗nk =
∫
BH
dµk(u) |u⊗n〉〈u⊗n|.
En prenant une suite croissante de projecteurs (i.e. satisfaisant PkH ⊂ Pk+1H) il est clair
que µk co¨ıncide avec µℓ sur PℓH pour ℓ ≤ k. Comme toutes ces mesures ont leur support
dans un ensemble borne´, il existe (voir par exemple [170, Lemme 1]) une unique mesure
de probabilite´27 µ sur BH qui co¨ıncide avec µk sur PkH au sens ou`:∫
BH
dµk(u) |u⊗n〉〈u⊗n| =
∫
BH
dµ(u) |(Pku)⊗n〉〈(Pku)⊗n|.
On conclut donc
P⊗nk γ
(n)P⊗nk = P
⊗n
k
(∫
BH
dµ(u) |u⊗n〉〈u⊗n|
)
P⊗nk
et il ne reste plus qu’a` prendre la limite k → ∞ pour obtenir l’existence de la mesure
satisfaisant (3.23).
Prouvons maintenant l’unicite´ de la mesure. Soient µ et µ′ satisfaisant∫
BH
|u⊗k〉〈u⊗k|dµ(u)−
∫
BH
|u⊗k〉〈u⊗k|dµ′(u) = 0 (5.20)
pour tout k ≥ 1. Soient V = vect(e1, . . . , ed) un sous-espace de H de dimension finie,
Pi = |ei〉〈ei| les projections associe´es et µV , µ′V les projections cylindriques de µ et µ′
27Pour la construire, noter que la σ-fermeture de l’union pour k ≥ 0 des bore´liens de PkH co¨ıncide avec
les bore´liens de H.
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sur V . En applicant Pi1⊗· · ·⊗Pik a` gauche et Pj1⊗· · ·⊗Pjk a` droite de (5.20), on obtient∫
BV
ui1 · · · uikuj1 · · · ujk d(µV − µ′V )(u) = 0
pour tous les multi-indices i1, ..., ik et j1, ..., jk (on a note´ u =
∑d
j=1 ujej). D’autre part,
par l’invariance S1 des deux mesures, il est clair que si k 6= ℓ,∫
BV
ui1 · · · uikuj1 · · · ujℓ d(µV − µ′V )(u) = 0.
Comme les polynoˆmes en les ui et uj sont denses dans C
0(BV,C) (fonctions continues de
la boule unite´ de V ), on de´duit que les projections cylindriques de µ et µ′ sur V co¨ıncident.
Ceci e´tant vrai pour tout sous-espace V de dimension finie, on conclut que les deux mesures
doivent co¨ıncider partout. 
Nous donnons maintenant un cas particulier, adapte´ aux besoins de la suite des notes,
d’un corollaire bien utile de la me´thode de preuve ci-dessus (voir [103, The´ore`me 2.6] pour
l’e´nonce´ ge´ne´ral):
Corollaire 5.4 (Localisation et mesure de de Finetti).
Soit (ΓN )N∈N une suite d’e´tats a` N corps sur H = L2(Rd) satisfaisant les hypothe`ses du
The´ore`me 3.6 et µ la mesure de de Finetti associe´e. Supposons que
Tr
[
−∆γ(1)N
]
= Tr
[
|∇|γ(1)N |∇|
]
≤ C (5.21)
pour une constante inde´pendante de N . Soit χ une fonction de localisation a` support
compact avec 0 ≤ χ ≤ 1 et GχN l’e´tat localise´ de´fini par le Lemme 5.2. Alors
lim
N→∞
N∑
k=0
f
(
k
N
)
TrHk G
χ
N,k =
∫
BH
dµ(u) f(‖χu‖2) (5.22)
pour toute fonction continue f sur [0, 1].
Peuve du Corollaire 5.4. Par densite´ des polynoˆmes dans les fonctions continues sur [0, 1]
il suffit de conside´rer le cas f(λ) = λn avec n = 0, 1, .... On utilise alors (5.10), (5.11)
et (5.15) a` nouveau pour e´crire∣∣∣∣∣
N∑
k=0
(
k
N
)n
TrHk G
χ
N,k − TrHn
[
χ⊗nγ(n)N χ
⊗n
]∣∣∣∣∣→ 0 quand N →∞.
L’hypothe`se (5.21) assure que
Tr
 n∑
j=1
−∆j
 γ(n)N
 ≤ Cn
et on peut donc supposer que n∑
j=1
|∇|j
 γ(n)N
 n∑
j=1
|∇|j
⇀∗
 n∑
j=1
|∇|j
 γ(n)
 n∑
j=1
|∇|j
 quand N →∞.
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L’ope´rateur de multiplication par χ est relativement compact par rapport au Laplacien,
donc
Dχn := χ
⊗n
 n∑
j=1
|∇|j
−1
est un ope´rateur compact. On a alors
TrHn
[
χ⊗nγ(n)N χ
⊗n
]
= TrHn
Dχn
 n∑
j=1
|∇|j
 γ(n)N
 n∑
j=1
|∇|j
Dχn

→ TrHn
Dχn
 n∑
j=1
|∇|j
 γ(n)
 n∑
j=1
|∇|j
Dχn

= TrHn
[
χ⊗nγ(n)χ⊗n
]
.
On conclut alors en utilisant (3.23) que
N∑
k=0
(
k
N
)n
TrHk G
χ
N,k →
∫
BH
dµ(u)TrHn
[|(χu)⊗n〉〈(χu)⊗n|]
=
∫
BH
dµ(u) ‖χu‖2n =
∫
BH
dµ(u)f(‖χu‖2).

Remarque 5.5 (Mesure de de Finetti faible et perte de masse.).
(1) L’hypothe`se (5.21) est la` pour assurer la compacite´ forte locale des matrices de
densite´, cf la preuve. Elle est bien suˆr tre`s naturelle pour les applications que nous
visons (e´nergie cine´tique uniforme´ment borne´e). La convergence (5.22) signifie que
la masse de la mesure de de Finetti µ sur la sphe`re {‖u‖2 = λ} correspond a` la
probabilite´ qu’une fraction λ des particules ne s’e´chappe pas a` l’infini.
(2) Nous utiliserons ce corollaire pour de´duire des informations sur les particules qui
s’e´chappent a` l’infini de la fac¸on suivante. On de´finit la fonction
η =
√
1− χ2
qui “localise pre`s de l’infini”. On ne peut bien suˆr pas appliquer le re´sultat di-
rectement a` l’e´tat localise´ GηN mais on peut utiliser la relation (5.12) pour obtenir
lim
N→∞
N∑
k=0
f
(
k
N
)
TrHk G
η
N,k = limN→∞
N∑
k=0
f
(
1− k
N
)
TrHk G
χ
N,k
=
∫
BH
dµ(u) f
(
1− ‖χu‖2) , (5.23)
ce qui fournit un certain controˆle sur la perte de masse a` l’infini, encode´ par la
mesure de de Finetti qui pourtant de´crit par de´finition les particules qui restent
pie´ge´es. Typiquement, on appliquera (5.23) avec f(λ) ≃ eH(λ), l’e´nergie de Hartree
a` masse λ, voir le chapitre suivant.

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6. De´rivation de la the´orie de Hartree: cas ge´ne´ral
On se tourne maintenant vers le cas ge´ne´ral de l’obtention de la fonctionnelle de Hartree
comme limite du proble`me a` N corps dans le re´gime de champ moyen. Au Chapitre 3
nous avons vu que sous des hypothe`ses physiques simplificatrices, le re´sultat e´tait une
conse´quence assez directe des the´ore`mes de de Finetti faible et fort. Le cas ge´ne´ral de-
mande une discussion plus pousse´e et nous serons amene´s a` utiliser pleinement les outils
de localisation dans l’espace de Fock introduits au Chapitre 5.
Le cadre est maintenant celui de particules dans un potentiel V non pie´geant interagis-
sant via un potentiel d’interaction qui peut potentiellement avoir des e´tats lie´s. Rappellons
les notations: le Hamiltonien du syte`me complet est
HVN =
N∑
j=1
Tj +
1
N − 1
∑
1≤i<j≤N
w(xi − xj), (6.1)
agissant sur l’espace de Hilbert HNs =
⊗N
s H, avec H = L
2(Rd). Le Hamiltonien a` un
corps est
T = −∆+ V, (6.2)
que l’on suppose auto-adjoint et borne´ infe´rieurement. Nous avons spe´cifie´ la pre´sence du
potentiel V dans la notation (6.1) car nous serons amene´s a` conside´rer le syste`me pour les
particules perdues a` l’infini de´crit par le Hamiltonien H0N ou` on prend V ≡ 0. On peut
faire les meˆmes ge´ne´ralisations que celles mentionne´es a` la Remarque 3.1 mais nous ne
traiterons explicitement que le cas mode`le ci-dessus.
Le potentiel d’interaction w : R 7→ R sera relativement borne´ par rapport a` T :
− β−(T1 + T2)− C ≤ w(x1 − x2) ≤ β+(T1 + T2) +C, (6.3)
syme´trique
w(−x) = w(x),
et de´croissant a` l’infini
w ∈ Lp(Rd) + L∞(Rd),max(1, d/2) < p <∞→ 0, w(x)→ 0 quand |x| → ∞. (6.4)
Ceci assure que HN est auto-adjoint et borne´ infe´rieurement. A nouveau, il est assez vain
de conside´rer des potentiels a` un corps partiellement confinants et donc on supposera que
V n’est pie´geant dans aucune direction:
V ∈ Lp(Rd) + L∞(Rd),max 1, d/2 ≤ p <∞, V (x)→ 0 quand |x| → ∞. (6.5)
L’e´nergie fondamentale de (3.1) est toujours donne´e par
EV (N) = inf σHNH
V
N = inf
Ψ∈HN ,‖Ψ‖=1
〈
Ψ,HVNΨ
〉
HN
. (6.6)
Enfin, rappellons les objets limites. La fonctionnelle de Hartree avec le potentiel V est
donne´e par
EVH [u] :=
∫
Rd
|∇u|2 + V |u|2 + 1
2
∫∫
Rd×Rd
|u(x)|2w(x− y)|u(y)|2dxdy (6.7)
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et on utilisera la notation E0H pour la fonctionnelle invariante par translation ou` V ≡ 0.
L’e´nergie Hartree a` masse λ est donne´e par
eVH(λ) := inf‖u‖2=λ
EVH [u], 0 ≤ λ ≤ 1. (6.8)
Sous les hypothe`ses ci-dessus on aura toujours l’ine´galite´ de liaison large
eVH(1) ≤ eVH(λ) + e0H(1− λ) (6.9)
qui se prouve aise´ment en e´valuant l’e´nergie d’une suite de fonctions avec une masse λ
dans le puits de potentiel de V et une masse 1 − λ s’e´chappant a` l’infini. Nous allons
de´montrer le the´ore`me suivant, issu de [103] (cas particulier du The´ore`me 1.1).
The´ore`me 6.1 (De´rivation de la the´orie de Hartree, cas ge´ne´ral).
Sous les hypothe`ses pre´ce´dentes on a les re´sultats suivants:
(i) Convergence de l’e´nergie.
lim
N→∞
EV (N)
N
= eVH(1). (6.10)
(ii) Convergence des e´tats. Soit une suite ΨN normalise´e dans L
2(RdN ) de quasi-
minimiseurs pour HVN :〈
ΨN ,H
V
NΨN
〉
= EV (N) + o(N) quand N →∞, (6.11)
et γ
(k)
N les matrices de densite´ re´duites correspondantes. Il existe µ ∈ P(BH) une proba-
bilite´ sur la boule unite´ de H avec µ(MV ) = 1 ou`
MV =
{
u ∈ BH : EVH [u] = eVH(‖u‖2) = eVH(1)− e0H(1− ‖u‖2)
}
, (6.12)
telle que, le long d’une sous-suite
γ
(k)
Nj
⇀∗
∫
MV
|u⊗k〉〈u⊗k| dµ(u) (6.13)
faiblement-∗ dans S1(Hk), pour tout k ≥ 1.
(iii) Si de plus on a l’ine´galite´ de liaison stricte
eVH(1) < e
V
H(λ) + e
0
H(1− λ) (6.14)
pour tout 0 ≤ λ < 1, la mesure µ est a` support dans la sphe`re SH et la limite (6.13) a
lieu en norme de trace. En particulier, si eVH(1) a un minimiseur uH unique a` une phase
pre`s, alors on a pour toute la suite
γ
(k)
N → |u⊗kH 〉〈u⊗kH | fortement dans S1(Hk) (6.15)
pour tout k ≥ 1 fixe.
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La preuve se fait en deux e´tapes. Dans un premier temps (Section 6.1) on conside`re le cas
comple`tement invariant par translations ou` V ≡ 0, qui de´crira les particules s’e´chappant
loin du puits de potentiel de V dans le cas ge´ne´ral. On montre que l’e´nergie e0H(1) est bien
la limite de N−1E0(N). Dans ce cas on ne peut espe´rer beaucoup plus puisqu’il existe
toujours des suites minimisantes dont toutes les matrices de densite´ convergent vers 0 en
norme de trace. En plus des outils de´ja` de´crits on utilisera une ide´e de Lieb, Thirring et
Yau [122, 123] pour re´cupe´rer un peu de compacite´.
On utilise ensuite pleinement les me´thodes de localisation du Chapitre 5 pour traiter
le cas ge´ne´ral (Section 6.2). Dans l’esprit du principe de concentration-compacite´ on
localisera les suites minimisantes a` l’inte´rieur et a` l’exte´rieur d’une boule. La partie
localise´e a` l’inte´rieur de la boule est de´crite par la limite faible-∗ des matrices de densite´
pour lesquelles on peut utiliser le the´ore`me de de Finetti faible. La partie localise´e a`
l’exte´rieur de la boule ne verra plus le potentiel V et on pourra donc lui appliquer les
re´sultats de la Section 6.1.
6.1. Le proble`me invariant par translation.
On traite ici le cas particulier ou` V ≡ 0. Dans ce cas il est possible de construire des
suites de quasi-minimiseurs (au sens de (6.11)) pour E0(N) avec γ
(1)
N (. − yN ) ⇀∗ 0 pour
toute suite de translations xN . On peut donc avoir e´vanescence dans la terminologie de
Lions [126, 127] et sans travail spe´cifique on ne peut espe´rer mieux que la convergence
de l’e´nergie. En effet, il est possible de construire un e´tat ou` le mouvement relatif des
particules est lie´ par le potentiel d’interaction w mais ou` il y a e´vanescence pour le centre
de masse, ce qui entraˆıne l’e´vanescence de la suite. On se contentera donc de prouver la
convergence de l’e´nergie:
The´ore`me 6.2 (Syste`mes invariants par translation).
Sous les hypothe`s pre´ce´dentes on a
lim
N→∞
E0(N)
N
= e0H(1). (6.16)
La premie`re e´tape consiste a` utiliser une partie du potentiel d’interaction pour cre´er
un potentiel a` un corps attractif (grosso-modo cela revient a` retirer le degre´ de liberte´ du
centre de masse). Ceci de´finira un proble`me auxilaire dont l’e´nergie est proche du syste`me
de de´part, mais pour lequel les particules resteront toujours pie´ge´es. Ceci est l’objet du
lemme suivant qui est inpire´ par les travaux [122, 123]:
Lemme 6.3 (Proble`me auxilaire avec liaison).
On se´pare w = w+ −w− en partie positive et ne´gative et on de´finit pour un certain ε > 0
wε(x) = w(x) + εw
−(x).
Soit le Hamiltonien auxiliaire
HεN =
N∑
i=1
(
Ki − εw−(xi)
)
+
1
N − 1
∑
1≤i<j≤
wε(xi − xj) (6.17)
et Eε(N) l’e´nergie fondamentale associe´e. On a alors
aε := lim
N→∞
Eε(N)
N
≤ lim
N→∞
E0(N)
N
=: a. (6.18)
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Preuve. Pour tout Ψ ∈ L2s(RdN ) on peut e´crire en utilisant la syme´trie〈
Ψ,
(
N∑
i=1
−∆i
)
Ψ
〉
=
N
N − 1
〈
Ψ,
(
N−1∑
i=1
−∆i
)
Ψ
〉
.
De la meˆme fac¸on
2
N(N − 1)
〈
Ψ,
∑
1≤i<j≤N
w(xi − xj)Ψ
〉
= TrH2
[
wγ
(2)
Ψ
]
= TrH2
[
wεγ
(2)
Ψ
]
− εTrH2
[
w−γ(2)Ψ
]
avec γΨ = |Ψ〉〈Ψ|, puis
TrH2
[
wεγ
(2)
Ψ
]
=
2
(N − 1)(N − 2) Tr
 ∑
1≤i<j≤N−1
wε(xi − xj)γΨ

et
εTrH2
[
w−γ(2)Ψ
]
=
ε
N − 1 Tr
[
N−1∑
i=1
w−(xi − xN )γΨ
]
.
Tout ceci implique
N − 1
N
〈Ψ,H0NΨ〉
=
〈
Ψ,
N−1∑
i=1
(
−∆i − εw−(xi − xN )
)
+
1
N − 2
∑
1≤i<j≤N−1
wε(xi − xj)
Ψ〉 . (6.19)
Dans l’e´quation pre´ce´dente le Hamiltonien entre parenthe`ses depend de xN via le potentiel
a` un corps εw−(xi− xN ) mais comme les autres termes sont invariants par translation, le
bas du spectre est en fait inde´pendant de xN . On a donc
N − 1
N
〈Ψ,H0NΨ〉 ≥ Eε(N − 1)〈Ψ,Ψ〉 (6.20)
pour tout Ψ ∈ L2s(RdN ), ce qui implique
E0(N)
N
≥ E
ε(N − 1)
N − 1 .
Les suites E0(N)/N et Eε(N)/N sont croissantes puisque de´finies par des proble`mes de
minimisation sur des espaces variationnels de´croissants (cf (1.55)). L’utilisation d’e´tats
test simples montre par ailleurs que
E0(N)
N
≤ 0, E
ε(N)
N
≤ 0
et donc les que limites a et aε existent; (6.20) implique alors clairement (6.18). 
On va maintenant s’employer a` prouver une borne infe´rieure sur Eε(N) pour ε suffisa-
ment petit. La raison pour laquelle il est plus aise´ de travailler sur Eε(N) est que toutes
les suites de matrices densite´ re´duites correspondantes seront compactes dans S1. En ef-
fet, la compacite´ ou son absence (en langage physique, l’existence ou l’absence de liaisons
entre les particules) re´sulte d’une comparaison entre les effets attractifs et re´pulsifs des
potentiels a` un et deux corps. Ici les potentiels a` un corps εw− et a` deux corps wε sont
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bien e´quilibre´s puisque ils ont e´te´s construits pre´cise´ment en recherchant cet effet a` partir
du meˆme potentiel a` deux corps originel w. C’est cette observation qui nous permet de
conclure maintenant la preuve du The´ore`me 6.2.
Preuve du The´ore`me 6.2. Comme d’habitude, seule la borne infe´rieure est non-triviale.
Comme e0H(1) ≤ 0 on peut supposer a < 0 car sinon a = e0H(1) = 0 et il n’y a rien a`
prouver. On va de´montrer la borne infe´rieure
aε ≥ eεH(1) := inf‖u‖2=1
{
〈u, (−∆ − εw−)u〉+ 1
2
∫∫
|u(x)|2wε(x− y)|u(y)|2dxdy
}
, (6.21)
et comme il est aise´ de montrer que eεH(1) → e0H(1) quand ε → on obtiendra (6.16) en
combinant avec (6.18).
Soit une suite ΨN de fonctions d’onde telles que
〈ΨN ,HεNΨN 〉 = Eε(N) + o(N).
et γ
(k)
N les matrices de densite´ re´duites correspondantes. Alors
aε = lim
N→∞
〈ΨN ,HεNΨN〉
N
= lim
N→∞
(
TrH
[
(−∆− εw−)γ(1)N
]
+
1
2
TrH2
[
wεγ
(2)
N
])
.
Modulo l’extraction diagonale habituelle, on suppose que
γ
(k)
N ⇀∗ γ
(k)
et nous allons montrer que la convergence est en re´alite´ forte. On utilisera le the´ore`me de
de Finetti fort pour obtenir la the´orie de Hartree dans un second temps.
En prenant une partition de l’unite´ χ2R + η
2
R = 1 et en utilisant le Lemme 3.11 on a
aε ≥ lim inf
R→∞
lim inf
N→∞
{
TrH
[
(−∆− εw−)χRγ(1)N χR
]
+
1
2
TrH2
[
wεχ
⊗2
R γ
(2)
N χ
⊗2
R
]
+TrH
[
−∆ηRγ(1)N ηR
]
+
1
2
TrH2
[
wεη
⊗2
R γ
(2)
N η
⊗2
R
]}
(6.22)
et nous allons utiliser les e´tats χR– et ηR–localise´s G
χ
N et G
η
N de´finis a` partir de ΨN par
le Lemme 5.2 pour estimer se´pare´ment les deux termes du membre de droite de (6.22).
Le terme χR-localise´. En utilisant (5.10) et (5.11) on a
TrH
[
(−∆ − εw−)χRγ(1)N χR
]
+
1
2
TrH2
[
wεχ
⊗2
R γ
(2)
N χ
⊗2
R
]
=
1
N
N∑
k=1
TrHk
 k∑
i=1
(−∆− εw−)i + 1
N − 1
k∑
i<j
wε(xi − xj)
GχN,k
 (6.23)
On applique l’ine´galite´
A+ tB = (1− t)A+ t(A+B) ≥ (1− t) inf σ(A) + t inf σ(A+B) (6.24)
avec
A =
k∑
ℓ=1
(−∆− εw−)ℓ, A+B = Hε,k, t = (k − 1)/(N − 1).
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On a
lim
ε→0
inf σ(−∆− εw−) = inf σ(−∆) = 0
et comme on suppose que a < 0, on a, pour ε assez petit
inf σ(−∆ − εw−) > a ≥ aε ≥ k−1 inf σ(Hε,k),
soit
inf σ(A) ≥ inf σ(A+B).
On peut alors e´crire
TrH
[
(−∆− εw−)χRγ(1)N χR
]
+
1
2
TrH2
[
wεχ
⊗2
R γ
(2)
N χ
⊗2
R
]
≥
N∑
k=1
kTrGχN,k
N
Eε(k)
k
,
mais comme
N∑
k=0
kTrGχN,k
N
= Tr
[
χ2Rγ
(1)
N
]
−→
N→∞
Tr
[
χ2Rγ
(1)
]
et lim
k→∞
Eε(k)
k
= aε,
et que k 7→ Eε(k)k est croissante on conclut que
lim inf
N→∞
(
TrH
[
(−∆− εw−)χRγ(1)N χR
]
+
1
2
TrH2
[
wεχ
⊗2
R γ
(2)
N χ
⊗2
R
])
≥ aεTr
[
χ2Rγ
(1)
]
(6.25)
par convergence monotone.
Le terme ηR-localise´. En utilisant les res´ultats de la Section 5.2 comme ci-dessus on a
TrH
[
TηRγ
(1)
N ηR
]
+
1
2
TrH2
[
wεη
⊗2
R γ
(2)
N η
⊗2
R
]
=
1
N
N∑
k=1
TrHk
 k∑
i=1
−∆i + 1
N − 1
k∑
i<j
wε(xi − xj)
GηN,k
 . (6.26)
Ici on utilise
−∆ ≥ 0, wε = w + 2εw− ≥ (1− 2ε)w et E0(k) ≤ ak < 0
pour obtenir
k∑
i=1
−∆i + 1
N − 1
k∑
i<j
wε(xi − xj) ≥ (1− 2ε)(k − 1)
N − 1 H
0
k
≥ (1− 2ε)(k − 1)
N − 1 E
0(k) ≥ E0(k)− 2εak
pour tout k ≥ 1. En combinant avec (6.26) on obtient
TrH
[
−∆ηRγ(1)N ηR
]
+
1
2
TrH2
[
wεη
⊗2
R γ
(2)
N η
⊗2
R
]
≥
N∑
k=1
kTrGηN,k
N
·
(
E0(k)
k
− 2εa
)
.
On de´duit enfin
lim inf
N→∞
(
TrH
[
TηRγ
(1)
N ηR
]
+
1
2
TrH2
[
wεη
⊗2
R γ
(2)
N η
⊗2
R
])
≥ (1−2ε)a(1−Tr[χ2Rγ(1)]) (6.27)
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en utilisant
N∑
k=0
k
N
TrGηN,k = Tr
[
η2Rγ
(1)
N
]
−→
N→∞
1−Tr
[
χ2Rγ
(1)
]
et lim
k→∞
E0(k)
k
= a
et le fait que k 7→ E0(k)k est une suite croissante.
Conclusion. En inse´rant (6.25) et (6.27) dans (6.22) on trouve
aε ≥ lim inf
R→∞
(
aεTr
[
χ2Rγ
(1)
]
+ (1− 2ε)a(1− Tr [χ2Rγ(1)] ))
= aεTr[γ
(1)] + (1− 2ε)a(1− Tr[γ(1)])
Comme on a suppose´ que aε ≤ a < 0, on obtient
Tr[γ(1)] = 1. (6.28)
Il n’y a donc pas de perte de masse pour le proble`me auxiliaire de´fini au Lemme 6.3.
Ceci suffit pour conclure a` la convergence forte des matrices re´duites γ
(k)
N . En effet, on
peut appliquer le the´ore`me de de Finetti faible a` la suite des limites γ(k) pour obtenir une
mesure µ sur la boule de H. Hors, (6.28) combine´ avec (3.23) implique que la mesure doit
en fait vivre sur la sphe`re unite´. On a donc pour tout k
Tr[γ(k)] = 1,
ce qui implique que la convergence de γ
(k)
N vers γ
(k) est en re´alite´ forte en norme de trace.
On peut alors revenir a` (6.22) pour obtenir
lim inf
N→∞
(
TrH
[
(−∆− εw−)γ(1)N
]
+
1
2
TrH2
[
wεγ
(2)
N
])
≥ TrH
[
(−∆− εw−)γ(1)
]
+
1
2
TrH2
[
wεγ
(2)
]
.
On applique ensuite le the´ore`me de de Finetti fort aux limites des matrices de densite´ pour
conclure que le membre de droite est ne´cessairement plus grand que eεH(1) ce qui donne
bien (6.21) et donc conclut la preuve. 
6.2. Conclusion de la preuve dans le cas ge´ne´ral.
Nous avons maintenant presque tous les ingre´dients ne´cessaires pour la preuve
du The´ore`me 6.1. Il ne nous manque en fait qu’un tout petit peu d’information
comple´mentaire sur le proble`me invariant par translation, comme nous l’expliquons main-
tenant.
Conside´rons pour k ≥ 2 l’e´nergie
bk(λ) :=
1
k
inf σHk
 k∑
i=1
−∆i + λ
k − 1
k∑
i<j
w(xi − xj)
 (6.29)
c’est-a`-dire une e´nergie pour k particules avec une interaction d’intensite´ λk−1 . Les re´sultats
de la section pre´ce´dente montrent de´ja` que la limite k →∞ d’une telle e´nergie est donne´e
par λe0H(λ) lorsque λ est un parame`tre fixe. En utilisant la me´thode de localisation
dans l’espace de Fock, l’e´nergie des particules partant a` l’infini lors de la minimisation
d’une e´nergie pour N ≥ k particules sera naturellement de´crite comme une superposition
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d’e´nergies de syste`mes a` k particules avec une interaction d’intensite´ 1/(N − 1) he´rite´e du
proble`me originel. Autrement dit, il s’agira d’e´valuer une superposition des e´nergies bk(λ)
avec
λ =
k − 1
N − 1 ,
un peu comme en (6.23) et (6.26). Comme ce λ de´pend de k il sera utile de savoir que
bk(λ) est e´quicontinue en λ:
Lemme 6.4 (Equi-continuite´ de l’e´nergie en fonction de l’interaction).
On prend les conventions
b0(λ) = b1(λ) = 0.
On a alors pour tout λ ∈ [0, 1]
lim
k→∞
λ bk(λ) = e
0
H(λ). (6.30)
De plus, pour tout 0 ≤ λ ≤ λ′ ≤ 1
0 ≤ bk(λ)− bk(λ′) ≤ C|λ− λ′| (6.31)
ou` C ne de´pend pas de k.
Preuve. On commence par confimer notre affirmation que (6.30) est une conse´quence
directe de l’analyse de la section pre´ce´dente. Pour λ = 0 il n’y a rien a` prouver. Pour
λ > 0 on utilise le The´ore`me 6.2 pour obtenir
lim
k→∞
λ bk(λ) = λ inf
‖u‖2=1
(
〈u,Ku〉+ λ
2
∫∫
w(x− y)|u(x)|2|u(y)|2
)
= inf
‖u‖2=λ
(
〈u,Ku〉+ 1
2
∫∫
w(x− y)|u(x)|2|u(y)|2
)
= e0H(λ).
Le fait que
bk(λ) ≥ bk(λ′) pour tout 0 ≤ λ < λ′ ≤ 1
est une conse´quence de (6.24). Pour l’e´quicontinuite´ (6.31) on fixe un 0 < α ≤ 1 et on
remarque que, avec
δ := (λ′ − λ)(α−1 − λ)−1,
on a
1
k
 k∑
i=1
Ki +
λ′
k − 1
k∑
i<j
wij
 = 1− δ
k
 k∑
i=1
Ki +
λ
k − 1
k∑
i<j
wij

+
δ
kα
α k∑
i=1
Ki +
1
k − 1
k∑
i<j
wij

≥ (1− δ)bk(λ)− Cδ
α
en utilisant le fait que le spectre de l’ope´rateur appraraissant a` la deuxie`me ligne est borne´
infe´rieurement. On de´duit donc
0 ≤ bk(λ)− bk(λ′) ≤ δ(bk(λ) + Cα−1) ≤ C|λ′ − λ|
puisque bk(λ) est uniforme´ment borne´ et |δ| ≤ C|λ− λ′|. 
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Nous pouvons maintenant conclure:
Preuve du The´ore`me 6.1. Soit ΨN une suite de fonctions d’onde a` N corps telle que
〈ΨN ,HVNΨN 〉 = EV (N) + o(N)
avec γ
(k)
N les matrices de densite´ re´duites associe´es. Modulo une extraction diagonale on
suppose que
γ
(k)
N ⇀ γ
(k)
faiblement-∗. Le The´ore`me 3.6 fournit alors une mesure de probabilite´ µ telle que
γ(k) =
∫
u∈BH
dµ(u)|u⊗k〉〈u⊗k|. (6.32)
Soit une partition de l’unite´ re´gulie`re χ2R+η
2
R = 1 comme pre´ce´dement et les e´tats localise´s
GχN et G
η
N construits a` partir de |ΨN 〉〈ΨN |. En utilisant a` nouveau le Lemme 3.11 on
obtient
lim
N→∞
EV (N)
N
= lim
N→∞
(
TrH
[
Tγ
(1)
N
]
+
1
2
TrH2
[
wγ
(2)
N
])
≥ lim inf
R→∞
lim inf
N→∞
{
TrH
[
TχRγ
(1)
N χR
]
+
1
2
TrH2
[
wχ⊗2R γ
(2)
N χ
⊗2
R
]
+TrH
[
−∆ηRγ(1)N ηR
]
+
1
2
TrH2
[
wη⊗2R γ
(2)
N η
⊗2
R
]}
. (6.33)
On utilise d’abord la compacite´ locale forte et (6.32) pour le terme χR-localise´:
lim inf
N→∞
{
TrH
[
TχRγ
(1)
N χR
]
+
1
2
TrH2
[
wχ⊗2R γ
(2)
N χ
⊗2
R
]}
≥ TrH
[
TχRγ
(1)χR
]
+
1
2
TrH2
[
wχ⊗2R γ
(2)χ⊗2R
]
=
∫
BH
EVH [χRu]dµ(u). (6.34)
Notre taˆche principale est de controˆler le second terme du membre de droite de (6.33).
Nous pre´tendons que
lim inf
N→∞
(
Tr
[
TηRγ
(1)
N ηR
]
+
1
2
TrH2
[
wη⊗2R γ
(2)
N η
⊗2
R
])
≥
∫
BH
e0H(1− ‖χRu‖2)dµ(u). (6.35)
En effet, en utilisant l’e´tat ηR-localise´ G
η
N on a
TrH
[
−∆ηRγ(1)N ηR
]
+
1
2
TrH2
[
wη⊗2R γ
(2)
N η
⊗2
R
]
=
1
N
N∑
k=1
TrHk
 k∑
i=1
−∆i + 1
N − 1
k∑
i<j
wij
GηN,k

≥
N∑
k=1
1
N
TrGηN,k inf σHk
 k∑
i=1
−∆i + 1
N − 1
k∑
i<j
wij

≥
N∑
k=0
TrGηN,k
k
N
bk
(
k − 1
N − 1
)
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ou` bk est la fonction de´finie en (6.29). D’un autre coˆte´
lim
N→∞
N∑
k=0
TrGηN,k
(
k
N
bk
(
k − 1
N − 1
)
− e0H
(
k
N
))
= 0, (6.36)
puisque en utilisant l’e´quicontinuite´ de {bk}∞k=1 et la convergence limk→∞ λbk(λ) = e0H(λ)
fournies par le Lemme 6.4 on obtient
lim
N→∞
sup
k=1,2,...,N
∣∣∣∣ kN bk
(
k − 1
N − 1
)
− e0H
(
k
N
)∣∣∣∣ = 0,
qu’il suffit de combiner avec
N∑
k=0
TrGηN,k = 1
pour obtenir (6.36). A ce stade on a donc
lim inf
N→∞
TrH
[
−∆ηRγ(1)N ηR
]
+
1
2
TrH2
[
wη⊗2R γ
(2)
N η
⊗2
R
]
≥ lim
N→∞
N∑
k=0
TrGηN,ke
0
H
(
k
N
)
.
On utilise maintenant la relation (5.12) et le Corollaire 5.4 comme indique´ Section 5.3
pour obtenir
lim
N→∞
N∑
k=0
TrGηN,k e
0
H
(
k
N
)
= lim
N→∞
N∑
k=0
TrGχN,N−k e
0
H
(
k
N
)
= lim
N→∞
N∑
k=0
TrGχN,k e
0
H
(
1− k
N
)
=
∫
BH
e0H(1 − ‖χRu‖2)dµ(u),
ce qui conclut la preuve de (6.35).
Il reste maintenant a` inse´rer (6.34) et (6.35) dans (6.33) et a` utiliser le lemme de Fatou,
ce qui donne
lim
N→∞
EV (N)
N
≥ lim inf
R→∞
(∫
BH
[
EVH [χRu] + e0H(1− ‖χRu‖2)
]
dµ(u)
)
≥
∫
BH
lim inf
R→∞
[
EVH [χRu] + e0H(1− ‖χRu‖2)
]
dµ(u)
=
∫
BH
[
EVH [u] + e0H(1− ‖u‖2)
]
dµ(u)
≥
∫
BH
[
eVH(‖u‖2) + e0H(1− ‖u‖2)
]
dµ(u) ≥ eH(1), (6.37)
en utilisant la continuite´ de λ 7→ e0H(λ) et l’ine´galite´ de liaison large (6.9). Ceci conclut la
preuve de (6.10), et les autres re´sultats du the´ore`me suivent en analysant les cas d’e´galite´
dans (6.37). 
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7. De´rivation de fonctionnelles de type Gross-Pitaevskii
Nous allons maintenant nous tourner vers l’obtention de fonctionnelles de type
Schro¨dinger non line´aire (NLS) avec non-line´arite´s locales:
Enls[ψ] :=
∫
Rd
|∇ψ|2 + V |ψ|2 + a
2
|ψ|4.
On peut obtenir cette description en partant d’une fonctionnelle de Hartree comme (3.7)
et en prenant un potentiel d’interaction convergeant (au sens des distributions) vers une
masse de Dirac
wL(x) = L
−dw
(x
L
)
⇀
(∫
Rd
w
)
δ0 quand L→ 0.
Puisqu’on a de´ja` obtenu (3.7) comme limite d’un proble`me a` N corps, on peut eˆtre tente´
de voir l’obtention de la description NLS comme un simple passage a` la limite dans un
proble`me a` un corps. L’inconve´nient de cette approche est l’absence totale de controˆle
sur les relations entre les parame`tres physiques N et L. On pourrait voir ceci comme un
proble`me d’e´change de limites: il n’est pas du tout clair que les limites N →∞ et L→ 0
commutent28.
La bonne question d’un point de vue physique est “Quelle relation doivent satisfaire
N et L pour que l’on puisse obtenir l’e´nergie NLS en prenant simultane´ment N → ∞ et
L→ 0 dans le proble`me a` N corps ?” Le processus permettant d’obtenir la fonctionnelle
NLS est donc plus subtil que pour l’obtention de la fonctionnelle de Hartree, et nous allons
dans un premier temps donner quelques explications sur ce point.
7.1. Remarques pre´liminaires.
Jusqu’a` pre´sent nous avons travaille´ avec seulement deux parame`tres physiques: le
nombre de particules N et la force des interactions λ. Pour avoir un proble`me limite bien
de´fini nous avons e´te´ amene´ a` conside´rer la limite de champ moyen ou` λ ∝ N−1. Dans ce
cas, la porte´e des interactions est fixe et chaque particule interagit avec toutes les autres,
ce qui donne une force d’interaction typique par particule d’ordre λN ∝ 1, comparable
avec son e´nergie propre (cine´tique + potentielle). On a vu que cet e´quilibrage des forces
agissant sur chaque particule, combine´ a` des re´sultats de strucutre “a` la de Finetti” pour
l’ensemble des e´tats bosoniques, me`ne naturellement a` la conclusion que les particules se
comportent approximativement de manie`re inde´pendante les unes des autres et donc que
des descriptions de type Hartree sont valables dans la limite N →∞.
Il existe d’autres fac¸ons de justifier de tels mode`les: l’e´quilibrage des forces qui permet
a` un proble`me limite d’e´merger peut re´sulter d’un me´canisme plus subtil. Par exemple,
dans les gaz alcalins ultra-froids qui ont permis l’observation en laboratoire de condensats
de Bose-Einstein, il a plus a` voir avec la dilution du syste`me qu’avec la faible force des
interactions. Pour une description the´orique de ce phe´nome`ne on peut introduire dans
notre mode`le une longueur caracte´ristique L pour la porte´e des interactions. En prenant
la taille du syste`me total comme re´fe´rence, un syste`me dilue´ se mate´rialise par la limite
L → 0. La force d’interaction typique agissant sur chaque particule sera d’ordre λNLd
(force des interactions × nombre de particules typique dans une boule de rayon L autour
28La limite L→ 0 du proble`me a` N corps est d’ailleurs tre`s difficile a` de´finir proprement.
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d’une particule) et c’est ce parame`tre que l’on peut vouloir fixer pour obtenir un proble`me
limite. Plusieurs re´gimes sont alors possibles en fonction du ratio entre λ et L.
On peut discuter ces diffe´rentes possiblite´s en partant du Hamiltonien a` N corps29
HN =
N∑
j=1
−∆j + V (xj) + 1
N − 1
∑
1≤i<j≤N
Ndβw(Nβ(xi − xj)) (7.1)
qui correspond a` faire les choix
L = N−β, λ ∝ Ndβ−1,
le parame`tre fixe 0 ≤ β servant a` ajuster le rapport entre L et λ. On conside´rera le
potentiel d’interaction de re´fe´rence w comme e´tant fixe, et on notera
wN (x) := N
dβw(Nβx). (7.2)
Pour β > 0, wN converge vers une masse de Dirac au sens des distributions
wN →
(∫
Rd
w
)
δ0, (7.3)
mate´rialisant la courte porte´e des interactions/la dilution du syte`me. En raisonnant
formellement, on peut vouloir remplacer directement wN par
(∫
Rd
w
)
δ0 dans (7.1) auquel
cas on se retrouve avec une limite de type champ moyen, avec une masse de Dirac comme
potentiel d’interaction. Ceci est bien suˆr purement formel (sauf en 1D ou` l’injection de
Sobolev H1 →֒ C0 permet de de´finir proprement les interactions de contact). En admet-
tant que ces manipulations aient un sens et que l’on puisse approximer le fondamental
de (7.1) sous la forme
ΨN = ψ
⊗N (7.4)
on obtient une fonctionnelle de Hartree
EH[ψ] :=
∫
Rd
|∇ψ|2 + V |ψ|2 + 1
2
|ψ|2(w ∗ |ψ|2). (7.5)
ou` le potentiel d’interaction est a` remplacer par une masse de Dirac a` l’origine, ce qui
me`ne a` la fonctionnelle de Gross-Pitaevskii
Enls[ψ] :=
∫
Rd
|∇ψ|2 + V |ψ|2 + a
2
|ψ|4. (7.6)
Au vu de (7.3), le choix logique semble d’imaginer que lorsque β > 0, on obtienne a` partir
de la minimisation du Hamiltonien (7.1) la fonctionnelle ci-dessus avec
a =
∫
Rd
w. (7.7)
En fait, on peut obtenir la gamme de re´sultats suivants (de´crits dans le cas d = 3, le cas
d ≤ 2 menant a` des subtilite´s et le cas d ≥ 4 n’ayant pas grand inte´reˆt physiquement
parlant):
• Si β = 0 nous retrouvons le re´gime de champ moyen (MF, pour mean-field) e´tudie´
pre´ce´dement. La porte´e du potentiel d’interaction est fixe et son intensite´ de´croˆıt
comme N−1. Le proble`me limite est alors (7.5), comme de´montre´ pre´ce´dement.
29Encore une fois, il est possible de rajouter Laplaciens fractionnaires et/ou champs magne´tiques, cf
Remarque 3.1, ce que nous ne´gligerons pour simplifier.
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• Si 0 < β < 1, le proble`me limite est bien comme on pouvait s’y attendre (7.6) avec
le choix de parame`tre (7.7). Nous parlerons de limite de Schro¨dinger non-line´aire
(NLS). Ce cas n’a pas e´te´ conside´e´ spe´cifiquement dans la lite´rature mais, au moins
lorsque w ≥ 0 et lorsque V est confinant, on peut adapter l’analyse du cas plus
difficile β = 1.
• Si β = 1, la fonctionnelle limite est maintenant (7.6) avec
a = 4π × longueur de diffusion de w
(voir [115, Appendice C] pour une de´finition). Dans ce cas, le fondamental de (7.1)
inclut une correction a` l’ansatz (7.4), sous la forme de corre´lations a` courte porte´e.
En fait, il faut s’attendre a` avoir plus pre´cise´ment
ΨN (x1, . . . , xN ) ≈
N∏
j=1
ψ(xj)
∏
1≤i<j≤N
f
(
Nβ(xi − xj)
)
(7.8)
ou` f est lie´ au proble`me a` deux corps de´fini par w (solution de diffusion d’e´nergie
minimale). Il se trouve que lorsque β = 1, la correction a un effet sur le
premier ordre de l’e´nergie, celui de remplacer
∫
Rd
w par la longueur de diffu-
sion correspondante comme remarque´ pour la premie`re fois dans [55]. On parle
alors de limite de Gross-Pitaevskii (GP), qui a fait l’objet d’une longue et re-
marquable se´rie de travaux duˆs a` Lieb, Seiringer et Yngvason (voir par exem-
ple [124, 125, 117, 116, 118, 113, 115]).
Comme nous l’avons de´ja` mentionne´, les proble`mes d’e´volution correspondants ont
e´galement e´te´s abondament e´tudie´s. La` aussi il convient de distinguer les limites de
champ moyen (voir par exemple [9, 4, 72, 151, 144]) de Schro¨dinger non-line´aire [64, 143]
et de Gross-Pitaevskii [65, 142].
Il y a une diffe´rence physique fondamentale entre les re´gimes MF et GP: Dans les deux
cas le parame`tre d’interaction effectif λNL3 est d’ordre 1 mais on passe (toujours en 3D)
d’un cas avec des collisions nombreuses mais faibles λ = N−1, L = 1 a` un cas avec des
collisions rares mais tre`s fortes, λ = N2, L = N−1. Les diffe´rents cas NLS interpolent en
quelque sorte entre ces deux extreˆmes, le passage entre “collisions faibles mais fre´quentes”
et “collisions fortes mais rares” se faisant a` λ = 1, L = N−1/3, i.e. β = 1/3.
La difficulte´ pour obtenir (7.6) en passant a` la limite N → ∞ est qu’il y a en fait
deux limites distinctes, N → ∞ et wN → aδ0 a` controˆler en meˆme temps. Un sim-
ple argument de compacite´/passage a` la limite sera insuffisant dans ce cas et il faudra
donc travailler avec des estimations quantitatives. Le but de ce chapitre est de montrer
comment on peut proce´der a` partir du the´ore`me de de Finetti quantitatif pre´sente´ au
Chapitre 4. Puisque ce the´ore`me n’est valable qu’en dimension finie, il nous faudra dis-
poser d’une manie`re naturelle de projeter le proble`me sur des espaces de dimension finie.
Nous nous placerons donc dans le cadre des gaz de bosons pie´ge´s en supposant que, pour
deux constantes c, C > 0
c|x|s − C ≤ V (x) (7.9)
Dans ce cas, le Hamiltonien a` un corps −∆+ V a un spectre discret sur lequel on a bon
controˆle via des ine´galite´s a` la Lieb-Thirring.
Les re´sultats que nous allons obtenir sont valables pour 0 < β < β0 ou` β0 = β0(d, s) ne
de´pend que de la dimension de l’espace physique et du potentiel V . Nous fournirons des
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estimations explicites de β0, mais la me´thode que nous pre´sentons, issue de [106], est pour
l’instant limite´e a` des β relativement petits. En particulier on obtiendra toujours (7.7)
comme parame`tre d’interaction. L’avantage principal par rapport a` la me´thode de Lieb-
Seiringer-Yngvason [124, 116, 118, 113] est que nous pouvons dans certains cas relaxer
l’hypothe`se w ≥ 0 qui est toujours faite dans les travaux sus-mentionne´s (voir aussi [115]).
En particulier nous pre´senterons la premie`re de´rivation des fonctionnelles NLS attractives30
en 1D et 2D.
7.2. Enonce´s et discussion.
Nous prendrons des hypothe`ses confortables sur w:
w ∈ L∞(Rd,R) et w(x) = w(−x). (7.10)
Sans perte de ge´ne´ralite´, on posera
sup
Rd
|w| = 1
pour simplifier certaines expressions. On supposera e´galement que
x 7→ (1 + |x|)w(x) ∈ L1(Rd) (7.11)
ce qui facilite le remplacement de wN par une masse de Dirac. Comme d’habitude nous
utiliserons la meˆme notation wN pour le potentiel d’interaction (7.2) et l’ope´rateur de
multiplication par wN (x− y) agissant sur L2(R2d).
Pour β = 0 on a montre´ pre´ce´demment que
lim
N→∞
E(N)
N
= eH. (7.12)
Nous traitons maintenant le cas 0 < β < β0(d, s) < 1 ou` on obtient l’e´nergie fondamentale
de (7.6) a` la limite:
enls := inf‖ψ‖
L2(Rd)
=1
Enls[ψ] (7.13)
avec a donne´ par (7.7). A cause de la non-line´arite´ locale, la the´orie NLS est plus de´licate
que la the´orie de Hartree et il nous faut quelques hypothe`ses de structure sur le potentiel
d’interaction (voir [106] pour une discussion plus pousse´e):
• Quand d = 3, il est bien connu qu’un fondamental pour (7.6) existe si et seulement
si a ≥ 0. Ceci est duˆ au fait que la non-line´arite´ cubique est sur-critique31 dans ce
cas. De plus, il est facile de voir que N−1E(N)→ −∞ si w est ne´gatif a` l’origine.
L’hypothe`se optimale se trouve eˆtre une hypothe`se de stabilite´ classique pour le
potentiel d’interaction:∫∫
Rd×Rd
ρ(x)w(x− y)ρ(y)dxdy ≥ 0, pour tout ρ ∈ L1(Rd), ρ ≥ 0. (7.14)
Cette hypothe`se est ve´rifie´e de`s que w = w1 + w2, w1 ≥ 0 et wˆ2 ≥ 0 avec wˆ2 la
transforme´e de Fourier de w2. Elle implique clairement
∫
Rd
w ≥ 0, et on peut voir
30On utilise souvent le vocabulaire de l’optique non-line´aire pour distinguer les cas attractif et re´pulsif:
re´pulsif = de´focusant, attractif = focusant.
31On pourra consulter par exemple [96] pour une classification des non-line´arite´s dans l’e´quation de
Schro¨dinger non-line´aire.
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aise´ment par un changement d’e´chelle que si elle viole´e pour un certain ρ ≥ 0 alors
E(N)/N → −∞.
• Quand d = 2, la non-line´arite´ cubique est critique. Un minimiseur pour (7.6)
existe si et seulement si a > −a∗ ou`
a∗ = ‖Q‖2L2 (7.15)
avec Q ∈ H1(R2) l’unique [100] (modulo translations) solution de
−∆Q+Q−Q3 = 0. (7.16)
Le parame`tre d’interaction critique a∗ est la meilleure constante possible dans
l’ine´galite´ d’interpolation∫
R2
|u|4 ≤ C
(∫
R2
|∇u|2
)(∫
R2
|u|2
)
. (7.17)
Voir [83, 131] pour l’existence d’un fondamental et [180] pour l’ine´galite´ (7.17).
Une discussion pe´dagogique de ce genre de sujets se trouve dans [70].
Vues les conside´rations ci-dessus, il est clair qu’en 2D il nous faudra supposer∫
w ≥ −a∗, mais ce n’est en fait pas suffisant: comme en 3D, si le potentiel
d’interaction est suffisament ne´gatif a` l’origine, on peut voir queN−1E(N)→ −∞.
L’hypothe`se ade´quate est cette fois
‖u‖2L2 ‖∇u‖2L2 +
1
2
∫∫
R2×R2
|u(x)|2|u(y)|2w(x− y) dx dy > 0 (7.18)
pour tout u ∈ H1(R2). En remplac¸ant u par λu(λx) et en prenant la limite λ→ 0
on obtient
‖u‖2L2 ‖∇u‖2L2 +
1
2
(∫
R2
w
)∫
R2
|u(x)|4 dx ≥ 0, ∀u ∈ H1(R2),
ce qui implique que ∫
R2
w(x) dx ≥ −a∗.
Un argument de changement d’e´chelle montre que si l’ine´galite´ stricte dans (7.18)
est inverse´e pour un certain u, alors E(N)/N → −∞. La cas ou il peut il y a voir
e´galite´ dans (7.18) est laisse´ de coˆte´ car il requiert une analyse plus pousse´e, cf
l’analyse du cas correspondant au niveau de la fonctionnelle NLS dans [83].
• Quand d = 1, la non-line´arite´ cubique est sous-critique et il y a toujours un
minimiseur pour la fonctionnelle (7.6). Dans ce cas nous n’aurons pas besoin
d’hypothe`se supple´mentaire.
Nous pouvons maintenant e´noncer le
The´ore`me 7.1 (De´rivation de la fonctionnelle NLS).
On se place dans l’un des cas d = 1, d = 2 avec (7.18), d = 3 avec (7.14) et on suppose
0 < β ≤ β0(d, s) := s
2ds+ sd2 + 2d2
< 1. (7.19)
ou` s est l’exposant apparaissant dans (7.9). On a alors:
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(1) Convergence de l’e´nergie:
E(N)
N
→ enls. (7.20)
(2) Convergence des e´tats: Soit ΨN un fondamental de (7.1) et
γ
(n)
N := Trn+1→N [|ΨN 〉〈ΨN |]
ses matrices de densite´ re´duites. Modulo une sous-suite, on a pour tout n ∈ N
lim
N→∞
γ
(n)
N =
∫
u∈Mnls
dµ(u)|u⊗n〉〈u⊗n| (7.21)
fortement dans S1(L2(Rdn)). Ici µ est une mesure de probabilite´ supporte´e sur
Mnls =
{
u ∈ L2(Rd), ‖u‖L2 = 1, Enls[u] = enls
}
. (7.22)
En particulier, quand (7.6) a un minimiseur unls unique a` une phase pre`s, on a
pour toute la suite
lim
N→∞
γ
(n)
N = |u⊗nnls 〉〈u⊗nnls |. (7.23)
L’unicite´ de unls est assure´e si a ≥ 0 ou |a| est petit. Si ces conditions ne sont pas
satisfaites, on peut montrer l’absence d’unicite´ pour certains potentiels de pie´geage ayant
plusieurs minima [8, 83].
Remarque 7.2 (Sur la de´rivation de la fonctionnelle NLS.).
(1) L’hypothe`se β < β0(d, s) est dicte´e par la me´thode de preuve mais n’est certaine-
ment pas optimale, on pourra voir dans cette direction les travaux [113, 116, 124,
125]. On peut relaxer un peu la condition sur β, au prix de calculs un peu plus
lourds dont nous pre´fe´rons faire l’e´conomie dans ces notes, voir [106]. En 1D, on
peut obtenir le re´sultat pour tout β > 0.
(2) Regardons un peu plus en de´tail les conditions sur β0(d, s). Pour le cas d’un
potentiel de pie´geage quadratique V (x) = |x|2 par exemple, nous pouvons traiter
β < 1/24 en 3D, β < 1/12 en 2D et β < 1/4 en 1D. La me´thode de preuve s’adapte
sans difficulte´s au cas de particules dans un domaine borne´, ce qui correspond a`
prendre formellement s = ∞. On obtient alors β0(d, s) = 1/15 en 3D, 1/8 en 2D
et 1/3 en 1D. L’ame´lioration de ces seuils pour le cas de potentiels comportant
une partie attractive reste un proble`me ouvert.
(3) Lorsque β s’e´loigne du seuil critique β0(d, s), la me´thode de preuve fournit des
estimations quantitatives pour la convergence (7.20), voir ci-dessous. Voir [106,
Remarque 4.2] pour une discussion des cas ou` un taux de convergence pour le
minimiseur peut eˆtre de´duit en se basant sur des outils de [29, 70] et des hypothe`ses
sur le comportement de la fonctionnelle NLS. 
La preuve de ce re´sultat occupe le reste de ce chapitre. On proce`de en deux temps.
Le gros du travail consiste en l’obtention d’une estimation quantitative entre l’e´nergie N
corps par particules N−1E(N) et l’e´nergie de Hartree
eH := inf‖u‖
L2(Rd)
=1
EH[u] (7.24)
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donne´e par la minimisation de la fonctionnelle
EH[u] :=
∫
Rd
(
|∇u|2 + V |u|2
)
dx+
1
2
∫∫
Rd×Rd
|u(x)|2wN (x− y)|u(y)|2dxdy. (7.25)
Ces objets de´pendent de N quand β > 0, d’ou` la ne´cessite´ d’e´viter les arguments de
compacite´ et d’obtenir de vraies estimations. Une fois que le lien entre N−1E(N) et (7.24)
est e´tabli, il reste a` estimer la diffe´rence |enls− eH|, ce qui est un proble`me beaucoup plus
simple. La plupart des hypothe`ses contraignantes que nous avons faites sur w ne servent
que lors de cette deuxie`me e´tape. Les estimations sur la diffe´rence |eH −N−1E(N)| sont
valides sans supposer (7.11) et (7.14) ou (7.18). Ils fournissent donc une information sur
la divergence de N−1E(N) dans le cas ou` eH ne converge pas vers enls:
The´ore`me 7.3 (De´rivation quantitative de la the´orie de Hartree).
On fait les hypothe`ses (7.9), (7.10). Soit
t :=
1 + 2dβ
2 + d/2 + d/s
. (7.26)
Si on a
t > 2dβ, (7.27)
alors, pour tout d ≥ 1 il existe une constante Cd telle que
eH ≥ E(N)
N
≥ eH −CdN−t+2dβ . (7.28)
Remarque 7.4 (Estimations explicites dans la limite de champ moyen).
(1) La condition (7.27) est satisfaite si 0 ≤ β < β0(d, s). Pour la preuve du
The´ore`me 7.1 on ne s’inte´resse qu’a` des cas ou` |eH| est borne´ inde´pendament
de N , et (7.28) donne alors une information non triviale seulement si (7.27) est
satisfait.
(2) Le re´sultat est valable dans le cas de la limite de champ moyen ou` β = 0 et donc
eH ne de´pend pas de N . On obtient alors des estimations explicites pre´cisant
le The´ore`me 3.5. Ces estimations pre´sentent une nouveaute´ dans le cas ou` la
fonctionnelle de Hartree a plusieurs minimiseurs, ou un seul minimiseur de´ge´ne´re´.
Dans le cas contraire32 de meilleures estimations sont connues, avec une erreur
d’ordre N−1 donne´e par la the´orie de Bogoliubov [107, 160, 81, 52]. Voir [138]
pour des extensions de la the´orie de Bogoliubov au cas de minimiseurs mutliples
et/ou de´ge´ne´re´s.

La preuve du The´ore`me 7.3 occupera la Section 7.3. On comple`tera ensuite la preuve
du The´ore`me 7.1 a` la Section 7.4.
32L’exemple le plus simple assurant unicite´ et non de´ge´ne´rescence est celui ou` wˆ > 0 avec wˆ la trans-
forme´e de Fourier de w.
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7.3. Estimations quantitatives pour la the´orie de Hartree.
L’ide´e principale de la preuve est d’appliquer le The´ore`me 4.1 sur un sous-espace propre
de basse e´nergie de l’ope´rateur a` un corps
T = −∆+ V
agissant sur H = L2(Rd). L’hypothe`se (7.9) assure que la re´solvante de cet ope´rateur est
compacte et donc que son spectre est constitue´ d’une suite de valeurs propres tendant
vers l’infini. On note P− et P+ les projecteurs spectraux correspondant aux e´nergies
respectivement plus grandes et plus petites qu’une certaine troncature Λ:
P− = 1(−∞,Λ) (T ) , P+ = 1H − P− = P⊥− . (7.29)
On notera
NΛ := dim(P−H) = nombre de valeurs propres de T infe´rieures a` Λ. (7.30)
Puisque la pre´cision du The´ore`me de de Finetti quantitatif de´pend de la dimension de
l’espace sur lequel on l’applique, il est clair qu’il nous faudra un controˆle convenable
sur NΛ. Les outils pour obtenir ce controˆle sont bien connus sous le nom d’ine´galite´s de
type Lieb-Thirring, ou plus pre´cise´ment de Cwikel-Lieb-Rosenblum dans ce cas. Nous
nous servirons du lemme suivant:
Lemme 7.5 (Nombre d’e´tats lie´s d’un ope´rateur de Schro¨dinger).
Soit V satisfaisant (7.9). Pour tout d ≥ 1, il existe une constante Cd > 0 telle que, pour
Λ assez grand
NΛ ≤ CdΛd/s+d/2. (7.31)
Preuve. Quand d ≥ 3, ceci est une application de [114, The´ore`me 4.1]. Pour d ≤ 2, le
re´sultat suit aise´ment en appliquant [40, The´ore`me 2.1] ou [169, The´ore`me 15.8], voir [106].
Les lecteurs familiarise´s peuvent se convaincre que le membre de droite de (7.31) est
proportionnel au nombre de niveaux d’e´nergies attendu dans la limite semi-classique. On
renvoie a` [114, Chapitre 4] pour une discussion plus pousse´e de ce genre d’ine´galite´s. 
Le raisonnement que nous allons imple´menter est le suivant:
(1) Les vecteurs propres de T forment une base de L2(Rd) sur laquelle les N bosons
doivent se re´partir. Les me´thodes du Chapitre 5 fournissent la bonne fac¸on
d’analyser la re´partition des particules entre P−H et P+H.
(2) Si la troncature Λ est choisie assez grande, les particules vivant sur les niveaux
d’e´nergie e´leve´s ont une e´nergie par unite´ de masse bien plus grande que l’e´nergie
de Hartree que l’on cherche a` obtenir. Il ne peut donc il y avoir que peu de
particules sur les niveaux d’e´nergie e´leve´s.
(3) Les particules vivant sur P−H forment un e´tat de F≤Ns (P−H) (espace de Fock
bosonique tronque´). Puisque P−H est de dimension finie, on peut se servir du
The´ore`me 4.1 pour de´crire ces particules. Ceci donnera l’e´nergie de Hartree a` une
erreur pre`s, qui de´pend de Λ et du nombre attendu de particules P−-localise´es.
Plus pre´cise´ment, au vu de l’estimation (4.2), il faut s’attendre a` ce que l’erreur
soit du genre
(Λ +Ndβ)×NΛ
N−
, (7.32)
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i.e. dimension de l’espace localise´ × norme d’ope´rateur du Hamiltonien restreint
a` cet espace localise´ / nombre de particules localise´es.
(4) Il s’agit ensuite d’optimiser la valeur de Λ en gardant l’heuristique suivante en
teˆte: si Λ est grand, il y aura beaucoup de particules P−-localise´es, ce qui favorise
le de´nominateur de (7.32). En revanche, prendre Λ petit re´duit le nume´rateur
de (7.32). La valeur optimale obtenue en conside´rant ces deux effets donne les
taux d’erreur du The´ore`me 7.3.
Preuve du The´ore`me 7.3. La borne supe´rieure dans (7.28) se prouve comme d’habitude
en prenant un e´tat test de forme ψ⊗N . Seule la borne infe´rieure est non triviale. On
proce`de en plusieurs e´tapes.
Etape 1, troncature du Hamiltonien. Il s’agit d’abord de se convaincre qu’il est
le´gitime de raisonner uniquement en termes de particules P+ et P−-localise´es comme nous
l’avons fait ci-dessus. C’est l’objet du lemme suivant, qui estime le Hamiltonien a` 2 corps
H2 = T ⊗ 1+ 1⊗ T + wN (7.33)
en fonction de sa restriction aux syste`mes P−-localise´s P−⊗P−H2 P−⊗P− et d’une borne
grossie`re sur l’e´nergie des particules P+-localise´es.
Lemme 7.6 (Hamiltonien tronque´).
On suppose que Λ ≥ CN2dβ pour une constante C assez grande. On a alors
H2 ≥ P− ⊗ P−H2P− ⊗ P− + Λ
2
P+ ⊗ P+ − 36N
2dβ
Λ
(7.34)
Preuve. On note
H02 = H1 ⊗ 1+ 1⊗H1 (7.35)
le Hamiltonien a` deux corps sans interaction. On peut alors e´crire
H02 = (P− + P+)
⊗2H02 (P− + P+)
⊗2 =
∑
i,j,k,ℓ∈{−,+}
Pi ⊗ Pj H02 Pk ⊗ Pℓ
=
∑
i,j∈{−,+}
Pi ⊗ Pj H02 Pi ⊗ Pj . (7.36)
En effet,
Pi ⊗ Pj H02 Pk ⊗ Pℓ = 0
si i 6= k or j 6= ℓ, puisque T commute avec P± et que P−P+ = 0. On note ensuite que
P+H1P+ ≥ ΛP+ et P−H1P− ≥ −CP−,
ce qui donne
P+ ⊗ P+H02 P+ ⊗ P+ ≥ 2ΛP+ ⊗ P+
P+ ⊗ P−H02 P+ ⊗ P− ≥ (Λ− C)P+ ⊗ P−
P− ⊗ P+H02 P− ⊗ P+ ≥ (Λ− C)P+ ⊗ P−.
Ainsi,
H02 ≥ P− ⊗ P−H02 P− ⊗ P− + (Λ− C)(P+ ⊗ P+ + P− ⊗ P+ + P+ ⊗ P−). (7.37)
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On se tourne vers les interactions:
wN = (P− + P+)⊗2 wN (P− + P+)⊗2 =
∑
i,j,k,ℓ∈{−,+}
Pi ⊗ Pj wN Pk ⊗ Pℓ, (7.38)
et il s’agit de borner la diffe´rence
wN − P− ⊗ P− wN P− ⊗ P−
en controˆlant les termes non diagonaux (i, j) 6= (k, ℓ) de (7.38) en fonction des termes
diagonaux. A cette fin, on e´crit
wN = (wN )
+ − (wN )− avec (wN )± ≥ 0
et on va utiliser le fait bien connu que les e´le´ments diagonaux d’un ope´rateur auto-adjoint
positif controˆlent les e´le´ments hors-diagonaux33.
Comme w±N vus comme ope´rateurs de multiplication sur L
2(R2d) sont positifs, on a
pour tout b > 0 et tout (i, j) 6= (k, ℓ)(
b1/2Pi ⊗ Pj ± b−1/2Pk ⊗ Pℓ
)
w±N
(
b1/2Pi ⊗ Pj ± b−1/2Pk ⊗ Pℓ
)
≥ 0.
En combinant ces ine´galite´s de manie`re approprie´e on obtient
Pi⊗Pj wN Pk⊗Pℓ+Pk⊗Pℓ wN Pi⊗Pj ≥ −bPi⊗Pj |wN |Pi⊗Pj − b−1Pk⊗Pℓ|wN |Pk ⊗Pℓ
pour tout b > 0. On rappelle alors qu’en tant qu’ope´rateur
|wN | ≤ ‖wN‖L∞ ≤ Ndβ
et on choisit b = 12Ndβ/Λ, ce qui donne
Pi ⊗ Pj wN Pk ⊗ Pℓ + Pk ⊗ Pℓ wN Pi ⊗ Pj ≥ −12N
2dβ
Λ
Pi ⊗ Pj − Λ
12
Pk ⊗ Pℓ.
On applique cette borne a` tous les termes (i, j, k, ℓ) de (7.38) ou` au moins un indice diffe`re
de − pour obtenir
wN ≥ P− ⊗ P−wN P− ⊗ P− − 36N
2dβ
Λ
P− ⊗ P−
−
(
Λ
3
+
48N2dβ
Λ
)
(P− ⊗ P+ + P+ ⊗ P− + P+ ⊗ P+) . (7.39)
En combinant (7.37) et (7.39) on obtient pour tout Λ ≥ 1 la borne infe´rieure
H2 ≥ P− ⊗ P−H2 P− ⊗ P− − 36N
2dβ
Λ
P− ⊗ P−
+
(
2Λ
3
− 48N
2dβ
Λ
− C
)
(P− ⊗ P+ + P+ ⊗ P− + P+ ⊗ P+)
Puisqu’on suppose Λ ≥ CN2dβ pour une grande constante C, on peut utiliser P−⊗P− ≤ 1
et P− ⊗ P+, P+ ⊗ P− ≥ 0 pour de´duire
H2 ≥ P− ⊗ P−H2 P− ⊗ P− − 36N
2dβ
Λ
+
Λ
2
P+ ⊗ P+,
ce qui conclut la preuve. 
33Cf pour une matrice hermitienne positive (mi,j)1≤i,j≤n l’ine´galite´ 2|mi,j | ≤ mi,i +mj,j .
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Etape 2, estimation de l’e´nergie localise´e. Soit ΨN un minimiseur pour l’e´nergie a`
N corps, ΓN = |ΨN 〉〈ΨN | et
γ
(n)
N = Trn+1→N [ΓN ]
les matrices re´duites correspondantes. Nous pouvons maintenant raisonner uniquement
en termes des e´tats P− et P+-localise´s de´finis comme au Lemme 5.2 par les relations(
G±N
)(n)
= P⊗n± γ
(n)
N P
⊗n
± . (7.40)
On rappelle que G±N sont des e´tats sur l’espace de Fock tronque´, i.e.
N∑
k=0
TrHk [G
±
N,k] = 1. (7.41)
Nous comparons maintenant eH et l’e´nergie localise´e de ΓN de´finie par le Hamiltonien
tronque´ du Lemme 7.6:
Lemme 7.7 (Borne infe´rieure pour l’e´nergie localise´e).
Si Λ ≥ CN2dβ pour une constante C assez grande, on a
1
2
Tr
[
P− ⊗ P−H2P− ⊗ P−γ(2)N
]
+
Λ
4
Tr
[
P+ ⊗ P+γ(2)N
]
≥ eH − CΛNΛ
N
− C Λ
N2
. (7.42)
La preuve de ce lemme consiste en une application combine´e du The´ore`me 4.1 et des
me´thodes du Chapitre 5. On va de´finir une mesure de de Finetti approche´e en partant de
G−N . L’ide´e est proche de celle que nous avons utilise´ pour la preuve du the´ore`me de de
Finetti faible a` la Section 5.3:
dµN (u) =
N∑
k=2
(
N
2
)−1(k
2
)
dim
(
(P−H)ks
)〈
u⊗k, G−N,ku
⊗k
〉
du (7.43)
ou` du est la mesure uniforme sur la sphe`re SP−H. Le choix des poids dans la somme
ci-dessus vient du fait que l’on cherche a` approximer la matrice de densite´ a` deux corps
localise´e P− ⊗ P−γ(2)N P− ⊗ P−, ce qui est l’objet du
Lemme 7.8 (De Finetti quantitatif pour un e´tat localise´.).
Pour tout Λ > 0, on a
TrH2
∣∣∣∣P⊗2− γ(2)N P⊗2− − ∫
SP−H
|u⊗2〉〈u⊗2|dµN (u)
∣∣∣∣ ≤ 8NΛN .
Preuve. A normalisation pre`s, G−N,k est un e´tat sur (P−H)
⊗k
s . En appliquant le
The´ore`me 4.1 avec la construction explicite (4.6) on a donc
TrH2
∣∣∣∣Tr3→k [G−N,k]− ∫
SP−H
|u⊗2〉〈u⊗2|dµN,k(u)
∣∣∣∣ ≤ 8NΛk TrHk [G−N,k]
avec
dµN,k(u) = dim(P−H)ks
〈
u⊗k, G−N,ku
⊗k
〉
du.
Au vu de (7.40) et (7.43) on de´duit
TrH2
∣∣∣∣P⊗2− γ(2)N P⊗2− − ∫
SP−H
|u⊗2〉〈u⊗2|dµN (u)
∣∣∣∣ ≤ N∑
k=2
(
N
2
)−1(k
2
)
8NΛ
k
TrHk
[
G−N,k
]
.
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Il reste alors a` utiliser la normalisation (7.41) et(
N
2
)−1(k
2
)
=
k(k − 1)
N(N − 1) ≤
k
N
pour conclure la preuve. 
On peut maintenant passer a` la
Preuve du Lemme 7.7. On commence par le terme P−-localise´. Par cyclicite´ de la trace
on a
Tr
[
P− ⊗ P−H2P− ⊗ P−γ(2)N
]
= Tr
[
P− ⊗ P−H2P− ⊗ P−
(
P− ⊗ P−γ(2)N P− ⊗ P−
)]
.
On applique alors le Lemme 7.8, ce qui donne
TrH2
∣∣∣∣P⊗2− γ(2)N P⊗2− − ∫
SP−H
|u⊗2〉〈u⊗2|dµN (u)
∣∣∣∣ ≤ 8NΛN .
D’autre part on a bien suˆr
‖P− ⊗ P−H2P− ⊗ P−‖ ≤ 2Λ + ‖wN‖L∞ ≤ 3Λ (7.44)
en norme d’ope´rateur, et donc
1
2
Tr
[
P− ⊗ P−H2P− ⊗ P−γ(2)N
]
≥ 1
2
∫
SP−H
TrH2
[
H2|u⊗2〉〈u⊗2|
]
dµN − CΛNΛ
N
=
∫
SP−H
EH[u]dµN − CΛNΛ
N
. (7.45)
Par le principe variationnel EH[u] ≥ eH, on de´duit
1
2
Tr
[
P− ⊗ P−H2P− ⊗ P−γ(2)N
]
≥ eH
N∑
k=2
(
N
2
)−1(k
2
)
TrHk
(
G−N,k
)
− CΛNΛ
N
(7.46)
ou` le calcul de
∫
dµN est imme´diat par la formule de Schur (4.5).
Pour les termes P+-localise´s on utilise (7.40), (5.10) et (5.12) pour obtenir
Λ
4
Tr[P+ ⊗ P+γ(2)N P+ ⊗ P+] =
Λ
4
N∑
k=2
(
N
2
)−1(k
2
)
Tr
[
G+N,k
]
=
Λ
4
N−2∑
k=0
(
N
2
)−1(N − k
2
)
Tr
[
G−N,k
]
. (7.47)
En rassemblant (7.46), (7.47) et en rappellant que(
N
2
)−1(k
2
)
=
k2
N2
+O(N−1),
(
N
2
)−1(N − k
2
)
=
(N − k)2
N2
+O(N−1),
on trouve
1
2
Tr
[
P− ⊗ P−H2P− ⊗ P−γ(2)N
]
+
Λ
4
Tr[P+ ⊗ P+γ(2)N ]
≥
N∑
k=0
Tr
[
G−N,k
]( k2
N2
eH +
(N − k)2
N2
Λ
4
)
− C(|eH|+ Λ)
N2
− CΛNΛ
N
. (7.48)
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Le premier terme d’erreur vient du fait que les sommes dans (7.46) et (7.47) ne vont pas
exactement de 0 a` N , et nous avons utilise´ la normalisation des e´tat localise´s (7.41) pour
controˆler le terme manquant.
Il est facile de voir que pour tout p, q, 0 ≤ λ ≤ 1
pλ2 + q(1− λ)2 ≥ p− p
2
q
.
On prend alors p = eH, q = Λ/4, λ = k/N et on utilise (7.41) a` nouveau pour de´duire
Tr
[
P− ⊗ P−H2P− ⊗ P−γ(2)N
]
+
Λ
2
Tr(P+ ⊗ P+γ(2)N )
≥ eH − e
2
H
Λ
− C(|eH|+ Λ)
N2
− CΛNΛ
N
.
de (7.48). Il reste a` appliquer l’estimation simple
|eH| ≤ C + ‖wN‖L∞ ≤ C +Ndβ ≤ C + Λ (7.49)
pour obtenir la borne infe´rieure de´sire´e. 
Etape 3, optimisation finale.. Il ne nous reste qu’a` optimiser la valeur de Λ. En effet,
on rappelle que par de´finition
E(N)
N
=
1
2
TrH2 [H2γ
(2)
N ]
avec le Hamiltonien a` deux corps (7.33). En combinant les Lemmes 7.6 et 7.7 on a la
borne infe´rieure
E(N)
N
≥ eH − CN
2dβ
Λ
− CΛNΛ
N
− C Λ
N2
pour tout Λ ≥ CN2dβ avec C assez grand. En utilisant le Lemme 7.5, ceci se re´duit a`
E(N)
N
≥ eH − CN
2dβ
Λ
− CdΛ
1+d/s+d/2
N
.
En optimisant par rapport a` Λ on obtient
Λ = N t (7.50)
avec
t = 2s
1 + 2dβ
4s+ ds+ 2d
et la condition t > 2dβ dans (7.27) assure que Λ≫ N2dβ pour N grand. On conclut donc
eH ≥ E(N)
N
≥ eH −CdN−t+2dβ ,
ce qui est le re´sultat de´sire´. 
Remarque 7.9 (Note pour plus tard.).
En suivant les e´tapes de la preuve plus pre´cise´ment on obtient des informations sur le
comportement asymptotique des minimiseurs. Plus spe´cifiquement, revenant a` (7.45),
utilisant le Lemme 7.6 et ignorant les termes P+ localise´s qui sont positifs, on a
eH ≥ E(N)
N
≥ 1
2
Tr[P⊗2− H2P
⊗2
− γ
(2)
N ] + o(1) ≥
∫
SH
EH[u]dµN (u) + o(1)
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et donc
o(1) ≥
∫
SH
(EH[u]− eH) dµN (u) (7.51)
quand N → ∞. Nous ne spe´cifions pas ici (cf le point (3) de la Remarque 7.2)
l’ordre de grandeur exact du o(1) obtenu par l’optimisation finale de l’e´tape 3 ci-dessus.
L’estimation (7.51) dit moralement que µN doit eˆtre concentre´e sur les minimiseurs de EH,
ce dont nous nous servirons pour prouver le The´ore`me 7.1. 
7.4. De Hartree a` NLS.
Il nous reste a` de´duire le The´ore`me 7.1 comme corollaire de l’analyse ci-dessus. On
commence par le lemme suivant
Lemme 7.10 (Stabilite´ des fonctionnelles a` un corps).
On conside`re les fonctionnelles (7.25) et (7.6). Sous les hypothe`ses du The´ore`me 7.1, il
existe un minimiseur pour Enls. De plus, pour toute fonction normalise´e u ∈ L2(Rd) on a
‖|u|‖2H1 ≤ C(EH[u] + C) (7.52)
et
|EH[u]− Enls[u]| ≤ CN−β
(
1 +
∫
Rd
|∇u|2
)2
. (7.53)
Par conse´quent
|eH − enls| ≤ CN−β. (7.54)
Preuve. Les hypothe`ses de stabilite´ que nous avons faites garantissent que les suites min-
imisantes pour la minimisation de Enls sont borne´es dans H1. L’hypothe`se (7.3) permet
d’estimer aise´ment la diffe´rence entre les fonctionnelles de Hartree et NLS pour des fonc-
tions borne´es dans H1. Les de´tails sont omis, on peut les trouver dans [106]. 
Nous somme maintenant arme´s pour comple´ter la de´rivation de la fonctionnelle NLS.
Preuve du The´ore`me 7.1. Combiner (7.54) avec (7.28) conclut la preuve de (7.20). Il reste
donc a` prouver la convergence des e´tats, deuxie`me point du The´ore`me. On proce`de en
quatre e´tapes:
Etape 1, compacite´ forte des matrices densite´. On extrait une sous-suite diagonale
le long de laquelle
γ
(n)
N ⇀∗ γ
(n) (7.55)
s quand N →∞, pour tout n ∈ N. On a par ailleurs
Tr
[
H1γ
(1)
N
]
= Tr
[
(−∆+ V ) γ(1)N
]
≤ C, (7.56)
inde´pendament de N . Pour le voir, on choisit un α > 0 et on de´finit
HN,α =
N∑
j=1
(−∆j + V (xj)) + 1 + α
N − 1
∑
1≤i<j≤N
Ndβw(Nβ(xi − xj))
auquel on applique le The´ore`me 7.3. On trouve en particulier HN,α ≥ −CN et on de´duit
enls + o(1) ≥ 〈ΨN ,HNΨN 〉
N
≥ −C(1 + α)−1 + α
1 + α
Tr
[
H1γ
(1)
N
]
,
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ce qui donne (7.56). Comme H1 = −∆ + V est a` re´solvante compacte, (7.55) et (7.56)
impliquent que, a` une sous-suite pre`s, γ
(1)
N converge fortement en norme de trace. Comme
note´ pre´ce´dement, le The´ore`me 3.4 implique que γ
(n)
N aussi converge fortement pour n ≥ 1.
Etape 2, de´finition de la mesure limite. On alle´gera les notations en notant rN la
meilleure borne sur |E(N)/N − enls| obtenue pre´ce´demment. Soit dµN de´finie comme au
Lemme 7.8, satisfaisant
µN (SP−H) = Tr
[
P⊗2− γ
(2)
N P
⊗2
−
]
On a
Tr
∣∣∣∣P⊗2− γ(2)N P⊗2− − ∫
SP−H
|u⊗2〉〈u⊗2|dµN (u)
∣∣∣∣ ≤ 8NΛN ≤ CΛ1+d/s+d/2N → 0.
On peut d’autre part de´duire des estimations d’e´nergie de la Section 7.3 un controˆle sur
le nombre de particules excite´es:
1− µN (SP−H) = Tr
[
(1− P⊗2− )γ(2)N
]
≤ rN
Λ
. (7.57)
Par l’ine´galite´ triangulaire et l’ine´galite´ de Cauchy-Schwarz on de´duit
Tr
∣∣∣∣γ(2)N − ∫
SP−H
|u⊗2〉〈u⊗2|dµN (u)
∣∣∣∣ ≤ CΛ1+d/s+d/2N + C
√
rN
Λ
. (7.58)
On note maintenant PK le projecteur spectral de H1 sur les e´nergies sous une troncature
K, de´fini comme en (7.29). Comme γ
(2)
N → γ(2) et PK → 1
lim
K→∞
lim
N→∞
µN (SPKH) = 1.
Cette condition permet d’utiliser le The´ore`me de Prokhorov’s et [170, Lemme 1] pour
assurer que, apre`s e´ventuellement extraction d’une sous-suite, µN converge vers une mesure
µ sur la boule BH. En passant a` la limite, on trouve
γ(2) =
∫
BH
|u⊗2〉〈u⊗2|dµ(u)
et il s’ensuit que µ est a` support sur la sphe`re SH puisque Tr[γ(2)] = 1 par convergence
forte de la sous-suite.
Etape 3, la mesure limite ne charge que les minimiseurs NLS. En utilisant (7.51)
et
µN (SP−H) = 1 +O
(rN
Λ
)
,
on de´duit que ∫
SP−H
(EH[u]− eH)dµN (u) ≤ o(1)
dans la limite N → ∞. Par les estimations du Lemme 7.10, il s’ensuit que, pour une
constante B assez grande (inde´pendament de N),
B2
C
∫
‖∇u‖
L2≥B
dµN (u) ≤
∫
‖∇u‖
L2≥B
(EH[u]− eH)dµN (u) ≤ o(1),
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et∫
‖∇u‖
L2≤B
(Enls[u]− enls)dµN ≤ C(1 +B4)N−β + ∫
‖∇u‖
L2≤B
(EH[u]− eH)dµN (u) ≤ o(1).
En passant a` la limite N →∞, on voit maintenant que µ a son support dans Mnls.
A ce stade, en utilisant (7.58) et la convergence de µN on a, fortement en norme de
trace,
γ
(2)
N →
∫
Mnls
|u⊗2〉〈u⊗2|dµ(u),
ou` µ est une probabilite´ a` support dans Mnls. En prenant une trace partielle on obtient
γ
(1)
N →
∫
Mnls
|u〉〈u|dµ(u)
et il ne reste donc plus qu’a` obtenir la convergence des matrices densite´ re´duites d’ordre
n > 2.
Etape 4, matrices densite´ d’ordre e´leve´. On veut obtenir
γ
(n)
N →
∫
Mnls
|u⊗n〉〈u⊗n|dµ(u),
en norme de trace quand N →∞. Vue la de´finition de µ, il suffit de montrer
Tr
∣∣∣∣γ(n)N − ∫
SP−H
|u⊗n〉〈u⊗n|dµN (u)
∣∣∣∣→ 0 (7.59)
ou` µN est la mesure de´finie en appliquant le Lemme 7.8 a` γ
(2)
N . Pour ce faire on commence
par approximer γ
(n)
N en utilisant une nouvelle mesure, a priori diffe´rente de µN = µ
2
N
dµnN (u) =
N∑
k=n
(
N
n
)−1(k
n
)
dim(P−H)ks
〈
u⊗k, G−N,ku
⊗k
〉
du. (7.60)
En proce´dant comme a` la preuve du Lemme 7.8 on obtient
TrHn
∣∣∣∣P⊗n− γ(n)N P⊗n− − ∫
SP−H
|u⊗n〉〈u⊗n|dµnN (u)
∣∣∣∣ ≤ CnNΛN (7.61)
Une estimation similaire a` (7.57) montre ensuite que
TrHn
∣∣∣∣γ(n)N − ∫
SP−H
|u⊗n〉〈u⊗n|dµnN (u)
∣∣∣∣→ 0.
En utilisant a` nouveau la borne(
N
n
)−1(k
n
)
=
(
k
N
)n
+O(N−1)
104 NICOLAS ROUGERIE
ainsi que l’ine´galite´ triangulaire et la formule de Schur (4.5) on de´duit de (7.61) que
Tr
∣∣∣∣γ(n)N − ∫
SP−H
|u⊗n〉〈u⊗n|dµN (u)
∣∣∣∣ ≤ N∑
k=0
((
k
N
)2
−
(
k
N
)n)
TrHk
[
G−N,k
]
+
n−1∑
k=0
(
k
N
)n
TrHk
[
G−N,k
]
+
2∑
k=0
(
k
N
)2
TrHk
[
G−N,k
]
+ o(1). (7.62)
Finalement, en combinant les diffe´rentes bornes obtenues on a
N∑
k=2
(
k
N
)2
TrHk
[
G−N,k
]
→ 1
mais, par (7.41) il suit que
N∑
k=0
(
k
N
)2
TrHk
[
G−N,k
]
→ 1.
On peut donc appliquer l’ine´galite´ de Jensen pour obtenir
1 ≥
N∑
k=0
(
k
N
)n
TrHk
[
G−N,k
]
≥
(
N∑
k=0
(
k
N
)2
TrHk
[
G−N,k
])n/2
→ 1.
Il ne reste qu’a` inse´rer ceci et (7.41) dans (7.62) pour conclure la preuve de (7.59) et donc
celle du the´ore`me. 
Appendice A. Usage quantique du the´ore`me classique
Cet appendice est consacre´ a` une preuve alternative d’une version plus faible du
The´ore`me 3.5. La me´thode, introduite dans [94] est de porte´e moins ge´ne´rale que
celles de´crites pre´ce´demment, ce qui est ine´vitable puisqu’elle consiste en l’application
du the´ore`me de Hewitt-Savage (de Finetti classique) a` un proble`me quantique. Nous
suivrons ici une note non publie´e de Mathieu Lewin et Nicolas Rougerie [108].
Dans certains cas (absence de champ magne´tique essentiellement), la fonction d’onde
ΨN minimisant une e´nergie a` N corps peut-eˆtre choisie strictement positive. Le fondamen-
tal du proble`me quantique peut alors eˆtre entie`rement analyse´ en termes de la densite´ a` N
corps ρΨN = |ΨN |2 qui est un objet purement classique (mesure de probabilite´ syme´trique)
dont la limite peut-eˆtre de´crite a` l’aide du The´ore`me 2.1. Cette approche ne fonctionne
toutefois que sous certaines hypothe`ses sur le Hamiltonien a` un corps du proble`me, beau-
coup plus restrictives que celles e´voque´es a` la Remarque 3.1.
A.1. Formulation classique du proble`me quantique.
On conside`re ici un Hamiltonien quantique a` N corps agissant sur L2(RdN )
HN =
N∑
j=1
(Tj + V (xj)) +
1
N − 1
∑
1≤i<j≤N
w(xi − xj) (A.1)
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ou` les potentiels de pie´geage V et d’interaction w sont choisis comme a` la Section 3.1. En
particulier on suppose que V est confinant. Nous aurons besoin d’hypothe`ses assez fortes
sur l’ope´rateur T de´crivant l’e´nergie cine´tique des particules. L’approche pre´sente´e dans
cet appendice est en effet base´e sur la notion suivante:
De´finition A.1 (Energie cine´tique a` noyau positif).
On dit que T est a` noyau positif si il existe T (x, y) : Rd × Rd → R+ tel que
〈ψ, Tψ〉 =
∫∫
Rd×Rd
T (x, y) |ψ(x)− ψ(y)|2 dxdy (A.2)
pour toute fonction ψ ∈ L2(Rd). 
Il est bien connu que l’e´nergie cine´tique pseudo-relativiste est de cette forme. On a en
effet 〈
ψ,
√
−∆ψ
〉
=
Γ(d+12 )
2π(n+1)/2
∫∫
Rd×Rd
|ψ(x)− ψ(y)|2
|x− y|d+1 dxdy, (A.3)
voir [112, The´ore`me 7.12]. Plus ge´ne´ralement on peut conside´rer T = |p|s, 0 < s < 2:
〈ψ, |p|s〉 =
〈
ψ, (−∆)s/2ψ
〉
= Cd,s
∫∫
Rd×Rd
|ψ(x)− ψ(y)|2
|x− y|d+s dxdy
en rappellant la correspondance (1.24).
L’e´nergie cine´tique non-relativiste ne rentre pas dans ce cadre, mais on peut toutefois
lui appliquer les conside´rations de cet appendice car
〈ψ,−∆ψ〉 =
∫
Rd
|∇ψ|2 = Cd lim
s↑1
(1− s)
∫∫
Rd×Rd
|ψ(x)− ψ(y)|2
|x− y|d+2s dxdy (A.4)
avec
Cd =
(∫
Sd−1
cos θ dσ
)−1
ou` Sd−1 est la sphe`re euclidienne munie de sa mesure de Lebesgue σ et θ repre´sente l’angle
par rapport a` la verticale. On peut donc voir −∆ comme un cas limite de la De´finition A.1.
La formule (A.4) est de´montre´e dans [21, Corollaire 2] et [132], voir aussi [22, 133].
Les cas notoirement exclus du cadre ci-dessus sont ceux avec champ magne´tique T =
(p+A)2 et T = |p+A|, que l’on peut traiter avec les me´thodes du corps de ces notes,
mais pas celles de cet appendice.
Une conse´quence importante du choix d’e´nergie cine´tique fait ici est qu’on a par
l’ine´galite´ triangulaire
〈ψ, Tψ〉 ≥ 〈|ψ|, T |ψ|〉
et donc l’e´nergie totale a` N corps
EN [ΨN ] = 〈ΨN ,HNΨN 〉
satisfait
EN [ΨN ] ≥ EN [|ΨN |] .
L’e´nergie fondamentale peut donc se calculer en prenant uniquement des fonctions test
positives
E(N) = inf
{
EN [ΨN ],ΨN ∈ L2s(RdN )
}
= inf
{
EN [ΨN ],ΨN ∈ L2s(RdN ),ΨN ≥ 0
}
. (A.5)
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Cette remarque permet de de´montrer un fait e´voque´ pre´ce´demment: le fondamental
bosonique est identique au fondamental absolu dans le cas d’une e´nergie cine´tique de
forme (A.2) ou (A.4), voir [114, Chapitre 3].
On rappelle la de´finition de la fonctionnelle de Hartree:
EH[u] = 〈u, Tu〉+
∫
Rd
V |u|2 + 1
2
∫∫
Rd×Rd
|u(x)|2w(x− y)|u(y)|2dxdy,
on infimum e´tant note´ eH. Nous allons dans la suite de cet appendice prouver l’e´nonce´
suivant, qui est une variante un peu affaiblie du The´ore`me 3.5:
The´ore`me A.2 (De´rivation de la the´orie de Hartree, e´nonce´ alternatif).
On fait pour V et w les hypothe`ses de la Section 3.1, en particulier (3.11). On suppose
de plus que T est soit a` noyau positif au sens de la De´finition A.1, soit un cas limite de
cette de´finition, comme en (A.4). On a alors
lim
N→∞
E(N)
N
= eH.
Soit ΨN ≥ 0 un fondamental de HN re´alisant l’infimum (A.5) et
ρ
(n)
N (x1, . . . , xn) :=
∫
Rd(N−n)
|ΨN (x1, . . . , xN )|2 dxn+1 . . . dxN
sa n-ie`me densite´ re´duite. Il existe une mesure de probabilite´ µ sur MH l’ensemble des
minimiseurs de EH (modulo une phase), telle que, le long d’une sous-suite
lim
N→∞
ρ
(n)
N =
∫
MH
∣∣u⊗n∣∣2 dµ(u) pour tout n ∈ N, (A.6)
fortement dans L1
(
R
dn
)
. En particulier, si eH a un minimiseur unique (modulo une phase
constante), alors pour toute la suite
lim
N→∞
ρ
(n)
N =
∣∣u⊗nH ∣∣2 pour tout n ∈ N, . (A.7)
Remarque A.3 (Unicite´ pour la the´orie de Hartree).
Dans le cas d’une e´ne´rgie cine´tique a` noyau positif, l’unicite´ pour la the´orie de Hartree
est imme´diate si w ≥ 0. En effet, l’e´nergie cine´tique 〈ψ, Tψ〉 est dans ce cas une fonction
strictement convexe de ρ =
√
|ψ|2, voir [112, Chapitre 7]. Si w est positif l’e´nergie EH est
donc elle-meˆme strictement convexe en ρ. 
Le cas particulier ou` T = −∆ a e´te´ obtenu par Kiessling dans [94], et nous suivrons sa
me´thode de preuve pour le cas ge´ne´ral. Elle consiste a` traiter le proble`me quantique comme
un proble`me purement classique, ce qui explique que nous n’obtiendrons que la convergence
des densite´s re´duites (A.6) au lieu de celle des matrices de densite´ re´duites (3.18). On
continue dans la direction de (A.5) en e´crivant
E(N) = inf
{
EN [√µN ] ,µN ∈ Ps(RdN )
}
(A.8)
ou` µN joue le roˆle de |ΨN |2 et on s’est servi du fait que l’on peut supposer ΨN ≥ 0.
L’objet que nous avons a` traiter est une probabilite´ syme´trique de N variables, et notre
strate´gie sera similaire a` celle employe´e pour la preuve du The´ore`me (2.6):
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• Puisque le proble`me est confine´, on pourra passer aise´ment a` la limite et obtenir
un proble`me pour un e´tat classique a` nombre infini de particules µ ∈ Ps(RdN). On
utilisera alors le The´ore`me 2.1 pour de´crire la limite µ(n) de µ
(n)
N , pour tout n, par
une unique mesure de probabilite´ Pµ ∈ P(P(Rd)).
• Le point subtil est de de´montrer que l’e´nergie limite est bien une fonction affine
de µ, ce qui utilise de manie`re essentielle le fait que l’e´nergie cine´tique est a` noyau
positif (ou un cas limite de telles e´nergies), ainsi que le The´ore`me de Hewitt-Savage.
Ces deux e´tapes sont contenues dans les deux sections suivantes. On concluera
brie`vement la preuve du The´ore`me A.2 dans une troisie`me section.
A.2. Passage a` la limite.
Le proble`me limite que nous allons obtenir est de´crit par la fonctionnelle (comparer
avec (2.50))
E [µ] := lim sup
n→∞
1
n
T
(√
µ(n)
)
+
∫
Rd
V (x)dµ(1)(x) +
1
2
∫∫
Rd×Rd
w(x− y)dµ(2)(x, y), (A.9)
ou` µ ∈ Ps(RdN) et on a pose´
T (
√
µn) :=
〈
√
µn,
 n∑
j=1
Tj
√µn
〉
(A.10)
pour toute mesure de probabilite´ µn ∈ P(Rdn).
Lemme A.4 (Passage a` la limite).
Soit µN ∈ Ps(RdN ) re´alisant l’infimum dans (A.8). Le long d’une sous-suite on a
µ
(n)
N ⇀∗ µ
(n) ∈ Ps(Rdn)
pour tout n ∈ N, au sens des mesures. La suite (µ(n))
n∈N de´finit une mesure de probabilite´
µ ∈ Ps(RdN) et on a
lim inf
N→∞
E(N)
N
≥ E [µ]. (A.11)
Preuve. L’extraction des limites µ(n) fonctionne comme en Section 2.3. L’existence de la
mesure µ ∈ Ps(RdN) e´galement, en utilisant le the´ore`me de Kolmogorov.
Passer a` la liminf dans les termes
1
N
N∑
j=1
∫
RdN
V (xj) dµN (x1, . . . , xN ) =
∫
Rd
V (x) dµ
(1)
N (x)
et
1
N
1
N − 1
N∑
1≤i<j≤N
∫
RdN
w(xi − xj) dµN (x1, . . . , xN ) =
1
2
∫∫
Rd×Rd
w(x− y) dµ(2)N (x, y)
utilise les meˆmes ide´es qu’aux Chapitres 2 et 3, nous n’e´laborerons pas plus sur ce point.
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Le point nouveau est le traitement de l’e´nergie cine´tique en vue d’obtenir
lim inf
N→∞
1
N
T (
√
µN ) ≥ lim sup
n→∞
1
n
T
(√
µ(n)
)
. (A.12)
Pour ce faire, on note ΨN = µ
2
N un minimiseur dans (A.5) et on a alors
1
N
T (
√
µN ) =
1
N
Tr
 N∑
j=1
Tj |ΨN 〉 〈ΨN |

=
1
n
Tr
 n∑
j=1
Tjγ
(n)
N

ou` γ
(n)
N est la n-ie`me matrice de densite´ reduite de ΨN . Il s’agit d’un ope´rateur a` trace,
que l’on de´compose sous la forme
γ
(n)
N =
+∞∑
k=1
λkn|ukn〉〈ukn|
avec ukn normalise´ dans L
2
s(R
dk) et
∑∞
k=1 λ
n
k = 1. En inse´rant cette de´composition dans
l’e´quation pre´ce´dente et en rappellant (A.10) on obtient par line´arite´ de la trace
1
N
T (
√
µN ) =
1
n
+∞∑
k=1
λkn T
(√
|ukn|2
)
≥ 1
n
T

√√√√+∞∑
k=1
λkn|ukn|2

=
1
n
T
(√
ρ
γ
(n)
N
)
ou` l’ine´galite´ utilise la convexite´ de l’e´nergie cine´tique en la densite´ ρ, de´ja` rappelle´e a` la
Remarque A.3, cf [112, Chapitre 7]. Dans la dernie`re e´galite´
ρ
γ
(n)
N
=
∞∑
k=1
λkn|ukn|2
est la densite´34 de γ
(n)
N et il est aise´ de voir que
ρ
γ
(n)
N
= ρ
(n)
N =
∫
Rd(N−n)
|ΨN (x1, . . . , xN )|2dxn+1 . . . dxN ,
ce qui donne
1
N
T (
√
µN ) ≥
1
n
T
(√
µ
(n)
N
)
.
Pour obtenir (A.12), il ne reste plus qu’a` passer d’abord a` la liminf en N (en utilisant le
lemme de Fatou), puis a` la limsup en n. 
34Formellement, la partie diagonale du noyau.
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La notion d’e´nergie cine´tique a` noyau positif est de´ja` cruciale a` ce niveau. C’est elle qui
garantit la proprie´te´ de convexite´ que nous venons d’utiliser. Elle va jouer un roˆle encore
plus important a` la section suivante.
A.3. Le proble`me limite. Il s’agit maintenant de montrer que la fonctionnelle (A.9)
est affine sur Ps(RdN). Les deux derniers termes le sont e´videmment, ce qui n’est pas
surprenant puisque ce sont des termes de nature classique. Il suffit donc de montrer que
le premier terme, qui encode l’aspect quantique du proble`me, est e´galement line´aire en la
densite´:
Lemme A.5 (Line´arite´ de l’e´nergie cine´tique limite).
La fonctionnelle
T (
√
µ) := lim sup
n→∞
1
n
T
(√
µ(n)
)
est affine sur Ps(RdN).
Kiessling [94] a donne´ une preuve tre`s e´le´gante de ce lemme dans le cas de l’e´nergie
cine´tique non relativitse. Il note que dans ce cas
1
n
T
(√
µ(n)
)
=
1
n
n∑
j=1
∫
Rdn
∣∣∣∣∇j√µ(n)∣∣∣∣2 = 14n
n∑
j=1
∫
Rdn
∣∣∣∇j logµ(n)∣∣∣2 µ(n)
et que la dernie`re expression est identique a` l’information de Fisher de la mesure de proba-
bilite´ µ(n). La quantite´ que nous e´tudions peut donc s’interpre´ter comme une “information
de Fisher moyenne” de la mesure µ ∈ Ps(RdN), en analogie avec l’entropie moyenne intro-
duite en (2.50).
Cette quantite´ a une connexion inte´ressante avec l’entropie classique d’une mesure de
probabilite´. En faisant e´voluer µ(n) suivant le flot de la chaleur, on peut montrer qu’a`
chaque instant le long du flot, l’information de Fisher est la de´rive´e de l’entropie. Puisque le
flot de la chaleur est line´aire et que l’entropie moyenne est affine (cf le calcul simple pre´sente´
lors de la preuve du The´ore`me 2.6, issu de [149]), Kiessling de´duit que l’information de
Fisher moyenne est affine. Un autre point de vue sur cette question est pre´sente´ dans [86,
Section 5].
On suivra ici une approche plus pe´destre qui a l’avantage de s’adapter aux e´nergies
cine´tiques ge´ne´rales de´crites a` la De´finition A.1, entre autres l’e´nergie cine´tique pseudo-
relativiste.
Preuve. Le The´ore`me 2.1 implique que Ps(RdN) est l’enveloppe convexe des mesures de
probabilite´ syme´triques caracte´rise´es par µ(n) = ρ⊗n, ρ ∈ P(Rd). Pour prouver le lemme,
il suffit donc de prendre
µ1 = ρ
⊗n
1 , µ2 = ρ
⊗n
2 , µ =
1
2µ1 +
1
2µ2
avec ρ1, ρ2 ∈ P(Rd), ρ1 6= ρ2 et de de´montrer que∣∣T (√µ)− 12T (√µ1)− 12T (√µ2)∣∣ ≤ o(n)→ 0 (A.13)
quand n→∞. Par syme´trie de µ(n) et au vu de la De´finition A.1, il s’agit de calculer
T (
√
µ) = n
∫
Rd(n−1)
dXˆ
∫∫
Rd×Rd
T (x, y)
∣∣∣√µ(X)−√µ(Y )∣∣∣2 , (A.14)
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ou` on a note´
X = (x1, . . . , xn), Y = (y1, x2 . . . , xn), Xˆ = (x2, . . . , xn).
Nous commenc¸ons par pre´tendre que pour tout X,Y
|I(X,Y )| =
∣∣∣∣∣∣∣√µ(X)−√µ(Y )∣∣∣2 − 12 ∣∣∣√µ1(X) −√µ1(Y )∣∣∣2 − 12 ∣∣∣√µ2(X) −√µ2(Y )∣∣∣2∣∣∣∣
≤ C
 n∏
j=2
ρ1(xj)ρ2(xj)
1/2(∣∣∣√ρ1(x1)−√ρ1(y1)∣∣∣2 + ∣∣∣√ρ2(x1)−√ρ2(y1)∣∣∣2) .
(A.15)
Nous allons prouver (A.15) dans le cas
ρ2(y1) ≤ ρ2(x1) et ρ1(y1) ≤ ρ1(x1) (A.16)
en laissant au lecteur les adaptation ne´cessaires pour les autres cas. On alle`ge la notation
en posant ui =
√
ρi, Ui =
√
ρ⊗ni .
Apre`s avoir de´veloppe´ les carre´s on obtient
2I(X,Y ) = U1(X)U1(Y ) + U2(X)U2(Y )
−
√
U21 (X)U
2
1 (Y ) + U
2
2 (X)U
2
2 (Y ) + U
2
1 (X)U
2
2 (Y ) + U
2
2 (X)U
2
1 (Y ).
Ensuite
U21 (X)U
2
1 (Y ) + U
2
2 (X)U
2
2 (Y ) + U
2
1 (X)U
2
2 (Y ) + U
2
2 (X)U
2
1 (Y )
= (U1(X)U1(Y ) + U2(X)U2(Y ))
2+U21 (X)U
2
2 (Y )+U
2
2 (X)U
2
1 (Y )−2U1(X)U2(Y )U1(Y )U2(X)
et donc,
2|I(X,Y )| = ∣∣ (U1(X)U1(Y ) + U2(X)U2(Y ))
×
(
1−
√
1 +
U21 (X)U
2
2 (Y ) + U
2
2 (X)U
2
1 (Y )− 2U1(X)U22 (Y )U1(Y )U2(X)
(U1(X)U1(Y ) + U2(X)U2(Y ))
2
)∣∣∣∣∣
≤ U
2
1 (X)U
2
2 (Y ) + U
2
2 (X)U
2
1 (Y )− 2U1(X)U22 (Y )U1(Y )U2(X)
U1(X)U1(Y ) + U2(X)U2(Y )
=
 n∏
j=2
u1(xj)u2(xj)
 |u1(x1)u2(y1)− u1(y1)u2(x1)|2
u1(x1)u1(y1) + u2(x1)u2(y1)
=
 n∏
j=2
u1(xj)u2(xj)
 |u2(y1) (u1(x1)− u1(y1)) + u1(y1) (u2(y1)− u2(x1))|2
u1(x1)u1(y1) + u2(x1)u2(y1)
≤ 2
 n∏
j=2
u1(xj)u2(xj)
( u2(y1)2
u1(x1)u1(y1) + u2(x1)u2(y1)
(u1(x1)− u1(y1))2
+
u1(y1)
2
u1(x1)u1(y1) + u2(x1)u2(y1)
(u2(y1)− u2(x1))2
)
.
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L’estimation (A.15) suit imme´diatement dans le cas (A.16) et par des conside´rations sim-
ilaires dans les autres cas.
En inse´rant (A.15) dans (A.14) et en rappellant (A.10) on obtient∣∣T (√µ)− 12T (√µ1)− 12T (√µ2)∣∣ ≤ Cn(∫
Rd
√
ρ1
√
ρ2
)n−1 (
T (
√
ρ1) + T (
√
ρ2)
)
(A.17)
par Fubini. On peut supposer que T
(√
ρ1
)
et T
(√
ρ2
)
sont finis, sinon toutes les quantite´s
que nous e´valuons sont e´gales a` +∞ et il n’y rien a` prouver. Il reste a` noter que
δ :=
∫
Rd
√
ρ1
√
ρ2 <
1
2
(∫
Rd
ρ1 +
∫
Rd
ρ2
)
< 1
puisque ρ1 6= ρ2 par hypothe`se. On conclut que∣∣T (√µ)− 12T (√µ1)− 12T (√µ2)∣∣ ≤ Cnδn−1
et δn−1 → 0 quand n→ +∞, comme de´sire´.
Pour traiter le cas de l’e´nergie cine´tique usuelle on applique d’abord le raisonnement
ci-dessus a` l’e´nergie Ts de´finie par le noyau positif
Ts(x, y) = Cd|x− y|−(d+2s).
avec 0 < s < 1 fixe, pour obtenir l’analogue de (A.17) avec T = Ts. On multiplie alors cette
ine´galite´ par (1 − s) puis on en prend la limite s → 1. Utilisant (A.4) ceci donne (A.17)
avec T l’e´nergie cine´tique non relativiste. On peut ensuite passer a` la limite n→∞ pour
obtenir le re´sultat souhaite´.

A.4. Conclusion.
La borne supe´rieure est comme d’habitude triviale en prenant un e´tat test factorise´.
En combinant les Lemmes A.4 et A.5 ainsi que la repre´sentation de µ donne´e par le
The´ore`me 2.1 on de´duit
lim inf
N→∞
E(N)
N
= E
[∫
P(Rd)
ρ⊗∞dµ(ρ)
]
=
∫
P(Rd)
E [ρ⊗∞] dµ(ρ)
=
∫
P(Rd)
EH [√ρ] dµ(ρ) ≥
∫
P(Rd)
eH dµ(ρ) = eH,
ce qui fournit la convergence de l’e´nergie. La convergence des densite´s re´duites suit en
notant qu’il doit y avoir e´galite´ dans toutes les ine´galite´s pre´ce´dentes.
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Appendice B. Bosons en dimension finie a` grande tempe´rature
Nous avons jusqu’a` pre´sent conside´re´ des syste`mes quantiques de champ moyen unique-
ment a` tempe´rature nulle, et obtenu quand N →∞ des mesures de de Finetti concentre´es
sur les minimiseurs de la fonctionnelle d’e´nergie limite. Il est possible, en prenant une
limite de grande tempe´rature en meˆme temps que la limite de champ moyen, d’obtenir
une mesure de Gibbs a` la limite. Dans cet appendice nous expliquerons ceci pour le cas
de bosons dans un espace de dimension finie, en suivant [79, 109].
En dimension inifinie, des proble`mes importants se posent, notamment pour la de´finition
du proble`me limite. Les mesures de Gibbs non line´aires qu’on obtient jouent un roˆle
important en the´orie quantique des champs [50, 165, 177, 73, 76] et dans la construction
de solutions peu re´gulie`res a` l’e´quation de Schro¨dinger non line´aire, voir par exemple [101,
19, 20, 179, 26, 27, 25, 178, 48]. On renvoie a` l’article [104] pour des re´sultats sur la limite
“champ moyen/grande tempe´rature en dimension infinie” et une discussion plus pousse´e
de ces sujets.
B.1. Cadre et re´sultat.
Dans cet appendice l’espace a` une particule sera un espace de Hilbert H de dimension
finie
dimH = d.
On conside`re le Hamiltonien de type champ moyen
HN =
N∑
j=1
hj +
1
N − 1
∑
1≤i<j≤N
wij (B.1)
ou` h est un ope´rateur auto-adjoint sur H et w un ope´rateur auto-adjoint sur H ⊗ H
syme´trique au sens ou`
w(u⊗ v) = w(v ⊗ u), ∀u, v ∈ H.
La fonctionnelle d’e´nergie est comme d’habitude de´finie par
EN [ΨN ] = 〈ΨN ,HNΨN 〉
pour ΨN ∈
⊗N
s H et s’e´tend aux e´tats mixtes ΓN de H
N =
⊗N
s H par la formule
EN [ΓN ] = TrHN [HNΓN ] .
L’e´tat d’e´quilibre du syte`me a` tempe´rature T est obtenu en minimisant la fonctionnelle
d’e´nergie libre
FN [ΓN ] := EN [ΓN ] + T Tr [ΓN log ΓN ] (B.2)
parmi les e´tats mixtes, ce qui donne pour minimiseur l’e´tat de Gibbs
ΓN =
exp
(−T−1HN)
Tr [exp (−T−1HN)] . (B.3)
L’e´nergie libre minimum est obtenue a` partir de la fonction de partition (facteur de nor-
malisation dans (B.3)) comme suit:
FN = inf
{FN [ΓN ],ΓN ∈ S(HN )} = −T log Tr [exp(− 1
T
HN
)]
. (B.4)
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On va s’inte´resser au comportement de ces objets dans la limite
N →∞, T = tN, t fixe (B.5)
qui se trouve eˆtre le bon re´gime pour obtenir un proble`me limite inte´ressant. On va en
fait obtenir a` la limite une fonctionnelle d’e´nergie libre classique, que nous de´finissons
maintenant.
Puisque H est de dimension finie, on peut de´finir du la mesure de Lebesgue normalise´e
sur sa sphe`re unite´ SH. Les objets limites seront des mesures de de Finetti, donc des
mesures de probabilite´ µ sur SH, et plus pre´cise´ment des fonctions L1(SH, du). On intro-
duit pour ces objets une fonctionnelle d’e´nergie libre classique
Fcl[µ] =
∫
SH
EH[u]µ(u)du + t
∫
SH
µ(u) log (µ(u)) du (B.6)
dont on notera Fcl l’infimum parmi les fonctions L
1 positives et normalise´es. Il est atteint
par la mesure de Gibbs classique
µcl =
exp
(−t−1EH[u])∫
SH exp (−t−1EH[u]) du
(B.7)
et on a
Fcl = −t log
(∫
SH
exp
(
−1
t
EH[u]
)
du
)
Ici EH[u] est la fonctionnelle d’e´nergie de Hartree
EH[u] = 1
N
〈
u⊗N ,HNu⊗N
〉
HN
= 〈u, hu〉H + 12 〈u⊗ u,wu⊗ u〉H2 . (B.8)
Le the´ore`me que nous allons de´montrer, duˆ a` Gottlieb [79] (voir aussi [80, 90]) est de
nature semi-classique puisqu’il fait le lien entre les mesures de Gibbs quantique (B.3) et
classique (B.7):
The´ore`me B.1 (Limite champ moyen/grande tempe´rature en dimension finie).
Dans la limite (B.5), on a
FN = −T log dim
(
H
N
s
)
+NFcl +O(d). (B.9)
De plus, en notant γ
(n)
N la n-ie`me matrice de densite´ re´duite de l’e´tat de Gibbs (B.3),
γ
(n)
N →
∫
SH
|u⊗n〉〈u⊗n|µcl(u)du (B.10)
fortement en norme de trace sur Hn.
Remarque B.2 (Limite de champ moyen/grande tempe´rature).
Quelques commentaires:
(1) Il faut comprendre ce the´ore`me comme disant que essentiellemnt, dans la limite
qui nous inte´resse
ΓN ≈
∫
SH
|u⊗N 〉〈u⊗N |µcl(u)du.
L’e´tat de Gibbs est donc essentiellement une superposition d’e´tats de Hartree. Les
notions de matrices de densite´s re´duites et de mesures de de Finetti donnent la
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bonne manie`re de rendre ceci rigoureux. On verra que la mesure de de Finetti
(symbole infe´rieur) associe´ a` ΓN par les me´thodes du Chapitre 4 converge vers
µcl(u)du.
(2) Notons que le premier terme dans l’expansion d’e´nergie (B.9) diverge tre`s rapi-
dement, voir (4.16). L’e´nergie libre classique apparaˆıt seulement comme une cor-
rection. Vue la de´pendence en la dimension d de ce premier terme, il est clair
que l’approche de cet appendice ne peut s’adapter telle quelle dans un espace de
dimension infinie.
(3) Notre me´thode de preuve diffe`rera de celle de [79]. On exploitera plus a` fond
le caracte`re semi-classique du proble`me en utilisant les ine´galite´s de Berezin-Lieb
introduites dans [13, 110, 168]. La me´thode pre´sente´e [109] doit beaucoup a` l’article
fondateur [110] et rappelle certains aspects de [118].
(4) Il sera crucial pour cette preuve que le symbole infe´rieur de ΓN constitue une
mesure de de Finetti approche´e pour ΓN . Cela nous permettra d’appliquer la
premie`re ine´galite´ de Berezin-Lieb pour obtenir une borne infe´rieure sur l’entropie.
Un nouvel inte´reˆt des constructions du Chapitre 4 se re´ve`le donc dans cet appendice
ou` on utilise non seulement l’estimation fournie par le The´ore`me 4.1 mais e´galement
la forme particulie`re de la mesure construite.

B.2. Ine´galite´s de Berezin-Lieb.
On rappelle la de´composition de l’identite´ (4.5) sur HN fournie par le lemme de Schur.
On a donc pour chaque e´tat ΓN ∈ S(HNs ) un symbole infe´rieur de´fini comme
µN = dim
(
HNs
)
Tr
[
ΓN |u⊗N 〉〈u⊗N |
]
.
La premie`re ine´galite´ de Berezin-Lieb est l’e´nonce´ suivant
Lemme B.3 (Premie`re ine´galite´ de Berezin-Lieb).
Soit ΓN ∈ S(HNs ) de symbole infe´rieur µN et f : R+ → R une fonction convexe. On a
Tr [f(ΓN )] ≥ dim
(
HNs
) ∫
SH
f
(
µN
dim (HNs )
)
du. (B.11)
La seconde ine´galite´ de Berezin-Lieb s’applique a` des e´tats ayant un symbole supe´rieur
positif (voir Section 4.2). On peut en fait montrer que tout e´tat a un symbole supe´rieur,
mais il n’est en ge´ne´ral pas donne´ par une mesure positive.
Lemme B.4 (Seconde ine´galite´ de Berezin-Lieb).
Soit ΓN ∈ S(HNs ) de symbole supe´rieur µN ≥ 0,
ΓN =
∫
u∈SH
|u⊗N 〉〈u⊗N |µN (u)du (B.12)
et f : R+ → R une fonction convexe. On a
Tr [f(ΓN )] ≤ dim
(
H
N
s
) ∫
SH
f
(
µN
dim (HNs )
)
du. (B.13)
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Preuve des Lemmes B.3 et B.4. On suit [168]. Comme ΓN est un e´tat, on le de´compose
sous la forme
ΓN =
∞∑
k=1
λkN |V kN 〉〈V kN |
avec V kN ∈ HNs normalise´ et
∑
k λ
k
N = 1. On note
µkN (u) =
∣∣∣〈V kN , u⊗N〉∣∣∣2
et par (4.5) on a
dim
(
H
N
s
) ∫
SH
µkN (u)du =
〈
V kN , V
k
N
〉
= 1. (B.14)
D’autre part, comme (V kN )k est une base de H
N
s , pour tout u ∈ SH∑
k
µkN (u) =
∑
k
∣∣∣〈V kN , u⊗N〉∣∣∣2 = 1. (B.15)
Premie`re ine´galite´. Ici µN est le symbole infe´rieur de ΓN et on a
µN (u) = dim
(
H
N
s
)∑
k
λkNµ
k
N (u)
et donc
dim
(
HNs
) ∫
SH
f
(
µN
dim (HNs )
)
du ≤ dim (HNs ) ∫
SH
∑
k
f
(
λkN
)
µkN (u)du
par l’ine´galite´ de Jensen et (B.15), puis
dim
(
H
N
s
) ∫
SH
∑
k
f
(
λkN
)
µkN (u)du =
∑
k
f
(
λkN
)
= Tr [f(ΓN)]
par (B.14).
Seconde ine´galite´. Ici ΓN et µN sont relie´s par (B.12). On e´crit
Tr [f(ΓN )] =
∑
k
f
(
λkN
)
=
∑
k
f
(
〈V kN ,ΓNV kN 〉
)
=
∑
k
f
(∫
SH
µN (u)µ
k
N (u)du
)
≤
∑
k
dim
(
H
N
s
) ∫
SH
f
(
µN (u)
dim (HNs )
)
µkN (u)du
= dim
(
HNs
) ∫
SH
f
(
µN (u)
dim (HNs )
)
du
en utilisant l’ine´galite´ de Jensen et (B.14) pour montrer l’ine´galite´ puis (B.15) pour con-
clure. 
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Nous avons pre´sente´ ici une version spe´cifique de ces fameuses ine´galite´s. Il est clair
que la preuve s’applique plus ge´ne´ralement a` tout ope´rateur auto-adjoint sur un espace de
Hilbert disposant d’une de´composition en e´tats cohe´rents de forme (4.5). Dans la section
suivante ces ine´galite´s serviront a` traiter le terme d’entropie en prenant f(x) = x log x.
Ceci comple´tera le traitement de l’e´nergie utilisant le The´ore`me 4.1 et fera le lien avec les
conside´rations pre´sente´es au Chapitre 4.
B.3. Preuve du The´ore`me B.1.
Borne supe´rieure. On prend comme e´tat test
ΓtestN :=
∫
SH
|u⊗N 〉〈u⊗N | µcl(u)du.
L’e´nergie e´tant line´aire en la matrice densite´
EN
[
ΓtestN
]
=
∫
SH
EN
[|u⊗N 〉〈u⊗N |]µcl(u)du = N ∫
SH
EH[u]µcl(u)du.
Pour le terme d’entropie on utilise la seconde ine´galite´ de Berezin-Lieb, Lemme B.4, avec
f(x) = x log x, ce qui donne
Tr
[
ΓtestN log Γ
test
N
] ≤ dim (HNs ) ∫
SH
µcl(u)
dim (HNs )
log
(
µcl(u)
dim (HNs )
)
du
= − log dim (HNs )+ ∫
SH
µcl(u) log (µcl(u)) du.
En sommant ces estimations on obtient
FN ≤ FN
[
ΓtestN
] ≤ −T log dim (HNs )+NFcl
puisque µcl minimise Fcl.
Borne infe´rieure. Pour l’e´nergie on utilise les matrices de densite´ re´duites comme
d’habitude pour e´crire
EN [ΓN ] = N TrH
[
hγ
(1)
N
]
+
N
2
TrH2
[
wγ
(2)
N
]
.
En notant
µN (u) = dim
(
HNs
) 〈
u⊗N ,ΓNu⊗N
〉
le symbole infe´rieur de ΓN , on rappelle qu’il a e´te´ de´montre´ au Chapitre 4 que
TrH
∣∣∣∣γ(1)N − ∫
SH
|u〉〈u|µN (u)du
∣∣∣∣ ≤ C1 dN
TrH2
∣∣∣∣γ(2)N − ∫
SH
|u⊗2〉〈u⊗2|µN (u)du
∣∣∣∣ ≤ C2 dN .
Puisque nous travaillons en dimension finie, h et w sont des ope´rateurs borne´s et il s’ensuit
que
EN [ΓN ] ≥ N
∫
SH
TrH [h|u〉〈u|] µN (u)du + N
2
∫
SH
TrH2
[
w|u⊗2〉〈u⊗2|]µN (u)du− Cd
= N
∫
SH
EH[u]µN (u)du− Cd.
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Pour estimer l’entropie on utilise la premie`re ine´galite´ de Berezin-Lieb, Lemme B.3, avec
f(x) = x log x, ce qui donne
Tr [ΓN log ΓN ] ≥ dim
(
H
N
s
) ∫
SH
µN (u)
dim (HNs )
log
(
µN (u)
dim (HNs )
)
du
= − log dim (HNs )+ ∫
SH
µN (u) log (µN (u)) du.
Il ne reste qu’a` grouper ces estimations pour de´duire
FN = FN [ΓN ] ≥ −T log dim
(
H
N
s
)
+NFcl[µN ]− Cd
≥ −T log dim (HNs )+NFcl − Cd
puisque ∫
SH
µN (u)du = 1
par de´finition.
Convergence des matrices de densite´ re´duites. Le symbole infe´rieur µN (u)du est une
mesure de probailite´ sur l’espace compact SH. On en extrait une sous-suite convergente
µN (u)du→ µ(du) ∈ P(SH)
et il s’ensuit des re´sultats du Chapitre 4 que, pout tout n ≥ 0 et le long d’une sous-suite,
γ
(n)
N →
∫
SH
|u⊗n〉〈u⊗n|dµ(u). (B.16)
Les estimations d’e´nergie pre´ce´dentes une fois combine´es donnent
Fcl ≥ Fcl[µN ]− C d
N
. (B.17)
Pour passer a` la liminf N →∞ dans cette estimation, le terme d’e´nergie est traite´e comme
dans les chapitres pre´ce´dents. Pour le terme d’entropie on remarque que comme du est
normalise´e ∫
SH
µN log µNdu ≥ 0
puisque cette quantite´ peut s’interpre´ter comme l’entropie relative de µN par rapport a` la
fonction constante 1. Par le lemme de Fatou on de´duit donc de (B.17) que
Fcl ≥ Fcl[µ]
et donc que dµ(u) = µcl(u)du par unicite´ du minimiseur de Fcl. L’unicite´ de la limite
garantit e´galement que toute la suite converge, et il ne reste qu’a` revenir a` (B.16) pour
conclure. 
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