from an underdetermined system of linear equations which has more unknowns than equations. The problem can be described by Ax = y, where A is an m × n matrix, y ∈ R m , and m is the number of measurements, with m < n. Thus, the underdetermined system Ax = y may have infinitely many solutions. In order to find a solution to such a system, preferably optimal in some sense, one must impose extra constraints as appropriate. In this paper, it is assumed that matrix A has a full row-rank and x is sparse. In this case, one can minimize the number of nonzero components of x to obtain the sparsest solution to Ax = y, that is, to solve the following optimization problem [1] :
The l 0 norm of x = [x 1 , · · · , x n ] is defined as the number of non-zero entries of x. In other words, if one defines [2] v(x) = 1,
It is clear that the discontinuity of the l 0 norm of a vector x is caused by the discontinuity of the function v. However, the minimization problem (1) can be transformed to the following problem [3] , [4] :
where x 1 = |x 1 | + |x 2 | + ... + |x n | is the l 1 norm of the sparse vector x. When the matrix A is ill-conditioned and y cannot be accurately observed, numerical instability will arise. To illustrate it, let y = Ax true , y − y δ = η, η 2 ≤ δ.
Here, x true represents the true or accurate source, y δ is an erroneous observation, δ is the noise level and η represents the observation error. A has a singular value decomposition (SVD) of the form
where
are matrices of order m and n, respectively, with column vectors u i and v i being the right and left singular vectors
is an m × n rectangular diagonal matrix with non-negative real numbers on the diagonal, and
are the singular values of A. Furthermore, one has
where A † and D † are respectively the Moore-Penrose pseudoinverse [5] of A and D. Thus, one obtains from Eq. (6) that
Therefore, when matrix A is ill-conditioned and y is not accurately observed, numerical instability will arise in solving Ax = y. In order to increase the numerical stability, a classical Tikhonov regularization is introduced here. The regularized problem is min
where α = α(δ) > 0 is the regularization parameter used to avoid large deviation from the optimal solution.
