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Abstract 
The field of jet mixing enhancement has interested researchers for a long time because of its practical 
significance in many engineering areas: combustion, noise reduction, IR signature reduction. In the 
military aircraft context, the largest sources of IR radiation are the engine afterburner, propulsion 
nozzle, and jet exhaust plume, where gas and metal temperatures are highest. Rapid mixing of the jet 
plume with the ambient air offers a number of interesting possibilities for IR reduction, including noise 
reduction as an added benefit. Many techniques to achieve enhanced jet mixing have been proposed; all 
have limitations and no technique has been clearly proven to be optimum. An active control technique 
which has shown promise is the use of control jets - a discrete number of small radially penetrating jets 
introduced around the primary jet periphery at nozzle exit. The control jets may be steady or pulsed. 
However, the literature to date largely covers stndies on control jet effectiveness at low Reynolds 
numbers and mostly under low Mach number, essentially incompressible, conditions - far removed 
from the regime of practical application. The fact that control jets can be designed according to 
requirements, and in particular can be turned off when not required, argues that this technique is worthy 
of further investigation, but with a specific emphasis on high Re, high Mach number compressible jet 
flows. This is the focus of the current stndy, which constitnted both experimental and computational 
investigations. 
Previous work has identified that pulsed control jets can bring performance advantages. The forcing 
amplitnde, pulse frequency (Strouhal number), duty cycle, and azimuthal mode are the critical 
parameters governing enhancing mixing effectiveness. A systematic experimental campaign to explore 
the effects of each parameter has been carried out as part of the present work. This required the design 
of a pulsation actnator system capable of controlling the above parameters independently and at 
frequencies appropriate to high Re, high Mach primary jets. A Laser Doppler Anemometry (LDA) 
system was used to investigate control jet effectiveness in enhancing primary jet mixing rate. 
Measurements were carried out for both a high Mach number subsonic (NPR=1.7, M=O.9) and a 
moderately underexpanded supersonic (NPR 2.3) primary jet. The stndies revealed that control jets are 
certainly effective in controlling the shear layer of an ideally expanded high Re subsonic jet, but their 
effectiveness in underexpanded jets is reduced. An increase in the forcing amplitude of steady control 
jets beyond a certain value was observed not to result in any additional benefits. The Strouhal number 
of pulsed control jets for optimum performance was observed to be close to the fundamental columnar 
instability of the primary jet. A lower value of the duty cycle parameter of a pulsed control jet at fixed 
Strouhal number was found to be more effective. 
ii 
URANS CFD modelling of the control jet manipulated jet plume, using a two equation k-e turbulence 
model was also carried out to develop a better understanding of the physical mechanisms responsible 
for enhanced mixing. Although, some variables such as the potential core length and bifurcation effects 
did not match with the experimental data accurately, the overall effect of the control jets on shear layer 
development was predicted satisfactorily. These studies confirmed that the generation of streamwise 
vorticity in the primary jet shear layer due to the deflected control jets is the main fluid mechanic 
feature responsible for enhancing the mixing of the jet plume with the ambient. The study also 
highlighted that the duty cycle of pulsation and azimuthal mode of operation of pulsed control jets 
govern the strength and penetration of the generated vortices. 
Keywords: Jet Exhaust, Mixing Enhancement, Active Control, Control Jets, Steady, Pulsed, Strouhal 
number, Duty Cycle, Azimuthal Mode, URANS 
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Introduction 
1 Introduction 
1.1 Background 
Ever since the first flight of aircraft powered by the gas turbine engine in August 1939 (Von Ohain) 
and May 1941 (Whittle), engineers have shown considerable interest in the development and mixing of 
the high speed jet plumes formed downstream of the engine exhaust nozzles, the passage of time only 
leading to an increase in interest. Understanding the mixing process of aircraft exhaust jets, and 
investigating the means to influence and control mixing between the exhaust plume and ambient air 
form the main motivations for the research described in this thesis. Hence, it is first appropriate to 
review the engineering reasons for the intensive interest in plume mixing. Since the main application 
driver for studying and developing technologies to enhance plume/ambient mixing is the search for 
increased stealth or low observable characteristics, it is the military aircraft perspective which must be 
the main focus. 
1.1.1 Military Aircraft 
It is clearly important for combat aircraft to seek designs which will improve aircraft stealth (the ability 
to fly undetected through enemy airspace). To achieve low observable conditions, the aircraft needs to 
hide both from enemy radar and infrared (IR) sensors. An infrared seeker locks on to the heat that the 
engine produces, whereas a radar-guided missile, detects reflections of radio waves in order to see its 
target. Stinger missiles, for example use both IRiUV (InfraredlUltraviolet) sensors. They use the 
detected infrared light (heat) emitted by the target airpJane's engines to track the aircraft and use the UV 
shadow of the target to distinguish it from other heat-producing objects [1]. 
Clearly, to improve the aircraft's stealth, the focus should be directed at eliminating the sources which 
are detected. The largest source of IR radiation in aircraft is of course its engines, in particular the 
engine afterburners and exhaust nozzles where gas and metal surface temperatures are at their highest. 
Although it is not possible to remove an aircraft's IR signature completely, the likelihood of detection 
can be reduced through careful design. Moving away from conventional circular exhaust nozzles 
located at the rear of the aircraft (as illustrated in Fig 1.1) to rectangular nozzle exit cross-sections as 
introduced in the Northrop- Grumroan B-2 Spirit (Fig 1.2) is one alternative, since rectangular jets 
spread faster than circular jets and offer reduced radar signature. In the B-2, exhaust gases also pass 
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through cooliug vents before flowing out of the nozzle exits. Placing these on top of the aircraft 
afterbody surfaces further reduces the IR signature, since shielding the engines using the airframe also 
helps to reduce IR observability. Design of such configurations needs careful investigation of the 
interaction between the jet plume and surrounding aircraft structure to ensure that the jet flow does not 
affect any control systems that may be in close proximity, or indeed cause excessive heating of the 
airframe. 
As well as nozzle shape and shielding, introduction of devices to enhance the mixing of the exhaust 
plume and ambient can be beneficial in reducing the IR observability. Although rapid plume mixing is 
not the only approach which can be used for this purpose, it does offer a number of interesting 
possibilities, including associated noise reduction in some circumstances. Enhanced mixing decreases 
the jet temperature more rapidly than occurs in a 'clean' nozzle plume and thus suppresses IR radiation. 
Reduction in plume temperature can also reduce the temperature on aerodynamic surfaces with which 
the plume interacts, which then provides greater flexibility in the choice of manufacturing materials for 
these components. For these reasons, considerable effort has been invested into mixing enhancement 
devices in order to reduce jet temperatures rapidly, and this work will be reviewed in Section 1.3 
below. Modem stealth technologies also include methods to reduce the aircraft's radar signature. One 
such method includes careful shaping of leading and trailing edges and ensuring that adjacent surfaces 
are not at 90· to each other. For example, the B2 bomber has no sharp, angled edges; everY surface is 
curved and designed to reflect almost all radio waves away at an angle. Such a design approach may 
also need to be applied to the exhaust nozzles. 
Incorporating methods for reducing both radar and infrared observability may result in the reduction of 
nozzle performance (i.e. increased drag andlor reduced nozzle thrust) and, therefore, a trade-off 
between observability and performance is required during the design stage. In order to resolve such 
trade-off issues, a better understanding of the flowfield mechanisms responsible for jet development 
and mixing is desirable, particularly when considering the systematic optimisation of mixing devices. 
The research described in the current thesis aims to contribute to this improved understanding and the 
identification of the factors which would allow optimisation of mixing enhancement. A proper 
understanding of the jet plume behaviour is essential, particularly if manipulating technology is to be 
introduced to reduce the IR signature with optimum effectiveness. The important fluid mechanics of 
free jets in stationarY ambient flows under both subsonic and supersonic conditions is therefore an 
appropriate starting point in this study and is described next. This is then followed by a discussion of 
those factors that can influence the development of the turbulent jet plumes in Section 1.2 before 
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various mixing and control aspects are reviewed in Section 1.3. This overview allows a definitive state 
of the published work and scope of the present work, and a layout of the rest of the thesis is described 
in Sections lA and 1.5. 
1.1.2 Near Field Jet Plume Characteristics 
A jet is a continuous flow of fluid with excess momentum issuing from an orifice (any small opening) 
into a surrounding fluid medium moving at a lower speed. The free jet from an axisymmetric nozzle is 
an example of a free shear layer flow, since it develops essentially in the absence of solid boundaries, 
although nozzle boundary layer characteristics may also have to be considered. As the fluid leaves the 
nozzle (Fig 1.3), two distinct regions are formed, a potential core of fluid with constant jet velocity (for 
subsonic flow) and an annular shear layer, surrounding the potential core, formed due to the interaction 
between the jet and the ambient. The near field of a turbulent jet shear layer is characterised by large 
scale structures resulting from the Kelvin Helmholtz instability; these eddies grow in size and interact 
with each other, expanding the shear layer radially as the jet moves downstream. The end of the 
potential core signifies the inner edge of the annular shear layer meeting the jet axis. This is typically 5-
6 jet diameters for a turbulent high Reynolds number (Re) jet exiting into still air. The speed of the jet 
velocity decay downstream of this is proportional to the velocity difference across the jet and is a 
strong function of the distance downstream of the jet exit normalised by the orifice diameter. Fig 1.3 
shows an example of the near field of a developing free jet for a sub-critical (subsonic flow). Sub-
critical flow occurs when the Nozzle Pressure Ratio (Nozzle Pressure Ratio (NPR) is defined as the 
ratio of nozzle inlet total pressure to ambient static pressure) is less than 1.89 (for air), so the jet exit 
Mach number is less than 1.0. The mean axial velocity variation at the centre line of the jet is also 
shown in Fig. 1.4 and the potential core length can clearly be identified. A transition region starts at the 
end of the potential core region and lasts until the point where the fully merged jet attains self similarity 
('" 10-20D). The potential core region and the transition region have collectively been called the near 
field region and it is the near field which has been of interest in most of the reported literature, since 
this is the region of higher IR signature and contains the largest noise sources. 
Exhaust nozzles are generally designed to perform at the ideally expanded conditions. In essence, this 
means that the static pressure at the jet is equal to the ambient static pressure. This is the case when the 
NPR is sub-critical as discussed above for any shape of nozzle (i.e. convergent or convergent divergent 
(con-di) shape). For a convergent nozzle, ifNPR is super-critical, the nozzle exit Mach number is 1.0 
(the nozzle is choked), the jet static pressure at nozzle exit is greater than the ambient (the jet is 
underexpanded), and relaxes back to the ambient pressure via a series of expansion and compression 
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zones, identified by oblique shock cells/expansion waves. For a con-di nozzle, the situation is more 
complex (see for example [2]) but only convergent nozzles are considered here. During certain flight 
regimes, supercritical NPRs can occur and then a pattern of periodic shock cells forms due to the 
imbalance of static pressure between the jet core and ambient. The intensity of the 
expansion/compression waves increases as the NPR is increased and at an NPR value of around 4, the 
jet becomes highly underexpanded and a normal shock or Mach disc is formed. Downstream of the 
Mach disc a pocket of subsonic flow is created in the jet core [3]. Experimental measurements of 
underexpanded jets are relatively limited owing to the difficulties arising from varying static pressures, 
high velocities and shock waves. A typical flowfield for a mildly underexpanded jet is shown in Fig 1.5 
while the increase/decrease of the axial velocity at the centreline due to the expansion/compression 
regions is plotted in Fig. 1.6 for an underexpanded supersonic jet. Both types of jet flows (subsonic and 
underexpanded supersonic) will be considered in the present thesis. 
Papadopoulos and Pitts [4] have shown that conditions at the nozzle exit can be important in the 
development of the near-field region of the jet, influencing in particular the potential core length, the 
initial shear layer development and the transition region. In terms of the engineering applications of 
exhaust nozzle flows described above, it is this near-field region that is of primary interest, since the 
first 20 or so diameters of development is much more influential in establishing the level of noise 
production and jet 1R signature than the downstream self-similar region of the jet plume. Hence, it is 
important now to review those factors which are influential in the development of this near-field 
region, principally the annular shear layer, since these are the phenomena which must be fully 
understood for proper design and which must be representative between full-scale geometries and 
small-scale tests if these are to be confidently used in design. 
1.2 Factors Affecting Shear Layer Development 
1.2.1 Reynolds Number Effects 
The exhaust jet from an aircraft operating at high subsonic or supersonic speed is typically at very high 
Reynolds numbers (0(108) for a typical commercial jet [5] based on the exhaust nozzle diameter) so 
that the nozzle wall boundary layers are certainly turbulent in nature; hence any tests conducted to 
study the behaviour of the shear layers should be carried out under similar conditions, although in the 
past, insufficient attention has been paid to this point. 
4 
Introduction 
Hill et al. [6], on conducting a thorough investigation of the influence of nozzle exit boundary layer and 
Reynolds number variation on jet development, reported that variation of jet Reynolds number does not 
affect the centreline velocity decay and jet potential core length for turbulent exit boundary layers. 
However, the potential core length for a jet developing from a laminar or transitional nozzle exit 
boundary layer was found to be both highly unpredictable and variable at different Reynolds numbers. 
Trumper [7] used a combination of pneumatic probe measurements and laser Doppler anemometry 
(LDA) to investigate nozzle inlet and exit boundary layers of simple conical nozzles and the influence 
of adding a parallel extension piece prior to nozzle exit. The measurements showed that the rapid 
acceleration of the boundary layer within the nozzle can significantly reduce its momentum thickness 
Reynolds number and change the state of the exit boundary layer from turbulent to laminar-like 
(relaminarisation). The addition of a parallel extension to the nozzle exit, however returned the 
boundary layer rapidly to a fully turbulent state. Measurements of the jet plume originating from 
nozzles with laminar-like and turbulent boundary layers by Trumper showed little influence of the 
boundary layer shape and thickness on shear layer spreading and jet centreline development, but there 
were changes in, for example the near nozzle shock cell development observed in underexpanded jets. 
Hence Reynolds number effects can be ignored by ensuring that the state of the boundary layer at 
nozzle exit is fully turbulent, and use of a small parallel extension at nozzle exit to achieve this is 
recommended. 
The rate of entrainment of ambient fluid into the jet plume is also of particular interest, if the studies 
are aimed at mixing enhancement. The measurements of entrainment into low Reynolds number (2000 
< Re < 80000 based on the nozzle diameter) jets by Ricou and Spalding [8] showed dependency on jet 
Reynolds number, with an asymptotic decrease in the rate of entrainment of ambient fluid into the jet 
with increasing Reynolds number but reaching a constant value beyond a jet Reynolds number of 
around 25000. Pitts [9] studied the effect of varying the nozzle Reynolds number (Re) on the mixing 
behaviour ofaxisymmetric turbulent jets and found that Reynolds number effects on jet development 
are minimal for Re> 50000. Hence, as long as the nozzle Reynolds number is sufficiently high (order 
of 105), changing the Reynolds number does not affect the jet plume behaviour. Thus, Reynolds 
number effects on the shear layer development are negligible for all fully turbulent flows which will be 
discussed in this thesis, but they cannot be ignored for flows at low Reynolds number. 
1.2.2 Compressibility Effects 
Large scale turbulent motion is present in every turbulent flow of practical significance (i.e. at high Re) 
and these eddies play a substantial role in mixing, and noise production. The growth and entrainment 
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rates of high Mach number compressible shear layers are known to be smaller than those of 
incompressible flows at the same velocity and density ratios. Birch and Eggers [10], on compiling a 
survey of available studies in 1973 noted that the growth rate of the shear layer shows a decreasing 
trend with an increase in Mach number. In most one stream flows (single jet emanating into stagnant 
conditions), higher Mach numbers lead to higher densities due to lower static temperatures. Therefore, 
it was thought initially that the density change across the shear layer was the primary cause of the 
decrease in entrainment rates. However, experimental investigations conducted on variable density but 
incompressible free shear layers by Brown and Roshko [11] revealed that the role played by density 
changes alone is not significant enough to cause the observed spreading rate difference. It was, 
therefore concluded that compressibility rather than just the density change across free shear layers is 
the main cause oflower growth rates in compressible shear layers [12]. 
Bogdanoff [13], in an effort to correlate compressibility effects in shear layers suggested a parameter, 
called the convective Mach number (M.,), that would help to collapse observed effects at different 
conditions. The convective Mach number is the Mach number felt by a propagat1og disturbance 10 the 
shear layer. In other words, the Mach number is measured relative to the velocity of the dominant 
waves and structures in the flow instead of the laboratory frame of reference. The shear layer growth 
rate reduction is found to correlate well with the convective Mach number, which has therefore been 
widely used as a parameter to indicate the strength of compressibility effects. The convective Mach 
number M., of a shear layer between two streams which have the same specific heat ratios is defined as: 
M = (U,-U,) 
C (a, +a,) (1.1) 
Where 'U' and 'a' are the flow and sound velocities in the two streams. For a jet exhausting into 
ambient air (Le. U,=O), the convective Mach number depends on the jet exit Mach number and jet and 
ambient static temperatures. 
Papamoschou and Roshko [14], in an attempt to investigate the effect of compressibility on the growth 
rate of shear layers, used Pitot-static probes to measure the shear layer thickness and growth rate in the 
self similar region of the planar shear layer for a variety of convective Mach numbers. They defined a 
normalised growth rate a'p,J a'p,!,o, where 8'pit was the experimentally obtained growth rate and 8'pl<0 was 
the incompressible growth rate at the same velocity and density ratios. This plot of normalised growth 
rate versus convective Mach number is reproduced in Fig. 1.7, which clearly shows a gradual reduction 
in the normalised growth rate with increasing M." (convective Mach number), starting at subsonic 
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values of M,,, until an Mc, value of 0.8 beyond which the growth rate remains fairly constant at a value 
of o. 2. Thus confirming the notion that compressibility has a stabilising effect on the jet. 
The effects of compressibility on the spreading rate of an annular shear layer as relevant to jet mixing 
has received rather little attention. Feng and McGuirk [15] studied the behaviour of annular shear 
layers in the near field region ofaxisymmetric jets using LDA instrumentation. Fig. 1.8, which shows 
the effects of convective Mach number on normalised growth rate (same as [14]), has been reproduced 
here from their work. The work by Barone et al. [16] on planar shear layers and Lau et al. [17] on 
annular shear layers is also plotted for comparison purposes. The comparison of compressibility 
induced reduction in shear layer growth rate with planar shear layer data shows notable differences, 
with compressibility effects beginning earlier as well as being stronger for free shear layers than for 
planar shear layers. Hence, the stabilisation effect due to compressibility on free shear layers is much 
stronger than in planar shear layers. So compressibility effects cannot be ignored and need to be 
considered while evaluating techniques for mixing enhancement purposes (compressibility effect on 
shear layer growth rate for the NPR 1.7 and NPR 2.3 jets under investigation are estimated to be 78% 
and 71 % of the incompressible growth rate respectively from [15]). 
The fact that the growth rate of shear layers decreases rapidly with increasing convective Mach 
numbers, has of course been of great interest in the area of mixing enhancement for compressible shear 
layers. To improve the growth rate or mixing of a compressible shear layer, an understanding of the 
mechanism that controls the mixing is clearly important. This, along with the various methods 
employed to increase the mixing rate are now reviewed. 
1.3 Review of Mixing Enhancement Techniques 
As mentioned above, large scale flow structures, present in all practically significant flows, are 
primarily responsible for entraining surrounding fluid and promoting the spread of the shear layer [18], 
but become less effective in strongly compressible flows. Since the field of mixing enhancement of jets 
is of practical significance in many areas (combustion, noise reduction, IR signature reductions), it has 
interested researchers for a long time. Researchers have looked at various ways to enhance mixing or to 
overcome the reduction in mixing by producing additional turbulence and vorticity in the shear layers. 
In general, jet mixing enhancement techniques are divided into two major categories: Passive and 
Active. The following is a brief review of some of the techniques that have shown promise which are 
relevant to the area of study of the present thesis. A full list of the many mixing enhancement 
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approaches which have been studied in the past would easily number several hundred references. For a 
detailed review of mixing enhancement techniques, the reader is referred to the work by Knowles and 
Saddington [19]. 
1.3.1 Passive Jet Mixing Techniques 
Passive jet mixing techniques may be permanent or deployable. These techniques have no moving parts 
during operation and are often accomplished by geometric modifications; they input no extra energy 
into the flow and range from alterations in the exit shape of the jet nozzle periphery [20, 21] to the 
implementation of tooth like tabs [22, 23] and vortex generators [24, 25] introduced near the nozzle 
exit. Only the tab/vortex generator devices have demonstrated sufficient potential for mixing 
enhancement and hence are considered of relevance here. 
1.3.1.1 Solid Tabs /Vortex Generators 
A solid tab is a small protrusion placed at the exit of a nozzle at an angle (usually 90°) to the primary 
jet flow. Both tabs and vortex generators introduce streamwise vorticity to entrain low speed ambient 
fluid while forcing out high speed core fluid. The main difference between the two methods is that in 
the case of tabs, a pair of counterrotating vortices is generated by each tab whereas a half delta-wing 
vortex generator produces only a single vortex [24], although a strict differentiation between the two is 
not always followed in the published work. 
The use of solid tabs/vortex generators has long been considered the most effective technique in 
increasing the mixing rate of a jet and they are thus regarded as a benchmark to judge the effectiveness 
of other mixing techniques. Although tabs have been shown to be the most effective way of increasing 
mixing in both subsonic and supersonic flows, their main disadvantage lies in the thrust penalties that 
have been measured for tabbed nozzles (e.g. 5% momentum flux loss noted by Rogers and Parekh [26]; 
3% thrust loss per delta tab measured by Zaman et a!. [27]) due to the partial blocking of the nozzle exit 
area. The optimum size, location and the shape of the tab has also been established as a result of 
various studies carried over the last 30 years. A brief summary of this research work is now provided. 
Bradbury and Khadem [22] are believed to be the first to report the effect of solid tabs on jet flow. 
They reported a significant increase in the jet spread rate, reduction in the potential core length and 
bifurcation of the jet flow for a low speed jet with tabs placed 1800 apart azimuthally. Rogers and 
Parekh [26] found that the mixing improvement was a strong function of both strength and relative 
position of the vortices. Zaman et al. [27] were the first to suggest that the large scale streamwise 
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vortices generated by the tabs were responsible for the enhanced mixing, and postulated two sources 
originating from the pressure gradients produced by the tabs for the vortices generation. The dominant 
source is due to the 'pressure hill' formed upstream of the tabs whilst the second source is due to the 
vortex filaments shed from the sides of the tab; these are reoriented downstream due to the mean 
velocity gradient. Depending on the position and orientation of the tabs, the vorticity generated by the 
two sources can either augment or reduce the strength of the net streamwise vortices. Zaman et al. also 
found the optimal (maximum mixing enhancement with minimum thrust loss) shape of the tab to be 
triangular. They attached the base of the triangle to the exit of the nozzle with the apex tilted 45° 
downstream and called this configuration a 'Delta tab'. The superior performance of this configuration 
was later confirmed by other researchers [24, 28]. Hu et al. [29] using Stereoscopic Particle hoage 
Velocimetry (PIV) found that the streamwise vortices pump the ambient flow into the core jet along the 
tab intrusion line and displace the core jet flow outward along the direction normal to the tab placement 
(Fig. 1.9). This process distorts the jet cross-section shape and leads to an increased interfacial area 
between jet and ambient fluid, thus contributing to enhanced mixing (Fig. 1.10). Samimy et al. [23] 
studied the effect of tabs in a jet flow over the Mach number range of 0.3-1.81 and observed the same 
effect of the tabs from subsonic to moderately underexpanded supersonic conditions, inferring that 
'compressibility may have little to do with the effect of the tabs'. They also showed that for a tab to be 
effective, the height of the tab should be greater than the boundary layer thickness at the nozzle exit. 
Recently Feng and McGuirk [30] investigated the effectiveness of tabs in supersonic heated flows and 
confirmed that tabs are similarly effective in increasing mixing in supersonic heated jets. They also 
reported bifurcation of the jet (splitting of the jet into two) and narrowing of the jet cross-section along 
the tab line but an increased spreading in the direction perpendicular to the line joining the tabs. Similar 
observation was also made in [25, 29]. 
1.3.2 Active Jet Mixing Techniques 
Active jet mixing techniques, as opposed to their passive counterparts, inject energy into the flow and 
can be tuned according to need. They operate either under steady conditions, or unsteady conditions at 
a specific pre-defined frequency (open loop control), or at a frequency which is determined by some 
feedback signal in the flow (closed loop control). Active control of mixing has primarily relied on 
manipulation of the large scale, global instability modes of the main flow [31] although generation of 
streamwise vorticity using steady jets has also been explored [32]. Acoustic controllers [33], pulsed jets 
[34], synthetic jets [35, 36], piezoelectric generators [37] and plasma actuators [38] are amongst the 
active mixing techniques that have been explored. Most of the work reported on active flow control 
deals with open loop control since closed loop control requires continuous update of the control 
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actuator conditions through a feedback loop. Although this would provide, in principle, greater 
flexibility and greater potential to change the jet flow behaviour, such systems in the aeroengine 
exhaust plume application are inherently difficult to design, since any feedback signal would have to be 
obtained from a sensor in the first 10 jet diameters or so downstream of nozzle exit. For this reason, 
closed loop systems have not been studied effectively at present and will not be discussed further in this 
thesis. 
The mixing rate of a turbulent jet can be significantly altered by applying a suitable excitation at the jet 
orifice. Lepicovsky et al. [18] pointed out that the evolution of large scale structures (large eddies) in 
the jet shear layer becomes more rapid if the frequency of the applied disturbance is close to the jet's 
natural instability frequency; this speeds up the process of vortex formation and growth relative to the 
natural development state. There are two major instability modes based on two length scales in a free 
jet [39]. The initial shear layer instability scales with the momentum thickness at the nozzle exit, while 
the jet column instability is the instability downstream of the potential core and scales with the nozzle 
velocity and diameter (for a circular nozzle) and is of relevance to mixing enhancement studies. The 
excitation frequency of those active techniques, which rely on the amplification of the large scale 
structures responsible for entrainment of ambient air into the jet causing mixing, must fall within a 
preferred range to be effective. This preferred frequency f is defined by a Strouhal number St~jDfU 
where D and U are the jet diameter and velocity respectively. Many researchers have shown 
experimentally that the preferred Strouhal number of large scale structures at the end of the potential 
core varies over a Strouhal number range of 0.2-0.6 [40, 41], heavily dependent on the experimental 
facility due to variations in the way the flow develops causing a variation in the naturally occurring 
disturbances, but it is often found to be close to 0.3 [38]. 
Various techniques have been proposed for introducing excitation into jets issuing from nozzles. One of 
the first ideas was to use acoustic controllers to input excitation in order to control jet mixing. Acoustic 
sources of excitation were studied as a simple means to amplify fundamental jet instability. Later, 
excitation introduced via separate control jets, with fixed momentum input usually orthogonal to the 
primary jet direction, was explored as an excitation source. The control jets can be steady or pulsed at 
frequencies and modes believed to be optimal in exciting instabilities and enhancing jet mixing. The 
momentum source for the control jets is taken either from a fixed high pressure source, using synthetic 
jet devices, or even using piezoelectric or plasma actuators to create a source of control jet fluid 
momentum electrically. Previous work on each of these sources of excitation will be reviewed briefly, 
before the technique to be explored in the current thesis is selected. 
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1.3.2.1 Acoustic Excitation 
The use of acoustic excitation as a means to influence jet structure has been studied a lot as it permits 
relatively easy variation in the excitation characteristics over a wide range. Crow and Champagne [33] 
were the fIrst to examine the influence of pre-defIned discrete frequency forcing on the development of 
circular jets. They reported that jet mixing could be enhanced considerably if the forcing could be tuned 
to the jet natural instability modes. 
Although acoustic excitation has been found effective in controlling subsonic flows [42, 43], there is 
hardly any work reported under supersonic conditions. The reason for this may be that supersonic shear 
layers require higher amplitude of perturbation to achieve any signifIcant change in flow development. 
The amplitude of the acoustic excitation waves needed may then be of the same order of magnitude as 
the noise generated in such flows [44] which is a clear disadvantage in the engineering applications of 
interest. Also, there seems to be a limit to the jet Mach number at which acoustic exciters are effective 
at mixing enhancement at least for low to medium excitation amplitudes, although they are shown to 
excite the jets for subsonic Mach numbers [18, 45, 46]. Perhaps higher Mach number jets could be 
effectively altered if the excitation amplitude were sufficiently strong compared to the turbulence level 
within the shear layer. This would however demand substantial energy input resulting in heavier 
acoustic actuators and a higher thrust loss penalty. It was therefore concluded by Raman [47] that 
acoustic drivers were not suitable for controlling flows of practical aeroengine exhaust interest(bigh 
Reynolds and high Mach number flows) because of their large weight, power and maintenance 
requirements. For the reasons cited above, researchers have tried to explore other options to control jets 
at high Reynolds and Mach numbers. As noted above, one such technique is the use of control jets, 
which have been found effective in enhancing the mixing of free shear layers. Previous work in this 
area is therefore discussed in the fonowing section. 
1.3.2.2 Control Jets Excitation 
As discussed in the previous section, the use of solid tabs has been considered the most productive 
technique in controlling jet shear layers because of the simplicity of the technique, and its effectiveness 
to induce streamwise vorticity into the flow. In an effort to control the flow 'actively', researchers have 
looked at other means to introduce the desired vorticity. An active technique which has shown promise 
recently in applications to jets is the use of control jets (also caned vortex generating jets or fluid tabs) 
[therefore, the notation CJ win be used to denote 'control jet']. The fact that CJs can be adapted 
according to requirements (e.g. by 'tuning' the CJ/primary jet velocity ratio to given primary jet 
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operating conditions) and in particular can be turned off when not required has encouraged researchers 
to investigate this option extensively. 
CJs can be classified into two major categories: steady and pulsed. Steady, as the name signifies, run 
continuously (or at zero frequency). These are relatively easy to design and operate. Pulsed CJs operate 
at a specific frequency and require power for driving the pulsation actuator. They contain periodic flow 
oscillations and are classified further via the velocity amplitude of the imposed forcing. When the RMS 
oscillation value is small « 10% of the time-averaged CJ velocity), the forcing is said to be 'low 
amplitude'. Above this threshold the forcing is considered to be 'high amplitude'. The most extreme 
condition is where the excitation is solely large enough to cause the velocity to fall to zero. This flow is 
termed as a 'fully pulsed' or a 'fully modulated' jet [48]. As noted above, various methods of 
producing the CJ momentum have been explored. The simplest and most common method is to use 
high pressure bleed air from upstream in the propulsion system, duct this to the nozzle exit where it can 
be discharged as CJ(s) under desired steady/pulsed conditions. A 'synthetic' jet or zero net mass flux 
(ZNMF) jet is an alternative method which has attracted interest recently since it does not require any 
engine bleed air, but uses the working fluid in the primary jet itself to create the CJ via alternate suction 
and blowing through an orifice/chamber device located close to the primary jet. The energy source to 
achieve this is usually a vibrating diaphragm in the ZNMF chamber. ZNMF jets can thus be considered 
as a form of pulsed CJs with suction and blowing phases spanning over equal intervals of time. The 
mean velocity over a pulsation cycle is zero since both positive and negative velocities occur at the CJ 
orifice exit. Thus synthetic jets, can transfer momentum to the flow without a net mass injection across 
the flow boundary [49]. Finally, the source of momentum can also be electrical, requiring for example a 
plasma discharge to create the CJ flow. 
The reported literature on the use ofCJs can be divided into three major categories. 
1) Jet in cross flow mixing 
2) Boundary layer separation control 
3) Shear layer control 
Although shear layer control is the focus of the current thesis, it is considered important here to discuss 
first the work done on jet in crossflow and boundary layer separation control. These studies have 
helped to improve understanding of the basic fluid dynamics of CJs as well as outlined the critical 
parameters affecting CJ effectiveness, and this information has been of direct relevance to shear layer 
control. 
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1) JET IN CROSSFLOW MIXING 
Jet in crossflow studies are aimed at understanding the fluid dynamics that improve the mixing of two 
fluid streams (the 'jet' and the 'crossflow') as these interact with each other. Such mixing flows are 
important in many technologically important applications such as the combustion of fuel jets in a cross 
flowing stream, dilution of hot gases in combustion chambers, discharge of chimney gases into the 
atmosphere, besides their potential use in controlling separation and free jet shear layers. A summary of 
the various studies in this area, which have resulted in augmenting our understanding of the jet in 
crossflow is therefore presented. 
The vortex structure generated due to the injection of a steady jet in crossflow is relatively well 
understood, and is illustrated in Fig. 1.11. The jet initially enters perpendicularly into the crossflow, 
then bends over in the crossflow direction, and eventually the jet flow becomes aligned with the 
crossflow. These areas are termed jet near field, transition, and far field regions respectively [50]. Four 
major vortex systems are formed due to this interaction of the jet with the crossflow [51]. These are the 
jet shear layer vortices found on the upstream edge of the jet shear layer and produced by the Kelvin-
Helmholtz instability, a horseshoe vortex created upstream of the jet and caused by separation and roll-
up of the vorticity in the crossflow boundary layer, wake vortices formed due to 'separation events' in 
the horseshoe vortex legs behind the jet, and the dominant counter-rotating (kidney shaped) vortices 
embedded in the jet. Similar structures are encountered for a supersonic jet in crossflow with an 
additional shock structure in the near field of the jet [52]. For a steady jet in crossflow, the penetration 
and trajectory of the jet is primarily a function of the velocity ratio (U/Uoo) or the momentum ratio 
(p;U/lpooUoo') if jet and crossflow density vary, the size of the jet exit, and the orientation (angle) of the 
jet relative to the free jet stream. 
Additional parameters are introduced when the jet is pulsed. Although studies of these extra parameters 
have concentrated only on incompressible flows, they have identified the parameters that govern the 
pulsed jet behaviour in crossflow and are presented in the following, since they have direct relevance to 
the pulsed CJs as used in nozzle studies. Johari et al. [50] studied the effect of duty cycle (l (percentage 
of time the jet flow is 'ON' during each pulse cycle) and pulse cycle injection time ~ on the penetration 
and mixing of pulsed transverse jets in crossflow using planar laser induced fluorescence (PLIF). These 
two parameters are of course related by: 
r=aT 
or T=al f 
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Where T is the time period and f is the frequency of pulsation. Hence, two of the above mentioned 
parameters (a, T, T, f) can be independently controlled for a pulsating jet. The tests in [50] were 
conducted in a water tunnel (crossflow Re=2250), at a velocity ratio of 5 and in the frequency range of 
0.5-5Hz (the Strouhal number range of the jet was 0.002-0.02 based on the jet velocity and its exit 
diameter). Although the velocity ratios studied were much higher than those required for forcing free 
jets (free jets at high Mach numbers can only be practically pulsed at velocity ratios close to 1 (as will 
be explained later», and the Strouhal number range is significantly lower than required for amplifying 
the jet natural columnar instability, this study is one of the few that identified and examined the duty 
cycle (injection time) as an important parameter affecting the pulsed jet behaviour and illustrated the 
effects of varying this. The injection time indicates the length of the puff (mass of turbulent fluid 
moving through and mixing with its surrounding [53]) while the duty cycle gives the normalised 'ON' 
period of the jet. At similar duty cycles, longer injection times result in axially elongated turbulent 
puffs, that resembled a segment of the steady jet while compact vortex rings were observed for shorter 
injection times. Also, although the penetration for all the pulsed jets was greater than for steady jets at 
the same velocity ratio, considerable increase in jet penetration was observed at lower duty cycles due 
to the presence of well separated vortex ring structures. It can, therefore, be inferred that there is a 
particular value of duty cycle for optimum penetration, which occurs under conditions when the jet 
forms the most distinct vortical structures at the jet exit plane [54]. This would mean that the desired 
penetration (required to disturb the shear layers for mixing enhancement purposes) can be achieved at 
much lower velocity ratios (lower amplitude of forcing required) if the jets are pulsed at the optimum 
frequency-duty cycle combination. Continuing his investigations, Johari [55] argued that the stroke 
length ejected during each pulse (product of time averaged mean of the jet velocity over injection time 
and r) and the spatial separation between successive flow structures (function of a) are the two 
fundamental parameters governing the dynamics of strongly pulsed jets in crossflow for fixed jet 
velocity and CJ size. The above studies also highlighted that the pulsations increased the mixing rate of 
the jet with the crossflow, but those results are not discussed here since they are not relevant to the 
subject of the current thesis. 
The work detailed above has identified the parameters that affect the performance of a pulsed jet in 
crossflow. These include the momentum ratio, Strouhal number (frequency) and the duty cycle of the 
jet. The studies only focus on high velocity ratio jets, pulsed at low frequencies and the introduction of 
pulsed jets was only studied in incompressible crossflow. However, to force free jet shear layers, the 
pulsation frequency required to excite the jet columnar instability mode is much higher to operate in the 
preferred Strouhal number range. The significance of duty cycle at these frequencies also needs to be 
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explored. Also, the CJ velocity ratio for high Mach number jets can only be in the vicinity of 1. These 
studies have also not discussed the strength of the resulting vortex structures and their ability to control 
compressible flows from a mixing enhancement perspective. All these factors need to be understood 
clearly, before it is clear precisely how these jet in crossflow studies can be effectively used to guide 
CJs for mixing enhancement. 
2) BOUNDARY LA ¥ER SEPARATION CONTROL 
One of the important areas of interest of research in aerodynamics is control over boundary layer 
separation on aerofoils and wings to suppress stall. Stall occurs due to the flow separation from the 
aerofoil at high angles of attack (high adverse pressure gradients on aerofoil upper surface) encountered 
during various flight phases (takeoff, landing, manoeuvre), resulting in a large decrease of lift and an 
increase in drag forces. The use of passive vortex generators as effective devices for boundary layer 
separation control has been reviewed by Lin [56]. Solid vortex generators (the equivalent of 'tabs' for 
nozzles), located upstream of the separation, produce streamwise vortices to transport high momentum 
fluid from the edge of the boundary layer to the near wall region to overcome separation. Although 
solid vortex generators have been effective at suppressing stall, they can only be used for applications 
where flow separation locations are relatively fixed. Also, solid vortex generators impose a drag 
penalty because they protrude from the surface into the flow and cannot be 'controlled'. Thus there has 
been an ongoing effort to eliminate separation on aircraft wings using active methods. Injection of 
streamwise vorticity via CJs (mostly called vortex generating jets (VGJ) or air jet vortex generators 
(AJVG) for these applications) has been used as a flow control mechanism for boundary layer 
separation control since they do not impose as large a drag penalty, can be adapted to changing 
conditions, and can even be turned off when not required. A brief summary on the use of CJs in 
boundary layer separation control is presented here. These studies have also helped in increasing the 
understanding of CJ behaviour (both steady and pulsed) from shear layer control perspective. 
Johnston and Nishi [57] studied different configurations of jets pitched at 45 deg and skewed (yawed) 
at 90· and 1800 (see Fig. 1.12) to the mainstream boundary layer flow with velocity ratios ranging from 
0.4 to I to explore an alternative to solid vortex generators for boundary layer flow control. They found 
that vorticity induced by the vortex generating jets is strongly dependent on the ratio of the jet velocity 
ratio: higher velocity ratio led to stronger vortical structures. Shortening of the stall regions was 
observed to be strongly ,d<eplOndenton the skew angles, with skewcangl~~()!'180q (VGH'!o~pg in !.he 
opposite direction to the mainstream boundary layer) not effective at all at controlling stall, even at the 
highest velocity ratio. Most of the research on VGJs has concentrated on optimisation of the orientation 
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angles of the VGJs relative to the mainstream boundary layer as these, along with the jet nozzle 
diameter and velocity ratio of the jet are the critical parameters affecting the effectiveness of VGJs in 
controlling separation of boundary layers [58J. Suzuki et al. [59J studied the effect of pulsations on the 
performance of the vortex generator jets and, similar to the jets in crossflow studies (discussed above) 
identified velocity ratio, duty cycle (the term duty ratio was used in this study, defined as twice the duty 
cycle) and the injection frequency as the key parameters affecting the performance of the pulsed eJs. 
Pulsed jets and synthetic jets have also been shown to inhibit flow separation at the intake of low 
pressure turbine blades [60J, control separation on a turbulent boundary layer [61J and delay stall on 
aerofoils [62J. 
The work reported on the use of CJs in controlling boundary layer separation indicates the response of 
the boundary layer when CJs are injected into it and reiterates the importance of the velocity ratio and 
the size of the CJ orifice as being critical parameters that define the CJs performance. Most of the 
literature on boundary layer separation control is reported for velocity ratios close to I, which makes 
this work more relevant to shear layer control applications, at least for steady jets compared to jets in 
crossflow studies. However the studies reveal that the presence of a single strong streamwise vortex 
rather than a vortex pair control the boundary layer separation effectively [57J. For pulsed jets, the 
frequency variation of the pulsations was only beneficial in reducing the total mass flow rate while 
obtaining similar benefits as steady jets. No clear relationship between frequency and the effectiveness 
of CJs in controlling boundary layer separation seems to exist [63J for vortex generating jets. Therefore 
pulsed vortex generator jet studies are oflittle relevance to shear layer control applications. 
3) SHEAR LAYER CONTROL 
The capability of CJs to produce high amplitude excitation at reasonable extra energy expense, their 
1...,c.;--_,,::·cJl4.am,~i!i,t'¥J~~H.!1~2g-.Ill~\li~!p~!l~~c~g~4ift'~~nt<l~gine tlrrus! loa<!s},_8.I1.4.t!1e possibility of them 
being turned off when not required, have all encouraged researchers to explore this option for shear 
layer control. Shear layer control can be divided into two categories. Noise control in aircraft and 
mixing enhancement of exhaust jet plumes with the ambient. Aircraft jet noise has been the subject of 
intense research and development for the last 50 years [26, 38, 64-66J and although some of the noise 
suppression techniques do also result in enhanced mixing (e.g. solid tabs), it is the mixing application 
that has motivated the research discussed in this thesis, and therefore CJ studies in this area are 
emphasised in what follows. Control with steady CJs will be discussed first, followed by efforts made 
to control the spread of free jet shear layers using pulsed Cl 
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a) Steady Control Jets 
The first attempt to capitalise on the large scale changes in the fluid structure of the primary (thrust 
producing) exhaust jet that can be brought about by CJs was made by Davis [32], who used a pair of 
steady CJs placed 1800 apart at the exit of a nozzle to investigate their effects on jet spreading. His idea 
originated from the success of solid tabs, which protrude radially into the jet and increase the mixing 
rate of the jet (as discussed in Section 1.3.1). It was realized that two small CJs blowing radially into 
the primary jet can simulate the same effect as tabs. CJs of two sizes (D/16 and D/8, where D is the 
primary nozzle diameter) at various velocity ratios (controVprimary) were studied. The CJ effect was 
found to be strongly dependent on the size and velocity ratio. Depending on the CJ penetration, the 
primary jet behaviour was classified into two categories. An increased rate of centreline velocity decay, 
due to enhanced mixing in the turbulent shear layer, was observed when the CJs disturbed only the 
shear layer, and the primary jet cross-section remained essentially axisymmetric. On the other hand, a 
significant distortion of the jet cross-section occurred when the CJs penetrated into the centre of the 
primary jet core flow, resulting in bifurcation (splitting of the main jet into two halves). It was 
suggested that the larger effect on decay of the primary jet velocity was achieved at lower CJ velocity 
ratios (velocity ratio less than 0.6 for d=D/8), where the crs do not distort the core flow. This 
classification however, could not be generalised as the cross-section measurements were made only in 
the far field of the jet (xID=13), where the direct impact of the CJs had already damped out. Also, the 
size of the CJs was much larger than what can be realistically used to keep the mass flow rate through 
the CJ within allowable values for practical applications. It was noted by Davis that the effect of the CJ 
size was more significant in defining the CJ performance than the velocity ratio, which shows that the 
velocity ratio classification quoted in [32] is only valid for the Cl's size used. Local centreline velocity 
reductions of up to 30% with cr mass flow rates as little as 0.5% of the primary jet were observed, 
which showed that CJs have the potential to enhance the spread of free jet shear layers and further 
.• -explorat16nWilsrecommefldett;::::;::::: _ ~=::-,-. :~~.'-'.'.-;-.' 
Surprisingly, further studies aimed at exploring the effectiveness of steady CJs in enhancing the spread 
of jets are scarcely available, particularly at high Mach numbers. Behrouzi and McGuirk [67] called the 
CJs 'fluid tabs', which indicates that their study was also motivated by the idea that blockage due to 
radially penetrating jets can induce similar changes in the flow as solid tabs. The study on CJ 
effectiveness was performed initially with incompressible fluid (water) as well as subsequently using 
air in a compressible region. The CJs total mass flow rate was limited to 1 % of the primary jet flow for 
the three CJ configurations studied in water. The effectiveness of CJs was noted to depend primarily 
upon cr penetration (function of CJ velocity ratio) and size. Similar to the observation of Davis [32], 
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the CJs were most effective in enhancing mixing when their penetration was slightly greater than the 
nozzle exit boundary layer thickness, resulting in strong interaction with the primary shear layer. A 
numerical study, to understand the mechanism of CJ effectiveness confirmed that, similar to solid tabs, 
the CJs inject streamwise vortices into the shear layer causing an ingestion of ambient flow along the 
line joining the CJs and ejection of the flow outward in the orthogonal direction. The compressible 
experiments were done for a slightly underexpanded jet (NPR =2) using rectangular shaped CJs at a 
velocity ratio of 1. Only centreline data was presented which showed reduction in potential core length 
similar to solid tabs. However, this data alone cannot be used unambiguously to infer mixing 
enhancement, due to the fact that CJs, similar to solid tabs, can result in bifurcation of the primary jet 
with centreline data not able to give a true picture of whether the initial jet velocity has started to 
disappear over the whole jet cross-section. Both studies mentioned above [32, 67] predominantly relied 
on the centreline velocity measurements to indicate the CJ effectiveness in enhancing mixing of the 
primary jet with the ambient. No detailed flowfield measurements were carried out to understand the 
CJ effectiveness process accurately and to gauge their effectiveness. Detailed examination of the 
primary jet plume, influenced by steady CJs should therefore be one of the primary aims of the current 
thesis and will be discussed below. 
Recently Chauvet et al. [68] investigated the effects of radial injection on the mixing enhancement of 
an underexpandedjet (NPR= 3.1) numerically. The effect of number of active injectors and the total 
pressure of the injected air on the subsequent spread of the primary jet were studied. They also 
attributed the CJ effectiveness to the generation of streamwise vorticity to explain the enhanced mixing 
process. A counter-rotating vortex pair (CVP) was generated by each CJ which moved towards the 
primary jet axis initially, under the influence of CJ discharge velocity. However, this movement of the 
CVP was soon overtaken (within xID=O.5) by movement of the CVP away from the primary jet axis 
';--"'toWitrds"the-miteredgeofthesheat-layei'"'Cttusirig the' spread of the- shear layers. They noted that four 
CJs were the most effective in spreading the jet, albeit with a higher thrust loss compared with two CJs, 
which differed only slightly from the four CJ case. It can, therefore, be deduced that practically, the use 
of two CJs provides the optimum balance between mixing enhance-ment benefits and thrust loss 
penalty. 
b) Pulsed Control Jets 
• Steady jets atte-mpt to capitalise onlyonth~J~rge,.sc:ale chang~~~n the shearJayer due to penetration, " 
whilst pulsed CJs, in addition to the above, can manipulate the shear layer behaviour by forcing the 
natural instability modes of the primary flow. As discussed in Section 1.3.2, to control high Reynolds 
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and high Mach number jets, such as the exhaust plume of jet engines, the forcing should be strong 
enough to disturb the shear layers. Pulsed CJs are capable of producing high amplitude forcing over a 
large frequency bandwidth, which makes them a viable option which can be used to amplify the jet 
natural instabilities (defined via a Strouhal number as discussed above) for mixing enhancement 
purposes. The motivation behind using pulsed CJs comes from the expectation that unsteady fluid mass 
addition at the right frequency, and at high amplitude, can excite the primary jet natural instability 
mode, resulting in increased mixing enhancement, above that achievable under steady conditions. What 
follows is a review of studies which were aimed at using pulsed CJs for mixing enhancement purposes. 
The work can be split into two categories, based on the state of the primary jet. Pulsed CJ effectiveness 
in incompressible flow is discussed first. 
i) Incompressible Flows 
Parekh et al. [69], excited a round jet with synthetic jets (St =0.27) and pulsed CJs (St =0.19- the tests 
with pulsed CJs were done with slightly higher primary jet velocity) and showed that both techniques 
were extremely effective in reducing the potential core length and accelerating the velocity decay. The 
mass flow rate for pulsed CJs was limited to 2% of the primary flow. This study showed that pulsed 
CJs were effective at mixing enhancement and identified the azimuthal mode (discussed below) as well 
as the frequency of pulsation as important parameters that dictate the performance of pulsed CJs. An 
antisymmetric mode of operation (with 8 jet actuators grouped into two sets of 4 and a phase difference 
of 180° between the two sets) was found more effective than the symmetric mode (phase difference 
between 2 sets = 0°). The dependence of pulsed CJ behaviour on the azimuthal mode was also shown 
by Raman [47] and Behrouzi and McGuirk [70]. Raman and Comelius [34] and Raman [47] excited a 
turbulent jet using two CJs inclined at 30° to the primary jet at a velocity ratio of 1.43. The CJs were 
operated in a Strouhal number range 0.15-0.6. Although the mass flow rate through each of the CJ was 
_._.IDgnifi~~~Jli~erJl.2~Q..9fIDe.1>rillll\l1'jetP~J::J)than that which could be _dr1lWll from engine bleed 
without affecting the thrust significantly, the results showed that the jet spread and velocity decay 
occurred more rapidly under excitation. The CJs, while operating in antisymmetric mode (at St 0.15) 
resulted in a 35% reduction of potential core length and 60% increase in the normalised mass flux 
compared to the 'clean jet' case (when the CJs were non operative). Although this work was carried out 
under incompressible conditions and the mass flow rates were extremely high, the importance of 
azimuthal mode of operation in determining the effectiveness of unsteady fluid mass addition was an 
importantsontribution, supporting previous. work. Similar observations were made by Behrouzi and 
McGuirk [70], who used pulsed CJs at a Strouhal number of 0.075 and 0.15 in water and noted that the 
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effectiveness of pulsed CJs in enhancing mixing was strongly influenced by the flow rate, pulse 
frequency and phase of the CJs. 
Due to the importance of the azimuthal mode in pulsed jet studies related to shear layer control, a clear 
picture of what is meant by different modes is important. This is discussed next, followed by an 
overview of studies reported on shear layer control using pulsed CJs under compressible conditions. 
ii) Azimuthal Mode Structure 
Multiple pulsed CJ effectiveness has been shown to depend significantly on the azimuthal mode of 
their operation. It is therefore important to provide a precise definition of azimuthal mode structure and 
the variables that control the excitation mode. According to Parekh et al. [69], 'In the course of one 
excitation cycle, an azimuthal mode m makes m trips around the primary jet circumference'. If we 
consider a series of pulsed CJ actuators placed along the circumference of a circular nozzle with 
constant angular distance e between two consecutive pulsed CJ actuators, then the phase angle in the 
azimuthal direction is defined as 'Pm=mO relative to the actuator at 9=0. The disturbance amplitude for 
mode m, for each actuator is then given by (assuming sinusoidal excitation of the pulsed jet actuation) 
(l.4) 
As an illustration, Table 1.1 lists the phase of 8 CJ actuators equally spaced along the nozzle periphery 
(shown in Fig. 1.13). Only azimuthal modes m=O, 1,2,3 and 4 are possible using 8 actuators. Mode 
m=O is the symmetric mode of excitation, with all CJs operating in phase with each other. The 
azimuthal modes m=-I, -2, -3 and -4 are also possible but the sign only shows the rotational direction 
of excitation (clockwise (CW) or counter-clockwise (CCW». Since there is typically no swirl present 
in the primary jet, it is not expected that the excited flow would show any difference between positive 
and negative excitation rotation. 
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Clockwise (CW) Azimuthal Actuator Number 
Positive Modem 1 2 3 4 5 6 7 8 
Aogular position of CJ 
0 1t/4 nl2 3n14 5n14 3n12 7n14 actuator w.r.t. actuator 
--
1t 
I (e) 
0 0 0 0 0 0 0 0 0 
Phase in azimuthal 1 0 nl4 1t/2 3n14 1t 5n14 3n12 71t/4 
direction (<pm=me) 
with actuator I 2 0 nl2 1t 3n12 21t 5n12 31t 71t/2 
starting the pulsations 3 0 3n14 3n12 9n14 31t 15n14 9n12 21n14 at 1=0. 
4 0 1t 21t 31t 41t 51t 61t 71t 
Table 1.1: Azimuthal modes possible with 8 pulsation actuators 
Fig. 1.14 shows the amplitude variation with time of the pulses for each actuator consistent in the 
operation at m=1. It is clear from Figs. 1.13 and 1.14 that, during a single excitation cycle, one round 
trip of the nozzle periphery is completed. Similarly, from Table 1.1, it is clear that two trips round the 
nozzle are required to complete a single excitation cycle for m=2. The number of azimuthal modes 
possible increases or decreases on increase or decrease of the number of actuators. If we consider only 
two actuators (actuator I and 5) operational, then the possible azimuthal modes would be m=O and 
m=l, with m=O mode being symmetric (both actuators operating in phase) and the antisymmetric mode 
m=1 in which there is a phase difference of 1800 between the two pulsation actuators. This is also 
illustrated in Table 1.1 and Fig. 1.14 (considering only actuators I and 5). 
In addition to the above modes structure, in which different azimuthal modes are synthesized purely by 
-<="-~-.- ~~~---~ --. -'"--""'-'''''''''"'''''-''-'~''''-'-:'- ... _"---- - - .-~----~~.--.--,---".,-~-~~-. 
····changing tbephaseof the actullt6rs·(the~eare·referreltoas'pufetIlOOes;);ihe·literature ilso contains'·· cc.·. 
information on mixed/combined azimuthal modes. Parekh et al. [69] defines mixed azimuthal modes as 
the superposition of two oppositely spinning modes at the same frequency. Hence these are denoted by 
±m and the disturbance becomes 
or 
Am = AoSin(2;ift + rpm) + AoSin(2;ift - rpm) 
Am = 2AoSin(2;ift)Cos(rpm) 
(1.5) 
(1.6) 
It is clear from the above equation that mixed azimuthal modes require the modulation of amplitude as 
well as phase. Fig. 1.15 shows the actuator amplitude characteristics of the system shown in Fig. 1.13 
while operating at mixed azimuthal mode m=±1. Notice that the amplitude of each actuator is no longer 
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the same amongst all the 8 actuators. Also, the peak amplitude for actuators I and 5 is twice the peak 
amplitude of pulsation compared to excitation for pure azimuthal modes. Actuators 3 and 7 are non 
operational since the opposite spinning modes result in cancellation of the pulses generated by each 
pure mode. Considering only two actuators (actuators I and 5), mixed azimuthal mode m;±1 would be 
synthesised if the two actuators operated out of phase by 1800 (Tt radians) and the amplitude of 
pulsation was set at twice the amplitude when operational in pure mode m;1 (see Fig 1.15). 
The above discussion shows that when comparing results from different azimuthal modes, one needs to 
understand carefully the method used to synthesise the modes. This level of detail was deemed 
necessary since most of the literature reviewed, whilst claims a dependence of pulsed CJ performance 
on azimuthal mode, usually provides insufficient detail on the experimental setup employed to activate 
these modes. In some cases, the correct relationship between peak amplitude under mixed and pure 
mode conditions has not been observed. This also shows that a direct comparison of mixed and pure 
azimuthal modes cannot be done, since both the phase as well as the amplitude of pulsation are 
modulated in mixed azimuthal modes. 
ill) Compressible Flows 
Unfortunately, the use of pulsed CJs applied to controlling high Reynolds and Mach number flows has 
scarcely been reported. The reason for this might be the difficulties in designing an actuator capable of 
producing amplitudes strong enough to excite the shear layers in the preferred Strouhal number range 
required. Ibrahim et al. [71] used 12 CJ s (dID; 15), placed around the circumference of a convergent 
nozzle to excite the jet shear flow. Different configurations of unsteady and steady, axisymmetric as 
well as anti symmetric modes were studied for both fully expanded (M;I) and underexpanded primary 
jets (M;1.36). The mass flow rate for the CJs was 4% of the primary jet for the majority of tests but 
. was reduced to 2% for one .of the antisymmetric injection cases. The CJ NPR for steady injection was 
fixed at 1.5 and 2.25 for the fully expanded and underexpanded cases respectively, but was increased 
for pulsed CJs to match the time-averaged mass flow rate of the pulsed CJs with the steady CJs data. 
The unsteady CJs were operated at a frequency of 6300Hz corresponding to a primary jet Strouhal 
number of 0.16, using a rotating micro-orifice plate (with 36 holes distributed along the circumference) 
connected to a 12 tube air supply system (Fig. 1.16). Results of the mean flowfield showed that 
anti symmetric injection caused a higher spreading rate than both steady and unsteady symmetric 
injection in terms of centreline velocity decay and normalised jet spread (ro.,1D vs xID; where ro., is the 
point at which the jet velocity becomes half the centreline velocity) even at lower mass flow rates (2% 
compared to 4%). Potential core length reductions of 41 % and 56% were noted for the underexpanded 
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and fully expanded jets respectively when the CJs were operated in antisymmetric mode (the bottom 
six actuators were operated 1800 out of phase w.r.t. the top six). As emphasised earlier, the 
experimental setup used for anti symmetric mode was equivalent to the use of two CJ actuators 
spanning over 1800 of the nozzle periphery. No bifurcation for any of the cases was reported, so the 
potential core length reduction results were genuine values. Similar to incompressible flow 
experiments, this study also showed antisymmetric mode of injection as being the most effective. The 
relative ineffectiveness of the steady and symmetric injection observed can be attributed to the number 
of CJs (12) used during the study. The small azimuthal distance between consecutive CJs did not allow 
the vortices to grow independently, instead they merged with the vortices from neighbouring CJs, 
which would have resulted in loss of strength. 
A comparison between the pulsed and steady CJ performance, with equal mass flow rates, as followed 
in this study results in the forcing amplitude for the pulsed CJs, being twice of that of the steady CJs 
(assuming a duty cycle of 0.5). So the increased benefits attained cannot be solely attributed to the 
pulsing action, but will be a combined effect of both, a higher amplitude and the pulsing action. A 
better way to judge if pulsed CJs are indeed superior to steady CJs would be to keep the maximum 
amplitude of pulsed forcing equal to the steady jet forcing. This would give a lower velocity mean 
value over a complete pulsation cycle resulting in lower mass flow rates. Pulsing the jet requires power, 
which comes from the jet engines, this loss of energy should also be taken into account before deciding 
the optimum solution for controlling the flow. 
A review of the literature shows that the area of controlling compressible primary jet flows, at 
practically relevant Reynolds numbers using pulsed CJs has not been addressed numerically. Freund 
and Moin [72] forced (computationally) a Mach 0.9 but low Reynolds number laminar jet (Re=3600) 
with tWo slots that extended 900 around thejetat Strouhalnum}lers of 02 and OAThis DNS (Direct 
Numerical Simulation) study showed that, similar to solid tabs, the CJs made the jet highly non 
axisymmetric, causing a rapid spread perpendicular to the CJ axis and a suppression of spread along the 
CJ axis. 
The studies discussed above suggest that pulsed CJ s have the potential for future use as a device for 
shear flow control. Most of the research, however, has been done for low Reynolds number (e.g. 
Re=4760 in [70]) and low Mach number jets (M=0.24 in [69] and [47]) that often have little 
resemblance to high Reynolds number compressible jets common in real world applications. The flow 
actuators used lacked either the power or bandwidth sufficient for higher energy jets. As the Reynolds 
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number and Mach number of the jet increases, the compressibility effects cannot be ignored. The 
pulsation actuator needs to be able to produce pulsations which are stronger than the local turbulence 
intensity in order to excite the shear layers. Also, the frequency bandwidth required to operate in the 
preferred Strouhal number range increases due to higher primary jet velocity. Hence, there is clearly a 
need to develop actuators capable of high amplitude perturbations (velocity ratio close to I) at the 
required frequency range (to match the Strouhal numbers), so that pulsed forced momentum CJs can be 
properly studied and their effectiveness in controlling the shear layers gauged. 
Plasma Actuator Excitation Jets 
Recently, Utkin et al. [73] reported the development of Localized Arc Filament Plasma Actuators 
(LAFP A) to excite high Mach number primary jets. Their development was based on the idea that 
rapidly heated regions near the nozzle will try creating a plasma discharge and will create a similar 
source of localised momentum as a forced CJ. Repetitive pulsing of the discharge would, therefore be 
analogous to pulsed CJs, and can be used to excite the flow instabilities. The use of LAFP A has been 
shown to control high subsonic as well as supersonic flows effectively and some of this work is 
discussed here. 
Kim et al. (2007) [39] used an array of eight plasma actuators, equally distributed azimuthally, just 
upstream of the nozzle exit, to study the effect of frequency and azimuthal mode variations (symmetric, 
antisymmetric etc) on a Mach 0.9 jet with a Reynolds number of 7.6xl0' using PN. A wide Strouhal 
number range of 0.09-3.08 was studied. Maximum spreading of the primary jet occurred around a 
Strouhal of 0.3, beyond which the jet spreading angle started decreasing. An investigation of the 
azimuthal modes at a Strouhal number of 0.3 showed an increase in spreading for all modes compared 
to the clean jet, but the antisymmetric mode m = ±I was found to be the most effective. This mode was 
synthesized by grouping together the top three a<;tuators (1,2 and 8, see Fig.I.13) and the bottom three 
actuators (4,5 and 6)and operated these 1800 ouCofphase. Note that this does correspond to !he m = ±1 
mode as shown in Fig. 1.15. The required amplitude difference between actuators was not observed in 
the experiments of [39] as this was not technically feasible with the plasma actuators used. It was 
noted that at lower forcing Strouhal numbers (Le. in the preferred range), the generated large scale 
structures were very well organized and their length scales were comparable to the nozzle diameter by 
the end of the potential core. On increasing the forcing Strouhal number beyond 0.5, the spacing of 
adjacent vO~.ip.~~.~n"J~eirlength scale reduced significantly, resulting in a, decreasein spreading rate. 
The superiority of the antisymmetric mode (m=±I) over all other modes in enhancing the spread of the 
shear layers, as claimed in this study might be misleading. The combined amplitude of the plasma 
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actuators of each group is much higher than the forcing amplitude when pure azimuthal modes are 
operative. The two actuator groups could realistically be considered as two actuators operating with a 
phase difference of 1800 (i.e. a pure m=1 mode), but producing a significantly higher forcing. The 
increased spreading is then caused by the higher forcing amplitude (amplitude modulation) rather than 
being produced by the phase of operation. 
Continuing with their work on high Reynolds and high Mach number flows, the effect of plasma 
actuation on supersonic jets was also reported by Kim and Samimy [74]. Perfectly expanded (M=1.3) 
as well as overexpanded (M=1.2) and underexpanded (M=1.4) jet configurations were studied. The 
benefits obtained from excitation by LAFPAs were similar to subsonic jets for the fully expanded jet, 
however the study revealed that the effectiveness of LAFPAs in controlling the underexpanded and 
overexpanded jets was minimal. A possible reason for this was given by suggesting that the generated 
large scale structures do not increase mixing due to lack of the forcing strength required to significantly 
alter the shock containing jet. More work on pulsed CJ excitation of underexpanded jets is clearly 
needed to explore the effectiveness of pulsed CJs in controlling shock containing jets and this should be 
another focus of the current project. 
The above studies reveal that as long as the forcing frequency of the control actuator is strong/powerful 
enough to disturb/perturb the flow, the important parameters affecting the control technique remain the 
same for both low Reynolds number incompressible flows and high Reynolds number compressible 
flows, no matter how the instability modes are excited (using acoustic controllers, pulsed jets or plasma 
actuators). This also shows that the pulsed CJs could be effectively used to control high Reynolds and 
high Mach number flows, if they can be operated in the required forcing amplitude and frequency 
range. The investigation of forced flow CJs (both steady and pulsed) as the research focus of this thesis 
-';:. -
1.4 Aims and Objectives 
The aims and objectives of the present investigation stem from the above summary of the literature. 
Controlling turbulent primary jet flows is reqnired in various applications including jet propulsion, 
aerodynamic noise and infrared radiation suppression to name a few. Many techniques for this purpose 
have1Jeenpioposeirillha~;th~ir limitations and no clearly proven optimum technique exists. An 
active control technique which has shown promise is the use of CJs (steady and pulsed), but the 
reported literature largely covers their effectiveness for low Reynolds number flows, mostly under 
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incompressible conditions. Few investigations which have focussed on compressible flows have carried 
out a detailed examination of the entire flowfield, and centreline measurements have mostly been used 
to gauge the CJ performance. Relying only on the centreline measurements can be misleading, 
particularly since it is known that CJ introduction makes the resulting flowfield highly three 
dimensional. Since higher Mach number flows require greater amplitude of forcing, a detailed analysis 
of CJs behaviour in high Mach number flows is clearly needed. The literature has identified the 
parameters which affect the CJ performance, but a detailed study of the effects of individual parameters 
needs to be done under appropriate operating conditions. This is even more important for the pulsed 
CJs, where extra parameters occur, particularly duty cycle and azimuthal modes. CJs effectiveness 
(particularly for pulsed jets) in shear layer control has not been investigated extensively numerically. 
Numerical studies would help in developing a better understanding of the fluid mechanics involved in 
the flow, since they provide a complete flowfield picture, which is not always available from 
experiments. 
Hence, the primary aim of the current research was set to study the effect of introduction of CJs (both 
steady and pulsed) in high Reynolds and Mach number jets to enhance the rate of mixing between the 
primary jet flow and the ambient. The main objectives of the study were thus identified as: 
• To design and commission a steady CJ system in the Loughborough High Pressure Nozzle 
Test Facility (HPNTF). 
• To design and commission a pulsed CJ actuator capable of producing the high amplitude 
forcing required for high ReynoldslMach number jets with a large frequency bandwidth 
(Strouhal number 0.1-0.4). The actuator should also make provision for varying the duty cycle 
and phase of the generated pulsations. 
• To investigate experimentally the effectiveness of CJ excitation (steady and pulsed) for 
""".-'."~.' InciiiasingtheJnixingof;' :',~==-:==-': =c=~:'Cc-:::='" :'Coc'~ 
(i) a high Mach number (M=0.9) subsonic jet, 
(ii) a moderately underexpanded (NPR 2.3) supersonic jet. 
• To study experimentally the effects of forcing amplitude, frequency, duty cycle and phase of 
CJs to find the optimum operating conditions. 
• To apply URANS CFD modelling to the jet plume behaviour under the influence of steady and 
pulsed CJ excitation to investigate the physical mechanisms important for enhanced mixing. 
~ ... ~-' ','; .-
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1.5 Thesis Structure 
The present chapter has provided an introduction to the motivation behind the current research project 
and the different techniques that have been used in the past to enhance the mixing of jets. The use of 
CJs (steady and pulsed) to increase the mixing of jets has been identified as the focus of the research 
project. The following chapter provides a brief introduction to the experimental facility [HPNTF (High 
Pressure Nozzle Test Facility)] and instrumentation available. It also provides details of the work done 
to introduce a new CJ circuit and the design and commissioning of the pulsation actuator. Chapter 3 
presents the numerical approach adopted in this thesis for the CFD study of CJ excited jet plumes and 
includes the governing equations, a description of the flow solver used, the grid strategy employed and 
details of the CJ modelling. Chapters 4 and 5 present the experimental results obtained for both steady 
and pulsed CJs on a Mach 0.9 subsonic jet and an underexpanded supersonic jet. The various 
parameters affecting the CJ perfonnance, identified in the present review are independently studied and 
their influence on jet mixing enhancement is analysed. Chapter 6 presents the results of numerical 
predictions; a comparison with the current experimental work is also included allowing an assessment 
to be made as to whether URANS modelling is able to predict adequately the unsteadiness in the flow 
due to pulsed CJ injection. The final chapter presents the main conclusions of this study and suggests 
further work in the area of CJ characteristics and their influence on the development of the near field 
region of high speed jet plumes. 
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Figures 
Figure 1.1 : FI6 Fighting Falcon with reheat 
Figure 1.2 : Northrop-Grumman B2 Bomber 
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Figure 1.3: Shear layer ofa subsonic jet 
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Figure 1.4: Typical mean axial velocity behaviour at the centreline of a subsonic jet 
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Figure 1.5: Typical nowfield for underexpanded supersonic jet plume 
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Figure 1.6: Typical mean axial velocity behaviour at th e centreline of an underexpanded 
supersonic jet 
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Figure 1.7: Normalised Pitot-thickness growth versus Md (Papamoschou and Roshko [141) 
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Figure 1.8: Compressibility effects on shear layer growth rate (Feng and McGuirk [151) 
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Figure 1.9: Schematic representation of vortices induced by tabs 
Figure 1.10: The jet cross-section at xJD =2 for the effeet of two solid tabs M=0.3 (left), M=1.63 
(Right). (Zaman et al. (27J) 
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Figure 1.13: 8 Pulsation actuators distributed radially along the nozzle periphery 
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2 Experimental Facilities and Instrumentation 
2.1 Introduction 
In Cbapter I, the use of Cls to enhance tbe primary jet mixing was identified as a technique baving 
potential to be used in real applications. Before this can be acbieved, tbere is clearly a need to 
understand the mecbanism by which mixing is enhanced by Cls and the operating conditions at which 
tbe Cls are most effective. Tbe present chapter outlines the experimental facility and instrumentation 
used. 
An experimental campaign is to be carried out to explore the capabili ty of Cls in manipulating tile 
sbear layers of high Macb number subsonic and underexpanded supersonic flows. The experiments 
were performed in the High Pressure Nozzle Test Facility (HPNTF) of the Aeronautical and 
Automotive Engineering Department at Lougbborougb University. Tbis required modifications to tbe 
faci lity since the HPNTF was not equipped with the means to test the performance of Cls in high speed 
flows at the start of this project. A pulsation system capable of controlling tbe amplitude, frequency, 
duty cycle and pbase of the pulsations was designed and incorporated into the facility. A 2-component 
Laser Doppler Anemometry (LDA) system was used to measure the effectiveness of the Cls since this 
permits the measurement of individual components of velocity, and turbulence characteristics sucb as 
RMS velocities, which were considered important parameters for the current investigation. An 
introduction of the HPNTF is provided first in Section 2.2. The details of the Cl system, and the 
pulsation mechanism are the topics of Section 2.3, whicb also covers the methods employed to monitor 
the pulsation characteristics. The LOA system, which was used as the primary measuring source during 
tbe experimental study, is described and discussed in Section 2.4. lllustration of the performance 
characteristics of the newly designed steady Cl system and pulsation system are provided in Sections 
2.5 and 2.6 respectively. Finally accuracy and potential sources of errors are presented in Section 2.7. 
2.2 The Test Facility (HPNTF) 
All experimental investigations in the current project were conducted using Loughborough University' s 
High Pressure Nozzle Test Facility (HPNTF). The facility was designed and constructed in 1994 to 
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permit the study of single/dual (primary/secondary) subsonic and supersonic jet flows for a wide range 
of nozzle scales, geometries and operating conditions up to Nozzle Pressure Ratios (NPR) of 5. Tbe 
range of operating conditions was further extended to include high temperature flows by the addition of 
an inline combustor in 1998 to study temperature/density effects on jet plume development, allowing 
jet toral temperatures of up to 900K in the primary stream. The following section contains a description 
of the layout and operation of the facility. 
2.2.1 Air Supply 
The air supply to the facility is provided by a combination of two KAESER rotary screw compressors 
located in a separate building; a model FSD 57l compressor powered by a 3l5kW electric motor is 
capable of supplying 0.7kg of air per second at a maximum working pressure of 15 bar (Abs), whilst a 
smaller compressor model CSDX 137 driven by a 7SkW motor supplies 0.2kg/s of compressed air at 
the same maximum operating pressure, to provide a total mass flow rate when both compressors are 
operating ofO.9kg/s. Both compressors can be operated independently and are controlled from a remote 
control panel located in the HPNTF control room. The air from the compressors is fed initially to a 
senling tank having a capacity of 5m'. Thi s acts as a pul sation damper and serves as a small additional 
reservoir of air when the nozzle mass flow rate required is higher than tile maximum steady state 
supply of the compressors. The compressed air then passes through two filters to remove any 
particulate matter. To reduce the moi sture content of the air, the compressed air is passed through a 
dual chamber, Zander KEN-MT 200 desiccant type dryer, which reduces the dew point to -40°C. 
Ambient air moisture, if not removed, may condense in the jet due to expansion cooling, potentially 
damaging measurement equipment and interfering with measurement teclmiques such as LDA. The 
dried air after passing through another filter is stored in two interlinked air receivers located outside of 
the test cell ; a large air receiver with a capacity of 100m3 and a smaller one having a capacity of ISm' . 
These air receivers again act as a buffer to prevent any pressure fluctuations arising from compressor or 
dryer operations reaching the test rig, as well as acting as the main reservoirs for 'blow-down' 
operation, when the nozzle size and NPR lead to an air mass flow rate greater than the compressor 
supply. The large surface area of the receivers and the residence time of tbe air in the receivers allow 
thermal equilibrium with the surroundings to be established, and hence the total temperature of the air 
supplied to the nozzle is taken to be constant and equal to the ambient static temperature- a Nozzle 
Temperature Ratio (NTR) of I , where NTR is defined as the ratio of nozzle total temperature to 
ambient static temperature. A working pressure of lObar can be achieved within 20-25 minutes. The 
air receivers are connected by a 6incb pipe and can be isolated from each other by means of a two way 
valve. The smaller tank once fully charged, can then be used to provide an air supply for the CJs, the 
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details of which will be discussed in Section 2.3. The compressors and the air receivers are shown in 
Figs 2.1 and 2.2 respectively. 
2.2.2 Primary Jet Air Supply - Pressure and Mass Flow Rate Control 
The compressed air is ducted to the test cell containing the nozzle rig via a 6 inch pipe, connected to the 
larger air receiver. Tbe air supply is controlled by two pneumatically controlled valves connected in 
parallel and located outside the test cell ; a 6inch main control valve, and a 2inch bypass valve (used to 
maintain stability during testing in blow-down mode). These valves provide baseline pressure (and 
hence mass flow rate) control, reducing the supply pressure from the level in the air receivers (typically 
15 bar (abs) at the start of a test) to a level closer [0 tile desired nozzle test conditions (depending on 
the NPR and expected test time, typically 4-5 bar (abs)). The valves also maintain a constant supply 
pressure to the test cell. These valves are controlled from within the control-room using an independent 
air suppl y coming from a portable compressor dedicated to the control valves to maintain steady 
conditions during testing. 
Once the high pressure air has reached the test cell, it passes through a hand-operated globe valve, used 
to isolate the rig in the test cell (Fig. 2.3). The flow is then split into two streams, one to supply a 
primary nozzle and the other (if required) to supply a secondary nozzle (for example the outer flow 
stream if a coaxial exhaust nozzle configuration is under test). The primary nozzle mass flow and 
pressure control system comprises a pair of computer-controlled pneumatic valves. The primary and 
secondary streams are controlled independently using their respective control panels from the control 
room. Only tbe primary flow control will be discussed here since only the primary stream was used 
during the current investigation. 
The primary stream control comprises a Spirax Sarco type C, 4 inch valve, combined witb a Smart 
Positioner SPI2 and programmable PID controller located on the control panel in the test cell control 
room (il lustrated in Fig. 2.4). The main function ofthe valve is [0 set and maintain the total pressure of 
the air supplied to the primary nozzle. Control can be achieved in two ways. The supply pressure can 
be controlled automatically by setting tile desired operating pressure and using the PID controller to 
maintain this. Feedback to the PID controller is provided by a Pitot probe mounted in the middle of the 
nozzle air delivery pipe, approximately O.Sm downstream of the primary control valve, combined with 
a calibrated Huba Control type 691 6 bar pressure transducer. The supply pressure can also be 
controll ed manually by opening the valve a fixed percentage using the controller in manual mode. In 
this mode the operator relies on Lhe Jordan valves to maintain a constant supply pressure. Tbe primary 
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control valve is also used as tbe main isolating valve during testing to stop the airflow between tests. 
The valve was operated in manual mode during the current investigation. 
2.2.3 Combustion System 
After the drivi ng stream control valve, the air enters a combustor (sbown in Fi g. 2.3), which can be 
used to raise the total temperature of the fl ow for high temperature tests. All of the primary air fl ow 
passes througb the combustor for both heated and unheated test conditions. The combustion system 
comprises a single can type combustor from the Rolls-Royce Spey and Tay family of gas turbine 
engines, located in a purpose built pressure vessel. Tbe combustor is fuelled using JET -AI aviation 
kerosene supplied from a location outside of the test cell building. Flow temperature downstream of the 
combustor is controlled manually by altering the overall fuel air ratio entering tbe combustor by 
varying the speed of a fuel supply pump via tbe control panel. Total temperatures are measured at the 
combustor exit and at tbe end of the nozzle air deli very duct by calibrated K type junction 
tbermocouples. Additional thermocouples are mounted at the combustor exit to monitor skin 
temperatures and at several locati ons 0 11 the ri g as a part of the safety system to shut down the 
combustor in the event of temperature limits being exceeded (900K maximum). The combustor was not 
used in any of the tests reported in this thesis. 
2.2.4 High Pressure Air Delivery to the Test Nozzle 
After leaving the combustor, the fl ow enters a transition piece to return tbe duct cross section from a 
36° annular arc at the combustor ex.it back to a circular cross-section and then into a o. I 55m diameter 
duct of 1. 166m length whicb is insulated to protect the outer duct from tbe high temperature gases. The 
flow then passes through a 4: I contraction into the final , uninsulated m.ixing and delivery duct and a 
nozzle holder extension duct having a total length of 1.3701 and 0.07801 internal di ameter. Tbe internal 
diameter of tbe deli very duct is reduced to 0.075m just upstream of the nozzle attachment point. A 
carefully machined groove on the outside of the nozzle holder extension duct allows for the attachment 
of various test nozzles using a series of grub screws di stributed equally around the circumference. 
After passing through tbe test nozzle, tbe flow enters the jet plume measurement region, wb.icb extends 
for 2m downstream of the nozzle exit. Measurements are conducted in a nominally static ambient 
environment, with the fluid required for entrainment into the jet entering tbe test cell through a flow 
conditioner in the entry panel, designed to reduce noise breakout from the test cell and located at the 
farthest extreme of the test cell away from the nozzle exit and jet plume measurement region. Finally, 
tbe jet plume enters a detuner which attenuates the jet noise and exhausts tbe jet fluid to atmospbere. 
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2.2.5 Test Nozzle Design 
A single nozzle was used in the present investigation since using nozzles of different sizes and shapes 
would have increased the number of variables affecting the fl ow, limiting the variation of the critical 
parameters identified in Section 1.3.2.2. Tbe nozzle geometry used was a simple convergent conical 
design with an exit diameter of 0.06m and a nozzle internal half angle of 11 0 baving a parallel 
extension at the exit. Nozzles with parallel wall exits have been shown to remove tbe presence of a 
vena-contracta [76] . The fillet radius at the end of tbe converging section transforming into the parallel 
section was negligible ("= 0.3 mm), wh ich resulted in neither a sharp corner nor a we ll defined fillet. 
Using a nozzle size of 0.06m helped in studying bigher Strouhal numbers (nozzle size is directly 
proportional to Strouhal number) tban would bave been possible had a smaller diameter been cbosen. 
The inlet diameter of the nozzle was 0.075m, fixed by the diameter of the supply pipe to which the 
nozzle was attached. The nozzle was manufactured from 316L stainless steel to allow high temperature 
testing without distortion and was polished to produce a hydrau lically smooth surface. 
A nozzle with a similar internal geometry was used by Trumper [7], who showed that the rapid 
acceleration of the boundary layer witbin the nozzle significantly reduced its momentum thickness 
Reynolds number and changed the state of the boundary layer from turbul ent to laminar-like. The 
addi tion of a parallel extension to the nozzle exit, however, allowed the boundary layer to relax quickl y 
back to a full y turbulent state at exit. Since real aircraft exhaust jets are in a fully turbulent state, it was 
felt important to use a parallel extension at the exit in tbe reduced scale nozzle testing carried out bere. 
The nozzle lip thickness was 2mm whicb was dictated by the minimum thickness required to 
incorporate the Cl s at the nozzle exit plane; a larger value would have affected the acoustic behaviour 
of the flow (acting possibly as a screech enhancing reflection surface for underexpanded jet cases), and 
a lip thickness of 2mm was the minimum thickness required to support the pulsation system. The 
external convergent angle of tbe nozzle was 70 with a 220 cbamfer near the nozzle exit. The external 
geometry of the nozzle was driven by the design of the pulsed CJ system, wbicb will be discussed in 
the foll owing section. Tbe nozzle geometry is illustrated full y in Fig. 2.5. 
The number of Cl s during the present study was limited to 2 since tbis number bas been found most 
effective for mixing enhancement purposes [68]. The size of the CJ orifice was set to 2mm, which bad 
been found effective in controlling jet shear layers by Bebrouzi and McGuirk [67] with the mass flow 
ratio (I % of the primary jet) within acceptable limits. Two straight holes of 2mm diameter each and 
spaced 1800 apart were dri lled in the nozzle geometry, 2mm upstream of the nozzle exit plane whicb 
acted as Cl orifices. Two small blocks were then fastened at tbe CJ locations on the outer surface of the 
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nozzle to support the Cl supply pipes and other measuring instruments (discussed in Section 2.3.2. 1). 
The compressed air for the Cls came from a tertiary air supply system, which is discussed in the 
following. 
2.3 Control Jet System 
At Ille outset of this study, the HPNTF was not equipped with the means to test tbe performance of Cl s 
in high speed fl ows. Hence, there was a need to supplement tbe current facil ity with a tertiary ai r 
supply system for the Cls. The details of the CJ system developed are described in tbe following . 
2.3.1 Control Jet Ai r Supply 
As discussed previously, the smaller of the two air recei vers can be isolated from tbe compressors once 
fully charged using a two way valve. lllis air receiver supplies air to the test cell via a 2 inch pi pe. The 
air pressure in the supply line is controlled remotely from the control room via an air regulator, 
reducing the pressure from 15 bar abs (or any lower pressure in the tank) to a value close to the desired 
Cl pressure. As the CJs are monitored and controlled from the control room during the tests, the supply 
pipe is diverted to pass through the control room. A pressure regulator is introduced into the path of the 
supply pipe in the test ceU control room to allow manipulation of the air pressure feeding the Cls. Tbis 
is done by monitoring the suppl y pressure reading on a HUBA Control Type 69 1 absolute pressure 
transducer located as close to the CJ orifices as possible to avoid the influence of any losses in the 
supply pipe. The transducer has an operating range of 0·6 bar and is calibrated against a Oruck OP6 10 
0·7 bar (gauge) pressure calibrator before the tests. Once the desired Cl pressure is set by the regulator, 
the supply to the CJs is controlled via a simple mechanical valve, which ensures that the operating 
pressure of the CJs is not di sturbed during multiple tests. As discussed in Chapter I, the mass flow ratio 
of the CJs to primary iet should be kept to a minimum. Therefore, a Brookes Instrument 5863S mass 
fl ow meter with a fl ow range of O-O.4m'/min (corresponding to a mass flow range 0-0.008621kg/s at 
STP) is used to monitor the mass fl ow rate through tbe CJs. The size of the flow meter dictated the use 
of a !inch pipe, so the size of the supply pipe was reduced to 1 inch diameter inside the test cell. 
Provision for introducing LOA seeding particles is al so made in the system; the seeding particles can 
be used for measuring the CJ velocity and the amplitude of pulsations using the LOA measurements (as 
was done during the commissioning phase of the CJ system, see below). The size of the CJ supply pipe 
is finally reduced to 6mm close to the nozzle. Th.e control fl ow is split into two streams for steady Cl s 
using two identical pipe lengths to ensure the CJs are balanced, or is fed into the pulsation system 
(discussed below in Section 2.3 .2) before reaching the Cl orifice ex.it, where it is introduced into the 
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primary jet flow orthogonal to the nozzle axis and close to the nozzle exit plane. The CJ air supply 
system is shown schematically in Fig. 2.6, while the setup used for steady CJs is shown in Fig. 2.7. 
2.3.2 Pulsation System/Actuator 
The pulsation system consists of a rotating shaft with a hole in it confined within a small block. The 
block can be supplied with high pressure air on one side and is connected to the Cl orifice in the nozzle 
wall at the opposite side (Fig. 2.8). The shaft is rotated using a pneumatic AT A Power Tools model 
SP75R grinder with a maximum attainable speed of 75000 rpm (driven by shop air pressure). When the 
hole in the rotating shaft is suitably aligned with the holes in the block leading to high pressure air 
supply and control jet orifice, the high pressure air is directly ducted to the CJ orifices, which are 
tberefore pul sed at a frequency determined by: 
J=2N 
60 (2.1) 
Where N is the rpm of the shaft and the factor '2' shows that, one revolution of the shaft pulses the jet 
twice. The grinder shaft speed is controll ed from the HPNTF control room using a pressure regula tor. 
For precise control over the rotational speed at lower Strouhal numbers (up to 0.3), a NOROREN 
precision regulator 01' (regulated pressure range of 0.07-4 bar) was used. This pressure regulator is 
connected in series with the main regulator and is bypassed when the operating pressure of the grinder 
exceeds the pressure range of the precision regulator, using a two way valve. The rotational speed of 
tbe shaft was determined by using a digital tachometer which monitors the shaft rotation during tbe 
tests. This tachometer is a non-contact laser data instrument and uses a Class II laser source 
(wavelength 635nm) with an optical range of 2m and an angular range of ±80·. The tachometer is 
mounted on a tripod next to the nozzle during the tests with the laser beam pointing towards the 
rotating shaft (shown in Fig 2.9). The tachometer provides direct data output through a serial cable to 
the control room PC and is operated remotely via a software providing both instantaneous and averaged 
shaft rpm values with a resolution of±lrpm and an accuracy of±l% in the range 100-60000rpm. A 
complete record of the tachometer reading was saved in a log fi le for all tests reported in this thesis, 
and was used to calculate the average rotational speed (N) of the grinder and also judge the stability of 
the grinder. This reading was also used to determine the frequency of pulsation using Eq. 2.1. 
2.3.2.1 Pressure Fluchlalioll Measurements 
To measure the Cl pressure fluctuations during testing, two Kulite XTE-140M bigb frequency response 
pressure transducers (shown in Fig. 2.10) with a pressure range of 0-10 bar and natural frequency of 
==450kHz were placed very close to the Cl exit orifice (see Fig. 2.8). Two sma ll blocks, attached to the 
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outer surface of the nozzle as protrusions housed the transducers. Before use, these transducers were 
calibrated against a Druck DP610 0-7 bar (gauge) pressure calibrator. A third order polynomial 
calibration curve used to convert pressure transducer voltages to pressures is shown in Fig. 2.11. TIle 
calibration was periodically checked to identify any drift during prolonged test periods. To reduce 
electrical noise, a National Instruments SCXI 1000 signal conditioner chassis and SCXI- I032 terminal 
block and shielded cable were used to transfer signals from the transducers in the test cell to the data 
acquisition computer located in the adjacent control room. The transducers were used to record a time 
history of the pressure flucruations, providing an indication of the amplitude, duty cycle and phase of 
the pulsed CJs during testing. In addi tion, the gathered data was later converted to the frequency 
domain to resolve the frequency of pul sation using a MATLAB code (described in Section 2.6.2.2). 
The pulsati on profil es were also used as inlet boundary conditions for CFD simulations (to be discussed 
in Chapter 3). The data acquisit ion from the transducers was accomplisbed through a National 
Instruments PCI-6023E, 16 channel, 12 bit data acquisition card with a maxi mum sample rate of 200 
kS/s. Control of the data logging, sampling rate, and real-ti me down loading of the data were achieved 
by a programme wri tten in LABVIEW. The sampling rate from the pressure transducers for the tests 
di scussed in this thesis was typi cally set to 20kS/s. 
2.3.2.2 Variatioll of Pulsatioll Parameters 
The pul sation actuator system introduced is capable of varying the ampl itude (see Fig. 2.12), frequency 
(Strouhal number), duty cycle and phase of the pulsations. The foll owing is an explanation of the input 
variables that control these cri tical parameters. 
1) AMPLITUDE VARIATION 
Since the pressure supplied to the pulsation actuator determines the pulsation amplitude, the CJ supply 
pressure was varied using the pressure regulators to control the amplitude of pulsation. 
2) FREQUENCY V ARIA TION 
The Strouhal number of pulsation was varied by adjusting the rotational speed of the grinder by 
controlling the shop air supply pressure which dri ves the grinder. Thi s was done using both main and 
precision pressure regulators for lower Strouhal numbers (up to 0.3) while bypassing the precision 
regulator for higher Stroubal numbers. The shaft rotational speed was monitored continuously using the 
tachometer to ensure that the pul sed CJs frequency corresponded to tlle desired Strouhal number. 
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3) DUTY CYCLE VARIATION 
As explained above, it is the alternate blockage and supply of air to tbe Cl orifice caused by the 
rotating shaft connecting and disconnecting the 'through-flow' hole in the pulsed jet block which 
produces the pulsation action. The duty cycle (a) of the pulsed Cl s is rel ated to the shaft diameter (D) 
and the througb-flow hole diameter (d) by: 
4d 
a=-
Jd) (2.2) 
where d is the diameter of the bole and D is the shaft diameter. Various duty cycles can therefore be 
established by adjusting the hole and shaft sizes. The pulsed Cl tests discussed in tillS thesi s were 
conducted for two duty cycles. Thi s was achieved by using two separate sets of shafts and blocks. A 
duty cycle value of 0.63 was achieved by drilling a 4mm hole in an 8mm shaft. A smaller duty cycle 
value of 0.32 was achieved using a 12mm shaft with a 3mm hole in it. 
4) PHASE V ARIA T10N 
The pulsation system design discussed above was ini tial ly used for running the Cl s in phase with each 
other. The design of the actuator was slightly modified when the Cl s were to be operated out of phase 
(by 180°) with each other (see Fig. 2.13). The rotating shaft used contained two holes offset from each 
otber axially, and perpendicular to each other circumferentially. The shaft confining block contained 
two separate ducts connecting high pressure air supply lines wbich feed the Cl s when the shaft boles 
were suitably aligned. This configuration allowed the two Cl s to operate 180° out of phase. When the 
shaft rotates, one of the Cls (e.g. A) is ON due to the alignment of one shaft hole with the supply air, 
whereas the other Cl (E) still experiences an OFF period as the air supply is blocked by the shaft. 
When the shaft has rotated by 90°, the situation reverses. The CJ which was ON has turned OFF while 
the Cl which was OFF is now ON. The setup used for the out of phase pulsed Cls is shown in Fig. 
2.14. 
2.3.3 Test Procedure 
Steady Cls were studied at two different supply pressures of 2 bar and 3 bar (abs), to investigate the 
effect of disturbance amplitude on shear layer development. The Cl pressure was set without any 
primary jet, using the pressure transducers housed in the small blocks on the outer surface of the 
nozzle. Once the desired CJ supply pressure value was set, the primary jet was turned on. For subsonic 
tests, turning the primary jet on did not result in any change in the transducer reading. However, for 
supersonic underexpanded jets, a rise in tile pressure value was observed by the transducer. This will be 
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discussed in detail in Chapter 5. During multiple tests, the mechanical valve in the CJ line was used to 
switch the CJs on and off to ensure that all the tests were conducted at the same CJ pressure values. 
Pulsed CJs tests were studied only for one supply pressure. The pulsation amplitude for the tests 
reported in thi s thesis was desired to be 2 bar. As discussed in Chapter I, a comparison of the 
effectiveness of steady and pulsed CJs in enhancing mixi ng should be made by keeping the maximum 
pressure during a pu lse equal to the steady Cl supply pressure, instead of equating the time-averaged 
mass fl ow rates between steady and pulsed CJs. The current thesis aimed at establishing thi s 
compari son and the fo llowing procedure was adopted to achieve thi s. Prior to supplying ai r to the 
pul sation system, the grinder was turned ON and allowed to run freely at the desired rotational speed 
(to attain the required Strouhal number). Thi s was done to remove any speed variability due to the 
initial inertia of the grinder. The Cl ai r supply was then turned on and pressure was adjusted using the 
ai r regulator in the control room, and noting the pressure data from the miniature transducers, until the 
desired pulsation amplitude was achieved. Since an independent study of the different parameters 
affecting the pulsed Cl ability as a mixing enhancement device was desired, the supply pressure to the 
pulsation system was kept constant for tests at the different Strouhal numbers, Thi s was achieved by 
noting the supply pressure val ue to the pul sation system (using HUBA transducer, placed upstream of 
the pulsation system, as detailed above), when the Cl was operative at the lowest Strouhal number 
tested. This pressure reading was then kept constant for the entire range of the Strouhal numbers tested 
at a particular duty cycle and mode. Any change in the pul sation amplitude thus obtained, was then 
solely due to the hi gh rotational speed of the shaft required for the higher frequencies. Tllis also helped 
in establishing a direct comparison of the steady and pulsed Cl effectiveness in enhancing the spread of 
the shear layer at-the slfme maximum pressure. Finally the primary jet was turned on. 
AS nozzle operatiilg conditions are usually described in terms of non-dimensional Nozzle Pressure 
Ratio (the ratio of nozzle inlet total pressure to ambient static pressure), the local ambient static 
pressure was measured by a Druck type DPl 141 resonance barometer located in the control room. It 
was assumed that variations in static ambient pressure between the test cell and the control room were 
negligible. 
2_4 Laser Doppler Anemometry (LOA) 
Laser anemometers are non-contact optical instruments used for the investigation of fluid fl ows. The 
development of continuous wave gas lasers has made it possible to use the Doppler effect in an optical 
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non-intrusive method for measuring the velocity of gases, liquids and solids, and this Doppler effect is 
utilized in Laser Doppler Anemometry (LOA). LOA, introduced in the 1960's is a point based 
measuring technique and can be used in any gas or liquid flow with optical access to the measurement 
point provided micron sized seeding particles are present in the flow. Being a non-intrusive technique, 
the measurements do not disturb the flowfi eld, removing problems with alterations in local flow 
conditions by measuring probes. Other advantages include directional sensitivity, high spatial and 
temporal resolution, and capability to measure instantaneous and time-averaged quantities accurately. 
LDA is capable of measuring all type of flows, for example flows with high levels of turbulence and 
recirculation regions (where components of the velocities may be negative), and high temperature 
flows, and can provide turbulence characteristics such as Reynolds normal and shear stresses, which 
are important when studying turbulent flows . The technique has been effectively demonstrated in high 
speed jet flows in the HPNTF by Feng and McGuirk [30]. 
Despite the numerous advantages of LOA over intrusive measurement techniques, it is not without 
limitations, in particular, those which stem from the requirement to add tracer particles to the fl ow; 
these are discussed in the section on errors (Section 2.7) below. Strictly speaking, LDA is an indirect 
measuring technique since it measures the velocity of tracer particles in the flow. A brief introduction 
to the basic components of the LOA system is given below. For details on the principles and practice of 
LDA, the reader is directed to the works of Durst et al. [77], Buchhave et al. [78] and Albrecht et al. 
[79] ; in the follo\ving section, only matters of specific relevance to the current experiments are 
presented. 
2.4.1 Basic Components 
The basic configuration of an LOA system consists of (Fig. 2.15) 
I. A continuous wave laser. 
2. Transmitting optics, including a beam spl itter and a focusing lens. 
3. Receiving optics, comprising a focusing lens, an interference filter and a photodetector. 
4. A signal conditioner and a signal processor. 
The measurement volume is formed by the intersection of two coherent laser beams (Fig. 2. 16). The 
interference pattern thus generated, consists of a series of fringes of alternating light and dark planes. 
The fringe spacing Car) is the distance between consecutive interference fringes within the measurement 
volume and is purely a function of the beam intersection angle (a) and the wavelength (A.) of the two 
beams: 
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d = A-
I 2Sin(B/ 2) (2.3) 
When a particle passes through the measurement (intersection) volume, the scattered light, received by 
a detector, has components from both beams. Due to changes in the difference between the optical path 
lengths of the two components, this interference produces pul sating light intensity. When the particle 
traverses this fringe pattern, the scattered light fluctuates in intensity with a Doppler frequency, which 
is determined by the signal processor. This infonnation is then used to calculate the velocity of the 
particle by the signal processor by combining it with the fringe spacing [80]. The following section 
provides the details of the LDA system available in the HPNTF. 
2.4.2 HPNTF LOA System: Configuration and Operation 
LDA measurements were conducted using a DANTEC DYNAMICS 2·component system which IS 
located within the control room (Fig. 2.17). The system comprises of a Spectra Physics Stabilite 2017 
Argon-Ion 5W laser mounted on an optical rail in line with a DANTEC Fiberflow 60X41 transmitter. 
The transmitter contains a beam splitler which divides the light source into blue and green wavelengths 
(488nm and 514.5nm respectively) which are used for performing the measurements, and a violet 
wavelength (476.5nm) which is used as a reference for alignment purposes. The transmitter also 
contains a Bragg cell, an opto-acoustic device which adds a 40MHz frequency shift to one of the blue 
and green pairs of beams, this is required to remove directional ambiguity. 
Each of the beams are launched into fibre oplic cables using a series of fiber manipulators which allow 
the 'tuning' of the fibres which convey the beams to a DANTEC 85mm Fiberflow variable beam 
separation probe with a focal length of 31 Omm. Measurements were conducted in tbe ' back-scatter' 
mode where the transmitter probe also contains the receiving optics. Using the ' back scatter' technique 
greatly simplifies the measurement process since a separate collecting optic is not required which 
would be difficult to align and which would be affected by noise and vibration caused by the jet. The 
probe uses a multi mode optical fibre to transmit the collected light which has been scattered by the 
seeding particles passing througb the measurement volume to the colour separator and two separate 
photomultipliers. 
A beam expander was also used during the experiments to improve the measurement resolution for 
measuring-the flows with large velocity gradients. The DANTEC 55XI2 beam expanders increase the 
diameter of tbe beams emitted by the probe by a factor of 1.98 which then reduces the width and length 
of the beams emitted by the probe by the same factor. The use of a beam expander also improves the 
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Doppler signal as the power density is increased wben the beams are focussed on a smaller area, 
increasing data rates. The beam spacing is the distance between the shifted and the unshi fted beam 
before entering the front lens or the beam expander (if used), and can be adjusted by screws provided 
on the probe. The beam spacing affects the velocities measured by tbe LOA system significantly so it is 
very important to adj ust tbis distance accurately before gatllering data. Details of the measurement 
volume created at the crossing intersection of the beam pairs with beam expander are sbown below in 
Table2.\. 
LOA I (Green) LOA 2 (Blue) 
Wavelengtb (nm) 514.5 488 
Focal Length (mm) 310 310 
Beam Spacing (mm) 20 20 
Expansion Ratio \.98 \.98 
Fringe Spacing (Jlm) 4.036 3.838 
Number of Fringes 18 18 
Measurement Volume Diameter (mm) 0.076 0.072 
Measurement Volume Length (mm) 1.1 92 1.1 3 1 
Table 2.1: Measurement Volume Cbaracteristics With Beam Expanders 
2.4.3 Signal Processing 
The Doppler signals produced by tbe seeding particles passing througb the measurement volume are 
processed by a dual-channel DANTEC F80 Burst Spectrum Analyser (BSA). The BSAs are controlled 
remotely from the control room computer via a standard Ethernet adapter, to convert the Doppler 
signals into velocities. For the LOA equipment available, the BSAs have a maximum Doppler 
frequency of 180MHz and a bandwidth of 120MHz to allow the measurement of high speed and highly 
turbulent flows. 
The first stage of signal analysis involves digitising the voltage time history of tbe Doppler bursts, 
sampling the signal at regular time intervals. This is done automatically by tbe BSA, centring the 
sampling period about the burst maximum tben adjusting the sampling time based on tbe duration of 
each burst [81]. The digitised signal is tben converted from lime domain to frequency domain by a 
Digital Signal Processor (OSP) via an 8-bit Discrete Fourier Transfonn (OFT). The number of 
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frequencies resolved by the OFT is equal to the number of samples, N. The frequency resolution (bin 
width) of the spectrum produced by the DFT is given by 
6.1. =-'-j; 
, N6.I, N (2.4) 
where f, is the sampling frequency (samples collected per second), N is the total number of samples and 
6.t, is the period between samples. Eq. 2.4 clearly shows that increasing the number of samples 
increases the resolution of the frequency spectra. Hence, to improve resolution and accuracy, the 
number of samples is increased througb the process of 'zero padding', i.e. adding a string of Os to the 
end of the dataset processed by the DFT, decreasing the freq uency spacing (M,) without adding any 
additional spectral content to the output. The Doppler frequency, fd' is deri ved and validated by curve-
fi tting the frequency spectrum, and comparing the power spectral density of the two largest peaks. If 
tbe ratios of the two peaks is below a user-defined value, the burst is rejected, otberwise the data are 
recorded for further processing. 
2.4.4 Flow Seeding 
The LDA technique relies on the presence of tracer particles within the flow under investigation to 
reflect tbe light that forms the Doppler burst. In thi s respect these seeding particles can be considered to 
be the actual velocity probes. The particles must be small enough to track the flow accurately, yet large 
enough to scatter sufficient light for the photodetector to be able to detect the Doppler frequency. 
Ideally, the particles should also be neutrally buoyant in the fluid, that is they sbould have the same 
density as the fluid but tbis in most cases is not possible. Two different types of seeding particles were 
used during the investigation and are discussed below. 
2.4.4.1 Liquid Seedillg 
Tbis seeding is produced by a TOPAS A M 230fDL aerosol generator (Fig. 2. 18) powered by an 
independent air supply (shop air) set and monitored from wi thin the test cell control room. DEHS (Di 
ethylbexyl seacate) was used as the seeding fluid . The seeder unit produces an aerosol with a modal 
droplet diameter of O.2S).lm. The number of seeding particles was controlled by altering the pressure 
supplied to the seeder. Optimum seeding, based on measured data rates, was produced when the seeder 
supply pressure was 2 bar greater than the nozzle supply total pressure. The liquid droplet seeding was 
added to the high pressure air supply using an injector located downstream of the combustor, 
approximately 2m upstream of the nozzle exit. However, initial investigations with the use of liquid 
seeding particles did not yield sufficient data rates due to the testing of high Mach number fl ows in the 
current study. At high NPR values, condensation occurs of the moisture in the entrained ambient air 
50 
Experimental Facilities and Instrumentation 
within the shear layers (where the static temperatures were very low due to high velocities and a total 
temperature equal to the ambient temperature), causing very poor signal to noise ratios. Therefore solid 
seeding was used for all the tests reponed in this thesis. The liquid seeding was used for the CJ 
amplitude measurements during the co=issioning of the CJ system (discussed in Section 2.5). 
2.4.4.2 Solid Seeding 
The solid seedi ng system comprised a SCITEK Consultants PS- IO, solid particl e seeder for high 
pressure flows (Fig. 2.18). The seeding panicles were contained within a rotating canister in powder 
form; tbis deposited the powder in front of a series of bigh pressure microjets which were responsible 
for fluidising the powder. The seeding density is set and monitored remotely in the test cell control 
room by adjusting the rotational speed of the canister. Alumina (Al,O); Aluminium oxide) polishing 
powder with a particle size ofO.3J.lm and a high melting point was used as the seeding. The powder was 
ki ln dried before use to remove any moisture and stop the powder caking in the seeder uni t and in the 
main flow. The air supply for the microjets was taken from the rig air supply, upstream of the globe 
valve in the test cell. The pressure for introducing the seeding in the fl ow was set at 3-4 bar so that 
there was enough pressure difference between tbe air suppl y pressure and seeder pressure to prevent the 
fl ow of particles in the reverse direction which can result in blocking of tbe system. Solid seeding was 
introduced into the primary nozzle supply duct using an injector located downstream of the combustor, 
approximately 2m upstream of the nozzle exit, to allow the panicles to become uniformly distributed 
through the flow, which was verified by tbe constant data rates obtained within the core region of the 
jet. 
2.4.5 LOA Traverse System 
WA Probe positioning and traversing were achieved using a three axis OANTEC lightweight 41T333 
travers~with a resolution of 6.25J.Un in all axes. Traverse control and data acquisition were managed 
through OANTEC BSA flow software. The software provides full control of the measurement 
parameters (such as centre, frequency, and bandwidth). Further details are available in [82]. 
2.4.6 LOA System Alignment 
When performing LOA measurements (for a multi-component laser system), a coordinate 
transformation of the raw measurements is utilised when limited optical access, or other physical 
restraints, or measurement accuracy cause the velocity measurements to be taken along directions not 
coinciding with the coordinate directions. As the LOA configuration required a transformation of the 
velocity components, it was important to ensure that the measured velocities from different channels 
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(green and blue) are from the same particle at the same time. A coincidence window (maximum time 
interva l between signals being received from different cbannels) was introduced in the controll ing 
software [82] for this purpose. This can be done by placing the velocity channels in the same group 
and is referred to as bardware coincidence. If tbe two channels are processed independently, a time 
span is defined and any signals from tbe two channels arriving with a time difference greater than the 
span specified are deemed to be noncoincident and are excluded from the signal analysis. An 
appropriate time is the time taken for a particle travelling at the maximum velocity expected in the flow 
to cross the measurement volume [82]. The controlling software was set to attain hardware coincidence 
for the measurements discussed. 
It was also important to ensure that the two pairs of beams intersect properl y at the same location, 
otherwise individual particles may not cross the intersection of both the blue and green beams, resulting 
in poor data rates. The problem becomes more acute as the size of the intersection volumes of the two 
sets of beams becomes smaller, as is the case when beam expanders are used. To ensure that the 
location of the beam intersections for the two beam pairs occurred at the same position, the intersection 
was checked by passing the beams through an objective pinhole, mounted on the optical rail which 
supports the probe, and located at the intersection of tbe beams, then projecting tbe beams on to tbe 
wall of the test cell. If necessary, the intersection was adjusted using the beam adjusters located on the 
probe. The beam aligmnent can also be checked using a sensor, mounted on the optical rail at the focal 
length of the lens and using a DANTEC software whicb records images of the beams. If alignment is 
required, it can be done using the beam adjusters. 
The optical axes of tbe beam pairs emitted by the transmitting probe were orientated at ±45° to tbe jet 
centreline ~ucb that both of the channels would be measuring velocities of similar magnitude, whicb 
allowed identical (approximately, they differ slightly due to the different wavelengths of the two 
channels) centre frequencies and bandwidths to be used. This orientation al so allowed the 
measurement volume to be located closer to the nozzle lip compared to the case where the two beam 
pairs were nonnal and aligned with the centreline. The correct orientation of the transmitter probe was 
achieved by projecting the beams onto the wall of the test cell and rotating the probe unti l the beams 
coincided with a datum marked on tbe wall. For LDA to work properly, the flow direction must be 
opposite to the fringe movement; this must be ensured before acquiring data. nle fringes move in tbe 
direction of the shifted beams, therefore their direction of movement was noted by switch ing the 
Doppler shifted blue and green beams only. If an adjustment was required, as was the case whi le using 
the LDA system to measure the CJ velocities and pulsation amplitude at different pressures during the 
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commissioning of the CJ system, the orientation of the probe was adjusted by unscrewing the probe 
adjustment screws and rotating the probe 90° in the clockwise direction. When the main jet was to be 
measured, the probe was moved back to its 'original' position. A schematic of the orientation of the 
beam pairs relative to the nozzle centreline is shown in Fig 2.19. 
2.4.7 Data Reduction 
The velocity components measured by the two LOA channels were first filtered to remove any spurious 
samples that occurred due to the large bandwidth required to measure the complete radial profile in a 
single operation. Before deriving time-averaged statistical quantities such as mean and RMS velocities, 
the measured instantaneous velocity components (ULDAI (green) and ULDA1 (blue» were transformed 
into Cartesian components of velocity (U,,,,, and W,,,,.). This was done using the generalised optical 
transformation gi ven by 
C11 ][U LOA I] 
cn U LDA2 
(2.5) 
where 
C12 ] [cose 
C22 = Sine 
cose] 
- Sin e (2.6) 
where e is the orientation of the beams relative to the nozzle centreline. Solving Eq. 2.5 gives a set of 
two equations for calculating Uim,(in x direction) and W ;"S1 (in z direction). 
(2.7) 
(2.8) 
As the orientation of each pair of beams relat ive to the nozzle is known (9=45°), Eq. 2.6 for the current 
study was 
C,2 ] = [0.707 
C 22 0.707 
0. 707 ] 
-0.707 (2.9) 
From the instantaneous velocity components time-averaged quantities can be defined. The mean 
velocity is defined as: 
(2.10) 
where N is the number of velocity samples and '1. is the transit time weighting factor given by 
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(2.11) 
where ti is the transit time of the i· seeding particle. Its use is di scussed in more detail in Section 2.7. 
Tbe root mean square of the fluctuating velocity components is defi ned as 
N-I _ 
U = L/7,(U, -U)' (2.12) 
i=O 
Eqs. 2.10 and 2.12 were also used to calculate the mean and RMS velocities of tbe velocity in the z 
direction by replac ing U with W. 
2.4.8 Test Procedure 
In order to maximise the data rates atlained by the LOA, the laser beams were ' tuned ' prior to all 
testing. This involved aligning the end of each of the transmission fi bres using the fibre manipulators to 
ensure that the beam was correctly launched into the fibre. Alignment was gauged aga inst the power 
output of each of the beams, as measured by a laser power meter, and adjusted unti l the maximum was 
obtained. 
For all the tests reported in this thesis, the origin of the traverse system was taken at the centre of the 
nozzle exit plane. The first station was profile measurements was, however, slightly downstream 
(0.050,) of the origin . Thi s location was dictated by tbe need for unobstructed beam paths between the 
probe and the measurement location for all measuring points in the radial direction. Using a predefined 
set of measurement locations, the probe was moved along the centreline and in the radial direction at 
different axial stations to gather velocity fi eld data. The maximum number of samples gathered at each 
measuri~g point was ; et to 15000. Due to tbe limited periods of time during which steady conditions 
can be maintained in the rig, it was not practical to wait and record 15000 samples in regions of low 
data rates (regions close to the nozzle wall and at the outer edge of the sbear layer). For this reason the 
maximum time limit for collection at each point was set to 5 seconds regardless of whether 15000 
samples had been collected or nol. However, the data rates obtained with solid seeding particles were 
much higber (::: IOkHz) and most of the statisti cal quantities described have been calculated using 
15000 samples. The duration of a run depended on tbe number of measuring points and the data rates; 
typical run times were 4-5 minutes for the radial profil es and 5-6 minutes for centreline measurements. 
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2.5 Commissioning of the Steady Control Jet System 
Commissioning of the Cl air supply system was carried out after successful installation of the system in 
tbe HPNTF. A single CJ orifice of 2mm dia was attached to a nozzle away from the main nozzle exit 
plane and connected to the Cl air supply system (see Fig. 2.20). The di stance of the Cl orifice from the 
nozzle exit plane was adjustable. A combination of LDA measurements and schlieren visualisations 
(for details of the schlieren system used, see [15]) were performed at different Cl supply pressures io 
the range of 1.5 bar to 6 bar (abs), without any primary jet flow, to determine the working range of the 
Cl air supply system. Fig. 2.21 shows sehlieren images of the CJ for two different supply pressures in 
the subsonic and supersonic range. Tbe jet emitting from the Cl nozzle can be clearly seen in the 
schlieren images, with the presence of strong shock cells emanating at the exit of the Cl orifice also 
evident in Fig. 2.2 1 b. These images demonstrated that the air supply system was operating 
sati sfactori ly. The LDA system available was used to gather velocity field infonnation at the exit of the 
CJ orifice. The mean velocity at the centreline of the CJ at di fferent suppl y pressures is shown in Fig. 
2.22, which clearly shows that the steady CJ system was responding to the increase in supply pressure 
and was functioning properly. Thus the system can be used to investigate the effectiveness of steady Cl 
in enhancing the mixing of high Mach number jets with the ambient fluid. 
2.6 Performance Evaluation of the Pulsation System 
Since the proper operation of the pulsation system needed to be demonstrated before pulsed CJ 
effectiveness could be investigated, several tests were performed initially to evaluate the performance 
of the pulsation system. The predominant evaluation of the pulsation system was done before the 
installation of the Kulite pressure transducers in the Cl orifice blocks. The LDA system was therefore 
used to measure the CJ velocities directly at the outlet oftbe Cl orifice as discussed in the following. 
2.6.1 Pulsation Amplitude 
For the LDA system to be able to measure the pulsation parameters accurately, the laser beam 
intersection (fonning the measuring volume) should occur at the CJ orifice exit. As thi s was not 
possible due to the blockage of the laser beams by tbe nozzle surface, the two Cls were reproduced for 
the purpose of these tests by drilling two holes of 2mm dia each in a separate block (shown in Fig. 
2.23), which was attached at the end of the nozzle to Sllpport the pulsation system. The 8mm shaft with 
a single 4mm hole (duty cycle 0.63) was used during these tests. The tests were conducted at variable 
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shaft speeds. All the tests were perfonned at a CJ supply pressure of 2 bar (abs) without any primary 
jet. A schematic representation of tbe system is shown in Fig 2.24. 
The LDA system was used to record a time history of the CJ flow by logging each validated seeding 
panicle in the fl ow and provided instantaneous velocity measurements. The time hi story data was later 
convened 10 tbe frequency domain using the FFT (Fast Fourier Transform) subroutine of MATLAB to 
provide the frequency of pulsation. For the LDA system to be able to give a true time-resolved picture 
of the flow, the data rate of the seeding particles should be an order of magnitude greater than the 
frequency of the pulsation system, since data rates close to the pulsation frequency would not give an 
accurate picture of the time-history flowfield. Liquid seeding particles (DEHS) were used and data 
rates of approximately 15000s·' were achieved for these tests. 
The tests were conducted at various shaft speeds and maximum pulsation frequency tested was '" 1400 
(detennined using the MATLAB code discussed below). A sample of the velocity measurements 
spanning a period of 10ms from one of the tests is provided in Fig. 2.25 to illustrate that the pul sation 
actuator was providing the desired outputs. The velocity plot for the osci llating jet shows very 
consistent pulses are formed with a maximum velocity of approximately 160mls and a minimum 
veloc ity very close 10 zero (== JOm/s). The shape of the excitation resembles a triangular waveform. 
2.6.2 Pulsation Frequency 
For the pulsation system design to be judged successful, it must be capable of controlling the frequency 
of the excitation accurately. This frequency can be determined eitber through the inputs of the pulsation 
system (shaft rotational speed) d.\1ring the tests Or can be evaluated by tbe outputs of the system 
(measuring some parameter of the CJ ai rflow) post test measurements. For design evaluation, it was 
thought necessary to detennine the frequency using both inputs and outputs to ensure that the inputs to 
the system performance was fit for purpose. 
2.6.2.1 Inputs to tlte System 
A) TACHOMETER DATA 
As discussed above in Section 2.3.2, the rotational speed of the shaft was monitored using a tachometer 
and the CJ pulsation frequency that this implied was determined using Eq. 2. I. The frequency value so 
obtained may be compared witl) tl)e frequency deduced from tbe output measurements (pulsed CJ 
velocity and pressure time-histories) as validation. 
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1.6.1.1 OutPllts of the Pulsatioll System 
The pulsation frequency extracted from velocity measurements (LOA) and pressure measurements 
(Kulite pressure transducers) was acquired by taking the Fourier transform of the time-domain data. A 
brief introduction of the Fourier transform and FIT algorithm used is provided here to understand tbe 
basics of the method employed hefore fTequency values are presented. 
Fourier Transform 
Tbe discrete Fourier transform (a special form of the Fourier Transform), which converts a time-
domain signal into the frequency domain, is usually used to find the frequency components of a signal 
buried in a noi sy time-domain signal. Tbe transformed function is called the frequency domain 
representation, or simply the OFT of the original function. The OFT requires an input function that is 
discrete and whose non-zero values have a limited (finite) duration. Tbe OFT is ideal for processi ng 
information slored in computers and is widely employed in signal processing and related fields to 
extract frequencies contained in a sampled signal [83). The OFT ofa function fk is given by 
N - I -ir2trk 
F, = IJ, e ---,:;;-
k=O 
where the indices k and r signify the k'" and r" sampl es off{t) and F(w) and are given by 
(2.13) 
(2.14) 
(2.15) 
where the minimum sampling interval (T) required to reproduce f(t) (in analog fonn) from its samples 
is tbe Nyquist interval determined by 
T=_l_ 
2B (2.16) 
where B is the signal bandwidth in Hertz. The OFT computation thus requires selection of suitable 
values for No (number of samples of the signal), T (time interval between sampling) and To (the total 
sampling time). These variables are related to each other by 
N = T" 
o T (2.17) 
Evaluating the OFT directly requires arithmetical operations of the order of No'. The fast Fourier 
transform (FFT) is an algorithm developed by Cooley and Tukey [84] to compute the OFT and its 
inverse efficiently. The FFT algorithm significantly reduces the number of computations required and 
computes the same result in only O(Nolog(No» operations and is thus mostly used in codes developed 
for Fourier analysis. The code written for finding the frequency of pulsation in tile current project 
performed the Fourier analysis using a library function (fft) of MA TLAB. 
57 
Experimental Facilities and instnlmentation 
A) LOA VELOCITY DATA 
Fig. 2.26 shows the frequency spectrum deduced as described above for one of the LOA measured CJ 
velocity tests showing a resolved frequency of :::: 1000hz by the code for one of the tests. A peak in the 
plot can be seen at a frequency of around 1000 but this is nOl very clear, since the Cl velocity is of 
course turbulent and hence pulsation frequency is embedded within the broadband turbul ence signal. 
Although the LDA velocity measurements were useful in proving the Cl pulsation system, these were 
only carried out during the commissioning phase for the following reasons. 
I) The velocity measurements can only be performed in isolation (wi thout the primary jet). 
2) The LOA data alone did not give any indication of the stability of the shaft rotational speed, 
which is directly responsible for pulsing the air. It only presented an average frequency of 
pulsation at a particular suppl y pressure to the pneumatic grinder. 
3) LOA measurements indicated both the desired information (the Cl pulsation frequency) and 
the undesi red information (broadband range of turbulence frequencies). 
B) PRESSURE TRANSDUCER DATA 
TIle pressure transducer data were processed using the MA TLAB FIT code described above. As the 
sampling interval was uniform (constant T) for the pressure data, the frequency resolved using the FIT 
code matched very well with the tachometer data (see Fig. 2.27), proving that the inputs of the 
pulsation system were providing the desired outputs. 
2.6.3 Stability of the Shaft Rotation 
Another imponant performance evaluation parameter was_to ensure that the Strouhal number of the 
pulsed CJs remai ned the same-during the course of a test. This, in essence meant that the rotational 
speed of the shaft should be constant The stability of tile shaft rpm at di fferent rotational speeds was 
verified by running for a long period of time (5-6I11in, the maximum time required for measuring a 
centreline velocity traverse for the primary jet) and recording the tachometer readings in a log file. 
These results showed tbat the shaft rotation remains stable to within ± I % of the desired speed. The 
performance of the system at pulsation frequencies of 482Hz and 1940Hz are sbown in tbe histogram 
plots in Fig. 2.28, which gives a good indication of the system stability. Similar behaviour was 
observed for the entire operating range of the grinder tested. 
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The above discussion demonstrates clearly that the objective to design a pul sati on system and 
incorporate this into the HPNTF to investigate the effectiveness of pulsed CJ had been achieved 
successfu lly. 
2.7 Error Sources 
During any experimental investigation it is inevitable that errors wi ll be present in the results, such as 
statistical errors, measurement resolution errors, or inaccuracies of related systems such as transducers. 
Since the total measurement error wi ll be a combination of many factors, and these will vary with 
operating conditions, it is difficult to quantify errors accurately. However, in Ille fo llowing section, an 
effort is made to identify the main sources of error associated with the current shear layer control 
studies in high speed jets. 
2.7.1 Pressure Transducer Measurements 
The pressure transducer data were only acquired when no LOA measurements were being taken. Thi s 
was due to the sensiti vity of the pressure transducers to the electrical noise in the vicinity of the 
transducers (LOA system, traverse table). However thi s did not compromise the quality of the 
experiments as the principal aim of the transducers was to measure the pressure fluctuations of the 
pul sed CJs. Altbougb thi s allowed the filtering of the major noise source (noise from the LOA system 
and the traverse table), the pressure transducer data sti ll contained some noise. A Fourier analysis oftbe 
pressure data, acquired using either transducer showed a distinct peak at a frequency of 50Hz, showing 
that the noise arises due to a mains electrical source. The magnitude of this noise contamination varied 
between llie two transducers with one of the transducer's data showing muc lower magnitude. 
Since the source of noise was electrical, eacb electrical component of tbe data acquisition system was 
checked to track tbe noise source. Unfortunately, this still did not allow the noise source to be identified 
and eliminated; aLl pressure measurements reported have this small noise component in them. Since the 
fu ll scale output of the pressure transducers was low (lOOm V), and the noi se signal was even lower ('" 
± lmV), using any electrical filters might not have been successful and might well have introduced 
extra noise. The noise was only I % of the maximum pressure for one of the transducers and hence the 
pressure data from that channel only was considered in tbe data gathering. Study on the effects of 
amplitude on steady Cls (to be discussed in Chapter 4) showed that the mean Cl pressure does not 
affect performance above a certain level. Also, since the frequency of pulsed CJs operation was much 
higber than the noise frequency (at least 10 times greater), tbis noise did not affect the pulsation 
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frequency signal. Hence, no effort was made to filter the electrical noise while processing the data. A 
typical pressure fluctuation signal from the transducer used is shown in Fig. 2.29. 
2.7.2 LOA Measurements 
Sources of error attributed to the Laser Doppler Anemometry technique can be broadly divided into 
two categories, statistical and systematic. Statistical errors arise from uncertainties when using a finite 
number of particle velocity samples to derive time-averaged mean velocities and turbulence statistics 
and are discussed in Section 2.7.2.1. Systematic errors arise from the manner in which the 
measurements are made, in particular the use of tracer particles and a finite measurement volume. Tbe 
main source of systematic error in tbe current investigation is velocity bias (which results from varying 
particle arrival frequencies) and is discussed in Section 2.7.2.2. 
2. 7.2.1 Statistical E/'/'o /'s 
It is important to establish tbe level of confidence whicb can be placed on the measurement of 
quantities in any experimental study; for the current study, these are the mean and RMS velocities that 
were primarily used to cbaracteri se the shear layer development. The degree of confidence can be 
estimated using methods available in standard texts on statistics assuming the velocity samples 
measured by the LOA are normally distributed about the mean and are all statistically independent. 
Although the assumption of a normal (Gaussian) distribution is never strictly valid in turhulent flows , 
such assumptions are reasonable for the purpose of estimating statistical errors. An account of the 
statistical errors in LOA measurements has been provided by Trumper [7], and the fo llowing discussion 
is based 00 his work. 
For the mean of N samples of a nonnally distributed random variable, the confidence level can be 
determined from: 
(2.18) 
where c is a coefficient corresponding to the chosen confidence level (1.960 for a confidence level of 
95%, and 2.576 for a confidence level of 99%) and (J is the square root of the variance. Assuming dlat 
the mean is equal to U and the square root of the variance is the RMS velocity u, Equation 2. 18 can be 
re-arranged to give the error for the chosen confidence level as: 
e U/ 
& / U 
U= -IN 
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In the potential core of the jet, where turbulence levels are negligible (2-3%) and 15000 samples were 
collected, the measured mean velocity is expected to lie witbin ±0.06% (99% confidence leve\). In the 
shear layer of tbe jet, the maximum turbulence levels were approximately 20% of the mean velocity, so 
the measured values of the mean are within 4% of the true mean. 
2. 7.2.2 Velocity Bias 
In most LDA applications, the mode of data collection is either set to Burst (also called Individual 
Realization, lR) or Dead Time. In Burst mode, the photo-detector signal consists of discrete bursts from 
individual seeding panicles which results in high data rates, since there is one measurement per 
detected burst. This mode is normally used when high temporal resolution is required. e.g. if the 
required result is auto-correlat ion or turbulence spectrum data, or when tbe test time is limited due to 
variation in the experimental condi tions. In Dead Time mode, the user specifies a time interval and 
only the (irst Doppler burst during each time interval is processed. This avoids over sampling of the 
velocity information, which can induce errors in the calculation of the moments of the velocity data 
since many samples are needed for stati stical independence (82). However, Dead Time collection 
requires much longer time periods for tbe satisfaction of the statistical criteri a required to calculate 
quantities sucb as mean and RMS of the velocity and is thus practical only where steady condi tions can 
be maintained for longer periods of time. As the maximum time over which steady conditions can be 
maintained in the HPNTF did not allow the use of Dead Time mode, all the LDA measurements were 
conducted in the Burst mode of operation. However, velocity bias occurs in all LOA systems when 
operating in Burst mode, and is the largest source of systematic error. 
For a flow of uniform seeding particle concentration, the likelihood of a panicle travelling through the 
measurement volume at a velOCity greater than the average is higher than one travelling below the 
average speed. The panicle rate throHgh the measurement volume is detennined by the volume flux of 
fluid passing through tbe measurement volullle, and thi s is generally correlated with the measured 
velocity component (79). Therefore the sample rate of the velocity increases also with velocity. For a 
given observation time, higher velocities would be sampled more frequently than lower velocities and 
this would result in a bias in the probability density function toward higher veloci ties. Therefore a 
simple arithmetic mean of all samples will be higher than the actual velocity of the flow. This was first 
identified by McLaughlin and Tiederman (85]. The problem of velocity biasing becomes more acute 
where tbe seeding is non-uniformly di stributed such as ill regions of density variation and entrainment 
of unseeded ambient fluid, both ofwbich occur in the current investigation [86]. 
6 1 
Experimental Facilities and instrumentation 
Several techniques to eliminate the velocity bias have been proposed; these can be classified into two 
main groups: post-facto correction methods and sampling methods. The post-facto methods are the 
ones which are mostl y employed as they are easier to use. These techniques generate correction 
(weighting) factors for the indi vidual realizations (instantaneous velocity from each particle) and take 
the general form 
(2.20) 
;=1 
where g is Ille weighting factor, which is inversely proportional to the conditional probability density of 
a particle arrival at time t, the index i signifies the ith particle, and the covet (") symbol shows the mean 
velocity calculated is only an estimate. 
Several forms of the weighting factor have been proposed for correcting the mean and higher order 
moments of the velocity data. These include the inverse velocity magnirude (gF1I1Uil) [85], the arrival 
time (gFti-ti. ') [87], residence or transit time weighting (the time taken by the particle to cross the 
measurement vol ume) amongst many others, but no clearly proven 'best' weighting factor exists. A 
review panel was established in order to evaluate biases and suggested correction techniques. The 
report by Edwards [88] concluded tbat the inverse velocity magnitude weighting results in an increase 
of errors and hence this weighting fac tor was discounted in the current experiments as it is not suitable 
for the high speed and highly turbu lent flows under investigation [89]. The use of particle arrival time, 
as recommended by Edwards [88], and Herrin and Dutton [89] or Transit Time seemed to be viable 
options as both the times were measured 11Y the LDA system being used. Although arrival time is 
recommended for use in non-homogeneously seeded flows [79], a comparison of the particle arrival 
time weighting willl the Transit Time weighting sbowed very little difference. Therefore Transit Time 
weighting was used for post-fac to reduction of velocity bias for processing the LDA measurements, 
since tbe BSA software bad provision for this. 
Edwards [88] recommended the use of Transit Time weighting for all data densities with the provision 
that tbe seeding density was spatially uniform and the processing system was capable of accurately 
measuring the transit time. The only problem in using the Transit Time weighting in high speed tests, 
as encount.ered by Berrin and Dutton [89] is the resolution of time measurements. Their worst case 
transit time uncertainty was 16%. With the LDA system used for the current measurements, the F80 
processor is able to resolve times to about IOns. In the current investigation, for a velocity of 285m1s 
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and 350rnls (isentropically expanded jet velocity at NPR of 1.7 and 2.3 at a total temperature of 288K), 
the residence time corresponds to 266ns and 2 17ns respectively. This corresponds to a transit time 
uncertainty of only 3.7% and 4.6% and therefore Transit Time weighting was used to calculate the 
mean and RMS velocities. 
An example of the effect of Transit Time weighting for the current investigation is presented here. Fig. 
2.30 shows the velocity profile for a clean NPR 1.7 jet at x1D, ~2. The velocity bias effects on the mean 
axial velocity follow the expected trend with mean velocities from the arithmetic mean being 
consistently higher than the Transit Time weighted mean in the shear layer of the jet, while negligible 
velocity bias is seen in the potential core of the jet. The reason for this can be seen in the histogram 
plots of the uncorrected seeding panicle instantaneous velocity (Fig. 2.3 1). In the care of the jet, the 
hi stogram plot shows a nonnal distribution with the particles equall y di stributed on either side of the 
mean. Hence there is no difference in the weighted and nOn weighted mean velocities. However, in the 
shear layers, there is a posi tive velocity bias induced due to the detection of more samples travelling at 
velocities higher than the mean velocity at that location. 
2. 7.2.3 Seedillg Particle Lag 
As discussed above, initial investigations of the velocity field of high Mach number flows usi ng liquid 
seeding particles did not yield suffic ient data rates. Therefore solid seeding was used for all the tests 
reported in this thesis, which introduced a seeding panicle lag error that cannot be ignored and hence 
needs to be quanti fied. This particle lag problem becomes more acute for underexpanded jets due to the 
presence of accelerating and decelerating regions (shock cell s), and hence results in a smear of the 
shock cells measured. Feng and McGuirk [1 5) tried to quantify this error in the HPNTF, and conducted 
a Stokes law analysis to assess the solid particle lag, leading to the usual exponentiall y decaying lag 
between solid particles and fluid particles. A brief discussion of this analysis is presented here. 
Two particle response times (where 1 ~ppde'/ 18~) are needed to reduce the error between panicle and 
fluid velocity to less than 10%. For a sudden change in fluid velocity from 300m/s to zero, the Stokes 
analysis implies that the particle relaxation time (21) is approximately 0 .26~ for liquid seeding and 
1.1 ~ for the solid panicles used. The relaxation time before the seeding panicle is again following the 
flow faithfully is estimated as 0.25mm (liquid) and 1.09mm (solid), so smearing of this order of 
magni tude in ule measured shock oscillations is expected. Although the liquid seeding clearly gives the 
small error, the lower data rates due to moisture condensation did not allow the tests to be conducted at 
the hi gh NPRs studied in this thesis. Feng and McGuirk [15) also compared the velocity measured 
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using the liquid and solid seeding very close to the nozzle exit (xID,< I) for an NPR=3 underexpanded 
jet. It was found that in the inviscid core, the measured velocity with solid particles in accelerating 
regions (expansion fan regions) was always ::: 7% less than with liquid seed ing. However, in the shear 
layer region which is of most interest here, there was less than I % difference in measured mean 
velocity and the turbulence correlations were also only marginally affected. Since the absolute velocity 
value in the shock containing region is of little interest in tbe current study, it is the shear layer velocity 
error wllich wi ll be considered in esti mating an overall error for the experimental study. 
Another potential source of error, which is difficult to quanti fy but needs a mention bere is the velocity 
measurements in regions where there are no seeding particles i.e. regions close to nozzle lipline. The 
LDA measurements in those regions therefore solely depend on the particles in the entrainment air. 
However, the error induced due to this seedi ng particle bias is on ly limited to regions very close to the 
nozzle exit plane; the lack of any seeding particle is due to the absence of the jet in these regions, and 
therefore tbe velocities in these regions are close to zero. 
Finally, the experimental data presented in this ulesis was gathered over a long period of time, and 
hence there were temperature variations. The maximum fluctuation of the velocity values due to me 
temperature variations for all the tests is estimated to be 2%. However, the velocity variations for most 
of the work presented in this thesis is ::: 1%. 
The maximum error (E) of the mean axial velocity measurements presented in this thesis due to the 
indi vidual errors due to statistics (4%), velocity bias (4%), particle lag (I %) and temperature variations 
(2%) was estimated to be ±6% using Eq. 2.21-. 
(2.21) 
2.8 Closure 
Thi s chapter has provided an introduction to the experimental facilities and instrumentation techniques 
used during the current investigation. The HPNTF air supply system and the LDA system were 
explained in Sections 2.2 and 2.4. The design and operation of the newly incorporated CJ system to 
study tbe effect of steady and pulsed jets on shear layers has been presented in Section 2.3. Particular 
attention was given to the design of the pulsation system and its performance was evaIuated in detail in 
Section 2.6. The major sources of errors inherent in me measurement techniques were detailed in 
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Section 2.7 in an anemptto quantify experimental errors and to provide the best means of error control 
and correction for the results to be presented in Chapter 4. 
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Figures 
Figure 2.1: Ai r compressors used to supply air to the Hl'NTF 
, 
. a) Primary Jet Air Receiver b) Control Jets Air Receiver 
Figure 2.2: Air receivers used for storage of compressed air 
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A Nozzle Delivery Duct 
B Combustor 
C Primary Control Valve 
D Isolating Globe Valve 
E Secondary Flow Supply Pipe 
F Secondary Control Valve 
G Rig Air Supply Pipe 
H Contro l Jet Supply Pipe 
Figure 2.3 : High Pressure Nozzle Test Facility - Nozzle test rig 
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Figure 2.4: High Pressure Nozzle Test Facility - Control panel 
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Figure 2.5: ozzle geometry 
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Figure 2.6: Schematic of the control jet air supply system 
Figure 2.7: Control Jet Air Supply System: Steady jets 
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Figure 2.8: Schematic of the pulsation system 
Figure 2.9: Tachometer used to monitor the shaft rotation, mounted on a tripod stand 
71 
Experimental Facilities and instrumentation 
Figure 2.10: Pressure transducer used to monitor the pressure fluctuation at the inlet of the 
control jet orifice 
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Figure 2.11: Typical ca libration curve fo r the pressure transducers 
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Figure 2.13: Schematic of the pulsation system for out of phase operation 
Figure 2.14: Control jet air supply system: Pulsed j ets (out of phase) 
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Figure 2.16: Probe and the measurement volume (DANTEC Dynamics) 
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Figure 2.17: HPNTF LDA system 
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z(W) 
Figure 2.19: LDA transmitter probe orientation 
Figure 2.20: Setup used for commissioning of the steady CJ system 
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a) P = 1.75 bar b)P = 6 bar 
Figure 2.21 : Sehlieren images of Steady Control Jet at different pressures 
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Figure 2.22: Mean Velocity at the Centrcline of the Orifice 
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Figure 2.23: Setup used for pulsation measurement using LOA system 
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Figure 2.24: Scbematic representation of tbe pulsation system 
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Figure 2.27: Comparison of the frequency deduced from the Pressure transducer signal and 
tachometer data 
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Figure 2.28: Stability of the grinder at pulsating frequency f=482Hz (left) f=t940 Hz (Right) 
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Figure 2.29: Pressure transducer signal with electrical noise contamination 
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Figure 2.31 : Typical behaviour of the instantaneous velocity noted during the experiments. T he 
instanta neous velocity plots also show the Transit-Time weighted and arithmetic mean values 
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3 Numerical Modelling: Methodology 
3.1 Introduction 
An investigation into the use of Cl s as a potential mixing enhancement device is the focus of the 
current thesis. A dual approacb comprising an experimental and computational (CFD) study to 
understand the fluid dynamical behaviour of shear layers under Cl influence was tberefore conducted. 
The numerical methodology employed in the CFD work is the subject of the present chapter. 
Numerical pred ictions were carried out using an in-house CFD code (DELTA) developed in the 
Department of Aeronautical and Automotive Engi neering at Loughborough Universi ty [90]. DELTA 
adopts a finite volume discreti sati on approach on a multi-block structured curvilinear grid for the 
solut ion of the governing flow equations using the Semi-Implicit Method for Pressure Linked 
Equations (SIMPLE) algorithm of Patankar and Spaldiog [9 1], and Rhie-Chow smoothing [92] to avoid 
pressure-velocity decoupling. Complex geometries are handled by using the multi-block approach 
where individual structured blocks are linked together in an unstructured manner; the multi-block 
method also provides the user with greater control of mesh quality. DELTA was primarily written to 
simulate compressi ble, turbulent fl ows for propul sion aerodynamics applications using a high Reynolds 
number, two-equation k-E turbulence model in conjunction with wall functions, but it is also capable of 
simulating incompressible flows and Euler and laminar flows [93]. Recent additions include the 
Launder-Sharrna low Reynolds Number k- E turbulence model [7] and ability to perfonn Large Eddy 
Simulation (LES) [94]. TIle DELTA code's ability to simulate a wide rage of fl ow conditions has been 
demonstrated by the compressible study of Page et al. [95] and the incompressible free jet study by 
Bebrouzi and McGuirk [67]. 
The following sections provide tbe numerical approach which underpins tbe DELTA code. Section 3.2 
details the governing equations of compressible fluid flow (Navier-Stokes equations) and the statistical 
(time-averaged) approach used in this thesis. Section 3.3 presents the turbulence modelling required for 
the closure of tbe time-averaged equations, with the generalised transport equation solved by DELTA 
provided in Section 3.4. The generation of tbe nozzle exit jet plume geometries and the associated 
structured meshes are described in Section 3.5, whicb also detail s the methodology used for modelling 
the Cl s. Thi s is followed by a di scussion of the boundary conditions employed in Section 3.6 and the 
approacb taken towards numerical solution for a selected number of jet cases in Section 3.7. 
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3.2 Governing Equations 
The tlow of a tluid is governed by three fundamental physical laws: Conservation of Mass (often 
referred to as continuity), Conservation of Momentum (Newton's Second Law of Motion) and 
Conservation of Energy (1st law of thermodynamics). Collecti vely, when applied to a tluid continuum, 
these tllree equations are referred to as the Navier·Stokes equations. These equations can take various 
different forms and a discussion on these is available in any standard text on fluid mechanics [96]. 
Since the Navier Stokes equations form the basis of any CFD study, the conservative forms of these 
equations for a compressible unsteady flow written in Cartesian tensor notation are presented here as a 
starting point: 
Conservation of mass (continuity): 
ap + a(pu,) 0 
at ax, 
Conservation of momentum: 
a(pu,) + a(pu,u, ) ap aT, 
--+-
ax, ax, at ax, 
where tbe viscous stress tensor tu is given by 
2 a Uk 
'[" = 2f.1S1" --po .. -
" ' 3 'J ax k 
(3.1) 
(3.2) 
(3.3) 
where 0;; is the Kronecker Delta (0;; ~ I if i = j and 0;; = 0 if i ;< j) and the strain rate tensor SIj is given 
by: 
s. = ~(aul + au, ] 
y 2 ax, ax, 
Conservation of Energy: (assuming no body forces) 
a(pH) + _a(,,--p---,u _H-"..) 
at ax, 
where the heat tlux q; is 
aT q. =-k-
, ax, 
(3.4) 
(3.5) 
(3.6) 
where k is the thermal conductivity. In Eq. 3.5 H is the total specific enthalpy H= E+p/p; E is the total 
specific energy given by: 
I 
E=e+-u.lI . 2 ' , 
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where e is the specific internal energy. Extra infonnation is required to close these equations. In most 
fluid dynamic problems, the fluid is assumed to be a perfect gas (intermolecular forces are negligible 
[2]), which allows the use of the equation of state: 
p=pRT (3.8) 
where R is the specific gas constant. The fluid is also assumed to be caloricall y perfect (specific heats 
do not change with temperature [2]), thus allowing the internal energy to be related to static 
temperature: 
e=C"T (3.9) 
where the subscript v shows that the specific heat value is for constant volume. The gas constant is 
related to the fluid specific heats by: 
R=Cp-C" 
C 
r=......!!.. 
C" 
3.2.1 Time-Averaging of the Navier-Stokes Equations 
(3.10) 
(3.11) 
Since a turbulent flow contains a large bandwidth of length and time scales, an accurate prediction of 
the instantaneous state of motion in a turbulent flow requires numerically accurate computations of tbe 
time-dependent evolution of all scales, described by the Navier-Stokes equations. This approach is 
called Direct Numerical Simulation CONS), but is not feasible for highly turbulent, engineering flows 
because of the computational costs (e.g. time-steps of 0(10") needed for a Re'" I Os), hence DNS 
studies are limited 10 low Reynolds number flows in simple geometries. Another approach, which has 
attracted much interest lately is Large Eddy Simulation (LES), which aims to compute the 3D time-
dependent behaviour of the largest scales anI y, since these are responsible for most of the turbulent 
transport, and relies on a model for the smaller scales which are not calculated. Although, LES is much 
cheaper computalionally Ihan DNS and holds promise for application to engineering problems where 
details of large scale unsteadiness is importanl, il is still too expensive to consider a viable route for 
routine engineering use and is still under development. 
The most commonly used turbulence modelling approach, which has thus been employed in the current 
work, is Reynolds Averaged Navier-Stokes (RANS), which is a time-averaged approach to modelling 
of the Navier-Stokes. In RANS, the influence of turbulence on the mean flow is characteri sed through 
statistical quantities and no specific details of the instantaneous turbulent motion are presented. This 
approach was first proposed by Reynolds in 1895 [97] , who suggested to decompose any turbulent 
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quantity into a time-averaged quantity and a turbulent fluctuation. For any fluid quantity <p, the 
Reynolds decomposition is thus given by: 
rp(x" t) = ~ (x) + rp'(x"t) (3.12) 
where ~)' is the fluctuating component, and the overbar denotes the time averaged quantity given by: 
_ 1 to+T 
rp (x,) = lim - Jrp(x" t)dt 
T-to::! T 
I , 
(3.13) 
Favre (-) averaging, whicb is a density-weighted averaging technique is sometimes used in the 
modelling of compressible flows to separate turbulent fluctuations from tbe mean flow. 
where 
or simply 
_ I 1 to+T 
rp (x,) = -= lim - J p(x" t)rp(x,. t)dt p T~~ T I, 
- prp 
IjJ =-=-p 
(3.14) 
(3.15) 
(3.16) 
For further detail s on Favre averaging, the reader is referred to [98]. DELTA uses Favre averaging for 
all flow variables with the exception of density and pressure wbicb require conventional (Reynolds) 
time-averaging. This yields equations of simpler form compared to conventional time-averaging and 
also avoids the appearance of extra correlations between density and velocity fluctuations. nle use of 
density-weighted averaging for compressible flows as adopted in the DELTA code was applied to 
nozzle boundary layer development in high NPR jets by Trumper [7]. The time-averaged fonn of the 
Navier-Stokes equations used by DELTA can be written as: 
Continui ty: 
015 o(pu,) 0 
-+-"---'.:.. 
at ox, (3.17) 
Conservation of Momentum: 
o(pu,) o(pii,u, ) 
-=-'-'- + ---"---'--L:... 
at ox, 
Gp oC pU~I; ) aT. 
--- +--
ox, ox, ox, 
(3.18) 
Conservation of Total Enthalpy: 
o(pH) oCifU,H) .c.=~+ .c.=:'l-'.!.-
ot ox, 
Gp a (- - -.- - --'--H') 
--+- Li"v + u"V +q, -pu, at ox, (3.19) 
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The fonn of the governing equations used here is often referred to as unsteady RANS or URANS in the 
literature, due to the presence of the time-dependem tenn. For a steady state problem, these tenns 
equate to zero, but if there are periodic fluctuations in the fl ow (e.g. due to the application of a time-
varyi ng boundary condition, as was done for pulsed Cl modelling, see below), then the results from 
solution of the URANS equations are time-dependent. The RANS decomposition can then be defined 
as 
(3.20) 
where the mean component is time dependent, but the fluctuations are periodic and not chaotic 
(turbulent). This mean component from tbe solution of the RANS equations can then be classified into 
"f' (x,,! p) ="f (x) + fJ" (x;. ! p) (3.2 J) 
where ql" (x;. ! p) provide the resolved fluctuations in the flow and the time-independent mean 
component is the long time-averaged mean obtained by 
_ I ,o ... r 
ql(x,) = litn - Jql(x,,/ )d! T-+~ T P 
I , 
(3.22) 
The application of time-averaging to the Navier-Stokes equations results in a loss of infonnation as 
well as the appearance of additional unknown correlation tenus, [he turbulent Reynolds stresses 
pu;u; and scalar fluxes pu;H" . la order to arrive at a closed set of equations, modelling of the 
Reynolds stresses and turbulent tluxes is required . This turbulence closure in DELTA is achieved using 
a standard higb Reynolds number k- E equation, which is discussed in the following section. 
3.3 Turbulence Modelling: k-( Turbulence Model 
The k-e turbulence model is an eddy viscosity model based on an analogy between the behaviour of 
viscous stresses and turbulent stresses. For Newtonian fluids, tbe molecular (viscous) stresses are 
proportional (linearly) to the mean rate of strain of a fluid element, with the constant of proportionality 
being the molecular viscosity of the fluid element. Boussinesq suggested that turbulence can be 
modelled by developing an analogy between the turbulent stresses and the viscous stresses. 
Experimentally, it is observed that, similar to viscous stresses, turbulence also decays in the absence of 
mean shear and turbulent stresses increase wi tb increasing mean rates of strain [99]. TIlis lead to 
Boussinesq's postulation that the turbulent stresses may be related to the strain rate of a fluid element 
(the Eddy Viscosity Hypothesis [lOaD such lhat: 
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- . • (011, ou, J 2" ( 011, -k-J 
- pu,u, =J.I, -+- --vu J.I,-+P 
oX, ox, 3 ox, (3.23) 
wbere ~4 is the eddy or turbulent viscosity and is a property of the flow (rather than the fluid , unlike the 
molecular viscosity 11) and hence varies from point to point in every flow. Dimensional analysis is used 
to obtai n a relation for the turbulence energy dissipation rate in terms of k and Lt. In the k-e turbulence 
model , the turbulent viscosity can be wrillen as: 
-, k-
J.I =pC -
t )J & (3.24) 
which requires two additional transport equations to be solved for k and e. The high Reynolds number 
form of the modelled transport equations are: 
o(pk) oUfii,k) _ 0 (( J.I, JOk) p. --
---+ --- - - + , - pE 
01 ox, ox, a , ox, (3.25) 
and 
o(75s) o(Pii,s) 0 (( P, ) os) s (C p. C - - ) 
---+ =-- - - += "k - " PE ot ox, ox, a, ox, k (3.26) 
where the production of turbulence kinetic energy P, is given by: 
(3.27) 
and C,' C," Ca, 0, and 0 , are empirical constants as defined by Launder and palding (10 I] and given 
in Table 3.1. 
c. Cd C" a, 
0.09 1.44 1.92 1.0 1.30 
Table 3.1 :k-e Turbu lence model coefficients 
3.4 Generic Transport Equation 
The time-averaging of the Navier-Stokes equations (without the energy equation, see below) results in 
six modelled transport equations: mass, momentum (three components),turbulent kinetic energy and 
turbulent dissipation. DELTA solves each of the transport equations in the same form, using a 
generalised transport equation, wbich greatly simplifies the numerical procedure. Each of the transport 
equations can be written in the general form: 
89 
Numerical Modelling: Methodology 
(3.28) 
The source term and diffusion coefficient for each of the transport equations are given in Table 3.2. 
T ransport Equation Scalar Diffusion Source Term 
cjl Coefficient S~ 
r~ 
Co ntinuity I 0 0 
Momentum fl + fl, 
op 
u; 
ax; 
Tu rbulent Kinetic fl +1i. P, -15£ k 
Energy CF, 
Tu rbulent Dissipation £ Il, ~(C" p'-C'lpe) fl+-
CF, k 
Table 3.2: Transport equation DIffuSIon coefficIents and Source terms 
Although the energy equation may be solved using the same generic equation 3.28, there is no mention 
of the energy in Table 3.2. This is because the current study only concentrated on unheated jets where 
primary jet, Cl and ambient entrainment fluid all possessed the same total temperature, so that changes 
in enthalpy were not of any interest. It was therefore assumed that for the jet plume flo lVs of interest, 
the total temperature (and hence the total enthalpy) of the fl ow at entry to the nozzle was constant and 
equal to the total temgerature of the ambient fluid entrained by the jet after exit from the nozzle. This 
assumption removed the requirement for the solution of a transport equation for enthalpy, reducing 
computational overhead. 
H
- r J5 1 __ 
=----+- u,u. =constanr (r-i);o 2 ' (3.29) 
3.5 Solution Domain Geometry Definition and Grid Generation 
Any CFD study requires the generation of a mesh of the selected sol ution domain geometry to solve the 
discretised fonns of the governing equations. Throughout this thesis, generation of the structured, 
multi-block grids required by DELTA was performed using ANSYS ICEM CFD 11.0 [102]. The mesh 
generation process starts with a CAD representation of the selected solution domain, the geometry can 
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either be created within 1CEM CFD or generated in other CAD software (e.g. Solid Edge) and imponed 
into [CEM CFD. The {CEM grid generator automatically generates a rectangular block around the 
whole geometry whicb is then crafted to fit the precise underlying geometry shape by subdivision into 
smaller blocks (if required) and a process of association (assigning vertices, edges and faces of the 
blocks with the relevant area of the physical geometry) . This is followed by the mesh generation 
process where the number of nodes and their distribution along each block edge is defined. [CEM CFO 
has the capability to create both multi-block structured, and unstructured grids in various forms 
(hexahedral, tetrahedral etc.) [102] , but only issues specifi c to the current thesis wi ll be discussed here. 
Two different solution domain geometries (see below) were used for the current study. The entire grid 
generation process, including geometry defini tion was carned out in [CEM CFO, since imponing 
geometry into [CEM CFO often requires topological repair of the geometry to be carned out. This 
geometry definition process was followed by the creation of a single confining block and splill ing of 
this into several blocks to fit the geometry. To ensure a good quality mesh, an O-grid strategy [102] 
was used, which parametrically fit s the block geometry to the physical geometry. This all owed easy 
modelling of the CJ (discussed below), as well as reducing the skewness of the grid compared to polar 
or Canesian grids. 10 addition, the O-grid strategy also helped in reducing the convergence time of the 
simulations in the vicinity of the plume centrel ine, since tbe convergence time for a polar mesh at the 
centreline is more than the rest of the solution domain due to very small element lengths in the 
azimuthal direction at the centreline. The primary jet plume and the CJ geometry and meshing were 
created separately, and the primary jet plume geometry including the primary nozzle is presented below 
first, followed by a discussion of the approach adopted for inclusion of the Cl. 
3,5.1 Primary Jet 
The ai m of tbe computational study was to generate deta iled fiowfield infonnation for tbe jet plume. 
Since the boundary conditions of any CFO study are critically important and no boundary condition 
information was available at the exit of the nozzle from tbe experiments, it was important to allow the 
jet to expand within the nozzle. Modelling the nozzle was also imponant because the CJs were to be 
introduced inside the nozzle, very close to its exit plane. The nozzle size and geometry used in the 
simulations was the same as the nozzle used for the experiments (see Chapter 2). 
Due to the axisymmetry of the test case, it was not important to model the complete section. Hence use 
of symmetry was made and most of the simulations were perfonned for a 90° sector wbich reduced 
computational overhead significantly. The primary jet mesh consisted of 500K cells di stributed over 14 
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blocks witb the computational fi eld extending over 15D CD is the nozzle exit diameter) in the axial 
direction from tbe exit of the nozzle and 4D in the radial direction as shown in Fig. 3.1. Tbe multi-
block approach was used to provide better control of mesh quali ty, as it allowed variation of tbe cell 
sizes in different regions. An exponential expansion of cells was used in the axial, radial and azimuthal 
directions to increase the mesh density within the regi ons of interest (regions close to tbe CJ 
introduction) while increasing the cell sizes at regions far from the jet plume to reduce computational 
cost. The grid resolution in the radial direction and the O-grid can be clearly seen in Fig. 3.2, which 
shows a cross sectional view of the grid. The small cell sizes close to the centreline were dictated by 
the size of the Cl. To optimise the grid size, the size of the cells increases away from the jel centreline 
but then starts decreasing as the nozzle wa ll is approached (to capture the initial shear layer region). To 
investigate tbe sensitivity of the block methodology employed, in particular the size of the internal 
' rectangular' block (see Fig. 3.2), the size of the int.ernal rectangular block was reduced to half of the 
size shown ill Fig. 3.2. This grid was then used to perfonn a simulation for the NPR 1.7 clean case. The 
prediction obtained using the modified grid was identical to the grid sbown in Fig. 3.2, showing that the 
solution was independent of the size of tbe internal block, but took longer (approximately 3 times) to 
converge. 
Since it was not possible to model the antisymmetrical CJ pulsating case using only a 900 grid sector, a 
1800 sector of the nozzle geometry was al so model led. The grid parameters for the 1800 grid were kept 
the same as the 90° sector with I million cells spread over 24 blocks. Although tbis geometry was only 
intended for the antisymmetrical pulsation case, some other simulations on this geometry were also 
performed to validate the use of a symmetry boundary condition (see Table 3.3). Tbe front and side 
views of the 180° sector grid geometry are sbown in Figs. 3.3 and 3.4 respectively, which clearly shows 
that the 'extra' 90° sector was a mirror image of the 'original' 900 section. 
Since the effect of the CJs on the shear layer development required modelling of the CJs as well, a 
novel approach to modelling of the CJs was used which is presented next. 
3.5.2 Control Jet 
The firs! step towards the modelling of the CJs was to identify the minimum number of cells required 
to match the experimental CJ orifi ce exit cross-section. It was important to keep the size and aspect 
ratio similarto the experimental conditions and an effort was also made to achieve an approximately 
circular shape. Similar to the primary jet plume geometry, use of synmletry was made and only half of 
the CJ was modelled (Fig. 3.5). The easiest way in which the CJs can be modelled is to specify the 
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boundary conditions for the Cl at the nozzle wall surface. This approach to Cl modelling was used 
initially to determine the optimum number of grid cells for C) modelling. Fig. 3.5 sbows the details of 
the grid testing process for the Cl. The CJ was modelled using I cell, 3 cells, 6 cells, and 12 cells with 
a rectangular geometry and using 6 cells and 10 cells to approximate a semi-circular shape. Figs. 3.6 
and 3.7 shows the centreline and lipline velocity results from these simulations, and illustrate very littl e 
difference in the jet plume behaviour on increasing the number of cells beyond three in the axial 
direction. Increasing the number of cells in the azimutllal direction did not affect tbe performance of the 
Cl either, which establisbed that as long as tbe size and aspect ratio of the Cl are kept constant, the 
actual shape of the Cl in the modell ing was not important. However, it was felt important to match the 
experimental conditions as closely as possible and a 6 cell approximation of a CJ (Fig. 3.5e) was 
therefore used to model each Cl 
Although this approximation of specifying the Cl boundary condition at the nozzle wall was deemed 
sufficient for the grid refinement study, the Cl approacb fl ow clearly needed to be modelled outside the 
primary jet nozzle geometry with the Cl fl ow allowed to develop in its own supply tube before entering 
the nozzle as was tbe case in the experiments (for example, the local static pressures in the primary 
nozzle should be allowed to influence the Cl nozzle flow). Since DELTA only solves on structured 
meshes, tlu s required additional blocks in the region where the Cl was to be introduced to 
accommodate tbe Cl s. 
After the number of cells required to model the Cl cross-section was decided, a furtber analysis was 
carried out to determine the number of cells required along the CJ supply tube axis direction before the 
CJ air enters the primary jet nozzle. The CJ blocks consisted of 10 cells extending over 6d (where d is 
the CJ orifice diameter) in the radial direction. It should be noted that, in reality, the CJ suppl y tube was 
contained effectively inside tbe primary nozzle wall. In the ' clean' nozzle grids described above (see 
Figs. 3.1 -3.4), no tllickness had been provided for tlle nozzle wall, which was treated si mply as an 
external boundary, or for the farthest downstream part of the nozzle, as a block interface between 
internal nozzle grid blocks, and external freestream grid blocks. It was desirable that the extra blocks, 
created to model the Cl supply tube should be ' virtual ' blocks, as far as lhe exlernal freestream grid 
blocks were concerned. This was rea lised via lhe block-connecti vity information. Hence the Cl blocks 
were physically connected to the internal nozzle grid block at the nozzle wall interface, but, although 
the Cl blocks protruded radially outward and were geometri cally inside external freestream grid blocks, 
no connectivity information was supplied between tbe blocks, so effectively the (Teestream blocks did 
not recognise tbe presence of Cl blocks. 
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Each Cl was modelled using two blocks, with each block representing a single row of cells (of the two 
rows indicated in Fig. 3.Se). The grid for each rOw of Cl cells was made separately as an independent 
block in ICEM CFD. The cell sizes and other meshing parameters for the blocks were chosen to match 
the Cl blocks 'neighbouring' cell s. 11,e two CJ blocks were then linked together (as shown in Figs. 3.8 
and 3.9). Finally the primary jet nozzle and plume grid and the Cl grids were merged together into a 
si ngle fil e which was then read into DELTA. The Cl blocks were only linked to each otber, and at the 
nozzle wall end to the primary nozzle block geometry respectively. The total pressure at the inlet to the 
CJs was specified from measured experimental data (see below) and the CJ momentum was calculated 
by the DELTA code as it expanded from the total pressure within the Cl tubing to the predicted local 
primary nozzle stat ic pressure and transferred via the block interface provided to the Cl blocks. Only 
one CJ was modelled for the 900 geometry, as shown in Figs. 3. 10 and 3. 11, which show the axial, 
radial and azimuthal views of the Cl blocks. The 1800 anti symmetrica l case required two CJs, as shown 
in Figs. 3.12 and 3.13. Notice that the outer blocks surrounding the nozzle parallel extension are not 
shown in Figs. 3. 10 and 3. 12 to make the CJ bl ocks more evidenl. 
3.6 Boundary Conditions 
The implementation of proper boundary conditions is the most important part of any CFD study, since 
the flow behaviour is dependent on the boundary values provided. As most boundary condi tion types 
and their implementation are well documented in standard texts on numerical methods for fluid flows, 
the foiIowing section provides only a brief description of the boundary conditions used in the present 
work. For greater detail on the characteristic behaviour of the equations of flu id flows and boundary 
conditions the reader is directed to the work of Versteeg and Malalasekera [100] and Anderson [96]. 
The types of boundary conditions used and their implementation is discussed in the following. See Fig. 
3. 14 for a schematic of the solution domain with labels indicating the appropriate boundary condition 
type. 
3.6.1 Specified Inlet Total Pressure and Temperature 
DELTA allows the use of specified velocity conditions (all three components, mostly used for 
incompressible flows) or specified total pressure and temperature conditions (for compressible flows) 
to be used at inlet planes. Since the case under study was that of a compressible fl ow and nozzle 
operating conditions are mostly defined via Nozzle Pressure Ratio (NPR), tIle total pressure and 
temperature boundary condition was adopted at the inlet of the nozzle for the simulations. The total 
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pressure and temperature boundary condition in DELTA also allows the specification of turbulence 
kinetic energy k and turbulence dissipation rate e values at the inlet. Since the initial development of 
the shear layer in the jet plume depends on the state of the boundary layer at the exit of the nozzle, 
wh ich is influenced by rhe nozzle inlet flow, there was a need to match the state and shape of the 
boundary layer at inlet to the nozzle with the experimental conditi ons. The inlet boundary layer profiles 
were determined by performing a separate (precursor) simulati on, the details of which are presented 
next. 
3.6. 1. J Precursor Simulations 
The precursor simulat ions were performed for a circular pipe with an internal diameter equivalent to 
the nozzle inlet diameter. Similar to the jet plume grid, the advantage of symmetry was made and only 
a 90° sector was modelled. In order that data from the precursor could be transferred easi ly into the 
nozzle/jet plume calculations, the grid in the pipe cross section was identical to the first internal nozzle 
blocks shown in Figs. 3.1 and 3.2, with the computational domain extending over 36 pipe diameters in 
the axia l direction. Uniform total pressure and temperature boundary conditions were set at the inlet to 
the pipe, with the pressure value equal to a total pressure calculated for the desired NPR and the total 
temperature set equal to the ambient temperature. The outlet static pressure was ca lculated using the 
isentropic equation. 
(3.30) 
where M, the Mach number, for tbe precursor simulations of the underexpanded (NPR 2.3) case was 
calculated using the Area-Mach number relati onship for the nozzle 
(A)' _ I [ 2 ( (r - I) ,)] ~;::~ - ---- I+--M A' M ' (r + 1) 2 (3.31) 
where A* is tbe throat area (exit area for a converging nozzle) and A was taken equal to the nozzle inlet 
area. As Eq. 3.31 was only applicable when tbe Mach number at the nozzle exit was I, the continuity 
equation was applied at inlet and outlet of the nozzle to obtain the momentum flux for the NPR 1.7 
subsonic case. 
p,AP, = p,A,U, (3.32) 
where the subscripts I and 2 refer to the inlet and outlet sections oftbe nozzle. The Mach number at tbe 
oUllel of lhe nozzle was calculated solving Eq. 3.30 and using tbe known NPR across the nozzle. The 
static lemperature and the speed of sound were calculated using lhe following equations. 
95 
Numerical Modelling: Methodology 
T= To (1+ (r~ l) MZ) (3.33) 
a=~rRT (3.34) 
Tl,is information was then used to calculate the jet velocity 
U=aM (3.35) 
For finding conditions at the inlet of the nozzle, Eqs. 3.8, 3.30, 3.32-3.35 were solved iteratively for the 
Mach number until convergence of the predicted value was obtained. Tllis Mach number value was 
then used to calculate the outlet static pressure using Eq. 3.30 for dle NPR 1.7 subsonic precursor 
simulations. Unifol11l values of k and £ were also applied at the inlet for these simulations, with the 
turbulence intensity taken to be I % of the mean velocity (calculated from the Mach number) and the 
turbulence dissipation rate calculated assuming a turbulent viscosity value twice the molecular 
viscosity. The idea behind dlese precursor simulations was to allow the flow to develop within tbe pipe 
unti l the predicted total pressure and predicted axial velocity profiles matched with experimental data 
taken from Trumper (7] in the same experimental facility as used in the current work. The calculated 
values of tbe total pressure, k and £ extracted from the precursor simu lation were then used as inlet 
boundary condition values for dle jet plume s imulations. Trumper (7) conducted boundary layer 
measurements both at inlet and exit of different nozzles to document the boundary layer development 
process inside the nozzles Since the experimental setup for the current study was identical to his 
investigation, the boundary layer development inside the pipe from the precursor predictions was 
compared to his nozzle inlet data. Figs. 3.15 and 3. 16 show comparisons of the experimental and 
predicted profiles for both NPR cases studied here. The fit to the measured total pressure and axial 
velocity measurements is very good. Performing these simulations separately removed the requirement 
to simulate large lengths of the delivery duct for each flow scenario in order to provide realistic 
conditions at the nozzle inlet. 
3.6.2 Fixed Static Pressure 
A fixed value of the static pressure equivalent to atmospheric pressure was applied as jet plume exit 
conditions (right hand solution domain boundary in Figs. 3.1 and 3.3, and also at tbe radially outermost 
boundary of the solution domain). It is common practice when using fixed static pressure boundary 
conditions to locate dlese as far as practically possible away from the region of interest to obtain 
' transparent' boundary conditions that do not influence tbe region of interest. As the focus of the study 
was the first 10-12 jet diameters downstream of the nozzle exit plane, the specification of a fixed static 
pressure at the farthest downstream plane of the jet plume was considered the right approach. This was 
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also confinned by carrying a separate simulation in which the computation domain was extended to 1.5 
times tbe original domain (22.50) in the axial direction, with no change in the values of the flo wfield 
variables in the area of interest. Tbe same static pressure was specified for both subsonic and 
underexpanded jet plume simulations and it was not necessary to force the ' under-expansion' of the jet 
by specifying a static pressure value (calculated using the isentropic equation, by forcing a Mach 
number value of 1) at the exit plane of the nozzle. 
3.6.3 Wall Boundary Conditions 
DELTA allows the use of several types of wall boundary conditions (Euler, Viscous, Launder Shanna) 
[90]. The Viscous wall, which applies a no-slip boundary condition was used in the current study. 
DELTA implements the wall boundary condition by explicitly setting the velocity values equal to zero 
and calculating a zero gradient extrapolation for pressure, total entbalpyand turbulence kinetic energy 
[90]. If the flow model is turbulent, then wall functions are automaticall y applied to the boundary 
whicb resu lts in turbulent viscosity at the wall being modified in order to give the correct wall shear 
stress. See Pope [99] fo r detai ls on tbe wall functions. 
3.6.4 Symmetry Conditions 
[t was discussed above that the advantage of tbe symmetry due to the plume originating from an 
axisymmetric nozzle was taken during the CFD study allowing significant savings in computational 
effort. In DELTA, the symmetry boundary conditi on is implemented by detennining tbe flow 
conditions at the symmetry plane from the adjacent cell centre using a zero gradient extrapolation. The 
momentum component nonnal to the symmetry plane is then removed so that there is no flow through 
the plane (un=Q) [90]. Tbe turbulence parameters (k and E) are also determined using zero gradient 
extrapolation at the symmetry plane. The validity of the proper application of the symmetry boundary 
condition was verified by comparing results from the 900 and [800 grids. 
3.6.5 Fixed (Equivalent to Co-Flow) Velocity 
For stabi lity of the CFD simulations and to ensure the provision of entrainment air for the spreading of 
the sbear layers, a fixed velocity boundary condition was speci fied at the outer block surrounding the 
nozzle parallel extension section (the green coloured boundary in Fig. 3. [4). An axial velocity value of 
30m/s ('" 10% of the maximum velocity of the jet for NPR 1.7) for both NPR cases (NPR 1.7 and NPR 
2.3) was used. As discussed in Chapter 2, all the experiments were performed with the primary jet 
exiting into an essentiall y static ambient, witb the entrainment air coming from the back-end of the rig. 
The co-flow velocity in the CFD was used to simulate the effects of the ambient conditions, but the 
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magnitude of this velocity needed to be kept as small as possible. To determine the impact of the 
specified co-flow velocity magnitude on the spread of the shear layers, a sensi tivity analysis was 
performed. 
3.6.5.1 Sellsitivity to the Co-flow Velocity 
The NPR 1.7 case was used for determining the co-flow velocity magnitude. Different magnitudes of 
velocity were specified ranging from a value of 0 to 40mls, but the simulations were not stable below 
velocity values of 20mls. Tbe reason for the instability of the solutions was the inadequate availability 
of entrainment air required for primary jet spreading. Tbi s led to negative values of the axial velocity in 
the exit plane resulting in solution divergence. Fig. 3. 17 compares tbe predicted mean axial velocity 
profiles at different stati ons downstream of the nozzle exit plane with co-flow velocity values of20mfs, 
30m/s, and 40m/s. The plot clearly shows that varying the entrainment/co-flow velocity magni tude did 
not alter the jet spread significantl y. A co-flow velocity of 30mfs was therefore used for both 
simulations to all ow for enhanced spread of the shear layer due to the introduction ofCJs. 
3.6.6 Control Jet Boundary Conditions 
A total pressure and temperature boundary condition was applied at the inlet of the CJ blocks. A 
uniform total pressure val ue of2 bar was used for the steady CJs. Uniform values ofk and E were also 
appli ed at the inlet of the CJ, with the turbulence intensity taken to be 0.5% of the mean velocity (taken 
from an assumed value for the Mach number at CJ inlet to be 0.3) and the turbulence dissipation rate 
calculated assuming a turbulent viscosity value equal to tbe molecular viscosity. For modelling pul sed 
CJs, a small modification to the total pressure and temperature boundary condition of DELTA was 
m~de to al low the introdl!ction of a time-varying boundary condition. The pressure values from the 
pressure transducers located close to the CJ orifice were used as time-varying inlet total pressure values 
for tbe CJs. This was done by fitting a curve to the pulsation waveform, with the time axis non-
dimensionalised by the time period of the pul se as shown in Fig. 3.18. Thi s curve was then introduced 
into the code. This approacb allowed the frequency of CJ operation to be defined explicitly. For 
running the CJs out of pbase, a ' lag' variable could also be explicitly defilled which all owed the instant 
of time at whicb the pulsation cycle would start, for each CJ independentl y, and hence control over tbe 
phase of CJ operation. 
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3.7 Numerical Solution Details 
For all predictions, a second-order accurate discretisation of the convective fluxes in the momentum 
equations, and the k and E equati ons was achieved using a limited fonn of the Quadratic Upwind 
Interpolation for Convective Kinetics (QUlCK) differencing scheme. Since the CFO study was carried 
out for both a subsonic as well as an underexpanded supersonic jet, (characterised by the presence of 
shock structures), a blended central and upwind differencing in the continuity equation was used. The 
blending was a function of the local Mach number normal to the face of each cell and allows a 
switching from central differencing for Mach numbers less tban unity to a fully upwind scheme as the 
local Mach numbers become larger than 1 [90]. Also, since the pulsating cases introduced a time-
dependent boundary condition, and hence a time-dependent solution, all predictions were carried out 
for a constant time-step over the entire solution domain. The choice of the time-step depended on the 
test case, but numerical stability only allowed a maximum time-step of I.OE-6 seconds. The different 
simulations conducted and the time-steps used are li sted in Table 3.3. 
Test Case Time-Step Used 
NPR 1.7 Clean 900 I.OE-6 
NPR 1.7 Steady 2bar 900 I.OE-6 
NPR 1.7 Clean 1800 I.OE-6 
NPR 1.7 Steady 2bar 1800 I.OE-6 
NPR 1.7 Pulsed Symmetric 1800 5.0E-7 
NPR 1.7 Pulsed Aotisymmetric 1800 5.0E-7 
NPR 2.3 Clean 900 5.0E-7 
NPR 2.3 Steady 2bar 900 5.0E-7 
NPR 2.3 Clean 1800 5.0E-7 
Table 3.3: TIme-step used for the slmulatlOns 
The clean jet simulations were performed first. The solution was deemed to have converged once the 
residual error had decreased by several orders of magnitude. Convergence was also judged by 
compari son of profiles of mean velocity and turbulence stat istics at several axial locations taken after a 
varying number of iterations. After convergence was achieved, the Cls were turned ON. For steady Cl 
cases, the case was re-run until convergence was achieved. For pulsed Cl cases, the simulation was 
allowed to run ti ll the di sturbance had passed through the ent ire solution domain (roughly 2 fl ow-
through times). A long time-averaged mean of the solution domain was calculated aiter dJat, with the 
simulation running for another two run through times (8 pulsation cycles). For the pulsed Cl cases, 3 
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inner iterations at each time-step were performed. This number was shown to be the minimum required 
to attain 'convergence' of the disturbance value, which was noted by monitoring several points in the 
jet plume and varying the number of inner iterations until increasing the number of inner iterations did 
not show any difference in the time-history plots of the velocity field (Fig. 3.19). 
3.8 Closure 
The numerical methods to be used to predict the effect of CJs (steady and pulsed) on the shear layer 
development of high Mach number jets have been presented in this chapter. The flow solver, DELTA 
has been outlined, as have the governing equations of fluid flow and the turbulence modelling required 
to achieve closure. The modelling of the CJs and the convergence technique employed for URANS 
case has also been discussed. The following chapters discuss the experimental findings of the study 
wbile the results of the CFD simulations will be discussed in Chapter 6, where a comparison with the 
experimental results would also be presented. 
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Figures 
l 
Figure 3.1: Primary jet plume grid 90° (Front) 
Figure 3.2: Primary jet plume grid 90° (Side showing O-grid) 
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Figure 3.3: Primary jet plume grid 1800 (Front) 
Figure 3.4: Primary jet plume grid 1800 (Side showing O-grid) 
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experimental study 
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Figure 3,7: Grid refinement for CJs; Dashed circle shows the CJ complete geo metry as used in 
experimental study 
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y 
Figure 3.8: CJ blocks; cell sizes and block linkage in x-y plane 
CJ inlet Z 
L x 
CJ outlet at 
primary nozzle wall 
a) Side view in x-z plane b) Side view in y-z plane 
Figure 3.9: CJ blocks side views 
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Figure 3.10: Resolution of the Primary j et plume grid 900 with CJ, outer block not shown to show 
CJ blocks axial location 
Figure 3.11: Radial and Azimuthal location of CJ blocks in 900 grid 
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Figure 3.12: Primary jet plume grid 1800 showing both the CJs, outer blocks not shown 
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figure 3.13: Radial and Azimuthal location of CJ blocks in 180· grid 
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figure 3.14: Boundary conditions used for lhe Primary jet (90· grid) 
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4 Experimental Results: Subsonic Jet 
4.1 Introduction 
Cl effects on shear layer development have been studied, for both a high Mach number (M=0.9) 
subsonic jet and an NPR=2.3 mildly underexpanded supersonic jet, which allowed testing of conditions 
encountered by military aircraft. The findings from the experiments for the subsonic jet are the subject 
of this chapter. The key parameters affecting the performance of the Cls, as identified in Chapter I, 
were varied independently to determine the effects of each parameter on shear layer development. 
The coordinate system used during the current thesis is shown in Fig. 4. 1: x is the axial direction 
whereas y and z are the orthogonal radial directions, and are used to represent the distance from the 
origin. A thorough investigation of the velocity field was carried out with measurements taken by 
traversing the LOA system axially along the centreline and the nozzle lipline (both y and z direction). 
Radial velocity profiles were also captured across the diameter of the jet plume flow field at different 
axial stations downstream of the nozzle exit, again both in y and z directions at x=0.050" 0.50" ID", 
20 •• 3D" 40 •• 50 •• 70 •• 80 " and 100 •. Typical run times were 4-5 minutes for the radial profiles and 
5-6 minutes for axial traverse measurements. The nozzle geometry and the coordinate system used to 
present the measurements are shown in Fig 4.1. The parallel extension to the nozzle ensured that the 
nozzle exit boundary layer was fully turbulent. The origin of the traverse system was taken in the 
nozzle exit plane at the centre of the nozzle. The first measurement plane was chosen to include 
measurement of the velocity profile as close to the nozzle exit as possible and allowing for blockage of 
the laser beams by the nozzle geometry. The nozzle inlet total pressure was held constant to within 
± I % of the test conditions during the run time. The ambient temperature during ule tests reported in 
this chapter varied from 275K to 288K, depending on the test day, which resulted in maximum velocity 
variations of 2%. 
Two Cl s of 2mm diameter placed 1800 apart were introduced in the z direction 2 mm upstream of the 
nozzle exit plane. The tests were conducted with the CJs operative both in steady and pulsed modes. 
The steady Cls were operated at two different pressures of 2bar (abs) and 3bar (abs) while tests with 
the pulsed Cls were conducted at a supply pressure of 2bar. The subsonic jet experiments were 
performed with the primary jet operating at an NPR of 1.70, producing a Mach 0.9 jet plume. The 
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Reynolds number based on the nozzle diameter Dn and the LOA measured centreline velocity at the 
nozzle exit plane Vj was 1.33x I 0'. Before studying the effects of CJs, for comparative purposes, there 
was a need to measure tbe velocities without CJs. This case, discussed in Section 4.2, will be referred 
to as the 'clean jet', and serves as a datum for judgi ng/evaluating the performance of CJ effectiveness. 
TillS is fo llowed by an investigation on the changes occurring in the sbear layer development process 
due to the introduction of steady CJs in Section 4.3. Pulsed CJ effectiveness in enhancing the mixing 
ra te of the jet and the effects of tbe variation of the pulsation Strouhal number, duty cycle and 
azi muthal mode (refer to the di scussion in Chapter I) is described in detail in Section 4.4. Finally, a 
compari son of steady CJs with the most effective pulsed CJ operating case is presented in Section 4.6. 
4.2 Clean Jet 
Tbe development of the clean jet plume wi ll be outlined in this section. The centreline measurements 
(y=0, z=0) will be discussed fi rst, followed by a presentation of the velocity data along the lipline of the 
nozzle. Finally, radial profi les measured at di fferent axial stations in the jet f1 0wfield are presented. 
1) CENTRELINE MEASUREMENTS 
The centreline velocity measurements (normalised by the centreline mean velocity at nozzle exit (U)) 
are shown in Fig 4.2. The mean velocity at tbe exit (Uj), was measured to be 283.2m1s, which shows a 
0.7% di fference from the isentropically calculated velocity value (285m/s at T=288K for NPR= 1.7). 
The potential core length, wbich is the most widely used parameter in comparing the effectiveness of 
ntixing enhancement devices, is influenced by many factors such as the NPR, NTR and the state of the 
boundary layer at the nozzle exit. The potential core lengtb is here deftned as the length from the nozzle 
exit plane up to the point where the mean axial veloci ty fa ll s below 99% of Vj . Tbe potential core 
lengtb for the Mach 0.9 jet was found to be 6 nozzle diameters, whi ch is typica l of turbulent high 
Reynolds number jets and can be clearly observed in the mean velocity plot along tbe centreline sbown 
in Fig. 4.2. After the potential core end, there is a rapid decay of the mean velocity, since the shear 
layer has reacbed the centreline and the low speed air in the shear layer starts mixing with the jet core 
high speed air, slowing it down. The RMS axial velocity at the centreline, which is a measure of the 
turbul ence intensity, is also shown in Fig. 4.2. The RMS velocity is around I % of Vj from nozzle exit 
up to 3D" but then stalls rising gently further downstream due to the spread of the shear layer towards 
the centreline. Since the irUler edge of the annul ar shear layer fluctuates due 10 the moti on of the large 
scale eddies within the sbear layer, tbis induces irrotational pressure (and thus velocity) fluctuations in 
tbe jet core, which are sensed by tbe LDA system as ' turbulence' fl uctuations. At :::60 " a steep 
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increase in the RMS velocities can be clearly seen as the annular shear layer bas now reached the 
centreline, marking the end of the potential core, and tbe first appearance of the sbear-generated 
turbulence on the centreline itself 
2) LIPLINE MEASUREMENTS 
Fig. 4.3 shows measured mean and RMS axial velocities along the lipline. Measurements on the lipline 
(rfD.=0.5) were carri ed out since this is the location of maximum turbulence activity in the initial 
region of the shear layer development. Due to symmetry of the clean jet, measurements are presented 
for only one azimuthal position. Spread of the shear layer caused by mixing with the ambient is 
indicated by a continuous decrease of tbe lipline mean velocity as the jet moves downstream, from 
0.76Uj at the nozzle exit to a value of0.48Uj at x= 15Dn. This spread is accompanied by a decrease in 
the RMS velocity values. Close to the nozzle exit, the shear layer is very thin and the high velocity 
gradient results in an RMS velocity value of 16% of Uj ; as the jet moves downslream, the shear layer 
thickness increases as ambient ai r is entrained resulting in a gradual decrease of the RMS velocity to a 
value of 14.8% ofUj at 100", reducing further to 12% at 150". 
3) RADIAL PROFILE MEASUREMENTS 
Once again, due to the symmetry of the clean jet, profile measurements are presented for just one 
azimuthal location. Tbe measuring stations have been classified into near-field and far-field zones for 
convenience. The axial location up to 4Dn will be termed near-field, while measuring stations 
downstream of tbi s are collectively called far-field. As the clean jet case only serves as a datum for the 
current study, tbe need for this segregation and the choice of 4Dn as the defining boundary will be 
explained when CJ results are discussed. 
Radial distributions of tbe mean axial velocity UlUj in the near-field are sbown in Fig. 4.4. Near the 
nozzle exit plane, the jet bas a typical top hat shaped profile (xfD,,= 0.05, 0.5, I) witb a relatively thin 
annular shear layer. The sbear layer of tbe jet spreads radiall y witb streamwise di stance, diminishing 
the inner diameter of the edge of the jet potential core. Although the diameter of the potential core 
shrinks, the maximum velocity in the central region does not as can be clearl y seen in Fig. 4.4. The far-
field mean axial velocity plots are sbown in Fig. 4.5 . At SO .. the jet is still within the potential core 
length, but at x=7D., the maximum velocity has decreased below Uj so the jet plume is now outside tbe 
potential core length and the inner edge of the annular sbear layer has reached the centreline of the jet. 
The velocity at the centreline now starts decreasing which can be seen at tbe axial locations 7Do, 8Dn 
and 100 •. The jet continues to spread and at 100., which is the furthest measurement stat ion 
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downstream, the maximum mean velocity has decreased to 0.8 1 Uj because of mixing of the core jet 
with the ambient fl uid whi le tbe outward spread of the shear layer has resulted in a velocity of 0. 18Uj at 
r-= 1.20 •. 
The RMS velocity (u!U;) plots are a good indicator of the shear layer thickness and are shown in Fig. 
4.6 fo r tbe near-field. A peak in the RMS veloci ty is indicative of the maxi mum turbulence in that area 
due to high srrai n rates in that region. At the exit plane of the jet, the peak is clearly visible at r/O.=0.5, 
with an RMS velocity magnitude of 14% of Uj. Note that 01e RMS velocities increase to a maximum 
val ue and then start decreasing towards the centre line of the jet. This increase and decrease of the RMS 
velocity magnitude identifies the outer and inner edge of tbe shear layer respectively with tbe radial 
distance being ind icati ve of the annular shear layer thickness. At the exit plane of the nozzle, the 
sudden rise is followed by an abrupt decline of tbe RMS velocity, showing a very O,in shear layer, as 
expected. The shear layer grows with downstream distance but is still very thin at x=0.50 . and I DO" 
With further downstream movement, tbe sharp rise and fa ll of the RMS velocities cbanges into a more 
steady rise and fa ll. Notice that the maximum turbulence intensity hovers around 16% of Uj and this 
maximum occurs at r-=0.50. at all axial stations, showi ng that tbe lipline velocity data is a good 
indicator of the changes in the shear layer. Also noticeable in Fig. 4.6 is that tbe minimum turbulence 
intensity has only increased fro m I % of Uj at the exit plane to 3% of Uj at xID.=4, since these stations 
are within the potential core region. In Fig 4.7, which sbows the far-fi eld RMS velocity plots, at 
xID.=7, the centreline RMS velocity magnitude has increased to 7% as this axial location is outside the 
potential core. The RMS velocity magnitude at the centre of the jet continues to increase beyond the 
potent ial core and the sbear layer widO, continues to grow with the jet entraining more ambient air 
resulting in more turbulent activity. N so noticeable in F ig. 4.7 is that the maximum RMS velocity 
magni tude is still close to 16% of Uj, although thi s maximum value has now spread outside of the 
lipline region. At lOO", the shear layer has grown considerably and the size of the central trougb has 
reduced significantl y, witb O,e RMS velocity magnitude reaching a value of 13.5% of Uj at the 
centreline, and 0::10% at rlO,,= 1.2. Note in all cases the symmetry of the radial plots is very good. 
4.3 Influence of Steady Control Jets 
The introduction of steady CJs into the clean primary jet aff ects the development of tbe shear layer and 
mixing with tbe ambient. This abili ty of the steady Cl's introducrion to enhance the mixing process will 
be discussed in this section. In addition to studyi ng the effectiveness of CJs on mixing enhancement in 
Iligh Mach number jets, tests were also canied out to investigate the effect of the Cl supply pressure on 
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its perfonnance. Tests with steady Cl s were perfonned at CJ supply pressures of 2bar and 3bar, which 
allowed the investigation of Cl penetration in to the primary jet as this affects enhanced mixing. The 
mass flow rates through the Cls were 0.2S% and 0041% of the main jet respectively at these operating 
pressures. Findings with the steady CJ operating at a pressure of2bar are discussed flfSt. 
1) CENTRELINE MEASUREMENTS 
The centreline mean axial velocity of the primary jet under the influence of steady Cls is shown in Fig 
4.8, which shows that the potential core length has decreased to 3.25D" resulting in lower centreline 
velocities downstream of this point compared to the clean jet. This is equivalent to a 46% reduction in 
the potential core length which is a significant improvement. Comparing the rate of decay of the mean 
velocity after the potential core, it is evident that the centreline mean velocity decay rate with steady 
Cl s is initially (between potential core end and :o:;x1D,,= IO) faster, although after 10D" , it is almost the 
same as the clean case. This increase of 'activity' beyond the potential core is much more evident in the 
RMS velocity plots, also shown in Fig. 4.8; the RMS axial velocity rises sharply to a maximum value 
of 14.7% of Uj at xiD,,=7, which is slightl y higher and earl ier than the peak RMS veloci ty for the clean 
jet (13.2% of Uj at xiD,,= II ). Beyond the peak point, the RMS velocity star ts to decay gradually and 
the clean and steady Cl case RMS velocities become asymptotic, showing that the CJ onJy effects the 
primary jet behaviour in the first :::1 OD" downstream of nozzle exit. At xiD,,= IO, the centreline velocity 
for the clean and steady Cl cases has reduced to 0.8 1 Uj and 0.S9Uj respectively, the slope of the mean 
velocity for the clean jet is even slightly steeper downstream, although both decay rates are fa irl y close. 
At xiD,,= IS, the centreline velocities for the clean and steady Cl cases have decreased further to 0.S8Uj 
and 0044Uj respectivel y. 
2) LIPLINE MEASUREMENTS 
As mentioned above, reduction in the centreline velociti es has traditionally [22, 70] by far been the 
most widely used indication of the performance of mixing devices. Although the general perception is 
Ulat reduction in centreline velocity means increased jet spreading (i.e. mixing enhancement), this 
conclusion cannot be essentially made if the jet profile shape is changing with downstream distance. 
TIlere is therefore clearly a need to perfonn measurements at other locations to understand better the 
fiowfield and to check if reduced centreline velocity is indeed associated with a higher rate of 
entTainment. Measurements on the lipline of the nozzle can help in understanding the fl owfield better. 
Previous studies on control devices have shown that the jet does not necessarily remain axisymmetric 
about the axis due to the di sturbance introduced (e.g. bifurcation of the jet is possible). Hence, 
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measurements were performed in both the y (ylD,=O.5; zID,=O) and z (zID,=O.5; ylD,=O) directions, 
which will be referred to as the y-lipline and z-lipline respectively throughout this thesis. 
Fig 4.9a shows the mean axial velocity behaviour along the liplines with steady CJs. For comparison 
purposes the clean jet lipline data is also plotted. A first glimpse at this plot shows the remarkable 
changes that have occurred due to introduction of tbe steady CIs, with the y-lipline and z-lipline 
showing completely different bebaviour to each other. For the y-lipline, tbe mean velocity at the exit 
plane is sligbtly lower than tbe corresponding velocity for the clean jet case (O.56Uj vs O.76UJ) but the 
magnitude increases gradually above the clean velocity maximum witb downstream distance up to 
xID,=6, reacbing a value of O.74Uj ; it then starts to decrease as (xlDJ". The reason for increased 
velocities at the y-lipline is the radial ejection induced by the CJs of tbe high speed jet core fluid from 
the vicinity of the centreline towards the outer edge. Note tbat the centreline velocity at xlD,=6 with 
steady CJs is O.8Uj (see Fig. 4.8), so the difference between the lipline and centreline velocity is very 
sma ll. It appears that the CJs have forced the offsetting of the maximum velocities from the geometric 
centreline of the jet towards tbe lipline. This wi ll become clearer later when we discuss radial profi le 
measurements. Examining tbe RMS velocity along the y-lipline shown in Fig. 4.9b, the RMS velocities 
are almost the same for tbe clean and the controlled jet in the first 6 jet diameters wbicb proves that the 
higher velocities at these axial locations are not a result of increased turbulence activity. The clean jet 
RMS velocities after xID,=6 are slightly higher tban the CJ values which migbt be an indication tbat 
the radial location for the maximum RMS (which can be roughly considered as the centre of the shear 
layer) has moved away from the lipline, and is farther from the centreline, showing increased spread. 
Recall that the profile measurements for the clean jet sbowed tbat the maximum turbulence activity 
occurred on the lipline itself. The z-lipline data shows a completely different picture. Remember that 
the CJs were introduced at this radial position, so the direct impact of the CJs can be visualised in the z-
liplille plots. Due to the CJ forcing, the mean velocity measured at the exit plane is Om/s, which shows 
contraction of the jet and shear layer in the z direction due to CJ forcing, even at the exit plane. The 
mean velocity, however increases almost quadratically up to xlD,=8 before settling to a constant value, 
but the magnitude of the mean velocity at the z-lipline always remains less than the clean jet, indicating 
that the jet has contracted in the plane of introduction of the CJs (Fa plane). The RMS velocities on 
lhe z-lipline sbown in Fig. 4.9b also show similar trends, with the turbulence intensity increasing with 
downstream di tance up to xID,=7, as the shear layer reaches the z-lipline, but decreasing as the jet 
moves further downstream. 
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3) RADIAL PROFILE MEASUREMENTS 
To obtain a better understanding of the flowfield and profile development after introducing Cls, there 
was clearly a need to perform some measurements in the cross-section of the jet. As noted in the 
literature review and proven by the lipline measurements, the primary jet no longer remains symmetric 
under the influence of the Cls. Behrouzi and McGuirk [I D3] on performing full 30 velocity 
measurements in the jet cross-section in their study on sol id tabs effects noted that to capture all the 
essential features of the jet behaviour, it is sufficient to restrict the measurements to two critical and 
orthogonallines, the line joining the tabs (to capture the contraction or pinching of the jet cross-section 
in this direction) and the line orthogonal to this tab-line (to capture the expansion of the jet and possible 
jet bifurcation). Hence, radial velocity-profi le measurements were performed a long these two lines. 
These wi ll be referred to as z-profiles (measurements along the z direction on y=O plane (Cl line» and 
Ule y-profi les (measurements along the y direction on z=D plane). 
Fig 4.10 shows velocity profiles wi th steady Cl s a long the y and z directions. The changes in the z-
profiles are much more pronounced than the y-pro files , since the Cls introduction along this line is 
directly responsibl e for the changes across the entire cross-section of the jet. The effects of me Cl are 
eviden t even at the exit plane of me nozzle, with the primary jet being compressed in the z direction; 
this compression of the jet grows as the j et moves downstream. The Cl s not only force the shear layer 
to compress, but tl,e radial width of the potential core a lso decreases as the jet moves downstream. At 
x=30 " the mean velocity profile in the z direction has already acquired a bell-shape, with the mean 
veloci ty in the shear layer lower than the clean jet at all radial locations. Al though lower velocities in 
the sbear layer are normally taken as an indication of mixing enhancement, clearly this is not the case 
in the current scenano. The- lower velocities are a result of the compressive effect exerted on the jet in 
the z direction by the Cl momentum, lowering the velocities without an increase in the spread of me j et 
in this direction. Further explanation of mis is given below when ule mean radial velocity (W) profiles 
will be discussed. Contrary to the z-profiles, the shear layer expands in tbe y direction. Almough the 
expansion along this line starts at the nozzle exit, the increase in jet spread rate compared to the clean 
jet can be clearly seen at x=20". At x=4D" the maximulll velocity is not at the centre of the jet, but is 
on either side of the jet centreLine. This shows that the jet has bifurcated as a result of the Cl effect. 
Noticeable at tl,is point is dlat the y-profi le at xID" =4 shows that the maximum velocity of the jet is 
still within D.99Uj , whicb shows that me jet is not OUI of the potential core yet. Looking a t the 
ccntreline plots in Fig. 4.8, me potentia l core length appears to be 3.25D .. ; this is not tbe case as evident 
from the profile measurements. This clearly demonstrates that relying on tbe centreline data alone to 
measure the effectiveness of one mixing enhancement technique over another is not right and should be 
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avoided, SInce the geometric centreline data do not always show the maximum velocity at all 
downstream locations. 
The purpose of splitting the radial velocity profiles into near-field and far-field becomes evident 
looking at Fig. 4.11 , which shows the mean velocity data in the far-field. The bifurcation observed at 
xID,,=4, grows stronger as the jet moves downstream, but the off-axis maximum velocity of the jet has 
decreased to 0.96Uj at xID,,=5 demonstrating that the actual potential core length of the jet, under the 
influence of the steady CJ is :::4 D", equivalent to a 33% reduction compared to the clean jet. The far-
field terminology, as used in tlu s thesis refers to velocity field data collected downstream of the 
potemial core when the CJs are operational. Although the operating conditions of tbe CJ dictate the 
length of the potential core, the term far-field will always be used for axial positions downstream of 
xID,,=4. The bifurcation dies out as the distance from the exit plane increases and is hardly seen at 
x=IOO", although the large radial plateau at the maximum velocity value shows that the split jet is still 
in the process of reuniting. In the z-profil es, the mean velocity also decreases and the jet starts 
spreading in the far-field, but this spread is always less than the clean jet case. The overall cross"section 
of tbe jet therefore acquires an elliptic shape, under the influence of steady CJs. The maximum mean 
velocity at x=IOD" has reduced to 0.62Uj while the velocity at r=1.20" is 0.29Uj in the y direction and 
0.14Uj along the z direction, compared to 0.8 1 Uj and 0.18Uj (both directi ons) for tbe clean jet 
respectively, showing enhanced mi xing and an increase in spreading oftbe jet. 
The RMS velocity (u/Uj ) plots shown in Figs. 4.12 and 4.13 for the near-field and far-field respectively 
reiterate that the introduction of steady CJs makes the jet lose its axisymmetry, with expansion seen in 
the y-profiles and contraction of tbe jet occurring in the z direction. The maximum turbulence intensity 
(shown here from the axial RMS velocity) for the three curves (clean, y-profi les and z-profil es) shown 
in Fig. 4.12 is approximately the same, which shows that the regions of maximum turbulence have 
shifted away from the lipline, this is the reason lower RMS velocity magnitudes with the steady CJ 
compared to the clean jet were observed in the lipline plots of Fig. 4.9. The shear layer width in the z-
profiles, deduced from the RMS plots is mi sleading and these plots should be seen in conjunction with 
the mean velocity plots explai ned earlier and shown in Figs. 4.10 and 4. 11 . The shear layer in the z 
direction appears to grow very rapidly, but the correspond ing mean veloci ty values show that lhe 
velocity at the outer edge of the shear layer is very low. The squeezing of the inner core region with the 
shear layer being displaced illwar ~ can be cl earl y visuali sed in Fig. 4. 12, so although the shear layer 
width appears to be more in the z direction, the shear layer are actually displaced inward s, resulting in a 
decrease in the cross-sectional area of the jet. The RMS velocity plots in the y direction show an 
120 
Experimental Results: Subsonic Jet 
expansion of the shear layer compared to the clean jet. At x1D"=4, which was noted to be lhe 
bifurcating location for lhe jet shows that the RMS velocity increases form 4.8% of Vj in the displaced 
core to 7.7% ofVj at the geometric centreline. In the far-field, the shear layer widlh continues to grow, 
with bi furcation more evident at axial locations of x1D"=7 and x1D"=8. 
The contraction of the jet can be explained hy looking at the mean radial velocity <WfUj profiles 
measured along the FO line) shown for the near-field in Fig. 4.14. For the jet to expand in the z 
direction, the radial velocity should be in a direction opposite to the CJ velocity direction. Close to the 
exit plane, the CJ velocity, as expected is dominant. But these velocities push the jet radially inward, 
from hotb directions <as two Cls are being used), squeezing the jet in this direction. Furlher 
downstream, the magnitude of the radial velocity decreases, but the direction of the W velocity has not 
reversed, still applying a squeezing/compressing effect. This contraction of the jet is believed to be 
responsible for the expansion of the jet along dIe y direction. Due to the conservation of mass, the fluid 
expands in a direction of minimum resistance, which in tbe current case is dIe orthogonal direction. 
Hence an increase in spread is observed in the y-direction. Unfortunately the LOA data did not allow 
measurements of the V velocity, so thi s effect cannot be seen in any of the plots shown in this Chapter. 
This phenomenon will be explained in detai l in Chapter 6, which discusses the numerical predictions of 
jet plume behaviour forced by CJs. 
4.3.1 Control Jet Pressure Effects 
One of the parameters affecting the performance of the CJs identified in Chapter I was the strength of 
the Cl which influences the Cl penetration trajectory into the primary jet. TIle response of the primary 
jet to a steady CJ operating at a pressure of 3bar was therefore also investigated, to determine if lhe 
increase in suppl y pressure results in any additional benefits. In the following, a brief presentation of 
the results is given and comparisons witb the Cl at supply pressure of 2bar are discussed. 
1) CENTRELINE MEASUREMENTS 
There is very little cbange brought about by the large increase in lhe Cl supply pressure. The centreline 
mean axial velocity of the primary jet for the two CJ supply pressures is shown in Fig. 4.1 s. The 
potential core length indicated by dIe centreline data for the 3bar Cl is 3D" <as discussed above dus is 
not the actual potential core length). The centreline velocity downstream of the potential core for the 
higher pressure Cl is also lower than dIe 2bar steady Cl , which indicates lhat the high pressure Cls 
result in a slightly stronger bifurcation of the primary jet. This is confirmed by looking at the RMS 
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velocity plots which show a slightly steeper curve for the 3bar Cl case, indicative of higher turbulence 
levels at the centreline of the jet. Therefore, in general, the changes seen are rather marginal. 
2) LIPLINE MEASUREMENTS 
A stronger bifurcation of the jet, leading to the displacement of the core velocity from the vicinity of 
the centreline of the jet and towards the shear layer is best established by looking at the lipline velocity 
plots. On the y-lipline, the mean velocity of the jet is higher (but onl y margi nally) with the steady Cl of 
3bar up to xID,=9, with the maximum difference «10%) in the velocity seen between xID,=3 to 
x1D,=6. Recall that these were the regions where the bifurcation of the jet starts and higher mean 
velocity values at the y-lipline show that the high velocity jet has moved further outward due to the 
stronger Cl. The RMS velocity magnitude in this region is lower for the 3bar steady Cl , which also 
points towards tbe same effect, as the region of maximum turbulence has moved farther away from the 
lipline due to the stronger Cl . The z-lipl ine plots are less informative, as any changes in the contraction 
of the jet due to the high pressure are not revealed, wi th the mean and RMS velocity curves for the two 
Cl supply pressures sitting on top of each other. On the whole however, Fi g. 4. 16 indicates onl y minor 
effects on the lipline for a 50% change in Cl supply pressure. To complete the comparison of the 
performance of the steady CJ at two different supply pressures, radial measurements are discussed next. 
3) RADIAL PROFILE MEASUREMENTS 
Fig. 4. 17 (mean axial velocity plots in the near-field of the jet) shows very little effect of the increase of 
Cl supply pressure on the crosS section of the jet. Up to xID,=2, the jet compresses slightly more in the 
z direction for tbe supply pressure of 3bar, but nO increase in the expansion of the jet along the y 
direction is seen. Moving further downstream, a hint of jet bifurcation at xlDn=3 is seen for the 3bar 
case, but the decrease in velocity at the centreline of the jet with the higb speed core jet ejected away 
from the centreline is much more evident at xlDn=4. Thi s bifurcation, as expected is stronger fo r the 
high pressure Cl (lower velocity at centreline), but the maxi mum velocity magnitude shows that the jet 
is sti ll within the potential core. A Slight increase in spread due to the stronger bifurcation is also 
observed . III the far-field at xID,=5 (Fig. 4.1 8), the stronger bifurcation effect is more evident, and is 
accompanied by both a margi nal decrease in the maximum velocit y of Ule jet and an increased spread. 
Tbe jet continues to spread further downstream but the direct impact of the CJ dampens out which is 
shown by dying out of the bifurcat ion, although tbe presence of two bigh speed jets eitber side of the 
geometric centfeline is clearly visible at xlDn= IO. Samimy et al. [23], in their in vesti gation on the effect 
of solid tab height in enhancing tbe spread of tbe shear layers made a similar observation and found 
that varying the height of tbe Cl for a fixed width did not ma ke much difference to the jet mixing as 
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long as the tab height was larger than the boundary layer thickness. For the steady CJs, the increased 
pressure only resu lted in a higher penetration of the CJ slug, no significant changes were observed 
between the two Cl supply pressure conditions. 
For the higher pressure Cl, the momentum transfer (calculated from the ideally expanded velocities) 
was 37'10 more than the 2 bar CJ. The slight increase in the spread of the jet observed along the y-
profiles for the higher pressure CJ is not sufficient to justify the higher energy/pressure (CJ mass flow) 
required. This increased spread is because of a stronger bifurcation, which displaces the maximum 
velocities from the centreline region, moving them closer to the low speed ambient air, resulting in 
regions of high shear which are ultimately responsible for increased mixing. However, this stronger 
bi furcation is also accompanied by a stronger contraction of the jet along the z direction. [n summary, 
the higher CJ pressure, the stronger is the bifurcation accompanied by a higher contraction of the jet in 
the z direction. The contraction affects appear much earlier than ti,e expansion, which are ultimately 
responsible for the spread of the jet downstream. This reduction in the cross section of the jet at the exit 
plane of the nozzle would also likely lead to an overall thrust penalty. 
The inability of the higher pressure CJ to produce a corresponding substantial effect on the spread of 
the jet proves that as long as the amplitude of the CJ force is sufficient to disturb the shear layer, the CJ 
supply pressure does not increase the mixing enhancement of the primary jet significantly. It is also 
clear from the above discussion that CJs contract the jet in the line of their introduction while expand 
the jet perpendicular to the line joining the CJs, resulting in an elliptical jet. The effectiveness of the 
CJs should therefore be measured on the overall increase in the area of the jet rather than concentrating 
on the positive changes (increased spreading in tbe expansion direction) brought about by them. In an 
ideal scenario, the compression effects should be avoided or reduced to a minimum whi lst still being 
able to expand the jet. A supply pressure of 2bar was tllerefore considered the optimum pressure and 
tests with the pulsed CJs were only perfonned with the maximum supply pressure during a pul se equal 
to 2bar, thus reducing the number of critical parameters that affect the performance of the pulsed CJs. 
The pulsed CJs, which are weaker tban the steady CJs since the h.igh pressure forcing altematively 
turns ON and OFF, and the maximum pressure is only operational for a very small period of time, need 
to be investigated, as the compressive force would be removed during the off phase of the jet, al lowing 
the jel to relax in tbe z direction as well. This led to a thorough investigation of the pul sed CJ effects on 
the development of primary jet shear layer which is discussed next in Section 4.4. 
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4.4 Influence of Pulsed Control Jets 
The tests with the steady CJs discussed above allowed the determination of the optimum maximum 
supply pressure for the pulsed CJs, thus reducing the number of independent parameters which required 
variation during the tests, reducing the number of tests significantly. The effects of the remaining 
parameters identified in Chapter I , i.e. the Strouhal number, duty cycle and azimuthal mode of CJ 
operation will be discussed in this section. Before di scussing the results, it is important here to 
document the selected operating conditions for the pulsed CJs. 
4.4.1 Test Conditions 
The pulsed CJ tests were operated at three different Strouhal numbers of 0.1, 0.22 and 0.4. These 
Strouhal numbers were chosen to be within the preferred range of Cl operation documented in the 
literature [38]. The purpose of testing at various Strouhal numbers was to establish if varying the 
Strouhal number within the preferred range has any effect on the performance of the pulsed CJs. The 
frequencies cOITesponding to these three Strouhal numbers, and the stability of the rotating shaft for 
tests at these conditions is demonstrated in Fig. 4. 19, which shows tbe frequency values deduced from 
the tachometer recorded readings during the tests. It can be clearly seen that the rotating shaft was 
stable to within 1% of the desired values (f=480 Hz, 1055 Hz and 1920 Hz respectively for St =0. 1, 
0.22 and 0.4) during the entire range. This stability of the grinder was maintained during the entire test 
(5-6 minutes). 
Two different duty cycles values of 0.63 and 0.32 were tested at all Strouhal numbers. The pressure 
fluctuations obtained from the pressure transducers at a duty cycle of 0.63 for the three Strouhal 
numbers are plotted in Fig. 4.20. The duty cycle value can be easily estimated from the time-varying 
pressure data. The supply pressure to the pulsation system was set by operating the pul sed CJs at a 
Strouhal number of 0.1, wltil the maximum pressure during any pulse reacbed a value of 2bar. This 
supply pressure was then kept constant for the remaining Strouhal numbers. Any changes in the 
pressure waveform were then representati ve of the effects of Strouhal number. This procedure was 
adopted to study the effects of the Strouhal number alone since varying the supply pressure to ule 
pul sation block to adjust the maximum pressure would have resuhed in varying twO parameters 
(Strouhal number and supply pressure) at the same time which was not desirable and did not all ow the 
study of Strouhal number effects independently. The peak pressure, however only changed by:::7% 
across the Stroubal number range tested at duty cycle value of 0.63 (Fig. 4.20). At Strouhal numbers of 
0.1 and 0.22, the minimum pressure during any pulse is close to 1.3 bar, but the maximum pressure for 
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the St 0.22 case is also slightly lower than 2 bar (=: 1.9bar). At a Strouhal number of 0.4, the di fference 
between the maximum and minimum pressures attained during any pulse reduced with the minimum 
and maximum pressure values being 1.45 bar and 1.85 bar respectively. Notice that a StroubaJ number 
of 0.4 required a frequency (and hence tbe shaft rotati onal speed) 4 times of that of Stroubal 0.1 (as 
shown in Fig 4.19), whicb was responsibl e for shifting of the peak pressure values. Simil ar behaviour 
can be seen in Fig. 4.21, which shows the time-varying pressure fluctuations at the lower duty cycle of 
0.32 for the three Strouhal numbers. At a Strouha l number of 0.1 , tbe minimum pressure value during 
the pul se is 1.1 bar. Also noticeable in the time varying pressure data at this Strouhal number is another 
small ' pulse', with a maximum value of =: 1.3 bar. This pressure, though is not signifi cant enough to 
affect the shear layer and it is assumed that the pulsed CJ is OFF during tbis period. This will become 
clearer when the definition of the duty cycle based on the pressure readings is presented below. The 
maximum pressure at a Strouhal number of 0.22 has reduced to 1.8 bar. At the highest Strouhal number 
tested, the pressure value varies between 1.2 bar and 1.5 bar for the pulsed CJs. The different range of 
the pressure fluctuati on values at a Strouhal number of 0.4 for the two duty cyc les are remi niscent of 
the effects of duty cycle at high Strouhal numbers. The steady jet can be considered to be the limiting 
case of a pulsed CJ with a duty cycle of I. The pulsed CJ, at a duty cycle of 0.63 is therefore closer to a 
steady CJ. At high Strouhal number, the lime for tile pressure to decrease to a value closer to I bar is 
very small , and the sudden changes (due to tbe higher Strouhal number, smaller time period of pulse) 
give the ai r very little time to react, hence we see that the maximum pressure during a pulse is closer to 
the desired 2 bar. At a duty cycle of 0.32, however, the reverse is true. i.e. the OFF period is the 
dominant one, with the air being given very little time to pass through the hole of tbe rotating shaft, 
hence the pressure fluctuations at the lower duty cycle are shifted towards the lower end of the pressure 
values. 
This variation of the pressure va lue, for different Stroullal numbers required a consistent definition for 
duty cycle based 0 0 pressure readings. Figure 4.22 shows a single pulse extracted from the pressure 
transducer readi ngs with the CJs operati ve at a troullal number of 0.1 for both duty cycle va lues. A 
cut-off pressure va lue of 1.4 was chosen as the boundary at whi ch tbe CJ starts affecti ng the shear 
layer. At pressures below 1.4 bar, the pulsa tion was assumed to be part off the OFF phase of the pulse. 
The corresponding duty cycle values can be clearly seeo in Fig. 4.22 where the time axi has been 
plotted as non dill1cnsionalised by the time period of the pulse; hence, the ON phase gives tlJe duty 
cycle (a) va lue directly. The duty cycle value obtained from these plots matched the duty cycle va lues 
obtained from the shaft and hole diameter ratio (see Chapter 2 for details). Since no hardware of the 
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pulsation system was changed at higher Strouhal numbers, the same duty cycle values will be 
applicable to all Strouhal numbers tested. 
The effects of varying Strouhal number and duty cycle were studied with the CJs operating in phase 
with each other (azimuthal mode m=O). The effects of changing Strouhal number on the CJ 
performance will be discussed first, followed by a comparison of the changes tbat occurred because of 
different duty cycle values at the same Strouhal number. 
4.4.2 Strouhal Number Effects 
The effects of varying Strouhal number on the mixing enhancement of the primary jet was investigated 
at both duty cycle values. The purpose of conducting tests at different Strouhal numbers was to 
investigate if varying Strouhal number within the preferred range documented in the existing literature 
affects the perfonnance of twin in phase pulsed CJs as a mixing enhancement device, and to identify 
any poss ible optimum Strouhal number. The findings for the higher duty cycle a =0.63 are presented 
first. 
4.4.2. 1 Duty Cycle 0. 63 
Similar to the results described when the steady CJs were operative, centreline measurements with 
pul sed CJs are discussed first. 
1) CE TRELINE MEASURElVIENTS 
The effect of pulsed Cls on the centreline axial velocity of the primary jet is similar to the steady Cl 
case as shown in Fig 4.23. The potential core length, derived from the centreline plots, has reduced to 
3D" showing an improvement of 50% over the cl ean jet for the pulsed Cls at all Strouhal numbers 
tested. Downstream of tbe potential core, however, the St 0.22 pulsed Cl appears to be slightly more 
effective in decreasing the axial velocity at the centreline. The increased turbulent activity downstream 
of the potential core with pulsed CJs can be seen in the RMS plot also shown in Fig. 4.23, with the 
RMS axial velocity rising sharply to a maximum value of approximately 15% of Uj at xiD,=7 for all 
Strouhal numbers. Beyond tbe salUration point, the decay of the RMS velocity with and without pul sed 
CJs becomes the same, showing that the pul sed CJ onl y affects the primary jet behaviour in the first 7-
0 , downstream of nozzle exit. At xiD,= IO, the cenlreline velocity wi th the St 0.1 and St 0.4 pulsed 
CJs is 0.63Uj , but slightly lower (0.61 Uj ) for the SI 0.22 CJ, whicb sbows very small effect of varying 
Strollhal number on the primary jet ccntrelinc velocity for the range investigated. 
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2) LIPLINE MEASUREMENTS 
The mean and RMS axial velocity measurements along the y-lipline with pulsed CJs are shown in Fig. 
4.24. The response to pulsed CJ excitation at all Strouhal numbers is the same and is very similar to the 
steady CJ case, with an initial velocity at the exit plane of tbe nozzle lower than tbe clean jet but 
followed (beyond xiD,=0.5) by an increase to a value higher than the clean jet. The mean velocity 
between xiD,=1 and xiD,=6 remains constant at a value of approximately 0.7Uj for the pul sed CJs 
before showing a decreasing trend. The RMS velocity curves show an increasing trend wi th Strouhal 
number downstream of the potential core end; this peaking of the RMS veloci ty is most evident at St 
0. 1, but both the magnitude and tbe region of this increase reduces with an increase of tbe Stroubal 
numbers, with the St 0.4 pulsed CJ plot resembling the RMS velocity plot of the steady Cl s (see Fig. 
4.16). The increased RMS velocity values, bowever do not affect the growth/spread of the shear layer 
as seen from the corresponding mean velocity values. Very little effect of the excitation at different 
Strouhal numbers on the z-lipline is seen in Fig. 4.25. The intensity/strength of tbe pulsed Cl increases 
with increasing Strouhal number; the mean velocity plots for the St 0.4 pul sed CJ excitation are the 
closest to the plots for the steady Cl discussed above. As in the case of the y-lipline, the RMS veloci ty 
plots for tbe three different Strouhal numbers tested show sOl11e influence of Strouhal number. At St 
0. 1, the RMS velocity ri ses to a value of 20% ofUj at xlD,=I , which is much higher than observed for 
the clean iet (16% of Ui; Fig. 4.3) and the steady iet case ( 14% ofUi; Fig. 4.9). The RMS velocity then 
starts decreasing with further downstream movement of the jet. Similar trends are seen at Stroubal 
numbers of 0.22 and OA, but the maxi mum RMS velocity decreases to 17% and 14% (similar to the 
steady CJ case) of Ui with increasing Strouhal numbers. As observed in dle centreline plots discussed 
above, the effect of pul sed CJs onl y lasts for the first 7-SD, downstream of the nozzle exit plane, wi th 
the mean and RMS velocity plots showing the same trends as the clean jet, indicating that the effects of 
the Cl device damp out within dle first 10D, of primary iet development. 
The difference in the RMS veloci ty curves at the y-lipline and z-lipl ine for the three Strouhal numbers 
of pulsed Cl operation give an insight into the different strucmres developed in the primary jet. Each 
slug of the CJ flu id ind uces vortex structures in the primary jet, whi ch convect downstream due to the 
primary jet velocity. The highest RMS velocit ies observed under Sl 0. 1 fo rci ng show that the low 
frequency (and hence large time period) of the pul e allowed distinguishing of the ON period (when the 
CJ is ejecting air into the primary jet) and the OFF period (no Cl). The vortices th us induced into dle 
primary jet at thi s Strouhal number were clearly distinguishable, even at the high value of 0.63 for the 
duty cycle. However, as tbe frequency of the pulsed CJ excitation is increased (higher St), the time 
between two successive fluid slugs reduces, resulti ng in smaller spatial separation between successive 
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flow structures induced due to successive pulses, and a possible merging of neighbouring vortices. The 
absence of distinct vortex structures, as St increases, is responsible for the lower values of RMS on the 
Iipline(s). The above explanation is also supported by the close resemblance of the RMS plots for the St 
0.4 pulsed Cl and the steady Cl plots at the lipline(s), but clearly more detailed visualisation study 
(using PLIF or PIV) of the structures is required to prove this. 
The main focus during the current work is increased mixing of the primary jet; this is primarily 
indicated by mean axial velocity levels, and very little effect of the excitation at different Strouhal 
numbers was observed. However, as already noted, relying On centreline and lipline data without 
looking at radial profiles at different stations downstream of the nozzle can be misleading, and should 
not be used in isolation to gauge the efficiency of the mixing enhancement technique. A thorough 
investigation of the jet cross section was thus also conducted for the three Strouhal numbers of pulsed 
Cl operation, but no effect of changing St on the spread of the shear layer was observed at a duty cycle 
of 0.63 . The velocity profiles in the radial direction will therefore be presented only for the St 0.22 
pulsed Cl . 
3) RADlAL PROFILE M.EASUREMENTS 
Tbe mean axial velocity plots along yiz directions are shown in Fig. 4.26. As indicated by the lipline 
measurements, the general response of the primary jet to steady or pulsed Cl forcing is essentially the 
same with a contraction of the jet along line joining tbe Cls (z-profiles), and an increased spread of the 
jet perpendicular to the line joining the Cls (y-profiles). The results along the z-profiles are more 
interesting. No effect of the pulsed Cl introduction can be seen at the exit plane of the nozzle and 
although a contraction of the primary jet core and the shear layer is seen along the z direction as tbe jet 
moves downstream, this contraction is clearly not as severe as caused by tbe steady Cl At xID,=4, the 
velocities at the outer edge ofllle shear layer in the z direction are almost the same as the clean jet, with 
a much smaller maximum velocity region at the jet centre compared to the clean jet, both of which are 
desirable for increased mixing. Thi s significantl y reduced contraction is accompanied by an expansion 
of the jet cross-section along the y-profiles, simi lar to d,e steady jet case. All increase in jet spread rate 
compared to the clean jet can be clearly seen at x1D,=2. Also noticeable in the y-profiles is that at 
xID,=4, the primary jet is outside the potential core region, so the centreline velocity pl ot, which 
indicated a potential core reduction of 50% was showing a sli ghtly exaggerated view of the reduction 
due to- the pulsed Cl, since a hint of bifurcation can be seen at xiD,=4, as opposed to a strong 
bifurcation seen within the potential core region with tbe steady Cls. This infonnation, retrieved from 
radial measurements, reiterates that centreline measurements arc not a sufficient indication of potential 
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core length when the primary jet is manipulated by control devices. In the far-field plots (see Fig. 4.27), 
the bifurcation first observed at xfD"=4 grows slightly as the jet moves downstream up to xfD"=7, but 
this bifurcation effect is much weaker with the pulsed Cl than observed with the steady CJs. However, 
spread of the outer edge of the shear layer remains the same as the steady Cl , which shows an increased 
ability of the pulsed Cl in reducing the high speed core area, and mixing enhancement. The maximum 
velocity magnitude of 0.8Uj for the pulsed Cl has only displaced to r/D"=0.2 against a radial 
di splacement of O.4D, with the steady Cl (see Fig. 4.1 1) at this axial station. Further downstream 
movement of the jet results in a reduction of this effect, and no evidence of the bifurcated jet is seen at 
x=8D,. The far-field plots for the z-profiles also show a decrease of the mean velocity magnitude with 
downstream movement, and the tendency of the jet towards increased spread, but thi s spread in the z 
direction is always less than the clean jet. Al though the cross-section of the jet appears to be elliptical , 
the minor axis of the elliptical jet (along the z direction) is larger tban the steady Cl case. The 
maximum mean velocity at x=IOD, has reduced to 0.6IUj , compared to 0.8 1Uj for the clean jet. The 
increased benefits of the pulsed Cl device can be gauged by noticing that the velocity for the clean jet 
only reduces to 0.61 Uj at r/O,=O.4 at this axial stali on, so using the pulsed Cl device has effecli vely 
removed the inner high speed circul ar region of O.4D, diameler from the jet. 
The RMS velocity plots shown in Figs. 4.28 and 4.29 for the near-field and far-field respectively 
emphasize the expansion along the y-direction and contraction along the z direction. Very close to the 
nozzle exit plane, the RMS velocity magnitude rises to 24% of Uj , shown in the z-profi les at xfD,=0.05 
and xfD,=O.5. The increased spread of the primary jet shown by increased shear layer radial width 
compared to the clean jet can be seen as the jet moves downstream of ID,. The end of the potential 
core region and a hint of bifurcation is also evident from the RMS velOCity plot at xfD,=4, with the 
RMS velocity magnitude rising slightly at the centreline. As in the mean velocity plots, no bifurcation 
of the jet is seen at xlD,,=8, with an extended fl at region of the RMS velocity in the core region of the 
jet. 
The cumulative effect of the pulsed Cl s, indicated from the radial profiles, is an increased cross-
sectional area of the primary jet, compared to the steady Cl 'n,ese results are encouraging as they 
show that considerable reduction of the high speed core area of the jet can be acllieved by using pul sed 
Cl s. No contraction of the jet in the z direction al the exit plane of the nozzle, and significantly less 
contract ion of the jet in the near-field of the jet with the pul sed Cls was ob erved. This reduced 
contraction of the jet, compared with the steady Cls shou ld result in a significant decrease in the thrust 
loss associated with the control devices. Since the reduced contraction of the jet is a result of the 
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pulsation, it was a logical extension to deviate further away from the steady CJ, by reducing the duty 
cycle of pulsation. Therefore the velocity field investigation of the primary jet was also conducted with 
the pul sed Cl s operating at a lower duty cycle value of 0.32, as discussed below. 
4. 4.2.2 Duty Cycle 0.32 
\ ) CENTRE LINE MEASUREMENTS 
The potential core length of the primary jet reduces to 3.750" at all forcing Strouhal numbers 
investigated at the lower duty cycle, however, the St 0.22 pulsed Cl is marginally mOre effective at 
decaying the jet centreline velocity downstream of this location (Fig. 4.30). The RMS axial velocity 
plot also sbows a slim difference of the peak turbulence magnitude at different Strouhal numbers, with 
the St 0.1 pulsed Cl having the highesl velocity at the saturation point, an indication tbat the St 0.1 
pul sed CJ forms the most distinct vortex structures in the primary jet. 
2) RADIAL PROFIL E MEASUREMENTS 
It is evident from tbe discussion of the results with the CJs that the profi le measurements of the primary 
jet cross-section are the most revealing. Therefore, a complete investigation of the velocity field of the 
primary jet when influenced by the pulsed Cl s at different Strouhal numbers was also carried out. The 
radial measurement plots showed that the jet response differed slightly for the different Strouhal 
numbers, for the lower duty cycle. The radial profile measurements for all Strouhal numbers are 
therefore presenled here. The maximum error in the mean velocity measuremenlS was eSlimated 10 be 
6% in Chapter 2, and tbe profile measurements presented here also include the error bars. 
Fig. 4.3 1 shows the y-profiles of Ibe mean axial velocily for all the Strouhal numbers lested. An 
increase ill Ihe spread of tbe primary jet is first observed at xiD,=2. A1t1lOugh excitation al all the 
Strouhal numbers shows enhanced spreading of the jet, maximum benefils are seen at St 0.22. This 
difference in Ihe spread rate of the primary jet is first seen at xiD,=3, and becomes more evident with 
downSlream movement. No bi furcation of the primary jet is seen al the smaller duty cycle, for all Ihe 
Stroubal numbers tested. Hence, the centreline velocity measuremCJllS are a lrue indication of the jet 
cemreline velocilY decay. 1n addition to enhanced spread of the jel, the effect of Strouhal number are 
also observed at the centre of the primary jet, with the largest reduclion of ule core jel velocity 
observed with I 0.22 CJ. At xiD,=7 (Fig. 4.32), the centreline velocity is 0.84Uj , 0.80Uj , and O. 87Uj 
for St 0.1, SI 0.22 and St 0.4 pulsed Cl respectively. The velocities of 0.26Uj , 0.31 Uj , al1d 0.23Uj at 
riD,= 1.2 at this axial station also exh ibi t Ihe higher effectiveness of St 0.22 forcing. Downstream of 
xiD,=8, tbe effect of Ihe differenl Strouhal numbers starts to disappear at the ouler edge of the shear 
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layer. No significant effect of the Strouhal numbers on the z-profiles is seen (Figs. 4.33 and 4.34). 
Noticeable in the near-field is the slight misalignment of the z-profiJes along the jet axis, which was 
down to experimental errors, and cannot be attributed to the influence of the pulsed CJs on the primary 
jet behaviour, as the misalignment is only visible from xID"=1 to xID"=4. The contraction with pulsed 
CJs at the lower duty cycle is much less, both in the near and far fields. Till s is clearly observable in the 
far-field (see Fig. 4.34) as tbe outer edge of tbe shear layer expands beyond the clean jet, even in the z 
direction. The increased spread of the jet along the y direction without a severe contraction of the 
primary jet in tbe z direction for the St 0.22 pulsed CJ excitation compared to the pulsed CJs operated 
at other Strouhal numbers clearly proves that a Strouhal value of 0.22 for exc iting the primary jet is tbe 
optimum Stroubal number of pulsed CJ excitation. 
The above discussion clearl y illustrales that Stroubal number effects are more clearly seen at lower 
duty cycles, and St 0.22 appears 10 be the most effective at increasing tbe mixing rate of the jet. No 
effecl of tbe Strouhal numbers tested was seen wben the Cl s were pulsed at a duty cycle of 0.63 . 
However, the mean velocity field of the primary jet showed different levels of spreading of the jet with 
the pulsed Cls operative at a duty cycle of 0.32. A Stroubal number of 0.22 was observed to be slightly 
better at increasing the cross-secti onal area of the primary jet. Although the Strouhal number effects 
were discussed for both tbe duty cycle values of Cl operation, no effort was made to compare the 
primary jet response to tbe different duty cycles in the discussion above. To elaborate on the effects of 
the duty cycle, a comparison of tbe changes induced into tbe primary jet development with the pulsed 
CJs operating at a Stroubal number of 0.22 for both the duty cycles is presented below. 
4.4.3 Duty Cycle Effects 
As discussed above, the duty cycle value of the Cl is an indicator of the strength of the pulsed Cl , for 
fi xed value of CJ pressure amplitude. The steady Cl can be considered as a limiting (strongest) case of 
a pul sed Cl with a duty cycle of J. Lowering the value of the duty cycle results in loss of strength 
during the pulses, hence tbe pul sed CJ operating at a duty cycle of 0.32 is weaker than the 0.63 pulsed 
Cl Since the Strollhal number of 0.22 was Illost effective in enhancing the spread ra te of the primary 
jet shear layer when the Cl was operated at a duty cycle of 0.32, the comparison of the dut y cycle is 
only made for thi s St value. Only the radial profiles compari son is presented here. 
Remember tbat tJle direct effect of CJ ino'oduction is a contract.ion of the primary jet along t11e z 
direction, which subsequentl y resul ts in tile expansion/spread of the jet along the y direction. Fig. 4.35 
clearly shows tbat the contraction of the primary jet wi th 0.=0.32 is less than 0.=0.63 duty cycle. The 
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difference is first seen at xlDn=0.5, and becomes more evident as the primary jet moves downstream. 
This loss of strengtb of tbe pulsed Cl, however does not decrease spread of the jet along the y direction 
as the y-profiles for both duty cycles show similar bebaviour up to xlDn=3 (compare Figs. 4.26 and 
4.31). However, at xlDn=4, as discussed above, a bifurcation oftbe jet causes the maximum velocity to 
shift either side of the centreline, atld results in an extended core area of the jet for a=0.63 compared to 
a=0.32. In add ition, the a=O.32 case appears to be more effective in spreading the jet at this axial 
location. Thus, there is a marked improvement in tbe spread of the primary jet witb tbe pulsed Cl 
operating at a duty cycle of 0.32, since the pul sed CJ increases the cross-sectional area of tbe jet along 
botb directions (y and z). This increased effectiveness of the pulsed CJ for tbe lower duty cycle 
becomes even more noticeable in the far-field. In the y-direction, the lower duty cycle Cl has resulted 
in both a decrease in the radial width of the core of the jet as well as an increased spread of tbe primary 
jet shown by higher velocities at the outer edge of the shear layer. Tbe increased spread at the lower 
duty cycle value can be gauged by noticing that the velocity at rlDn= J.2 in the y direction is 0.2Uj and 
OJI Uj for duty cycle values of 0.63 and 0.32 respectively at xlDn=7. TI,e far-field plots of the z-
profiles also show an increased surface area with the lower duty cycle Cl. 
Thus, the cumulative effect of the y-profi les and z-profiles proves tbat the pulsed Cl operated at a duty 
cycle of 0.32 was much more effective Ulan the 0.63 duty cycle pulsed Cl. The comparison above also 
sbows that the duty cycle of Cl operation is a much more significant parameter than the Strouhal 
number. The increased cross-sectional area of the jet was a result of more entrainment of the ambient 
air into the core of the jet, wbi ch resulted in a higher spread of the primary jet as well as reduction in 
tbe velocity of tbe core jet fluid due to mixing. 
The comparison of St and u effects presented above was made when the two CJs were operated in 
phase with each other (azimuthal mode m=O). In Chapter I, the azimuthal 1110de of CJ operation was 
also identified as an independent parameter that affects tbe abili ty of tbe CJ to enhance the spread of 
the primary jet. Since the number ofCJs used here all owed tbe excitation of only U,e symmetric (m=O) 
and alltisY111metric (m= l) 1110des, tbe pulsed CJs were also operated in antisymmetric mode to 
determine the significance of the azimuthal mode of CJ operation. The antisymmetric mode has been 
shown to be 1110re effective at enhancing the spreading of the jet compared to tbe symmetric mode in 
other work [70, 71]. 
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4.4.4 Azimuthal Mode Effects 
The results discussed above revealed that the maximum mixing enhancement was accomplished when 
operating at a Strouhal number of 0.22 with a duty cycle of 0.32. The primary jet response to the 
anti symmetric mode was, therefore, only tested for this configuration. The pressure fluctuations for 
botb Cls during the tests are plotted in Fig. 4.36, whicb shows a phase difference of 1800 between the 
eIs, required for syothesising the antisymmelric mode. The results of the tests conducted are discussed 
below. 
1) CENTRELINE MEASUREMENTS 
The mean axial velocity at tbe centreline of the primary jet for the anti symmetric excitation shows a 
potential core length of 3D,. For comparison purposes, the corresponding plot for the symmetric mode 
is also shown in Fig. 4.37. Beyond the potential core, tbe mean velocity for the antisymmetric mode is 
less than Ihe symmetric mode at all axial stations, which shows that the antisymmetric mode of 
excitation is more effective than the symmetric excitation, at least for centreline velocity decay. The 
RMS velocity plots at the centreline are more interesting, and boll1 the axial and radial RMS velocity 
for the two modes are shown. The most striking result is the rise of tbe radial RMS (w) velocity starting 
at xID,=1 for the aDlisymmetric mode, with the radial RMS velocity magnitude bigher than Il,e axial 
RMS velocity up to xID,=4. The bigber radial RMS velocity is a clear indication that the antisymmetric 
mode of pulsed Cl operation has forced the primary jet to flap, wbile no flapping is observed in the 
symmetric mode. The flapping of the jet also shows that the strength and radial position of the 
strUctures generated in the primary jet when forced at different modes is different, with the vortices in 
the anti symmetric mode being stronger and penetrating more into the core of jet, while the vortices in 
the symmetric mode are unable to reach the centreline of the jet. With downstream movement of the 
vortices, however the flapping of the jet weakens, presumably by the damping caused by interaction 
with the high speed core of the jet. 
2) RADIAL PROFILE MEASUREMENTS 
A more severe contracti on of the primary jet in the z-directi on for the anti symmetric mode, resulting in 
a radi all y thiruler hi gher velocity ore regi on illustrates that the anti symmetry of the CJs causes the 
vortices to penetrate further into the primary jet, as there is no ' balancing' force from the opposite side 
to resist this penetration unlike ule symmetric mode of CJ operati on (Fig. 4.38). As explained earlier, 
the enhanced spread of the jet observed along the y-directi on is all after-effect of the contraction. No 
distinction in the spread of tbe jet with the CJs operating at the two modes can be made up to xID,,=3 , 
but at xID,=4, a bifurcation of the jet resulting in an extended higher velocity core region is observed 
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for the anti symmetric excitation mode. This appearance of the bifurcation, with only a change of the 
azimuthal mode of CJ forcing without an increase in the strength of the CJ confirms tbat the vortex 
structures in the antisymmetric mode are stronger and penetrate further in tbe primary jet. The 
bifurcation first observed at xfD,:4, becomes more evident as the jet moves downstream up to xfD,:7, 
but its intensity starts decreasing further downstream, and no evidence of the bifurcated jet is seen at 
x= 1 OD,. A higher spread of the primary jet for the symmetric mode compared with antisymmetric 
mode of operation, with lesser contraction is apparent from fi g. 4.38. This abili ty of the symmetric 
mode in spreading the primary jet along both the measured directions (y and z axis) clearly 
demonstrates the symmetric mode of pulsed Cl forcing to be more effective over the antisymmetric 
mode of forcing, a find ing which is contrary to the publi shed work and popular belief. It should, 
however, be remembered that whilst the antisymmetric mode of operation was claimed to be more 
effective in enhancing tlle spread of the jet, the clai m was mostly made on the measurements made at 
the geometric centreline of the jet. Although the current work also showed a smaller potential core 
length with the anti symmetric forcing (bifurcation was only observed after the potential core), the jet 
spread for the anti symmetric forcing was clearly less than the symmetric mode. Al so, the literarure 
available does not explain the methods adopted to activate tbe different azimuthal modes (refer to the 
discussion in Chapter 1). 
In the RMS velocity plots shown for the near field in Fig. 4.39, a more severe contraction in the z-
direction, and the presence of a bifurcated jet indi cated by a rise of RMS velocity magnitude in the 
vicinity of the jet centre Cat xfD,:4) for the antisymmetric mode is evident. In the z-profiles, initially, 
the peak RMS velocity for the anti symmetric mode in the shear layer is higher than the symmetric 
mode but thi s higher turbulent activity in the shear layer for the antisymmetric mode only lasts up to 
xfD,=l. Downstream of this location, the RMS velocity for the symmetric mode is higher. T his shows 
that the vortices for the alltisymmetric mode are more distinct, they quickly move towards the core of 
tile jet whereas the vortices induced during the symmetric mode of excitation move towards the sbear 
layer of the jet, hence the maximum RMS velocity for the symmetric mode is higher than the 
anti symmetric excitatjon. This argument is based on the results discussed above whi ch show greater 
penetration of the pul sed CJ vortices for the antisYlllll1etric Olode resulting in a more severe contraction 
in Ule z direction and a bifurcation of the primary jet. This study of the strength and movement of the 
CJ induced vortex structures will be the focus of Chapter 6. 
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4.5 Comparison with Available Literature 
Although the ahove discussion clearly shows that the centreline velocity profile is not the right single 
indicator for comparing the perfonnance of Cl devices. a comparison of the centreline data obtained 
during the current investigation with steady and pulsed Cl s with work available in the literature is 
presenled here. since most previous works have only presented centreline data. 
Tbe centreline velocity data for the clean jet and steady Cl s at operating pressures of 2 bar and 3 bar 
are shown in Fig. 4.40. The current data is compared wi th the work of Behrouzi et al. [104) for an NPR 
1.5 jet and Ibrahim et al. [7 1) for an ideally expanded sonic jet. The work reported by Behrouzi et al. 
was perfonned in the same faci lity and compares very well wi th the steady CJ data from the present 
work. The work of Ibrahim et al. was carried out using 12 CJs. with a CJ supply pressure of 1.5 bar 
(PCJUC,!p"",.Upnn ~0.75). but a CJ orifice size of d~D/ 15 (CJ orifice twice the size used in thi s study). 
No bifurcation of the primary jet was reported. presumably due to the lower momentum ratio used for 
the steady CJ tests. and hence the red uction of the potential core indicated in their work is the actual 
value. The lower reduction in the potential core length due to steady CJ introduction. compared with 
current work clearly shows that there is ao optimum Cl supply pressure value at which the CJ forcing 
resulls in maximum reduction of the potential core length whi le. in [71). the Cl's supply pressure was 
not sufficient to achieve the desired benefits. 
The results obtained using pulsed Cls are compared for both symmetric and antisymmetric modes with 
the available data from Kim et al. [39] and Ibrabim et al. [71) (Fig. 4.41). The potential core lengths 
and subsequent decay of the velocity OD the jet centreline match very well with the results of Ibrahim et 
al. [71) for both the symmetric and antisymmetric modes. It should be noted here that in (71). the 
pulsed Cl s were operated such that the time-averaged mass flow rate, during any pulse matched tbe 
steady Cl mass fl ow rale (4% of primary jet). This resulted in the max.imum pressure during any pulse 
cycle. to be twice that of steady Cl supply pressure (assuming a duty cycle of 0.5; no information about 
the duty cycle value was provided). Hence, a better match with the current study is achieved. since the 
pulsed Cl s were operated at opt imum Cl pressure in the current work. 
Kim el al. [39) used 8 LAFPA actuators to control an NPR~ 1.7. M~0 . 9 jet. The comparison Clearly 
demonstrates the 2 Cl s lIsed ill Ihe current study la be mare effective in forcing the decay of the 
primary jet velocity al tbe centreli ne IJJan the 8 LAFPAs for excitation at both the azimuthal modes. 
Though Kirn et al. [39) claim to achieve improved perfomlance at other azimutbal modes (specifically 
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m= ±l), the methods adopted to synthesize those modes are either not explained, or are not right in the 
author's opinion (see Chapter I for details). 
4,6 Discussion 
The investigation reported here of the different parameters affecting the Cl performance in enhancing 
the spread of the primary jet shear layer has identified that varying the strength of the Cl affects its 
ability to entrain more ambient fluid into the shear layer, which in turn affects the miJUng rate of the jet. 
TIle strength of a Cl is direclly related to the Cl orifice size, the supply pressure, and the duty cycle of 
the pulsed Cl. The results discussed above have demonstrated that the operating pressure of the Cl only 
increases the ability of a Cl up to a certain pressure value, at which the Cl is able to disturb the shear 
layer of the jet in an optimum manner. Increasing the supply pressure beyond this value does not 
provide any additional benefits, and in some cases can decrease the efficiency of the Cl. 
When the primary jet was subjected to steady Cl injection (in this study in the z direction only), tbe jet 
experiences a contractive effect in the direction of C.l introduction, which forced the primary jet fluid 
inwards. This contraction of the jet in the direction of Cl introduction is a local effect, only seen in the 
z-profiles on the y planes close to the planes of Cl introduction, but as we move away from the F O 
plane (plane of their introduction) tbi s localised decrease in the velocity effect fades out. Tbis 
' squeezing' of the primary jet by the CJ makes the bigh speed primary jet fluid respond as mass 
conservation dictates, forcing jet expansion in the orthogooal direction. Very close to the nozzle eJUt 
plane, jet fluid expands in the y-direction to compensate for the orthogonal contraction induced by tbe 
Cl. 
Whcn the Cl is pul sed, tbe duty cycle of CJ operation is added as another parameter, whicb can control 
the primary jet response. Tbe duty cycle defines what percentage of the time period of tbe pulse tbe CJ 
forcing is ON. The steady Cl is therefore a limiting case of a pulsed CJ with a duly cycle of I. When 
tbe jet is tumed OFF during a pulse, the compressed primary jet fluid, is all owed to re-expand towards 
the direction of the Cl forcing. This extra relaxation of the jet, compared to the steady CJs, (which are 
always ON) thus explains the marked di fference in the contrac tion of the jet in the z-proJ'iles. This also 
explai ns why tbe smaller duty cycle CJ was responsible for even smaller squeezing of the jet in the z-
profiles. The greater spread of the primary jet along tbe y direction, with the pulsed CJs can be 
attributed to the movement of the vortex structures within O,e primary jet. For a steady CJ, since the 
forcing is always present, the slug of fluid discharged responsible for tbe vortex structures is directed 
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towards the centre of the jet, at least close to the exit plane of tile nozzle. However, for the pulsed CJs, 
since the forcing is alternately turned ON and OFF, the vortex structures due to the absence of any 
force during the OFF phase, become' free ' and start moving towards the outer edge of the shear layer, 
earlier than the steady CJ structures, and are thus responsible for entraining more ambient air into the 
shear layer, resulting in a broader shear layer. Thi s escape of the vortex structures from the region of 
influence of the CJ slug is dependent on the time interval between two successive pulses, which in turn 
is a fun ction of the duty cycle and pulsation frequency. If the time interval between two successive 
pul ses does not allow the leading vortices to become free, then a merging with the vortices shed by the 
successive pulse takes place and the pulsed Cl acts similar to a steady CJ. This was the case when the 
pul sed Cl was operated at a duty cycle 0.63, which showed features resembling a steady CJ (causing a 
minor bifurcation of the primary j et), and can be termed as a semi-pulsed jet. When the Cl s were 
operated in an anti symmetric mode, the forcing from onl y one Cl was ON at a time. Thus there was no 
compressive effect, given that the primary jet can respond by flapping. This hypothesis is explained in 
more detail in Chapter 6, when predictions from the CFD si mulations are discussed since the 
experimental measurements conducted do not allow a complete explanation of this process and a 
capture of the streamwise vortices which are the result ofCJ injection. 
Finally, before bringing this chapter to a close, a comparison of the spread rate of the primary jet when 
forced by steady and pu lsed Cl s is presented. Both steady and pu lsed CJs eohance the spread in the 
direction perpendicular to their introduction while they suppress the jet spread in the line of their 
introducti on, resulting in the highl y non-a xi symmetric nature of the jet. The comparison is established 
by comparing the jet 0.4 radius in various directions, defined as the distance from the axis of the jet to 
the location where the mean axial velocity becomes 40% of the maximum jet velocity at a particular 
axial location (~ = rO.4 where rO.4 = r at U,=O.4U(",,,), ) for bnth steady and pulsed Cl devices. The jet 
radius va lues, normalized by D" are plotted in Fig. 4.42 for the clean jet, for steady Cl s (2 bar supply 
pressure), and pulsed CJs operating at a duty cycle of 0.32 in the synunetric mode and at a Strouhal 
number of 0.22. This plot validates the observations made earlier on the performance of the Cls. 
Expansion and contracti on in the jet radius in y and z directions caused by the CJs is clearl y evident. 
The plot demonstrates that because pu lsed Cl s provide enhanced y-direction spread and less z-direction 
contraction than steady Cl s, they are more effective at enhancing the spread of the jet and increasing 
the mi xing of the jet with the ambient. 
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4.7 Closure 
Tbis chapter has discussed the results of tests perfonned to investigate the effectiveness of Cl s in 
controlling high Mach number jets. The results have shown that potential core length reductions of up 
to 50% can be achieved by introducing Cls. The primary jet development becomes highly asymmetric 
when Cls are used; the jet contracts sli ghtl y along the line of introduction of CJs and the spread 
increases along the orihogonal direction. The investigation has showed that the velocity reductions at 
the cenrreline of the jet are not the right indicator of jet spread. A better indication is provided by 
examination of the jet 0.4 radius width in two onhogonal directions. The duty cycle of CJ operation 
was identified as the most imponam parameter affecting perfonnance. The effect of Strouhal number 
variation was only evident at lower duty cycle of CJ operation, and the symmetric mode was shown to 
be more effective at increasing the mixing of the shear layer. The effects of the Cl on an 
underexpanded supersonic jet will be presented in the next chapter. 
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Figures 
Figure 4. 1: Coordinate system used in the HPNTF 
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Figure 4.25: Mean and RMS axial velocity at the zlipline (Duty Cycle 0.63) 
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Figure 4.26: Mean axial velocity profiles at different axial locations (Duty Cycle 0.63) 
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Figure 4_27: Mean axial velocity profil es at different axial locations (Duty Cycle 0_63) 
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Figure 4.28: RMS axiall'elocity profiles at different axial locations (Duty Cycle 0.63) 
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5 Experimental Results: Supersonic Jet 
5.1 Introduction 
CJ effects on the shear layer development of an ideally expanded subsonic jet have been discussed in 
the previous cbapter. Altbougb exhaust nozzles are generally designed to perform at ideally expanded 
conditions, during certain flight regimes, especially in military aircraft, supercritical NPRs occur and 
tben a pattern of periodic shock cells forms due to tbe imbalance of static pressure between the jet core 
and ambient. To detennine the effectiveness of CJ excitation on jets at supercritical NPRs, similar sets 
of tests were carried out for an NPR 2.3 mildly underexpanded supersonic jet. Tbe response of an 
underexpanded jet to CJ excita tion is discussed in thi s chapter. 
A thorough investigation of supersonic jet evolution was carried out; velocity field measurements were 
again gathered by traversing the LOA system axially along the centre line and the nozzle y and z 
liplines. Radial velocity profiles were also captured across the jet flow at several axial stations 
downstream of the nozzle exit plane in both y and z directions (x=O.OSO" 0.50,,, ID", 20" 3D" 40" 
SO" 70 " 80 " and 100,,). Typical run times were 4-S minutes for tbe radial profiles and S-6 minutes 
for centreline measurements. The nozzle geometry, the number and size of the CJs, and the origin of 
tbe traverse system were the same as described in Chapter 4 and shown in Fig. 4.1. The nozzle inlet 
total pressure was controlled and held constant within ±l % of the test conditions during the total run 
time. Tbe ambient temperature during the tests reported in this chapter varied fro m 27SK to 283K, 
depending on the test day, which resulted in maximum velocity variations of 1.4%. 
The primary jet was operated at an NPR of 2.30, corresponding to a fully expanded Mach number of 
1.16. The Reynolds number based on the nozzle diameter 0 " and the ideally expanded jet velocity U;"" 
was l.8x 10' . The operating pressure of the CJs for the supersonic jet was tbe same as fo r the subsonic 
jet, i.e. the steady CJs were operated at supply pressure of 2bar (abs) and 3bar (abs) while tests with the 
pulsed CJs were conducted at a supply pressure of 2bar on ly. Before studying the effects of CJs, 
measurements of the velocity field of tbe underexpanded jet were made without the CJs. This 'clean 
jet', discussed in Section S.2, served as the datum for evaluating CJ effectiveness in enhancing tile 
spread of the shear layers. The changes occurring in the shear layers and tbe shock structures due to the 
introduction of steady CJs is detai led in Section 5.3 wbile the pulsed CJ effectiveness in enhancing the 
173 
Experimental Results: Supersonic Jet 
mixing is explained in Section 5.4. Finally, a comparison of steady Cl s with the most effective pulsed 
Cls is presented in section 5.5. 
5.2 Clean Jet 
1) CENTRELINE MEASUREMENTS 
Figure 5. 1 sbows the variation of mean and RMS axial velocities along the centreline. The measured 
veloci ties for the underexpanded jet have been made non-dimensional witb respect to the ideally 
(isentropic) full y expanded velocity (for NPR=2.3, T. mb;, .. =283K and y= I.4, U;","=347m1s). For an 
underexpanded jet, the nozzle exit Mach number is 1.0 (the nozzle is choked), but the static pressure at 
nozzle exit is greater than the ambient, and relaxes back to the ambient pressure via a series of 
expansion and compression zones, identified by oblique shock cell s/expansion waves. Tbe presence of 
the shock cells is illustrated in the centreline profile of axial velocity which shows repeated increases as 
the flow is accelerated through expansion fans, foll owed by a sharp decrease as the fl ow is decelerated 
by the oblique shock waves. Due to the additional expansion required in tbe unconfined jet due to the 
static pressure imbalance, the potential core length is now also partly determined by the requirement of 
pressure equilibrium with the surrounding ambient air. The potential core length for the underexpanded 
jet can also be defi ned as tbe axial distance from the nozzle exit plane up to the point where the shock 
structures end, and a potential core length of 6.25D" can be clearly observed in the centreline mean 
velocity plots sbown in Fig. 5. 1a and 5.1c, which also shows the presence of 10 shock cells based on 
the number of measured velocity peaks. The scaling used for non-dimensionalising the velocities also 
helps in identifying the potential core lengtb since the end of potential core length is marked as the 
point at which the non-dimensionalised velocity falls below O.99U;"," (end of potential core for 
subsonic jet was defined as the location where the velocity decreases below O.99Uj ). At the end of the 
potential core, tbe inequali ty of tbe static pressures between the jet and the ambient has disappeared and 
tbe primary jet has a Mach number of l.l 6 (ideal ly expanded Mach number at NPR 2.3), without any 
shock stmctures. There is the expected rapid decay of the mean velocity after the potential core, since 
the annular shear layer has reacbed the centreline causing mixing of the low speed ai r in tile shear 
layers with the hi gh speed air at the centreline. 
Fig. 5. 1 b shows the development of the axial turbulence RMS along the centreline. Three different 
zones can again be iden ti fied in the RMS veloci ty centreline behaviour. For xID" < 2, the turbulence 
level remains close to that of the nozzle exit, for 2 < xID" < 6 (i.e. still before potential core end), the 
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turbulence rises, but at a shallower gradient compared to the 3" zone, after potential core end at 6.250, 
(evident in Fig 5.ld). The rise in RMS velocity after 6.250" is clearly due to the annular shear layer 
growing to meet the centreline. i.e. the RMS velocity rise is due the true shear generated turbulence. 
Before tbis (i.e. in zone 2) the LOA measured velocity fluctuations are not shear generated turbulence 
but irrotational fluctuations caused by pressure fluctuations in the potential core due to the fluctuating 
inner edge of the annular sbear layer since tbe irrotational fluctuations cause the shock waves to 
'shear'. The RMS axial velocity shows large fluctuations in magnitude within the potential core region 
corresponding to the locations of oblique shock waves and expansion fans. The same fluctuations do 
not occur in tbe radial RMS velocity and, therefore, the peaks are most likely an art ifact introduced 
through the effects of seeding particle velocity lag [15] and large axial velocity gradients across the 
LOA measurement volume in the region of the shock waves and expansion fans. The peak level of 
turbulence is 14% of Ui"" at xID, ~ 10. 
2) LlPLINE MEASUREMENTS 
Fig. 5.2 shows the mean and RMS axial velocities along the lipline of the supersonic jet. In the initi al 
region of shear layer development (up to xID"~3), the effect of tbe shock structures can be seen in the 
velocity oscillations, since tbe shear layer is thin and is moving towards and away from the centreli ne 
as the core jet contracts and expands along the oblique shock waves and expansion fans respectively. 
Comparing Fig. 5.2 with Fig. 4.3, which shows the lipline mean and RMS velocity for the subsonic jet, 
the shear layer development for botb jets as observed in the lipline velocity development is very 
similar, except in the initial region where the flow is supersonic. Since the shear layers are tbin, tbe 
Iipline is tbe region of maximum turbulence activity due to close proximity with the ambient air 
resulting in large radial gradients of velocity. A spread of the shear layers caused by mixing with d,e 
ambient is indicated by a continuous decrease of the mean velocity as the jet moves downstream, from 
O.7U,," at the nozzle exit to a value ofO.5U i", at xID,,~15. This spread is accompanied by a decrease in 
the RMS velocity va lues, since the shear layer thickness increases as it entrains ambient air and the 
magnitude of the velocity gradients decreases. The RMS velocity is 16% of U i,," at the nozzle exit 
plane but decreases gradually to a value of 12.6% of Ui"'" at ISO, due to shear layer broadening. 
3) RADIAL PROFILE MEASUREMENTS 
Due to tbe symmetry of the jet, the velocity measurements for the clean jet were conducted along only 
one traverse direction. Non-dimensional radial profiles of the mean axial velocity at 10 different axial 
stations are shown in Figs. 5.3 and 5.4. There are obviously small difference near d,e centreline caused 
by the relative position of the compression/expansion waves at the different measuring stations, widlin 
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the potential core region «xID"=6.25). Near the exit plane (xID"= 0.05, 0.5, I), the annular shear layer 
is very thin, but the shear layer spreads radially with downstream movement, diminishing the diameter 
of the potential core of the jet. The definition of the potential core of the jet from the radial profiles is 
difficult to establish since tbe sbock structures force velocity variations in the core region of the jet. At 
xfD"=\ and x1D,,=3, the velocity at the centreline is greater than Ui"", which shows that the jet has 
accelerated across an expansion fan while at x1D"=2 and x1D"=4, the mean velocity values decrease 
below Ui" ", indicating that tbe jet is decelerated across an oblique shock wave at these stations. At 5D", 
the jet is within the potential core but at x=7D", the maximum velocity decreases below U"," as the jet 
is now outside the potential core (potential core length is 6.25D") and the inner edge of tbe annular 
shear layer has reached the centreline. The velocity at the centreline starts decreasing after the potential 
core, whicb can be seen at axial locations of 7D", 8D" and 10D". The jet continues to spread and at 
10D" which is the funhest measurement station, the maximum mean velocity has decreased to 0.82U"," 
because of mixing of the core jet with the ambient while the outward spread of the sbear layers has 
resulted in a velOCi ty ofO. I2U i,," at r= IAD". 
The RMS velocity ulU,,," plots are a good indicator of the shear layer thickness and are shown in Figs. 
5.5 and 5.6. A peak in the RMS velocity is indicative of maximum turbulence generation due to higher 
velocity gradients in that region. At the exit plane of the jet, the peak is clearly visible at rfD"=0.5, with 
an RMS velocity magnitude of 16% of U,,,". The RMS veloci ty increases to a maximum value and then 
starts decreasing as we move closer to the centre of the jet. This increase and decrease indicates the 
outer and inner edge of the shear layer respectively with the radial distance signifying tbe annular shear 
layer thickness. The growth of shear layer thickness is clearly illustrated in the RMS profi les. At the 
exit plane of the nozzle, the shear layer is predictably very thin since the jet has just issued from an 
accelerating nozzle. As the jet moves away from the nozzle exit plane, tile shear layer broadens. Notice 
that the maximum turbulence intensity hovers around 16% of Ui"", and thi s maximum occurs at 
r=0.5D" at all the axial stations, showing tbat the lipline velOCity data is a good indicator of peak 
activity in the shear layer, both for the subsonic as well as the underexpanded jet. The shrinking of the 
central core region and the end of the potential core can also be identified from the RMS velocity 
profiles, since the turbulence level only increases from the 1% of U,,," level at the exit plane to 5% of 
U.,,, at x1D"=5, due to tile movement of the inner edge of tile shear layer as explained above. The 
turbulence level in the jet centre then starts increasing after the potential core end, with the shear layer 
continuing to grow outwards due to entrainment of ambient air. After the potential core region, the 
maximum RMS velocity magnitude is still "' 16% of U",,,, but bas now spread radially around tbe lipline 
region. At I OD", which is the furthest station of profile measurements, the shear layer has grown 
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considerably and the size of the trough in the central region has reduced significantly with tile RMS 
velocity magnitude reaching a value of 13.4% of U;", at the centreline; the presence of the trough 
indicates tbat the jet is still in its transitional developing stage. 
5.3 Influence of Steady Control Jets 
It was shown in Chapter 4 that the introduction of steady CJs in an ideall y expanded subsonic primary 
jet affected the development of the shear layer and enhanced mixing with the ambient. To investigate 
CJ effectiveness in disturbing the shock structures present in underexpanded jets and enhancing the 
spread of the shear layer surrounding an underexpanded jet, steady CJs were introduced into a 
supersonic primary jet. Similar to tests discussed in previous chapter, the affect of CJ suppl y pressure 
on performance was also studied with steady CJs operated at supply pressures of 2 bar and 3 bar. It 
sbould be remembered here that at the point of introduction of the CJs (i.e. close to nozzle exit), the 
primary jet had not expanded fu lly and hence the local static pressure at the exit of the Cl orifice was 
hi gher than the ambient pressure (" 1.22 bar resulting in a CJ NPR of 1.64 and 2.46 at supply pressures 
of 2 bar and 3 bar respectively). The momentum injected by the CJs was therefore lower in tests with 
supersonic primary jets than the subsonic jets. The mass flow rates through the CJs were 0.22% and 
0.38% of the primary jet at tile two supply pressures (compared to 0.25% and 0.41 % for the subsonic 
primary jet case). Findings with the steady CJs operating at a pressure of 2 bar will be discussed first. 
5.3.1 Supply Pressure 2 Bar 
1) CENTRE LINE MEASUREMENTS 
The centreline mean axial velocity of tbe primary jet under the influence of steady CJs is shown in Fig 
5.7. Only a small effect of CJ introduction on the centreline mean and RMS axial velocity behaviour 
can be seen, as opposed to the subsonic primary jet, where the steady CJs resulted in a significant 
decrease of the potemial core length of the jet. In the supersonic case, the introduction of steady CJs 
results in an alteration of the shock expansion train, but thi s change is small as the potential core length 
has only reduced to 5.75D,,, wi th Ule number of shock cells in the jet still equal to 10 (identifiable in 
Fig. 5.7c). The first 3 shock cel ls are unchanged but SOme extra damping occurs thereafter. The effect 
of the Clan the primary jet centreline velocity after the end of the potential core is also small and the 
maximum difference between the clean and controlled velocity at the end of the potential core is 
0.09U;,,, decreasing to 0.0 1 U;" , at 150,. Turning attention to the RMS ve locity at d,e centrei ine, the 
slightly shorter potential core with the CJs is evident from the sharp increase in the turbulence levels 
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occuring earlier. The saturation point with steady CJs occurs earlier, showing an increase in mixing, but 
the maximum value of the RMS velocity (14% of U",") and its decay beyond the saturation point for 
both cases is the same. [t is thus quite evident that, compared to a subsonic jet, the effect of CJs on the 
cell!reline velocity decay is less pronounced, perhaps due to the reduction in Cl strength, and the 
inabili ty of the Cl fl uid to penetrate the strong shock structures. 
2) LJPLINE MEASUREMENTS 
Alterations brought about on the lipline of the underexpanded supersonic jet by CJ introduction is 
shown in Fig. 5.8. For comparison purposes the clean jet lipline data is also plotted. As expected, the 
mean axial velocity values along the ylipline and zlipline are remarkably different. Similar to the clean 
jet, the oscillations in the velocity along the ylipline in the initial region (up to x1D";3) are due to the 
presence of shock structures in this region. The slightly higher mean velocity along the ylipline 
compared to the clean jet shows that the high speed core jet fluid is being ejected outwards along the y 
direction due to the Cl forcing, resulting in a broadening of the jet shear layer. Along the zlipline, the 
mean veloci ty at the exi t plane of the nozzle is zero, which shows contraction of the shear layers in the 
z direction due to CJ forcing. Remember that the CJs were introduced along the z direction, so the 
direct impact of the CJs can be visualised in the zlipline plots. However, the velocity increases 
downstream of the exit plane along the zlipline, but its magnitude always remains less than for the 
clean jet, indicating that the jet has contracted in the plane of introduction of the CJs (FO plane). 
Similar effects of CJ introduction were seen for the subsonic jet along both liplines. Although the CJs 
were unable to alter the centreline behaviour significantly (Fig. 5.7), the changes along the lipline 
illustrate that the forcing was effective in disturbing tbe shear layers, which led to a contraction and 
expansion of the primary jet along the z and y direction respectively. Focussing on the RMS velocity, 
the values along the ylipline are very similar to the clean jet case, but lower RMS velocity along the 
zliplinc in the firs t 80" signifies the contraction of the jet along the z direction. Downstream of this 
location, the RMS velocity matches the clean jet values. Lower RMS velocities along the ylipline in 
this region might be an indication that Ule radial location for the maximum RMS (roughly identifying 
the centre of the shear layer) has moved away from the lipline, and is farther from the centreline, 
showing increased spread. Recall that the profile measurements for the clean jet (Figs. 5.5 and 5.6) 
showed that the maximum rurbulence activity occurred on the lipline. 
3) RADI AL PROFILE MEASUREMENT 
Although the centreline data presented above illustrated the relative ineffectiveness ofCJs in shortening 
the potential core of an underexpanded primary jet, the lipline velocity data showed that the spread of 
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the shear layer was affected. To quantify this enhancement in mixing for the underexpanded jet, radial 
profiles of mean and RMS axial velocity with steady Cls switched on was examined. 
Fig 5.9 shows the mean axial velocity profiles with steady Cl s for tbe supersonic jet along the y and z 
directions. Since the CJs were introduced in the z direction, cbanges in the z-profi les are much more 
pronounced initiaLly, and these changes are transmitted to the entire cross-section of the jet with 
downstream movement. As noted in Fig. 5.7, the shock structures are disturbed by the Cl introduction, 
so similarity of the mean velocity within the central core between clean and steady CJs cannot be 
guaranteed. Tbe effects of the CJ are evident even at the exit plane of the nozzle, wi th the primary jet 
being contracted in the z direction; this contraction of the jet grows as the jet moves downstream. The 
Cl s not only force the inward movement of the shear layer, but the radial width of the potential core 
also decreases as the jet moves downstream, which shows that the minor change in the potential core 
length with the CJs for the underexpanded jet was not a resul t of a lack of CJ strength. The contraction 
of the jet cross section observed in the z profiles forces an expansion of the jet along tbe y direction. A 
bint of the greater jet width along the y direction compared with the clean jet can be seen at xiD,= I, but 
tbe difference is more evident in the profiles measured further downstream as shown in Figs. 5.9 and 
5.10. At xiD,=3 (Fig. 5.ge), the mean velocity at the centreline of tbe jet with the steady CJ is not the 
same in y and z profiles. This is because the shock cells in the jet core are not stationary, but are 
moving to accommodate the cbanges in the pressure, temperature and flow direction. The moving 
nature of the shock cells resulted in different relative position of the compression/expansion waves to 
the measuring station, and is responsible for the disagreement in the velocity values at the centreline of 
the jet. This difference in the mean velocity value at xiD,,=3 is also reflected in the corresponding RMS 
velocity plot (Fig. 5.lle), which further establishes that the di sagreement is due the moving shock cells, 
and not due to the experimental setup. After the end of the potential core (xiD,=7), the maximum 
velocity for the controlled case is lower than tbe clean jet case, and no indication of jet bifurcation is 
observed. Hence, the centreline measurements for tile underexpanded jet were a good indicator of the 
maximum velocities of the jet. The increased spread of the jet along the y direction and a contraction 
along tile z direction results in the jet cross-section becoming elliptical, under the influence of tbe 
steady CJs, for the underexpanded supersonic jet, similar to the ideally expanded subsonic jet discussed 
in Chapter 4. Noticeable in the profiles of the mean veloci ty along tile y direction shown in Fig. 5. 10 is 
that the advantage gained by tbe CJ-enhanced spreading decreases with radial movement away from 
the centreline of the jet, and no difference to the clean jet is visible beyond r/D,,= 1 at xiD,,=7 and 
xiDn=8. Tbe maximum mean veloci ty at x=IOD, has reduced to O.77U"" whi le the velocity at r= 1.2D, 
is 0.23U;so' in the y direction and O. I3U;", along the z direction, compared to 0.82U"" and O.2U;" , for 
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the clean jet respectively, which clearly illustrates that introduction of the steady CJs did not result in a 
significant enhanced spread of the underexpanded jet. 
Turning attention to the RMS velocity profiles presented in Figs 5. 11 and 5. 12, the inward movement 
of the shear layers in the z pro tile is clearly visibl e. The RMS velocity measured at the z-lipline shown 
in Fig. 5.8 was thus not the maximum turbulence intensity. The hi gher RMS value up to xiD"= 1 for the 
z-protiles, compared to the other curves (clean and y-profile) is due to the introduction of the CJs in 
this di rection. The squeezing of the inner core region with the shear layer being displaced inwards can 
be visualised in Fig. 5.11 and, although the shear layer width appears to be greater in the z direction, 
the shear layer is actually displaced inwards, resulting in a decrease in the cross-sectional area of the 
jet. The RMS velocity profiles along the y direction clearly illustrate an increase in shear layer width 
under the influence of Cls, but, as noted earlier, the difference is only visible in the vicinity of the 
centrel ine of the primary jet, with no difference observed at the outer edge of the shear layer. Hence it 
can be safely said that the enhanced mixing caused by the steady CJ only occurs in the central core 
region of the jet but the CJ is not sufficientl y strong to force the shear layer to grow outward 
signi ticantly. 
Comparing these results with the enhanced spread of the primary jet shear layer for the subsonic jet 
presented in Chapter 4, it is evident that, compared to a subsonic jet, enhanced CJ-induced mixing in 
the supersonic jet is less effective resulting in slower entrainment and spread rate. The contraction 
along the z direction, whicb is responsible for the eventual enhancement of tbe jet widtb in the y 
direction for the subsonic and supersonic cases is almost the same. This shows that the relative 
ineffecti veness of steady CJs in enhancing the spread oftbe shear layer was not due to the CJ amplitude 
being insufficient to di sturb tbe shear layers, but due to the shock structures present in the 
underexpanded jet, which did not allow tbe effect of the CJ to spread throughout the jet cross section. 
Perhaps the spread of the primary jet could be increased by increasing the strength of the steady CJ by 
increasing its supply pressure. To in vestigate if this results in any additi onal benefits, the steady CJ was 
operated at a supply pressure of 3 bar, as discussed below. 
5.3.2 Supply Pressure 3 Bar 
1) CENTRELlNE MEASUREMENTS 
The centreline veloci ty plots (Fig. 5.13) sbow tbat tbe stronger CJ did not result in any add itional 
reduction of the potential core, but the decay of the mean ve/ocity beyond the pOlential core is more 
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pronounced compared to the 2 bar CJ. The inability of the stronger CJ to reduce the potential core 
length significantly is predictable, since it is still unable to penetrate the shock-containing central core. 
The detailed view of the shock structures shown in Fig. 5.13c shows that, although the CJ introduction 
results in an alterati on of the shock structures, the number of shock cells still remains the same as the 
clean jet Cl 0 shock cells). Also notable is that the first three shock cells are stronger with the 3 bar 
steady CJ. This is probably because the stronger CJ being able to penetrate more into the primary jet, 
obstructing the path of the supersonic jet. The enllanced decay of the primary jet beyond the potential 
core is also reflected in the RMS velocity plot, which shows a much steeper rise of the RMS velocity 
after the potential core, indicative of higher turbulence levels at the centreline of the jet. The earlier 
saturation of the RMS velocity at 70" for the stTonger CJ compared to saturation at 100" with the 2 bar 
CJ (Fig. 5. 14) al so illustrates that the stronger CJ was a more effective mixing device. 
2) RADIAL PROFILE MEASUREMENTS 
Due to stronger contraction of the primary jet along the line of introduction of Ule CJs, the effect of the 
forcing is spread quickly throughout the primary j et cross-section and an indication of the enhanced 
spread in the y direction is seen as early as xfD"=0.5 (Fig. 5.15). The most notable feature in the y-
profiles is the clear bifurcation of the jet forced by the stronger CJ, after the end of the potential core. 
Recall that bifurcation of the subsonic jet, discussed in Chapter 4, was observed much earlier (xfD"=3), 
within the potential core of the jet, and at both the supply pressure values. The bifurcation of the 
supersonic jet only occurred after the jet had full y expanded, si nce Ule strong shock structures did not 
allow the jet to bifurcate. This bifurcation also explains the enhanced rate of decay of the mean velocity 
at the centreline observed (Fig. 5.14), since the measured velocities at the centreline were not tbe 
maximum at those axial positions. The bifurcation dies out as the distance from tbe exit plane increases 
and is much less pronounced at x= 100". Also notable in the y-profiles is the increased spread of the jet 
width for higher CJ pressure, witb the effect of the CJ spreading across an extended radial distance 
across the jet. This validates the argument made earlier in Chapter 4, that higher CJ pressure causes a 
stronger contraction of Ule jet in the z direction, which forces the primary jet shear layers to move 
outward, and results in an increased spread of the jet. The enhanced spread of the jet is most obvious at 
xlO,,= IO, where the offset maximum mean velocity bas reduced to 0.7 1 U;" ", showing a 13% reduction 
compared to the clean jet case. Tbe veloci ty at r=1.2D " is 0.25U"," in Ule y direction and 0.11 U"," 
along the z direction, compared to 0.2U"," for the clean jet, which illustrates that the increase in the CJ 
supply pressure resulted in an increased jet width in the y directi on, albeit with a stronger contraction 
along the CJ introduction line. 
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It is clear from the above discussion tbat steady CJs contract tbe jet in the line of their introduction 
while enhancing the spread perpendicular to the line joining the CJs. The stronger CJ was more 
effective at increasing the jet width in the y direction, but tllis enhancement came at the cost of a more 
severe contraction along the z direction. The CJ effectiveness should be measured for tbe cumulative 
increase in the area of the jet rather than concentrating on the positive changes (increased spreading in 
the expansion plane). A comparison of tile spread rate of the primary jet for the two operating pressures 
is presented in Fig. 5. 16. This comparison is establ ished by comparing the jet 0.4 radius, as defined 
earlier in Chapter 4 for the two operating pressures. This definition was altered Slightly for the 
underexpanded jet, since the sudden rise and fall of the velOCity across the expansion fans and oblique 
shock waves wi thin the potential core resulted in a variation of velocity values from one axial station to 
the other, as well as for different cases at the same axial location due to the movement of the shock 
structures. Hence wi thin the potential core, the maximum veloci ty was set equal to U;"" for calcul ating 
the jet spread. Fig. 5. 16 shows that the jet becomes highly non-axisymmetric, so tile comparison is 
made a long both contraction and expansion directions, and the equivalent data for the c1eao jet is 
plotted for reference. Notable in the y direction is that some difference in the jet spread for the two CJ 
pressure values starts appearing at x/D,:5, where the shock structures are very weak, but the difference 
is not sufficient to justify the increase of the CJ supply pressure. After the potential core, however, the 
performance of the higher pressure CJ improves considerably, with the jet radius 9% mOre for the 3 bar 
CJ case compared to :::2% difference seen at xlD,,: 5. As noted above, tbis increase in the jet width 
along y direction comes with a more severe contraction of the primary jet, evident [Tom the plots of tbe 
jet width along the z direction. The maximum difference in the z direction is noted in the potential COre 
of the jet, witb an 1I % reduction of the jet radiu s for the 3 bar steady CJ compared to the weaker CJ 
forcing at x/D,,:2 and x/D,:3. The intensity of this contraction though decreases witb downstream 
movement and the jet width for both CJ pressures is approximately the same at 8D, and 10Dn . 
The contraction observed along the z-direction is clearly mucb more than the enhancement observed 
along the y di rection. Although thi s contraction is believed to be only along the introduction line of the 
CJs, whi le the expansion occurs over a larger azimuthal secti on, tlli s effect should be reduced to a 
minimum to increase the surface area of the jet. It should also be noted that the conu'action effects 
appear much earlier than the expansion. Thi s reduction in the cross section of the jet at the exit plane of 
the nozzle, tllerefore leads to a thrust penalty. Hence, the choice of an optimum operating pressure of 
CIs fo r the supersoni c jet requires a t.rade-off between a higher thrust loss penalty and an enhanced jet 
area downstream of the potential core. The pulsed CJs test , which showed a reduction in the 
contraction of the jet as well as enhanced spread due to the amplification of the columnar instabil ity at 
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a maximum pressure of 2 bar for the subsonic jet, were conducted at a maximum supply pressure of2 
bar for the supersonic j et as well , for consistency. These are discussed next. 
5.4 Influence of Pulsed Control Jets 
Forcing of the higb Mach number subsonic jet (Chapter 4) with pul sed CJs resulted in a significant 
enhancement of the spread of the shear layer. Since the introduction of steady CJs in the 
underexpanded jet did not cause any notable increase in spread, the response of tbe underexpanded j et 
to pulsed CJ forcing was also investigated, to determine if pulsations sbowed any improvement to the 
steady CJ abi lity in manipulating supersonic shear layers. Before a discussion of the results, the 
operating conditions are documented below first. 
5.4.1 Test Conditions 
It was noted in the study of the effect of different control parameters (Strouha l number, duty cycle and 
azimuthal mode) on pulsed Cl effectiveness that variation of the Strouhal number on ly become 
apparent at lower duty cycle of Cl operation and a Stroubal number of 0.22 was found to be the most 
effective at mixing enhancement. Therefore the underexpanded primary j et was only forced at th is 
Strouhal number, at both duty cycles of CJ operation. The stability of the rotating shaft during the tests 
is demonstrated in Fig. 5.17, wh ich sbows tbe frequency val ues deduced fTom tbe tacbometer recorded 
readings during one of the tests. It can be clearl y seen that the rotating shaft was stable to witbin 1% of 
the desired value (f= 1295 Hz), a similar bebaviour was observed for all tests reported in this chapter. 
Since the hardware of the pulsation system did not cbange, Lbe duty cycle values of pulsed CJ operation 
also d id not change i.e. a = 0.63 and 0.32. As mentioned earlier, due to the incomplete expansion of the 
pri mary jet within tbe nozzle, the static pressure at the exi t of the Cl orifice was greater than the 
ambient pressure. The pressure transducer data at the outlet of the Cl orifice is tilerefore presented with 
and without tbe primary jet fl ow, to quantify the effect of higher pressure a t the CJ orifice exit on Lhe 
pressure fl uctuat ions. Pressure fluctuations observed at a duty cycle of 0.63 are ploned in Fig. 5.1 8. 
Without the primary jet, the maximum pressure during any pulse is close to 1.8 bar, whi le the minimum 
pressure is approximately 1.3 bar. Though tile tests were only conducted at a Strouhal number of 0.22, 
tile supply pressure to the pulsation system was set by running the shaft at an rpm corresponding to a 
Strouhal number of 0.1 , until the maximulll pressure during any pu lse reached a value of2bar. This was 
done for maintain ing consistency, since the same procedure had been adopted for tbe pul sed Cl tests on 
a subsonic primary jet, which explains a value of tbe maximum pressure less than 2 bar for the pressure 
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wavefonn. When the primary jet was turned on, the pressure values were displaced upwards, with the 
maximum and minimum values of pressure for the pulsation being 2. 1 bar and 1.6 bar respectively, as 
illustrated in Fig. 5.18. This offsetting of the pressure wavefonn is roughly by a factor of 1.22, which, 
as mentioned above is the static pressure at the Cl orifice exit. Hence the NPR across the CJ is the same 
in the two plots. The duty cycle value can also be easily estimated from the time-varyi ng pressure data 
presented in Figs. 5.18 and 5.19. The time-varyi ng pressure data at the lower duty cycle of 0.32, does 
not show any significant change in the maximum pressure value during pulsation with the introduction 
of the primary jet, although the minimum value again rose by a factor of 1.22 (From'" 0.8 bar wi thout 
tbe primary jet to I bar with the primary jet). 
The effects of varying duty cycle were only studied with the Cl s operating in phase with each other 
(azimuthal mode m=O). The response of the underexpanded jet to the pulsed Cl forcing at the higher 
duty cycle of 0.63 are discussed first. 
5.4.2 Duty Cycle 0.63 
1) CENTRE LINE MEASUREMENTS 
The effect of pulsed CJs on the centreline axial velocity of the primary jet is almost identical to tbe 
steady CJ, when operated at a supply pressure of 2 bar (Fig 5.20). Tbe potential core length reduction 
(5 .75D,,), the decay of the mean velocity after the potential core, as well as the saturation point of tbe 
RMS axial velocity resulting from the pul sed Cl forcing were similar to those observed with steady Cl 
forcing, ill ustrating that pul sations with a duty cycle of 0.63 disturbed tbe pri mary jet core essentially 
identically to the steady CJ. 
2) LfPLlNE MEASUREMENTS 
The effect of pul sations is more clearly seen in the mean axial velocity plots along the z-lipline (Fig. 
5.21). As expected, the introduction of tbe pul sation, which resulted in periods where the primary jet 
was not experiencing any contractive force resulted in a less severe contraction of the jet along this 
direction . Although the squeezing of the primary jet has reduced, the pul sed Cl was still effective in 
spreading ti,e shear layer by ejecting the high speed core fluid and forcing the low speed ambient fluid 
into the shear layers, similar to the steady CJ. This can be seen in the higher mean velocity values along 
the y-lipline compared to the clean jet. The oscillations in the velocity along the ylipline in the initial 
region (up to xID,,=3) due to the presence of shock s tructures are also visible witb pulsed CJs. Tbe 
lipline plots indicate that the pulsed Cl is more effective at increasing tbe jet cross-sectional area, since 
184 
Experimental Results: Supersonic Jet 
they produce a relatively larger jet width in the z-direction. Although the changes induced by the 
introduction of pulsed CJs are noticeable in the mean velocity plots, the RMS velocity plots are less 
revealing and show only minor changes in the RMS velocity values along the lipl ine. 
3) RADIAL PROFILE MEASUREMENTS 
The mean velocity profiles of the underexpanded jet along tile y and z directions, under the influence of 
pulsed CJ forcing are shown in Fig. 5.22. For reference, velocity profiles for the clean jet are also 
provided. As pointed out in the lipline plots discussed above, the contraction along the line of 
introduction of the CJs has reduced due to the pul sations. The increase in spread of the prinlary jet 
shear layer, which was the prime objective of CJ introduction into the primary jet only appears at 
xID,=4. Upstream of thi s station, the jet width in the y direction is slightly smaller than the clean jet, 
but the di ffe rence is minor. The appearance of benefits from CJ forcing appear further away from the 
exi t plane of the nozzle with the pulsed CJ, compared to a steady CJ, due to a loss of strength 
(enhanced spread of the jet along the y-direction with the steady CJ was observed at xID,= I). 
Downstream of the potential core, however, the pulsed CJ is responsible for enhancing the jet spread 
(see Fig. 5.23), and a more rapid decay of the core jet velocity compared to the clean jet case. The jet 
width along the contraction direction is also very close to tile clean jet width in this region. Although 
the pul sed CJs are weaker than the steady CJs, their effect spreads into a larger area of the jet and a 
broader jet width is seen across the entire radial domain captured. This contrasts with the steady CJ, 
which only caused locali sed mixing of the jet core, and the jet spread was onl y observed close to the 
centreline. The maximum mean velocity at x= l OD, has reduced to 0.76U;",,, while the velocity at 
r=1.2D, is 0.25U;", in the y direction and 0.15U;", along the z direction, compared to 0.82U,,, and 
0.2U"," respectively for the clean jet. The corresponding values with the steady CJ were O.77U..,,, 
(centreline), 0.23U;", (y direction) and 0. 13U;", (z direction). Since the Stroubal number of pul sed CJ 
forcing matched the jet columnar instability, the forcing might have caused amplification of this 
disturbance, which might have caused this additional spread. This will be di scussed in more detai l 
below in Section 5.5. 
Although pu lsed CJ effectiveness was only apparent in the transi tion region, tile prospect of increased 
mixing withollt thrust loss was certainly a strong temptation to investigate pul sed CJs for supersonic 
jets further. For the subsonic jet, the maximum benefits of pul sed CJ forcing were seen when the CJ 
was operated at a Strouhal number of 0.22 and a duty cycle of 0.32, so the underexpanded jet was also 
subjected to thi s forcing as described next. 
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5.4.3 Duty Cycle 0.32 
1) CENTRELINE MEASUREMENTS 
When the pulsed Cl was operated at a duty cycle of 0.32, it did not result in any change in the potential 
COre of the jet or in the velocity decay beyond the potential core at the jet centreline (Fig. 5.31). The 
only cbange induced at the smaller duty cycle was a minor altera tion of the shock structures witbin the 
potential core of the jet. Tbis shows that lower duty cycle CJ forcing was not sufficient to penetrate 
through the shock structures and affecttbe core region of the primary jet. The absence of any difference 
in the mean and RMS velocity plots clearly shows that decreasing the duty cycle of the Cl results in a 
loss of strengtb of the mecbanism responsible for veloci ty decay. 
3) RADIAL PROFILE MEASUREMENTS 
The pulsed Cl only causes a slight contraction of the jet, and no effect of pul sed Cl forcing along the 
spread (y) direction is seen up to xfD,,=7 (Fig. 5.25). However, an increase in the jet width along dle y-
direction is observed further downstream at xfD,,= IO . This enhanced spread of the primary jet in the 
transition region without any significant contraction caused by the primary jet reiterates tbat the 
physical changes induced in the primary jet by the pulsed Cl are differeOl from the steady Cl . The 
increase in spread by the lower duty cycle, weaker Cl at xfD"=1 0 is slightly more than the higher duty 
cycle pulsed Cl, with the velocity value of0.27U;,," at r= 1.20 " for tbe former compared to a va lue of 
0.25U~," with tbe higher duty cycle at the same radial position, sbowi ng that the mechanism 
responsible for spread enhancement after the potential core length was slightly more acti ve at the lower 
duty cycle. 
Tbe above discussion on the changes induced in the velocity fi eld of tbe underexpanded primary jet by 
the introduction of the pulsed Cl s shows that the pulsed Cl s are only effective downstream of the 
potential core of the jet. Although the increment in the jet width caused by the pulsed Cl s was small , a 
duty cycle value of 0.32 was noted to be slightly more effecti ve at increasing the spread of the jet, but 
did not affect the core velocity decay, whi le the hi gher duty cycle pulsed Cl was able to accelerate the 
decay of the hi gh speed core of the jet, similar to steady CJ forcing. Tbe pulsed Cl tests documented 
above were carried out wi tb the Cl s operating in phase with each other (symmetric mode m=O). An 
investigation of the effect of antisymmetric mode (m= I) of Cl excitation on the subsonic jet, discussed 
in Chapter 4 showed that forci ng at this mode disturbed the jet core more than the symmetri c mode. To 
complete the discussion, the pul sed CJs were also operated in antisymmetric mode to determine the 
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response of the underexpanded jet to this mode of excitation. The comparison of the symmetric mode 
of C) excitation with the anti symmetric mode is presented next. 
5.4.4 Azimuthal Mode Effects 
Finally the primary jet was forced in an antisymmetric mode with the pulsed C) operating at a duty 
cycle of 0.32 and a Strouhal number of 0.22. The out of phase operation of the CJs for activating the 
antisymmetric mode is illustrated in Fig. 5.26, which shows the pressure fluctuations at the outlet of 
botb C) orifices. When the antisymmetric mode was activated on the subsonic jet, flapping of the 
primary jet was observed, and the vortex structures penetrated further into the CJ. It was thought that 
similar behaviour would be observed for the underexpanded jet, and forcing at the alllisymmetric mode 
would result in enhanced decay of the centreline mean velocity, which was not observed when the 
pulsed CJ were operational in the symmetric mode (at duty cycle of 0.32). 
1) CENTRELl NE MEASUREMENTS 
Fi g 5.27 shows the mean velocity at the centre of the jet, comparing forcing in symmetri c and 
anti symmetric modes. As expected, the anti symmetric forcing has disturbed the core of the jet more, 
resulting in a slightly shorter potential core and an improved decay of the mean velocity beyond the 
potential core. These plots indicate that the antisymmetric mode of excitation is more effective than 
symmetric excitation. In Fig. 5.28, both the axial and radial RMS velocity for the two modes is shown. 
The shorter potential core of the jet is demonstrated by an earlier rise of the RMS velocity for the 
alllisymmetric mode. For the subsonic jet, a fl apping of tbe primary jet was indicated by a higher value 
of the radial component of the RMS velocity. However, no flapping of the supersonic jet is visible in 
Fig. 5.28. 
2) RADIAL PROFILE MEASUR EMENTS 
The contraction of the jet seen in the z-profi les for the anti symmetric mode is greater tban the 
symmetric mode (Fig. 5.29), which illustrates that tbe structures introduced by the pulsed CJs, when 
operating out of phase with each other are stronger than their symmetric counterparts. It should be 
remembered here that the comparison made here is purely a comparison of the azimuthal mode of CJ 
operation since all the other parameters (pul at ion amplitude, Strouhal number and duty cycle) were 
kept constant. However, tlus increased contracti on does not cause any enhancement in the jet spread, 
compared to the symmetric mode. 
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The above discussion on the influence of pulsed CJs on the decay of the primary jet velocity and spread 
of the shear layers, due to enhanced mixing wi th the ambient shows that CJ forcing is much less 
effective in the underexpanded jet. Similar observation was made by Kim and Samimy [74), who used 
a convergent divergent nozzle and excited an ideally expanded (M=1.3), as well as an overexpanded 
(M= 1.2) and an underexpanded (M= 1.4) primary jet, using 8 LAFPAs. It was found that the effect of 
forci ng on the jet development of the ideally expanded supersonic jet were very similar to those 
observed for a M=O.9 subsonic jet [38), but the forcing was nOl able to excite the imperfectly expanded 
jets significantly and very little improvement in the spread of the shear layers and reduction of the 
potential core were observed. It is believed that the reduced strength of the generated structures, 
compared to the strong shock structures is responsible for the relatively reduced jet spreading. 
5.5 Discussion 
Tbe mean velocity field of tbe underexpanded primary jet showed slightly di fferent levels of spreading 
of the jet for steady and pulsed Cl s. Also there was a difference in the spreadi ng caused by the pulsed 
CJ with a change in duty cycle and azimuthal mode. It was observed tbat the effects of tbe steady Cl 
appear much earlier, within the potential core of the jet, whilst the increase in spread with pulsed CJs 
was only noticed downstream of tl,e potential core length. A detailed study of the flowfi eld carried out 
for the pulsed CJs also showed that, contrary to the subsonic jet, the cbanges on the centreline of the jet 
are a very good indicator of the effectiveness of the different control devices for the underexpandedjel. 
The effect of the pulsed CJ on spreading of the underexpanded jet only appears after the jet has fully 
expanded through the shock structures. Although the contraction caused by the Cls was not sufficient 
with the pulsed Cl to cause tbe observed expansion in the orthogonal direction, tllis enhancement in the 
jet width must, therefore, have been caused by some other physical mechanism. It was also noted tilat 
the lower duty cycle value of pulsed Cl operation was slightly better at increasing tbe cross-sectional 
area of the primary jet, without causing any changes in the central region. Thi s enhanced spread of tbe 
jet can be attributed to twO di fferent mechani sms. 
I) Since the duty cycle value was low and the Strouhal number matched the jet columnar 
instability, the pulsed jet forcing might have been able to ampl ify this instability, unli ke the 
higher duty cycle pulsed Cl , which acted more like a steady jet, and hence can be temled as a 
semi-pul sed jet. The ampli fication of the jet colullUlar in stability, which is the instabili ty at tile 
end of the potential core of the jet, should also have reduced the maximum velocity at the 
centrelille of the jet, compared to the clean jet case; thi s did not happen, as illustrated in Fig. 
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5.24. So it IS believed that the enhanced spread was not due to the amplification of the 
instability. 
2) Since the centreline velocity behaviour did not change on introduction of the pulsed eIs, but 
the spread of the jet increased after the potential core, thi s shows that the structure and position 
of the vortex structures induced in the primary jet by the pulsed CJ differed from the steady CJ 
case. In tbe case of steady Cl forcing, the contraction process along the CJ introduction 
direction is never turned off, which forces the CJ fluid to move towards the centre of the jet, at 
least close to the exit plane of the nozzle. However, during pulsed Cl forcing, due to the 
ON/OFF behaviour, the contraction process is not always present. When the pulsed Cl is ON, 
the slug of CJ fluid is forced towards the centre of the jet. However, during the OFF phase, the 
induced vortex structures are 'free' to move in any direction and instead of continuing to 
approach the primary jet centreline, they start moving away from the centre of the jet and 
towards the shear layer. During the ON period of the next pulse, the vortex structures bave 
already moved away from the region of direct effect of the CJ, (altbough this depends on the 
convective velocity) and the time interval between two successive pulses (i.e. a function of the 
duty cycle and the pulsation frequency). If the duty cycle and the pul sation frequency 
combination does not allow sufficient time for a leading vortex to move away from the region 
of interference of the Cl, tile foll owing vortex can merge witb it, and the effect is then similar 
to a steady Cl. This behaviour was noted for the hi gher duty cycle (1l=0.63) pulsed CJ, which 
reduced the centreline velocity. 
Tbough tbe lower duty cycle pulsed Cl showed a marginal improvement in enhancing tbe spread of tbe 
jet, it did not decrease the core velocity of the primary supersonic jet, unlike the higher duty cycle 
pulsed CJ whicb reduced the core jet velocity. Since it is tbe core area of a bot jet wbich is most prone 
to detection by infrared signature, this increased spread of the jet without a rapid decay of the core jet 
velocity is not desirabl e. Hence, the use of a higher duty cycle pulsed CJ, which also caused a reduced 
contraction of the jet compared to steady Cl forcing, is recommended for underexpanded jets. A 
comparison of the primary jet radial widtbs between steady Cl and pulsed Cl (at a duty cycle of 0.63) 
is presented in Fig. 5.30. This demonstrates lower levels of contracti on with the pulsed Cl along the z 
direction at all the axial stations. Along the y direction, the plot for the pulsed Cl shows that the jet 
radius at xlD,,= 1 and x/D,,=2 is sli ghtly smaller than the clean jet case but tile difference is minute and 
cou ld be attributed to experimental elTors. However, an expansion of the jet is clearly visible under 
pu lsed Cl forcing al locations downstream of the potential core, while spread enhancement effects start 
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appearing within the potential core with steady CJ forcing. The improved abi lity of pulsed CJ forcing in 
enhancing the jet radial width beyond tbe potential core is also evident in this plot. 
5.6 Closure 
This chapter has discussed the results of tests performed to investigate the effectiveness of CJs in 
controlling underexpanded jets. Only a minor reduction of the potential core lengtb was observed due 
to CJ introduction. The investigation into steady CJs showed that bigher supply pressure was more 
effective at accelerating the decay of the core jet velocity, and enhancing the spread of the jet along the 
y direction, although the increased pressure was also responsible for a more severe contraction along 
the line of introduction of the CJs. Tbe pulsed CJs, which were weaker than the steady CJs, were 
comparably less effective within the potential core, but enhanced the jet radius at locations further 
downstream. An explanation of this behaviour was presented, which will be discussed in more detail in 
the next chapter, which presents the findings of a CFD study perfonned on a rew selected cases. 
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6 Numerical Predictions 
6.1 Introduction 
Understanding the mixing processes of jets, and investigating the influence of introduction of CJs to 
control mixing between an exhaust plume from a high Mach number nozzle jet and ambient air form 
the main motivations for the research described in this thesis. The findings from the experimental 
investigat ion have been discussed in Cbapters 4 and 5 for primary jets operating under subsonic and 
supersonic conditions respectively, highlighting the changes that occur in the shear layer development 
process due to the introduction of CJs. It was found that the ideally expanded subsonic jet was more 
responsive to Cl forcing, with the symmetric pulsed mode of excitation the most effective in decreasi ng 
the potential core length and enhanci ng the mixing of the jet with the ambient. The effectiveness of Cl s 
in enhancing mixing in the underexpanded jet was less, resuiting in only margi nal increase in 
entrainment and spread rate, compared to the subsonic jet. In order to examine the Cl performance as 
observed in the experiments in more detail , and to develop a bener understanding of the physical 
mechanisms responsible for enhanced mixing, a numerical study of the jet plume characteristics was 
also undertaken, for both subsonic and underexpanded supersonic jets, since this provides a complete 
flowfleld picture, which is not always available from experiments. 11,e predictions from these 
numerical simulations are the focus of thi s chapter. 
The solution domain, mesh resolution and boundary conditions used for the numerical study have been 
discussed in Chapter 3. Two domain sizes (i.e. 900 and 1800 cross-sections) were used for the 
simulations. In some cases, the same numerical calculations were conducted for both the domai n sizes 
to vali date use of symmetlY boundary condition. Before introduction of Cl s into the primary jet, clean 
jet simulations were performed for both subsonic and supersonic jets to characterise tl,e abili ty of tbe k-
e turbul ent model, as employed in the DELTA code to predict the development of high Mach number 
compressible shear layers. Since CJs were found more effective in the subsonic jet, nmnerical 
investigation for the subsonic jet was more thorough and the response of tbe subsonic jet to both steady 
and pulsed Cl s was investigated numericall y, whi le the effects of onl y steady Cl forcing were studied 
for the underexpanded jet. Tbe subsonic jet is discussed fi rst in section 6.2 below. 
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6.2 Subsonic Jet Predictions 
The predictions from the numerical simulation performed for the clean subsonic jet, and a comparison 
with the experimental data are presented first in Section 6.2. 1. This is followed by an explanation of the 
changes observed in the primary jet flowfield due to the introduction of steady CJs in Section 6.2.2. 
The primary jet is only forced at St 0.22 at a duty cycle value of 0.32 using pulsed CJs, but a 
comparison of symmetri c and anti symmetric modes is carried OUI. This numerical investigation of 
pulsed CJ effects is discussed in Section 6.2.3. 
6.2.1 Clean Jet 
The predicted mean axial velocity contours for the clean jet along the xz plane (y=O) are presented in 
Fig. 6. 1. The results shown here are from solution of the 1800 grid domain , and symmetry of the clean 
jet with respect to the z direction is evident. The clean jet si mulation results for the 900 grid section 
were identical, which justifies the use of symmetry in the current thesis (see below). The jet issues 
from a converging nozzle at xfD,,=O, and the growth of the shear layer and length of the potential core 
region are clearly identifiable in the contour plots of tile mean axial velocity. The contours in tbe yz 
plane at different axial stations plotted in Figs. 6.2 and 6.3 demonstrate tbat the clean jet cross-section 
at all the axial stations is circular. The cross-sections of tile jet shown in Figs. 6.2 and 6.3 for the clean 
jet fonn the datum fl owfield to be used to compare changes introduced in the cross-section when forced 
by Cls. A comparison oftbe predicted jet centreline velocity with the experimental data is presented in 
Fig. 6.4. The predicted centreline velocity at the exit plane of the nozzle matches well with the 
experimentally measured value. The centreline behaviour can be classified into three zones, the 
potential core region, the initial decay region just after the end of the potential core, and the fully 
fomled jet decay region. The potential core is overpredicted (8.2D"), as is the initial jet decay rate 
downstream of tile potential core end, but these are well known defects of the standard k-g model, 
which overpredicts the potential core length. Similar trends of higher predicted potential core lengths 
compared to experimental data were reported by Behrouzi and McGuirk [67] and Pokora [\ 05]. The 
higher potential core length predicted by the simulations shows tbat tbe growth of tbe annular sbear 
layer is underpredicted by the k-e model. The stronger mean ve locity decay onl y lasts up to xfD"= I 0, 
dowlls tream of which the mean veloci ty curves from the experimental and numerical study become 
asymptotic. Thi s behaviour is furtber established by a comparison of the predicted turbuleoce kinetic 
energy (k) value with a k value approximated fro m the experimental data. Since tbe LOA system used 
could only measure two components of the velocity (U and W), the turbulence kinetic energy value was 
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calculated using only these two components, with an assumption that the radial components of the 
RMS velocity are isotropic. i.e. 
(6.36) 
Tbe gradual rise of k within the potential core observed in tbe experimental curve due to movement of 
the inner edge of the shear layer is not seen in the RANS simulation (Fig. 6.4), where the k value is 
essentially zero within the potential core length. However, there is a sudden increase of the turbulence 
level s at the end of the potential core, which is responsible for the higher velocity decay rate in this 
region. Although the peak k value is considerably underpredicted, tbe trends are predicted well. Thus 
tbe numerical simulation predicted the centreline behaviour satisfactorily. 
The quality of prediction of jet plume development is further assessed by comparison with LDA 
measured axial mean velocity profiles (normalised by Uj , the mean axial velocity at the jet centreline at 
nozzle exit) at different stations downstream ofthc nozzle exit plane (Fig. 6.5). The development of the 
mean velocity profile is reproduced very well up to xiD,,=5 in the predictions. However, downstream of 
thi s station the mean velocity magnitude in the central region is clearly higher than the experimental 
values. This is because the development of tbe inner edge of the shear layer is slower in the predictions 
than the experimental findings, which resulted in the larger potential core length prediction. At xlD,,=7, 
although the jet is predicted to be sti ll witbin the potential core region, the match of the mean velocity 
values in the shear layer is still good. At xiD,,= I 0, the jet is outside the potential core region, the 
predicted higher mean velocity value at all radial stations shows that the decay of the velocity is 
slightly lower in the predictions, an indication that the mixing of the jet with the ambient is 
underpredicted. However, both the experimental and numerical profiles show the same tTends, and tbus 
the k-E model was deemed sufficient to study the changes in the primary jet due to introduction of eJs. 
Turning attention to the tke profiles shown in Fig. 6.6, the shear layer thickness at all the axial stations 
is predicted well in the e FD study, but the turbulence level s for the experimental curves are higher than 
the predictions and the inadequate prediction of the inner shear layer is again obvious. 
For the purpose of the e J study which forms the focus of this thesis, the mean velocity and k profiles 
presented above show that the predicted development of the shear layer for the clean subsonic jet can 
be viewed as sati sfactory in k-E numerical simulations. The numerical study was therefore extended to 
investigate jet plume behaviour under the influence of steady and pulsed e J excitation to investigate 
the physical mechanisms responsible for enhallced mixing. 
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6.2.2 Predictions with Steady Control Jets 
It was noted in Chapter 4 tbat introduction of steady CJs into the primary jet clearly affected the 
development of tbe sbear layer and mixing with tbe ambient, with a contraction of tbe jet observed 
along the line joining the CJs while enhancing the spread in the orthogonal direction. The response of 
the primary jet to steady CJ forcing was bence only studied at a CJ supply pressure of 2 bar, since this 
pressure was noted to be tbe opti mum value for mixing enhancement purposes in tbe experiments. The 
predicted mean axial velocity contours for the primary jet along the xz (y=0) and xy (z=0) planes are 
shown in Fig. 6.7. The influence of steady Cls on shear layer development was again studied for botb 
900 and 1800 solution domain sizes with identical findings (see below). The results presented here are 
from solution of the 1800 grid geometry, in which both CJs were modelled. Since tbe sol ution domain 
extended only 900 in the y direction, wi th the y=0 plane symmetric, for clarity and convenience the 
solution file was postprocessed to show a 1800 section in the y direct ion also. The changes observed 
due to steady Cl introduction during the experiments are reproduced very well in the CFD srudy, with 
the jet contracting strongly in the xz plane (Fig. 6.7a) and expanding in the xy plane (Fig. 6.7b). The 
bifurcation of the primary jet observed during the experiments is also clearly illustrated in the mean 
velocity contours in the xy plane. Thus, the RANS si mulation is predicting trends in observed flowfield 
features with steady CJs very well. 
To establish a quantitative comparison with the experimental data, the jet centreline velocity (again 
normalised by Uj ) under the influence of steady CJs is shown in Fig 6.8 . The potential core length, 
derived from the centreline plots is 4.7D" equivalent to a reduction of 43% with respect to the clean jet 
simulation. Although the centreline velocity does not give the correct potential core length of the jet 
observed in the experiments due to bifurcation, as discussed in Chapter 4, this bifurcation was noted in 
both experimental and numerical studies but is clearly weaker in tbe simulations. A potential core 
length reduction of 46% was observed in the experimental investigation, so the relative effect of CJs is 
predicted very well. Focussing on the turbulence kinetic energy plot (Fig. 6.8b) along the centreline, the 
peak turbulence intensity has decreased with introduction of steady CJs, compared to the clean jet case, 
and the maximum k va lue is llnderpredicted. Th is is presumably due to the weak bifurcation of the jet, 
the strength of which is best determined by a comparison of the mean velocity profiles shown ill Figs. 
6.9 and 6.10 for the near-field (upstream of xiD .. =4) and far-field respectively. Very close to the nozzle 
exit plane (xiD .. =0.5), a stronger z-directioll contraction of the jet is predicted compared to 
experimental data. However, as the jet moves downstream, the difference from the experimental 
profi les in the z-direction decreases, and the predicted velocity profi les essentiall y coincide with the 
measured profile at xiD .. =3. The changes in the y-direction are also well represented in the predictions. 
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At xID,=4, a bifurcation of the jet is observed to begin in the experimental measurements, witb the 
maximum velocity region displaced away from the jet centreline, but no sign of bifurcation is observed 
in the predicted profile at this axial location. However, furtber downstream, at x=5D, (Fig. 6.10), the 
predicted jet does start bifurcating, with an off-axis maximum velocity value indicating that the jet is 
still within the potential core region. The actual potential core length predicted is 60, (see Fig. 6.7), 
indicating a 27% reduction of tbe potential core lengtb compared to "=33% reduction observed in the 
experiments. Hence, tbe trend in potentia l core length reduction due to steady Cl introduction is 
predicted very well. The bifurcation of tbe jet gets stronger with downstream movement up to xID,=7, 
with the experimental and CFD profiles almost para llel in the bifurcated region, but this dies out as the 
di stance from the nozzle exit plane increases, and no signs of the bifurcated jet are observed at x=l OD" 
similar to the experimental findings. Although the predicted velocities in the central region are higher, 
the shear layer mean velocity behaviour in the expansion direction is reproduced very well in tbe 
numerical investigation. However, the contraction of the jet due to the Cl introduction in the far fie ld is 
underpredicted in the simulations, aldlOugb the initial contraction due to Cl introduction was observed 
to be stronger. This shows that the strength of the mechani sm by which the Cl causes 
contraction/expansion effects is underpredicted and damps out Illore quickly in tbe RANS si mulation, 
and thus the predicted cross-sectional area of the jet is more than the experimeotall y observed area. 
Turbulence kinetic energy plots are a good indicator of changes in the shear layer location and width 
and are shown in Figs. 6. 11 and 6. 12 for the near fi eld and fa r field respectively. As illustr ated in the 
mean velocity plots along the z direction, tbe introduction of steady CJs results in a more severe initial 
contraction of the jet in the predictions with the inward movement of the shear layer clearly visible at 
xID,=0.5. However, this predicted stronger initial effect of the Cls lasts only up to xID,=3, where the 
inner edge of the shear layer along the z direction is at d,e same location as the experimental value. 
Along dle y direction, the shear layer tbickness in the near field is remarkably well predicted, but as 
explained earlier, the peak turbulence value from tbe numerical investigation is lower than the 
approximated experimenta l value. The outward movement of tbe sbear layer in the z direction is 
stronger in the predictions as illustrated in the far- field plots (Fig. 6.11), which confirm that the Cl 
loses its strength more quickly in the predictions. Tbe bifurcation of the jet and the match of the shear 
layer thickness in the y direction with tbe experi mental data is visible in tile tllrbulence kinetic energy 
plots as well. 
Although the profiles presented above were extracted from a solution of the 1800 domain size, the 
effect of introduction of steady Cl s was also studied on a 900 grid domain to investigate whether the 
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use of a symmetry boundary condition was justified when the primary jet is influenced by the Cls, 
since CJs introduce a high velocity component perpendicular to the symmetry plane (z=0). Tbe mean 
velociry profiles at different axial stations from both 900 and 1800 solution domains, witb steady CJs 
are presented in Fig. 6.13, which does not illustrate any affect of the symmetry boundary condition on 
the solution. This shows that the use of symmetry boundary condition in the present tbesis was 
appropriate, even with steady CJs. 
The CFD study was aimed at increasing understanding of the mechanism involved in enhancing the 
spread of the primary jet due to control jet excitation. The above discussion has shown that the RANS 
si mulation was able to reproduce the trend in effects of the CJ very well. Hence, other flowfield 
parameters can now be used to understand the physical changes in tbe primary jet. Fig. 6.14 shows 
predicted stream traces of secondary fl ow velocities (\/ and W) superimposed on primary jet mean axial 
velocity contours at different locations downstream of the nozzle exit with steady Cls. These reveal a 
large radia ll y inward flow (the Cl fl ow) along the Cl line (z) and a (continui ty induced) radially 
outward fl ow in the orthogonal direction (y) immediately after CJ introduction (Fig. 6.14a). As 
discussed in Chapter 4, the contraction along the CJ introduction line appears earl y, with no sign of 
streamwise vorticity seen at x/D"~0.5. However, the development of a streamwise vortex pair from 
each contro l jet (only one vortex is shown due to symmetry) can be clearly identified in the predictions 
at x/D"~I (Fig. 6. 14b). The movement in the azimuthal and radial posi tion of the vortices also should 
be noted. Initially, the vortex centre is located close to the z-axis, but as the jet moves downstream, the 
vortex grows in size and moves radially outward and towards the y-axis azimuthall y, inducing 
increased jet spread and a strong 3 D shape of the velocity comours. The non-circular cross-section of 
the jet, with expansion along the y direction is clearly identifiable. Also noticeable in the mean axial 
veloci ty contours is the bifurcation of the jet, with the jet core acquiring tbe shape of a dumbbell at 
x/D"~4 . As the vortex pair moves further downstream, it loses its strength. Hence, tbe direct impact of 
the control jets is observed on ly in the near-fi eld of Ule jet. In Fig. 6. 15, at x/D"~6, though the vortex 
structures can be seen, the concentration of the streamlines in a very small area shows that the 
secondary velocit ies (V and W) are very small, with the vortices not strong enough to force any furdler 
enhancement in the spread of the jet. Further downstream, the spread of the jet resembles Il,e natural 
spread process, with the jet fluid forced out in all directions. I-rence, the effects of the ini tia l contraction 
decrease with downstream movement as shown in Fig. 6. 10. The CFD study confions that similar to 
solid tabs, the steady Cl s inject streamwise vortices into the jet edge which are subsequently 
responsible for jet cross-section sbape and enhanced mixing. 
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6.2.3 Predictions with Pulsed Control Jets 
The simulations with pulsed C] forcing were only performed at a duty cycle of 0.32 and at St 0.22, 
since this configuration was observed to be the most effective at enhancing the spread of the jet. Both 
symmetric and antisyrnmetric modes of excitation were studied. To visualise the cbanges in the primary 
jet plume at symmetric and anlisymmetric mode ofC] forcing, tbe 1800 domain was definitely needed 
for lhe numerical investigation, and the same timestep was used for botb modes. As menti oned above 
in Chapter 3, the stability requirement sets the maximum aBowable timestep for a certain case. In 
addition, for the pulsed C] case, the timestep must also resolve the unsteady flow of the pulsed jet, witb 
at least 100 timesteps per pulse (106). For pulsed CJ cases tested, a timestep of 5.0E-7seconds provided 
tbe optimum balance between the numerical stability requirement, resolution of the unsteady flow 
features, and the requirement for inner iterations per timestep to ensure accuracy of the solution. At a 
frequency value of 1050Hz (St 0.22), this equates to 1905 time-steps per pulse, which is entirely 
adequate and was hence the rimestep used for all URANS calculations. 10 the following, the ftndings 
from these simulations are discussed; a comparison with the current experimental work is also 
included, allowing an assessment to be made as to whether VRANS model ling is able to predict 
adequately the unsteadiness in the flow due to pu lsed CJ injection. 
6.2.3.1 Symmetric Forcing 
For the URANS simulation, the pulsed C] was introduced into tbe primary jet and tbe simul ation was 
allowed to nm for 2 run tbrough times ('" 8 pulsa tion cycles), to ensure that the effect of pulsation has 
reached the entire solution domain, before sampling the flowfteld variables to compute the time-
averaged quantities. The long-time-averaged quantities presented here have been computed over 8 
pulsation cycles, at which the long-lime-averaged values converged. This convergence was ensured by 
running the simulation for longer periods of time ('" another 8 pu lsati on cycles), with the time-averaged 
variable values remaining essentially the same. The cbanges induced in the primary jet along tbe xz 
plane (at FO) wben forced by the pulsed CJ are shown in Fig. 6. 16. Both tbe instantaneous (at t=3/4T, 
where T is the time period of the pulse) and long-lime-averaged mean velocity contours are shown. A 
first glimpse of Fig. 6.16 shows that, similar to experimental findings, the initial contraction of the jet 
in the xz plane is weaker with pul sed CJs compared to steady CJs. The decrease in potential core length 
or the jet is also evident in the long-time-averaged axial velocity plot. On the xy plane, shown in Fig. 
6.17, the enhanced spread rate due to Cl introduction is also identifiable, illustrating that pulsed CJ 
effects are reproduced well by the URANS simulation. The time-averaged contours of the mean 
velocity also demonstrate a slight bifurcation of tbe jet along the y-direction, although thi was not 
observed in the experimental study. The appearance of this bi furcation might be apparent only in the 
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contour plots, or can be an indication of stronger CJ effects being predicted in the simulation, since the 
enhancement of the jet in the far-field also appears to be more significant in the predictions. 
To assess the agreement of predictions with experimental findings, the centreline long-time-averaged 
axial velocity plot is shown in Fig. 6.18 . A potential core length of 4.500 is predicted when forced by 
the symmetric pulsed CJs, compared to an experimentally determined potential core length of 3. 75D". 
This equates to a 45% reduction based on the clean jet centreline value as opposed to 38% reduction 
noted during the experiments. However, Fig. 6.17 clearly shows a bifurcating jet, whereas no 
bifurcation was seen in the experimenta l investigation. The actual potential core length predicted 
(including bifurcating effects) is 5D" (visible in Fig. 6.17), showi ng a 39% reduction in potential core 
length from the clean case. Similar to the clean jet, the centreline plot for the pulsed CJ case can be 
di vided into three regions, the potential core length, the initial decay region, and the asymptotic region. 
The decay of the mean axial velocity downstream of the potential core is underpredicted in the 
simu lations, an indication that the CJs become ineffective at increasing the mixing of the jet earlier in 
tbe URANS simulation. To understand the behaviour of the shear layer, the long time-averaged axial 
velocity profiles along y and z directions are presented in Fig. 6. 19 for the near-field. As noticed in the 
steady CJ case, the initial contraction of the primary jet along the z direction is more severe in the 
predictions. This overprediction of contraction effects does nOl decrease as the jet moves downstream, 
contrary to the steady CJ case where the agreement with the experimental findings along the z direction 
was very good in the near-field. The trend is still, however, reasonable in tbe pulsed case. Along the y-
direction, although the experimental and predicted profiles matcb very well at xlD,,=0.5, this agreement 
is because the effect of CJ introduction has not reached the y-direction at tbis axial location (as 
discussed in Cbapter 4), and tllls match is actually a reproduction of the clean profile shown in Fig. 6.9. 
Focussing on the plots funher downstream, it is evident that the URANS simulation was unable to 
reproduce the growth of the shear layer satisfacLOrily, and a broader central core region is predicted in 
the near field. ~, the far-field plots (Fig. 6.20), the sli ght bifurcation of the jet can be visual ised only at 
xID,,=5, but as noted earlier the bifurcation effecls are very weak (indicated by very little difference in 
mean velOCity between the centreline and the off-axis maximum). As observed in the centrei ine 
velocity plot, the decay of the mean veloci ty in the central region (an indication of mixing) with the 
pulsed CJs is underpredicted, but the shear layer velocity values are predicted satisfactorily along the z 
direction. However, the higher Core velocity values and relatively lower spread of the jet seen in the y 
profiles clearly demonstrates that the URANS simulation was on ly able to predict the changes induced 
in Il,e primary jet with pulsed CJ forcing in the first 5-6 D". The match of the velocity values along the 
z direction also appears to be due to the inabi lity of URANS in predicting the Cl effect accurately in 
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the far field, with tbe primary jet recovering from the initial contraction along tbe z direction. It sbould 
be noted that steady RANS predictions for the steady CJ case also showed disagreement in the far-field 
due to the rapid decaying of the streamwise vortex structures, so the URANS predictions for the pulsed 
case will also follow the same pattem. 
The introduction of CJs induces vortex structures in the fl ow, whicb are responsible for enhanced 
mixing of tbe primary jet. Since CJs are introduced along tbe z-direction in the current study, the 
evolution of the vortex structures in the xz plane can be clearly revealed by looking at tbe W velocity 
contours, as shown in Fig. 6.21. Tbe contours shown here are for two different instants of time; at time 
t=3/4T (same as the axial velocity contours), whereas the contours shown in Fig. 6.2 1 b represent the 
instantaneous view after the simulation has run for a further duration of half the time-period (T/2) of 
tbe pul se (50% phase). Tbe visualised structures are symmetric across the jet plume and do not 
penetrate towards the centreline due to pressure and motion of tbe symmetricall y opposite structures. In 
Fig. 6.21 a, three vortex structures per CJ can be seen, with tbe tbird CJ fluid sl ug moving away from 
the CJ orifices Cat t=3/4T, the pulsation is OFF). Not ice that the vortex structures from successive 
pulses are well separated from each other. This spatial distaL1ce between the vortex structures is a 
function of the duty cycle and frequency of pulsation. Higher duty cycle values result in a reduction of 
this distance and the vortices then do not act independently of eacb other, whicb causes pulsed CJ to 
behave as a quasi-steady jet. Also note that botb tbe vortex structures do move towards the centreline, 
but are tben forced to move essentially axially by the correspond ing vortex from the opposite CJ. 
Focussing on Fig. 6.2Ib, which shows the spatial position oftbe vortices at lf4Tofthe next pulse cycle 
(50% phase difference) the structures have moved downstream, due to the primary jet velocity, with the 
vortex furthest from the nozzle exit plane seen at x1D,"'S.S, but the effectiveness of the vortex structure 
has decreased considerably, illustrated by the low radial velocity CW) value. This reduced strength of 
the vortex structure also explains tbe slower velocity decay at the centreline, and the disagreement of 
tbe predicted mean velocity profiles with experimental findings seen in Fig. 6.20. 
Cross-sectional pictures of the controlled primary jet at different axial locations are presented in Fig. 
6.22. The long time-averaged axial velocity contours have been averaged over 8 pulsation cycles, and 
the streamlraces superimposed on the contours represent the long-time-averaged, in-plane secondary 
velocities (V and W). Similar to the steady CJ case, the first signs of a streamwise vortex are seen at 
x1D,,=l , but tbe strength of the vortex structure appears to be very weak whereas the vortex with the 
steady CJs at this axial station was more pronounced. Thi s is because the CJs are operating at a duty 
cycle of 0.32 (approximately one third of the steady CJs) and the time-averaged value takes into 
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account tbe cbanges over tbe complete pulse cycle. An instantaneous (at t=3/4T) vIew of the 
streamtraces at this station (not shown) with the pul sed CJ ON showed the vortices to be identical for 
both tbe steady and pulsed CJ excitation. The stream traces captured further downstream are more 
revealing in tenns of the different mechanisms active for the steady and pulsed CJ exci tation. With 
downstream movement, the vortices grow in size (and strength) but are located at tbe same azimuthal 
position at xID,=2, whereas in the steady CJ case, the vortices had been observed to move towards tbe 
y-axis witb downstream location. Due to this, the spread along the y-axis with the pulsed CJ is 
considerably less than the steady CJ case at these axial stations (see Fig. 6. 14). At xID,=4, two different 
vortices are seen in each quadrant, with the direction of orientation opposite to eacb otber such tbat the 
primary j et fluid is being forced outwards along both the y and z directions. TIle main vortex structure 
has moved towards the centreline radially, and closer to the z axis azimuthally and is forcing the high 
speed core jet outwards along the y direction. ill addition, the streamtraces illustrate the presence of an 
additional smaller (and weaker) vortex which enhances the jet width in the z-direction. These 
streamlines further establish the argument made in Chapter 4 about the pulsed Cl excitation. During the 
ON phase, the primary jet is forced inwards by the Cl along the z-directi on, and, to conserve mass, tbe 
fluid moves in a direction which offers the least resistance to its movement (in this case, the y-
direction). However, when tbe pul sation is turned OFF, in addit ion to tbe primary jet spreading in the 
orlhogonal direction, the air can now also move in tbe z-direction as well , since there is now no 
resistance to its movement along thi s direction. Hence, an expanded jet (or a much small er contraction 
compared to steady Cl excitation) is observed along the z direction. The mean velocity contours shown 
at stations further downstream in Fig. 6.23 do not show any significant traces of the vortex structures, 
as expected since the discussion earlier has SbOWll that pulsed CJ effects are only observed in the tirst 
5-60, downstream of nozzle exit plane in the URANS predictions. 
6.2.3_2 AntisYlllllleric Forcing 
[n Chapter 4, when pu lsed Cl s were used to force the primary jet in antisymmetric mode, a fl apping of 
the primary jet core was noted. This flapping of the jet is illustrated in the instantaneous picture 
(t= 3/4T) of the axial velocity shown in the xz plane in Fig. 6.24a, where a wavelike behaviour of the 
primary jet core is observed. This jet flapping is due to the vortices induced in the j et by tbe 
antisYll1metric mode pulsed Cl s penetrating further into the jet, and the absence of a symmetrically 
opposite vortex structure, which balances vortex movement, as seen in symmetric forcing. Tbe long-
time-averaged axial velocity contours show that fl apping is responsible for the significant reduction in 
potential core length. Since the vort;ces reach the jet centreline during antisymmetric forcing, tbi s 
results in a strongly bifurcated jet evident in Fig. 6.25 showing the long-time-averaged axia l velocity 
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contours In the xy plane. Recall that a bifurcation of the jet was also noted in the experimental 
investigation, although the strength of the bifurcation predicted by the simulation appears to be more. 
This will be explained further below when a comparison of the mean velocity profiles is presented. To 
gai n further insight into the now physics, the W velocity contours on the xz plane at two different 
phases during the pulsed cycle are shown in Fig. 6.26. Since there is a 50% phase difference between 
the two plots, this causes the contours to appear as mirror images of each other, due to the 
antisymmetry. At m= l the structures penetrate strongly towards the jet centreline, and extend across to 
the opposite lipl ine, thus undulating the jet plume in the lateral direction significantly, and reducing the 
jet potential core length. A closer observation of the plots and comparison witb ti,e corresponding 
figure with symmetric forcing shows that tile initial movement of the vortex structures for both modes 
is identical, with the vortex structures moving towards ti,e centreline of the jet. However, only the 
structures in the ant isymmetric mode are able to reach the centreline due to the absence of any 
resistance to this movement from opposing structures. Also noticeable is that in m=l mode, the strength 
of the vortex structures is not reduced with downstream movement and the vortices are predicted to be 
present as far as 100 ,. The presence of these energetic structures causes the potential core length to 
shorten considerably, as illustrated in the ccntreli ne mean axial velocity compari son ploned in Fig. 
6.27. The potential core lengtb indicated by the centreline plot shows that the predicted value matches 
exactly with tbe measured value. The decay of the mean velocity downstream of the potential core, is 
more intense than the experimental decay, but both these effects are due to the strong bifurcation 
clearly visible in Fig. 6.25. The actual predicted potential core length value is 40, from both 
experimental and numerical investigations, but this match shows that the effects of the antisymetric 
forcing are being overpredicted significantly by the URANS simulation (recall that the potential core 
length for the clean case was 60, from the experiments and 8.20 , numerically). After xID,=6 (Fig. 
6.27), the velocity decay rate at the centreline slows down significantly, although Fig. 6.26 showed the 
presence of strong energetic structures much further downstream. This shows that the vorti ces at the 
centreline were not ab le to enhance the mixing process, because they were not able to force the low 
speed ambient nuid into tbe jet because of their radial position. To assess tbe agreement with 
experimental measurements further, a comparison of the radial profiles of mean velocity is presented in 
Fig. 6.28 for the ncar field. The contraction along the z-direction is predicted very well, but the y-
profiles are more interesti ng. Ote that the spread of the sbear layer in tbe y-direction is underpredicted, 
and a strong bifurcation of the jet is predicted at xID,=4. Althougb tbe axial location of thi s bifurcation 
matches the experiments, its strength is considerably greate(. Thi s shows that the energy input due to 
pulsed Cl introduct ion was used ill the bifurcation process, and did not contribute towards enhancemenl 
of the shear layer. The bifurcation is strongest at x1D,=5 (Fig. 6.29), but dies out as the distance from 
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the nozzle ellit plane increases. However, in the far-field, the URANS simulation is unable to reproduce 
the effects of the CJ forcing sati sfactori ly and the URANS findings can only once again be trusted for 
the initial 5-60,. 
The numerical study of the steady CJ effects on primary jet development predicted the effects of the 
steady Cl satisfactorily and confirmed tbat tbe generati on of streamwise vorticity in tbe primary jet 
shear layer due to the deflected control jets is the main fluid mecbanic feature responsible for 
enbancing the mixing of tbe jet plume with the ambient. Althougb the simulations with tbe pulsed CJ 
increased our fundamental understanding of Ule effect of pulsations, the URANS simulations were only 
capturing the changes in tbe f10wfield satisfactori ly in the near-field of the jet. The numerical study on 
the underexpanded supersonic jet discussed below was therefore performed onl y witb steady CJs. 
6.3 Supersonic Jet Predictions 
The shear layer development of an ideally expanded subsonic clean jet was predicted satisfactorily by 
the k-s model. To determi ne the effecti veness orthis turbulence model in predicting the shock structure 
characteristic of an underexpanded jet, a comparison of the clean jet simulation with the experimental 
data is presented first in Section 6.3. 1. Tbis is fo ll owed by a discussion of the effects of steady CJ 
introduction on the supersonic jet in Section 6.3.2. Since the discussion above proved the validity of 
symmetric boundary condition, the simulations for the underexpanded jet were on ly performed for Ute 
90° domain size. 
6.3 .1 Clean Jet 
Only 4 shock cell s are observed in the predicted mean axial velocity contours shown in the xz plane 
(Fig. 6.30), which are iden tified by regions of accelerated flow in the potential core of tbe jet. These are 
seen more clearly in the centreline velocity comparison (Fig. 6.3 1) with the experimental data (which 
showed the presence of 10 shock cells in the potential core length). Al though the first shock cell is 
predicted very well , the subsequent shock cells are much weaker but the shock cell wavelength is in 
good agreement with the experiment. This rapid decay ill the strength of the shock cell s is responsible 
for tbe reduction ill the number of shock cell s predicted, and can possibly be att.ributed to (i) inadequate 
grid resolution in the axial direction, (i i) the more damped shock cycle performance of a pressure based 
method as used in DELTA (as opposed to a density based method) or (iii) the too strong growth orthe 
shear layer at high Mach numbers by the k-s model used, which contains no cOl11pressibility effects at 
all. Since the grid refinement study was onl y performed for the subsonic jet, increasing grid resolution 
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in the axial direction of the jet plume was of interest here to see if this improves the agreement with the 
experiment. The number of nodes in the jet plume was therefore increased to 250 in the axial direction 
(Fig. 6.32), and the axial velocity contours from the solution of the refined grid are shown in Fig. 6.33 . 
6 regions of relatively high velocity in the potential core indicating the acceleration within the shock 
structures are identifiable. Although the contours show 6 distinguishable regions, only 5 shock 
structures can be identified in tbe centreline plot in Fig. 6.34, with the 4tb shock clearly stronger than 
the corresponding sbock from tbe coarser grid. Although some difference is seen in the shock 
structures, otber features such as the potential core length (8.5D,J and the subsequent velocity decay are 
the same for botb the grids. The inability of a k-e turbulent model to predict shock structures accurately 
has previously been noted by Birkby and Page [1 07], and their work on a strongly underexpanded jet 
(NPR=3.5) also showed only 4 shock structures at the jet centreline. To assess further the quality of the 
predictions and the development of the shear layer, a comparison of the mean velocity profiles is 
presented in Fig. 6.35. Similar to the subsonic jet case, tbe shear layer development is in very good 
agreement with experiment witbin the potential core length, but since the potential core length is 
overpredicted, the mean velocity magnitude in the central region is higher than the experimental values, 
with UJe difference most evident at xlD,,= IO. Therefore, for the CJ study, wbich fonus the focus of this 
thesis, the k-E model can be used to study the effects ofCJ introduction on an underexpanded jet also. 
6.3.2 Predictions with Steady Control Jets 
The introduction of steady CIs into the underexpanded primary jet in the experimental study only 
resulted in small changes in the potential core length and spread of tbe shear layer along the y-
direction. The numerical study with steady CJs was therefore aimed at investigating tbe reasons for thi s 
reduced perfonnance of CJs for an underexpanded supersonic jet, compared with the subsonic case. 
The Cl supply pressure for this study was the same as the subsonic jet (2bar). A contraction of the jet in 
the xz plane and expansion in the xy plane due to Cl introduction are demonstrated in the mean 
velocity contours shown in Fig. 6.36. Al so noticeable in Ule contour plots is the reduction in the jet 
potential core length, more clearly seen in Ule cemreline veloci ty plot shown in Fig. 6.37. A significant 
reduction in tlle potential core length is predicted (7.2D" from 8.5D,,), while the experiments showed 
only a smal\ effect of CJ introduction on tbe centreline mean velocity, wi th the potenti al core lenglh 
reducing to 5.75D", fTom 6.25D". Thi s predicted better performance of CJs can probabl y be attributed 
to the inability of the RANS k-e simulation to reproduce the shock structures accurate ly, since they act 
as dampers and resist the potential core reduction. The predicted velocity profiles (Fi g. 6.38) along the 
yand z di recti ons illustrate initially good agreement with the experiment. However, the spread of the 
jet in the y-direction is overpredicted further downstream, again due to tbe absence of strong shock 
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structures in the simulations. This predicted enhanced spreading of the jet is further illustrated in Fig. 
6.39, where the clean and controlled mean velocity profi les are shown. The changes in the cross-section 
of the supersonic jet due to steady CJ introduction are shown in Fig. 6.40. The streamtraces of the 
secondary velocities, superimposed on the mean velocity contours confirm that generation of 
streamwise vorticity due to CJ introduction is responsible for enhanced mixing in both subsonic and 
supersonic jets. However, the loss of strength of these vortex structures occurs much earl ier in 
underexpanded jets (compare Figs. 6.40 and 6.41 with 6. 14 and 6.15), due to the presence of shock 
structures, and is responsible for the reduced performance of CJs in supersonic jets, compared to their 
subsonic counterparts. 
6.4 Closure 
Thi s chapter has discussed the findings of the numerical investigation perfonned to understand the 
physical mechanisms responsible for mixing enhancement due to introduction of CJs. The predictions 
from [he RANS simulations were found to be in reasonably good agreement with the experiments for 
both subsonic and supersonic jets. Some variables such as the potential core length and biFurcation 
effects did not match wi th the experimental data accurately, but the trends were correctly predicted and 
the overall effect of the control jets on shear layer development was predicted satisfactorily for steady 
CJs. These studies confirmed that the generation of stream wise vorticity in the primary jet shear layer 
due to the deflected control jets is the main fluid mechanic feature responsible for enhancing the 
mixing of the jet plume with the ambient. The URANS simulations for pulsed CJs were only 
representative of the CJ bebaviour in the near-field of tbe jet, but highlighted that the vortex structures 
resulti ng from pul sed control jets were stronger than their steady counterparts with the duty cycle of 
pul sation and azimuthal mode of operation of pulsed control jets been very important parameters in 
determini ng the strength and penetrati on of the generated vortices. 
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7 Conclusions and Future Work 
7.1 Summary and Conclusions 
The field of jet mixing enhancement has interested researchers for a long time because of its practical 
significance in many engineering areas. The aim of this thesis, as outlined in Chapter I , was to study 
the capability of control jets (CJs) (botb steady and pulsed) in high Reynolds and Mach number jets in 
enhancing the rate of mixing between the primary jet flow and the ambient, which had been identified 
as an area requiring further work by the review of current literature. The literature reviewed identified 
the forcing amplitude, pulse frequency (Strouhal number), duty cycle, and azimuthal mode as crit ical 
parameters governing CJ induced mixing enhancement, but largely covered their effectiveness for low 
Reynolds number fl ows, mostly under incompressible condi tions. A dual approach compri sing an 
experimental and computational (CFD) study to understand the fl uid dynamical behaviour of shear 
layers under CJ influence, of both a high Mach number subsonic j et (NPR= 1.7, M=0.9) and a mildly 
underexpanded supersonic jet (NPR=2.3) was therefore conducted. 
The experimental investigation required modifications to the HPNTF, since the faci li ty was not 
equipped with the means to test the performance of CJs in high speed fl ows. A tertiary air supply 
system for the CJs, and a pu lsation system capable of controlling the forcing amplitude, freq uency, 
duty cycle and phase of the pul sations independently, and at frequencies appropriate to high Mach No. 
primary jets were designed and incorporated into the facility. The number of CJs in vestigated was 
limited to 2, since this has been foun d most effective for mixi ng enhancement purposes, and two small 
holes drill ed in the nozzle surface, spaced 1800 apart, very close to tile nozzle exit plane served as CJ 
orifices. A 2-component Laser Doppler Anemometry (LOA) system was used to measure the changes 
in tlle velocity field to gauge the control jet effectiveness in enhancing the primary jet mixing rate. A 
systematic experimental campaign to explore tile effects of each parameter independently was carried 
out to assess the effect of each parameter on CJ effectiveness. The experimental studies revealed that 
the primary jet behaviour becomes hi gh ly asymmetric when CJs are used: although the jet contracted 
along the line of introduction of CJs, enhanced spread was observed along the orthogoual direction. 
Potential core length reductions of up to 50% were achieved by introduction of CJs, but it was noted 
that veloci ty reductions at the jet centreline are not the right indicator of jet spread, primarily due to the 
bifurcation effects. The CJs were certainly effective in controll ing the shear layer of an ideally 
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expanded higb Re subsonic jet, but their effectiveness in underexpanded jets was reduced, probably due 
to tbe presence of shock structures. An increase in the forcing amplitude of steady Cls beyond a certain 
value was observed not to result in any additional benefits, related to the desired interaction between 
tbe stream wise vortex created by the Cl and the primary jet shear layer. The increased momentum 
causing instead stronger undesirable bifurcation of the primary jet. The Strouhal number of pulsed 
control jets for optimum perfomlance was observed to be close to the fundamental columnar instability 
of the primary jet. The duty cycle value of Cl operation was found to be tbe most critical parameter 
defining the performance of the pulsed Cl, and effects of Slrouhal number variation were only evident 
at lower duty cycle of Cl operation. A lower value of the duty cycle parameter of a pulsed control jet at 
fixed Strouhal number was found to be more effective in enhancing the spread of the shear layer. The 
investigation on the effect of azimuthal modes showed symmetric mode of pulsed Cl operation more 
effective than the anti symmetric mode, which is apparently contrary to the published literature, but this 
was because the literature available whilst claiming a dependence of pulsed Cl performance on 
azi muthal mode, usually provides insuffi cient detail Oil the experimental setup employed to activate 
these modes. 
The aumerical investigation to understand the physical mechanisms responsible for mixing 
enhancement due to introduction of CJs was achieved usiag a high Reynolds number k-g turbulence 
model. The Cls were modelled as 'virtual' blocks outside the nozzle geometry, and the Cl momentum 
was calculated by the code as it expanded from tbe total pressure within the CJ block to the predicted 
local primary nozzle static pressure. The predictions [TOol tbe RANS simulations were found to be in 
reasonably good agreement with the experiments for both subsonic and supersonic jets. Some variables 
SUcll as the potential core length and bifurcation effects did not match witb the experimental data 
accurately, but the trends were correctly predicted and the overall effect of tile control jets on shear 
layer development was predicted satisfactorily for steady CJs. These studies confirmed that the 
generation of streamwise vorticity in the primary jet shear layer due to the deflected control jets is the 
main fluid mechanic feature responsible for enbancing the mixing of the jet plume will) the ambient. 
The URANS simulations for pulsed CJs were only representative of the CJ behaviour in the near-field 
of the jet, but highlighted that the vortex stntctures resu lting from pulsed control jets were stronger than 
their steady counterparts with the duty cycle of pul sation and azimuthal mode of operation of pulsed 
Cls being very important parameters in determining the strength and penetration of the generated 
vortices. 
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7.2 Recommendations for Future Work 
The fmdings of the present thesis have helped in developing a better understanding of the critical 
parameters affecting the ability of CJs (both steady and pulsed) in enhancing the mixing of the primary 
jet with the ambient. These findings can certainly help in developing a control strategy for both 
perfectly and imperfectly expanded jets. 
The duty cycle of pulsed CJ operation was found to be the most critical parameter affecting the ability 
of pulsed CJs at enhancing mixing. The duty cycle effects in enhancing the spread of the shear layer 
should be investigated further, particularly focusing on the minimum threshold value at which the 
pulsed CJ introduction causes mixing enhancement. Since the strength of the CJs is the driving force 
causing the expansion of the jet, lowering the duty cycle beyond the minimum will not disturb the shear 
layers sufficiently to cause enhanced mixing. 
The introduction of CJs into underexpanded supersonic jets was observed to result in only a marginal 
increase in the spread of the shear layer. This was probably due to damping of the streamwise vorticity 
responsible for enhanced spread by the shock structures. The strength of a steady CJ (and hence the 
induced streamwise vortices) is primarily a function of the velocity ratio (Uc/Up",,) or the momentum 
ratio (pcJUc/IPpnnUpnn') for compressible jets, and the size of the CJ orifice. It was reported by Davis 
[32] that the effect of CJ size is more significant in defining the CJ strength than the velocity ratio (or 
momentum ratio). Since the present work did not investigate the effects of CJ size on its performance, 
increasing the CJ orifice size to create stronger CJ s might result in enhancement of spread in the 
underexpanded jet as well. However, while conducting this investigation on the CJ size effects, the 
requirement of additional mass flow rate from the engine bleed, and potentially more severe contraction 
effects at the exit of the nozzle must be considered. 
A numerical study of steady and pulsed CJs was conducted in the current thesis, although it predicted 
the primary jet behaviour satisfactorily only in the first 5-6Dn• Only a URANS study of CJ effects on 
the shear layer development was carried out. The logical extension of this study would be to perform a 
numerical study using LES for the pulsed jet effects. This study would also help in assessing and 
comparing the two CFD approaches (URANS and LES) in predicting the steady and fluctuating 
parameters of the flowfield and would determine if URANS is indeed a viable tool for predicting the 
present type of flow problem which is inherently unsteady. 
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Finally, all of the experimental and numerical investigations contained within this thesis have been 
conducted for cold jets. For the majority of practical aeronautical jet flows, total temperatures are above 
ambient conditions, particularly for military gas turbine exhaust plumes. Scale model tests, conducted 
in the HPNTF, can also be conducted at realistic total temperatures, in order to capture the effects of 
density ratios, due to the temperature difference. The CJ system and the pulsation actuator incorporated 
into the facility during the current project, should, therefore, be used to investigate the effectiveness of 
steady and pulsed CJs in enhancing the spread of high NPR heated jets. 
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