Constructing Convex Inner Approximations of Steady-State Security
  Regions by Nguyen, Hung D. et al.
IEEE TRANSACTIONS ON POWER SYSTEMS, VOL. , NO. , SEPTEMBER 2018 1
Constructing Convex Inner Approximations of
Steady-State Security Regions
Hung D. Nguyen, Krishnamurthy Dvijotham, and Konstantin Turitsyn
Abstract—We propose a scalable optimization framework for
estimating convex inner approximations of the steady-state secu-
rity sets. The framework is based on Brouwer fixed point theorem
applied to a fixed-point form of the power flow equations. It
establishes a certificate for the self-mapping of a polytope region
constructed around a given feasible operating point. This certifi-
cate is based on the explicit bounds on the nonlinear terms that
hold within the self-mapped polytope. The shape of the polytope
is adapted to find the largest approximation of the steady-state
security region. While the corresponding optimization problem
is nonlinear and non-convex, every feasible solution found by
local search defines a valid inner approximation. The number
of variables scales linearly with the system size, and the general
framework can naturally be applied to other nonlinear equations
with affine dependence on inputs. Test cases, with the system
sizes up to 1354 buses, are used to illustrate the scalability of the
approach. The results show that the approximated regions are
not unreasonably conservative and that they cover substantial
fractions of the true steady-state security regions for most
medium-sized test cases.
Index Terms—Feasibility, OPF, inner approximation, solvabil-
ity, nonconvexity.
I. INTRODUCTION
The AC optimal power flow (ACOPF) representation of
a power system forms a foundation for most of the normal
and emergency decisions in power systems. The traditional
ACOPF formulation targets the problem of finding the most
economical generation dispatch admitting a voltage profile
that satisfies operational constraints. Independent System Op-
erators solve the ACOPF in different contexts on multiple
time intervals ranging from a year for planning purposes to
5 minutes for real-time market clearing. Since it was first
introduced in 1962, the OPF problem has been one of the
most active research areas in the power system community.
Being an NP-hard problem, it still lacks a scalable and reliable
optimization algorithm [1], although last years were marked
by tremendous progress in this area [2]–[5].
Active adoption of renewable generation exposes the power
grids to unprecedented levels of uncertainty. Unexpected
variations of wind may push the operating point found by
the OPF into technically unacceptable regions, or, in more
dramatic scenarios, outside of the loadability regions where
the power flow solution exists at all. Traditionally, the ability
of the system to survive these events can be characterized by
constructing the so-called steady-state security sets in power
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injection space. In this work we focus on the construction of
convex inner approximations of the sets, that can naturally be
used to assess the robustness of a given operating point to
uncertainties in renewable or load power fluctuations. They
can also be used to enforce feasibility in situations where
constraining the system to nonlinear power flow equations
and operational specifications is not practical. This may occur,
for example, in the context of real-time corrective emergency
control where the computation time is critical or in high-
level optimization that is too complex to incorporate nonlinear
constraints. Similarly, the reduced size inner approximations
can be enforced in situations where instead of the regular
feasibility, an additional margin is required from the solutions
concerning load/renewable uncertainty. Whenever the approx-
imation has a special geometric structure, it can also be used
for decentralized decision making, for example, by allowing
for independent and communication-free redispatch of power
resources in different buses/areas.
Like many other power system problems, the original work
on inner approximations of power flow steady-state security
sets was introduced by Schweppe and collaborators in the late
70s [6]. The first practical algorithms based on fixed point
iteration appeared in the early 80s [7]. In the Soviet Union,
the parallel effort focused on the problem of constructing
solvability sets for static swing equations [8], [9]. More re-
cently, new algorithms based on different fixed point iterations
have been proposed for radial distribution grids without PV
buses [10]–[13], decoupled power flow models equivalent to
resistive networks with constant power flows [14] and lossless
power systems [15], [16]. Although more general approaches
that do not rely on special modeling assumptions have been
proposed in the literature [17]–[19], they still suffer from either
poor scalability or high conservativeness or both. It is also
worth noting that this work is a natural evolution of the ideas
originally presented in [18]; the approaches presented here
and in [18] are in some sense complementary to each other.
The techniques developed in [18] are applicable to general
quadratic systems and come with explicit estimates of the
conservativeness. However, they require norm-based estimates
of Lipschitz constants, which tend to be overly conservative
for large-scale systems due to the high conditioned numbers
involved. On the other hand, this work does not rely on
Lipschitz constant estimation but proposes a natural adaptation
of the self-mapping region to the geometry of the problem
which helps remove the conservativeness introduced in [18].
In this work, we develop sufficient conditions for the exis-
tence of feasible power flow solutions. Based on these condi-
tions, we propose a novel algorithmic approach to constructing
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inner approximations of steady-state security domains that can
apply to the most general formulation of power flow equations
without any restrictions on the network and bus types. The
size of the resulting regions is comparable to the actual
feasibility domain even for large-scale models and can be
potentially improved in the future. In comparison to all related
approaches above, the inner approximations developed in this
work are more flexible and adaptive as one can customize
their construction for a number of specific preferences or tasks,
by solving auxiliary optimization problems like those defined
in (18). These optimization problems, although non-convex,
allow for fast construction of the inner approximations. Any
feasible solution to these problems, even a suboptimal one,
establishes a region where the solution of the original power
flow is guaranteed to exist and satisfy feasibility constraints.
Performance of the proposed algorithm is validated on several
medium- and large-sized IEEE test cases.
II. NOTATION AND AN OPF FORMULATION
We start this section by introducing the set of notation which
will be used in this paper. We use C to denote the set of
complex number. x denotes the conjugate of x ∈ Cn. The
considered system is characterized by a graph with vertex set
V . There are three kinds of vertices in the system: load and
generator sets denoted by L and G, respectively, and the slack
bus nodes denoted as S. Further, E is a set of directed edges
e = (k, l), k, l ∈ V . The  operator stands for element-wise
product [x  y]i = xiyi for x, y ∈ Rn. In this work, we
consider a traditional ACOPF-like formulation defined by the
following equations and inequalities:
pk + jqk =
∑
l
VkY klVl exp(−jθe), k ∈ (L,G) (1)
V mink ≤ Vk ≤ V maxk , k ∈ L (2)
θmine ≤ θe ≤ θmaxe , e ∈ E (3)
pmink ≤ pk ≤ pmaxk , k ∈ G (4)
qmink ≤ qk ≤ qmaxk , k ∈ G (5)
|sfe | ≤ smaxe , |ste| ≤ smaxe , e ∈ E . (6)
Each bus k ∈ V of the system is characterized by a complex
voltage vk = Vk exp(jθk) and apparent power injection sk =
pk + jqk. For each edge or line e connecting bus k and bus
l, we define an angle difference θe = θk − θl. The apparent
power transfer se through the line e can be defined either at
the beginning (on the “from” bus) or at the end (on the “to”
bus) of the line, with the corresponding values denoted by the
superscripts f and t.
In the following derivations of the general results, we use u
to denote the vector of “parameters” u = [pG ; pL; qL;VG ] and
use x to denote the space of variables, i.e. x = [θG ; θL;VL; qG ].
This distinction reflects the typical situation in power systems,
where the components of u can be either controlled directly
by the system operators, or change in response to external
factors, while the components of x are usually not directly
controllable and are determined by the physical power flow
equations. Generally, the choice of parameter and variable
vectors depends on the context and may be different in some
other applications.
In this work, we focus on the characterization of the steady-
state security set. This is the set of control inputs u for which
the power flow equations (1) has at least one feasible solution
which satisfies all the operational constraints (2) to (6).
The steady-state security set is generally non-convex and
may not even be single connected. In this work, we construct
convex inner approximations of polytopic shape for this set.
Mathematically, they represent sufficient conditions for the
existence of feasible solution that can be quickly checked
or enforced in optimization procedures where the optimality
of the power flow solution is not critical. For example, they
can be used for online identification of viable load-shedding
actions that are guaranteed to save the system from voltage
collapse events.
III. THE FEASIBILITY OF INPUT-AFFINE SYSTEMS
In this section, we develop our general approach for deriving
sufficient conditions for the existence of a feasible solution to
a nonlinear constrained system of equations. Our approach
applies to a broader class of nonlinear systems that satisfy
two essential properties: they depend affinely on the inputs
(parameters), and their nonlinearity can be expressed as a lin-
ear combination of nonlinear terms that admit simple bounds.
The derived results for these general nonlinear systems are
applied to the ACOPF problem in Section IV.
Consider a following set of nonlinear equations on x ∈ Rn
that depend affinely on the input vector u ∈ Rk:
Mf(x) = Mf(x?) +R(u− u?). (7)
Here, x? is the base solution of the problem (7) which
corresponds to the base parameter vector u?, M ∈ Rn×m,
R ∈ Rn×k, and f = [f1; f2; . . . ; fm] : Rn → Rm is the set
of nonlinear “primitives”, i.e. simple nonlinear terms usually
depending on few variables. In the power system context, the
problem (7) represents the power flow equations (1) or (25);
the base solutions is typically the base operating point which
is assumed to be feasible. Feasibility conditions is represented
by a set of linear and nonlinear constraints with the latter
represented in the form
h(x) ≤ 0. (8)
Without any loss of generality, we assume that h(x) : Rn →
Rl can be expressed in terms of the same nonlinear primitives
function f(x), i.e., h(x) = Tf(x) with T ∈ Rl×m. Also, we
assume that h(x?) ≤ 0 in our construction framework. For the
ACOPF problem, the constraint (8) is a compact representation
of the set of nonlinear constraints (5)-(6); the corresponding
forms of matrix T to these constraints will be discussed later
in Section IV-B. The Jacobian of the corresponding system of
equations is defined as
J(x) = M
∂f
∂x
∣∣∣∣
x
, [J(x)]ij =
m∑
k=1
Mik
∂fk
∂xj
, (9)
where J? = J(x?) refers to the Jacobian evaluated at the base
solution that we assume to be non-singular.
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In the following paragraphs, we will derive a fixed-point
representation of the system (7) that allows for simple certifi-
cation of solution existence. This solvability certificate is based
on the bounds on nonlinearity in the neighborhood of the base
operating point. Compact representation of the corresponding
convex regions in the input, state, and nonlinear image spaces
will be introduced below to facilitate our certificate develop-
ment.
For any differentiable nonlinear map f : Rn → Rm and
a base point x? ∈ Rn, we define nonlinear “residual” maps
δf(x) and δ2f(x) as the combinations of f(x), base value
f? = f(x?), and base Jacobian ∂f/∂x|x? via the following:
δf(x) = f(x)− f? (10)
δ2f(x) = f(x)− f? − ∂f
∂x
∣∣∣
x=x?
· (x− x?). (11)
The defined residual operator allows for compact represen-
tation of the original system (7) in the fixed-point form:
x = x? + J−1? R(u− u?)− J−1? Mδ2f(x), (12)
or, even more compactly as
x˜ = F (x˜; u˜) = J−1? Ru˜+ φ(x˜). (13)
Here we use x˜ = x − x? and u˜ = u − u? to denote
the deviations of the variable and input vector from the base
point. φ(x˜) = −J−1? Mδ2f(x? + x˜) represents the nonlinear
corrections. It is important to note that the Jacobian J is not
∂f/∂x, but the one defined in (9).
Next, we assume that the input deviations u˜ belong to a
structured box-shaped uncertainty set U defined as −`−u ≤
u˜ ≤ `+u , or more compactly as U(`u) =
{
u˜ ∈ Rk| ±u˜ ≤ `±u
}
.
Also, we use `u to denote `u = [`−u ; `
+
u ].
Having the fixed point form (13), we will apply the
Brouwer’s fixed point theorem (Chapter 4, Corollary 8 in [20])
stated below to derive a sufficient condition for solvability.
Theorem 1 (Brouwer’s fixed point theorem). Let F : X 7→ X
be a continuous map where X is a compact and convex set in
Rn. Then the map has a fixed point in X , namely F (x) = x
has a solution in X .
In this work, we propose to use a parameterized polytope
representation of X = A(`x) with a fixed face orientation but
varying distances to individual faces. We refer to this set as
an “admissibility polytope”.
Formally, the admissibility polytope family A(`x) defines
the following non-empty polytope for any non-zero matrix of
bounds `x = [−`−x , `+x ] ∈ Rn×2+ :
A(`x) = {x˜ ∈ Rn| ±Ax˜ ≤ `±x } (14)
where ±Ax˜ ≤ `±x is shorthand for the following:
{Ax˜ ≤ `+x ,−Ax˜ ≤ `−x } ≡ −`−x ≤ Ax˜ ≤ `+x .
The polytope A(`x) will be used to establish the neigh-
borhoods of the base operating point where the solution is
guaranteed to exist. Extra conditions of the form `x ≤ `maxx
can be then used to impose the linear “feasibility” constraints,
such as voltage and line angle difference bounds (2) – (4). The
Fig. 1. Nonlinear bounds for δ2{sin(θ)} = sin(θ)− θ for two values of `θ :
`θ1 = [0, 0.4] and `θ2 = [0.4, 0.5]
choice of the matrix A has a critical effect on the performance
of our algorithm and will be discussed in more detail later.
To prove the existence of the solution upon choosing matrix
A, we need to show the self-mapping of this polytope under
the nonlinear map F (x˜; u˜). The most critical step in certifying
the self-mapping is the establishment of nonlinearity bounds.
Specifically, we assume that whenever the system is inside
the admissibility polytope, i.e., x˜ ∈ A(`x), the nonlinear
residual terms δ2f ∈ Rm can also be naturally bounded based
explicitly on `x. These bounds are constructed explicitly for
the power flow problem in the later parts of the paper. For
a more general case, we formalize them by introducing the
“bounding polytope family” N (`x) that certifies the following
bounds on the nonlinear map f : Rn → Rm:
x˜ ∈ A(`x) =⇒ δ2f(x? + x˜) ∈ N (`x). (15)
In other words, the nonlinear bounding polytope family estab-
lishes a bound on the nonlinear function given the bounds on
its argument. In this work, we rely on the simple, though not
particularly tight, bounds illustrated on Figure 1 and formally
represented by the functions δ2f±k (`x)
N (`x) = {z ∈ Rm| ±zk ≤ δ2f±k (`x)}. (16)
This condition can be also considered as a formal definition
of the function δ2f±k (`x).
Remark 1. By definition, the functions δ2fk(x) have zero
derivatives at x = x?. Thus, for continuous and smooth
maps f , there exists a nonlinear bound δ2f±k (`x) such that
‖δ2f±k (`x)‖/‖`x‖ → 0 as `x → 0. In other words, the
magnitude of the nonlinear residuals can be bounded by a
superlinear function in the vicinity of the the operating point.
Given the definitions of the three convex polytopes U(`u),
A(`x), and N (`x), we can restate the Brouwer fixed point
theorem in the following form:
Corollary 1. (Self-mapping condition) Suppose there exist
bounds `x, `u such that
x˜ ∈ A(`x), u˜ ∈ U(`u) =⇒ F (x˜; u˜) ∈ A(`x). (17)
Then (13) is solvable for all u˜ ∈ U(`u) and has at least one
solution inside admissibility polytope: x˜ ∈ A(`x).
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In Appendix A, we derive explicit condition on `x, `u
that guarantee satisfaction of (17). The condition allows us
to formulate the following optimization problem which is a
central result of this paper.
Construction of optimal inner approximation. Given the
definitions introduced above, assume that the quality of the
inner approximation is given by the cost function c(`x, `u).
Then the best approximation can be constructed by solving
the following optimization problem:
max
`x,`u
c(`x, `u) subject to : (18)
`±x ≥ B+`±u +B−`∓u + C+δ2f±(`x) + C−δ2f∓(`x)
`x ≤ `maxx
D+`+u +D
−`−u + E
+δ2f
+(`x) + E
−δ2f−(`x) + h? ≤ 0.
Here h? = h(x?) and the matrices B,C,D,E are given
by B = AJ−1? R, C = −AJ−1? M , D = TLJ−1? R, E =
T − TLJ−1? M , and L = ∂f/∂x|x? . The upper indices ±
on the matrices refer to the absolute values of the positive
and negative parts of these matrices, i.e., for any matrix F ,
F = F+ − F− with F±ij ≥ 0.
Problem (18) is a non-convex and nonlinear program in
the space of uncertainty and admissibility polytope shapes
`u, `x. Although the optimal solution to this problem cannot
be reliably found in polynomial time, any feasible solution to
(18) establishes a certified inner approximation of the steady-
state security set. Therefore, the natural strategy is to solve
this problem is based on local optimization schemes. The
local search is guaranteed to produce some feasible certificate
because sufficiently small values of `x are always feasible.
This follows from the superlinear behavior of δ2f±(`x) in the
neighborhood of `x = 0 as discussed in Remark 1.
Due to the nonlinear and non-convex nature of the optimiza-
tion problem, the quality of the resulting certificate depends
critically on the initial guess used for initialization of the
local search. In our experiments, we have found that one
viable strategy of finding good initialization points lies in using
the solution to the linear relaxation of (18) to initialize the
nonlinear local search. The idea behind the relaxation based
approach to initialization is very simple. The main source of
nonlinearity in (18) is the δ2f±(`x) terms entering the self-
mapping condition and nonlinear feasibility constraints. These
constraints can be relaxed into linear ones by considering
linear upper bounds on δ2f±(x). Obviously, any feasible
solution to this linear problem satisfies the original problem
as well and establishes a valid certificate. This certificate is
generally more conservative than the one obtained by solving
a full nonlinear problem as the bounds on the nonlinearity
are less tight. Moreover, the linear nature of the relaxed
constraints invalidates Remark 1 guaranteeing the existence
of some feasible solution. Indeed, the resulting set of linear
constraints may be infeasible, although this does not happen
in our experiments. On the other hand, the efficiency of
modern linear programming solvers allows for an extremely
fast construction of some polytope that can be later improved
via local nonlinear search. The details of this relaxation are
presented in Appendix B-B.
The objective function c(`x, `u) can be tailored to a specific
use case of the resulting polytope. Below we present three
possible choices for the certificate quality function c(`x, `u)
for common problems arising in power system analysis.
A. Natural certificate quality functions c(`x, `u)
1) Maximal feasible loadability set: A classical problem
arising in many domains, including power systems, is to
characterize the limits of system loadability characterized by a
single stress direction in injection space. In this case, the only
column of the matrix R defines the stress direction, while the
positive scalar u defines the feasible loadability level. The goal
of the feasible loadability analysis is to find the maximal level
u for which the solution still exists and is feasible. According
to Corollary 3, all u satisfying u? − `−u ≤ u ≤ u? + `+u are
certified to have a solution, hence the objective function of (18)
is simply c(`x, `u) = `+u . Of course, the simple loadability
problem can be more easily solved using more traditional
approaches like the continuation method.
2) Robustness certificate: In another important class of
applications, the goal is to characterize the robustness of a
given solution concerning some uncertain inputs. In power
system context, it could be the robustness concerning load or
renewable fluctuations. Assume, without the loss of generality,
that the input variable representation is chosen in a way that all
the components of u˜ are uniformly uncertain with uncertainty
set centered at zero. In this case, the goal is to find the largest
value of λ such that the feasible solution exists for any u˜
satisfying |u˜k| ≤ λ for all k. This problem can be naturally
solved by maximizing c(`x, `u) = λ with an extra set of
uniformity constraints [`±u ]k = λ ensuring that the box U
represents a symmetric cube.
It is worth mentioning that the problem of assessing the
robustness of a power system under renewable fluctuations
is closely related to the “dispatchable region” problem con-
sidered in [21], [22], and also discussed under the notion
of Do-Not-Exceed limits in [23]–[25]. Our technique allows
the same kind of limits to be constructed without relying on
any linearized power flow approximations utilized in these
previous works.
3) Chance certificates: In another popular setting, one
assumes some probability distribution of the uncertain inputs
and aims to find a polytope that maximizes the chance of a
randomly sampled input being certified to have a solution.
This problem can also be naturally represented in the generic
certificate optimization framework. Assume, without major
loss of generality, that the inputs are i.i.d. normal variables.
In this case, the log-probability P of a random sample falling
inside the box U(`u) is given by
logP(`u) =
1
2
∑
k
erf
(
[`+u ]k√
2
)
− erf
(
− [`
−
u ]k√
2
)
. (19)
In (19), erf() is the “error function” or “Gauss error function”
used in probability theory. Its interpretation is as the following:
given a random variable Z normally distributed with mean 0
and variance 1/2, erf(x) represents the probability of Z falling
in the range [−x, x] [26]. Then the maximal chance certificate
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is established by maximizing c(`x, `u) = logP(`u) within the
central optimization problem (18).
B. Selection of matrix A
Choice of the matrix A has an enormous effect on the
performance of the approach and the quality of the resulting
certificates. The implications of the choice of A are two-fold:
first it determines the shape of the region that is certified to be
self-mapped by the fixed representation of the equations. And
second, the conditions imposed by the constraint ±Ax ≤ `±x
are used for bounding the nonlinearities and verification of the
self-mapping. Although more research is needed to determine
the relative importance of these two effects caused by the
choice of the matrix A, generally one could expect that the
effect on the nonlinearity bounds is more pronounced. Hence,
it is recommended to choose the matrix A in a way that
allows for effective nonlinear bounds. The matrix A should
be compatible with the representation of the nonlinear terms.
In other words, the inequalities ±Ax˜ ≤ `±x should allow for
straightforward and non-conservative bounds of the individual
nonlinear terms. Given the bounding approach employed in
this work, the least conservative bounds are obtained when A
bounds individual variables entering in the nonlinear expres-
sions. However, more general choices of A can be possible for
other nonlinearities encountered in different representations.
As a side note, addition of extra rows to the matrix A that are
not utilized in bounding of nonlinearity will only complicate
the certification of the self-mapping and will not improve the
resulting polytope.
IV. STEADY-STATE SECURITY
In this section, we apply the framework developed in
previous sections to the power flow steady-state security
problem. There are many possible ways to represent the power
flow equations in the form (7) amenable to the algorithm
application. Moreover, the representation of the equation and
the choice of nonlinear functions and their variables has a
dramatic effect on the size of the resulting regions. We have
experimented with a variety of formulations, in particular,
traditional polar and rectangular forms of power flow equations
with different choices of matrix M and function f in (7).
Our experiments have indicated that the choice of the repre-
sentation, accuracy of the nonlinear bounds, and the quality
of the initial guess all strongly affect the conservativeness of
the resulting certificates. A more thorough analysis of these
factors is required to identify the most effective strategies
of applying the algorithm to the power flow problem. These
strategies will be discussed in details in our future work.
In this paper, we present only one formulation that resulted
in the least conservative regions for large-scale systems in
our experiments. This formulation is based on the admittance
representation of the power flow equations and nonlinear terms
associated with power lines. It can naturally deal with strong
(high admittance) power lines in the system that we suspect
to be one of the sources of conservativeness in other more
conventional formulations.
A. Admittance based representation of power flow
The power formulation discussed below is based on a non-
traditional combination of node-based variables and branch-
based nonlinear terms. This representation is naturally con-
structed using the weighted incidence type matrices. Specif-
ically, we use yd ∈ C|V| to represent the diagonal of the
traditional admittance matrix, and matrices Y f , Y t ∈ C|V|×|E|
as weighted incidence matrices representing the admittances of
individual elements with Y f corresponding to the negative ad-
mittance of lines starting at a given bus, and Y t corresponding
to the admittance of lines ending at it. Any power line with
admittance ye connecting the bus from(e) to the bus to(e)
contributes to the two elements in the matrices Y f and Y t,
specifically, Y ffrom(e),e = −ye and Y tto(e),e = ye. In this setting,
for a bus k consuming the complex current ik, the Kirchoff
Current Law takes the form
ik = y
d
kvk +
∑
e
Y fkevto(e) + Y
t
kevfrom(e). (20)
Whenever the PQ bus is considered with constant complex
power injection sk, one also has ik = sk/vk. Next, we
introduce the logarithmic voltage variables as ρk = log(Vk),
ρe = ρfrom(e) − ρto(e), and rewrite the power flow equations
in the following form:
yV − ydV = Y tVEeρE+jθE + Y fVEe−ρE−jθE (21)
where yk = sk/|vk|2. Assuming that the base solution is given
by ρ?, θ? the equations can be rewritten as
yV − ydV = Yˆ tVEeδρE+jδθE + Yˆ fVEe−δρE−jδθE (22)
with Yˆ t = Y t[[exp(ρ?E+jθ
?
E)]] and Yˆ
f = Y f [[exp(−ρ?E−jθ?E)]]
where the notation [[·]] is used to define the diagonal matrices.
This equation can be further simplified to
yV − ydV = Y +VE cosh(δρE + jδθE) + Y −VE sinh(δρE + jδθE)
(23)
with the help of Y ± = Yˆ t±Yˆ f . Finally, using y−yd = g+jb
we obtain[
gV
bV
]
=
[
Re(Y +) Re(Y −) −Im(Y −) −Im(Y +)
Im(Y +) Im(Y −) Re(Y −) Re(Y +)
]
f(x)
where
f(x) =

cosh δρE  cos δθE
sinh δρE  cos δθE
cosh δρE  sin δθE
sinh δρE  sin δθE
 . (24)
The nonlinear vector f(x) consists of element-wise products
of the hyperbolic and trigonometric functions. To find the
bounds δ2f± which are required in the steady-state security
set construction (18), we apply nonlinear bounding introduced
in Appendix B-A.
Like the traditional power flow equations, we use x =
(θG , θL, ρL) and consider only a subset of all the equations
which are compatible with the general form (7):gGgL
bL
=
Re(Y +GE) Re(Y −GE) −Im(Y −GE) −Im(Y +GE)Re(Y +LE) Re(Y −LE) −Im(Y −LE) −Im(Y +LE)
Im(Y +LE) Im(Y
−
LE) Re(Y
−
LE) Re(Y
+
LE)
f(x).
(25)
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We define the parameter vector u˜(V ) = (p/V 2 −
p?/(V ?)2,−q/V 2 + q?/(V ?)2) which consists of nodal ad-
mittance variations associated to the left hand side of (21),
respectively. Further, let V min = V ? − δV − and V max =
V ?+δV + represent the minimum and maximum voltage levels
associated with the voltage deviation bounds. Assume that the
nonlinear term φ(x˜) is contained in the polytope A(τ) where
τ is defined in Lemma 2. Then Corollary 2 below is essential
to characterize the admissible range of nodal power injections
for a given feasible range of admittance variations.
Corollary 2 (Admissible power injection estimation). Given
that V min ≤ V ≤ V max, if the active power injection satisfies
pmin ≤ p ≤ pmax, (26)
then the admittance deviation can be bounded as ±u˜ ≤ `±u .
Here pmax = (V min)2
(
`+u + p
?/(V ?)2
)
, and
pmin =
(V
min)2
(
−`−u + p
?
(V ?)2
)
if− `−u + p
?
(V ?)2 < 0
(V max)2
(
−`−u + p
?
(V ?)2
)
otherwise.
(27)
Similar bounds apply to the nodal reactive power.
Proof. Combining the definition of the admittance deviation
u˜(V ) = p/V 2− p?/(V ?)2 and the condition ±u˜ ≤ `±u , yields
V 2
(−`−u + p?/(V ?)2) ≤ p ≤ V 2 (`+u + p?/(V ?)2) .
Next, the admissible range of active power is given
by pmax = minV V 2
(
`+u + p
?/(V ?)2
)
and pmin =
maxV V
2
(−`−u + p?/(V ?)2).
B. Thermal and reactive power constraints
Lemma 4 establishes a way to incorporate the feasibility
constraints of the form Tf(x) ≤ 0 where f(x) contains the
element-wise products of the hyperbolic and trigonometric
functions that appear in (25). Both thermal power and reactive
power generation constraints can be presented in this form;
below we will show the corresponding coefficient matrix T .
a) Thermal power limit constraint: by following the
sequence from (20) to (24), we can derive an equivalent
admittance based expression for the power transfers. As the
power transfers “to” and “from” for each line are very similar,
we present only the “from” transmission.
The current on line e = (k, j) can be represented as:
ife = Y
f
e vto(e) + Y
t
e vfrom(e). (28)
where from(e) = k and to(e) = j. Let yfe = (s
f
e )/V 2k
and yfe − Y te = gfe + jbfe . By repeating the admittance base
derivation, we ultimately yield the following expression:[
gfE
bfE
]
=
[
Re(Y +E ) Re(Y
−
E ) −Im(Y −E ) −Im(Y +E )
Im(Y +E ) Im(Y
−
E ) Re(Y
−
E ) Re(Y
+
E )
]
f(x)
(29)
where Y ±E = ±∆VE Yˆ fVE , and the entry ∆k,e becomes 1 only
when k = from(e) and is 0 otherwise. Then the auxiliary
matrix T is easily obtained from (29).
Concerning the thresholds on the apparent power transfer,
we propose to enforce intermediate constraints on the active
and reactive power transfers, i.e., `−p,e ≤ pe ≤ `+p,e and
`−q,e ≤ qe ≤ `+q,e. These intermediate constraints can be
easily expressed in the form of h(x) ≤ 0 which later can
be incorporated in the framework (18) with the form of
the last set of constraints. Then, the limit on the apparent
power can be guaranteed by imposing additional conditions
(`±p,e)
2 + (`±q,e)
2 ≤ (smaxe )2.
b) Reactive power generation constraint: Like the load
power and active power generation presented in (25), the reac-
tive generation can be easily represented using an admittance
form. The associated matrix T is then given by a single block-
row:
− [Im(Y +GE) Im(Y −GE) Re(Y −GE) Re(Y +GE)] . (30)
The corresponding conditions are constructed in a manner
similar to the thermal limits. We impose conditions on reactive
power generation level by introducing intermediate constraints
`−q ≤ q ≤ `+q . Then the reactive limits are enforced simply as
qmin ≤ `−q ≤ `+q ≤ qmax.
It is worth noting that in realistic power systems the
generators continue to operate even after reaching the reactive
power limits, typically switching from the PV to PQ nodes.
While it should be possible to model such a switching behavior
by introducing additional nonlinearities in the problem, in
this first version of the algorithm we ignore this effect. The
best strategies for incorporating the switching effect will be
discussed in our future works. In the scope of this work, the
reactive power limits are used to define the boundaries of the
security region.
V. SIMULATIONS
For our algorithm validation and simulations, we relied on
transmission test cases included in the MATPOWER package
and constructed the inner approximations for all the cases up
to 1354 buses. We also compare the cross-section of our con-
structed inner approximation to the actual steady-state security
sets as defined in this work, to assess the conservativeness of
the approach. The problem specifications and the details of
the construction are presented below.
A. Problem setup
A typical constrained power flow problem, which is previ-
ously introduced in section I, considers both power flow equal-
ity constraints (1), and operational constraints (2-6) including
nodal voltage and angle limits, power generation limits, and
thermal limits. While the voltage regulation standards require
a voltage deviation of less than ±5% from the nominal voltage
level of 1p.u., some base cases available in the MATPOWER
package are not compliant with this requirement and have
base operating points violating the constraints. In this work,
we constrain the voltage to stay within 1% around the base
voltage level x?.
For the power generation limits, we adopt the data from
the available MATPOWER test cases. The line thermal lim-
its, however, are not always provided; thus for the sake
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Fig. 3. A steady-state security set of IEEE 118-bus system
of simplicity, we assume that the maximum power transfer
level is double the corresponding value of the base operating
condition, i.e., smaxe = 2|s?e|. The reactive power generation
and thermal limits are considered for all test cases with less
than 300 buses. However, we exclude them while simulating
300- and 1354-bus systems as the actual feasibility margins
become extremely small for the default base operating points.
B. Steady-state security region construction
Upon setting up the OPF, we can solve problem (18) to iden-
tify the “optimal” steady-state security sets. In the following
simulations, we construct the optimal sets which maximize the
uniformly boxed loading variations–the robustness certificate
discussed in section III-A2. For simplicity, we focus on the
loading pattern u˜ with only two load injection variations
and visualize the estimated steady-state security sets in the
corresponding 2D plane as shown in Figure 2 to Figure 5.
Even though with the proposed framework we can estimate
feasibility regions in all dimensions, visualizing the entire
high-dimensional regions is impractical; thus, we plot only
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Fig. 5. A steady-state security set of 1354-bus medium part of European
system
the cross sections on the plane of two nodal power injections.
Concerning optimal certificates, we consider uniform bounds
on the injection input perturbations by assuming that `−u = `
+
u ;
as a result, the estimated feasible sets in the admittance space
of u˜ are hypercubes.
As discussed in section III and the Appendix, the op-
timization of the large-scale test cases is initialized with
the solution of the LP relaxation of the original problem.
Although the LP optimal solution can be further improved
by using nonlinear optimization solvers, for the largest test
case considered here, the results by the LP procedure without
additional improvement through the nonlinear local search are
reported. This is done because of the exceptional performance
of the modern LP solvers, which find an estimate in just tens
of seconds in comparison to several hours it takes the (off-
the-shelf and untuned) IPOPT solver to converge to the local
minima. The slow performance of the IPOPT solver is likely
related to implementation issues and should be resolved in
future extensions of this work.
To evaluate the inner approximation technique, we compare
the estimations with the actual steady-state security sets.
Unlike the inner approximations constructed by our algorithm,
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which are given explicitly by a set of inequality relations, the
actual boundary relies on a point-wise construction scheme.
More specifically, we use Continuation Power Flow [27] to
trace the critical points along multiple loading directions and
construct the actual boundary by connecting all these points.
System size Covering ratio Tightness
9 0.06 1
39 0.4102 1
57 0.53 0.833
118 0.083 1
300 0.13 0.645
1354 0.036 0.335
TABLE I
THE PERFORMANCE OF THE INNER APPROXIMATION
In most cases, as shown in Figures 2 to 5, the approximated
sets cover a substantially large fraction of the true steady-
state security regions. Table I shows the covering ratio and the
tightness – the largest ratio between the estimated set and the
actual set among all loading directions on the plotting plane–
for more test cases. In some cases like the IEEE 118-bus test
case plotted in Figure 3, the tightness reaches its maximum
value of 1 when the estimated boundary “touches” the true
limit along some direction. However, similar to the cause of
the estimation conservativeness, the tightness conditions are
not fully understood.
As the considered test systems are very different in terms
of network properties like topology and line parameters, the
results indicate that the proposed technique is stable and
effective for a wide variety of transmission systems. For
some large-scale cases like the 300-bus system, the resulting
approximations turned out to be conservative. The reasons for
the conservativeness may be different; in particular, for 300-
bus case we believe the conservativeness was caused by the ab-
normally high reactive power compensation. Another common
source of the conservativeness are the low impedance lines
observed in some of the networks, which cause high sensitivity
of the power flows to the angle/voltage variations. These lines
can significantly affect the size of the resulting self-mapped
polytope in the variable space and reduce the quality of the
end certificates. The admittance based representation used in
this paper alleviates some part of this problem, but does not
eliminate the conservativeness of these cases entirely.
VI. CONCLUSION
In this work we, developed a novel framework for con-
structing inner approximations of the steady-state security
sets that does not rely on any special modeling assumptions
and approximations and is applicable for general transmission
system power flow problems. The framework is based on
Brouwer fixed point theorem, which is applied to polytopic
regions in variable (voltage-angle) space. In comparison to
other studies of the same problem, our framework does not
yield simple closed-form expressions for the region and instead
relies on nonlinear optimization procedures to find the largest
certifiable approximation of the steady-state security region
and the corresponding polytope in the variable space with the
self-mapping property.
The proposed framework can naturally be applied to a num-
ber of common settings, ranging from the classical loadability
problem to robustness analysis and chance constraint certifi-
cation. Such a nonlinear optimization problem is non-convex
and likely NP-hard; however, any feasible solution, even not
globally optimal one, is a valid certificate. Furthermore, the
complexity of the problem scales linearly in the system size;
valid certificates can be constructed with computational effort
comparable to solving the original OPF problem. Simulation
results show that the proposed technique is scalable and can
provide sufficiently large estimations.
The quality of the approximation heavily depends on how
tightly the nonlinear map (12) can be bounded, and the results
can be improved by using more adaptive bounds. Particularly,
to approximate the nonlinear function, we can use more faced
polytopes instead of simple hyper-rectangles like the ones
plotted in Figure 1. In general, the choice of matrix A (in
(14)) plays a critical role in the performance of the algorithm.
Extending the matrix A with extra rows may help in improving
the algorithm, as long as the corresponding inequalities for
the variables can be transformed in better bounds on the
nonlinearity. Moreover, as some nonlinear functions appearing
in the fixed point map do not contribute significantly to the
overall residuals, the corresponding arguments can be bounded
in a more loose way allowing for easier certification of the
self-mapping. A further line of improvement lies in coming
with better initialization strategies and generally improving the
performance of local search nonlinear solver.
The proposed framework can be extended to a number
of other practically important cases. Of particular interest is,
for example, the security constrained OPF. The effect of the
N − 1 contingencies can be naturally incorporated as a low-
rank update of the matrix M defining the original problem.
Whenever the effect of this update admits simple bounds, the
proposed framework can be easily extended to certify security
in the presence of N − 1 or higher order contingencies.
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APPENDIX A
OPTIMAL CONSTRUCTION VALIDATION
To validate the construction of optimal inner approximation
(18), which is the main result introduced in section III, we will
show that the imposed constraints guarantee the existence of
a feasible solution. In particular, as we show below, such con-
straints are sufficient conditions for solvability and feasibility.
A. Solvability condition
The goal of this section is to verify that the condition (31)
below, which is also the first set of constraints in (18), is
sufficient to ensure the self-mapping required by the Brouwer
theorem and thus guarantees the solvability of the power flow
equations (7).
`±x ≥ B+`±u +B−`∓u + C+δ2f±(`x) + C−δ2f∓(`x). (31)
Specifically, we rely on Corollary 1 and later Corollary 3 to
show that the above constraint verifies self-mapping condition,
thus defining a solvability subset U(`u). The following Lemma
2 and Theorem 3 are necessary to derive the central result of
this section, which is presented in Corollary 3.
Lemma 2. Given the nonlinear system described by the
equation (13), the admissibility and nonlinear bound polytope
families A(`x) and N (`x), if x˜ ∈ A(`x), then the nonlinear
correction term φ(x˜) is contained in the polytope A(τ(`x)),
i.e. φ(x˜) ∈ A(τ(`x)) with τ(`x) = [−τ−(`x), τ+(`x)] ∈
Rk×2+ given by
τ±(`x) = C+δ2f±(`x) + C−δ2f∓(`x) (32)
where C+ − C− = −AJ−1? M and C±ij ≥ 0.
Proof. Consider the nonlinear correction term below
Aφ(u˜) = −AJ−1? Mδ2f(x˜) = Cδ2f(x˜) (33)
Consider the decomposition of the matrix C in C = C+−C−
with C±ij ≥ 0. The component-wise upper bounds of Cδ2f can
be then represented as
Cδ2f ≤ C+ max δ2f − C−min δ2f. (34)
Given the bounds −δ2f−(`x)− ≤ δ2f(x˜) ≤ δ2f+(`x) this
transforms into
Cδ2f ≤ C+δ2f+ + C−δ2f−. (35)
Similarly, one derives the lower bound on Cδ2f . Both of the
bounds can be combined in a single expression of the form
(32).
Remark 2. The map τ(`x) : Rk×2+ → Rk×2+ is monotone in
`x as increasing the region of variable variations defined by
`x only increases the bounds on the nonlinear residual terms.
Theorem 3. Given all the definitions above and sufficiently
tight bounds on the nonlinearity, there exists a matrix `x
such that the matrix τ(`x), which is defined in the Lemma
2, satisfies τ±(`x) ≤ `±x . Then, for any u˜ such that J−1? Ru˜ ∈
A(`x − τ(`x)), there exists at least one admissible solution
x˜ ∈ A(`x) of the equation (13).
Proof. The “sufficiently tight” conditions refers to Remark
1 in the main text and requires the nonlinear bounds to be
superlinear in the vicinity of the operating point.
The main statement of the theorem follows from the
Brouwer fixed point theorem. Indeed, whenever τ±(`x) ≤ `±x ,
the right hand side of (13) is contained in the polytope A(`x),
therefore the map F (x˜) = J−1? Ru˜+ φ(x˜) maps the compact
convex set A(`x) onto itself. Thus, according to Brouwer’s
theorem, there exists a fixed point x˜ = F (x˜) inside A(`x).
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Corollary 3. The admissible solution x˜? ∈ A(`x) is guar-
anteed to exists for every element u˜ inside a box-shaped
uncertainty set U(`u) whenever the condition
`±x ≥ σ±(`u) + τ±(`x) (36)
σ±(`u) = B+`±u +B
−`∓u (37)
is satisfied with B+ −B− = AJ−1? R and B±ij ≥ 0.
Proof. The logic here is the same as in Lemma 2. Whenever
u˜ ∈ U(`u), one has −σ−(u˜) ≤ AJ−1? Ru˜ ≤ σ+(u˜), hence the
inputs satisfy the conditions of Theorem 3.
Substituting (37) and (32) into the self-mapping condition
(36), yields the sufficient condition for solvability (31).
B. Feasibility conditions
As the self-mapping condition (36) verifies the existence of
a solution, we complete validating the central optimization
problem (18) by proving the feasibility. In particular, the
voltage level and angle separation limits are enforced by
constructing a proper matrix A and limiting the corresponding
components of `x. These bounds are also naturally used to
bound the terms δρe and δθe which are the arguments of the
primitive nonlinear functions.
Next, we consider the remaining nonlinear feasibility con-
straints h(x) ≤ 0, which is introduced in (8). The following
Lemma facilitates the incorporation of these feasibility condi-
tions and completes our construction (18).
Lemma 4. (Feasibility conditions) The nonlinear feasibility
constraints h(x) ≤ 0 will be satisfied if the following condition
holds.
D+`+u +D
−`−u +E
+δ2f
+(`x)+E
−δ2f−(`x)+h? ≤ 0 (38)
where D = TLJ−1? R, E = T − TLJ−1? M , and L = ∂f∂x |x? .
Proof. Central to the proof of this result is the following
observation. Using the definition of the residual operator δ2f ,
the nonlinear constraints can be expressed as follows.
h(x) = h? + TLx˜+ Tδ2f
= h? + TL(J
−1
? Ru˜+ φ(x˜)) + Tδ2f
= h? + TLJ
−1
? Rδu+ (T − TLJ−1? M)δ2f. (39)
The second equality can be derived with the help of the fixed
point equation (13). Next, using the same bounding approaches
used in the previous lemmas, we arrive at the bound (38)
where the left hand side is an upper bound for h(x).Thus,
the condition (38) is sufficient for h(x) ≤ 0 to hold at the
fixed point.
APPENDIX B
NONLINEAR BOUNDING AND LP RELAXATION
A. Nonlinear bounding
The bounds on the individual nonlinear terms of f(x) can
be expressed as:
δ+1,2{cos δθe} = 0 (40a)
δ−1,2{cos δθe} = max{1− cos δθ+e , 1− cos δθ−e } (40b)
δ±{sin δθe} = sin δθ±e (40c)
δ±2 {sin δθe} = δθ∓e − sin δθ∓e (40d)
δ−1,2{cosh δρe} = 0 (40e)
δ+1,2{cosh δρe} = max{cosh δρ+e , cosh δρ−e } − 1 (40f)
δ±{sinh δρe} = sinh δρ±e (40g)
δ±2 {sinh δρe} = sinh δρ±e − δρ±e (40h)
These bounds generally follow from the monotonic-
ity/convexity of each of the univariate functions involved.
The following corollary and lemma are used to construct the
bounds on the multi-variate functions appearing in our power
flow representation.
Corollary 4. For the element-wise product of two vector
functions f(x) h(x) one has
δ2{f  g} = δf  δg + δ2f  g? + f?  δ2g (41)
Proof. This follows directly from the definition of the first
δf, δg and second δ2f, δ2g order residuals.
Lemma 5. Bounds on the products can be characterized in
the following way:
δ±2 {f  g} = max{δf+  δg±, δf−  δg∓}
+ f?  δ2g± + δ2f±  g? (42)
Proof. This follows directly from (41) and sign-definiteness
of the residual bounds, i.e. δf±, δg±, δ2f±, δ2g± ≥ 0.
B. LP relaxation of the original problem
As discussed in the main text, the Linear Programming re-
laxation can be used to find simple certificates for initialization
of the nonlinear search. Here we derive the linear bounds for
the nonlinear function φ(x˜) which will form the LP version of
problem (18). These linear bounds can be derived whenever
the vector `x is itself bounded. Assume that the following
bounds hold for every polytope:
−δθUe ≤ −δθ−e ≤ δθe ≤ δθ+e ≤ δθUe , (43a)
−δρUe ≤ −δρ−e ≤ δρe ≤ δρ+e ≤ δρUe . (43b)
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Also, define δθme = max{δθ±e } and δρme = max{δρ±e }. Then
the following bounds hold for individual nonlinear terms:
δ+1,2{cos δθe} = 0 (44a)
δ−1,2{cos δθe} = (1− cos(δθUe ))
δθme
δθUe
(44b)
δ±{sin δθe} = δθ±e (44c)
δ±2 {sin δθe} = (δθUe − sin(δθUe ))
δθ∓e
δθUe
(44d)
δ−1,2{cosh δρe} = 0 (44e)
δ+1,2{cosh δρe} = (cosh(δρUe )− 1)
δρm
δρUe
(44f)
δ±{sinh δρe} = sinh(δρUe )
δρ±e
δρUe
(44g)
δ±2 {sinh δρe} = (sinh(δρUe )− δρUe )
δρ±e
δρUe
(44h)
where we also assumed δθUe ≤ pi/2 and δρUe ≤ 1.
To construct the bounds for the product terms, we rely on
the standard McCormick envelopes:
xy ≤ xUy + xyL − xUyL, (45a)
xy ≤ xyU + xLy − xLyU (45b)
where the L and U superscripts stand for the upper and lower
bounds of the corresponding terms.
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