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‘Incomplete’ data sources, such as panel data and repeated cross-sectional data, are
often used to estimate continuous time multistate models. However, relatively little
is known about how accurate the estimates are.
In this thesis, methods are reviewed for deriving parameters of continuous-time
Markov models from panel surveys and repeated cross-sections. The performance and
accuracy of these methods are obtained in a simulation study.
The results of the simulation study for the panel data indicate that the method
built on the EM (expectation-maximization) algorithm and the maximum likelihood
estimates (MLE) constructed for ‘complete’ data shows a bias in the estimates. The
bias depends on the model speciﬁcation and on the sampling scheme. Other methods
based on MLE from panel data do not show a diﬀerence between the expected values
of the transition rates and the true values. The results for the repeated cross-sections
reveal that the chosen method can be used with age-varying parameters for models
with two or three states.
The two best methods for panel data are applied to the US Health and Retirement
Study to describe disability dynamics at old age. The two methods produce similar
results. Smoothing the transition rates generates better results than the piecewise
constant approximation. The estimation results conﬁrm ﬁndings from the literature
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In Dutch
Niet zelden worden ‘onvolledige’ data bronnen, zoals panel data en herhaalde
dwarsdoorsneden, gebruikt voor schatting van de parameters van multistate modellen
in continue tijd. Er is echter nog weinig bekend over de betrouwbaarheid van die
schattingen.
In dit proefschrift worden methoden besproken voor de schatting van Markov
modellen in continue tijd op basis van panel data en herhaalde dwarsdoorsneden. De
betrouwbaarheid van de methoden wordt onderzocht met behulp van simulatie.
Het simulatie-onderzoek van panel data toont aan het EM algoritme en de
methode van maximum likelihood schatting op basis van ‘volledige’ data een vertekend
beeld geven. De vertekening hangt af van het gebruikte model en van de steekproef.
Andere methoden die gebruik maken van de maximum likelihood methode leiden
niet tot een systematisch verschil tussen verwachte waarden van de schatters van de
transitiecijfers en de werkelijke waarden. Resultaten van het onderzoek met herhaalde
dwarsdoorsneden tonen aan dat de onderzochte methoden toegepast mogen worden
op Markov modellen met twee of drie toestanden en transitiecijfers die veranderen
met leeftijd.
De twee beste schattingsmethoden voor panel data worden toegepast op gegevens
van de US Health and Retirement Study om inzicht te krijgen in het verloop van
beperkingen op hogere leeftijd. De twee methoden geven vergelijkbare resultaten.
Het gladstrijken van transitiecijfers naar leeftijd leidt tot betere resultaten dan





1.1 Setting the scene . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 This study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2 Multistate models: Basic deﬁnitions and properties 11
2.1 Individual life course and multistate models . . . . . . . . . . . . . . . . 11
2.2 Multistate models: Deﬁnitions and notation . . . . . . . . . . . . . . . . 12
2.3 Markov models and their essential properties . . . . . . . . . . . . . . . 14
2.4 Modelling transition rates . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4.1 Constant and piecewise constant transition rates . . . . . . . . . 19
2.4.2 Parametric transition rates . . . . . . . . . . . . . . . . . . . . . . 22
2.4.3 Nonparametric transition rates . . . . . . . . . . . . . . . . . . . 25
2.5 Life expectancy and other indicators in multistate models . . . . . . . . 27
3 Data sources for multistate models 31
3.1 Event history data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.1.1 Estimation of transition rates from event history data . . . . . 36
3.2 Panel data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.3 Repeated cross-sections . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4 Estimation of transition rates from panel data 43
4.1 Time-homogeneous multistate models . . . . . . . . . . . . . . . . . . . . 43
4.2 Piecewise-constant transition rates . . . . . . . . . . . . . . . . . . . . . 46
4.2.1 Maximum likelihood method . . . . . . . . . . . . . . . . . . . . . 46
4.2.2 Alternative approach: EM algorithm . . . . . . . . . . . . . . . . 48
4.3 Parametric modelling of the transition rates . . . . . . . . . . . . . . . . 50
4.4 Smoothing transition rates . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.5 Comparison of several estimation approaches . . . . . . . . . . . . . . . 53
4.5.1 Simulation: State space and transition rates . . . . . . . . . . . 53
4.5.2 Scenarios for the panel observations . . . . . . . . . . . . . . . . 54
4.5.3 Estimation: Assumptions and approaches . . . . . . . . . . . . . 55
4.5.4 Results for the time-homogeneous model . . . . . . . . . . . . . 57
4.5.5 Results for the time-inhomogeneous model . . . . . . . . . . . . 71
4.5.6 Summary of the simulation study for panel data estimations . . 83
3
Contents
5 Repeated cross-sectional estimations 93
5.1 Estimation of the multistate model parameters from cross-sectional data 93
5.2 Methodological background . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.1 Two-state model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.2.2 Three-state model . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.2.3 B-spline smoothed transition rates . . . . . . . . . . . . . . . . . 100
5.2.4 Technical issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.3 Simulation study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4.1 Two-state model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.4.2 Three-state model . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6 Application to panel data 117
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
6.2 Data source . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
6.3 Disability measure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.4 Educational attainment . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.5 Methods and estimation procedures . . . . . . . . . . . . . . . . . . . . . 127
6.6 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.6.1 Three-state disability model . . . . . . . . . . . . . . . . . . . . . 128
6.6.2 Disability model with educational attainment as a covariate . . 147
6.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7 Summary and outlook 163
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.2 Summary of ﬁndings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.3 Major contributions and challenges of this study . . . . . . . . . . . . . 165
7.4 Future prospects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
Appendices 169
A Code modiﬁcations and improvements 171
A.1 C-functions for algorithms to estimate constant and piecewise-constant
transition rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
A.2 C-functions and modiﬁcations for the B-spline approximation at tran-
sition rates approximation . . . . . . . . . . . . . . . . . . . . . . . . . . 175
A.2.1 inverse.c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.2.2 loop.c . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
List of Figures 188





1.1 Setting the scene
Continuous-time multistate models are widely used to describe natural and social
processes in situations in which an individual or a unit is going through varying stages
over time. These models are particularly vital in life course studies because they help
to describe how individuals change their attributes, statuses, and conditions over the
life course. The model parameters reﬂect behavioural processes, and contribute to
our understanding of how processes at the micro level deﬁne population composition
at the macro level. The multistate framework provides an instrument for computing
probabilities of being in a state at a given age, expected durations of stay in each of
the diﬀerent stages or states, and the life expectancy. Moreover, it can help us assess
how individual risk factors aﬀect transition dynamics and life expectancy.
Multistate models must be estimated using reliable and appropriate data. The
best data source for such comprehensive analysis consists of event histories: i.e.,
records of individual lives that contain the dates of all events of interest that happen
to an individual. Such data are expensive to collect. If we do not have an access to
such enriched data, can we rely on other data sources, like panel data or cross-sections?
That is the question addressed in this study.
Panel data, which record states occupied by an individual at distinct time points,
are often used for the multistate analysis. Yet relatively little is known about how
accurate multistate model estimations from panel data are compared to estimations
from event history data.
Laditka and Wolf (1998) introduced a discrete-time approach based on an em-
bedded Markov chain (EMC) and deﬁned on a discrete grid of time points. The grid
was established in terms of underlying monthly transition probabilities. In the model,
no more than one event during the one-month period that constitutes a time unit is
allowed. The analytic strategy is to identify the embedded Markov chain that most
closely reproduced the observed data. The model is analogous to the continuous-time
approach developed by Kalbﬂeisch and Lawless (1985).
Wolf and Gill (2009) assessed the performance of this approach, using as a crite-
rion their ability to reproduce the parameters of a ‘true’ model based on panel data
collection at one-month intervals. The authors found that the EMC shows pronounced
5
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downward biases in probabilities. Moreover, the biases are larger for longer intervals
between observations.
Continuous-time Markov models do not impose restrictions on the number of
events between two observations. However, many researchers have focused their at-
tention on the interval censoring problem (Commenges, 2002), which partly overlaps
with the panel data framework. An observation on an event occurrence is interval
censored if the interval in which the event occurs is known, but the exact time of
occurrence is not known. At the same time, in interval censoring we have informa-
tion about the types of events which happened between two observations, and their
frequencies. For example, if mortality is studied, we will know the exact number of
deaths in an interval, but not their exact times. Panel data can be considered interval
censored only in part, and only in situations in which the model is purely progressive
(contains a chain of states). In most cases, the panel observations do not provide
information on the times or the frequencies of event occurrences, or on which events
happened in between observations. Under such assumptions, it is hard to evaluate the
accuracy of the estimates using indirect measurements like survival curves or preva-
lence numbers. Moreover, in our literature search we were unable to ﬁnd any studies
on continuous time Markov models which might have shed a light on the accuracy of
the popular panel estimation methods using a direct microsimulation technique.
Moreover, the estimation of transition rates from panel data is sensitive to the
length of the time interval between waves of the panel. For example, Hwang and
Brookmeyer (2003) studied the eﬀects of time intervals between follow-up visits on
the precision of the transition intensities estimators. They showed that too frequent
or infrequent visits produce lower eﬃciency. It would be interesting to investigate this
hypothesis in a simulation study as well.
Even repeated cross-sectional surveys – i.e., several cross-sections made at diﬀer-
ent time with no connections between individuals in the samples – may be used to
estimate multistate models. However, Tuma et al. (1979) asserted that it is impossible
to extract multistate transition dynamics from the data sources in which life trajecto-
ries are not observed, and only a snapshot of a population distribution over states is
registered. On the other hand, there are several studies in which the inference about
the multistate model parameters is based on cross-sections (Moﬃtt, 1993; Pelzer and
Eisinga, 2002; Felteau et al., 1997; Mebane and Wand, 1997). All of these studies are
very restricted and make strong, sometimes unrealistic, assumptions. The question of
whether using such methods under less controlled conditions is appropriate remains
open.
Another issue in multistate modelling is the variation of transition rates. Transi-
tion rates are usually not constant. The estimation of time-varying transition rates
poses additional challenges. A common strategy is to parametrise the time depen-
dence or to assume piecewise constant (discrete) transition rates. The consequences
of such discretisation are unclear, as is the price of applying methods to smooth




The main objectives of this study are to infer the ability of several statistical methods
to estimate continuous-time Markov multistate models from panel data and repeated
cross-sectional surveys, and to determine the accuracy of these methods. The main
research questions are as follows:
1. How can microsimulation be used to assess the performance of estimation
methods? Microsimulation can be applied to generate life histories from a
continuous-time Markov model. How should transition rates estimated from
the simulated life histories be compared to the ‘true’ – i.e., observed – transi-
tion rates?
2. Does the use of panel data lead to under- or overestimated ’true’ transition
rates? Does the accuracy of estimates depend on panel observation schemes?
3. Is it possible to estimate the transition rates of the three-states time-dependent
model from repeated cross-sections?
We choose three methods used for the estimation of transition rates based on
panel data sources, and study their performance and dependence on various sampling
schemes. The methods are: (1) the maximisation of the likelihood, assuming piecewise
constant transition rates; (2) the maximisation of the likelihood via the EM algorithm,
also assuming piecewise constant transition rates; and (3) the maximisation of the
likelihood function taken with help of a direct numerical solution of the Kolmogorov
diﬀerential equations and B-spline smoothing of the transition rates. We assess the
performance of the three procedures in a simulation study, and later employ them in
an application study.
The simulation is a popular approach for obtaining and comparing performance of
statistical methods. In our study, we use the MicMac microsimulation tool (Zinn et al.,
2009), which allows to create synthetic life courses under the multistate Markov model
with determined parameters. The behaviour of individuals in the synthetic data is
speciﬁed by transition rates that are assumed either constant or varying with age. We
then simulate panel observation schemes and repeated cross-sections by ‘observing’,
or sampling, from simulated life histories. The sampling scenarios diﬀer from each
other in terms of their model structure, the length of the intervals between the waves,
and their variability. The parameters – which in our case are transition rates – are
re-estimated from these panel samples using three chosen methods. The estimated
and the original transition rates are then compared.
We also look at how life expectancy estimations are aﬀected by under- and over-
estimated parameters. The life expectancies are obtained with the help of the nu-
merical integration of the transition probabilities. The transition probabilities are in
turn computed from the transition rates as a solution of the Kolmogorov diﬀerential
equations, analytically or numerically.
To demonstrate how these methods perform in a practical application, we ﬁt the
three-state disability model to the panel survey of the U.S. Health and Retirement
Study (HRS). These data, which are publicly available and follow large cohorts of
individuals, provide a wealth of information for longitudinal data analysis. The HRS
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includes a nationally representative sample of initially non-institutionalised US resi-
dents aged 50 and over. The sampled individuals were re-interviewed biannually. Our
sample covers survey rounds from 1992 to 2010 (10 waves).
The measure we use to deﬁne disability is the Katz Index of Independence in
Activities of Daily Living (Katz et al., 1970). This indicator is based on an evaluation
of the functional dependence or independence of patients in in terms of bathing,
dressing, going to the toilet, transferring, and feeding. Being unable to perform one or
more of these activities of daily living implies that the individual is dependent on care,
and therefore ﬁts our deﬁnition of ‘disabled’. This measure of ADL disability is often
used in the literature, which makes the results easier to compare. We also estimate
the model parameters in the presence of a covariate: namely, educational attainment.
In this study, we estimate age- and sex-speciﬁc transition rates. These rates can be
summarised in a population-based measure of the state-speciﬁc life expectancy.
The estimation of transition probabilities from repeated cross-sections has been
documented in the literature. These studies originally considered only the two-state
model, in which the transition probabilities are constant over time and no absorbing
state is proclaimed. We extend the approach to a three-state model. The time de-
pendence of the transition rates is realised through the B-spline smoothing technique.
We have designed a simulation study to check the modiﬁed method’s performance in
several hypothetical examples, and to ﬁnd out whether this approach could be used.
1.3 Outline of the thesis
The thesis consists of seven chapters. Chapter 1 provides an introduction. In Chap-
ter 2 the basic deﬁnitions and properties of multistate models are given, and the
notation used later in the thesis is introduced. As a primary target of study, the life
course is expanded in terms of states and the transitions between states. Multistate
models provide a mathematical framework for characterising life course dynamics via
the model parameters: transition probabilities and transition intensities. If we restrict
the dependence structure within a life course to a Markov process, we can identify im-
portant relationships between the diﬀerent model parameters. We summarise the key
results for the Markovian models. We also review the most common ways of modelling
the time dependence of the transition rates. We discuss constant and piecewise con-
stant approaches, parametric approaches, and non-parametric alternatives. Finally,
we brieﬂy discuss derived quantities, such as life expectancy.
Chapter 3 provides an overview of the data sources which can be used in esti-
mating multistate model parameters. We discuss the likelihood functions on which
the estimates are based, and which diﬀer according to the data type. Event histories
are the richest source of information. However, such datasets are usually expensive
and rarely cover wide subgroups of the population. The estimation of transition rates
from event history data is also touched upon here. The second-most common data
collection format for such studies is a panel in which several snapshots of the dynamic
process are collected. As some researchers have asserted that cross-sectional surveys
could be useful in multistate models estimations, we also give a short description of
this potential data source.
Chapter 4 presents a discussion of the estimation of transition rates from panel
8
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data. The ﬁrst part of the chapter consists of a literature review. In the second part of
the chapter a simulation study that compares the eﬃciency of the three chosen meth-
ods is conducted, and the results are shown. The ﬁrst approach relies on piecewise
constant transition rates and employs the standard maximisation procedure of the
likelihood function. The second method, while also dealing with piecewise constant
rates, draws on the EM algorithm to make the inference. The third method directly
obtains the numerical solutions of the Kolmogorov diﬀerential equations for smooth
transition rates, which are expressed as B-splines.
In the simulation study, we generate individual life courses from a multistate
Markov model driven by hypothetical transition rates. The transition rates from
the healthy state to the disabled state are increasing over time, while the recovery
rates are simultaneously declining. The mortality rates are modelled according to the
Gompertz distribution of deaths. Then, by taking panel samples from this synthetic
population, we estimate the parameters using the three methods mentioned above.
The results are produced for various panel scenarios. The scenarios diﬀer in terms
of the numbers and the placements of the panel observation points, and thus also in
terms of the length of the time intervals between the panel waves. Life expectancy
estimates are obtained as well. The performance of the methods is compared.
At the beginning of Chapter 5, we brieﬂy discuss how some researchers have
adapted cross-sectional data for use in survival and multistate analyses, which gener-
ally require longitudinal data. Our focus is on an estimation of the Markov multistate
model parameters in repeated cross-sectional data. We then extend the methodology
found in the literature to more complex cases: we broaden the current method of
the probabilities estimation to the estimation of transition rates, and later extend the
approach from a two-state to a three-state model. We also allow the transition rates
to vary over time with the help of the B-spline smoothing technique. In the second
part of the chapter, we directly apply the original method and check its performance
in the two- and three-state models, and for constant and time-varying transition rates
in the simulation study.
Chapter 6 illustrates the methodology of the panel data estimations in an appli-
cation study. The US Health and Retirement Survey (HRS) was chosen as the data
source for estimating a three-state disability model. We ﬁrst describe the panel sur-
vey and the sampling criteria. A short overview of the disability measure used in the
analysis and of a particular covariate, educational attainment, is also given. We then
present the results of the transition rates estimations in the simple three-state model
based on piecewise constant transition rates and smooth rates modelled via B-splines.
We compare the performance of both methods while varying the numbers and the lo-
cations of knots (for B-splines) and cut points (for the piecewise constant rates). The
total life expectancy and state-speciﬁc life expectancies are estimated from the ob-
tained transition rates. Finally, we stratify the population by educational attainment
and estimate the model for this modiﬁcation, including all life expectancies.
In Chapter 7, we summarise the major ﬁndings and discuss the implications of
the ﬁndings. The chapter concludes with suggestions for future research on multistate
modelling and its application to public health issues. The appendix provides technical
details of the methodology discussed in Chapter 4. It contains the C-code that was







2.1 Individual life course and multistate models
The life course has become an ubiquitous paradigm in sociology and demography.
The term life course refers to the development of the individual with age, and it is
often described as a sequence of stages which determine the individual’s biography.
The stages generally refer to socially and culturally deﬁned roles, such as educational
advancement or the adoption of a certain family role. Social science studies generally
focus only on speciﬁc aspects of human life, such as the family cycle (marriage and
childbearing), educational and training histories, employment and occupational ca-
reers, or health and changes in health-related habits. Consequently, researchers may
be interested in an individual’s life course from birth to death, or only in a speciﬁc
portion of the life span which is relevant to the issues being examined.
During his or her life, an individual occupies diﬀerent stages, which are also called
states. These states can refer to the person’s socio-demographic status (e.g., married,
divorced, or widowed), or they can describe the person’s labour force activities (e.g.,
in training, employed, unemployed, or retired) or health conditions (e.g., healthy,
diseased, or disabled). Each of these states must be mutually exclusive and exhaustive.
For example, an individual is either ill or well; smoking or abstinent; never married,
married, widowed, or divorced. The cause of a change in state is called an event: e.g.,
marriage or divorce (which triggers a change in marital status), the onset of disease,
or the entry into retirement. If mortality is being studied, death is included as a ﬁnal
event.
The set of events that occur during an individual’s life and the timing of these
events constitute the life trajectory. Of relevance to the individual is not just what
kind of events happen, but also when they happen. The relatively late or premature
occurrence of some events can have a substantial impact on both the individual’s
biography and on the aggregate characteristics of a population (Bongaarts, 2002).
For a more formal analysis, the following concept provides a useful level of ab-
straction: a life course is a sequence of events, which, together with their timing,
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summarises the important changes in an individual biography. The states occupied
and the time that elapses between these events are the elements of this essential sum-
mary. Mathematically, a life course can be introduced as a realisation of a stochastic
process, which at any time occupies one state out of a ﬁnite set of discrete states.
The introduction of a stochastic process to model life courses acknowledges the
fact that there is variation between individuals, both in terms of timing as well as
in terms of the sequence of events. In principle, life courses are not deterministic.
However, life courses follow some regularities that are introduced by institutional
settings (such as the educational system), the economic and social conditions, and
social norms. Stochastic processes make it possible to combine the individual variation
in behaviour with the structural regularities.
In Section 2.2 we will describe in more detail the class of stochastic processes
that are commonly used to model life courses. These so-called multistate models are
deﬁned, and then the notation is ﬁxed. In Section 2.3, we introduce Markov models
and outline some of their basic but essential properties. In Section 2.4, we describe the
most frequent assumptions about the model parameters. The calculation of expected
durations in such models is addressed in Section 2.5.
2.2 Multistate models: Deﬁnitions and notation
Multistate models are used to describe life course dynamics. An individual may
occupy one of M potential states, which are collected in the state space S = {s1, ..., sM}.
His or her life course is then deﬁned as a realisation of a stochastic process (Xt, t > 0).
The random variable Xt is indexed by a time variable t, and, for each t > 0, Xt denotes
in which state the process is at time t. So Xt = si if the process is in state si at time t.
In demography, the most frequently used time scale t is the age of an individual.
Hence t = 0 refers to birth. Other than the age t, various time scales can be linked to
an event, including the calendar time and the time since the previous event. Currently
we consider only one time scale, usually age. We may, however, deﬁne t = 0 diﬀerently;
e.g., it may correspond to age 15 if fertility is being studied, or age 65 if health in
retirement is the focus.
The process time t can be considered as being discrete or continuous. While in
the social sciences time-related information is usually only given up to the month or
to the year, continuous time is easier to handle conceptually. Thus, for modelling
purposes, we have chosen to consider here time-continuous stochastic processes.
By the history (or the past) at age t, we mean the information contained in
the development of the process over the time interval [0, t). The history includes
information about the visited states: e.g., information about how often a particular
state has been visited, and at what points in time these events happened.
States in the state space may be absorbing and transient. In general, absorbing
states are states from which further transitions cannot occur (for example, ‘dead’ is
the ﬁnal state), while transient states are not absorbing (for example, ‘married’, or
‘disabled’). States are also classiﬁed as recurrent and non-recurrent. A non-recurrent
state is entered only once, and a recurrent state can be entered multiple times (for
example, the ‘married’ state can be re-entered after divorce or widowhood).
A change in states is called an event, or a transition. A transition is a move away
12
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from the origin state towards the destination state. Any transition can be deﬁned by
a pair of states: namely, the state occupied before and the state occupied after the
transition.
Transitions can be classiﬁed as renewable (or repeatable) or as non-renewable:
i.e., some of the transitions can be experienced only once, whereas other transitions
can be repeated. For example, ‘migration’ and ‘marriage’ are renewable events; but
‘ﬁrst marriage’, ‘birth of the ﬁrst child’, and ‘death’ are all non-renewable events
because they can happen only once in a lifetime.
However, not all transitions between arbitrary states are possible in practice, and
the speciﬁcation of possible events is an important step in the model deﬁnition. Some
transitions may either prevent or make possible particular types of subsequent events.
For example, an individual who has been married once cannot go back to the ‘never
married’ state; and, similarly, only a married individual can divorce.
The sequence and the timing of events in the realisations of the stochastic process
(Xt, t > 0) is determined by the transition rates and the corresponding transition
probabilities. These are deﬁned as follows:
The transition probabilities of a multistate model are deﬁned as (Cox and Miller,
1965)
Pij(t, τ|Xu,u∈[0,t)) = Pr{Xτ = sj|Xt = si, Xu,u∈[0,t)}, (2.1)
that is, the probability that the process will be in state sj at time τ, if it had been in
state si at time t, t < τ and conditional on the process history Xu,u∈[0,t) up to time t.
If the state si is absorbing, then Pij(t, τ) = 0 for all j = i and Pii(t, τ) = 1 for all τ ≥ t.
The transition probability (2.1) describes the chances of ﬁnding the process in a
particular state sj after (τ − t) time units, assuming the process development up to
time t is known.
Other important parameters of the continuous multistate model are the so-called
transition rates or transition intensities. They describe the probability that a state in












The transition rate measures the probability per unit of time that an event oc-
curs within an inﬁnitesimally small time interval. Like probabilities, rates cannot be
negative. However, as they measure ‘per unit of time’, they may exceed one.
Generally, the transition intensities λij(t|Xu,u∈[0,t)) for i = j - assuming they are
derivatives of the transition probabilities - can be deﬁned only when Pij(t, τ) are contin-
uous and diﬀerentiable in both t and τ for t ≥ 0, τ ≥ 0. It is reasonable in applications
in demography and epidemiology to assume that these limits exist. It is even reason-
able to expect that the transition rates are also continuous and smooth functions of
t.
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2.3 Markovmodels and their essential properties
In deﬁnition (2.1), the transition probability is conditional on the entire process before
time t. Through the transition probability, the transition rate in (2.2) depends on
time t and on the complete history of the process before t. The Markov assumption
restricts this dependence of the stochastic process on the past by assuming that the
state of Xt at time t is suﬃcient to obtain the Pij(t, τ) for τ ≥ t.
We deﬁne the Markov transition probability as the probability that the process
will be in state sj at time τ if it has been in state si at time t without any reference
to the process history before time t:
Pij(t, τ) = Pr(Xτ = sj|Xt = si), (2.3)
where τ ≥ t.
Consequently, the transition rates depend only on the current time t and the
state occupied at time t. They are therefore independent of the times and sequences
of previous transitions. In this case, the transition intensity λij(t) from state si to
state sj can be denoted as:
λij(t) = lim
Δt→0




Pij(t, t + Δt)}
Δt
. (2.4)
The Markov property implies that the relevant summary of the history up to time
t is accumulated in the state at time t. In the following, we will consider the transition
probabilities and the transition rates under the Markov assumption only.
Following the terminology of event history models, transition rates (or intensities)
are also called transition hazards. If we consider that the hazard rate expresses the
risk of a failure (or death) per unit of time; then, analogously, the transition rate
λij(t) expresses the risk of moving from state si to state sj per unit of time. The total
hazard of moving out of state si at time t is deﬁned as λi·(t) =
∑
j,j =i λij(t). We also
deﬁne λii(t) as λii(t) = −λi·(t) = −
∑
j,j =i λij(t).
In a multistate model with M states the transition rates can be arranged in a
(M ×M) matrix Λ(t). The oﬀ-diagonal elements of Λ(t) each correspond to transition
rates from states of origin (denoted by row indices) to states of destination (denoted by
column indices). Diagonal elements in Λ(t) contain the λii(t), which are the negative
sum of the oﬀ-diagonal elements in each row: −
∑
j,j =i
λij(t). Thus, the sum of all
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elements in each row equals zero.
Λ(t) =
⎛⎜⎜⎜⎜⎝
λ11(t) λ12(t) · · · λ1M(t)
λ21(t) λ22(t) · · · λ2M(t)
...
. . .











λ2j(t) · · · λ2M(t)
...
. . .







Using the Markov property, we can divide the time interval between two points
t and τ into a number of subintervals, and can then deal with them separately. For
example, if we insert the intermediate time point t∗, such that t ≤ t∗ ≤ τ, the transition







These are known as Chapman-Kolmogorov equations, where t ≤ t∗ ≤ τ and the index
k refers to all states sk ∈ S that can be reached between the origin and the destination
states si and sj (Andersen et al., 1993).
Using the Chapman-Kolmogorov equation we can write:
Pij(t, τ + Δτ) =
∑
k
Pik(t, τ)Pkj(τ, τ + Δτ).
Therefore,




Pik(t, τ)Pkj(τ, τ + Δτ)
]





Pik(t, τ)Pkj(τ, τ + Δτ)
]
− Pij(t, τ)[1 − Pjj(τ, τ + Δτ)].
By dividing both parts by Δτ and then taking the limit for Δτ → 0, we obtain
lim
Δτ→0









Pkj(τ, τ + Δτ)
Δτ
− Pij(t, τ)
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Since the sum is ﬁnite, the limit and the sum are interchangeable. The ﬁrst term













Pkj(τ, τ + Δτ)
Δτ
.
In the second term of Equation (2.7), the expression (1 − Pjj(·)) represents the
probability of remaining in state j, and equals the sum of all of the probabilities of
leaving state j: (1 − Pjj(·)) =
∑
k Pjk(·). The last part of Equation (2.7) can therefore























λjk(τ) = Pij(t, τ)(−λjj(τ)).
















Pik(t, τ)λkj(τ), i, j = 1, . . . ,M.




= P(t, τ)Λ(τ). (2.8)
Equation (2.8)consists of so-called Kolmogorov forward equations, in which the
matrix Λ(·) is deﬁned in (2.5). This is a system of ﬁrst-order ordinary diﬀerential equa-
tions that expresses the link between the transition probabilities and the transition
intensities.
There are two diﬀerential equations that deﬁne the dynamics of the multistate
Markov process: the Kolmogorov forward equations, in which diﬀerentiation is done
with respect to the second time point ( ∂
∂τ
), and the Kolmogorov backward equa-
tions, in which diﬀerentiation is done in respect of the ﬁrst time point ( ∂
∂t
). The
Kolmogorov forward equations address the following question: If at time t the pro-
cess Xt has some distribution of states, what can we say about the distribution of
states at the later time τ, (τ > t)? Thus, the term ‘forward’ expresses an integration in
a forward time direction. The Kolmogorov backward equations, on the other hand,
address the following question: If it is given that the process Xt at future time τ has
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a particular behaviour, what can we say about the distribution of its states at the
previous time t, (t < τ)? This imposes a terminal condition on the diﬀerential equa-
tions, which are integrated backward in time, from τ to t (hence the use of the term
‘backward’ in this context).
With given t = 0 and X0 = si, the Kolmogorov forward equations describe an initial





The Kolmogorov diﬀerential equations (KDE) show that the transition probabil-
ities can be obtained from the transition rates Λ(τ) = {λij(τ)}; however, solving the
equations can be diﬃcult in practice.
When the transition intensity matrix is constant over time Λ(t) = Λ, and the
initial conditions are given as P(0) = I, where I is the identity matrix, the formal
solution of KDE is P(0, t) = exp{tΛ}, or P(t, τ) = exp{(τ − t)Λ} if the ﬁrst time point t
is later than time 0. Here exp is an exponential of a matrix (Andersen et al., 1993).
The procedure of matrix exponential is deﬁned as the M × M matrix given by the





tkΛk. Even with constant intensities, the exponential
operation may be technically hard to evaluate. Diﬃcult situations may, for example,
arise if the matrix Λ is non-triangular or large in size, or if the number of matrix
multiplications is high enough.
In an inhomogeneous model, when Λ(t) depends on t, only in a limited number
of cases, it is possible in only a limited number of cases to obtain the transition
probabilities through the transition intensities by solving the KDE. While the KDE
are usually analytically intractable, numerical solutions may be a viable alternative
in some situations.
Under the Markov assumption, we can be relaxed if the process also depends
on the time spent in the current state. This is called a semi-Markov process. This
expression will not be discussed here. More details on semi-Markov models can be
found in the following literature: Satten and Sternberg (1999), Janssen and Limnios
(1999), Chen and Tien (2004), Foucher et al. (2005),Kang and Lagakos (2007).
2.4 Modelling transition rates
The transition rates are the key parameters in multistate models. They reﬂect the
dynamics of the underlying processes that shape an individual life trajectory. All
of the other corresponding characteristics of the Markov process can in principle be
determined if the transition rates are known.
In the homogeneous Markov process, all of the transition rates are assumed to be
constant as a function of time, λij(t) = λij. This means that the transition rates are
determined only by the state of origin i and the state of destination j, and they are
independent of time t. But for time-inhomogeneous Markov processes, the transition
rates λij(t) depend on time t as well.
It is a common and reasonable assumption that the physiological and social pro-
cesses over a human life change with age. Thus, time-inhomogeneous transition rates
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are a suitable choice in many applications. The speciﬁc form of the transition rates -
that is, how they depend on time t - and whether and how they depend on covariates
are part of the modelling, and are speciﬁc to the application.
In the following sections, we will consider several potential assumptions for tran-
sition rates: namely, constant and piecewise-constant transition rates, as well as para-
metric assumptions about rates. We will also discuss how to model transition rates
nonparametrically, but smoothly.
Often the transition rates λij(t) not only vary with time t (which in life course
analysis is mostly age); they can also be aﬀected by certain characteristics, such as
exogenous variables. If z denotes this vector of covariates (or explanatory variables),
we can write λij(t, z). Several diﬀerent speciﬁcations of how the elements ofz inﬂuence
the rates are common.
A simple approach - which is recommended only if the covariates are categorical
(and have only a few categories) and the samples from which the rates will be esti-
mated are rather large - is to allow each of the (combined) categories to form a new
state in the state spec. For example, if the transition from ‘married’ to ‘divorced’
is assumed to diﬀer by the number of children in the family, then the states could
be expanded to ‘married.no-children’, ‘married.one-child’, and ‘married.2+children’.
The transition rates for the newly deﬁned states could then be estimated.
It is more frequently assumed that the values of the covariates operate in a speciﬁc
way on a ‘baseline’ transition rate. The most prominent model is the multiplicative
intensities model, for which λij(t, z) = λij(t)g(z). In this case, the dependence on time
t and the covariates are separated into two factors (Commenges, 1999). Here z is the
vector of the covariates, and λij(t) is the baseline intensity function for states i and j.
A popular choice is a multiplicative intensity model (a proportional hazards model),
which is obtained by choosing g(z) = exp{βTz} (see, for example, Andersen (1988),
Putter et al. (2007), Singh et al. (1999), Sweeting et al. (2010)). In the simplest case
of just one transition (from ‘alive’ to ‘dead’), this multiplicative intensities model is
the well-established proportional hazard model (Cox and Miller, 1965).
An alternative to the multiplicative intensity model is the additive intensity model
(Aalen et al., 2001), which takes the form:




This additive hazard form has been applied in a Markov multistate model. For ex-
ample, Shu and Klein (2005) applied it to bone marrow transplant data.
In both the multiplicative intensity model and in the additive hazard model,
the diﬀerent components zq of the covariate vector z are combined linearly via∑Q
q=0 βij,qzq.
A more general speciﬁcation can be obtained by replacing some (or all) of the
additive terms βij,qzq by are general smooth function fij,q(·). Huang and Liu (2006)
considered a proportional hazard model of the form λij(t, z) = λij,0(t) · exp{ψ(β
Tz)},
where ψ(·) is an unknown smooth function. (Impicciatore and Billari, 2011) used an
additive model ﬁlled by cubic splines to estimate smooth age proﬁles of transition
rates in a multistate model.
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IIf the intensities depend on unobserved covariates, or so-called unobserved hetero-
geneity, then it is possible to introduce this unobserved heterogeneity by introducing
random eﬀects (Commenges, 1999). In this context, such random eﬀects are frailties
(Vaupel et al., 1979; Hougaard et al., 1997). We will not include these extensions to
multistate models here.
2.4.1 Constant and piecewise constant transition rates
The simplest assumption about transition rates is that they are constant over process
time t. Consequently, the multistate model is time-homogeneous. In this case, the
intensity matrix Λ contains only constant elements such as λij(t) ≡ λij. As we discussed
in Section 2.3, under this assumption the KDE (2.8) can be solved, and we obtain:
P(t, τ) = exp {(τ − t)Λ} . (2.9)
In this case as well, only the time diﬀerence (τ − t) is relevant for the value of the
transition probabilities, which are sometimes denoted by:
P(t, τ) = P(0, τ − t) = P(τ − t),
that is, only the length of the interval (τ − t) enters as an argument.
The matrix exponential in (2.9) can be evaluated numerically using several meth-
ods (Moler and Van Loan, 2003). One is based on the following decomposition.
If the eigenvalues of the constant matrix Λ are distinct, and the corresponding
eigenvectors are thus linearly independent, the matrix of transition rates can be de-
composed as Λ = VBV−1. B is a diagonal matrix containing the eigenvalues {β1, .., βM}
of the Λ. The exponential of B is trivial to compute: exp(tB) = diag(eβ1t, .., eβMt). V
is a matrix, where the ith column contains the ith eigenvector.
Since V is nonsingular we have:
exp((τ − t)Λ) = V · exp((τ − t)B) · V−1 = V · diag(eβ1t, .., eβMt) · V−1.





αij,m exp{−βm(τ − t)}. (2.10)
The eigenvalues are generally negative, and we therefore change the sign of βm to
make them positive; i.e., −βm is the mth eigenvalue of Λ. The set of parameters
αij,m, (m = 1, ...,M) are found from the eigenvectors; or, alternatively, by noticing that
they are required to satisfy a set of boundary conditions and a set of balance equations
(Hougaard, 1999). The boundary conditions are Pii(t, t) = 1 and Pij(t, t) = 0 for i = j.
The balance equations can be obtained when we replace the transition probability
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for each m. This is a system of linear equations which are all linear, and which can
be solved easily.
To illustrate how the equations (2.11) are formed, we consider the following simple
example. Assume a three-state model in which i, j,m ∈ {1,2,3}. Each element in the



























αik,m · exp{−βm(τ − t)}λkj









In this case, the generalised eigenvector of Λ can be deﬁned as a nonzero vector
v satisfying conditions (Λ − βI)mv = 0. The solutions of the KDE then contain the
combined polynomials and exponential functions.
Time-homogeneous Markov models are by deﬁnition parametric. They are based
on the parameters λij, combined in the matrix Λ of dimension M×M. The eigenvalues
−βm and coeﬃcients αij,m are derived directly from Λ.
If the characteristic equation has multiple roots - i.e., if some of the eigenvalues
of Λ have a multiplicity higher than one - there may be no basis of linearly indepen-
dent eigenvectors of Λ (Moler and Van Loan, 2003). In this case, matrix Λ is not
diagnosable.
However, in most applications the assumption of constant transition rates is unre-
alistic and too restrictive. For example, human mortality increases exponentially over
the adult life span (Gompertz (1825), Milne (2010)). Hence, modelling by constant
transition rates would lead to wrong inferences about population dynamics.
Mandel (2010a) used a sensitivity analysis to investigate the eﬀects a misspec-
iﬁcation of the stochastic process can have. He studied violations of the Markov
assumption and the misspeciﬁcation of a time-inhomogeneous process as homoge-
neous. Both violations can lead to bias and poor performance of the estimates. In
the following, we will discuss alternative approaches to model transition rates that
vary with process time t.
The simplest assumption about time-dependent rates, which still retains some of
the advantages of the homogeneous model, is that the rates are piecewise-constant
20
Chapter 2. Multistate models: Basic deﬁnitions and properties
(Kay, 1986; Commenges, 2002). Here λij(t) is a step function based on some pre-chosen
cut points. Because of its ﬂexible functional form, the piecewise-constant model is
one of the most widely used hazard model in the social sciences.
The piecewise-constant rates with break points at τr, r = 0, . . . , R, and τ0 = 0,














1, t ∈ [τr, τr+1)
0, otherwise.
For the sake of notational simplicity, we assume that all of the rates share the same
break points τr. In general, there is no theoretical restriction on the length and the
number of piecewise-constant intervals. Moreover, diﬀerent transition rates in a single
model can be based on diﬀerent sets of break points.
The piecewise-constant transition intensities can be dealt with by using techniques
from the homogeneous case in each separate interval. When in (2.10) both τ and t
are in the same interval [τr, τr+1), the transition probability, as described in the
homogeneous case, is derived for the transition rates λr
ij
in this interval. When τ and
t are in diﬀerent intervals, the time span between t and τ is split into several parts,
and (2.10) is used repeatedly in each of them. The number of new parts equals the
number of piecewise intervals covered by [t, τ], entirely or partly; and the splitting
points correspond with the cut points tr that lie in [t, τ] (Kay, 1986).
τr−2 τr−1 τr τr+1
t τ
1 2 3
Figure 2.1: Illustration of the splitting of the interval [t, τ], if it covers several intervals [τr, τr+1)
in a piecewise-constant hazard model.
The simple example in Figure 2.1 illustrates the splitting described above. The
time period from t to τ embraces the entire interval [τr−1, τr) and partly covers in-
tervals [τr−2, τr−1) and [τr, τr+1). To obtain the transition probabilities from the
transition rates, we have to solve KDE separately for each of the three small subin-
tervals: [t, τr−1), [τr−1, τr), [τr, τ]. Thus, the transition rates in each interval are a
vector of parameters that determine the shape of the transition rates over time.
For the model with piecewise-constant intensities, the choice of intervals could af-
fect the results. Friedman (1982) and Lindsey and Ryan (1998) recommended choos-
ing break points that create intervals with roughly the same expected number of
events, as this ensures that the pieces are estimated with comparable precision.
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On the other hand, Ocañ-Riola (2005) proposed a more ﬂexible methodology that
alleviates the need to choose cut points arbitrarily. The author used a set of times
in which there was a jump from one state to another state as a cut point vector to
form a partition of times between which transition intensities remain constant. Then,
between two points in this set, the estimation of the transition rates matrices are
obtained with the methods generally used in the homogeneous Markov process.
The piecewise-constant transition intensities allow for considerable ﬂexibility in
terms of the form of time dependence selected. For example, Cook et al. (2008)
considered the piecewise-constant formulation as a computationally appealing and
robust framework for analysis.
However, a drawback of using a piecewise-constant intensity model is that the
assumption of deterministic (pre-speciﬁed) discontinuities may not be viewed as being
biologically or otherwise plausible (Titman, 2011). Moreover, these discontinuities at
the cut points imply that the integration of the piecewise function needs to be done
in each interval separately, which will lead to discontinuous probabilities and other
associated values, like life expectancy.
2.4.2 Parametric transition rates
Smoothness of time-dependent transition rates can be achieved by means of paramet-
ric models for the intensities λij(t). By this we mean a functional form of the λij(t) that
depends on only a few parameters. Such speciﬁcations determine the global shape
of the intensities, and are therefore usually picked from a class of functions that is
ﬂexible enough to ﬁt a variety of shapes.
To introduce time-varying but smooth parametric transition intensities, it may be
possible to ﬁnd an expression for λij(t) that allows for an analytical solution of (2.8).
One of the rare cases in which an analytical solution exists is in a time transformation
model. In this model, the transition rates are products of constant baseline transition
rates λij and some nonnegative function g(t): λij(t) = λij ·g(t). This formulation implies
that there is a time scale transformation function, h(·), which converts the original









and for this choice of h(·), the dynamic process is homogeneous Markov on this new
time scale t∗. As an integral of a nonnegative functions, h(t) will be nonnegative and
non-decreasing; i.e., h(t) ≥ 0. The transition rates are transformed onto a new scale
t∗ to allow for the easy computation of the transition probabilities, which are then
back-transformed to the original time t.
Models of this kind were ﬁrst proposed by Kalbﬂeisch and Lawless (1985). In
their analysis, the time-varying multiplicative function had a form of:
g(t) = α · e−βt.
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To map the transition rate λij(t) onto the new time variable t
∗, we insert the time
transformation expression t = h−1(t∗) into the transition rate formula:
λij(h
−1(t∗)) = λij · g(h












= λij · (α − βt
∗).
As a result of switching to the new time scale t∗, the transition rates are linear in t∗
and the KDE in (2.8) have a simple solution.
Here the original time scale t is incorporated into the transition rates like a co-
variate in the proportional hazard model (Cox and Miller, 1965): λij(z) = λij ·exp{βijz},
where z = {z1, z2, .., zQ} is an associated vector of covariates; and in our case contains
only two elements: z1 = 1 and z2 = t. For given z the process is homogeneous. Vector
βij is a vector of q regression coeﬃcients (Q = 2) in λij. Due to the formula, the eﬀect
of diﬀerent time values in z2 multiplies the baseline hazard.
This model has the attractive feature of being able to yield nonnegative transition
intensities for any t and β’s (Tuma et al., 1979). However, to get the results in practice
it is necessary to solve (2.8) for each distinct vector z in the sample; that is, for each
distinct time value. In the current context, this means we have chosen to handle time
t as a discrete parameter with a ﬁnite number of values. This may, however, only be
reasonable for some speciﬁc applications.
One particularly simple time transformation function form is exponential time
transformation if form h(t) = tθt. This represent a process in which the operational
time is expanded or contracted by a factor θ for every one unit increase in time. A
process in which h(t) takes this form is one in which the rate of evolution of the process
is either constantly increasing (θ > 0) or decreasing (θ < 0).
Another possible parametric form of the transition rates is the Weibull model
(Murthy et al., 2004). For instance, van den Hout and Matthews (2008) employed
this model in their study of the cognitive decline in the following form:
λij(t) = λij,0 · γt
γ−1 exp{(βijz)}, (2.13)
where z is the covariate vector and βij is the vector coeﬃcient, deﬁned uniquely for
each transition from state i to state j; and where i, j ∈ 1, ·,M. If γ = 1, then the model
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is reduced to the time-homogeneous multistate model. Here the time transformation
function has the form h(t) = tγ, and its derivative is g(t) = γtγ−1. Here the parameter
γ is a common shape parameter for all of the transition rates λij(t) in the model.
Omar et al. (1995) ﬁtted the three-state progressive illness-death model in the
same way, but without additional explanatory variables z. If we ignore the covariates





where Λ0 is a matrix of baseline transition rates. Then the solution of Equation (2.14)
is:
P(t, τ) = exp{Λ0(h(τ) − h(t))} = exp{Λ0(τ
γ − tγ)} (2.15)
and can be easily obtained. The functional link between the transition probabilities,
the transition intensities, and the time scale is straightforward. However, such models
are quite restrictive as they require all intensities to be monotonically increasing or
decreasing, and to share a common shape parameter.
This disadvantage can be overcome by combining several approaches. Chen and
Tien (2004) modelled only one transition intensity as a Weibull function of time
in a ﬁve-state model, while the other transition rates are left time-homogeneous.
Pérez-Ocón et al. (2001a) introduced piecewise Weibull transition intensity functions.
Moreover, the covariates included in the study were incorporated in the model multi-
plicatively via an exponential function. This enabled the authors to model transition
rates that increase at the beginning and then decrease after a chosen cut point.
Other mathematical functions may also be employed to model the transition rates.
For example, in the Gompertz-Makeham model for human mortality (Gompertz, 1825;
Makeham, 1860):
λ(t) = α + βγt, (2.16)
where α is the constant of Makeham. This reﬂects the fact that, in addition to the
exponential component of the pure Gompertz model, there is a component which is
independent of time (age). Outside of mortality studies, such parametric models are
rarely used, however.
In some applications - e.g., in Nusselder and Peeters (2006) - the Sigmoid model





where σij is a constant that can be interpreted as an age-independent maximum
transition rate.
The method then requires the estimation of the constant transition intensity ma-
trix Λ(t) = Λ0 and the parameters in the function of time that act on it. Relative
to piecewise-constant intensity models, it is based on fewer parameters. Moreover, it
does not require the assumption of time-homogeneity in discrete intervals. In fact,
this model allows the rate of evolution of the process to vary continuously across the
observation period.
If the function g(t) is deﬁned uniformly for all of the transition rates, the ratio
of transition rates stays constant across time. Moreover, the time transformation
method averages the eﬀects over all of the transitions, and it may be ineﬃcient in
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identifying departures from time homogeneity in individual transitions (Titman and
Sharples, 2010).
While parametric models provide convenient approaches to analysing lifetime
data, any violations of the necessary model assumptions can lead to erroneous re-
sults. These assumptions therefore need to be checked carefully.
As an extension, Hubbard et al. (2008) suggested estimating the time transforma-
tion from the data, instead of deriving it from a given functional form. The authors
introduced a ﬂexible class of time transformation functions using a nonparametric
smoother. This method allows for greater ﬂexibility in cases of inhomogeneity. How-
ever, it is still necessary when using this method to specify the knot locations in the
kernel smoother, the number of knots, and the smoothing parameter. In the next
section, we will discuss other nonparametric approaches in more detail.
2.4.3 Nonparametric transition rates
Nonparametric modelling of multistate models covers techniques that make no as-
sumptions about the speciﬁc form of the transition rates. The shape of transition
rates is not speciﬁed a priori, but is instead determined from the data. Because
no assumptions are made regarding the shape of the transition rates, and thus no
parameters are involved in the modelling, these techniques are called nonparamet-
ric. Sometimes the goal is to make at least some qualitative assumptions about the
transition rates, such as about the smoothness of the λij(t) over time. To make such
assumptions, the smooth function λij(t) must be represented in an appropriate way.
This can be achieved by, for example, using a spline representation. In such represen-




αij,l ·Bl(t), and the coeﬃcients αij,l need to be estimated. While these
spline coeﬃcients are in some sense parameters to be estimated, they are needed only
in a ﬁnite-dimensional representation of an otherwise nonparametric curve; the λij(t).
The nonparametric or completely unspeciﬁed transition rates will be discussed in
Section 3.1.1. In the following we will focus on approaches for λij(t) that are assumed
to be smooth.
Most smoothing methods can be adapted for this purpose. Kernel smoothing,
which has been used for the estimation of an unknown hazard rate function in survival
analysis (Patil, 1993; Müller and Wang, 1994; Sun, 1997; Hess et al., 1999; Frey and
Patil, 2002) is one option. These methods can also be applied when estimating smooth
transition intensities in a multistate models.
For time transformation models, which were discussed in Section 2.4.2, we can
replace the functional form of the transformation with a nonparametric approach.
Hubbard et al. (2008) proposed using a locally weighted smoother to deﬁne the time
transformation at time t as:





























is a proportionality constant and K(·) is a kernel function. The kernel smoother has
knots at tl, l = 1, ..., L and γ is the smoothing parameter. The θl are constrained to be
positive; i.e., θl > 0. Moreover, the identiﬁability constraint is placed on θ by setting
θ1 = 1 or θ(0) = 1.
Another way to specify smooth transition rates is to employ spline functions.
Titman (2011) described this approach in the multistate model framework.
A spline function is a linear combination of piecewise polynomials. These piece-
wise polynomials are connected as so-called knots, and the connection is forged in
such a way that the function values and the derivatives (up to a certain order) of the
knots coincide. In this way, the smoothness of the overall function can be established.
The order of the piecewise polynomials determines the order of the spline, and it also
determines the smoothness that can be achieved. In an extreme case, a piecewise-
constant function can be considered as a spline of order zero, and a piecewise-linear
function in which the pieces join at the knots can be considered as a spline of order
one. The most common speciﬁcation are piecewise cubic polynomials, which allow
derivatives up to order two to match at the knots.
There are several ways to represent a smooth function as a linear combination of
a so-called spline basis. The most prominent are so-called B-splines (see in Dierckx
(1995)). This is also the approach suggested in Titman (2011): each transition rate







, which may be speciﬁc for the transition, such that:









(t) are a quadratic B-spline basis, and the coeﬃcients αij,l are nonnegative
(αij,l ≥ 0); for identiﬁability, αij,0 ≡ 1.
Time-homogeneous rates are achieved if αij,0 = αij,1 = .. = αij,L = 1. This means
that the control points coincide with the knots. When τij
l
= τl for all i, j the model
may be thought of as a smoothed version of a piecewise-constant intensities model
with cut points at times τl. Thus, in the estimation procedure, parameters αij,l have
to be found for given knots and a degree of smoothness.
Smoothing by splines was used by Joly and Commenges (1999) and Commenges
et al. (2004). Joly and Commenges (1999) estimated the transition intensities non-
parametrically by penalising the log likelihood, while approximating the solution by
splines. The cumulative transition intensities are represented by a linear combina-
tion of I-splines. Thus, the transition rates, as ﬁrst derivatives of the cumulative
intensities, are given by M-splines with the same coeﬃcients. This particular spline
approach lessens the need to use numerical integrals in the computations. Commenges
et al. (2004) again used penalised likelihood, but employed B-spline smoothing for the
transition intensities.
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Another non-parametric approach is to use already grouped data, in which all of





is an initial hazard
estimate at the midpoint tl of the l
th time interval. Smoothing such data corresponds
to scatterplot smoothing or nonparametric regression (Wang, 2005). For continuously
observed data transition rates, the estimation resembles density estimation.
An analysis based on smoothing polynomial approximations to the intensity ma-
trix would allow for a further relaxation of the assumptions regarding the form of
transition rates. The smooth and ﬂexible estimations of the transition rates make it
possible to compute with a greater degree of accuracy quantities such as transition
probabilities or state probabilities, which can themselves be obtained directly from
the marginal nonparametric estimations. The greater degree of correspondence be-
tween the values computed on the basis of transition rates and the values estimated
from a marginal distribution may play a role in the validation of a model.
In general, a non-parametric approach typically involves the smoothing of an
initial transition intensity estimate with an arbitrarily chosen smoother. A problem
that arises with all of the smoothing methods is the need to choose a degree of
smoothness. The methods most frequently used include cross-validation (Joly et al.,
1998) and minimising the AIC.
2.5 Life expectancy and other indicators in mul-
tistate models
In applications of the multistate model, a number of parameters are of interest, in-
cluding transition intensities, transition probabilities, state occupation probabilities,
and distributions of time spent in each state. The diverse parameters of the multistate
model are all explicit functions of the transition rates that deﬁne the Markov model.
Once the rates have been estimated, the remaining quantities can be calculated using
these functions.
While transition intensities provide a local (in time) description of the dynamics
of the model, the probabilities give a more global description which has been accu-
mulated over time. Parameters of the multistate models - i.e., the transition rates or
transition probabilities - allow us to calculate the more general and important indica-
tors of the duration of life and the life course. In demographic models, life expectancy
is a widely employed indicator. In the following we will outline some of the expected
durations that are of interest and that can be derived in a multistate model. For the
sake of simplicity, we take life expectancy in diﬀerent health conditions as an example.
The remaining life expectancy, e(t0), is the average number of additional years
that a survivor to age t0 will live beyond that age (Preston et al., 2001) and is regarded
as a useful summary of the age-speciﬁc mortality experience. In survival analysis, the
age-speciﬁc death rates are used for estimating life expectancy. Mortality rates are
generally calculated separately for separate groups who are believed to have diﬀerent
mortality rates (e.g., males and females, and perhaps smokers and non-smokers if
data are available separately for those groups), and are then used to construct a life
table which includes the survival function (probability of surviving to each age) and
the life expectancy (Preston et al., 2001).
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Life expectancy is, by deﬁnition, an arithmetic mean of the amount of time an
individual has left to live: E(t|t0) =
∫∞
t0
tf (t|t0)dt, where f (t|t0) is a probability density
function, which is the rate of death per unit of time at or before t + t0 conditional on
survival until time t0. It can also be calculated by integrating the survival curve from
ages t0 to positive inﬁnity (or equivalently to the maximum lifespan):







It is important to note that this life expectancy is conditional on surviving until
age t0. Total life expectancy (TLE) is the expected life span of new-born individuals
in the population; that is, life expectancy at age zero.
An individual life may be divided up according the conditions or states in which
each part of the life is experienced. Disability status is an example. Total life ex-
pectancy can be split into years lived without disability and years lived with disability.
Active life expectancy (ALE) is deﬁned as the expected remaining years free of dis-
ability. The expected number of remaining years with disability is called disabled life
expectancy (DLE). The total life expectancy is a sum of these two parts of life: TLE
= ADL + DLE. The ALE and DLE are estimated from mortality rates and rates
of transition between disability states. The calculation requires multistate models
or/and increment-decrement life tables. Increment-decrement life tables were origi-
nally developed by demographers to model population-mobility phenomena such as
migration among regions (Rogers, 1975) and movements among marital status cate-
gories (Schoen, 1988).
The number of years an individual in state i at age t0 may expect to spend in




P(st+t0 = j|st0 = i)dt. (2.18)
Additionally, life expectancy can be classiﬁed as the population-based life ex-
pectancy, which is independent of the state occupied at the reference age and of the
status-based life expectancy, which instead depends on the state occupied at that age.
Therefore, the conditional-on-status life expectancies are important health indicators.




P(st0 = i)eij(t0), (2.19)
where P(st0 = i) is the state probability distribution over the living states at time
t0, and Str is the set of non-absorbing living states. Total life expectancy is e(t0) =∑
j∈Str
e·j(t0).
The state probability at each time point t0 is a product of the initial state prob-
abilities vector at time t = 0 and the transition probability matrix between time t = 0
and t = t0:
P(st0 = i) =
[
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In other terms, the state probabilities deﬁne the proportion of people who would
be observed at age t0 and in each state if the cohort had been exposed to the age-
speciﬁc transition rates estimated in the model from the beginning. The iterative
nature of the state probabilities shows the importance of gathering the information
about probability distribution among states at the starting point, P(t = 0). This
distribution is independent of the process of interest.
The transition probabilities can be expressed through transition rates, and this
expression is quite straightforward in the case of constant transition rates (see Section
2.4.1). A transition probability matrix is P(t0, t) = exp{(t − t0) · Λ}, and it is not







exp{Λ · (t − t0)}
]
ijdt.











exp{Λ · (t − t0)}
Another way to derive TLE is through the cumulative transition rates. In general,
we are able to derive other quantities from the model: e.g., the probability that an
event has (or has not) occurred by some point in time, the probability density that
an event will occur during a certain time interval, and the mean length of time until






Parallel to survival analysis, we can deﬁne the ‘survival’ function Sij(t0, t) in state
si before the entry into state sj as the probability that the transition from the state si
to the state sj has not happened until time t: Sij(t0, t) = Pr{XT = sj|Xt = si, T > t}. The
link between the cumulative hazard and the survival function is a natural logarithm,
and has the following form:
Aij(t0, t) = − ln{Sij(t0, t)}. (2.22)
Thus, for continuous lifetimes:
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and then TLE is a sum of all of the partial life expectancies over living states e0(t0) =∑
i,j =dead eij(t0).
TLE, ALE, and DLE are important indicators which allow us to monitor the
health of a population at a greater level of detail than we could using simple life
expectancies. Moreover, international comparisons of life expectancies may hide im-
portant diﬀerences in levels of morbidity and disability around the globe. In addi-
tion, trends in health expectancy are useful indicators for addressing the question of
whether the current increase in life expectancies is being matched by similar increases
in healthy life spans (Rogers et al., 1990).
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models
Data collection plays an essential role in statistical analysis. Data can be gathered
prospectively or retrospectively, continuously or discretely in time, and based on ex-
periments or on observations. When deciding how to include information in an anal-
ysis, it is important to take into account the approaches used in collecting the data.
In collecting data that have been generated by a continuous-time, discrete-state
stochastic process, diﬀerent observation plans are generally used. These plans diﬀer in
terms of the details they provide on transitions and their timing. The most complete
information is oﬀered by event history data. Meanwhile, panel data only provide
information on the current states of the individuals in the sample at certain (discrete)
points in time. In repeated cross-sectional data, only the number of individuals in
each state at several points in time is known, but the individuals are not linked over
time. These three forms of data will be discussed in the following.
There are even coarser forms of data, including event count data, in which only
the numbers of diﬀerent types of events for each unit are recorded; and event se-
quence data, in which sequences of states occupied by each unit are recorded without
information on the timing. These data types will not be considered here. Further de-
tails can be found in Lawless and McLeish (1984), Kalbﬂeisch et al. (1983), McLeish
(2008), Lawless and Zhan (1998), Davis et al. (2002), Gill (1986) and Gill and Keilman
(1990).
The application of any model to a real-world phenomenon implies the estimation
of model parameters from a given data sample followed by a statistical assessment of
uncertainty and a determination of whether the model itself ﬁts the data. In the case
of a multistate model, the parameters are the transition rates and/or the transition
probabilities.
The likelihood function expresses the probability of observing the given data under
an assumed model. The function is based on the statistical model used to describe the
data and on the observation scheme or observation plan. In general, we assume that
the individuals in the sample are independent entities. In this case, their contributions
to the likelihood function can be multiplied. Situations in which individuals are linked
to each other will not be considered here.
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The class of models we will consider were discussed in Sections 2.3 and 2.4. In
the following, we will look at the diﬀerent observation schemes that are relevant
for multistate models. We also consider the implications of these schemes for the
likelihood function.
As with any statistical method, multistate analysis should be based on a represen-
tative sample of individuals selected from an appropriate target population. There-
fore, both the deﬁnition of the target population and the way in which samples are
collected from their target population need to be considered carefully. The represen-
tativeness of the data and the samples will not be discussed here.
3.1 Event history data
Ideally, we would be able to observe individuals continuously from birth to death
(or from the relevant starting point to the relevant endpoint), as we would then
have information on all of their life events, and when those events took place. An
‘event history’ is a record of when certain events occurred in the lives of a sample of
individuals (Tuma and Hannan, 1984).
Event history analysis was originally developed in the biomedical sciences and
engineering Guo (1993). The simplest and most common forms of data generated
by these analyses consist of survival times. In the social sciences, the data generally
consist of waiting times to demographic, social, or economic events in the lives of
people.
In Figure 3.1,a Lexis diagram with completed life courses is presented. The shaped
geometric symbols mark the events which individuals experience over the life course.
All of the individuals are followed from birth to death and all of the events in their
lives are recorded. The resulting data are called event history data.
To introduce the notation, we consider a single life course. Figure 3.2 shows the
process Xt (the time axis of the process is presented at the top), which is observed
continuously over time interval t ∈ [Tst, T] (the observation window is drawn at the
bottom).
The process starts in state s0 at time t0 = 0 and enters an absorbing state sd; e.g.,
death, at time td. K events occur between the start and the end of the observation.
An event is deﬁned as a transition from state sk−1 to state sk at exact time tk, where
tk, k = 0,1, ..., K, are the transition times. At the k
th transition, the process goes
into state sk, k = 0,1, ..., K, where sk ∈ S and S = {s1, s2, ..., sM} is the state space of
the model. Here the last observed event at time tK is entering the absorbing state
sK = sd. The given observation window matches the process life-time: Tst = t0 = 0
and T = tK = td.
If we assume that the process enters the absorbing state sd during the observation,
this means that tK = td ≤ T; thus, the time interval between time tK of the last
observed transition and time T of the observation close is irrelevant in the analysis
(see Figure 3.3).
However, if the last observed transition at time tK is a transition to a transient
state sK = sd, and the transition to the absorbing state sd does not occur during
the observation, such that at the right edge of the observation window at time T an
individual is still alive (see the right side of Figure 3.4), then the observation will be
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Figure 3.1: Event history data that cover complete individual life courses.
t0 = 0
 = sd
 = tdt1 t2 t3 tk−1 tK. . .











 = tdt0 t1 t2 t3 tk−1 tK. . .





Figure 3.3: An individual life course. The observation window is wider than the process time
span.
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right-censored.
Similarly, if the observation starts later than the process of interest begins at
time t = 0, and thus Tst > 0; this observation will be left-truncated (see Figure 3.4).
The individual is analysed only conditionally on being in state s0 at the age tst




tdt0 t1 t2 t3 tk−1 tK. . .





Figure 3.4: An individual life course. The observation window is shorter than the process time
span.
The transition rate is λsk−1sk(t). The probability of remaining in state sk−1 during
the period that starts with entering this state at time tk−1 until the end of the period
at time tk is the probability Psk−1(tk−1, t
−
k
). The notation t−
k
indicates the left-hand
limit of tk; that is, the time ‘just before’ tk. The likelihood of observing this particular








⎤⎦ · PsK (tK , T). (3.1)
The probability Psk−1(tk−1, t
−
k
) is the probability that no event will occur between
the two points tk−1 and tk; and PsK (tK , T) is the probability that no events will occur
in time interval t ∈ (tK , T] if the process is right-censored.
The probability of staying in one state without experiencing any events in a
multistate model is analogous to the survival function in survival analysis and
equals exp{−Ask−1sk−1,ts−1(t)} where Ask−1sk−1,ts−1(t) is a cumulative transition rate,
which is deﬁned as an integral of the transition rate over time: Ask−1sk−1,ts−1(t) =∫ t
tk−1






















The last term in Equation (3.1), the integral from time tK to time T, is omitted if the
last state sK the individual enters at time tK is an absorbing state.
To transform the expression (3.1) into a more general form, we introduce two
additional indicators. First, the Dij,k denotes which event from a set of potential
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transitions occurs at a particular time point tk, where i, j ∈ S = {s1, s2, ..., sM}:
Dij,k =
{
1, sk−1 = i, sk = j;
0, otherwise.
The second function Ri,k indicates in which state an individual remains between
two events at tk−1 and tk:
Ri,k =
{
1, sk−1 = i;
0, otherwise.




Ri,k{tk−1 ≤ t < tk} + Ri,K {tK ≤ t < T},
which are equal to one if the process is in state i at time t.



































According to the state structure, some of these terms will be identical to zero. This
is not a problem and the formulas are still valid with the convention that 00 = 1 and
exp(0) = 1.
Usually, for computational reasons, the logarithm of the likelihood function is
used for the numerical evaluation of the likelihood function. Thus, the form of the
















If time t0 at the ﬁrst observation is the time origin (e.g., an individual’s birth), we
assume that the state occupied at time t = 0 does not add any information. While one
particular process may be observed only later at time Tst > 0, following the Markov
condition, the history of the process until time Tst is summarised in state sst at time
Tst. All of the information before time Tst is accumulated in a state probability at
time Tst: Psst (Tst). In this case, the standard likelihood function for this individual
is corrected by multiplying by the probability of observing the individual in a speciﬁc
state at the start of the observation Lcorr = Psst (Tst) · L.
Event history data can be collected prospectively, whereby individuals are in-
cluded in the sample at the start of the study period and the events and the event
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times are recorded subsequently; or retrospectively, whereby information is collected
about the events that happened to an individual up to the time of the interview.
A prospective survey, in which individuals are followed from birth or since entry
into the population at risk, is clearly preferable. Quite often, however, such data
contain left- and right- censored and truncated observations, and therefore have to be
adapted.
In a retrospective survey the individuals are interviewed only once, and are asked
to provide all of the dates of the events they experienced since their entry into the pop-
ulation at risk. However, the longer the time period, the greater the likelihood that
respondents will make errors due to memory failures, telescoping (in which events are
remembered as having occurred more recently than they actually did), and rounding
(in which respondents drop fractions of numbers and years) (Courgeau and Lelievre,
1993). In addition, if the event of interest in a left-truncated case is death, institu-
tionalisation, or migration, the collection of retrospective data from a given cohort
ensures that samples will be biased by the omission of those who have already expe-
rienced the event of interest. By default, right-censoring occurs at the time of the
interview. Researchers studying the timing of events are therefore advised to collect
data prospectively (Singer and Willett, 1991).
For inference purposes, it is also important to establish whether the observation
plan is independent of the life history events in question (Kalbﬂeisch and Lawless,
1988). More detailed discussions of event history data sampling and designs under
the multistate models framework can be found in Langholz and Goldstein (1996); see
also the review in Keiding (2014).
3.1.1 Estimation of transition rates from event history data
As the remaining chapters will only deal with panel data and with repeated cross-
sectional data, we provide here a brief account of the estimation of transition rates
from event history data. The general form of the likelihood function has been intro-
duced in Equation (3.2) and Equation (3.3), respectively. No references to a particular
model for the transition rates λij(t) have, however, been made.
For homogeneous and parametric non-homogeneous Markov models, the likeli-
hood function is particularly simple because as soon as the transition intensities are
constant or expressed as a known parametric functions of time, a ﬁnite and relatively
small number of parameters has to be estimated: e.g., the values of the constant or
piecewise-constant transition intensities (λij), the functional parameters like those in
the Weibull distribution (see Equation (2.13) in Section 2.4.2), and/or the parameter
vector βij = {βij,q} for modelling the eﬀects of explanatory variables (covariates) z.
The MLEs are obtained by substituting in Equation (3.2) an expression for λij(t, z, θ)
and then choosing parameter estimates that maximise the likelihood; the solution
usually requires an iterative algorithm for maximising the log-likelihood.
When the data have been collected retrospectively, the likelihood function is mod-
iﬁed to take into account the left truncation (Kalbﬂeisch and Lawless, 1988). When
covariates are introduced, the baseline transition rates may be completely unspeciﬁed,
as in the Cox proportional hazards model for survival data; or they may be assumed to
be piecewise-constant, which would lead to Poisson regression models. In both cases,
the inference may be based on the log-likelihood (3.2), which for the Cox model leads
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to the so-called Cox’s partial likelihood (Andersen et al. (1993), Cox (1975)).
Under the Poisson process assumption, the total number of events (here the tran-
sitions from state si to state sj) which happened by time t, Dij(t) is a realisation of the




λij(t) is a transition rate. If the transition rates are constant over time, λij(t) = λij,
then for each t ≥ 0 the number of events is a realisation of a regular Poisson process.
We can assume that the transition rates are constant in small deﬁned kth-interval,
which is [tij,k−1, tij,k). The number of events that occurred in this interval can then
be obtained as Dij,k = Dij(tij,k) − Dij(tij,k−1), and the expected number of events is
computed as λij,kRi,k, where Ri,k =
∫ tij,k
tij,k−1
Ri(u)du is the duration of exposure to the
risk of making an si → sj-transition in the [tij,k − 1, tij,k) interval (Cox, 1972). The






In the Poisson model, log(λij,k) is linear in the covariates.
For the purely non-parametric model in which λij(t) is completely unspeciﬁed, it is







The transition rates are obtained as derivatives of the Nelson-Aalen estimator that
can be regarded as a conditional density estimation. After smoothing the increments
of the Nelson-Aalen estimator, which is a step function, the derivatives may be taken.
A statistical inference can be obtained via the counting process approach pio-
neered by Aalen (1978) (see Andersen et al. (1985) for more details). An elaborate
mathematical theory for this methodology is based on stochastic integrals and martin-
gales. When necessary, the transition intensities λ̂ij can be derived from estimates of
their integrals with the help of smoothing techniques. Andersen et al. (1993) obtained
a smooth estimator for a survival model (the multistate model with only two states)
by employing kernel smoothing. Commenges et al. (1998) used kernel smoothing tech-
niques to compute the smooth estimates of the transition intensities (the smoothed
Nelson-Aalen estimator) for a three-state model.
A more detailed discussion of multistate models in event history analysis can
be found in the following literature reviews: Commenges (1999), Hougaard (1999),
Commenges (2002), Andersen and Keiding (2002), Putter et al. (2007), Andersen and
Pohar Perme (2008), and Meira-Machado et al. (2009).
An overview of the existing software for the analysis of multistate models can
be found in De Wreede et al. (2010). In R, two main fully developed packages exist:
mstate (De Wreede et al., 2011) and msm (Jackson, 2011). The former is restricted to
non- and semi-parametric models, while the latter is designed for parametric models.
Parametric models make it easier to deal with issues such as interval censoring or
misclassiﬁcation.
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3.2 Panel data
Researchers studying social phenomena often observe a sample of individuals for long
periods of time. Because of logistical and ﬁnancial constraints, the data are collected
only at discrete intervals. The systematic collection of data at regular intervals is
much more popular than other approaches, even though suﬃcient information can
be gathered with only a single follow-up if a retrospective survey that allows for the
reconstruction of event histories is used (Singer and Willett, 1991).
In panel surveys, a person (or a unit) is re-interviewed or observed at a series of
discrete points in time. At these predetermined dates, called panel waves, information
on the current state of an individual is collected. Events that happened between the
panel waves are unknown. In Figure 3.5 a Lexis diagram is presented. This diagram
is built from Figure 3.1, but here the life courses are not observed and shown in grey.
Only the circles at the crossing of the life trajectories and the two panel waves indicate
available information. Some events between waves are not recorded (grey colour); and











Figure 3.5: Panel data with two waves.
We now introduce the notation of panel data and derive the corresponding like-
lihood. The process Xt, which denotes a single life course, is observed at N discrete
times τ1, τ2, .., τn, ..., τN . At each point τn a state of an individual is recorded Xτn = s
ob
n ,
where sobn ∈ S = {s1, s2, ..., sM}. Therefore, an individual data record contains a set of







}, ..., {τN , s
ob
N }.
The subscript ob is chosen to denote, for example, that sob
1
is the state observed
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at τ1, which is one of the states in S (and which can be, but was not previously s1).
In Figure 3.6, the line at the top shows a life course in which an individual moves
to a new state sk at each time tk. The line at the bottom indicates the information




 = tdt1 t2 t3 tk−1 tK. . .
s0 s1 s2 s3 sk−1 sKsk
tk




Figure 3.6: An individual life course under the panel observation scheme.
The sequence of snapshots may be described in probability terms: i.e., the stochas-
tic process between the two points is characterised by a conditional probability to
be in state sobn at time τn if the process was in state s
ob
n−1 at previous time τn−1:
Psn−1,sn(τn−1, τn) = Pr(Xτn = s
ob
n |Xτn−1 = s
ob
n−1). The likelihood function can be writ-
ten as a product of all of the probabilities in a sequence:














where Dij,n is an indicator that the state sn−1 = i and state sn = j are observed in two
points in time (τn−1, τn) for an individual.
The observation process can be ignored in the construction of the likelihood func-
tion only if the observation scheme is not informative (Grüger et al., 1991). This is
an important condition of the validity of inferences based on incomplete observations
like those provided by the panel structure. The likelihood function in Equation (3.6)
is assumed to be valid if the observation process is completely independent of the
process of interest Xt.
After a logarithm transformation, the log-likelihood function for a single individ-











Dij,n log(Pij(τn−1, τn)). (3.7)
We discussed in Section 2.3 how the transition probabilities Psn−1,sn(tn−1, tn) are
linked to the transition rates.
Panel data obviously contain less information than event history data, but they
are easier to obtain. In panel data, the size of the sample usually diminishes over time
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because some of the respondents emigrate, die, or simply decline to participate. This
process, called panel attrition, tends to be particularly strong during the early panel
waves (Raj and Baltagi, 1992). Panel attrition can be selective-that is, particular
subgroups will be more likely other subgroups to drop out of a panel study-but we
will not address this issue here. Another problem that occurs during panel data
collection is non-response, which may accumulate over time (Frees, 2004). To correct
for panel attrition and to permanently provide fully representative information on the
population, new respondents may be added to the panel. This is referred to as the
renewal of the sample (Hirano, 1998).
In addition, some scholars have suggested that panel analysis is particularly sen-
sitive to the length of the time intervals between the waves relative to the speed of
the process (Coleman, 1981). If the intervals are too short too few events will be
observed, but if the intervals are too long it can be diﬃcult to establish the order in
which the events occurred (Sandefur and Tuma, 1987). These authors have therefore
recommended that the intervals between the observations be relatively short if the
rates are high.
3.3 Repeated cross-sections
In demography, cross-sectional observation is quite common. Such data sources are
the least informative about individual transitions. A cross-sectional sample is only a
‘snapshot’ of the process being studied. In Figure 3.7 there are two waves of a cross-
sectional survey. In each wave, diﬀerent individuals are included in the samples. Such
data do not include information about the timing of events or about the population
at risk. Instead, they only tell us about the distribution of the individuals between
states at a certain point in time. If the population is small relative to the sample
size, the same individuals may sampled in two or more cross sections. However, these
individuals cannot be traced. Thus, a Markov model is not strengthened by the
addition of ‘hidden individual panel data’ that come from repeated cross-sections.
Cross-sectional data may be more suitable than event history or panel sources for
covering the whole target population. Moreover, these data are cheaper and easier to
collect. As the cross-sections are often readily available from administrative or other
existing sources, their use would reduce the need to collect data. For example, cross-
sectional investigations based on oﬃcial statistics in which counts of the numbers
of individuals in diﬀerent states at a few points in time are often available (Keiding,
1991). Because, however, only the marginal population distributions are obtained and
the individuals are not observed longitudinally, estimating individual transitions from
such data is impossible. Further inferences are only possible under some additional
assumptions on the process, and the scope of inference is limited.
In Figure 3.8 the sampling of an individual under the cross-sectional scenario is
shown. The line at the top shows the life course. The line at the bottom indicates the
information gathered in a single cross-section. Here one individual is observed only
once in a particular state s∗ at time τ.
The process Xt, a single life course, is observed once at time τ, such that for one
individual in the data sample only one observation is recorded: {τ, s}. The likelihood
function can therefore be based only on a probability Ps(τ) that an individual will be
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Figure 3.7: Repeated cross-sections data with two waves.
t0 = 0
 = sd
 = tdt1 t2 t3 tk−1 tK. . .






Figure 3.8: An individual life course under a cross-sectional observation scheme.
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observed in particular state s at particular time τ:







where Di,τ indicates whether an individual is in state i at time τ, when it is equal
to one, and to zero otherwise. This is the marginal probability of being in a certain
state, and it can be taken from the conditional transition probabilities by summing




rates from panel data
In panel data individuals are only observed at discrete points in time. As a conse-
quence, events that happen during the intervals between these points (the so-called
panel waves) are not observed. The only information that is available are the current
states of the individuals, which they occupy when the panel is observed.
In this chapter we ﬁrst review the literature on estimating transition rates of mul-
tistate models from these kinds of panel data. We ﬁrst discuss time-homogeneous
models for which the transition rates are constant. We then consider several ap-
proaches to modelling transition rates in inhomogeneous models, each of which uses
a diﬀerent estimating strategy. Finally, in the latter part of this chapter, we compare
three competing approaches in a large-scale simulation study in order to determine
which of the three methods is preferable under diﬀerent settings of a panel study.
One issue we do not discuss here is the optimal design of a panel study. Design
considerations include the number of people to be recruited in the study, the frequency
and the timing of the measurements (panel waves), and the handling of drop-outs
(so-called panel attrition). General considerations for designing panel studies can be
found in Raj and Baltagi (1992). Hwang and Brookmeyer (2003) and Mehtälä et al.
(2011) discussed aspects of optimal design in multistate models in speciﬁc application
contexts.
4.1 Time-homogeneous multistate models
In time-homogeneous multistate models, all of the transition rates are constant. The
parameters of the model are hence the set of λij, some of which might be equal to
zero if the corresponding transition from state si to sj is not possible in the particular
model. Matrix Λ (see equation (2.5)), does not depend on time, and the Kolmogorov
diﬀerential equations (2.9) can be solved.
For panel data the likelihood function is based on transition probabilities (see
equation (3.6) in Section 3.2). As the transition probabilities are functions of the
intensities λij, the likelihood function can be maximised with respect to these pa-
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rameters. This problem can be solved rather easily if the elements of the transition
rates matrix are constant. Kalbﬂeisch and Lawless (1985) proposed procedures for
obtaining maximum likelihood estimates, as well as standard errors of the transition
rates in this setting.
If all of the individuals are observed at the same N time points τ1, τ2, .., τn, ..., τN ,














where Dij,n denotes the number of individuals who were in state si at time τn−1 and
were in state sj at time τn. The individuals in the sample are assumed to be indepen-
dent. The likelihood function is conditional upon the state occupied by the individuals
at time t0; and for this reason, the distribution of individuals among states has to
be known at time t0. As the multistate model is assumed to be time-homogeneous,










The logPij(wn) and hence the logL depend on the λij, but this dependence is
suppressed in the notation. The observation times do not have to be equally spaced,
nor do they have to coincide for all of the individuals in the sample; but to keep the
notation simple, we only discuss this case here. It should be noted, however, that the
amount of computation increases linearly with the number of distinct time intervals
in the sample.
To maximise the log-likelihood (4.2) Kalbﬂeisch and Lawless (1985) proposed
a quasi-Newton procedure that uses ﬁrst derivatives of the log-likelihood. Second
derivatives are replaced by estimates of their expectations. To eﬃciently calculate
the ﬁrst derivatives with respect to the parameters λij, they used a canonical decom-
position of P(w; Λ) = exp{Λw}, see Kalbﬂeisch et al. (1983).
If Λ has distinct eigenvalues ρ1, . . . , ρM and A is the M ×M matrix whose columns
are the corresponding right eigenvectors, then
Λ = A · diag(ρ1, . . . , ρM) · A
−1, (4.3)
again suppressing the dependence on the parameters λij in the notation. (If Λ has
multiple eigenvalues then the decomposition (4.3) has to be replaced accordingly (see
Cox and Miller, 1965.))
Then the matrix of transition probabilities P(w) = (Pij(w)) is
P(w) = A · diag(eρ1w, . . . , eρMw) · A−1
and this decomposition facilitates the calculation of the ﬁrst derivatives ∂Pij(w)/∂λu
where λu represents one of the elements in Λ:
∂P(w)
∂λu
= A · Vu · A
−1, (4.4)
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w eρiw if i = j.
The elements gu
ij
are the (i, j) entries of the matrix




As the matrix ∂Λ/∂λu is very easy to obtain, we focus our eﬀorts on calculating the
eigenvalues ρl and the eigenvectors collected in A, which has to be done only once.
The necessary updates of (4.4) during the iterations can therefore be done quickly.
















and the calculations beneﬁt from the decomposition (4.3).
The second derivatives ∂2 logL/∂λu ∂λv are replaced by estimates of their expec-






















where Ni(τn−1) is the number of individuals who are in state si at time τn−1,




Dij,n. Once the scoring algorithm has converged to an estimate








evaluated at Λ = Λˆ is an estimate of the
variance-covariance matrix of the elements λˆij.
There are numerous potential applications of this model: a prominent early ex-
ample of its application is in the area of disease progression, particularly of HIV
infections (Longini et al., 1989). The model has been extended to incorporate the
inﬂuence of covariates and more complex patterns of missing data (Gentleman et al.,
1994; Hendriks et al., 1996; Alioum et al., 1998).
Kalbﬂeisch and Lawless (1985) mentioned that their approach could also be ex-
tended to ﬁt certain time-inhomogeneous Markov models. For example, the transition
matrix Λ can be assumed to be constant between observations, but allowed to change
at the observation points. This leads to the model of piecewise-constant transition
rates, which will be discussed in the next section.
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4.2 Piecewise-constant transition rates
4.2.1 Maximum likelihood method
Assuming constant transition rates, as we did in the previous section, is unrealistic
in many applications. A straightforward way to incorporate time-dependent rates is
to extend the model to piecewise-constant intensities. This would allow us to carry
over many results from the time-homogeneous case. In the case of panel data, the
simplest extension arises if all of the individuals are observed at the same time in all
of the panel waves. If the transition rates are kept constant between observations and
are allowed to change at the times of observation, then the time intervals between
consecutive observations may be analysed separately, and a sequence of the transition
rates matrices, separately for each interval, is obtained.
Kay (1986) described the general technique for using piecewise-constant tran-
sition rates in situations in which data are obtained at infrequent points in time
during follow-up, and information regarding an individual is not available between
these points unless he or she dies. To assess the assumption of constant transition
rates in the current analysis, we have ﬁtted models that allow the parameters to be
stepwise constant over time, with potential changes at some pre-selected cut points
(see Section 2.4.1). In this case, the number of parameters may be increased several
times, depending on the number of cut points. The contribution of each individual
to the likelihood is obtained (with reference to the Chapman-Kolmogorov equations
(equation (2.3) in Section 2.3) by summing over all of the possible paths between two




Pim(tr−1, τ)Pmj(τ, tr), (4.5)
M∗ is the set of all possible states that can be reached from state si. Pij(tr−1, tr) is
the probability of being in state si at observation time tr−1, and being in state sj
at the next observation time tr. τ is a pre-selected cut point. Such a contribution
can be constructed for each individual, and the overall likelihood is obtained as a
product of these terms over all individuals. Kay (1986) performed a formal test of the
assumption of constant rates by comparing the maximised likelihoods for constant
and piecewise-constant intensity models.
The likelihood function in Kay (1986) is, in fact, not the full likelihood, which
would also involve the probability associated with the time points at which the mea-
surements are taken. However, it is assumed that these probabilities do not involve
the parameters (transition rates) of the multistate process, and hence can be dropped.
Andersen et al. (1991) compared the piecewise analysis suggested by Kay (1986)
with the theoretically incorrect–but in practice rather common (at least at that time)–
approximation in which the status of the individual is assumed to remain constant
from one visit until just before the next visit. The standard ‘occurrence-exposure’
rates (see in Section 3.1.1) or a non-parametric analysis developed by Aalen and
Johansen (1978) can then be used. The speciﬁc comparison is made for an illness-
death model with recovery. The occurrence-exposure rates for transitions between the
states of ‘health’ and ‘illness’ are considerably smaller that the maximum likelihood
estimates developed by Kay (1986). This is also the case for their estimated standard
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errors. These results may be expected since the proper likelihood function takes
into account the possibility that several transitions could have taken place between
two successive follow-up visits, whereas in the calculation of the occurrence-exposure
rates it is assumed that the number of such transitions is at most one. Although
the estimated transition intensities between the two transient states are much higher
when based on the proper likelihood function, the estimated survival probabilities are
not very diﬀerent, which suggests that that they may be more robust to deviations
from the assumption of continuous observation than the intensities themselves.
Lindsey and Ryan (1998) also illustrated and compared methods which correctly
treat the data as being interval-censored with approaches which assume that the
event has occurred at the end (or beginning or midpoint) of each interval, and then
apply standard methods for time-to-event data. They showed that the conventional
approaches can lead to invalid inferences, and, in particular, will tend to underestimate
the standard errors of the estimated parameters. The disadvantages of such methods
have also been discussed by Rücker and Messerer (1988), Odell et al. (1992) and Dorey
et al. (1993).
Alioum and Commenges (2001) presented a computer programme based on Kay
(1986) for ﬁtting Markov models with piecewise-constant intensities and for estimating
the eﬀect of covariates on transition intensities through a Cox proportional hazard as-
sumption. Saint-Pierre et al. (2003) employed a similar strategy in a model of asthma
evolution with time-dependent covariates and piecewise-constant intensities. Pérez-
Ocón et al. (2001a) applied a model in an analysis of the evolution of breast cancer,
in which the piecewise-constant intensity model was applied to two time periods con-
sidered during the observation. The parameters were estimated by the algorithm of
Nelder-Mead. Jackson (2011) assumed that the intensity matrix could depend on a
covariate vector z(t). It is possible to introduce some simple time dependency to the
transition rates through the covariates. It is then natural to assume that the vector
is time-constant between the observation times of the Markov process, and that it
changes only at the observation (or censoring) times of the main response. The eﬀect
of time-dependent variables–including time itself in the form of an ‘age’ variable–on
the transition intensities can be modelled with this approach. Alternatively, the in-
tensities may change at the same times for every individual in the sample, as is the
case in the model with a single binary covariate representing time periods.
Other applications of a multistate model with piecewise-constant intensities and
diﬀerent types of covariates were provided by van den Hout and Matthews (2009),
Lievre et al. (2003), Chen and Sen (1999) and Ocañ-Riola (2005). Diﬀerent strategies
for choosing the cut points of the intensities which may or may not coincide with
the individual observation times were followed. While all of these models allow for
temporal non-homogeneity, they are limited in several ways. The piecewise structure
requires the estimation of all of the transition intensities within each interval, except
for the log-linear approach in van den Hout and Matthews (2009). If few transitions
are observed, the estimates are highly uncertain. Furthermore, these models require
the assumption of either homogeneity within intervals or a ﬁxed functional form of
time within intervals, which can be limiting if the multistate process is temporally
volatile.
Among the decisions that must be made in an analysis based on piecewise-constant
intensities are those regarding the number and the break points of the intervals of the
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underlying hazards. In the standard survival analysis context, Friedman (1982) rec-
ommended choosing intervals that ensure that the expected number of events in each
interval is comparable. Alternatively, as described by Rosenberg (1995), it is possible
to choose a large number of break points and to use the penalised likelihood tech-
niques to smooth the estimates, thereby avoiding the numerical problems associated
with over-parameterisation. Caution would be needed in interpreting the asymptotic
results if the number of intervals approached the number of events.
4.2.2 Alternative approach: EM algorithm
If the multistate model is progressive–that is, if there are no backward transitions pos-
sible to states that have been visited previously–then the expectation-maximisation
(EM) algorithm (Dempster et al., 1977) is an attractive alternative for maximising
the log-likelihood in a multistate model with piecewise-constant transition rates. Us-
ing this kind of progressive model, it is possible to determine whether one (or more)
events must have happened between two panel waves: if an individual has not changed
his or her state, then no transitions will have occurred (because recovery is excluded
in the model). On the other hand, if the individual is in a diﬀerent state than in the
previous panel wave, then we know that transitions were made, but we do not know
the exact timing of the events. Such data are called interval-censored (Lindsey and
Ryan, 1998). For multistate models this alternative to maximising the log-likelihood
for interval-censored data was introduced by Lindsey and Ryan (1993) in a three-state
illness-death model without recovery.
The EM algorithm can be used to deal with incomplete data, and it turns out to
provide a numerically stable approach for ﬁnding the MLE in many situations. The
algorithm consists of two steps: the ﬁrst step, the E-step, is ﬁnding the expected values
of the suﬃcient statistics of the complete data likelihood given the observed data and
the current parameter estimates; the second step, the M-step, is the maximisation of
a complete data likelihood, assuming suﬃcient statistics are known. The approach
works well whenever the complete data likelihood is easily maximised. The algorithm
iterates between the two steps until convergence.
In the piecewise-constant case, we deﬁne τ∗r , r = 0, . . . , R, and τ∗0 = 0, τ
∗
R+1 = ∞
as the break points in piecewise-constant transition rates. Then, one individual is
observed at time points τn, n = 0, . . . , N, where N is the total number of observations.
The individual subscript is ignored here.
The ﬁrst task in setting up the EM algorithm is to deﬁne the ‘complete’ data in
the multistate model framework, the M-step. In principle, the complete data are the
exact event times for all of the individuals. However, in a piecewise-constant intensity
model it is suﬃcient to know, for each interval (τr−1, τr] where the rates are constant,
the number of transitions Dr
ij
from state si to state sj, and the total exposure time
Rr
i
. The log-likelihood function for the complete data has the form of equation (3.3),






, see equation (3.4).
The E-step of the EM algorithm ﬁnds the expectation of the complete data suﬃ-
cient statistics – here the expected number of events E{Dr
ij
} and the expected person-
time at risk E{Rr
i
} in each interval –, conditional on the observed data, and substitut-
ing the current parameter estimates λˆij = {λˆ
r
ij
}r∈[1,R] for the parameter values.
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The expectation values of time-at-risk E(Rr
i
|data, Λˆ) and number of events
E(Dr
ij
|data, Λˆ) in time interval Ir = [τr, τr+1) were derived in Lindsey and Ryan (1993),







































(τn−1, τn) is a probability that the event of changing states from state sn−1 = i
to state sn = j happens between two observations [τn−1, τn) for one individual, and δ
n
ij
is an indicator that this event happens (an individual is in state sn−1 = i at time τn
and in state sn = j at time τn). The sum by n includes all time intervals In = [τn−1, τn)




r+1). To allow for easier notations, we additionally deﬁne
the low border tlow = max(τ
∗
r , τn−1) and the high border thigh = min(τ
∗
r+1, τn) in the
integral limits.
If i = j in the interval In, it is assumed that no events happened, and the expected
value of time-at-risk in state s = i contributed to interval Ir = [τr, τr+1) equals time
E(Rr
i
|data, Λˆ) = thigh − tlow between appropriate borders. If i = j, then the expected
time in state s = i contributed to interval Ir = [τr, τr+1) for each individual is 0 times
the probability that an individual leaves the state before τ∗r , plus the probability to
leave this state within interval Ir times a proportion of interval (τ∗r+1 − τ
∗
r ), plus the














































If τn ≤ τ∗r+1, then last term is 0.
For the ﬁrst iteration of the EM algorithm, starting values for the parameter
estimates are needed. One approach is to begin with some sensible assumptions
about when an individual has an event within an interval. For example, we could
assume that the individual experienced the event half-way through the interval. The
times at risk and the numbers of events can be calculated based on this assumption.
To ensure a global maximum, the algorithm can be started with perturbations of
these starting values.
Estimates of standard errors for the parameters that were obtained by an EM
algorithm can be calculated using the methods of Meng and Rubin (1991). In addition,
hypothesis testing can be done using standard likelihood theory, as long as the number
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of intervals does not become too large. However, caution is advised in interpreting
the asymptotic results if the number of intervals approached the number of events.
4.3 Parametric modelling of the transition rates
The transition rates constitute the key parameters in a multistate model, and assum-
ing constant or piecewise-constant rates of course involves parameters: namely, λij
or the λij,k, respectively. However, the notion of parametric models mostly refers to
situations in which the global behaviour of the transition rates is described by a few
parameters only. Some knowledge about the process is generally needed to use such
an approach.
The time transformation model (see Section 2.4.2) is one example of a parametric
model. The time-inhomogeneous intensity matrix is speciﬁed as a product of a con-
stant baseline intensity matrix and a function of time, which is usually the same for all
transitions. This method requires the estimation of the elements of the baseline matrix
and of the function of time that acts on it. Compared to a piecewise-constant model,
this approach requires fewer parameters. One popular time transformation model is
the Weibull model. Omar et al. (1995) proposed a fully parametric multistate model
for the analysis of animal carcinogenicity experiments with interval-censored onsets of
a disease. The model is constructed as a three-state disability model without recov-




The transition probabilities that enter the likelihood function were shown in equa-
tion (2.15).
Hsieh et al. (2002) compared a Weibull model and a model with piecewise-constant
rates with one cut point (the study time was subdivided into two parts) in a non-
homogeneous irreversible progressive three-state model. Covariates entered propor-
tionally in both approaches. Numerical integration was used to estimate the parame-
ters. The authors illustrated the model in the application to a selective breast cancer
screening program. Pérez-Ocón et al. (2001b) analysed breast cancer cases among
women admitted for surgery using a non-homogeneous Markov process with three ir-
reversible states, with one being absorbing. A piecewise Weibull model with covariates
were introduced for the transition intensity functions. The estimated parameters were
calculated using the algorithm of Nelder and Mead. The non-homogeneous model was
then compared with the homogeneous and empirical models.
A piecewise-constant model and a Weibull model were compared in van den Hout
and Matthews (2008) for an irreversible illness-death model. The authors studied cog-
nitive ability in old age, and modelled an observed improvement of cognitive ability as
a misclassiﬁcation via a logistic regression. The transition intensities were allowed to
depend on covariates. Fitting the Weibull model was computationally more intensive
than ﬁtting the piecewise-constant model, and the results of the two models were
similar except for the derived life expectancy at baseline age 65. For this age group,
the extrapolation beyond the follow-up of the study was substantial, and the Weibull
model predicted higher survival probabilities for those aged 65 years. Using the total
life expectancy ﬁgures from oﬃcial sources allowed the author to conclude that in this
case the Weibull model had overestimated life expectancy for those aged 65 years.
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4.4 Smoothing transition rates
Smoothing methods in general try to strike a balance between, on the one hand, global
parametric models, which may be too restrictive to pick up local variation; and, on
the other, non-parametric or highly parametric models, such as the piecewise-constant
intensity model, which are ﬂexible and can be adapted locally, but which can become
highly variable if data are sparse. As smoothing methods oﬀer a compromise between
these two extremes, they are often applied in multistate models.
As we discussed in Section 4.2.2, for progressive multistate models the data can
be considered interval-censored. Kooperberg and Clarkson (1997) proposed hazard
regression for interval-censored data. The method uses cubic splines and extends the
methodology introduced in Kooperberg et al. (1995).
Rosenberg (1995) proposed modelling a hazard function as a linear combination of
cubic B-splines. To ensure that the hazard is non-negative, the author only considered
spline models of the form λ(t|α) =
∑K
k=−3
Bk(t) exp(αk). Conditional on the knots,
the Bk(t) are known to be a function of t, and the αk are the parameters to be
estimated. Due to the known form of the functions Bk(t), the likelihood inference
is straightforward. The author developed a simple method for selecting the number
and the location of knots. However, to avoid numerical diﬃculties, an additional
penalty term was added to the log-likelihood function. Thus, the idea of a penalised
likelihood was introduced here. The procedure was applied in a simple two-state
model to estimate the hazard rates for acquired immunodeﬁciency syndrome (AIDS)
following infection with human immunodeﬁciency virus (HIV), with some interval-
censored observations.
Joly et al. (1998) suggested the estimation of a hazard by penalised likelihood
and demonstrated the approach for arbitrarily censored and truncated data. The
penalised likelihood for the hazard λ(t) is
penl(λ) = l(λ) − κ
∫
λ′′(u)2 du (4.8)
where l(λ) is the usual log-likelihood and κ > 0 is the smoothing parameter. The
penalty
∫
λ′′(u)2 du measures the roughness of the hazard. To be able to maximize
(4.8), the hazard λ(t) is expressed as a spline, that is, a linear combination of spline
basis functions. Maximisation then corresponds to estimating the coeﬃcients in the
spline representation. Joly et al. (1998) suggested a representation of the hazards
via M-splines, which corresponds to a representation of the corresponding cumulative
hazard via I-splines. Selection of the smoothing parameter is done by a version of
cross-validation. Commenges et al. (1998) compared this approach with a piecewise-
constant model and a kernel estimator to smooth the Nelson-Aalen estimator of the
cumulative hazard.
In a series of papers the penalised likelihood approach for estimating smooth
intensities was extended to multistate models. Joly and Commenges (1999) analysed
a three-state progressive model, which was used to model the progression from HIV
infection towards AIDS. Joly et al. (2002) considered an illness-death model (without
recovery) with intermittently observed data in a study on the age-speciﬁc onset of
dementia and mortality from the healthy state and from the ill state. Due to the
structure of the model, the data were interval-censored (see also Commenges and Joly
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(2004), where the incorporation of covariates is discussed). Commenges (2003) and
Joly et al. (2009) considered the incidence of dementia, as well as of institutionalisation
and death. A ﬁve-state model was considered, but the model was irreversible; that is,
no recovery was possible. A transition to the absorbing state (mortality) was possible
from all of the other states.
Smoothing techniques were also suggested for time transformation models (see
Section 2.4.2). Hubbard et al. (2008) proposed a ﬂexible model in which the oper-
ational time h(t) is estimated using a locally weighted kernel smoother. This would
allow the transition intensities to vary in a more ﬂexible manner over time. However,
the model still assumed that the time dependency was the same for all of the tran-
sition intensities. The authors developed a method for jointly estimating the time
transformation and the transition intensity matrix for the time-transformed homo-
geneous process in which the maximum likelihood estimation was performed by a
Fisher scoring algorithm. In Hubbard and Zhou (2011) this approach was extended
to incorporate covariates. If the vector of covariates included time-varying compo-
nents, then the authors assumed that these covariates are constant in the interval
between observations. The performance of the method was compared with the clas-
sical piecewise-constant approach.
Titman (2011) employed B-splines to approximate the transition rates (see also
Section 2.4.3) and then demonstrated that methods for solving nonlinear diﬀerential
equations numerically could be applied to the estimation of non-homogeneous Markov
models.
Simple numerical solutions to ordinary diﬀerential equations (ODE) include the
Euler method and the Runga-Kutta methods with a ﬁxed step size. These methods
can be improved upon by allowing for an adaptive step size and employing variable-
order, variable-step Adams methods. Given that for some problems, called stiﬀ ODEs,
these methods give inaccurate solutions even when very small step sizes are chosen,
it may be necessary to determine whether other methods for stiﬀ ODEs are required.
For this purpose the author used the R statistical software package deSolve.
The computation of the likelihood function requires many solutions P(tij, tij+1)
to the KFE at diﬀerent start times. The author used a computationally convenient
approach, which is to obtain solutions to a single diﬀerential equation with starting
time t0 at all observation times t1, .., tn. The required transition probabilities can
then be found using the following expression: P(tj, t) = P(t0, tj)
−1P(t0, t) for t > tj. If
the state space is small and there are no explanatory variables in the model, then the
KFE needs to be solved only once.
Given the limited amount of information panel data can provide, there is a danger
of proposing a model with identiﬁability or estimability problems. Titman (2011)
suggested that the number of knots should be restricted to ensure there is suﬃcient
information between knot points to estimate the spline weights. An upper bound of
the number of knot points would be the average number of times each individual is
observed in the data, but in most cases fewer points would be necessary.
The author also suggested that two optimisation procedures for maximising the
likelihood functions can be used. The simplest is the Broyden-Fletcher-Goldfrab-
Shanno (BFGS) algorithm with gradients calculated using ﬁnite diﬀerences available
under the R function optim(). Alternatively, the derivatives of the likelihood func-
tion can be computed for the BFGS algorithm, which requires ∂P(t0, t)/∂θ. This can
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be found by extending the system of diﬀerential equations. When all of the observa-
tions from the panel have been included, an analogous extension of the Fisher scoring
algorithm proposed by Kalbﬂeisch and Lawless (1985) may be used since only the
ﬁrst derivatives are required to compute the expected Fisher information.
Titman (2011) ﬁtted a progressive four-state disease model. It should be noted
that as this model is progressive, the transition probabilities could be obtained
through quadrature (as in Pérez-Ocón et al. (2001b) and Hsieh et al. (2002)). But
achieving comparable accuracy using this model would be more computationally in-
tensive, as double integration would be required.
4.5 Comparison of several estimation ap-
proaches
In the remainder of this chapter we will perform a detailed comparison of several
approaches to estimating the transition rates λij(t) in multistate models if the data
are collected from panel studies. The comparison will be done via a simulation study,
and several diﬀerent features will be modiﬁed to allow us to study the impact of those
modiﬁcations.
4.5.1 Simulation: State space and transition rates
We will consider two models: an illness-death model without recovery and one with
recovery (see Figure 4.1). Two states (‘healthy’ and ‘disabled’) are transient and one
state (‘dead’) is absorbing. For the transition rates we will use two scenarios: one
with time-constant rates λij and one with rates that vary with age; that is, λij(t). The









Figure 4.1: The illness-death model used in the study, without recovery (left), with recov-
ery(right).
For the models with constant transition rates the levels of the parameters were
chosen so that the highest value was for the transition to disability. The constant
death rate was assumed to be lower from the healthy state than from the disabled
condition.
In the models with age-dependent rates, the transition rates from the healthy state
to disability ﬁrst increase linearly, and then level oﬀ at higher ages. The mortality
rates are U-shaped, with low values in mid-life and steep increases at older ages;
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Figure 4.2: Transition rates for the simulation study.
mortality is also high at very young ages. As for the time-homogeneous model, the
death rates for healthy individuals are lower at all ages than they are for disabled
individuals. The recovery rates from disability back to the healthy state are assumed
to decline exponentially with age.
We employed MicMac microsimulation software (Zinn et al., 2009) to produce a
population of individuals whose behaviour was determined by these transition rates.
In total, we simulated four populations, one for each combination of state-space struc-
ture and transition rates setting. The structure of the initial population, the same
for each model, mimicked the age structure of the population of the Netherlands in
2004. The initial population included 358,003 individuals in the age range 0 to 101
years. Life trajectories were simulated for 40 years (from 2010 to 2050).
4.5.2 Scenarios for the panel observations
In addition to the impact of model structure and transition rates, we also intend
to study the inﬂuence of diﬀerent properties of the panel sample. This includes the
spacing between the panel waves, and whether all of the individuals were observed at
the same points in time, or whether the observation points varied randomly, within
some limits, between the individuals.
In the cases in which all of the individuals were observed at the same points in
time, we used panel waves that were one, two, three, four, or ﬁve years apart.
In the second case, random observation times were assigned for each individual.
The spacings between these observations varied, and were grouped into several spacing
scenarios. As a random observation time was chosen from a uniform distribution in
an interval, the next observation may have occurred at any time between two points.
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We chose 10 intervals which represent spacing scenarios. They diﬀered in length
(one-year interval, two-year interval, ﬁve-year interval, etc.) and in the range of years
that must have passed since the last observation (for example, the next observation
was arranged more than one year after the last observation but not more than two
years after the last observation). All of the individuals in a single panel sample were
observed under a single spacing scenario. The description of interval is presented in
Table 4.1.
Scenario length Time frame Random example
in years since the last observation of observations
1 [1,2] 1 after 1 year, before 2 years {1.63, 1.87, 1.63, 1.42, 1.56}
2 [1,3] 2 after 1 year, before 3 years {1.77,1.44,2.42,2.1,2.98}
3 [1,4] 3 after 1 year, before 4 years {2.4,1.96,2.03,3.44,2.52}
4 [1,5] 4 after 1 year, before 5 years {4.15,4.17,1.57,2.32,1.94}
5 [2,3] 1 after 2 years, before 3 years {2.09,2.25,2.86,2.51,2.36}
6 [2,4] 2 after 2 years, before 4 years {2.74,3.26,3.17,3.44,2.6}
7 [2,5] 3 after 2 years, before 5 years {4.23,3.91,3.04,2.42,3.55}
8 [3,4] 1 after 3 years, before 4 years {3.36,3.26,3.98,3.58,3.52}
9 [3,5] 2 after 3 years, before 5 years {4.1,3.42,4.69,4.36,3.39}
10 [4,5] 1 after 4 years, before 5 years {4.19,4.72,4.57,4.3,4.26}
11 [5,10] 5 after 5 years, before 10 years {6.82,8.29,6.93,6.71,7.05}
Table 4.1: The spacing scenarios for random time observations.
In general, ﬁve waves were observed in each panel setting, but the number of
observations in the actual samples was fewer than ﬁve for many individuals because
of losses due to death and the end of the observation window. Moreover, unlike in
many practical applications, we assumed that no exact dates of events were known
(due to the panel structure), even if the event was death (for which exact dates can
in practise often be obtained outside of the panel structure).
After having simulated the populations, we artiﬁcially observed the sample of
individuals according to the panel scenarios described above, which gave us the panel
samples that formed the basis for the comparisons. The number of individuals that
contributed their life trajectories to a sample were varied for diﬀerence model types.
Overall, 16 ∗ 4 = 64 (Number of panel scenarios ∗ Number of models) sets were used
for the analysis. Additionally, we replicated the sampling for each scenario 50 times
for the constant transition rates and 25 times for the age-dependent transition rates.
This was done to assess how variable the estimation results were (the mean of the
estimated transition rates and their variance).
4.5.3 Estimation: Assumptions and approaches
For the comparison we had to make two decisions: First, which model should be
assumed for the multistate model; that is, the transition rates? Second, which esti-
mation technique should be used? The second decision was partly determined by the
ﬁrst decision.
For the transition rates we assumed either a piecewise-constant model or smooth
transition rates that are represented by a B-spline approximation. For the piecewise-
constant model we either directly maximised the log-likelihood function (Kay, 1986;
55
Chapter 4. Estimation of transition rates from panel data
Kalbﬂeisch and Lawless, 1985), or we maximised the log-likelihood via the EM algo-
rithm (Lindsey and Ryan, 1998). The latter approach would cause problems in the
model with recovery, but we were interested in ﬁnding out how strong the impact
of this eﬀect will be. For the smooth B-spline transition rates we followed the ap-
proach by Titman (2011). Table 4.2 gives an overview on the models that would be
estimated.
Setting Transition rates Estimation technique Acronym
1 piecewise-constant MLE for panel data pwMLE
2 piecewise-constant EM algorithm pwMLE-EM
3 smooth; B-spline approx. MLE with numerical solution KDE bspMLE
Table 4.2: Models and methods used in the simulation study.
All of the approaches listed in Table 4.2 were already discussed in previous sections
of this chapter. Here we only give speciﬁc details on the implementation that was
used in the simulation study.
MLE for piecewise-constant transition rates
In the piecewise-constant model it was assumed that the break points in the step
functions were the same for all of the possible transitions in the model. After the
log-likelihood had been set up, it was maximised by using the function optim() in
R. The optimisation was carried out so that the estimated rates were non-negative.
Another option for estimating this model is the R-library msm by Jackson (2011),
which uses the parameterisation λij,k = exp(αij,k) for each of the constant intervals.
We compared the results we obtained by maximisation with the results from msm
to obtain a consistency check. The results conformed to each other, and we do not
report these comparisons here.
MLE for piecewise-constant transition rates using the EM algo-
rithm
One of the methods for numerical maximisation which reduced the amount of compu-
tational time and eﬀort needed is the expectation-maximisation algorithm (EM), as
suggested by Lindsey and Ryan (1998). It provides a numerically stable approach
to ﬁnding the maximum likelihood estimates, and can be used in the piecewise-
constant setting to model time-dependent parameters. The details can be found
in Section 4.2.2.
In models in which reverse transitions are possible, and having stayed in the same
state is not distinguished from having left and returned to the state, we expected to
ﬁnd discrepancies between the estimated rates and the actual rates.
In the ﬁrst step of the EM algorithm, the expected values were obtained. In
the second step, the likelihood function for complete event history data (see equa-
tion (3.3)) in the standard maximisation procedure were evaluated. The initial values
for the ﬁrst step of the EM algorithm were taken randomly in a range from 0.01 to
0.99 for constant transition rates estimates. For time-inhomogeneous transition rates
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estimates, the same random value was applied for all of the piecewise-constant inter-
vals as a starting value for the algorithm. The procedure was repeated 10 times with
diﬀerent initial values to ensure that the results converged in one point, and did not
depend on an initial value.
In our implementation, the EM algorithm reduced the amount of computational
time needed because the likelihood function for event history data used in this method
on M-step was optimised much more quickly than the likelihood function for panel
data. This balanced out the tendency of the EM algorithm to be slow in some
applications.
MLE of B-spline representation of the transition rates
This approach is computationally more intensive than the other methods. Titman
(2011) provided the R-code, but we discovered that this code may fail in some cases.
These cases may occur, for example, when P(t0, tj) is singular and entry into an
absorbing state occurs with a probability of one before time tj. In such cases more
than one initial value problem would need to be solved. We improved the original
R-code to allow the algorithm to ﬁnd these pathological cases and bypass them in an
appropriate manner.
The main feature of this method is that it provides a direct numerical solution
of KDE that can be used to transform the original parameters, or the transition
rates, into the transition probabilities. The transition probabilities are then inserted
into the likelihood function. KDE are ordinary diﬀerential equations (ODE) with an
initial condition. Several repositories, C and FORTRAN functions, and libraries exist
for a wide range of ODE problems. Following the original paper (Titman, 2011), the
R-library DeSolve was employed in the analysis to obtain a numerical solution.
For the constant transition rates, we chose not to include the B-spline smoothing
in the analysis. For the time-inhomogeneous transition, we employed the quadratic
B-splines with three knots at ages zero, 50, and 100; the same for all of the transitions.
In the estimation procedure, we did not vary the number and the places of the knots
in the B-splines because our primary aim was to determine whether the methods
worked equally in all of the various panel samples.
4.5.4 Results for the time-homogeneous model
At the beginning of analysis, we estimated the transition rates for the complete event
histories, when all of the events and the exact dates were known and the only right-
censored cases occurred at the end of the observation period. The results were com-
pared with the original parameters, which were used as input for the simulation
(Table 4.3). The estimates were very precise for both models. These results served
as an indirect check of the simulation which helped us determine whether we could
recover the original rates, and as a benchmark for use in comparisons with estimates
from the panel data.
Table 4.4 presents the general characteristics of the panel samples for the model
without recovery. The mean and the standard deviations for the interval length and
the number of individuals in groups of identical sampling scenarios are reported.
The number of individuals varied slightly for the scenarios with random observation
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Constant rates, the model without recovery
Original Estimated
Healthy Disabled Dead Healthy Disabled Dead
Healthy 0 0.15 0.06 0 0.150 0.060
(1.09e-07) (4.33e-08)
Disabled 0 0 0.12 0 0 0.120
(5.82e-08)
Constant rates, the model with recovery
Original Estimated
Healthy Disabled Dead Healthy Disabled Dead
Healthy 0 0.15 0.06 0 0.150 0.060
(7.09e-08) (2.84e-08)
Disabled 0.1 0 0.12 0.099 0 0.119
(6.05e-08) (7.28e-08)
Table 4.3: Estimates (and standard errors) of the transition rates obtained from complete
event histories.
intervals, with the mean number being around 11,400. The number of individuals was
identical (12,000) for invariant intervals. The mean number of waves per individual
was less than ﬁve for all of the scenarios, and varied between 2.5 and 4.4. As random
intervals were chosen from a uniform distribution, the mean interval lengths were very
close to the expected values of the corresponding uniform distributions.
Scenarios number of IDs Waves per IDs Int.length
Int.range Int.variability mean sd mean sd mean sd
1 1 Equal 12000 0 4.42 0.009 1.00 0
2 2 Equal 12000 0 3.94 0.011 2.00 0
3 3 Equal 12000 0 3.55 0.011 3.00 0
4 4 Equal 12000 0 3.24 0.010 4.00 0
5 5 Equal 12000 0 3.00 0.011 5.00 0
6 [1,2] Random 11405 22.54 4.161 0.010 1.50 0.001
7 [1,3] Random 11398 20.44 3.939 0.011 2.00 0.003
8 [1,4] Random 11399 24.33 3.741 0.011 2.50 0.005
9 [1,5] Random 11402 22.36 3.567 0.011 2.99 0.007
10 [2,3] Random 11402 23.79 3.730 0.011 2.50 0.002
11 [2,4] Random 11400 25.43 3.551 0.011 2.99 0.003
12 [2,5] Random 11402 23.18 3.393 0.012 3.49 0.006
13 [3,4] Random 11406 22.36 3.383 0.011 3.49 0.002
14 [3,5] Random 11400 22.93 3.241 0.011 3.99 0.004
15 [4,5] Random 11411 25.40 3.106 0.011 4.49 0.002
16 [5,10] Random 11399 22.52 2.449 0.007 7.44 0.009
Table 4.4: General characteristics of the panel samples for the model with constant rates and
without recovery.
Table 4.5 presents the general characteristics of the panel samples for the model
with recovery. We should note that for the models with invariant intervals, the mean
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number of individuals was 12,269 with a standard deviation of around 632. These
numbers did not change across the ﬁve scenarios. The mean number of individuals
for the scenarios with random intervals was close to 11,800, with a similar degree of
variability. As in the case of the model without recovery, the mean number of waves
per individual was less than ﬁve and varied from to 2.72 to 4.6. The length of the
intervals was similar to that of the intervals in the model without recovery.
Scenarios number of IDs Waves per IDs Int.length
Int.range Int.variability mean sd mean sd mean sd
1 1 Equal 12269 631.57 4.58 0.009 1.00 0
2 2 Equal 12269 631.57 4.24 0.010 2.00 0
3 3 Equal 12269 631.57 3.95 0.011 3.00 0
4 4 Equal 12269 631.57 3.71 0.011 4.00 0
5 5 Equal 12269 631.57 3.50 0.012 5.00 0
6 [1,2] Random 11808 610.96 4.41 0.010 1.50 0.002
7 [1,3] Random 11812 613.04 4.25 0.010 2.00 0.002
8 [1,4] Random 11820 615.01 4.10 0.010 2.50 0.004
9 [1,5] Random 11811 612.12 3.97 0.011 3.00 0.005
10 [2,3] Random 11803 612.37 4.09 0.010 2.50 0.001
11 [2,4] Random 11808 611.68 3.96 0.010 3.00 0.003
12 [2,5] Random 11807 610.17 3.84 0.011 3.50 0.005
13 [3,4] Random 11806 612.99 3.83 0.012 3.50 0.002
14 [3,5] Random 11810 616.32 3.78 0.012 4.00 0.003
15 [4,5] Random 11811 608.98 3.61 0.012 4.50 0.002
16 [5,10] Random 11811 610.96 2.75 0.008 7.42 0.009
Table 4.5: General characteristics of the panel samples for the model with constant rates and
with recovery.
After all of the panel samples were created from the simulated complete event
histories, we estimated the transition rates by employing the three methods that
were listed in Section 4.5.3. The results that were obtained by these procedures are
summarised in several ﬁgures below. As a measure of estimation accuracy, we chose
the diﬀerence between the estimated transition rates and the rates that were estimated
from the full information dataset. This deviation is presented in both absolute and
relative terms:







where λˆij are the estimated transition rates from panel data and λ˜ij are obtained from
the event histories. Δλij is diﬀerence between the two values. Negative values of the
Δλij imply that the estimates from the panel are smaller than the estimates from the
event histories.
(A) Summary: Model without recovery
Figures 4.3 and 4.4 summarise the results of the estimation of the transition rates
obtained by maximising the likelihood numerically. The deviations are depicted in
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absolute (Figure 4.3) and relative (Figure 4.4) terms. The ﬁgure is grouped by panel
scenarios and length of intervals between the observations. For all three transition
rates the deviations varied around zero, and showed no tendency to change with
increasing time between observations for either type of interval (random or ﬁxed).
In absolute terms the biggest variation in deviations was found for transition rates
from healthy state to disability. However, in relative terms, the biggest variation in
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Figure 4.3: Deviations of estimates of the transition rates (absolute scale) for the MLE proce-
dure. Model with constant transition rates and without recovery.
Figure 4.5 shows the results of the estimated transition rates that were found
by the method of the direct solution of the Kolmogorov diﬀerential equation (KDE).
These results are very similar to those found for the MLE method. It should also be
noted that, in general, the two methods gave almost the same parameter values for
constant transition rates.
Additionally, we compared the estimations using the msm library. The results com-
pletely coincide with the estimates we obtained by the maximisation of the likelihood
and the direct solution of the KDE, and we do not show them here.
Figures 4.7 and 4.8 show the results that were obtained by the EM algorithm.
Compared to the two other methods, the EM algorithm produced a very diﬀerent
pattern of deviations. First, there was a trend in the deviations in which the intervals
increased in length between observations. Second, all of the results diﬀered from the
zero level, and this diﬀerence went as high as 70% in relative terms.
If we look at the results more closely, we can see that the transition rates from
the healthy state to disability were underestimated, and that this bias was increasing
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Figure 4.4: Deviations of estimates of the transition rates (relative scale) for the MLE proce-
dure. Model with constant transition rates and without recovery.
with the length of the interval between observations, but it did not depend on the
type of intervals (random or ﬁxed). On the relative scale, the bias for the longest
interval reached 50%, which means that the estimated transition rates were half as
big as the actual rates.
On the other hand, the transition from the healthy state to death was overesti-
mated, and the tendency was increasing with the length of intervals. It reached 70%
for the longest interval length. This kind of bias may be rooted in the EM algorithm
itself. The algorithm takes into account only a state of an individual at the previous
observation time, and a current state. If the two states are identical, then it is as-
sumed that no transitions happened between intervals. If the two states diﬀer, then
the algorithm regards the case as being a direct transition from one state to another.
However, the path between the states of healthy and dead, even in the model without
recovery, could include the intermediate state of disability; i.e., an individual may
become disabled before death. The probability of losing intermediate states should in
theory increase with the length of the interval between two observations. The exact
behaviour of these estimates was shown in our analysis: the algorithm wrongly classi-
ﬁed unobserved death events as death in the healthy state, even when the individual
died in the disabled state.
The transition rates from disability to death also deviated from the zero level.
However, the underestimation was not as profound as it was for the two other tran-
sition rates. On a relative scale, the bias changed the true value by up to 10%.
Demographers are also often interested in the eﬀect of estimation accuracy on sum-
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Figure 4.5: Deviations of estimates of the transition rates (absolute scale) for the direct solu-
tion of the KDE procedure. Model with constant transition rates and without recovery.
mary measures such as the total life expectancy. To analyse the impact the variation
in the estimated transition rates has on this measure, we calculated the diﬀerences be-
tween the total life expectancy from the values of the transition rates estimated from
complete event histories, and the total life expectancy based on estimated transition
rates.
As in the case of the deviations in the transition rates estimates, we present the
deviations in life expectancy in absolute and relative terms. The results for the model
without recovery are shown in Figures 4.9 and 4.10.
The MLE procedure and the direct solution of the KDE showed no signiﬁcant
changes in the total life expectancy deviations as the length of the intervals between
the observations increased in the panel scenarios. All of the results were close to
the zero level. In absolute terms the diﬀerences did not exceed 0.15 years, which in
relative terms was less than 2%.
The EM algorithm showed a tendency to underestimate the total life expectancy
with increasing interval length. However, these deviations, even for the longest inter-
vals, did not exceed 5% on a relative scale.
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Figure 4.6: Deviations of estimates of the transition rates (relative scale) for the direct solution
of the KDE procedure. Model with constant transition rates and without recovery.
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Figure 4.7: Deviations of estimates of the transition rates (absolute scale) for the EM algo-
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Figure 4.8: Deviations of estimates of the transition rates (relative scale) for the EM algorithm.
Model with constant transition rates and without recovery.
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Figure 4.9: Deviations of estimates of the total life expectancy (absolute scale). Model with
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Figure 4.10: Deviations of estimates of the total life expectancy (relative scale). Model with
constant transition rates and without recovery.
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(B) Summary: Model with recovery
Figures 4.11 and 4.12 show the outcome of the MLE. All of the deviations varied
around the zero level, and in relative terms did not exceed 5% of the true value. The
estimates were similar to the results from the progressive model, and the additional
transition rates from disability back to the healthy state were also the same. No
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Figure 4.11: Deviations of estimates (absolute scale) for the MLE procedure. Model with con-
stant transition rates and with recovery.
Figures 4.13 and 4.14 show the results of the direct KDE solution. As for the
model without recovery, the results were quite similar to those of the MLE method:
all of the deviations clustered around the zero level, and in relative terms did not
exceed 5% of the original level.
A diﬀerent situation can be observed in Figures 4.15 and 4.16, where the results of
the EM algorithm are depicted. Again, as in the case of the model without recovery,
we can see quite a strong trend of increasing bias from the zero level with a widening
of the intervals between observations in the panel scenarios. The deviation appears to
have the same tendencies towards over- and underestimation as in the previous model.
Moreover, the additional recovery transition rates seem to be greatly underestimated,
with the lowest deviation being just 70% in relative terms for the longest interval.
This is not surprising, and it indicates that because the EM algorithm did not take
into account many of the forward and backward transitions from the healthy state to
disability, it did not correctly estimate the transition rates.
The deviation in the total life expectancy in absolute and relative terms for the
model with recovery is shown on Figures 4.17 and 4.18.
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Figure 4.12: Deviations of estimates of the transition rates (relative scale) for the MLE proce-
dure. Model with constant transition rates and with recovery.
Interestingly, for the model with recovery the results were more varied. The
deviations for the MLE procedure and the direct solution of the KDE procedure were
less than zero, and, in relative terms, varied between [−2%,2%]. However, no trends
were detected. On the other hand, the deviations for the EM algorithm all showed
a dependence between the interval length and a tendency to underestimate the total
life expectancy which did not exceed 9%.
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Figure 4.13: Deviations of estimates of the transition rates (absolute scale) for the direct solu-
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Figure 4.14: Deviations of estimates of the transition rates (relative scale) for the direct solu-
tion of the KDE procedure. Model with constant transition rates and with recovery.
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Figure 4.15: Deviations of estimates of the transition rates (absolute scale) for the EM algo-
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Figure 4.16: Deviations of estimates of the transition rates (relative scale) for the EM algo-
rithm. Model with constant transition rates and with recovery.
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Figure 4.17: Deviations of estimates of the total life expectancy (absolute scale). Model with
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Figure 4.18: Deviations of estimates of the total life expectancy (relative scale). Model with
constant transition rates and with recovery.
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4.5.5 Results for the time-inhomogeneous model
Table 4.6 presents the general characteristics of the panel samples for the model with
time-inhomogeneous transition rates, and without recovery. We show in the table the
mean and the standard deviations for the interval length and the number of individuals
in groups of identical sampling scenarios. The number of individuals was identical
(12,316) for the scenarios with ﬁxed intervals between observations. The number of
individuals varied slightly (the mean is 11,450) for the random observation intervals.
for time-homogeneous models, the mean number of observations per individual was
less than ﬁve and varied from 2.51 to 4.46 years. The random intervals were chosen
from a uniform distribution, and their mean length coincided with the expected values.
Scenarios number of IDs Waves per IDs Int.length
Int.range Int.variability mean sd mean sd mean sd
1 1 Equal 12000 0 4.46 0.009 1.00 0
2 2 Equal 12000 0 4.01 0.010 2.00 0
3 3 Equal 12000 0 3.65 0.011 3.00 0
4 4 Equal 12000 0 3.35 0.012 4.00 0
5 5 Equal 12000 0 3.11 0.012 5.00 0
6 [1,2] Random 11451 17.79 4.22 0.011 1.50 0.001
7 [1,3] Random 11450 22.36 4.02 0.012 2.00 0.003
8 [1,4] Random 11452 21.65 3.83 0.012 2.50 0.005
9 [1,5] Random 11445 24.19 3.67 0.012 2.99 0.007
10 [2,3] Random 11452 20.62 3.82 0.011 2.50 0.002
11 [2,4] Random 11451 19.08 3.65 0.011 2.99 0.003
12 [2,5] Random 11448 20.27 3.50 0.013 3.48 0.005
13 [3,4] Random 11445 20.66 3.49 0.013 3.50 0.002
14 [3,5] Random 11446 21.31 3.35 0.012 3.99 0.003
15 [4,5] Random 11448 21.45 3.22 0.011 4.50 0.001
16 [5,10] Random 11442 24.17 2.51 0.008 7.43 0.01
Table 4.6: General characteristics of the panel samples for the model with time-varying tran-
sition rates and without recovery.
Table 4.7 presents the general characteristics of the panel samples for the model
with recovery. The mean number of individuals was 12,000 with a standard derivation
of around 693 for the invariant intervals. These numbers did not change across the
ﬁve scenarios. The mean number of individuals in the scenarios with random intervals
was around 11,890, with a similar degree of variability.
As we did for the model with constant transition rates, we estimated the transition
rates from these panel samples using the three methods (see Section 4.5.3). The results
are shown in several ﬁgures below.
Two of the methods in the analysis were based on the piecewise-constant approx-
imation, and the third method was based on the smooth B-spline approximation of
the transition rates (Table 4.2). We distinguish these two approaches according to
how we compared the estimation results with the original transition rates used in the
microsimulation.
For the methods with the piecewise-constant transition rates, we compared the
panel data estimates with equivalent results obtained from the complete event his-
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scenarios number of IDs Waves per IDs Int.length
Int.range Int.variability mean sd mean sd mean sd
1 1 Equal 12316 693.34 4.61 0.009 1.00 0
2 2 Equal 12316 693.34 4.29 0.011 2.00 0
3 3 Equal 12316 693.34 4.02 0.011 3.00 0
4 4 Equal 12316 693.34 3.79 0.011 4.00 0
5 5 Equal 12316 693.34 3.60 0.011 5.00 0
6 [1,2] Random 11887 667.41 4.45 0.009 1.50 0.002
7 [1,3] Random 11895 668.18 4.30 0.011 2.00 0.003
8 [1,4] Random 11884 666.37 4.17 0.011 2.50 0.004
9 [1,5] Random 11891 667.48 4.04 0.011 3.00 0.006
10 [2,3] Random 11885 669.44 4.16 0.011 2.50 0.001
11 [2,4] Random 11890 671.08 4.03 0.011 3.00 0.003
12 [2,5] Random 11890 668.15 3.92 0.010 3.50 0.004
13 [3,4] Random 11887 668.70 3.91 0.011 3.50 0.002
14 [3,5] Random 11886 670.89 3.81 0.010 4.00 0.003
15 [4,5] Random 11890 670.00 3.70 0.011 4.50 0.001
16 [5,10] Random 11887 670.20 2.80 0.007 7.42 0.008
Table 4.7: General characteristics of the panel samples for the model with time-varying tran-
sition rates and with recovery.
tories data in a piecewise-constant form. For the smooth transition rates, we used
a diﬀerent measure of accuracy: we summed up the squared diﬀerences between the
estimated rates and the original rates, taken over piecewise intervals (10-year inter-
vals).
We calculated the diﬀerences at a sequence of points within a given inter-
val with a step of 0.01 of the year, and with the open right end of the interval.
For example, for the ﬁrst 10-year interval, the diﬀerences were obtained at ages
{0,0.01,0.02, . . . ,9.98,9.99}. We then took a square of these diﬀerences and integrated
them numerically using the method of the trapezoidal rule. The squared diﬀerences
were chosen as more stable characteristics of deviations in which the measurement of
divergence always gets a positive value. We could not interpret the sums of the squared
diﬀerences as being a measure of a variance because the diﬀerences were calculated
between estimates that were obtained from event history data and from panel data
(for the piecewise constant transition rates), and the diﬀerences between the original
parameters and the B-spline approximated estimates (for the B-spline smoothed tran-
sition rates). This approach is regarded as a reliable and simple method for comparing
two curves.
In the simulation study for the model with constant transition rates, we demon-
strated that the results did not depend on the nature of the length of the intervals
between observations (random or ﬁxed). In the following, we skipped this aspect
of sampling and showed the estimates from only ﬁve ﬁrst panel scenarios with ﬁxed
intervals, ranging from one to ﬁve years.
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(A) Summary: Model without recovery
Figures 4.19 and 4.20 summarise the results of the estimation of the transition rates
obtained by maximising the likelihood numerically. In the ﬁrst ﬁgure, the deviations
are depicted in absolute terms, while in the second ﬁgure, the results are presented
in relative terms. The box plots show statistics in groups combined by the length of
intervals between the observations in a certain piecewise-constant interval. Each row
shows the estimates for one of ﬁve intervals between observations.
The estimates were accurate (grouped around the zero level in relative scale),
and showed a small amount of variation in the middle of the age range for all of the
transitions. The variation increased with age for the transition from the healthy state
to the disabled state.
There was a tendency to underestimate the transition rates from the healthy state
for individuals in the older age categories. The mortality rates from the healthy state
were overestimated in the older age groups, and the variation increased with age for
all of the intervals.
As the method did not capture the high child mortality in early life from age zero
to age nine, the mortality rates in the ﬁrst age group were underestimated.
Figures 4.21 and 4.22 display the results that were obtained by the EM algorithm.
The relationship between the accuracy of the estimations and the length of intervals
between observations is revealed: the results for the longer intervals showed more bias.
The transition rates from the healthy state to the disabled state were underestimated,
and, at the same time, the mortality rates from the healthy state were overestimated
at older ages. As we saw for the MLE maximisation procedure, the EM algorithm
did not correctly return the child mortality in the ﬁrst age category.
Figures 4.23, 4.24 and 4.25 show the results of the estimated transition rates that
were found by the method of the direct solution of the KDE with the help of the
B-spline smoothing technique. This methods allowed us to obtain smooth continuous
estimates of the transition rates. To control its output, we chose the sum of the
squared diﬀerences between the original transition rates and the estimated transition
rates, taken over 10-year intervals.
Each box plot in ﬁgures indicates one age group, and the rows display ﬁve diﬀerent
intervals between the observations in the panel sampling. The ﬁrst column shows the
original transition rates and their estimates. The second column contains the box
plots for the sum of the squared deviations.
As for the previous approaches, this method did not catch the child mortality at
early ages, and there was considerable variation in the estimations for the older ages.
(B) Summary: Model with recovery
Figures 4.26 and 4.27 summarise the results of the estimation of the transition rates
obtained by maximising the likelihood numerically in absolute and in relative terms.
The results showed the underestimation of the transition rates from the healthy
state to the disabled state in very old age categories, and, in parallel, the overesti-
mation of the mortality rates from the healthy state. The high mortality in early life
(from age zero to age nine) was also underestimated. The estimates were grouped
around the zero level and showed little variation in the middle of the age range for all
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Figure 4.19: Deviations of estimates of the transition rates (absolute scale) for the MLE proce-
dure. Model with time-inhomogeneous transition rates and without recovery.
74









































































































































































































































































0 20 40 60 80 100
Figure 4.20: Deviations of estimates of the transition rates (relative scale) for the MLE proce-
dure. Model with time-inhomogeneous transition rates and without recovery.
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Figure 4.21: Deviations of estimates of the transition rates (absolute scale) for the EM algo-
rithm. Model with time-inhomogeneous transition rates and without recovery.
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Figure 4.22: Deviations of estimates of the transition rates (relative scale) for the EM algo-
rithm. Model with time-inhomogeneous transition rates and without recovery.
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10 30 50 70 90
Figure 4.23: The transition rates (from the healthy state to the disabled state) smoothed by
the B-splines (on the left) and the squared sum of the transition rates deviations from the
original values taken over 10-year interval (on the right) for different intervals. Model with
time-inhomogeneous transition rates without recovery.
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10 30 50 70 90
Figure 4.24: The transition rates (from the healthy state to death) smoothed by the B-
splines (on the left) and the squared sum of the transition rates deviations from the original
values taken over 10-year interval (on the right) for different intervals. Model with time-
inhomogeneous transition rates without recovery.
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10 30 50 70 90
Figure 4.25: The transition rates (from the disabled state to death) smoothed by the B-
splines (on the left) and the squared sum of the transition rates deviations from the original
values taken over 10-year interval (on the right) for different intervals. Model with time-
inhomogeneous transition rates without recovery.
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of the transitions. The variation in the results increased with age. We did not notice
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Figure 4.26: Deviations of estimates of the transition rates (absolute scale) for the MLE pro-
cedure. Model with time-inhomogeneous transition rates and with recovery.
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Figure 4.27: Deviations of estimates of the transition rates (relative scale) for the MLE proce-
dure. Model with time-inhomogeneous transition rates and with recovery.
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Figures 4.28 and 4.29 depict the results that were obtained by the EM algorithm.
Here we see patterns similar to those found for the model without recovery: the
transition rates from the healthy state to the disabled state were underestimated,
and the bias increased with age and with the length of the intervals between panel
waves; meanwhile, the mortality rates from the healthy state were overestimated with
age. Moreover, the recovery rates were underestimated over all of the age ranges, and
the accuracy of the estimates depended on the interval length.
Figures 4.30, 4.31, 4.32 and 4.33 show the results of the estimated transition
rates that were found by the method of the direct solution of the KDE and the B-
spline approximated transition rates. The ﬁndings were similar to those from the
model without recovery: at both young and old ages there was substantial variation
in the estimates, and the accuracy of the estimates was not dependent on the length
of the intervals between the observations. In the middle part of the age range the
approximation was very close to the original parameters. This was most likely because
the number of observations in these age groups was higher than in the marginal age
groups.
The B-spline smoothing method did not capture early life mortality. The re-
covery transition rates were underestimated at young ages as a consequence of the
underestimated mortality rates.
We also analysed how the uncertainties in the estimated transition rates inﬂuenced
the life expectancy estimates (ﬁgures are not presented here). First, the variation
in the life expectancy estimates based on the transition rate estimates which were
obtained by the MLE procedure and the B-spline approximation method was much
smaller than the variation of the rates themselves. There was no sign of bias in the
estimates linked with increasing the length of the intervals between observations.
On the other hand, the life expectancy estimates based on the transition rates
obtained by employing the EM algorithm showed that the accuracy of the estimates
was dependent on the length of the intervals: when the interval between two waves
was increasing, life expectancy was underestimated. These ﬁndings were similar for
the models both with and without recovery.
4.5.6 Summary of the simulation study for panel data esti-
mations
Based on the results shown above we can make the following statements:
1. The estimation of the transition rates obtained by maximising the likelihood
numerically and of the estimations obtained by the direct solution of the KDE
with the B-spline smoothing (for the age-inhomogeneous case) showed no de-
pendence in accuracy on either the length of the intervals between observations
or on the randomness of the interval length.
2. Adding a recovery transition to the model did not disturb the results for the
estimation of the transition rates obtained by maximising the likelihood numer-
ically or for the estimations obtained by the direct solution of the KDE with
the B-spline smoothing. Thus, the performance of these two methods was not
found to depend on the variability of the intervals between the observations or
on the type of the model.
83














































































































































































































































































































































































0 20 40 60 80
Figure 4.28: Deviations of estimates of the transition rates (absolute scale) for the EM algo-
rithm. Model with time-inhomogeneous transition rates and with recovery.
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Figure 4.29: Deviations of estimates of the transition rates (relative scale) for the EM algo-
rithm. Model with time-inhomogeneous transition rates and with recovery.
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10 30 50 70 90
Figure 4.30: The transition rates (from the healthy state to the disabled state) smoothed by
the B-splines (on the left) and the squared sum of the transition rates deviations from the
original values taken over 10-year interval (on the right) for different intervals. Model with
time-inhomogeneous transition rates with recovery.
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10 30 50 70 90
Figure 4.31: The transition rates (from the disabled state to the healthy state) smoothed by
the B-splines (on the left) and the squared sum of the transition rates deviations from the
original values taken over 10-year interval (on the right) for different intervals. Model with
time-inhomogeneous transition rates with recovery.
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Figure 4.32: The transition rates (from the healthy state to death) smoothed by the B-
splines (on the left) and the squared sum of the transition rates deviations from the original
values taken over 10-year interval (on the right) for different intervals. Model with time-
inhomogeneous transition rates with recovery.
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Figure 4.33: The transition rates (from the disabled state to death) smoothed by the B-
splines (on the left) and the squared sum of the transition rates deviations from the original
values taken over 10-year interval (on the right) for different intervals. Model with time-
inhomogeneous transition rates with recovery.
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3. However, the EM algorithm performed badly in both models and returned
biased results. The method underestimated the transition rates to disability
and the transition from disability to death, and overestimated the mortality
rates from the healthy state in the model without recovery. In the model with
recovery, the procedure strongly underestimated the rates for transitions to
disability and recovery, while overestimating the death rates.
4. The results obtained by the EM algorithm showed a strong dependence in ac-
curacy on the interval length between observations, but not on the randomness
of the interval length for models both with and without recovery.
5. The total life expectancy estimations were weakly inﬂuenced by uncertainties
in the results. However, the bias in the estimations made by the EM algorithm
was found to the underestimation of the total life expectancies.
6. While the estimation of the transition rates obtained by maximising the like-
lihood numerically and the estimations obtained by the direct solution of the
KDE with the B-spline smoothing are the preferred methods for analysing
panel data, the ﬁrst method showed more ﬂuctuations in the estimates than
the B-spline method.
7. However, the computational eﬀort was much greater for the method with the
direct solution of the KDE. For example, the model without recovery and time-
inhomogeneous transition rates (12,316 individuals; the median number of
panel waves was six) can be estimated using the MLE procedure in just six
hours, compared with the one day required using the B-spline smoothing pro-
cedure (the time is given for Mac Book Pro, 2.4 HGz Intel, RAM 4GB, R 2.14.1
(32-bit)).
The most interesting discovery in our analysis is the ﬁnding that the EM algorithm
did not work properly in the model without the recovery transition, while our theoret-
ical predictions–given the assumptions on which the procedure was based–suggested
that the algorithm would not work properly in the model with the recovery transition.
The poor performance of the EM algorithm in the simple model is attributable to the
fact that the algorithm does not allow for the possibility that some of transitions that
occur may not be observed. However, in the model with the three-state disability
model, even without recovery and with panel data observations, it is common for
some transitions to be unrecorded. For example, an individual in the healthy state
may become disabled and then die before the next observation. Thus, only two states
would detected: healthy at the ﬁrst point of time and dead at the second observation.
Because of this information gap, the number of cases classiﬁed as death in the healthy
state increases, while the number of cases regarded as a death from the disabled state
decreases. In addition, the transition to disability is not detected. As the result,
the transition rates estimates are skewed, and the bias worsens as the length of the
intervals between observations increases.
We therefore suggest that the EM algorithm in the form in which it was presented
in the analysis above cannot be used for the estimation of the transition rates in the
three-state disability model under the panel data observation scenarios, regardless of
whether the recovery transition is included. However, we believe the method would
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work correctly for progressive models in which all of the transitions are known: for
example, in a disability model in which the mortality transitions are allowed from the
disabled state only.
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5.1 Estimation of the multistate model parame-
ters from cross-sectional data
Cross-sectional data contain snapshots of a given population at several time points,
but provide no information on the connections between the individuals in the samples.
This type of data type is often used in demographic applications, as cross-sections are
widely available from sources such as censuses.
Most researchers employ cross-sections to indentify macro characteristics at the
population level, such as age-speciﬁc incidence and prevalence or event probabilities
and a survival function. Few researchers use multistate models.
Keiding (1991) published a review of nonparametric estimations of age-speciﬁc
incidence and prevalence from cross-sectional data and data with missing informa-
tion. The framework is based on modelling each individual’s dynamics in the Lexis
diagram using a simple three-state process in the age direction. The point process
of disease onset in the Lexis diagram is denoted as a planar Poison process, where
the resulting distribution of the population is regarded as an interplay between age-
speciﬁc incidence and prevalence. Later, Keiding (2006) discussed the estimation of a
survival function from a cross-sectional sample when the sample is regarded as heavily
right-censored for death events and is left-truncated, since it includes only living in-
dividuals. The basic assumption is that of a ‘stationary population’, a concept which
was developed long ago in demography (Keiding, 2013). In a stationary population,
the life histories of individuals and the population structure coincide (Preston, 1982;
Preston et al., 2001).
Building upon this methodology, Mandel and Fluss (2009) extended the approach
to nonparametric estimation of the probability of illness in the illness-death model,
in which the individual’s chances of dying are independent of the state occupied. The
next step of extending the approach to competing causes of death was made in Man-
del (2010b). A cross-sectional sampling is considered as an independent competing
risks illness-death process in which data are subject to length bias and censoring.
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The author oﬀered estimators for the joint probability of states distribution and the
cumulative incidence function.
Davis et al. (2001), and later Heathcote and Puza (2005), estimated health ex-
pectancies from cross-sectional data. The authors used cross-sectional information to
reconstruct relevant parts of an underlying longitudinal process. The method is based
on a logistic parametrisation of age-varying state probabilities.
The general lack of information in cross-sections on lagged dependent and inde-
pendent variables, and the resulting inability to observe the co-variances that change
over time, make the identiﬁcation and the estimation of dynamic models especially
diﬃcult. Moreover, as estimating particular transition rates from cross-sectional data
implies obtaining information from nowhere, it is thought to be impossible, unless
strong assumptions are made (e.g., stationarity). Indeed, scholars have often argued
that panel data are absolutely necessary for studying individual-level changes (Kish,
1987). However, some researchers have rejected this claim, and have asserted that
data from successive, separately drawn cross-sectional samples can be used to validly
estimate dynamic characteristics such as transition probabilities (Moﬃtt, 1993; Pelzer
et al., 2005).
Repeated cross-sectional (RCS) data contain information from independently
drawn sets of cross-sections of a population at two or more points in time. The
approach for obtaining the multistate model parameters from RCS was introduced
by Moﬃtt (1993). The study demonstrated the identiﬁcation and the estimation of
a dynamic model based on discrete and dependent variables from RCS data. The
model was parameterised in terms of transition probabilities. In our study, the cross-
sectional samples collected at each time point are identical in size. The samples are
also closed with respect to in- and out-migration, and no births or deaths occur within
them. In this context, a Markov model is seen as being equivalent to a ﬁrst-order au-
toregressive model between binary outcome variables. The binary variable is deﬁned
as an indicator of whether a particular individual is in the state or out of the state.
Tuma et al. (1979) discussed the possibility of extracting the Markov model’s
parameters from diﬀerent data sources. She claimed that for M possible states, there
are only (M − 1) unique state probabilities, since M probabilities must sum to unity.
But, in general, there are M(M − 1) unique transition rates. Cross-sectional data
contain relevant information on the states which each member of a sample occupies
at a particular time t. Because M(M−1) > (M−1) for M > 1, it is immediately obvious
that cross-sectional analysis does not allow for all of the parameters of a model to be
identiﬁed unless we can specify (M−1)2 transition rates, either on theoretical grounds
or from prior knowledge.
Moﬃtt (1993) asserted that when all of the available cross-sections are handled
together in the model it is possible to identify the parameters for M = 2. The study
showed that, in all of the cases suggested, the dynamic models can be identiﬁed; and
that consistent estimating techniques can be derived from RCS data, when certain
restrictions are imposed. The author showed that identiﬁcation was possible when
restrictions are imposed regarding individual characteristics and the time variable,
but that the process has to be time-homogeneous and unit-homogeneous. A possible
extension of this approach is a linear probability model estimated through a linear
regression. This would, however, require more data, with more time points in the
RCS dataset.
94
Chapter 5. Repeated cross-sectional estimations
At ﬁrst glance, this approach appears to be similar to those that assume a sta-
tionary population: i.e., individuals have the same attributes and experience events
with calendar-time-homogeneous probabilities. But in a stationary population sys-
tem, all of the dynamics processes are constant over a long period of time, and thus
no changes in the population structure can be observed from year to year. Moﬃtt
(1993) does not demand this stationarity over years.
Moﬃtt’s approach was later employed by Pelzer et al. (2005). The authors im-
plemented a non-stationary heterogeneous Markov model for the analysis of binary
dependent variables in RCS surveys. They estimated the transition probabilities of
entry into and exit from a state in the model. One of their goals was to examine the
eﬀect of time-constant and time-varying covariates on the transition probabilities.
They also introduced an analytical gradient function of the log likelihood function
for the transition probabilities. By introducing weights, they relaxed the assumption
applied by Moﬃtt (1993) that the cross-sections at each time point have equal sample
sizes.
To apply the method, we must know the histories of the explanatory variables for
the individuals in the samples. Many individual variables can be back-casted with
considerable accuracy, and many aggregate indicators are also measurable in the past.
However, the histories of certain explanatory variables that are relevant to the process
are often unknown.
Later, Eisinga (2008) designed a software tool called CrossMark for estimating
the transition probabilities using data from repeated cross-sections. The estimation
procedure is based on the approach described by Pelzer et al. (2005). Given a binary
variable of being in or out of a state at time t, CrossMark estimates the eﬀects of
predictor variables on the probabilities of entry into and exit out of that state.
Moﬃtt’s approach was also applied to estimate transition probabilities in the
multistate models in the following studies. Felteau et al. (1997) dealt with labour
economics in dynamics terms. They used a Markovian model with three discrete states
to analyse the marriage and fertility decisions of Canadian women, and the model was
estimated using data from a cross-sectional survey. The model is progressive: i.e.,
each state can be entered and left only once, and an individual must go through all
of the states only in a strict order. The authors were interested in the probabilities
of moving from the ﬁrst state to the second, and from the second state to the third.
The conformation of the model is achieved by comparing the observed and estimated
state probabilities.
Mebane and Wand (1997) adopted Moﬃtt’s approach as a basis for creating ﬁnite-
state Markov chain models with more than two states. Their goal was to analyse the
dynamics of individual choice probabilities in two collections of rolling cross-sectional
survey data, which were designed to support investigations of what happens to voters’
information and preferences during political campaigns.
Similarly to Pelzer et al., Guillot and Yu (2009) proposed an intercensal method
for obtaining health expectancies from two cross-sectional surveys that involved deal-
ing with the transition probabilities directly. The method uses age-speciﬁc propor-
tions of ‘healthy’ individuals at two successive, independent cross-sectional health
surveys; and, together with information on general mortality, solves for the set of
transition probabilities equations that produce the observed sequence of individuals
in a ‘healthy’ state over age groups. Knowledge of these transition probabilities al-
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lows for the estimation of a full multistate life table and corresponding period health
expectancies (both conditional and unconditional). A classic multistate life table
construction technique is then used. The authors based their analysis on two panel
datasets: the Health and Retirement Survey (HRS) and the National Health Inter-
view Survey (NHIS). These datasets were handled as true panels and as cross-sections,
mainly in order to test how successive cross-sectional data can be used to estimate a
multistate system in the absence of direct information on actual transitions, and to
examine the method’s accuracy.
We can conclude that, in general, extracting multistate model parameters from
cross-sectional data is feasible. However, it has so far only been done in a model with
two states using transition probabilities (Moﬃtt, 1993; Pelzer et al., 2005; Eisinga,
2008), or in models with three and more states under a simple transitions scheme
(Mebane and Wand, 1997; Felteau et al., 1997). Moreover, the time dependences in
transition probabilities are introduced at a single cut point, leading to a step func-
tion (Mebane and Wand, 1997); or with the help of a simple parametric assumption
(Guillot and Yu, 2009).
In the following sections, we investigate three diﬀerent approaches outlined in the
literature. The ﬁrst approach is the ‘panellising’ of repeated cross-sectional data in
order to estimate the transition probabilities of the Markov multistate process (Pelzer
et al., 2005). The second approach is the B-spline approximation of the transition
rates used previously in the multistate models (Titman, 2011). Finally, we explore
an approach that is similar to Guillot and Yu (2009)’s approach, in which an external
source of information on mortality in the sample population is involved.
5.2 Methodological background
5.2.1 Two-state model
In the ﬁrst step of our analysis, we study the simplest two-state model with a time-
constant assumption made for the transition rates. An individual at any point of
time may be in one of two states (1 or 2), and can switch from one state to another
with constant transition rates: λ12 and λ21. The two-state model does not include
an absorbing state. The transitions between states are realisations of the stochastic
Markov process.
We base our analysis on the method described by Moﬃtt (1993), who relied on
time- and unit-homogeneous assumptions, and started with transition probabilities.
We introduce transition rates as parameters in the model instead of transition proba-
bilities. Furthermore, we implement an algorithm for obtaining an analytical gradient
of the log-likelihood function with respect to these new parameters. Among other op-
erations, the algorithm allows for the calculation of derivatives of a matrix exponential.
The analytical gradient function makes the likelihood maximisation procedure faster,
more stable, and more reliable.
In the simplest model, we have M = 2 states and two possible transitions between
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where λ12 and λ21 are the transition rates to and from state 2, and they are time-
and unit- homogeneous. The probability matrix is obtained as an exponential of the
transition rates matrix: P(τ − 1, τ) = exp{h · Λ}, where h is a time diﬀerence between
cross-sections gathered at time τ−1 and τ. τ is the calendar time when a cross-section
is collected. The time axis along which the parameters of interest – namely, the
transition rates – are changing is denoted by t. As before, we assume that time t is
age of individuals in a sample. As in this section we are discussing the situation of
age-invariant transition rates, variable t may be omitted.
Each individual is observed in one particular state at each observational time.
The dependent variable yτ equals one if an individual is in state one at time τ, and
equals two otherwise. We focus on state 2, and denote ‘entry’, or entry into state 2;
and ‘exit’, or exit from state 2.
We deﬁne pτ = Prob(yτ = 2) as the marginal state probability to be in state 2 at
time τ. Because the system is close and no migration ﬂows are allowed, the probability
of being in state 1 is Prob(yτ = 1) = 1 − Prob(yτ = 2) = 1 − pτ .
We denote the transition probabilities between the state occupied at time τ − 1
and the state occupied at time τ as μτ = Prob(yτ = 2|yτ−1 = 1). It is the conditional
probability of a unit to be in state 2 at time τ if this unit was in state 1 at time τ−1 (an
‘entry’ transition). The conditional probability to be in state 1 at time τ, if a unit was
in state 2 at time τ − 1 (an ‘exit’ transition) is deﬁned as ντ = Prob(yτ = 1|yτ−1 = 2).
We can derive the transition probabilities matrix from the transition rates matrix:








From the cross-sections we can extract only the marginal probabilities of being in
a state. However, the marginal probabilities can be expressed through the transition
probabilities if we deal with several cross-sections at once. The expression of the state
probability can be written as:
pτ = μτ(1 − pτ−1) + (1 − ντ)pτ−1 =
= μτ − μτpτ−1 + (1 − ντ)pτ−1 =
= μτ + (1 − ντ − μτ)pτ−1 =
= μτ + ητpτ−1;
pτ = μτ + ητ(μτ−1 + ητ−1pτ−2) =
= μτ + μτ−1ητ + pτ−2ητητ−1.
(5.3)
After repeating this iterative substitution several times we can get the expression for










where ητ = 1 − μτ − ντ . It is worth noting that ντ and μτ for τ ∈ {τ1, .., τN } all are








I(yτ = 2)) log(pτ) + (
∑
indivτ
I(yτ = 1)) log(1 − pτ)], (5.5)
97
Chapter 5. Repeated cross-sectional estimations
where I(yτ = 2) is an indicator that an individual is observed in state 2 at time τ and
summed over all individuals in the cross-sectional sample at time τ; N is the number




, and nτ is the number of individuals
observed at τ. We correct the likelihood function by using weights to equalize the
eﬀect of the sample sizes in diﬀerent cross-sections. That correction allows comparing
results with CrossMark output.
In the maximization procedure, we use the derivatives of the log-likelihood func-
tion with respect to the parameters, transition rates λij from state i to state j. In our
case, i, j ∈ {1,2}.
The gradient of the likelihood function of the two-state model (the weights are


















where λij is the transition intensity from state i to state j, i, j ∈ {1,2}. The parameters
of interest, the transition rates, enter the log likelihood function through the marginal
probability pτ in Equation (5.4). Then, a partial derivative of the state probability





























































demand taking derivatives from an exponential ma-
trix with respect to matrix elements. This is not a trivial task and may be solved
numerically (Najfeld and Havel, 1995).








τ exp{(τ − ι)Λ} · V · exp{(ι)Λ}dι, (5.8)
where V is the direction of the ﬁrst derivative DV (τ,Λ). If we want to take a derivative
with respect to (ij)th element of matrix Λ, then the direction V is the elementary
matrix M ×M size, where M the number of rows in square matrix Λ, with one in the
(ij)th position and zeros elsewhere. However, in our application matrix Λ has a special
form: the oﬀ-diagonal elements are inserted in diagonal elements as a negative sum
by rows of all oﬀ-diagonal elements across all columns (Equation 5.1). It leads to
the form of the direction Vij such as the (ij)
th element contains 1, the (ii)-th element
contains −1 and all other elements equal zero.
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We can substitute the matrix exponential with the Taylor approximation (Equa-
tion 5.9) in the derivative expression Equation 5.8, and then instead of calculating
DV (τ,Λ) we have to ﬁnd DV (Λ





V · Λp−1. The usual commutator between matrices V and Λ is [V,Λ] = (VΛ − ΛV ) = 0
in our case due to speciﬁc diagonal elements, so we cannot simplify the expression for
DV (Λ









Λk−ρ · V · Λρ−1. (5.10)
This expression ﬁts matrices of all sizes, and later we can use it for the three-state
Markov model.
5.2.2 Three-state model
The multistate models, which include death events in the analysis, are much more
realistic in the demographic applications. These models allow us to obtain cumulative
demographic values like the total life expectancy and state-speciﬁc life expectancies.
The standard illness-death model proposes that the state space contains three
states M = 3 and describes four possible transitions between them. The transition
rates matrix Λ has the following form:
Λ =
⎛⎜⎝ −(λ12 + λ13) λ12 λ13λ21 −(λ21 + λ23) λ23
0 0 0
⎞⎟⎠ , (5.11)
where transition rates λ13 and λ23 express the transitions from transient states 1 and
2 to absorbing state 3. The transition probability matrix can be found by taking
exponential of Λ.
We will make the following notation:
μτ = Prob(yτ = 2|yτ−1 = 1),
ντ = Prob(yτ = 1|yτ−1 = 2),
d1τ = Prob(yτ = 3|yτ−1 = 1),
d2τ = Prob(yτ = 3|yτ−1 = 2).
(5.12)
The probability matrix will be:
P(τ − 1, τ) = exp(h · Λ) =
⎛⎜⎝ 1 − (μτ + d
1
τ ) μτ d
1
τ
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For simplicity, let us focus our attention on only two adjusted cross-sectional
waves in the following deﬁnitions. At the ﬁrst wave τ − 1, the probability of ﬁnding
an individual in state 2 equals P(yτ−1 = 2) = pτ−1 and the probability to ﬁnding
an individual in state 1 is P(yτ−1 = 1) = 1 − P(yτ−1 = 2) = (1 − pτ−1). At the next
observation time τ, the probability of ﬁnding an individual in state 2, P(yτ = 2) = pτ ,
can be derived as:
pτ = (1 − pτ−1) · μτ + pτ−1 · (1 − ντ − d
2
τ ) =
= μτ + pτ−1 · (1 − μτ − ντ − d
2
τ ) =
= μτ + pτ−1 · ητ,
(5.14)
where ητ = 1 − ντ − μτ − d2τ .
Because of deaths, this new state probability pτ is unobservable. Only the state
probabilities in transient states 1 or 2 can be observed. The state probability pτ enters
in the set of three interdependent and competitive probabilities of being in transient
states P(yτ = 1) and pτ = P(yτ = 2), or of being in absorbing state pdτ = P(yτ = 3),
such that the sum over all of them is one and the probability of being in state 1 is
P(yτ = 1) = (1 − pτ − p
d
τ ). The probability of being in absorbing state 3 at time τ can
be obtained as:
pdτ = (1 − pτ−1) · d
1
τ + pτ−1 · d
2
τ =






However, at time τ only individuals, who are still alive and have survived since
the previous observation, can be sampled. The observable probability is a conditional






, where P(alive) = 1 − pdτ and P(alive
⋂
yτ = 2) = pτ .
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In the three-state model, in which only two states are observable, the log-likelihood












I(yτ = 1)) log(1 − p
∗
τ). (5.17)
It is easy to show that in this case the derivatives of the log-likelihood function are
an analytical expression which includes all of the state and the transition probabili-
ties and the derivatives of the transition probabilities with respect to the transition
intensities; which can in turn be found – as in the previous example for the model
with two states – by employing the procedure of taking derivatives from a matrix
exponential function.
5.2.3 B-spline smoothed transition rates
As we discussed in Chapter 2, tthere are several ways to introduce a time (age in
our case) dependence into transition rate estimations. We can allow the transition
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rates to have a piecewise constant form over age categories, a parametric form, and a
nonparametric form. The piecewise constant approach leads to an arithmetic increase
in the number of parameters in the model to evaluate. In the cross-sections, this
means there is an increasing number of waves involved in the analysis which generally
diminishes the eﬀectiveness of the method. A parametric approach has strict rules
regarding the transition rates which may not reﬂect the real tendencies in the data. On
the other hand, the nonparametric approach allows us to avoid the shape assumption
about the transition rates. A mixed approach uses a few parameters associated with
the B-spline function. Employing the spline functions provides a needed degree of
smoothness, and shows the ﬂexibility in time dependency.
We relax the assumption of the age-homogeneity of the transition rates by em-
ploying quadratic B-splines. The approach is described in Chapter 4. Here we discuss
several speciﬁc aspects that adjust the B-splines approach for the needs of the tran-
sition rate estimation procedure in repeated cross-sectional data.














where αij,1 = 1. Then, for each transition rate we have L parameters to ﬁnd out:
λ0
ij
, αij,2, · · · , αij,L.
In the cross-section data, we can observe an individual only once, and we cannot
trace him back or forth in time. We therefore rely only on the state probabilities
of ﬁnding a person in a current state at some point of time. The transition rates,
which are the parameters of our interest, are engraved into the state probabilities
through the transition probabilities, which are in their turn derived from the transition
rates through the Kolmogorov diﬀerential equation (KDE). The backward path from
the transition rates to the likelihood function includes solving the KDE to get the
transition probabilities, and then aggregating the transition probabilities into the
state probabilities.
In our method, we solve diﬀerential equations numerically by employing the For-
tran routine available in R , as was done in Titman (2011) and in Chapter 4. The
analytical link between transition probabilities and state probabilities is presented in
Equation (5.2) for the two-state model, and in Equation (5.14) for the three-state
model.
When we refer to time dependence, we actually mean age as an internal time
t of the process of interest. Every individual in a sample is observed at some age.
Depending on the cross-sectional wave when the individual data were collected, we
cast this observation back to the beginning of the cross-sections. This means that for
every observation we have several time points: one real and several hypothetical. For
example, if an individual has age t in the cross-section τ, our data contain age tτ and
several backward time points t : tτ−1, tτ−2, . . . , t2, t1, each of them can be calculated
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in a recursive way as tτ−1 = tτ − hτ, . . . t1 = tτ −
∑τ
ι=2 hι, where hτ is a time length
between cross-sectional wave τ and cross-sectional wave (τ − 1). As far as age is easy
to reconstruct, for each individual we operate with several transition probabilities at
diﬀerent ages.
We introduce a gradient function in the maximisation procedure. The formulas
of the log-likelihood function in cross-sectional data estimations, where only state
probabilities are available, are given in Equation 5.5 (two-state model) and Equa-
tion 5.17 (three-state model). During the implementation of the method, we compare
the analytical gradient and numerical gradient to check that our analytical approach
is correct.
The method assumes that at every point of time (at every observed age), we have
the transition probability matrix P(τ − 1, τ) = P−1(0, τ − 1)P(0, τ) which is a matrix
product of two transition probabilities matrices at the beginning and at the end of the
time interval between two ‘virtual’ observations. Then, the matrix of the transition
probability derivatives can be obtained as:
∂P(τ − 1, τ)
∂λij





∂P(0, τ − 1)
∂λij
· P(τ − 1, τ)
)
. (5.20)
Partial derivatives of the probabilities matrices ∂P(0,τ)
∂λij
can be found as discussed
in Section 5.2.1, combined with a numerical solution of the KDE. In the two-state

















































The approach can be easily extended to the three-state model as well.
Before applying a time dependence of the transition rates, we check whether
the procedure, which involves the B-spline approximation, produces the same results
as the procedure for the constant transition rates. As we said before, if no knots
are given, the B-spline approximation is downgraded to a situation with constant
transition rates. The two ways of approaching the likelihood function are identical
in the idea and diﬀerent in realisation. We compare two outputs based on the same
simulated data and ﬁnd out whether the estimations converge.
5.2.4 Technical issues
There are three orders of the derivatives in the model to obtain the likelihood gradient
matrix. In the likelihood function, the state probability is used, while the parameter of
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interest is a transition rate matrix. The gradient function has to contain a derivative
of the likelihood function with respect to the true parameters. To construct the gra-
dient function we need to take the derivative of the likelihood function with respect
to the state probabilities, derivatives of the state probabilities with respect to the
transition probabilities, and derivatives of the transition probabilities with respect to
the transition intensities. Finally, if we parameterise the transition intensities them-
selves, or smooth them by spline functions, we have to obtain the derivatives of the
transition intensities with respect to the parameters of the model or the constructing
elements of the spline function.
Two non-trivial stages are involved in this procedure: we have to get the deriva-
tives of the transition rates with respect to the B-spline function, and then the deriva-
tives of the transition probabilities with respect to the transition rates. The ﬁrst
problem is easy to tackle since the B-spline deﬁnition is a linear expression of the
parameters and independent variables. The second problem refers to the transition
probabilities derived from the transition rates during the solution of the KDE. It is
done numerically by using the deSolve package when the transition rates are time-
dependent, and by direct analytical calculation of derivatives from the exponential
matrix when the transition rates are constant over time (time-invariant).
All of the analytical gradients are checked with a numerical gradient with the help
of numDeriv() that is, an R-function. The maximisation algorithms with the given
analytical gradient function generally perform faster, while the numerical gradient
demands more time and is less stable.
Another important issue is the choice of an optimisation tool for these kinds of
problems. During the simulation study, we tried out several R-functions: optim(),
optimx(), nlm(), Rcgmin(). The standard tool optimx() is a genetic opti-
misation function. The application is technically diﬃcult because it requires many
unnecessary restrictions on the likelihood function. The next function optim() al-
lows us to operate with Inf and NA output values of a function under the optimisation
procedure. However, as this tool consumes a lot of dynamic memory, a calculation can
be diﬃcult to perform on an average machine. Procedure nlm() conducts a nonlinear
maximisation with help of a gradient function (analytical or numerical) and performs
quickly and eﬃciently for the simple examples with constant transition rates, but fails
to deal with long optimised vectors in the more complex models.
The ﬁnal choice is the Rcgmin() function, which oﬀers a nonlinear conjugate
gradient method as an optimisation algorithm. This function is easy to handle and
appropriate for the problem, and it often was able to ﬁnish the optimisation when
other algorithms have failed.
We also looked at whether evolutionary algorithms could tackle this problem.
Evolutionary algorithms were established to search for optimum values heuristically
over a deﬁnition domain that mimics the process of natural evolution. Among all
types of evolutionary algorithms, the Particle Swarm Optimisation (PSO) was chosen
to probe (the choice was made based on Elbeltagi et al. (2005)’s ﬁndings), and it
appears to perform well over the entire area of the parameters’ deﬁnition intervals. In
the realisation, R-library hydroPSO is used. However, as this procedure takes a huge
amount of time, it is not considered a viable option. The calculation of the likelihood
function includes some modules in C for faster matrix multiplication and inversion.
The examples of the C-code are given in Appendix A.
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5.3 Simulation study
As in the previous chapter devoted to panel data analysis, we decided to use the
microsimulation approach to evaluate the method accuracy and capability in the
repeated cross-sections. We simulate individual life trajectories with the help of the
microsimulation tool MicMacCore (Zinn et al., 2009) using diﬀerent transition rates
scenarios and diﬀerent models. The individual homogeneity is assumed by default.
All of the generated individuals in the analysis are independent and identical. Age is
the time variable.
We start from the simplest two-state model, in which the transition rates remain
constant over age. We called the states ‘state 1’ and ‘state 2’ in order to avoid any
associations with real processes, and to focus our attention on the model structure
only. For this model, the simulated population is considered to be closed to in- and
out- migration, and to have no births and deaths.
We then relax the assumption that transition rates remain constant over age. We
employ the B-splines approximation to describe the age proﬁle of transition rates. We
later increase the complexity of the model and introduce an absorbing state, which
we call ‘state 3’. In this three-state model we repeat the analysis for constant and
time-varying (varying over age) transition rates scenarios.
The simulation covers a years range 2010 − 2050 for the two-state model and
2010 − 2110 for the three-state model.
In diﬀerent scenarios, the distribution of the states in the initial population varies
in the starting year. Individuals in the initial population are assumed to be in only
one transient state, such as only in state 1 or only in state 2, or in both states in
equal proportions. When constant transition rates are assumed, all of the individuals
start at age zero in state 1, while when age-dependent transition rates are used, the
age structure of the initial population is varied. We employ one set of scenarios in
which the age structure is uniform, and another set of scenarios in which a real age
distribution is used: the age pyramid of the population in 2010 in Belgium (EURO-
STAT). To avoid spare age categories over the simulation due to the ageing process,
in some simulation scenarios we add an inﬂow of newcomers as a constant number
of new individuals at age zero in every year. These newcomers are either new-borns
or immigrants. This approach allows us to maintain an appropriate number of indi-
viduals in each age group over the simulation, and to avoid having some age groups
become empty. The newcomers are starting in the same state the main cohort started
in. For example, if in the initial population all of the individuals are in state 2, then
all of the immigrants later enter the simulation in state 2 as well. In the simulation
with an initial population of one million, the number of immigrants per year is 2,000.
In the simulation study with age-dependent transition rates and an absorbing state,
individuals younger than age four are excluded from the sample in order to avoid hav-
ing a high peak in child mortality, and to make the estimation simpler. One million
trajectories are simulated.
We then randomly take samples of individuals in a manner of a repeated cross-
sections scheme. The cross-section waves are evenly spaced in time and contain equal
or close to equal numbers of observations. In the examples with age-independent tran-
sition rates each cross-section includes 10,000 observations for the simplest models
and fewer for more complex ones. In the examples with age-dependent transition rates
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the total number of observations in the sample that contains several cross-sections are
8,000 or 10,000 over all waves. The step between cross-sections is taken equal to one,
two, and three years. The number of waves is also varied.
After the implementation of the method, we analyse the datasets provided in the
CrossMark software (Eisinga, 2008) to ensure that our procedure is equivalent to the
one presented in the literature. All our checks show that the CrossMark software and




First, we estimate the transition rates in cross-sectional samples drawn from the pop-
ulation simulated according to the model with the constant transition rates scenario.
The parameters are estimated from datasets taken under several sampling schemes in
which there are variations in the length of intervals between cross-sections (a step),
the number of cross-sections, and the starting years. The analysis is being conducted
to help us better understand the applicability of the original method, and to deter-
mine its restrictions using a wide range of examples. This work has not been done by
the original authors of the method.
In the simulation example, when all of the individuals come from one homogeneous
population, we have only a few points for estimating parameters after aggregation.
The paucity of data points – i.e., having a small number of repeated cross-sections –
leads to results that are greatly aﬀected by random sample ﬂuctuations. By itself, the
ML estimation, which is used in the method, is not inﬂuenced by the sample error: it
is consistent, asymptotically normal, and eﬃcient (Basawa et al., 1976), but only for
quite large data samples. In our case, the number of points at which the estimation
is made equals the number of cross-sections.
A bootstrapping technique can be very helpful in this case (Efron, 1979). The
bootstrapping procedure includes the re-sampling of each cross-sectional dataset. The
number of observations in each bootstrapping re-sample equals the number in the
original cross-sectional sample (10,000 in our example). The summary statistics of
MLE based on re-sampled bootstrapping data allows us to draw an inference about
parameters: the mean and the median of MLEs obtained in the bootstrapping samples
tend to coincide with the true values of the parameters, and the empirical density
function of residuals (the diﬀerence between the estimates and the true values) has a
bell shape of the normal distribution.
The two-state model is a closed dynamic system without in- or out-ﬂows. In
this position, opposing processes are balanced and no changes in the structure of
the population occur. The state of the system is called ‘dynamic equilibrium’ in
econometrics, or a ‘stable population’ and a ‘stationary population’ in demography.
As an indicator of the system reaching a dynamic equilibrium, the changes in the
state probabilities between repeated cross-sections are chosen. If the slope in the state
probabilities becomes zero, the state probabilities do not change from year to year
and the system has reached the stable condition. Practically, this means that near
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the dynamic equilibrium few or no changes are detectable in the population structure
over time. In our model, we see how the slope magnitude – i.e., the magnitude of
change – is declining with the number of years since the simulation started, and use
this slope as an indicator of closeness to a stationary state of the system. Estimations
made by the method get worse when cross-sections are taken from a population that
is close to the dynamic equilibrium; or is, in other words, far from the simulation
starting year.
The dynamic equilibrium concept in econometrics is similar to the stable or sta-
tionary population model in demography. The stationary population is a dynamic
system in which the age-speciﬁc fertility rates and mortality rates are constant, the
number of births is equal to the number of deaths, and the net migration rates is
assumed to be zero at all ages (Preston, 1982). The proportion of people in any par-
ticular age becomes constant over time, and the survival function of the individuals
is proportional to the density function of the age distribution of the living (Keiding,
2013).
After reaching the stationary population state, the individuals in the population
continue to move between states. That is, the model implies stable conditions on the
aggregate level; it neither assumes nor implies stability at the individual level.
The results of the analysis are as follows. First, we found out that the accuracy
of the method for estimating transition probabilities in a two-state model improves
with increasing number of waves. The improvement is reﬂected in smaller diﬀerences
between estimates and original parameters and a declining variance of estimates.
Second, we showed that the length of the interval between two cross-sections plays
an unimportant role. Our results indicated that the estimates are more accurate
when the observations cover longer periods, even if fewer data points are used. In
other words, it is better to have a longer observational period with relatively few
data points than a short period with a large number of samples. We can interpret
this ﬁnding as an indication that the method requires changes in the structure of the
population to work. Thus, it appears that the performance of the method depends on
how intensively the structure changes over years, and that the method stops working
near the point of dynamic equilibrium.
Figure 5.1 shows the results of the analysis for the simulated data in a case in which
an interval between cross-sections equals one year. At the top left, the box plots are
presented. They summarise the relative diﬀerence between original transition rates
values and estimates with respect to the number of cross-sectional waves used in the
analysis. We can see that as the number of waves increases, the accuracy of the
estimation improves: the variance is declining, and the median values tend towards a
zero level.
At the top right of Figure 5.1, there are the box plots which depict the relative
diﬀerence with respect to how many years are skipped from the beginning of the
microsimulation until the ﬁrst year of data collection. It is clear from the ﬁgure that
the later we start collecting RCS, the worse the results. In our microsimulation trials,
the population, which is unstable at the beginning, always comes to the equilibrium.
Thus, we can assert that the estimates for the stable population are of poor quality.
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years since simulation starting
Figure 5.1: The box plots of the relative difference between original transition rates and the
estimates for two-states model with constant transition rates in respect of number of waves
used in the analysis (on the left) and the number of years skipped from the beginning of the
microsimulation (on the right). The grey dashed line indicates zero level in difference.
Time-varying transition rates
The next step of our analysis involves the introduction of time-varying parameters
into the two-state model and an evaluation of the method eﬃciency in such a model.
In the scenarios in which the transition rates are time-varying, estimation is based on
the B-splines approximation.
In the model with only two states, the state space does not include an absorbing
state. The simulated individuals who reach age 101 are simply removed from the
population. Making the simulation study more realistic, we include in some scenarios
an outﬂow from the generated population while assuming age-dependent intensities.
We can regard this outﬂow as a transition to an absorbing state. However, the
transition rates here do not depend on the state occupied before death. The simulated
individuals in state 1 or in state 2 of the same age have the same risk of leaving the
population. Moreover, even if the absorbing state exists in the simulated population,
the two-state model is used in the estimation procedure under the assumption that
the emigration process (or mortality) does not modify and is not inﬂuenced by the
stochastic processes under study. To balance the number of individuals in all age
groups, some scenarios also include immigrants.
In age-dependent cases, we use several transition rates scenarios in our microsim-
ulations: ‘high’, ‘low’, ‘reverse’, and ‘quadratic’ rates. The ‘high’ and ‘low’ rates
diﬀer by absolute values. We assume that the transition rate from state 1 to state
2 increases linearly over age, and that the backward transition rate from state 2 to
state 1 declines. For the ‘low’ rates, the maximal value is 0.2; while for the ‘high’
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rates, the maximal value is 0.6. The ‘reverse’ rates diﬀer by absolute values, and the
transition rate from state 2 to state 1 also increases with age. In the ‘quadratic’ rates,
the transition rate from state 2 to state 1 takes the form of a quadratic curve, with
a maximum at the middle of the age range.
The attrition in the samples is added to the simulation in an attempt to make
the examples more realistic. The immigration (which can be regarded here as a ﬂow
of birth) compensates for the losses in the population. Diﬀerent starting states and
transition rate proﬁles are used to determine whether the method works equally well
in several diﬀerent scenarios.
For comparing the original time-varying transition rates and the B-spline approxi-
mations which were obtained in the estimation procedure, we use a sum of the squared
errors, or the diﬀerence between the parameter and its estimation, at ﬁxed 100 points
of age from 1 to 100. The minimal sum is regarded as a best approximation.
We also take into account the stability and the accuracy of the results in several
repetitions of the estimation procedure, and the degree to which they are independent
of the initial values in an optimiser. The best results should be reproducible in
several runs of the maximisation R-functions with the same and with diﬀerent initial
conditions.
We conducted a series of the microsimulation runs in which we varied the starting
state distribution in the initial population: in some of the scenarios the individuals
were only in state 1 or only in state 2 in the starting year, while in other scenarios they
were equally distributed between two states. We then sampled the repeated cross-
sections from the simulated life histories by changing the sample size, the number of
waves, and the length of an interval between observations.
The estimation procedure was found to return stable and accurate results when
the minimum number of cross-sections in a row was six waves collected every two
years. For a reliable estimation, the minimum number of individuals needed in all of
the cross-sections was 8000.
The results are more accurate if the microsimulation includes an immigration
ﬂow. Without newcomers, the younger age categories become unoccupied in later
cross-sectional samples, as the individuals in the initial population grow older. Having
sparse data points in some parts of the time axis leads to greater variability in the
estimates, and the method starts to perform poorly. We assume that the estimation
is more likely to be aﬀected by data exhaustion than by the inclusion of newcomers.
The general results are summarised in the following statements. First, as in the
constant transition rates example, the accuracy of the method improves as the number
of observations increases. Second, the estimates have more variability (i.e., there are
more diﬀerences between the samples) if all of the individuals are in state 2 in the
ﬁrst year of the simulation, and if the transition rate from state 2 to state 1 increases
over time. We assume this is because the dynamics of the population structure are
less pronounced and less rapid when all of the individuals start the simulation in state
2 rather than in state 1, and the transitions from state 2 to state 1 are decreasing.
When the age-varying outﬂow is included in the model, the estimates have a
higher degree of variability at older ages due to the lower number of observations at
older age. Nevertheless, the underlying mortality does not alter the result when the
estimate is independent of the stochastic process of interest. In the closed system with
no new members, the method tends to overestimate transition rates because there are
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no individuals in the younger age groups. Introducing immigrants into the simulation
eliminates this bias.
We therefore conclude that the method works in the two-state model with age-
varying transition rates, and that the estimated curves reproduce the original tran-
sition rates, their proﬁles, and their absolute values. However, the performance and
the accuracy of estimates are sensitive to dynamic changes in the marginal population
structure.
5.4.2 Three-state model
There are two examples in the literature in which Moﬃtt’s approach has been used for
a model with more than two states (Felteau et al., 1997; Mebane and Wand, 1997).
But in our model, transition rates are prime entities of interest. As the examples
in the literature were based on transition probabilities, our model has much more
complexity.
Seeking to deﬁne an absorbing state raises complex questions. If in an application
a ‘dead’ state is an absorbing state, the individuals who died are undetectable in a
cross-sectional sample. Thus, the sample is heavily left-truncated, since each time we
chose only from the people who were alive at the observation. The ‘dead’ state is
then left empty.
In an application in which an absorbing state is unconcealed (for example, a
terminal health condition in clinical surveys; retirement in labour market studies;
menopause in fertility research), individuals in the absorbing state are visible over
time and can enter the sample. However, when individuals in the ﬁnal state left
the observable population, it is an impossible task to recover the information from
data which do not contain it. In survival analyses, several authors have discussed
the problem of recovering mortality rates from a cross-sectional sample of survivors
(Keiding, 2006). Here we are dealing with a diﬀerent task.
Time-constant transition rates
We begin by checking whether the method works in the model with three states when
the transition rates are constant. But unlike in the two-state model, in the three-state
model an dynamic equilibrium condition can be reached only for survivors while an
equilibrium condition is unreachable when a proportion of people in an absorbing
state is taken into account too. If an absorbing state is introduced into the model and
no new individuals come into the system during the simulation, all of the individuals
will move to the absorbing state while the time is running.
We ﬁnd that if we do not include any additional information about mortality in
the estimation procedure, the results heavily depend on the initial values, and are
thus given to an optimiser (Figure 5.2). Here the absorbing state is allowed in the
model, but is not presented in the data. This means that there is no direct sources of
information to determine a ﬂow into the absorbing state. Thus, the mortality rates
cannot be estimated from the data, and sorting out their values does not improve
how the model ﬁts the data.
When mortality rates or number of deaths are known, the results are reliable
and accurate, because the optimisation algorithm searches among the values that are
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Figure 5.2: The box plots of the relative difference between original transition rates and the
estimates for three-states model with constant transition rates in respect of optimazer’s initial
values. The grey dashed line indicates zero level in difference.
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ﬁtted to the data and are in balance with the ‘true’ unchangeable parameters.
We can therefore conclude that the method for estimating transition rates from
repeated cross-sections works only when the number of deaths or the mortality rates
are known. As in the previous cases, we found that the accuracy of the method
depends on the number of cross-sections. If more waves are covered, the estimates
are closer to the original parameters. However, the results have more variability than
in the two-state model with the constant transition rates.
Time-varying transition rates
In this section we brieﬂy discuss the estimation results from the simulation study
involving age-dependent transition rates in the three-state model. Several model
structures are studied. The models diﬀer in terms of their complexity and the number
of unknown parameters. The diagrams of models are presented in Figure 5.3. Model
1 is the simplest progressive model in which only two transitions are allowed: the
transition between state 1 and state 2 and the transition between state 2 and state
3. Here, state 3 is an absorbing state and no exit from this state is allowed. In model
2, the backward transition between two transient states, from state 2 to state 1, is
added. In model 3, the transitions between transient states are irreversible, but an
individual can move to the absorbing state from states 1 and 2. In models 2 and
3, three kinds of transition rates have to be estimated. In model 4, all of the four




















Figure 5.3: On the top: Model 1 (at the left) and Model 3 (at the right); on the bottom: Model
2 (at the left) and Model 4 (at the right).
To make the task in the simulation study solvable, we assume that mortality rates
are available. We then present two main approaches for including external information
– in this case, the mortality data – in the analysis.
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In the ﬁrst approach, we assume that in the general population from which we
draw our sample at the ﬁrst cross-sectional wave, all of the individuals are alive. This
general population later undergoes a change due to an inner dynamic process, and
some of the individuals enter the absorbing state. In each of the following observations,
the number of people in the absorbing state increases according to the mortality
process. Thus, the percentage of individuals who are still alive must be declining in
this hypothetical general population. If all of the cross-sectional samples are equal in
size and consist of living individuals, while the relative ratio of this group in the total
population of the living and the dead is declining, the theoretical samples included in
the absorbing state have to be larger each time.
To balance the sample sizes in the estimation and to prevent certain cross-sectional
waves from becoming disproportionately large, we normalise the number of observa-
tions by sample sizes to obtain the number of individuals who are dead for each year
and each age in the sample, conditional on the ﬁrst year in the cross-sectional series,
when we assume that the absorbing state is empty.
In the second approach, we smooth the state-speciﬁc mortality rates from the
available external data source (e.g., the Human Mortality Database, HMD) by using
B-splines under the least-square optimisation criterion, and then insert these param-
eters into the maximisation procedure as given invariant constants. If we have the
total mortality rate but not the age-speciﬁc mortality rates, we also have to make an
assumption about the age proﬁle of mortality and the mortality diﬀerences between
states. For example, we can make them equal to each other or have them diﬀer by
a constant multiplication coeﬃcient; or we can assume that this diﬀerence may be
age-dependent as well (as was done in the paper Guillot and Yu (2009)). The optimi-
sation algorithm in this case searches for a solution only for transition rates between
transient states.
In the analysis, several transition rate scenarios are used. Some of the scenarios
assume that the transition rates between the transient states 1 and 2 are monoton-
ically declining or are increasing with age. Other scenarios deal with the transition
rates in the form of a convex curve with a maximum at diﬀerent locations. The curva-
tures are skewed to the left, to the right, or to a place in the middle of the age range.
The goal of running these scenarios is to ﬁnd out whether the method is capable of
locating the time (or the age) at which a transition rate reaches a maximum value.
We are also interested in ﬁnding out whether the method produces the right inference
about parameter values and proﬁles in scenarios with diﬀerent rates.
The accuracy of the results is quantiﬁed through a sum of squared errors, or
the diﬀerence between an original parameter and its estimation at ﬁxed points. The
most accurate estimations produce the lowest sum of squared errors. We perform the
analysis for diﬀerent sample scenarios in which the size of the observed population,
the number of waves in repeated cross-sections, and the interval between observations
vary. The best results are included in the simulation experiment in which the total
number of individuals reaches 70,000 over a minimum of seven cross-sections; such
that the number of individuals in each cross-section is 10,000, and the interval between
two cross-sections equals one year. This sample size and cross-sectional intervals
ensure that the estimates are accurate and stable, and do not depend on the initial
conditions in the optimisation procedure. Here the ﬁrst cross-section is used to obtain
the initial states prevalence. While the initial population has a real age distribution,
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all of the individuals are in state 1 at the start of the simulation. During the estimation
procedure, individual ages are truncated to integer values to improve the eﬃciency
of the algorithm and to reduce computational demands. Using integer values reduces
the number of ages, and thus the number of Kolmogorov diﬀerential equations to be
solved.
The estimation results may be summarised as follows. The number of transitions
to the absorbing state (one or both of them) does not inﬂuence the accuracy of
the estimates if these transition rates are given. In the models without a backward
transition between the transient states (models 1 and 3), the results are accurate and
show no tendencies towards under- or overestimations. The evaluated curves match
the original transition rates in terms of their absolute values and their proﬁles.
When the backward transition is added (models 2 and 4), the method produces
biases in the estimates. There are overestimations in the regions in which one or both
of the forward or reverse transition rates have values close to zero. This means that
as practically no events happen in these regions, no changes in the overall marginal
structure occur. However, the estimation procedure returns values that are higher
than zero and balanced with each other to compensate for the lack of changes. That
is why the biases are symmetrical for the forward and the backward transitions, and
appear at the beginning or at the end of the age span, not over the whole time axis.
The biases fade if the period covered by cross-sections is enlarged, with or without an
increase in the number of cross-sectional samples.
An example of how the method returns age-dependent transition rate estimates
is presented in Figure 5.4. The estimates from model 3 are shown at the top, while
the estimates from model 4 are displayed at the bottom. Here the mortality rates
are given to the algorithm, and only the transition rates between living states are
estimated. The second model estimates have a higher degree of variability. The
outliers at the right end of the age range for the transition from state 1 to state 2 in
model 4 can be regarded as an artefact.
On the other hand, the method is capable of capturing the maximum point in the
convex transition rates: the estimated maximum is detected at the right location in
all of the examples, while the absolute values are not always returned (see Figure5.4).
In other words, the method is able to determine the age at which the transition rates
reach their maximum point. However, the accuracy in an estimation of this maximum
point is low, and the maximum level tends to be underestimated.
5.5 Discussion
In this section, we will outline the most important ﬁndings presented in the chapter.
The method of the multistate model parameters estimation in a series of repeated
cross-sections (RCS) can be regarded as a promising tool for the analysis of the
Markovian multistate models. We have shown that an estimation of the transition
rates, rather than of just the transition probabilities, is achievable using this approach.
We have also demonstrated that the method is capable of generating appropriate
results in larger state spaces, with three states instead of two, and with the time-
varying of the parameters approximated by the B-splines.
In the model without the absorbing state, we found that the method stops working
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Figure 5.4: The age-dependent transition rates estimates for model 3 (at the top) and model
4 (at the bottom). Grey lines indicates the approximation from one trial, black dashed lines
indicate the original transition rates.
114
Chapter 5. Repeated cross-sectional estimations
when the stable marginal state distribution has been reached. Thus, the accuracy
of the method depends on the detectability of changes in the population structure
over cross-sections. More active and profound changes provide more opportunities to
detect the underlying multistate dynamics.
The inclusion of an absorbing state in the model for estimating transition rates
from cross-sections or introducing of time-dependence increase the chafes in the pop-
ulation structure between the cross-sections. This helps us avoid the problems cre-
ated by a stationary population. In the model with time-varying transition rates,
this dynamic equilibrium may not be reached, and the analytical expression of the
equilibrium probabilities cannot be derived. The assumptions of stationarity and ho-
mogeneity are not always plausible. The method does not work when the distribution
of the population by state does not change, or when the changes are small.
The model with the absorbing states is tractable in two cases only. First, it is
possible to obtain the transition rates between transient states if mortality rates (or
rates to the absorbing state) do not have an eﬀect on the stochastic process of interest.
In such a situation, we can reduce the number of states and transitions in the model
by excluding the absorbing state from the analysis, while the entry into the absorbing
state does not depend on the state of origin.
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Application to panel data
In Chapter 4, two methods for ﬁtting multistate models when the data are observed
in a panel study were found to be appropriate: the MLE worked for piecewise con-
stant transition rates and for the rates modelled by B-spline. Both methods showed
unbiased results in the simulation study, despite the diﬀerent types of estimates they
produce: the ﬁrst method gives discrete estimates, while the second provides smooth
transition rate estimates.
In this chapter, we will show how these two chosen approaches can be employed
in multistate analyses using real data. We apply the methods to the problem of eval-
uating disability dynamics at older ages. This task can be accomplished using simpler
instruments. For example, a parametric Gompertz model could be used to describe
both disability and mortality processes. However, our goal here is to demonstrate the
capacities of these ﬂexible methods, as they may be useful in applications in which
less is known about the process. We also want to compare the pros and cons of
discretisation and smoothing.
6.1 Introduction
While it is clear that people are now living longer than they were in the past, the
question of how well people live in their ﬁnal years remains open. ‘Living well’ is
usually deﬁned as the number of years people remain active and in full health – i.e.,
their disability-free life expectancy. A number of studies have reported that disability-
free life expectancy is increasing as a fraction of total life expectancy. For example,
Robine and Michel (2004) found that improvements in disability-free life expectancy
have outpaced improvements in life expectancy. Lubitz (2005) presented data which
suggested that there has been a relative compression of disability; albeit a small
one. Other studies have reported an absolute increase in disability, including Mathers
(1996) and Zimmer et al. (2002). Thus, the question of whether current trends in
health expectancy are leading to an expansion or a contraction of morbidity in later
life has yet to be resolved.
Studies that examine the precise dynamics of the disability and ageing may pro-
vide richer and more reliable evidence on the trends in health status that have led
to changes in morbidity. Moreover, if explanatory variables are included in the mod-
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els, these studies can generate rich results that can help us better understand the
complexity of the processes of interest. The methodology discussed in the previous
chapters allows us to estimate the transition intensities for moves between health and
disability states, and to draw inferences about population trends.
In our application we focus on disability dynamics at old ages. We use a three-
state disability model: ‘healthy’, ‘disabled’, and ‘dead’. The diagram of the model is
presented in Figure 6.1 The model allows for a recovery from the ‘disabled’ state and a
return to the ‘healthy’ state. After examining the data we describe in Section 6.2 and
employ in our analysis, we found a signiﬁcant number of recoveries after a period of
disability (see Table 6.4 in Section 6.6.1). We also note that in other population-based
prospective studies a considerable proportion of disabled elderly persons reported






Figure 6.1: The three-state disability model with recovery.
Gender diﬀerences in disability are also worth exploring. Previous work in this
ﬁeld (Leveille et al., 2000) has shown that health changes and mortality vary with
age and diﬀer between men and women. Some studies have found that women have
higher survival rates, but also report higher rates of disability (Gjonça et al., 1999;
Arber, 1997). In our application, we assume that transition rates vary with age, and
that they are estimated separately for both sexes.
We are interested not only in the development of disability, but also in the risk
factors and lifestyle traits that can change and shape disability and health dynamics.
To demonstrate how covariates are incorporated in the analysis, we consider edu-
cational attainment. A detailed description of the measurements and the extended
model can be found in Section 6.4.
In Section 6.2 the data are discussed. In Section 6.3 we provide a description of
the disability measurement. In Section 6.4 the covariate of educational attainment is
examined. Some brief information on the methods used is provided in Section 6.5.
The results of the analysis are presented in Section 6.6 and are discussed in Section 6.7.
6.2 Data source
There are several large panel studies focusing on later life that include health-related
modules. For the application, we have chosen the Health and Retirement Study
(HRS), a longitudinal survey conducted in the USA.
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The HRS is a longitudinal panel study that surveys a representative sample
of more than 26,000 non-institutionalised Americans over the age of 50 every two
years. The HRS explores changes in labour force participation and health tran-
sitions that individuals undergo towards the end of their work lives, and in the
years that follow. The study has collected information about income, work, as-
sets, pension plans, health insurance, disability, physical health and functioning,
cognitive functioning, and health care expenditures. Since its launch in 1992, the
HRS survey has had 10 biannual waves. The datasets are publicly available on
http://hrsonline.isr.umich.edu/.
The Aging and Health Dynamics (AHEAD) study is a companion to the HRS.
The initial target population of AHEAD consisted of non-institutionalised people
aged 70 and older. The data were collected twice, in 1993 and in 1995. The HRS
and AHEAD were merged in 1998, and have since been combined. The consolidated
datasets are available in the RAND public versions of the HRS. It may be assumed
that any subsequent references to ‘HRS’ in this text are related to this data source.
The total number of unique individuals in the HRS dataset is 30,671 (13,315
men and 17,356 women). The survey follows all of the respondents over time, irre-
spective of whether they continued to live in the same community. The relatives of
the respondents who died between waves were also interviewed in the ‘exit interview’.
The exit interview contains information about the deceased respondents’ health and
health care expenditures prior to death. Another source of death dates is the HRS
tracker ﬁle, which contains months and years of cessations matched to the National
Death Index (NDI). This is the most reliable source of information about dates of
death. The HRS tracking studies have indicated a 98.8% validation of deaths, with
essentially zero false positives (Heeringa and Connor, 2011).
The age-at-death distribution is shown in Figure 6.2. The diagram includes only
individuals whose death dates were known precisely (year and month). The bars
represent the density distribution over a single year of age; the line is a computed
Gaussian kernel density estimate based on a three-year bandwidth. The histogram
reveals that the majority of deaths happened between ages 77 and 90.
















Figure 6.2: The age-at-death distribution in the HRS sample.
We chose not to include all of the individuals from the data source in the analysis.
Respondents are included in the working samples if they meet the following criteria:
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• The individual has to have taken part in at least two waves, or have at least
two records in the dataset, whereby the second observation may be the date of
death (93.5% of respondents have at least two data points in the data).
• The interview dates (at least its year) must be available.
• The individual must be aged 55 − 100.
• At least one of the observations must contain information about the individ-
ual’s health status (ﬁve ADL-related questions have to be answered; detailed
information about the disability measure can be found in Section 6.3).
• The individual may not be underweight or have a BMI measurement ≤ 18.5
kg/m2;
• The respondent must have sample weights = 0 (the zero weights are applied for
institutionalised individuals and spouses who are not eligible because of their
age).
The choice of the age range (55 − 100) is not related to the retirement age. In
all three of the data sources the respondents are aged 50 and above. Our lower limit
of 55 years was chosen to avoid distorted results, as there may not be a suﬃcient
number of observations in this younger age group. The upper limit of 100 years was
chosen due to the small number of respondents who live beyond this age.
Participants who move into nursing homes are excluded from the sample because
no weights are provided for them. We are aware that the proportion of disabled
people is higher in institutions that in ordinary households, and the exclusion of
institutionalised people may bias mortality estimates downwards.
The data which were prepared for the analysis consist of 10 waves of the HRS
(1992 − 2010) and two waves of the AHEAD study; and include 24,330 individuals
aged 55+, 10,783 of whom are men and 13,547 of whom are women. During the 20
years of follow-up, 41.7% (n = 4,494) of the men died and 35.9% (n = 4,862) of the
women died. The number of deaths and the death rates in the sample are given in
Table 6.1.
Total Men Women
abs. N 24,330 10,783 13,547
(100%) (44.32%) (55.68%)
N of death 9,356 4,494 4,862
death rate,% 38.45 41.68 35.89
Table 6.1: The number of individuals and the number of deaths in the HRS sample.
The exact death dates are missing for 907 cases out of the 9,356 death records.
These death events are treated as interval-censored between two waves. Of these
cases, 461 are women and 446 are men (see also Table 6.4 in Section 6.6.1). An
indicator for a censored observation is added to the dataset.
The median number of interviews in the sample is six per person, with an average
of two years between observations. The follow-up covers, on average, 10.57 years per
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individual. The other descriptive characteristics – e.g., the length of intervals between
observations, the number of interviews per person, and the years of follow-up per
person – are shown in Table 6.2. The minimum time between two observations is
0.02, which indicates that that the individual died one month after an interview. The
maximum time between two observations is 19.53 years, and pertains to an individual
who was interviewed in the ﬁrst wave and who died about 20 years later.
Length of Intervals N of interviews Years of follow-up
Min. 0.02 2.00 0.02
1st Qu. 1.83 3.00 5.69
Median 2.00 6.00 10.75
Mean 2.18 5.74 10.35
3rd Qu. 2.25 8.00 14.78
Max. 19.53 10.00 19.53
Table 6.2: HRS, intervals between observations, per person.
In the original survey, the interviews were conducted in several parts and at time
intervals that varied between interviewees, ranging from one to six months. In the
analysis, the interview dates are deﬁned as midpoints between the beginning and
the end of the interview sessions. It is worth noting that all of the dates in the
dataset (births, deaths, and interview dates) are given in months. Since the age of an
individual is the time scale in our model and all of the important dates are measured
in months, the age is given in years with a two-decimal place accuracy.
The educational level was collected in each wave, and each respondent was as-
signed an educational level based on the highest degree he or she reported in all of
the waves. This approach was suggested by the authors of the survey. In the sample,
22 people did not report their educational status in 137 observations: 16 male indi-
viduals who were observed 110 times, and six female individuals who were observed
27 times.
For all of the datasets we assume that the loss of follow-ups is independent of the
multistate process being studied. Moreover, we do not take into account missed inter-
views between successful interviews, and basically assume that all of the observations
are missing at random.
Some researchers have expressed doubts that these assumptions are appropriate in
health-related studies (Grüger et al., 1991). They have argued that ignoring attrition
in longitudinal studies may lead to biased estimates, as some individuals may have
dropped out of the study due to a deterioration in health (Diggle and Kenward, 1994).
Signiﬁcant losses in the data due to missing interviews or drop-outs would require us
to conduct separate studies of the extent to which those who were lost to follow-up
diﬀer from those who were not. If substantial diﬀerences between these two groups
were found, then the model used would have to be adapted to non-randomly missing
data (Land et al., 1994).
Unfortunately, we do not have information that would allow us to examine the link
between missing observations and the health status of the respondents at those points
in time. This problem is not considered further in this research. We concentrate on
the multistate methodology only. Thus, the assumption of independent censoring and
non-informative missingness is made by default.
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The validity of a survey is also partly shaped by censoring and truncation mech-
anisms. It is known that the validity of longitudinal survey data can be challenged
by several factors, including dimensions of attrition, the response rate, speciﬁc rea-
sons for non-response, and the characteristics of non-respondents (Szklo, 1998). The
loss of subjects to follow-up can be a signiﬁcant threat to the internal and external
validity of longitudinal studies. If the original sample was representative of a spe-
ciﬁc population, then the survey analysis may provide misleading conclusions about
changes in the population characteristics over time if individuals leave the sample in
a non-random way (Bucholz et al., 1996). In our study we do not validate the longi-
tudinal studies used in the analysis, and assume that the sample is representative for
the population.
The weighting methodology in the HRS involves post-stratifying each wave’s
weights to the March Current Population Survey (CPS) based on the birth cohorts of
the respondent and of his or her spouse, and on the respondent’s gender and race or
ethnicity. These factors capture all of the major characteristics of the sample design,
and provide consistent adjustments for sample attrition and mortality (Heeringa and
Connor, 1995, 2011). Due to the re-sampling in 1998, the weights for past waves were
revised, along with the calculation of the weights for the new cohorts (HRS, 2002).
The survey’s authors also introduced two types of weights: one for longitudinal and
one for cross-sectional analysis. To account for the complex sampling of the dataset
in our analysis below, we utilise the most current longitudinal weights.
6.3 Disability measure
According to the International Classiﬁcation of Functioning, Disability, and Health
(ICF), physical functioning and disability are determined by a complex set of dynamic
interactions between the health of the individual, his or her personal characteristics,
and the environment. Disability is an important cause and/or outcome of numerous
aspects of an individual’s well-being. At the personal level, disability is associated
with decreasing life satisfaction, the loss of independence, and social isolation. At the
population level, the disability burden in the community increases the demand for
formal and informal caregiving, as well as the level and the duration of health care
needs.
Health and disability may be deﬁned diﬀerently, depending on which sources of
information are used: e.g., self-reported health status, oﬃcial medical records, or
health-related questionnaires. Each method has disadvantages and may cause bias in
the analysis. The most reliable sources of information are medical records. However,
population studies very rarely have access to oﬃcial medical data, mainly due to
data protection laws and the special conditions for manipulating these data. Self-
reported health status, while more commonly available, has been widely criticised.
Some researchers have suggested that a person’s judgment about his or her health
is too subjective (Fýlkesnes and Førde, 1992). Other researchers have noted that
cultural diﬀerences between countries will inﬂuence how people evaluate their health
(Jürges, 2007). The health-related questionnaires are more reliable than the self-
reported status, but are also subjective.
Disability is a social construct in the sense that it refers to an individual’s capacity
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to function or carry out a role in a given social and environmental context. The
extent to which individuals are disabled as a result of impairment depends on this
context. In our research the physical disability is expressed through the Katz Index
of Independence in Activities of Daily Living (ADL) score. This indicator is based on
the self-reported functional dependence or independence of patients in their activities
of daily living.
The original the ADL score published by Katz et al. (1963) is based on six activ-
ities of daily living: (1) bathing, (2) dressing, (3) going to the toilet, (4) transferring
in and out of a chair, (5) continence, and (6) feeding. The HRS Core Questionnaire,
which was part of the standard interview, asked respondents about a slightly diﬀerent
list of activities: (1) walking around a room, (2) dressing, (3) bathing, (4) eating, and
(5) getting in and out of bed. The later waves added ‘using a toilet’ (Fonda and Her-
zog, 2004). However, in the analysis only ﬁve activities included in all of the waves are
taken into account, and disability is deﬁned as the inability to perform at least one of
these activities without external help. We assume that being unable to perform just
one of these activities of daily living makes an individual dependent on care. This
information is therefore particularly interesting for policymakers. As the measure of
ADL disability is often used in the literature, the results are easy to compare, for
example, (Rogers et al., 1990; Land et al., 1994; Izmirlian et al., 2000).
In Figure 6.3, the prevalence of disability is shown. The prevalence is taken over
all waves and for each age group from 55 to 100, and for women and men separately.
The graph shows that the prevalence rate is higher for women than for men at older
ages, while the rates are similar for men and women at younger ages.
















Figure 6.3: The prevalence of individuals in the disabled state.
Figure 6.4 shows the distribution of men and women in health-related states.
The ﬁrst two bars represent two waves of the original HRS data and two waves of
the original AHEAD data. The age distributions of the individuals in these surveys
diﬀered from each other profoundly: the HRS data covered only individuals aged
50−60, while the AHEAD data covered individuals aged 70 and older. The third bar
includes only the third wave of the HRS. The discrepancies in the target populations
of the two data sources explains the diﬀerence in the health-related states in the ﬁrst
two years in Figure 6.4. At wave 4, which was conducted in 1998, the two surveys were
merged and a new sample of individuals was added to the follow-up. This explains
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the stable level of disability prevalence thereafter.
1 2 3 4 5 6 7 8 9 10























Figure 6.4: The sex-state structure of the samples at each wave.
Verbrugge and Jette (1994) found that ADL disability prevalence can diﬀer greatly
depending on how questions about ADL are asked: prevalence was found to be about
ﬁve times greater when people were asked whether they were having diﬃculties than
when they were asked whether they require human assistance. The HRS survey
includes questions that ask respondents whether they are having diﬃculties with
ADLs, as well as questions that ask them whether they need help from other people
and equipment in performing these tasks. In this study, we have deﬁned the disability
status based on responses to questions about diﬃculties alone.
In a longitudinal study, the same questions are generally asked at each observation
to avoid confounding measurement errors (Cook and Campbell, 1979). The questions
in the AHEAD waves in 1993 and 1995 diﬀered from those in the early waves of the
HRS. But after the surveys merged, the wording of the ADL questions was consistent
over time.
6.4 Educational attainment
Education has been widely perceived as one of the most important socioeconomic de-
terminants of health and mortality. As it is generally acquired early in life, a person’s
educational level is usually stable at older ages, though it continues to aﬀect his or
her life (Gjonça, 2007). Some researchers have suggested, however, that the direct
eﬀects of education may weaken with age (Lynch et al., 2006). Educational eﬀects
on health can operate through many economic attributes, such as household income,
exposure to occupational risk factors, and the availability of health insurance. Edu-
cational diﬀerences in social networks, community inﬂuences, individual self-eﬃcacy,
and other protective psychological attributes can also have an impact on well-being
through behavioural risk factors (Wray et al., 2005). Land et al. (1994) found that
education (years of school completed) extends both total life expectancy and active
life expectancy for both sexes. For the better educated, having a longer life translates
into better health and a longer active life. Thus, the authors have suggested that
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education may serve as a powerful social protective mechanism that delays the onset
of health problems at older ages.
As education is closely tied to wealth and income, it is unclear whether educa-
tion can have a completely independent inﬂuence on health and mortality. Using
HRS data covering 10 years (1992− 2002), Feinglass et al. (2007) showed that if only
demographic characteristics were controlled for, having lower levels of education, in-
come, and wealth were strongly associated with higher mortality risk. However, after
they made further adjustments for the baseline health status at the beginning of the
follow-up and behavioural risk factors, only household income remained signiﬁcant.
While men and women with the highest levels of wealth, education, and social class
also had the lowest disability rates, the association of education with disability was
reduced when factors such as occupation and wealth were adjusted for. In particular,
wealth appears to be a more important socioeconomic factor in physical disability
than social class or education (Gjonça et al., 2009).
In this study, the main reason for including education in the analysis is to demon-
strate the methodology’s capacity to incorporate covariates. Compared to other risk
factors, educational attainment has the advantage of being a stable time-invariant
characteristic of an individual at older ages. Thus, we do not need to add transitions
between covariate levels into the model.
In the HRS, educational categories are built on a combination of several questions,
such as the number of years spent in education, and whether a high school degree
and/or a college degree was obtained. We aggregate this information in one variable
and deﬁne educational attainment levels by comparing the level with the International
Standard Classiﬁcation of Education (ISCED) (Miller, 2007; Schneider, 2008).
In the ﬁrst round of the analysis, we aggregate educational levels into three groups.
Later, due to the low number of observations and the unclear results for the third
category, we reduce the number of categories in the educational attainment to two:
12 or fewer years of schooling and more than 12 years of schooling. The results of
the comparison of education categories deﬁned in HRS and the ISCED are shown in
Table 6.3.
Level of education ISCED HRS categories
Low education ISCED 0-3 Less than high-school,
(≤ 12 years of schooling) GED, High-school graduate
High education ISCED 4-6 Some college,
(> 12 years of schooling) College and above
Table 6.3: Agreement of educationally levels with ISCED.
The distribution of the two educational levels is presented in Figure 6.5. Here we
can see that the proportion of people with high levels of education is increasing in the
younger cohorts. The prevalence of high educational attainment is higher among men
than among women. The variation in absolute numbers is explained by peculiarities
of the original HRS sampling process.
We investigate the eﬀects of education on disability dynamics in the ﬁve-state
disability model, whereby each living state in the original three-state disability model
– i.e., ‘healthy’ and ‘disabled’ – is broken down into two new states based on several
125
Chapter 6. Application to panel data
































































Figure 6.5: The age distribution of tow educational levels in absolute and relative terms.
educational levels. Due to the speciﬁcity of education as a covariate, which is obtained
early in the life course and remains unchanged until death, the transitions in our
application are allowed only between states with the same educational attributes.
This is because the educational attributes themselves cannot be altered for a single
individual. In practice, we can regard the ﬁve-state model as two three-state models
(the diagram is presented in Figure 6.1) derived for each educational attainment level,
and can estimate the disability dynamics separately in two sub-populations. In the
model with two educational categories, eight transitions are deﬁned; while in the
model with three educational levels, the number of transitions is 12.
In this work we prefer to deal with the model with ﬁve states than with two
models based on three states, and try to show how the method may be applied in a
situation in which more living states are involved, with variability in the transitions
between them. We suggest that the diﬀerence is nominal, and that this choice does
not inﬂuence the inference. Later in the thesis, we use the term ‘ﬁve-state model’
when referring to this issue.





i λ1i(t) 0 λ13(t) 0 λ15(t)
0 −
∑
i λ2i(t) 0 λ24(t) λ25(t)
λ31(t) 0 −
∑
i λ3i(t) 0 λ35(t)
0 λ42(t) 0 −
∑
i λ4i(t) λ45(t)
0 0 0 0 0
⎞⎟⎟⎟⎟⎟⎠ (6.1)
where state 1 is ‘healthy, low education’; state 2 is ’healthy, high education’; state
3 is ‘disabled, low education’; state 4 is ‘disabled, high education’; and state 5 is
‘dead’. The transition rates on the main diagonal are negative sums of all oﬀ-diagonal
elements in the same row.
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6.5 Methods and estimation procedures
The results of the transition rates estimation from the HRS data samples are presented
in the next Section 6.6. In the analysis, two methods are used: (1) MLE for piecewise
constant transition rates, and (2) MLE based on the direct solution of KDE for B-
spline smoothed transition rates.
For the piecewise constant transition rates, we chose several sequences of cut
points, and the same sequence for all transition rates in the model. The cut points
indicate at which age the transition rates jump to other level, while the level values
remain constant between cut points. We then estimate models for each set and choose
the best model among the others with equal number of parameters by employing the
information criteria. Here, discretisation deﬁnes the number of parameters that are
equal to the number of intervals multiplied by the number of allowed transitions, M.
Thus, an increase in the number of intervals leads to an arithmetic increase in the
number of values which have to be estimated.
To choose the best model we use the Akaike information criterion (AIC), AIC =
2k−2 ln(L), where k is the number of parameters in the statistical model, and L is the
maximised value of the likelihood function for the estimated model. The model with
the minimum AIC is selected as the best model. We also check for Bayesian Infor-
mation Criterion (BIC): BIC = k ln(N) − 2 ln(L), where N is a number of observations.
Both criteria follow a similar strategy, but the BIC penalises additional parameters
more heavily.
When B-spline smoothed transition rates are estimated, we vary the knots number
and their positions to choose the best model by using the same criteria (AIC, BIC).
The number of parameters in the B-spline approach also increases with the number of
knots. For two knots, 3∗M parameters is needed, where M is a number of transitions;
then, every additional knot adds M unknown parameters to the set.
The initial parameters in the maximisation procedures are obtained from esti-
mations of the model with time-constant transition rates. We repeat the estimation
procedures several times with initial parameters randomly selected around the time-
constant values to ensure that the ﬁnal results are not dependent on the starting
values.
The covariance matrix of the parameter estimates is deﬁned as the Fisher infor-
mation matrix. The Fisher information matrix is estimated by the Hessian matrix
of the negative log-likelihood evaluated at the maximum: Var(θML) = I[θˆML], where
θML is a estimated parameters vector for the maximum of the likelihood function,
I[θˆML] is an observed information matrix at θML.
The 95% asymptotic conﬁdence intervals (CI) for the transition rates are calcu-
lated by using the delta method. The 95% asymptotic conﬁdence intervals (CI) for the
life expectancies are calculated by Monte Carlo simulation (n = 1000) from the multi-
variate normal distribution where the mean vector equals the estimated parameters,
and the covariance matrix is found as described above. CIs of 95% CIs obtained by
taking the 2.5 and 97.5 percentiles of the lower and upper limits of parameter distri-
butions. The bootstrap method of calculating CI was dismissed due to the enormous
amount of time involved.
Life expectancies were calculated by numerical integration based on the trapezoid
rule with a small step width that equals 0.1 year. We chose numerical integration
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to obtain life expectancies because it is the easiest way to work with integrals over
smoothed curves in the B-spline approximation. The same method is then used for
the piecewise constant case, though we are aware of an alternative analytical solution
for this task. The distribution of the living states at 55 is obtained with the help of
the relative frequencies of states at a given age.
All computations was done in R. To speed up computation, C-code modules were
combined with R-code; and for the MLE of the rates smoothed by B-splines, we used
code that was provided by the author of the original paper (Titman, 2011) with our
modiﬁcations. The optimisation was undertaken by a call to the R-routine optim. For
the piecewise constant models, the optimisation was performed using the Broyden-
Fletcher-Goldfarb-Shanno (BFGS) routine.
At the beginning of the data analysis, we estimate the transition rates in the
three-state disability model from the HRS data sample, and, then compute the life
expectancies (TLE, ALE, and DLE) based on the estimated transition rates. The
results are given in Section 6.6.1. In Section 6.6.2, the estimates from the ﬁve-
state disability model are shown, where educational attainment is introduced as a
time-constant covariate. The life expectancies are also obtained and the results are
presented at the end of the section.
6.6 Results
6.6.1 Three-state disability model
Transition rates
The estimation of the transition rates from panel data is based on records in which
each individual is observed at least twice. One complete data string contains a state
and a time (age, in our case) for each individual at the ﬁrst observation, and a state
and a time for the second observation. All of these pairs of origin and destination
states found in the data must be allowed by the model, unless misclassiﬁcation is
allowed.
First, we check the appropriateness of the three-state model for the data sample
in terms of possible state switching. In Table 6.4, the observed frequencies of state
pairs in the data are shown. The ﬁgures in the cells indicate the number of transitions
from the state in a row to the state in a column. The ﬁgures are shown by sex in
parentheses. In the majority of observations (83,684), individuals were in the healthy
state and did not switch to other state in the second observation. In 5,188 cases, a
recovery is observed: an individual reported being healthy after having reported being
disabled in a previous observation. While 594 healthy people and 313 disabled people
died during two waves, the exact dates of death are not known. As all of the cells
contain suﬃcient and balanced numbers of records, we can assume that the deﬁnition
of the disability threshold is appropriate, and that our data are ﬁtted well to the
model in general.
We estimate the model for piecewise constant transition rates by choosing diﬀerent
sequences of cut points on purpose, with the goal of selecting an optimal set. The
results from all alternative models are given in Table 6.5 (for men) and in Table 6.6
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To Healthy Disabled Dead
From exact interval
dates censored
Healthy 83,684 8,340 4,973 594
(males, females) (37,606; 46,078) (3,376; 4,964) (2,592; 2,381) (305; 289)
Disabled 5,188 8,866 3,476 313
(males, females) (2,012; 3,176) (3,152; 5,714) (1,456; 2,020) (141; 172)
Table 6.4: Number of state occupancies at two consecutive observations in the HRS sample.
(for women). The best models in a group with the same number of parameters (that
is, the same number of intervals) demonstrate minimal AIC and BIC. Due to the
computational time demands, we decided not to increase the number of intervals
higher than ﬁve. A further increase in discretisation would produce a larger number
of parameters, which would be hard to evaluate. The fact that the likelihood values
are suﬃciently diﬀerent between models with unequal numbers of parameters (larger
for models with more parameters) is a consequence of our estimation procedure, and
does not necessarily reﬂect the goodness-of-ﬁt of the models. This leads to a situation
in which the overall minimal AIC/BIC value does not select the better model when
models with diﬀerent number of intervals are compared.
The best sequences suggested by AIC/BIC coincide for both sexes and include
the following: for two intervals (55,80,100)), for three intervals (55,70,90,100), and
for four intervals (55,70,80,90,100). We therefore assume that AIC/BIC chooses the
best model among the models with equal number of parameters, and use only the
best ones in the later analysis.
Interestingly, the cut points in the best models acquire average rates over younger
ages, from 55 to 70„ which may be an indication of weak time dependence in the
transition rates over these age groups.
In the model that allows for the B-spline smoothing of the transition rates, we
vary the number and place of knots in B-splines. The comparison of several models
is presented in Table 6.7. We restrict the number of possible sets to three because of
the large time demands associated with this method. The best knots sequence, which
is chosen by minimising AIC and BIC, meets for both sexes and equals (55,75,100).
In Figure 6.6 (for men) and 6.7 (for women), the results of the piecewise constant
transition rates model ﬁtting are shown. Each column of graphs depicts the transition
rates for one of four possible transitions. The rows diﬀer from each other by the pairs
of models which are compared. In the last row, the results from all three of the models
are presented together.
For all of the models, the transition rates from health to disability increase over
age; while the backward transition rates, or the recovery from disability, decrease, but
not to zero. Even in the oldest age group, the recovery rate is around 0.2. However,
this beneﬁt is compensated for by high mortality rates: the mortality rates of disabled
individuals are higher than the mortality rates of healthy individuals.
From the comparison of the model with two and the model with three piecewise
constant intervals, we can clearly see the main disadvantage of such technique: wider
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Age sequence N par. Log Lik. AIC BIC Min
55,70,100 8 -465430.90 930877.79 930950.00
55,75,100 8 -467453.08 934922.16 934994.36
55,80,100 8 -459940.72 919897.44 919969.64 *
55,65,85,100 12 -483436.68 966897.36 967005.67
55,65,90,100 12 -477219.23 954462.46 954570.77
55,70,80,100 12 -484737.12 969498.23 969606.54
55,70,85,100 12 -477296.64 954617.28 954725.59
55,70,90,100 12 -470984.88 941993.76 942102.07 *
55,75,90,100 12 -473139.73 946303.47 946411.77
55,60,70,80,100 16 -521462.64 1042957.29 1043101.70
55,65,75,85,100 16 -510566.98 1021165.96 1021310.37
55,65,75,90,100 16 -504175.05 1008382.09 1008526.50
55,65,80,90,100 16 -496585.88 993203.75 993348.16
55,70,80,90,100 16 -490527.28 981086.55 981230.96 *
55,60,70,80,90,100 20 -527252.00 1054544.00 1054724.51 *
Table 6.5: The log likelihood values, AIC and BIC for the piecewise-constant transition rates
three-state disability models with different cut points and number of parameters. The results
for men.
Age sequence N par. Log Likl. AIC BIC Min
55,75,100 8 -592118.43 1184252.85 1184325.06
55,70,100 8 -588257.71 1176531.42 1176603.62
55,80,100 8 -585441.50 1170899.00 1170971.21 *
55,65,85,100 12 -615575.03 1231174.07 1231282.38
55,65,90,100 12 -606726.90 1213477.79 1213586.10
55,70,80,100 12 -614481.65 1228987.30 1229095.61
55,70,85,100 12 -607249.08 1214522.17 1214630.48
55,70,90,100 12 -598250.95 1196525.90 1196634.21 *
55,75,90,100 12 -602314.91 1204653.82 1204762.12
55,60,70,80,100 16 -659452.51 1318937.02 1319081.43
55,65,75,85,100 16 -648911.44 1297854.88 1297999.29
55,65,75,90,100 16 -639772.09 1279576.18 1279720.59
55,65,80,90,100 16 -633102.24 1266236.48 1266380.89
55,70,80,90,100 16 -624874.89 1249781.78 1249926.19 *
55,60,70,80,90,100 20 -669845.75 1339731.50 1339912.01 *
Table 6.6: The log likelihood values, AIC and BIC for the piecewise-constant transition rates
three-stae disability models with different cut points and number of parameters. The results
for women.
gaps between cut points lead to an averaging of the transition rates over long inter-
vals, and to the underestimation or the missing of potential peaks in the transition
intensities. For example, the mortality rates from healthy and disabled states over
older ages are objectively downgraded in the model with only two intervals. In the
models in which the last cut point is pinned at age 90, the older mortality rates are
met within conﬁdence intervals.
When we compare transition intensities from each model by sex, a signiﬁcant
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knots N par. Log Likl. AIC BIC Is it the best?
males 55,100 12 -36562.16 73148.32 73256.63
55,75,100 16 -36537.99 73107.99 73252.4 *
55,80,90,100 20 -36553.11 73146.22 73326.73
females 55,100 12 -46173.91 92371.81 92483.04
55,75,100 16 -46135.19 92302.37 92450.67 *
55,80,90,100 20 -46141.18 92322.36 92507.74
Table 6.7: The log likelihood values, AIC and BIC for the B-spline smoothing transition rates
three-state disability models with different knots. The results for both sexes.
diﬀerence between sexes in the transition rates is seen only for the mortality rates
from the disabled state in older age categories. In this case, women have signiﬁcantly
lower transition rates than men. We also can see that the transition rates to disabled
condition is slightly higher for women, while the recovery rates are lower for women
than men. However, all of the 95% conﬁdence intervals (CI) overlap.
The results of the model using B-spline smoothing are presented in Figure 6.8. Here
four types of estimated transition rates are compared. In both men and women, the
diﬀerence between the two model variations is insigniﬁcant, except for the transition
from the healthy to the disabled state: the model with three knots shows higher rates
in older age categories for men and women. Moreover, the backward transition for
men does not fall, but rather increase slightly at older ages, and is accompanied by
considerable variation.
If we compare the results of men and women, we can see in Figure 6.9 that, as in
the case of the piecewise constant transition rates, the gender gap is not pronounced.
For men, only the mortality rates from the disabled state are signiﬁcantly higher than
the same transition rates for women. However, the model with two knots shows a
signiﬁcant bifurcation between the sexes in the transition rates to the disabled state
and in the mortality rates from the healthy state at older ages.
We compare the results of the B-spline smoothing technique and the piecewise
constant approach in Figure 6.10 (men) and in Figure 6.11 (women). Each row
presents the correspondence of two B-spline smoothed curves (with two and three
knots) and one piecewise constant approximation, characterised by a given cut-point
sequence. In general, both approaches are consistent, and the models with more
piecewise intervals reﬂect the smoothed curves better than the models with fewer
cut points. However, there is a discrepancy in the levels of mortality in the older age
groups: the piecewise constant approach shows higher transition rates in, for example,
the transition from the healthy state to death. On the other hand, the transition rates
from the healthy state to the disabled states are higher at older ages in the B-spline
approximations. These two discrepancies may therefore compensate for each other in
the dynamic model.
The discrepancies are most likely attributable to diﬀerences in the assumptions
at the base of the estimation procedures. In the B-spline approximation, we treat all
of the data as representing a single smoothed stochastic process. Thus, neighbouring
points aﬀect each other, which results in an optimal solution over the complete age
range. Here the disturbance and the small number of observations at older ages are
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Figure 6.6: The piecewise-constant transitions rates for males. The results are compared in
pairs where the model are different by number of cut points. The gray area indicates 95%CI.
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Figure 6.7: The piecewise-constant transitions rates for females. The results are compared in
pairs where the model are different by number of cut points. The gray area indicates 95%CI.
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Figure 6.8: The B-spline smoothed transition rates for females (top row) and males (bottom
row). The results are compared in pairs, where the model are different with respect to the
number of knots. The gray area indicates 95%CI.
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Figure 6.9: The B-spline smoothed transition rates for females andmales together. The results
are compared in pairs differ by sex for each model separately. The gray area indicates 95%CI.
compensated for by observations at younger ages. On the other hand, in the piece-
wise constant method, each interval estimate on data points in adjoined intervals is
independent, and relies only on observations within a given age gap. The disturbance
due to scarce observations is uncompensated for, and is approximated directly by an
average value.
Finally, we compare the mortality rates from the healthy and from the disabled
states (within methods) and the mortality rates in the USA. The US mortality rates
are taken from the HMD, and are averaged over the time period covered by the HRS
survey (1992 − 2010. The line representing the sample mortality in the ﬁgures is a
sum of mortality transition rates from two states, weighted by the prevalence of the
disability state at each age in the sample. As the US mortality rates and our weighed
estimations visually coincide, we can assume the goodness of ﬁt of the model.
In Figure 6.12, the mortality rates in the B-spline smoothing approach are pre-
sented, for men and women separately. First, we notice that the mortality of disabled
persons is signiﬁcantly higher than the mortality of healthy persons. On the right
side of the ﬁgures, the approximation with four knots is shown. The more knots, the
more parameters; which leads to a higher degree of variability in the estimations and
unexpected behaviour of the curves. Here we can see an abrupt decrease in mortality
rates after age 90. Taking into account the widest conﬁdence interval, we suggest
that this may be a consequence of the small sample size at the oldest ages.
In Figure 6.13, the piecewise constant death rates are shown. Again, we can see
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Figure 6.10: B-spline smoothed transition rates for males together with piecewise-constant
rates. The gray area indicates 95%CI.
that the transition rates from a healthy state to death are lower in all intervals than
the transition rates from the disabled state to death. The weighted mortality rates
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Figure 6.11: B-spline smoothed transition rates for females together with piecewise-constant
rates. The gray area indicates 95%CI.
reproduce the level of mortality quite well compared with the US mortality rates.
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Figure 6.12: The transition rates from healthy state to death and from disabled state to death
in the B-spline smoothing approach for females (at the top) and for males (at the bottom)
separately. The gray area indicates 95%CI.
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Figure 6.13: The transition rates from healthy state to death and from disabled state to death
in the piecewise-constant approach for females (at the top) and for males (at the bottom)
separately. The gray area indicates 95%CI.
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Life expectancy
Usually, the transition rates are used to compute interesting demographic indicators.
In this section, we consider life expectancy.
The life expectancy calculation includes the numerical integration of the transi-
tion probabilities (see Equation 2.18 in Section 2.5), which are in turn taken as the
solutions of the KDE. To compute life expectancies in living states, we need to esti-
mate the state probabilities at the starting age of 55, P(st0 = i) that are approximated
by the relative frequencies of states at age 55. In our data, women have a higher risk
than men of being disabled at age 55.
Using the transition rates estimated in the previous steps, we obtain the total life
expectancy (TLE), and the projected number of years of life without disability (ALE)
and with disability (DLE) in the age range 55 to 99, with respect to the estimation
approach, and separated by sex. We use two variants of the B-spline smoothing
method with two knots (55,100) and three knots (55,75,100), and three variants
of the piecewise constant transition rates with the cut-point sequences (55,80,100),
(55,70,90,100) and (55,60,70,90,100). We compare the estimated life expectancies
with the US life expectancy averaged over the time interval covered by the HRS
survey. The US life expectancy is taken from the HMD.
In Figure 6.14, the life expectancies based on the B-spline smoothing approach
are shown. Both models with two and three knots overlap within the conﬁdence
intervals. However, in both men and women our estimates are systematically lower
than the US life expectancies at these ages. The estimation and the observed life
expectancy coincide only after 80 years of age. Moreover, due to the restricted age
range of the estimation procedures, our life expectancies go to zero at the end of the
interval because no transition rates are provided after that point. On the other hand,
the ‘oﬃcial’ life expectancy is continues to be higher than zero even after the end of
the interval.
In Figure 6.15, the life expectancies taken from the piecewise constant transition
rates results are depicted. The cut point-based nature of the transition rates is re-
vealed in the resulting curves. The life expectancies for diﬀerent piecewise interval
sets do not coincide with each other. However, all our estimations are lower than the
referenced life expectancy.
Figure 6.16 compares the estimated male and female life expectancies. Here we
can see strong diﬀerences between the sexes: life expectancies for women are higher
than for men in all cases.
The detailed results of the total life expectancy estimations are presented in
Table 6.8. The point estimates at each age vary over all of the models, while their
conﬁdence intervals are usually overlapping.
In Figure 6.17 the ALE and the DLE are presented separately for two approaches
and are compared by sex. The piecewise structure of the transition rates is much more
pronounced in the ALE and in the DLE than in the TLE in Figure 6.15. If we employ
the piecewise constant transition rate estimates it is unreliable to use the DLE as a
self-contained measure to be compared with other sources or models, because these
estimates are very sensitive to the choice of cut points. In Figure 6.15 we can see that,
for example, the DLE for women at age 75 is lower than the DLE at age 80. If the
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Figure 6.14: The TLE estimated by using the B-spline smoothing approach for men (on the
left) and women (on the right). The gray area indicates 95%CI.






























Figure 6.15: The TLE estimated by using the piecewise-constant transition rates approach for
men (on the left) and women (on the right). The gray area indicates 95%CI.
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Figure 6.16: The TLE estimated by using the B-spline smoothing approach (on the left) and
the piecewise-constant transition rates approach (on the right) comparing by sexes. The gray
area indicates 95%CI.
discretisation were increased while the number of observations in each new shorter
interval remains large (the number of all observations must be increased), the results
would be smoother, and this disturbance might be avoided. If the discretisation were
increased without an increase in the number of observations, the resulting empty age
categories and scarce observations in each new shorter interval would probably be
even more disruptive.
Nevertheless, the results based on the B-spline transition rates are much easier to
handle when making an inference.
Interestingly, while the ALE estimates are similar, the DLE estimated by the
B-spline approach are higher than the DLE computed from the piecewise constant
transition rates. The detailed information is shown in Table 6.9. For example, the
DLE at age 65 for men is around 1.8 years for the piecewise constant approaches, and
it is around 2.7 years for the B-spline approximations. This is probably the result
of unequal levels in the mortality rates of both of these methods, as we saw in the
previous Section 6.6.1.
The ALE and the DLE are also higher for women than for men, and this diﬀerence
is much greater for the DLE. Moreover, if we place both the ALE and the DLE on a
single graph (see the bottom line of Figure 6.17), the diﬀerence in the dynamics over
ages is clear. The slope in the DLE is ﬂat, as the numbers of years in the disabled
state are declining very slowly over older ages; while the ALE is down by half within
only 15 years, from ages 55 to 70.
142
Chapter 6. Application to panel data









































































































Figure 6.17: The ALE and DLE estimated by using the B-spline smoothing approach (on the
left) and the piecewise-constant transition rates approach (on the right) comparing by sexes.
The gray area indicates 95%CI.
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Figure 6.18: The ALE and DLE estimated by using the B-spline smoothing approach and the
piecewise-constant transition rates approach for women (at the top) and for men (at the bot-
tom). The whiskers indicate 95%CI.
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Chapter 6. Application to panel data
6.6.2 Disability model with educational attainment as a co-
variate
Transition rates
Adding education to the analysis, we employ the ﬁve-state model where health-related
states are stratiﬁed by educational level (see Section 6.4). The model contains 8
transition rates and is ﬁtted for women and men separately.
At the beginning, we check that the data sample contains only observations which
are allowed in the model. Table 6.10 presents the frequencies of state pairs in the
data. Table 6.11 and Table 6.12 show the same frequencies by sex. In the majority of
observations, people continue to be in the same states. As in the previous section, we
divide the number of death events into events with exact dates and interval censored.
In several individual records, educational attainment data are not available.
These cases are taken into the analysis just as changes in health statuses regard-
less the educational levels. Let us assume that Ed is an educational attribute that
can possess two possible values: Ed = {Edl;Edh} with equally distributed chances
P(Edl) = P(Edh) = 0.5. Here the probabilities contributed to the likelihood function
are deﬁned as sum of education speciﬁc probabilities:
P(st = j|st0 = i) =
∑
n
P((st = j|st0 = i) ∩Ed) =
= P((st = j|st0 = i) ∩Edl) + P({st = j|st0 = i) ∩Edh) =
= P((st = j|st0 = i)|Edl) · P(Edl) + P((st = j|st0 = i)|Edh) · P(Edh) =
= 0.5 · P((st = j|st0 = i)|Edl) + 0.5 · P((st = j|st0 = i)|Edh),
where P((st = j|st0 = i)|Edl) and P((st = j|st0 = i)|Edh) correspond to the health-related
transition probabilities for low educated and high educated persons in the model with
ﬁve states.
According to this deﬁnition, every person has equal chances to have any of two
educational levels. We choose the equal chances to be found in both educational
categories because we did not perform an analysis to estimate the education status
probability distribution over ages. The more comprehensive analysis should be based
on distribution probabilities obtained through the regression analysis on other per-
sonal characteristics. But, because we have only several missing observations, we do
not include such regression analysis into the estimation procedure.
In this part of the thesis, we estimated the transition rates for a set of models in
which the number of intervals varied analogously to the pattern seen in Section 6.6.1.
While our main purpose in this section is to illustrate the ability of the techniques in
the presence of covariates, we have chosen to demonstrate only one set of model results
for each estimation approach. For the model with the piecewise constant transition
rates assumption, a sequence of four intervals with cut points at (55,70,80,90,100)
is used. Thirty-two parameters are involved, and have to be estimated.
For the model with B-spline smoothed transition rates, we chose a model with
two knots, at (55,100). This decision was based on the method’s performance: the
model with three knots and eight transition rates has 32 parameters. While this is
in line with the chosen piecewise constant model, it is technically much harder and
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To Hlth Dis Dead
From EL EH NA EL EH NA Ex. Cen.
Hlth EL 48,069 0 0 5,753 0 0 3,454 433
EH 0 35,517 0 0 2,578 0 1,516 160
NA 0 0 98 0 0 9 3 1
Dis EL 3,606 0 0 6,645 0 0 2,648 259
EH 0 1,578 0 0 2,217 0 826 53
NA 0 0 4 0 0 4 2 1
Table 6.10: HRS, number of transitions between heath-related states stratiﬁed by education.
EL - low education; EH - high education; Ex. - exact; Cen. - censored; Hlth - healthy; Dis -
disabled; NA - not applicable.
To Hlth Dis Dead
From EL EH NA EL EH NA Ex. Cen.
Hlth EL 20,099 0 0 2,199 0 0 1,727 212
EH 0 17,428 0 0 1,170 0 862 92
NA 0 0 79 0 0 7 3 1
Dis EL 1,354 0 0 2,226 0 0 1,060 114
EH 0 654 0 0 922 0 395 27
NA 0 0 4 0 0 4 1 0
Table 6.11: HRS, number of transitions between heath-related states stratiﬁed by education
for males only.
EL - low education; EH - high education; Ex. - exact; Cen. - censored; Hlth - healthy; Dis -
disabled; NA - not applicable.
To Hlth Dis Dead
From EL EH NA EL EH NA Ex. Cen.
Hlth EL 27,970 0 0 3,554 0 0 1,727 221
EH 0 18,089 0 0 1,408 0 654 68
NA 0 0 19 0 0 2 0 0
Dis EL 2,252 0 0 4,419 0 0 1,588 145
EH 0 924 0 0 1,295 0 431 26
NA 0 0 0 0 0 0 1 1
Table 6.12: HRS, number of transitions between heath-related states stratiﬁed by education
for females only.
EL - low education; EH - high education; Ex. - exact; Cen. - censored; Hlth - healthy; Dis -
disabled; NA - not applicable.
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more time-consuming to get appropriate results that can be checked by varying the
initial parameters in an optimisation procedure. Thus, we decide to restrict ourselves
only to the simplest model with two knots.
In Figure 6.19, the piecewise constant transition rates are presented. The top half
of the ﬁgure represents the transition rates of women and the bottom half shows the
results of men. Each half contains two lines of graphs. At the top, the education-
speciﬁc transition rates are compared to each other and to baseline transition rates
obtained from the simple three-state model with the same set of cut points; at the
bottom, the education-speciﬁc transition rates are shown with 95% CI. Figure 6.20
has the same structure and shows the results evaluated in the B-spline smoothing
MLE.
First, we can see that the stratiﬁcation by educational levels splits the base es-
timations into two parts: one higher and one lower than the unstratiﬁed transition
rates. At the same time, the baseline transition rates tend to be closer to the transi-
tion rates for the less educated subpopulation due to the higher prevalence numbers
for this group. As the conﬁdence intervals of the education-speciﬁc parts overlap with
each other in the piecewise constant approximation in most of the subintervals, we
cannot clearly diﬀerentiate them. For the B-spline smoothed transition rates, the
diﬀerences are statistically stronger. In the piecewise constant models with fewer
intervals, the results were diﬀerent, and a statistically signiﬁcant diﬀerence could be
detected. However, as we have already noted, only one model is shown in this section.
In general, the transition rates from a healthy to a disabled state are higher for
individuals with low levels of education, while the recovery transition rates are higher
for individuals with more years of education. The diﬀerence is insigniﬁcant in the
piecewise constant approximation, and it is much more pronounced in the B-spline
method. It therefore appears that a more educated person has lower chances of moving
into a disabled state and higher chances of recovering than his/her counterpart with
less education.
The disability incidence rates vary over age for both males and females. The
recovery rates are much higher for better educated women at younger ages, but their
rates converge with those of less educated women at older ages. The situation is less
clear for men, as the diﬀerence in the recovery transitions between the educational
groups is small. The lines coincide at early ages in the piecewise constant approxima-
tion, and even cross in the B-spline smoothing method. At older ages, the recovery
rates are similar for both educational groups as well.
The mortality rates are higher for less educated individuals, irrespective of disabil-
ity status. However, this diﬀerence is signiﬁcant only in the B-spline approximation
and for the mortality of healthy individuals. The mortality rates of disabled individ-
uals diﬀer little by educational group, even in the B-spline smoothed results, and are
identical in the piecewise approximation. A signiﬁcant distinction appears only in the
transition rates from the disabled state to death in the last age interval from ages 90
to 100 in the piecewise constant approximation results.
In Figure 6.21, the transition rates for both sexes are presented together. Here we
can see that the disability incidence rates are similar for males and females at younger
ages, and diverge at older ages in both educational groups, while a gender diﬀerence
in the recovery rates is unclear over all ages. The mortality rates are, as expected,
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Figure 6.19: The piecewise-constant transition rates for the model with two educational level.
The results for women at the top and for men at the bottom. The gray area indicates 95%CI.
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Figure 6.20: The B-spline smoothed transition rates for the model with two educational level.
The results for women at the top and for men at the bottom. The gray area indicates 95%CI.
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lower for women.
























































































































































Figure 6.21: The B-spline smoothed (at the top) and the piecewise-constant (at the bottom)
transition rates for the model with two educational level. The comparison is made by sex and
educational attainment.
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Life expectancy
Before computing life expectancy, the probabilities of being in certain states at par-
ticular ages have to be obtained. In the ﬁve-state model there are four living states,
but the transitions are allowed only within each group of two states. An individual
can only move between health-related states, and cannot change his/her educational
attainment characteristics.
The life expectancies are computed according equations (2.18), (2.19), and (2.20).
The state probabilities are obtained from the relative frequencies of individuals in
diﬀerent states at age 55. The risk of being in the disabled state at age 55 is higher
for women, and lower for more educated individuals.
In Figure 6.22 and Figure 6.23 the total life expectancy and life expectancies in
living states are presented for the piecewise constant and the B-spline approximations.
As a reference, the life expectancies from the base model are added to the graphs,
and we can see that the life expectancies are split into two parts based on educational
levels. The TLE for more educated individuals is higher than the TLE for the less
educated group. The same relationship is detected for the ALE, while DLE shows a
reverse association: the DLE of less educated people is higher than the DLE of better
educated people.
The live expectancies values may be found in Tables 6.13 (for TLE), 6.14 (ALE)
and 6.15 (DLE). The tables also contain also the diﬀerence in years (Δ) and proportion
(Δpr) between educational groups, and the cases in which the 95%CI overlap at a given
age are marked. Two estimation approaches are presented separately.
Consider the B-spline smoothed transition rates. At age 55, more educated men
are expected to live 3.84 years (3.27 years according to piecewise constant approach)
longer than less educated men, while more educated women are expected to live 4.07
years (3.52 years according to another method) longer than less educated women.
At age 70, individuals from the more educated group are expected to live 2.65 years
longer than their less educated counterparts, regardless of sex. After this age, men
with a high level of education gain more years than their female counterparts: at age
80 men gain 1.85 years while women gain 1.7 years, and at age 90 men gain 1.01
years while women gain 0.79 years. In relative terms, the eﬀect of education is stable
over ages, and adds 23% to men’s lives and 20% to women’s lives.
The ALE diﬀerences between educational groups is even higher: 4.22 years for
men and 4.84 for women at age 55. However, as we see in Figures 6.22 and 6.23, the
more educated group spend less time in a disabled state than the less educated group.
At age 55, men with a high level of education spend 0.38 fewer years with disability,
while women spend 0.76 fewer years. This can be seen as evidence that educational
achievement improves life expectancy, as the better educated spend more years in the
active healthy state and spend fewer years in the disabled state.
In Figure 6.24, life expectancies by sex and education are compared. The life
expectancies for women are higher than for men over all ages. Interestingly, the
TLE for less educated women coincides with the TLE for more educated men, while
women with more education live longer. For the ALE, education seems to play a more
important role: among both sexes more educated people live longer. For the DLE,
the gender gap is much more pronounced: women do better than men regardless of
educational background.
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Figure 6.22: TLE, ALE and DLE, estimated by using the piecewise-constant transition rates
assumption in the model with educational attainment as a covariate. The gray area indicates
95%CI.
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Figure 6.23: TLE, ALE and DLE, estimated by using the B-spline smoothed transition rates
assumption in the model with educational attainment as a covariate. The gray area indicates
95%CI.
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Figure 6.24: TLE, ALE and DLE, estimated by using the piecewise-constant (on the left) and
the B-spline smoothed (on the right) transition rates assumption in the model with educa-
tional attainment as a covariate. The comparison is made according sex and education.
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Chapter 6. Application to panel data
6.7 Discussion
In the simulation study of Chapter 4, we concluded that two methods for estimating
the transition rates perform well under the panel data scenario, and show no biases in
the results. Our main goal in the application study was to compare the two estimation
methods using real data in order to ﬁnd out whether discretisation provides greater
smoothness when we make inferences about real-life processes.
We expected to ﬁnd that the two methods generate similar results for the levels
of estimated parameters, and this was indeed shown to be the case. However, when
integrated parameters such as life expectancies are of interest in addition to transition
rates, the smoothing approach appears to provide considerable beneﬁts. For example,
the piecewise constant assumption produces unreliable DLE estimates when the life
expectancy at a younger age could be lower than the life expectancy at an older
age. Moreover, in both methods even the TLE and the ALE at younger ages diﬀer
signiﬁcantly for the same data samples due to the discretisation of the transition rates.
An increase in the number of intervals improves the performance of the piecewise
constant approximation. At the same time, the approximation technically has upper
limits based on the number of parameters. These parameters have to be found in
an optimisation procedure, and cannot be increased dramatically without losses in
eﬃciency.
Increasing the number of knots (in other words, parameters) in the B-spline
smoothing method also leads to wider conﬁdence intervals and greater uncertain-
ties in the results. The B-spline method is much more sensitive to the data and may
return very unexpected and unreliable results then the piecewise approximation is left
more stable due to an averaging eﬀect.
Both methods are able to handle a covariate introduced into the model. However,
an extended state space consumes a great deal of computing time. The amount of
time needed increases dramatically when the B-spline method is used, and to a lesser
but still large extent when the piecewise constant approach is used.
In summary, the B-spline method is preferable because of the continuous and
smoothed nature of the estimates, while the piecewise constant method may be used
as a tool for re-checking the results and to obtain the stable estimates from scarce
data sources.
In the results, the life expectancy estimates were compared with the estimates
from objective sources of life expectancy data, the Human Mortality Database (HMD).
Our estimates were lower than their reference values given in the HMD for the USA
over the period covered by the survey. We suggest that this distortion has roots
in the assumption made at the stage of data handling. If an individual dropped
out regular interviews and no information about his/her death was, this case was
interpreted as uncertainty about the individual’s life status (we could not be sure if
an individual is dead or alive) and regarded as a right censored observation. Under
this presupposition, an individual was removed from the analysis for later missing
waves.
However, most of death certiﬁcates were registered in the HRS database through
an inclusion of the information from the National Death Index. Thus, the absence of
information about interviews or death might be interpreted as ‘an individual is alive’
and should make its contribution to the exposure part of death rates. Therefore, under
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our assumption we lost exposure for death rates, while the number of death events
was correct. It led to higher death rates and, consequently, to lower life expectancies.
The results of the application study may be of interest in terms of their application
as well. In general, the results are in line with ﬁndings from the literature on disability
dynamics in older populations. However, we should be careful in drawing parallels
between our results and other ﬁndings. When results from diﬀerent sources are com-
pared, discrepancies in the deﬁnitions of disability have to be taken into account, as
well as diﬀerences in the data sources. For example, the measure of disability is sen-
sitive to the health status coding, the wording or questions in the survey, the mode
of the interviews, and the proportion of non-respondents. On the other hand, even
adjusted measurements may lead to conﬂicting evidence if the results are obtained
for diﬀerent populations.
Furthermore, all of our results depend on the Markov assumption. At any age,
an individual in the disabled state has a probability of returning to the healthy state,
regardless of the duration of the current episode of disability and of the occurrence
of prior episodes of disability. It is likely that our results only partly reﬂect the
real dynamics because we applied a relatively simple model in investigating a rather
complex stochastic process.
We found that the transition intensities have a strongly age-related pattern for
both sexes, regardless of whether piecewise constant or smoothing methods are used.
Increasing age was shown to be associated with a lower transition intensity of recovery
and increasing transition rates from health to disability. These ﬁndings are in line
with those of the vast majority of previous studies on these issues (Rogers et al., 1992;
Crimmins and Saito, 1993; Land et al., 1994; Rudberg et al., 1996; Laditka and Wolf,
1998; Wolf and Gill, 2009).
Some studies have shown that death rates increase sharply after the onset of
disability onset at an advanced age (Ferrucci et al., 1996), and clinical research has
shown high levels of disability immediately prior to death (Lynn et al., 2000). In our
ﬁndings, the death rates from disability were also much higher than the analogous
rates from the healthy state at older ages.
We found that mortality rates from the disabled state are signiﬁcantly lower for
women, while the mortality rates and the recovery rates of men and women are
indistinguishable. On the other hand, Land et al. (1994) showed that mortality is
lower among women than among men in both the active state and the disabled state,
and that the probability of recovery is higher among women.
In our results, we see substantial diﬀerences in patterns of TLE and ALE by
gender. Women can expect to live longer in both impaired and unimpaired states
than men at all ages, as previous research has shown (Rogers et al., 1989; Branch
et al., 1991; Crimmins et al., 1996). Laditka and Wolf (1998) found that women
live longer than men in absolute and relative terms, but that the gap between life
expectancies is narrowing at the oldest ages.
In general, there is no clear consensus about how sex inﬂuences disability preva-
lence, and through what mechanism. Wray and Blaum (2001) investigated whether
sex had a direct independent eﬀect on the relationship between chronic diseases/-
conditions and disability, and whether these eﬀects diﬀered in middle-aged and older
adults. They found no direct sex eﬀect for ADL disability in either age group af-
ter adjusting for key covariates. Thus, the eﬀect of sex on ADL disability is largely
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explained by social and health-related covariates in middle-aged and older adults.
However, sex did exert an indirect eﬀect on ADL disability in older adults via muscu-
loskeletal conditions and depressive symptoms. The reasons for the higher disability
incidence among women also remain unclear.
Education, or years of school completed, is probably the socio-economic status
measure that is most frequently used in analyses of social determinants of health.
Relative to those with less schooling, people with higher levels of education tend to
have higher incomes, better job opportunities, and access to more social support and
high-quality medical care. People with more education are also less likely to engage
in risky behaviours. Referring to these assets as education’s cumulative advantage,
Ross and Wu (1996) found that health disparities between educational groups tend
to increase with age. It is widely believed that education is more important than race
and income in predicting adult health and life expectancy (Kolata, 2007).
Our study indicated that education is inversely related to mortality: i.e., that
the mortality rates are higher among the less educated group than among the more
educated group. However, the diﬀerence is small and is even insigniﬁcant in some
results. This inverse eﬀect on mortality has also been reported in Feinstein (1993),
Feldman et al. (1989), House et al. (1990), Kitagawa (1973), Williams (1990), Wolf
and Gill (2009).
Our results showed that older people with more education live longer and spend
a greater proportion of their longer lives in an unimpaired state than individuals
with less education. The same conclusion was reached in Maddox and Clark (1992),
Guralnik et al. (1993), Land et al. (1994), Crimmins et al. (1996), Laditka and Wolf
(1998). ALE is greater for women than for men, although at older ages the diﬀerences
are not statistically signiﬁcant. The gender diﬀerences in DLE are preserved, but do
not diminish as rapidly at older ages. The same results were obtained in Izmirlian et al.
(2000). Izmirlian et al. (2000), also found that having more education is associated
with a longer ALE, but that these diﬀerences again diminish at older ages. We see
the same pattern in our results. Moreover, Izmirlian et al. (2000) found that prior to
age 85, the point estimates of active life expectancy are larger than the corresponding
estimates of DLE; but that by age 90, this situation is reversed. We cannot make
the same assumption because in our approach the life expectancies ranged from ages
0 − 100, due to the restricted upper limit of the integrals and the lack of information
about the transition rates at ages above 100. Thus, our life expectancies after age 90
are not reliable.
In our study, we included only one covariate in the analysis. According to our
ﬁndings, better educated individuals can expect to have a longer life which they will
spend in better health for a longer period of time. Based on similar outcomes, Land
et al. (1994) speculated that education may serve as a powerful social protective
mechanism delaying the onset of health problems at older ages.
The studies that used multivariable economic and social measures almost all found
that, after adjustment, education is only weakly or non-signiﬁcantly associated with
later life mortality (Daly et al., 2002; Smith et al., 1998; Lantz et al., 1998). The
Americans’ Changing Lives Study and other studies showed that education inﬂuences
the onset, but not the progression, of chronic conditions (House et al., 2005).
The detailed investigation of the eﬀects of diﬀerent covariates is beyond the scope





The aim of this thesis is to review methods for deriving multistate models parame-
ter estimations from incomplete data sources, and to evaluate the performance and
accuracy of these methods. Our focus has been on the transition rate estimations in
panel surveys and in repeated cross-sectional surveys. To answer the research ques-
tions formulated in the introduction, we selected estimation methods proposed in the
literature and assessed them in a simulation study. We then applied the methods that
performed best to panel data from the US Health and Retirement Study.
In this ﬁnal chapter we summarise our main ﬁndings, and discuss our contributions
and our challenges. We also consider future research opportunities.
7.2 Summary of ﬁndings
Panel data estimations
After conducting a literature review, we chose three methods for the estimation of
transition rates from the panel data and evaluated them in the simulation study. The
set of methods included the piecewise constant MLE based on the likelihood function
for panel data; the piecewise constant MLE evaluated through the EM algorithm; and
the MLE for the panel-speciﬁc likelihood function, based on a B-spline approximation
of the rates and the direct solution of KDE.
The results indicated that the method built on the EM algorithm shows a bias
in the estimates. The transition rates to disabled state and recovery transition rates
are underestimated, while the mortality rates in the healthy population are overes-
timated. The distortion depends on the length of the intervals between panel waves
and appears in all of the variations of the three-state model - in the model without
recovery and in the model with recovery. The ﬁndings reﬂect the fact that the method
underestimates the number of events that happen between observations when more
than one probability scenario of what had happened there exists.
Two other methods which are based on the panel-speciﬁc likelihood function do
not show any diﬀerence between the estimators’ expected values and the true value
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of the transition rates. The performance of these methods also does not depend on
the length of intervals between observations or the heterogeneity of these intervals.
Cross-sectional data estimations
We summarised the existing approaches for estimating the multistate model param-
eters from cross-sectional data sources in a literature review. We then chose one of
the most promising methods based on the repeated cross-sections, and modiﬁed it for
our purposes. The modiﬁcations included substituting the transition probabilities for
the transition rates and increasing the size of the state space. The original methods
and all of our modiﬁcations were checked in the simulation study.
The results of our simulation study support the claims made by other scholars
that data from repeated cross-sections may be used in the multistate modelling. The
simulation showed that the method works in cases with age-varying parameters for the
models with two and three states. When an additional absorbing state is introduced,
further assumptions need to be made and other data sources have to be introduced
and combined within the method. However, the approach still follows the established
rules, based on analytical solutions, of appropriateness and restrictions on the method
in diﬀerent situations, as well as the sensitivity analysis over a wide range of transition
rates.
Application
In the application study, we employed two methods for estimating the multistate
model parameters from panel data to reveal disability dynamics at old ages. We took
the piecewise constant transition rates MLE speciﬁed for panel data and the MLE
based on a B-spline approximation with the direct solution of Kolmogorov diﬀerential
equations (KDE) and compared their performance and usability.
We estimated the transition rates between the health-related states and the mor-
tality rates in the HRS panel survey. The methods were found to produce similar
results. Smoothing the transition rates generates better results than the piecewise
constant approximation. This advantage appears when the estimated transition rates
are used in the calculation of the model parameters, such as the life expectancy. In
particular, the smoothness makes it possible to calculate monotone life expectancies
that are entirely non-increasing with age. At the same time, piecewise constant tran-
sition rates produce non-monotone life expectancy curves which are continuous, but
cannot be diﬀerentiated at the jump points. Our application study demonstrated that
smoothed transition rates are preferable to discrete parameters when they are used
as a basis for further analysis of life expectancy. We therefore argue that age-speciﬁc
transition rates should be smoothed before they are used to estimate transition prob-
abilities and duration measures such as life expectancy.
The estimation results conﬁrmed the ﬁndings from the literature. We found that
the transition intensities show a strong age pattern. This pattern was detected for
both sexes by both the piecewise constant and the smoothing methods. Ageing is
accompanied by decreasing recovery intensity and increasing transition rates of dis-
ability. These ﬁndings are in line with those of the majority of previous studies on
these issues (Rogers et al. (1992), Crimmins and Saito (1993), Land et al. (1994),
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Rudberg et al. (1996), Laditka and Wolf (1998), Wolf and Gill (2009)). We also
found substantial diﬀerences in the patterns of the total life expectancy (TLE) and
the active life expectancy (ALE) by gender. Women can expect to live longer in
both impaired and unimpaired states than men at all ages, as was previously shown
(Rogers et al. (1989), Branch et al. (1991), Crimmins et al. (1996)). Laditka and Wolf
(1998) found that women live longer than men in absolute and relative terms, but
that the gap between life expectancies narrows at the oldest ages.
In our study education was found to be inversely related to mortality. The mor-
tality transition rates are higher for less educated than for more educated individuals.
However, the diﬀerence is small and is even insigniﬁcant in some results. The inverse
eﬀect on mortality has also been reported in Feinstein (1993), Feldman et al. (1989),
House et al. (1990), Kitagawa (1973), Williams (1990), Wolf and Gill (2009). Our
results also demonstrate that older people with more education live longer and spend
a greater proportion of their longer lives in an unimpaired state than people with less
education. This conclusion was also reached in Maddox and Clark (1992), Guralnik
et al. (1993), Land et al. (1994), Crimmins et al. (1996), Laditka and Wolf (1998).
ALE is greater for women than for men, although at older ages the diﬀerences are
not statistically signiﬁcant. The gender diﬀerences in DLE are preserved but do not
diminish as rapidly at older ages. The same results were reported in Izmirlian et al.
(2000).
Thus, the diﬀerences we found in our analysis are less signiﬁcant than those
found in studies in which simple Cox models were used for the relative hazards eval-
uation. For example, we found that only mortality rates from the disabled state
are signiﬁcantly lower for women, while the mortality rates and the recovery rates
are indistinguishable for men and women. On the other hand, Land et al. (1994)
showed that the mortality among women is lower than mortality among men in both
the active state and the disabled state. This may be attributable to the fact that
in the Cox model only one parameter is in charge of revealing diﬀerences between
subpopulations, while in our approach several parameters that determine a transition
rate curve for one group are compared with analogous parameters for another group.
Thus, the sensitivity to dissimilarities is lower when more parameters are involved.
7.3 Major contributions and challenges of this
study
The comparison and performance of the diﬀerent methods that obtain the multistate
model estimations from incomplete data sources is an unexplored area. Our assess-
ment of the accuracy of such methods is based on the microsimulation approach, fol-
lowed by an examplary analysis using the U.S. Health and Retirement Study (HRS).
In this section we discuss the contributions and challenges of our work.
Contributions
The study makes four major contributions:
1. We demonstrated how microsimulation can be used to determine an estimation
method’s accuracy under the multistate model framework.
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2. We showed that the EM algorithm produces under- and overestimations in the
transition rates. This inaccuracy occurs due to a speciﬁc assumption made
about the number of events between observations in a panel survey (no hidden
or unregistered events happen in between), which leads to an underestimation
of this number.
3. The MLE method and the MLE method based on a B-spline approximation
with the direct solution of KDE, which are both based on the panel-speciﬁc
likelihood function for continuous time Markov models, were found to be reliable
and suitable for use in the multistate model analysis.
4. In our evaluation of the estimation method from cross-sectional data sources, we
showed that it is generally possible to obtain the age-varying smooth transition
rates estimates from cross-sections in some limited cases.
Limitations
In the following we reﬂect on how we evaluated the performance of the methods and
our subsequent application example. The challenges and limitations of our research,
which are discussed below, lie in how the simulation study assesses the performance
of the methods for the panel data, the depths of the analysis in the cross-sectional
part, the assumptions we made about the HRS data source, and the selection of a
covariate as an example in the application study.
The validation tools we used in the simulation study were limited. We utilised
only descriptive statistics of absolute and relative deviations between the transition
rates estimates and true parameters and simple statistical tests. In the applications,
extensive tools, approaches, and statistical tests were needed to validate the results.
One issue we failed to address in our study is the sensitivity of such tools to possible
disturbances appearing in the results. The calibration is another issue that is not
tackled in this study.
We did not check the performance of the cross-sectional method in an application
study. Before doing this, we would have to elaborate a theoretical base and the rules
of applicability. All of our model realisations in the simulation study showed strong
changes in the population structure over the observational period, which leads to
accurate estimates. But in, for example, the HRS survey, the state prevalence stays
steady over years if we handle it as a set of cross-sectional observations. We did not
explore the method in such unchangeable dynamics situations, and cannot predict
the method’s accuracy or its possible weaknesses.
The main point worthy of criticism in our application study is our misrepresenta-
tion of the life expectancy estimates relative to the estimates from objective sources
of life expectancy data, like the Human Mortality Database (HMD). We analysed
the possible reasons for the distortions and found that our TLE estimations were
lower than their reference values due to the assumptions made at the stage of data
handling. The main assumption was based on uncertainty about the individual’s life
status (dead or alive) if no information–an interview or a death record–was available
in the database.
To ensure that the life expectancy evaluation was correct, we compared the ob-
served and the expected prevalences. The observed disability prevalence in the data
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and the expected prevalence, which was calculated alongside life expectancy, were
found to coincide nicely. The upper limit of the transition rate age range in our anal-
ysis (100 years) diﬀered from that of the HMD (110 years). However, as the upper
integration limit does not play a leading role in the calculations, the shift to a higher
limit did not change the results at early ages, and only altered the LE at the 90+ age
categories.
Our mortality rates weighted by state probabilities in healthy/disabled states were
about 5% higher than the mortality rates in the HMD. If we adjust the transition
rates to those of the HMD (i.e., if we decrease the rates by 5%), the estimated life
expectancy perfectly converges with the values given in HMD. This means that in
our mortality estimations either more deaths occurred or fewer people were observed
under the exposure. The ﬁrst possibility can be discarded because each death event
was linked to an individual. The lower exposure is a much more credible explanation.
The main point is that in the analysis we did not assume that in the HRS (RAND)
all of the deaths were recorded by default because all of the death records had been
checked against the national registers. If an individual had been lost in the follow-up,
we would have known about his or her death. This means that a record of his or her
death would have appeared in the data. Thus we assumed that if this individual was
not counted the among dead, we could be certain that he or she was still alive.
However, if an individual had been lost but was still alive, we did not classify this
as a censored observation at the latest wave’s date, and in the analysis we did not use
the information that he or she is still alive. Indeed, we assumed that if we could not
ﬁnd the death of this person in the records, we were in a state of uncertainty about his
or her status. The individual’s death record, if it had happened, was obtained from the
National Death Index for most of respondents despite of dropping interviews at the
later waves. Thus, the absence of information might be interpreted as ’an individual
is alive’. We, therefore, counted all of the deaths but not all of the censored and
still-alive records. If the HRS had not contained death records from the National
Death Index, we would not have had these problems. Thus, if we lost an individual,
we lost his or her death as well. Otherwise, if we had lost an individual, we would
have lost the remainder of his or her time alive, but the record of his or her death
would still have been available. Potentially, we lost exposure for death rates under
our assumption of uncertainty, while the number of death events was correct.
This bias has its root in the speciﬁcity of the data source, and is not connected
to the performance of the methods. The distortion may be eliminated after the
transition rate re-estimation made for the same data, with a correction for right
censoring. This was, however, beyond our scope because our main focus was on the
evaluation of the methods, and we did not expect to have any important ﬁndings from
the application study. Moreover, in the application study of the panel data sources,
only the educational attainment was chosen as a covariate. Objectively, this was not
suﬃcient for drawing inferences about the disability dynamics and life expectancies
in diﬀerent subpopulation groups. The impact of education on late-life experience is
still unclear, as it is related to other socio-economic parameters.
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7.4 Future prospects
In the panel data domain, the next step in the development of the methods is to
extend them to semi-Markov models, whereby the parameters are scaled and vary in
time since the last event happened. In other words, the parameters depend on the
duration of the time intervals between the events. These methods for estimating the
multistate model parameters from incomplete data sources may be useful in studies
that deal with the dynamics of chronic conditions or inﬂectional diseases when a
screening programme covers people over a panel-like schedule. The performance of
the semi-Markov model estimates made with incomplete data is an unexplored area
that needs more attention.
In addition, the models with misclassiﬁcation and high-order Markov models play
very important roles in health-related applications. The probability of a given transi-
tion may depend not only on the individual’s current state, but also on the previous
states he or she passed through on the way to the current state. The states may of
course also be recorded (or perceived) inaccurately. All of these extensions add com-
plexity to an estimation procedure that examines the accuracy of estimates. Moreover,
much more complex models may be assumed in the applications that include a wider
state space and are richer in transition possibilities. Calibration and validation tools
for panel data estimates have to be developed. Reliable statistical tests are essential
for checking the hypothesis and comparing results from diﬀerent models. Up to now,
little has been done in the literature to establish comprehensive statistical methods.
For the method of the multistate model parameters estimation from repeated
cross-sections, additional analysis must be done. The basic rules of applicability and
the limitations of the method have to be deﬁned, and a theoretical background of these
limitations must be drawn up. The method should be checked when the population
structure stays constant over time and any changes in the dynamic are hard to discern.








To speed up our computations, we replaced some standard R-procedures with C-
functions. Below, we describe these modiﬁcations and improvements.
A.1 C-functions for algorithms to estimate con-
stant and piecewise-constant transition rates
One of the routines is the operation of numerically taking a matrix exponential. The
original R-function devised for this purpose, MatrixExp() in Package msm, is a
reliable tool; however, it loses its eﬃciency if applied to a large number of matrices
together or in loops when this calculation is repeated frequently. In contrast to the
R environment, C can handle long vectors much faster. We therefore incorporated
pieces of C code into R in order to obtain the likelihood function needed to estimate
constant and piecewise-constant transition rates from the panel data. Getting the
matrix exponential is an essential mathematical operation when transforming the
transition intensities into transition probabilities which enter the likelihood function.
For both the constant and the piecewise-constant transition rates, we used the
same core function to perform the matrix exponential. The implemented algorithm
was based on the Taylor series approximation, which was a direct extension of the
matrices of the standard approximation technique for scalar functions (Moler and
Van Loan, 2003). We chose an error tolerance level at which the series were truncated
of 10−15. During debugging, we also compared the results obtained from the C-
functions with the analogous R-functions.
Two properties should be noted: the C-function that should be callable from R did
not return a value, but all of the work was accomplished as a ‘side eﬀect’ (changing
the values of arguments). This means that all of the C-functions used in R already
included output arguments as well as input arguments. Second, all of the arguments
in the C-functions were pointers; that is, values that designated the address (the
location in memory) of some value. Finally, the arguments handled in the C-functions
were vectors. All of the arrays, tables, or matrices in R had to be transformed into a
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vector format. These rules determined the structure of the C-functions presented in
this Appendix.
An example of C-code, pwLLmain.c, is shown below. It returned the transition
probabilities from the piecewise-constant transition rates. (Here we skipped the C-
code for constant transition rates transformation as it diﬀered only slightly from the
one presented.)
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Appendix/pwLLmain.c
1/∗ the Windows− and Unix−based dynamic l i b r a r i e s ∗/
2#inc lude <s td i o . h>
3#inc lude <math . h>
4/∗ De f i n i t i o n o f ope ra t i on s and cons tant s ∗/
5/∗A pre s c r i b ed accuracy l e v e l ∗/
6#de f i n e EPS 1e−15
7/∗ De f i n i t i o n o f choos ing maximal element in two∗/
8#de f i n e Max(A,B) ( ( (A)>(B) ) ?(A) : (B) )
9/∗ De f i n i t i o n o f choos ing minimal element in two∗/
10#de f i n e Min(A,B) ( ( (A)<(B) ) ?(A) : (B) )
11/∗ De f i n i t i o n o f tak ing an abso lu t e va lue ∗/
12#de f i n e Abs(A) ( ( (A) > 0 . ) ?(A) : −(A) )
13
14/∗FUNCTIONS DEFINITION∗/
15/∗ the main func t i on to re turn the t r a n s i t i o n p r o b a b i l i t i e s ∗/
16void mainFunction_PW( in t ∗ , i n t ∗ , i n t ∗ , i n t ∗ , i n t ∗
17, double ∗ , double ∗ , double ∗)
18/∗ computing matrix exponent i a l ∗/
19void expmm( double ∗ , i n t ∗ , double ∗) ;
20
21/∗FUNCTIONS∗/
22/∗ the main Function ∗/
23/∗ return the t r a n s i t i o n p r obab i l i t y between
24two po in t s in time ∗/
25void mainFunction_PW(
26i n t ∗n /∗ the number o f e n t r i e s . . input ∗/
27, i n t ∗m /∗ the matrix s i z e . . input ∗/
28, i n t ∗ s t1 /∗ the vec to r o f s t a r t i n g s t a t e s . . input ∗/
29, i n t ∗ s t2 /∗ the vec to r o f d e s t i n a t i on s t a t e s . . input ∗/
30, i n t ∗ageGroup /∗ the vec to r o f age at t r a n s i t i o n . .
input ∗/
31, double ∗ time /∗ time spent between two time po in t s
32. . input ∗/
33, double ∗lmbd /∗ the t r a n s i t i o n r a t e s matr i ce s . . input ∗/
34, double ∗Pret /∗ the vec to r o f r e s u l t i n g
35t r a n s i t i o n p r o b a b i l i t i e s . . output ∗/
36) {
37i n t l l = ∗m ∗ ∗m;
38double Rbig [ l l ] , P [ l l ] ;
39i n t i , j , l l o c a l ;
40/∗ computing matrix exponent i a l f o r each entry ∗/
41f o r ( j =0; j< ∗n ; j++) {
42l l o c a l = ageGroup [ j ] ;
43f o r ( i =0; i <( l l ) ; i++){
44Rbig [ i ] = time [ j ] ∗ lmbd [ l l o c a l ∗ l l+i ] ;
45} ;
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46expmm(Rbig , m, P) ;





52/∗Function to c a l c u l a t e matrix exponent i a l
53by us ing the Taylor s e r i e s expansion ∗/
54void expmm(
55double ∗a /∗ the o r i g i n a l matrix . . input ∗/
56, i n t ∗n /∗ the matrix s i z e . . input ∗/
57, double ∗ea /∗ the r e s u l t i n g matrix . . output ∗/
58) {
59i n t i , j , k , i i ;
60double am, em, emi ;
61double w[ ∗ n ∗ ∗n ] ;
62double wm[∗ n ] [ ∗ n ] ;
63/∗ the i n i t i a l i z a t i o n o f the a lgor i thm ∗/
64em = 0 . ;
65f o r ( i = 0 ; i < ∗n ; i++ ) {
66f o r ( j = 0 ; j < ∗n ; j++ ) {
67ea [ i ∗ ∗n+j ] = 0 . ;
68wm[ i ] [ j ] = 0 . ;
69am = Abs( a [ i ∗ ∗n+j ] ) ;
70em = Max(am,em) ;
71}
72ea [ i ∗ ∗n+i ] = 1 . ;
73wm[ i ] [ i ] = 1 . ;
74}
75emi = 1 . ;
76i i = 0 ;
77/∗ r epea t ing the summation un t i l r each ing
78the t o l e r an c e l e v e l ∗/
79whi le ( emi > EPS ) {
80i i ++;
81/∗ the maximum number o f i t e r a t i o n s ∗/
82i f ( i i >= 200 ) break ;
83emi = 0 . ;
84f o r ( j = 0 ; j < ∗n ; j++ ) {
85f o r ( i = 0 ; i < ∗n ; i++ ) {w[ i ] = wm[ i ] [ j ] ; }
86f o r ( i = 0 ; i < ∗n ; i++ ) {
87wm[ i ] [ j ] = 0 . ;
88f o r ( k = 0 ; k < ∗n ; k++ )
89wm[ i ] [ j ] += a [ i ∗ ∗n+k ] ∗ w[ k ] ;
90}
91}
92f o r ( i = 0 ; i < ∗n ; i++ )
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93f o r ( j = 0 ; j < ∗n ; j++ ) {
94wm[ i ] [ j ] /= ( double ) i i ;
95ea [ i ∗ ∗n+j ] += wm[ i ] [ j ] ;
96am = Abs(wm[ i ] [ j ] ) ;





A.2 C-functions and modiﬁcations for the B-
spline approximation at transition rates ap-
proximation
We also modiﬁed the software of the B-spline smoothing of the transition rates for
our purposes. The changes involved data handling and a cut in computational time.
In the original paper, Titman (2011) presented the method of ﬁtting nonhomoge-
neous Markov models based on a direct numerical solution of the initial value problem
deﬁned by the KFE. The detailed description of the method can be found in Sec-
tion 4.4. In order to compute the likelihood function, many solutions to the KFE at
diﬀerent start times were needed. The author oﬀered a computationally convenient
approach to obtaining solutions to a single diﬀerential equation with starting time τ0,
at all observation times τ1, ..., τN . Subsequently, the required transition probabilities
could be found using
P(τn, t) = P(τ0, τn)
−1P(τ0, t) (A.1)
for t > τn.
The author claimed that some pathological cases could exist in which P(τ0, τn)
was singular, so there was no inverse matrix: e.g., if the entry into an absorbing state
occurred with a probability of one before time τn. In these cases more than one initial
value problem would need to be solved.
In practice, we encountered some technical problems when the original code
stopped abruptly or did not perform properly on large datasets. The main reason
these problems occured was that for our models and for suﬃciently large datasets
one solution of the KFE was not enough, and more starting times in the numerical
solution procedure were needed.
In an attempt to overcome these obstacles, we rewrote the original R-code so that
an algorithm picked up several starting times when necessary. First, the algorithm
ran the standard procedure of computing transition probabilities in each data point.
It then checked that all of the matrix inverses had been done and no singularities had
been found. If any problems had occurred during the previous step, the time vector
was divided in half and the processing was repeated for two new vectors separately. If
this procedure failed, the same procedure was applied to all of the time intervals until
all of the probabilities were computed or until the maximum number of subdivisions
had been reached. If the maximum iteration number had been reached but not all
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of the probabilities were obtained, the function returned an NA value and a warning
message. In this case, the optimisation algorithm in which the described function was
embedded changed its search direction.
In the applications with a small state space or in a progressive model with an
upper-triangular transition probability matrix the matrix inverse of P(τ0, τn)−1 was
obtained easily and and quickly. However, we found that the R-tools calculating
the matrix inverse and a matrix product performed ineﬃciently if the number of
operations was high.
In our simulation study, the author’s R-code was not fast enough to meet out
demands. The matrix inverse took 45% of the total time, while the calculation of
matrix products in loops took 25%. The numerical solutions to KFE took 30% of the
performance time and could not be changed substantially due to the fact that the
software package deSolve, which was used by the author, was already based on the
binary Fortran routine. Nevertheless, the modiﬁcation of other calculations, which
were applied after the solutions were found, signiﬁcantly improved the computation
time of the total procedure. We replaced the R-functions with C-functions in a matrix
inverse (R-function sovle()) and a matrix product in which the C-functions handled
the complete data vectors together. This replacement improved the total computation
by 60%.
Below, two pieces of C-code are presented: inverse.c performed a matrix in-
verse, and loop.c calculated a matrix product and returned transition probabilities
for each observation in a set.
A.2.1 inverse.c
The ﬁle inverse.c contains three functions: the main function
inverseMatrix(), and two supplemental functions: detrm() and cofactr().
The main function, called from R, performed a matrix inverse and returns it as
a vector. Moreover, an extra indicator vector in the output conﬁrms that all of the
operations were successfully updated while the function was being called. Like for
input parameters, the function requires a level of tolerance, a total number of matrices
in a set, and a matrix size. All of the matrices are assumed to be square by default.
The level of tolerance makes it possible to detect a non-singular matrix in terms of the
machine epsilon; that is, a relative error due to rounding in ﬂoating point arithmetic.
The tolerance lever is usually assumed to be equal to .Machine$double.eps in R.
The function detrm() implements the Leibniz formula for a matrix of more
than three. This function is embedded into all of the other other functions and also
calls itself. The function cofactr() is based on the simplest adjoint algorithm of
matrix inverse with the help of cofactors; it is called from the main function and
uses detrm() as well. Because the function subordinations were not direct, and
there was a speciﬁc way to call C-code from R, we transferred the arguments between
the functions as ‘pointer-to-pointer’ data types. This enabled us to allocate the true
memory address from R after a series of computations in C.
The code inverse.c is shown below.
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Appendix/inverse.c
1/∗ the Windows− and Unix−based dinamic l i b r a r i e s ∗/
2#inc lude <s td i o . h>
3#inc lude <s t d l i b . h>
4#inc lude <math . h>
5/∗ the supplementary Mac OS−based frameworks ∗/
6#inc lude <Acce l e ra t e / Acce l e ra t e . h>
7#inc lude <Foundation/Foundation . h>
8
9/∗TYPES DEFINITION∗/
10/∗ Fi r s t , the new s t ruc tu r ed type i s de f i ned ∗/
11/∗ the va r i ab l e conta in s e lements o f ’ double ’ type ∗/





17/∗ the working funct ion , c a l l e d from R∗/
18void inver seMatr ix ( double ∗ , double ∗ , double ∗
19, i n t ∗ , i n t ∗ , i n t ∗) ;
20/∗ the func t i on to c a l c u l a t e a determinant o f the matrix ∗/
21double detrm (Array ∗∗ , i n t ) ;
22/∗ the func t i on o f matrix i nv e r s e ∗/




27void inver seMatr ix (
28double ∗a /∗ the s t a r t i n g matr i ce s . . input ∗/
29, double ∗ t o l /∗ the l e v e l o f t o l e r an c e . . input ∗/
30, double ∗mout/∗ the output matr i ce s . . output ∗/
31, i n t ∗n /∗ the number o f the matr i ce s . . input ∗/
32, i n t ∗dd /∗ the s i z e o f the matr i ce s . . input ∗/
33, i n t ∗out /∗ the i nd i c a t o r that matr i ce s are s i n gu l a r




38i n t k=∗dd , kk=k∗k , i , j , h , st , i i ;
39Array ∗∗ arraya , ∗∗ inv ;
40
41f o r ( i = 0 ; i <∗n ; i++){
42s t = 0 ;
43/∗copy the input vec to r in to a matrix form ∗/
44/∗ de f i n e a n c i l l a r y matr i ce s in one dimension ∗/
45/∗ po int out the memory where the v a r i a b l e s w i l l be s to r ed ∗/
46arraya = mal loc ( s i z e o f ( Array ∗) ∗ k ) ;
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47inv = mal loc ( s i z e o f ( Array ∗) ∗ k ) ;
48/∗ i t e r a t e over one dimension ∗/
49s t = 0 ;
50f o r ( j =0; j<k ; j++){
51/∗ po int out the memory o f the f i r s t dimension ∗/
52arraya [ j ] = mal loc ( s i z e o f ( Array ) ∗ k ) ;
53inv [ j ]= mal loc ( s i z e o f ( Array ) ∗ k ) ;
54/∗ i t e r a t e over the second dimension ∗/
55f o r ( i i =0; i i <k ; i i ++){
56/∗ i n i t i a l i z e the v a r i a b l e s ∗/
57arraya [ j ] [ i i ] . e lement = a [ kk∗ i + s t ] ;




62/∗ compute the determinant o f the complete matrix ∗/
63det = detrm ( arraya , k ) ;
64p r i n t f ( "%f \n" , det ) ;
65/∗ check i f the determinant i s smal l enough to d e f i n e i t 0 ∗/
66i f ( abs ( det ) < ∗ t o l ) {
67/∗ i nd i c a t e that determinant i s ze ro ∗/
68out [ i ] = 0 ;
69f o r ( j = 0 ; j < k ; j++ )
70{
71f o r ( h = 0 ; h < k ; h++ )
72{
73/∗ prepare to re turn the s i n gu l a r matrix ∗/
74i f ( j==h) { inv [ j ] [ h ] . e lement = 1 ;} e l s e
{ inv [ j ] [ h ] . e lement = 0 ;}
75}
76}
77} e l s e {
78/∗ the matrix i nv e r s e ∗/
79c o f a c t r ( arraya , k , inv ) ;
80/∗ i nd i c a t e that determinant i s f a r from 0 ∗/
81out [ i ] = 1 ;
82}
83/∗ copy the matrix i nv e r s e in to the output va r i ab l e ∗/
84s t = 0 ;
85f o r ( j = 0 ; j < k ; j++ )
86{
87f o r ( h = 0 ; h < k ; h++ )
88{
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93}
94f r e e ( inv ) ;
95f r e e ( arraya ) ;
96re turn ;
97}
98/∗FUNCTION TO FIND a MATRIX’ s DETERMINANT∗/
99/∗ the f i r s t parameter i s a square matrix ,
100the second parameters i s a matrix ’ s s i z e ∗/
101double detrm (
102Array ∗∗a/∗ the square matrix . . . input ∗/
103, i n t k /∗ the matrix ’ s s i z e . . . input ∗/
104) {
105double s = 1 , det = 0 ;
106double b [ k ] [ k ] ;
107i n t i , j , i i , m, n ;
108Array∗∗ arrayb ;
109/∗ i f the matrix s i z e i s 1 , r e turn the element ∗/
110i f ( k == 1 )
111{
112re turn ( a [ 0 ] [ 0 ] . e lement ) ;
113}
114e l s e
115{
116/∗ r e a l i z a t i o n o f the Le ibn i z formula f o r matrix with
117matrix s i z e more than 3 ∗/
118det = 0 ;
119f o r ( i i = 0 ; i i < k ; i i++ )
120{
121m = 0 ;
122n = 0 ;
123
124f o r ( i = 0 ; i < k ; i++ )
125{
126f o r ( j = 0 ; j < k ; j++ )
127{
128b [ i ] [ j ] = 0 ;
129
130i f ( i != 0 && j != i i )
131{
132/∗ ex t r a c t the sub−matrix ∗/
133b [ m ] [ n ] = a [ i ] [ j ] . e lement ;
134i f (n < (k−2) )
135n++;
136e l s e
137{
138n = 0 ;
139m++;
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144/∗ a l l o c a t e the a n c i l l a r y matrix ∗/
145arrayb = mal loc ( s i z e o f ( Array ∗) ∗ k ) ;
146f o r ( j =0; j<k ; j++){
147arrayb [ j ] = mal loc ( s i z e o f ( Array ) ∗ k ) ;
148f o r ( i =0; i<k ; i++){
149arrayb [ j ] [ i ] . e lement = b [ i ] [ j ] ;
150}
151}
152/∗ compute the determinant ∗/
153det = det + s ∗ ( a [ 0 ] [ i i ] . e lement ∗
detrm ( arrayb , k−1) ) ;
154s = −1 ∗ s ;
155}
156f r e e ( arrayb ) ;
157/∗ return the determinant ∗/
158re turn ( det ) ;
159}
160}
161/∗FUNCTION of MATRIX INVERSE∗/
162/∗ the f i r s t parameter i s a square matrix ,
163the second parameter i s a matrix s i z e ,
164the th i rd parameter i s an output matrix i nv e r s e
165the same s i z e ∗/
166void c o f a c t r (
167Array ∗∗ a /∗ the o r i g i n a l square matrix . . . input ∗/
168, i n t k /∗ the matrix s i z e . . . input ∗/
169, Array ∗∗ inv /∗ the matrix i nv e r s e . . . output ∗/
170) {
171
172double det = 0 ;
173double b [ k ] [ k ] , f a c [ k ] [ k ] ;
174i n t i , j , i i , j j , m, n ;
175Array∗∗ arrayb ;
176/∗ the r e a l i s a t i o n o f the s imp l e s t ad j o i n t a lgor i thm
177with help o f c o f a c t o r s ∗/
178f o r ( i i = 0 ; i i < k ; i i++ )
179{
180f o r ( j j = 0 ; j j < k ; j j++ )
181{
182m = 0 ;
183n = 0 ;
184
185f o r ( i = 0 ; i < k ; i++ )
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186{
187f o r ( j = 0 ; j < k ; j++ )
188{
189b [ i ] [ j ] = 0 ;
190
191i f ( i != i i && j != j j )
192{
193b [ m ] [ n ] = a [ i ] [ j ] . e lement ;
194
195i f (n<(k−2) )
196n++;
197e l s e
198{






205arrayb = mal loc ( s i z e o f ( Array ∗) ∗ k ) ;
206f o r ( j =0; j<k ; j++){
207arrayb [ j ] = mal loc ( s i z e o f ( Array ) ∗ k ) ;
208f o r ( i =0; i<k ; i++){
209arrayb [ j ] [ i ] . e lement = b [ i ] [ j ] ;
210}
211}
212f a c [ i i ] [ j j ] = pow( −1 , i i + j j ) ∗ detrm (
arrayb , k−1 ) ;
213}
214}
215f o r ( i = 0 ; i < k ; i++ )
216{
217f o r ( j = 0 ; j < k ; j++ )
218{
219b [ i ] [ j ] = fa c [ j ] [ i ] ;
220}
221}
222det = detrm (a , k ) ;
223f o r ( i = 0 ; i < k ; i++ )
224{
225f o r ( j = 0 ; j < k ; j++ )
226{
227b [ i ] [ j ] = b [ i ] [ j ] / det ;
228inv [ i ] [ j ] . e lement = b [ i ] [ j ] ;
229}
230}
231f r e e ( arrayb ) ;
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A.2.2 loop.c
The ﬁle loop.c contains one function pProdLoop() which returns the likelihood
values for all of the observations in a set. One observation here is regarded as two
points in time (τn−1, τn) when a unique individual was observed and her/his state was
determined, (sn−1, sn). The likelihood of this observation is expressed as a transition
probability of being in state sn−1 at the ﬁrst time point τn−1, and of being in state
sn at the second time point τn: Psn−1,sn(τn−1, τn) = Pr(Xτn = s
ob
n |Xτn−1 = s
ob
n−1).
Technically, one observation contains the following information: the ﬁrst time
point τn−1, the state at this time sn−1, the second time point τn, and the second ob-
served state sn. The C-function then has several input parameters: the total number
of observations, a transition probability matrix size, a vector of unique observation
identiﬁers, a vector of starting time identiﬁcations of observations, a vector of ending
time identiﬁcations, a vector of starting states, a vector of destination states, transi-
tion probability matrices and matrix inverses as vectors, transition rate matrices as
vectors, and an output vector of likelihood function values. The computation of the
likelihood function includes a product of two matrices (Equation A.1) and a logarith-
mic transformation of the result. The additional output variable contains a sum of
all of the transition probability matrix elements which can be used to check whether
the results are correct.
As is often the case in panel data, the censored and the uncensored observations
are mixed, especially in transitions to an absorbing state for which exact times often
exist (e.g., dates of death). The type of observation, censored or precise, is reﬂected
in the likelihood function. When the transition time is known, the likelihood is
expressed as: Li,j = {P(τn−1, τn)Λ(τn)}[i, j], where sn−1 = i is a starting state at time
τn, and sn = j is an absorbing state. The transition to the absorbing state j happens
exactly at time τn. When this transition time to an absorbing state is censored,
the contribution to the likelihood is expressed via the transition probability alone:
Li,j = {P(τn−1, τn)}[i, j].
To provide the ﬂexibility needed in the likelihood expressions, we ﬁrst applied
diﬀerent codes to the absorbing states, which can be interval-observed (censored) or
recorded exactly, such that { a code for a censored record = the code for a direct record
+1 }. For example, if in the three-state model the dead state was coded as three, then
the censored dead state would be coded as 3 + 1 = 4. Second, additional arguments
in the function pProdLoop() would be involved: a number of all absorbing states,
a vector of all absorbing state codes, a number of all censored absorbing states, a
vector of all censored absorbing state codes, a vector of indicators if an observation
is censored, an indicator if an observation is a transition to an absorbing state and
whether it is recorded exactly. The algorithm computed the likelihood value according
to the censoring type of an observation.
The code loop.c is shown below.
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Appendix/loop.c
1/∗ the Windows− and Unix−based dinamic l i b r a r i e s ∗/
2#inc lude <s td i o . h>
3#inc lude <math . h>
4/∗ the supplementary Mac OS−based frameworks ∗/
5#inc lude <Acce l e ra t e / Acce l e ra t e . h>
6#inc lude <vecLib / vecLib . h>
7
8/∗FUNCTIONS DEFINITION∗/
9/∗ return the product o f a matrix and matrix i nv e r s e ∗/
10void pProdLoop (
11i n t ∗ n , i n t ∗ k , i n t ∗ inS
12, i n t ∗ l l , i n t ∗ uu , double ∗ resArr
13, double ∗ res2Arr , double ∗ q , i n t ∗ to
14, i n t ∗ from , double ∗ l i k , i n t ∗ censor
15, i n t ∗ c en so r s t a t e s , i n t ∗ cenSt , i n t ∗ dea th s ta t e s
16, i n t ∗ deatSt , i n t ∗ death , double ∗ PmatLog) ;
17/∗THE MAIN FUNCTION∗/
18void pProdLoop (
19i n t ∗ n , /∗ the t o t a l number o f ob s e rva t i on s . . input ∗/
20i n t ∗ k , /∗ the square matrix s i z e . . input ∗/
21i n t ∗ inS , /∗ IDs . . input ∗/
22i n t ∗ l l , /∗ s t a r t time po in t s . . input ∗/
23i n t ∗ uu , /∗ end time po in t s . . input ∗/
24i n t ∗ to , /∗ d e s t i n a t i on s t a t e s . . input ∗/
25i n t ∗ from , /∗ s t a r t i n g s t a t e s . . output ∗/
26
27double ∗ resArr , /∗ t r a n s i t i o n p r obab i l i t y matr i ce s i nv e r s e
28. . input ∗/
29double ∗ res2Arr , /∗ o r i g i n a l t r a n s i t i o n p r obab i l i t y matr i ce s
30. . input ∗/
31double ∗ q , /∗ t r a n s i t i o n i n t e n s i t i e s matr i ce s
32. . input ∗/
33double ∗ l i k , /∗ l i k e l i h o o d f o r each obse rvat i on
34. . output ∗/
35/∗an i nd i c a t o r i f the t r a n s i t i o n to an absorb ing s t a t e
36i s censored . . input ∗/
37i n t ∗ censor ,
38/∗ the l i s t o f codes f o r censored absorb ing s t a t e s
39. . input ∗/
40i n t ∗ c en so r s t a t e s ,
41/∗ the number f o r censored absorb ing s t a t e s
42. . input ∗/
43i n t ∗ cenSt ,
44/∗ the l i s t o f codes f o r d i r e c t l y observed absorb ing s t a t e s
45. . input ∗/
46i n t ∗ deaths tate s ,
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47/∗ the number o f absorb ing s t a t e s
48. . input ∗/
49i n t ∗ deatSt ,
50/∗ an i nd i c a t o r i f the t r a n s i t i o n to an absorb ing s t a t e
51i s noncensored . . input ∗/
52i n t ∗ death ,
53/∗ the sum of a l l e lements in the p r obab i l i t y matrix
54to check i f the t rans fo rmat ion i s made s u c c e s s f u l l y




59double pmat [ ∗ k ] [ ∗ k ] , q_mat [ ∗ k ] [ ∗ k ] ;
60double mat_uu [ ∗ k ] [ ∗ k ] , mat_ll [ ∗ k ] [ ∗ k ] ;
61double sumProd = 0 , sumPmat=0;
62i n t i =0, j =0, s t =0, h=0, l =0, cen=0, ind =0; ;
63i n t a , b , d , p ;
64/∗ the outer loop dea l s with each obse rvat i on s epa r a t e l y ∗/
65f o r ( i = 0 ; i < ∗n ; i++){
66a = inS [ i ] −1 ; /∗ ID o f obse rvat i on ∗/
67b = from [ a ] −1 ; /∗ t r a n s i t i o n from s t a t e ∗/
68p = to [ a ] ; /∗ t r a n s i t i o n to s t a t e ∗/
69/∗an i nd i c a t o r that the obse rvat i on i s r i ght −censored ∗/
70cen = 0 ;
71/∗an i nd i c a t o r that the obse rvat i on i s in absorb ing s t a t e ∗/
72ind=0;
73/∗ the l i k e l i h o o d o f the obse rvat i on ∗/
74l i k [ a ]=0;
75/∗ ex t r a c t from the input ve c to r s
76the s t a r t and end t r a n s i t i o n p r obab i l i t y matr i ce s
77and the t r a n s i t i o n r a t e s matrix ∗/
78s t = 0 ;
79f o r ( j = 0 ; j < ∗k ; j++ ) {
80f o r ( h = 0 ; h < ∗k ; h++ ){
81mat_ll [ j ] [ h ] = resArr [ ( ∗ k ∗ ∗k ) ∗( l l [ i ] −1) + s t ] ;
82mat_uu [ j ] [ h ] = res2Arr [ ( ∗ k ∗ ∗k ) ∗(uu [ i ] −1) + s t ] ;




87/∗ perform the product o f two matr ixes ∗/
88f o r ( j = 0 ; j < ∗k ; j++) {
89f o r (h = 0 ; h < ∗k ; h++) {
90sumProd = 0 ;
91f o r ( l =0; l< ∗k ; l++) {
92sumProd = sumProd + mat_ll [ j ] [ l ] ∗ mat_uu [ l ] [ h ] ;
93}
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94pmat [ j ] [ h ] = sumProd ;
95}
96}
97/∗ i f the d e s t i n a t i on s t a t e i s an absorb ing s t a t e
98and the obse rvat i on i s r i ght −censored ∗/
99i f (p==∗censor ) {
100l i k [ a ]=0;
101f o r ( j =0; j < ∗ cenSt ; j++ ) {
102d = c en s o r s t a t e s [ j ] −1 ;
103l i k [ a ] = l i k [ a ] + pmat [ b ] [ d ] ;
104}
105/∗ the l i k e l i h o o d i s re turn as
106a minus logar i thm of the t r a n s i t i o n p r obab i l i t y ∗/
107l i k [ a]= − l og ( l i k [ a ] ) ;
108cen = 1 ;
109}
110ind = 0 ;
111/∗ check i f a d e s t i n a t i on s t a t e i s an absorb ing s t a t e ∗/
112f o r ( j =0; j< ∗deatSt ; j++){




117/∗ check i f a d e s t i n a t i on s t a t e i s an absorb ing s t a t e
118and the t r a n s i t i o n i s observed without censo r ing ∗/
119i f ( ( ∗ death==1)&(ind==1)) {
120l i k [ a ]=0;
121/∗ then the l i k e l i h o o d i s c a l c u l a t ed as a product o f
122the t r a n s i t i o n p r obab i l i t y matrix and
123the t r a n s i t i o n r a t e s matrix ∗/
124f o r ( j =0; j< ∗k & j !=(p−1) ; j++){
125l i k [ a ] = l i k [ a ] + pmat [ b ] [ j ] ∗ q_mat [ j ] [ p− 1 ] ;
126}
127/∗ the l i k e l i h o o d i s returned as
128a minus logar i thm of the t r a n s i t i o n p r obab i l i t y ∗/
129l i k [ a]= − l og ( l i k [ a ] ) ;
130}
131/∗ check i f a d e s t i n a t i on s t a t e i s an absorb ing s t a t e
132and the t r a n s i t i o n i s observed with censo r ing ∗/
133i f ( ( ( ∗ death !=1) | ( ind !=1) )&(cen==0)) {
134l i k [ a ]=0;
135l i k [ a ] = − l og (pmat [ b ] [ p−1 ] ) ;
136}
137/∗ the supplementary check f o r c o r r e c t computation
138the sum of a l l e lements
139in t r a n s i t i o n p r obab i l i t y matrix ∗/
140sumPmat=0;
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141f o r ( j = 0 ; j < ∗k ; j++ ) {
142f o r ( h = 0 ; h < ∗k ; h++ ) {
143sumPmat = sumPmat + pmat [ j ] [ h ] ;
144}
145}
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van transitiecijfers voor multi-state modellen op basis van
panel data en herhaalde cross-secties.
Multi-state modellen worden toegepast in levenswetenschappen en sociale
wetenschappen om processen te beschrijven waarbij stadia worden doorlopen. Ziekten
doorlopen stadia. De menselijke levensloop is ook een opeenvolging van stadia. Multi-
state modellen zijn bijzonder goed geschikt om ziekteprocessen en levenslopen te
beschrijven en te voorspellen. De schatting van de parameters van de modellen
vereist echter goede en betrouwbare data. Levensgeschiedenissen met gedetailleerde
informatie over tijdstippen van transities, als gevolg van een continue waarneming,
vormen een geschikte bron van data. Een continue waarneming van de levensloop is
veelal niet mogelijk en dan moet vrede genomen worden met onvolledige informatie.
Een voorbeeld van onvolledige informatie is een periodieke waarneming van de
levensloop, waarbij op verschillende tijdstippen kenmerken van respondenten worden
opgetekend. Dat is typisch het geval in panelsurveys ofwel herhaalde waarneming van
dezelfde individuen. Het is niet altijd mogelijk om op verschillende tijdstippen dezelfde
individuen te ondervragen. In die situatie hebben de opeenvolgende waarnemingen
betrekking op verschillende individuen (herhaalde cross-secties). Er is relatief weinig
bekend over the schatting van transitiecijfers op basis van panelgegevens en herhaalde
cross-secties. Bovendien bestaat nog grote twijfel over de bruikbaarheid van herhaalde
cross-secties.
Het proefschrift bevat een overzich van methoden om de parameters van multi-
state Markov modellen in continue tijd te schatten wanneer de gegevens beperkt
zijn tot paneldata of herhaalde cross-secties. Het doel van het onderzoek is
om te bepalen welke methoden goede schattingen opleveren en welke methoden
dat niet doen. Om methoden te vergelijken worden eerst met een multi-state
Markov model in continue tijd en microsimulatie levensgeschiedenissen gegenereerd en
worden vervolgens paneldata en herhaalde cross-secties gesimuleerd. Tenslotte wordt
nagegaan welke methoden goede schattingen van de transitiecijfers opleveren. Leiden
paneldata tot een onderschatting van transitiecijfers? Wat zijn eﬀecten van verschillen
in intervallen tussen opeenvolgende waarnemingen? Is het mogelijk om met herhaalde
cross-secties relatief betrouwbare schattingen van transitiecijfers te verkrijgen? Onder
welke voorwaarden?
Drie methoden voor schatting van transitiecijfers op basis van paneldata
worden geselecteerd. In twee methoden wordt verondersteld dat de transitiecijfers
leeftijdsspeciﬁek zijn (piecewise constant). De eerste methode is een gewone
maximalisatie van de likelihood dat het model in combinatie met de onvolledige data
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de levensgeschiedenissen goed beschrijven. De tweede methode is de maximalisatie
van de likelihood via het EM algorithme. In de derde methode worden met de B-
spline methode interpolaties tussen de panelgegevens gegenereerd met als resultaat
continue levensgeschiedenissen. De Kolmogorov diﬀerentiaalvergelijking wordt dan
opgelost om de transitiecijfers te verkrijgen. De prestatie van de drie methoden en hun
gevoeligheid voor veranderingen in tijdstippen van waarneming worden geëvalueerd.
De methoden worden vervolgens gebruikt in toepassingen.
Voor het genereren van levensgeschiedenissen wordt het MicMac pakket
gebruikt. Vervolgens worden paneldata en herhaalde cross-secties gesimuleerd. De
transitiecijfers worden opnieuw geschat, maar met de paneldata en de herhaalde
cross-secties. De geschatte transitiecijfers worden vervolgens vergeleken met de
transitiecijfers die als input werden gebruikt en er wordt gekeken welke verschillen
optreden in de levensverwachting.
In een toepassing wordt een multi-state model geschat met drie toestanden:
gezond, met beperking (disabled) en overleden. Het model wordt geschat met
gegevens van de U.S. Health and Retirement Survey (HRS). Beperking wordt gemeten
met de Katz Index of Independence of Activities of Daily Living. Transitiecijfers zijn
geslachtsspeciﬁek en leeftijdsspeciﬁek. Eﬀecten van opleiding op de transitiecijfers en
de levensverwachting met en zonder beperkingen worden geraamd via toepassing van
een multi-state model met opleiding als covariate.
Het onderzoek toont aan dat het EM algorithme tot een bias in de schattingen
leidt. De transitiecijfers van gezond naar beperking en van beperking naar gezond
worden onderschat, terwijl de sterftecijfers van de gezonde populatie overschat
worden. De bias is afhankelijk van de lengte van de periode tussen waarnemingen.
Dit resultaat bevestigt dat de methode het aantal transities tussen waarnemingen
onderschat. De bias treedt niet op in de twee andere methoden. Bovendien zijn de
geschatte transitiecijfers minder gevoelig voor verschillen in lengte van perioden tussen
waarnemingen. Smoothing van de transitiecijfers met de B-spline methode levert
betere resultaten op dan de veronderstelling van leeftijdsspeciﬁeke transitiecijfers.
Het gebruik van herhaalde cross-secties voor de schatting van transitiecijfers is
nog weinig ontwikkeld. De beschikbare studies onderscheiden twee toestanden en
veronderstellen dat de transitiecijfers niet veranderen in de tijd. In dit proefschrift
wordt een model gespeciﬁceerd met drie toestanden. Bovendien wordt een toestand
onderscheiden die niet verlaten kan worden (absorbing state). De schattingen van
transitiecijfers zijn redelijk goed. Veel onderzoek is echter nog nodig om herhaalde
cross-secties een geschikte databron te maken voor de schatting van multi-state
modellen in continue tijd.
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