Abstract: P-median is one of the most important Location-Allocation problems. This problem determines the location of facilities and assigns demand points to them. The p-median problem can be established as a discrete problem in graph terms as: Let G = (V, E) be an undirected graph where V is the set of n vertices and E is the set of edges with an associated weight that can be the distance between the vertices d ij = d(v i , v j ) for every i, j =1,…, n in accordance to the determined metric, with the distances a symmetric matrix is formed, finding V p  V such that |V p | = p, where p can be either variable or fixed, and the sum of the shortest distances from the vertices in {V-V p } to their closet vertex in V p is reduced to the minimum. Under these conditions the P-median problem is a combinatory optimization problem that belongs to the NP-hard class and the approximation methods have been of great aid in recent years because of this. In this point, we have chosen data from OR-Library [1] and we have tested three algorithms that have given good results for geographical data (Simulated Annealing, Variable Neighborhood Search, Bioinspired Variable Neighborhood Search and a Tabu Search-VNS Hybrid (TS-VNS). However, the partitioning method PAM (Partitioning Around Medoids), that is modeled like the P-median, attained similar results along with TS-VNS but better results than the other metaheuristics for the OR-Library instances, in a favorable computing time, however for bigger instances that represent real states in Mexico, TS-VNS has surpassed PAM in time and quality in all instances. In this work we expose the behavior of these five different algorithms for the test matrices from OR-Library and real geographical data from Mexico. Furthermore, we made an analysis with the goal of explaining the quality of the results obtained to conclude that PAM behaves with efficiency for the OR-Library instances but is overcome by the hybrid when applied to real instances. On the other hand we have tested the 2 best algorithms (PAM and TS-VNS) with geographic data geographic from Jalisco, Queretaro and Nuevo León. In this point, as we said before, their performance was different than the OR-Library tests. The algorithm that attains the best results is TS-VNS.
Introduction


In territorial partitioning, two models are the most common: the location-allocation and the set partitioning models. These models seek to group small geographical areas called basic units in a given number of bigger geographical clusters, named territories. The territorial partitioning problem can be modeled like a P-median problem with certain restrictions under the concept of partition, this is, if Ω , . . , is a finite set with n objects we wish to classify and let k be the number of classes where we want to group the objects. A partition P , . . , from Ω in k classes , . . , , is characterized by the following conditions:
C C , for every i j
The P-median problem consists in finding the best configuration of facilities to attend the population's demand in the best way [2] . Given a set of m nodes (coordinates) in the Cartesian plane, where every node possesses a certain demand that must be fulfilled, k < m service providers must be installed to satisfy this demand at the minimum cost. The cost can be
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The formulation to solve it was established in [3] . The problem was named p-median. This problem locates p facilities to minimize the total distance between the demand points and their nearest facilities [2] . For this we solve the allocation problem and minimize the distance and demand of the nodes. The computational complexity of this kind of problems requires using approximate methodologies to give a satisfactory response in regard to quality and time. In this point, two kinds of data have been processed with different heuristic variants based on the P-median model.
In this work, after testing different metaheuristic methods with OR-Library instances,we conclude that TS-VNS is the best method.For this reason, we chose TS-VNS to partition maps of different states of Mexico and we tested the efficiency of TS-VNS for the geographical data (electoral sections).
Materials and Methods
Transformation of the P-Median Combinatory Optimization Model to a Binary Integer Programming Model
In order to implement an approximation algorithm to search for solutions for the NP-hard problems it's necessary to approach the p-median problem (PMP) as a combinatory optimization problem (COP) given that the PMP is NP-hard [4] and usually represented as a binary integer programming problem (BIPP).
2.1.1 P-Median COP Model We model the PMP as follows: given a set of n vertices of a graph in the plane denoted byV= {1, 2,..,n} , | | , the goal is to find a subset of vertices V, with | | of possible locations for the medians such that the average total distance of the design is minimum. We say that this approach is of the COP kind because the feasibility space Ω from the PMP is formed by all the subsets of Lof cardinality p of a set with cardinality n, with p<n. With this it is established as commented by [4] . 
∑ (4) Where equation (1) is the objective function, the decision variables x ij and y i are binary and where k is the potential number of vertices where usually a median can be located k=n, p is the fixed number of required medians. The restrictions (2) guarantee that each vertex has an associated median, the restrictions (3) determines the distribution of the vertices to the medians and (4), the number of medians.
2.1.3 A Case for the transformation. The PMP as a BIPP has a feasible space of the exponential 2 n kind and as a COP is Then in defining a transformation : 2
We consider a case of a graph of n = 17 vertices, this is V= SDAAF illustrated in Fig. 1 The solution is shown in Table 1 , in the first binary solution it determines the medians in 1, 1, 1, 1 With its consequent combinatory solution L={6, 7, 13, 15} that has a cost C obtained from the sum of the sums of the distances between the medians and their associated vertices, this is C = d (6, 1) (13, 16 ).
The test instance for the combinatory problem is PPM (17, D 17x17 , 4) and it shows the equivalence between the COP and BIP solutions for the PMP. The same interpretation from a matrix approach placing the binary variables in a matrix X ij and from the intersections between rows and columns we can observe how the groups form a partition of V, we can deduce that the matrix from Table 2 is equivalent to the combinatory solution discussed.
Algorithms
In this section we present the algorithms developed. Simulated Annealing (SA) and Variable Neighborhood Search (VNS) have been widely published and tested for the data we present here, however, considering that VNS has attained good results [6] , we have insisted on broadening the basic VNS proposal by incorporation two variants: a bioinspired VNS [7] and a Hybrid Tabu Search with some principles from VNS.
Extension to VNS: VNS BIO and TS-VNS
In this section we focus on the main part of VNS where the changes in the neighborhood structures are fundamental.
The Neighborhood Search procedures traverse the solutions space U employing a set of transformations or moves. The solutions that are obtained from another one through one of the possible moves are known as the neighbors of this solution and constitute its neighborhood. The set of possible moves gives place to a neighborhood relationship and a neighborhood structure in the solutions space. The general scheme of a neighborhood search procedure consists in generating an initial solution and, until a stopping criterion is met, a move is iteratively selected to modify the solution [8, 9] .
The neighborhood of a solution is formed by the solutions that can be accessed from it by one of the possible moves.
Formally, a neighborhood structure over a space or search universe U is a function E: U  2 S that associates a neighborhood E(x)  U to every solution x of U. A big amount of heuristic methods proposed in the literature belong to the neighborhood search procedures class. The description in pseudocode of the neighborhood search is shown below:
}while (not stop criterion) }
The selection of the neighborhood structure is fundamental in the success of the search procedures since it determines the quality of the moves set applied. The combined moves appear when several moves are executed subsequently over a solution. An adequate combination of moves enriches the neighborhoods, which allows taking wider steps in the approaching to the optimum. An important characteristic of the moves is the feasibility of the contributed solutions.
Formally, the procedures that only take into account feasible moves are associated to the concept, somewhat more restrictive, of neighborhood structure as a function E: S  2 S that associates a neighborhood E(x)  S of feasible solutions to each feasible solution x of S. The main neighborhood search metaheuristic focuses on the move selection procedure only. However, besides the selection of a neighborhood structure over which to articulate the search; there are other relevant questions regarding the success of the neighborhood search procedure, such as: the objective function evaluation, the procedure to generate the initial solution and the stopping criterion.
2.2.1.1 Bioinspired VNS This VNS algorithm is inspired in the human behavior in emergency or social instability situations. Specifically this analogy is found in the local search procedure of this algorithm. After the initial solution is generated the local search will make small changes over the solution imitating a social behavior as follows: Every country has certain a power structure ideally formed for the interests of the people, each entity of the country has people's representative, however as we have seen throughout history, the social dissatisfaction destabilizes these groups and in extreme cases the represented change their representatives, however when the problem is in a smaller scale each person is free to join the political party of its choice or a group or committee formed by people with similar interests and ideologies. Our proposal covers both cases; the furthest objects (less similar) from the medoid (representative) are moved to another group that is close, emulating social grouping, but when these small changes reach an established limit, the neighborhood structure change occurs emulating a big scale social conflict by restructuring one or more groups, replacing their representatives and reorganizing the groups accordingly, looking to reduce the differences or distances between the objects and the medoids. This solution restructuration will happen every time the neighborhood structure changes and after each change the local search will continue over the new solution according to the input parameter given by the user.
In this algorithm the intensification strategy around good solutions is handled by the local search which remains in a single structure in an attempt to reach difficult optimal solutions around the neighborhood. On the other hand the diversification comes into action when the current neighborhood has been exhaustively explored and therefor it's necessary to proceed to another area of the solutions space, this is made by the systematic neighborhood structure change N 1 , N 2 , …,N k that we have defined already. This is the way the algorithm achieves the balance necessary to escape from local optima and reach deeper zones in the solution space. 
End while
The algorithm reads a dissimilarity matrix, then it reads the VNS parameters; itBL and itVNS, the first one indicates the number of local search iterations that will be performed inside each neighborhood structure, the algorithm is designed to generate n neighborhood structures and the itVNS parameter tells us how many times all of them will be explored.
We have an array of objects which distances are obtained from the dissimilarity matrix. So the algorithm repeats its main cycle itVNS times, this cycle generates the N k neighborhood structures from a randomly generated initial solution. Over this solution and over each successive neighborhood structure, the local search that begins in line 10.b.i will be executed and will finish when the value itBL is reached or when a worse solution is found. The local search begins by finding the medoid from the least similar (biggest distances) group, after this the algorithm finds the object that is furthest from the medoid, finally the object is reassigned to another group that contains the closest or most similar object to itself and the solution cost is updated accordingly. In this step is necessary to implement a small tabu strategy to avoid repeatedly choosing the same object and group.
2.2.1.2 Tabu Search and VNS Hybrid From our experience with our previous algorithms,
we built a hybrid with the two best candidates: VNS and TS. Our objective is to achieve results comparable to the quality of PAM that has shown great efficiency to reach optimal solutions for several tests, however is very slow for big-sized problems, for this reason with our algorithm we also seek to maintain a certain speed to deal with a bigger range of problems.
To fulfill these goals we needed to explore new strategies. For example, for the initial solution we chose the Stingy Drop or Greedy Drop method [9] , this greedy is capable of forming a good compact initial solution which works well for up to 1000 -1500 objects, after that limit the performance of the algorithm drops significantly (see section 3). This method assigns all the available objects as medoids or P's and they are eliminated one by one until the desired number of P's is reached. The elimination process drops the medoid that would provide the biggest gain if removed.
The second most important part of any metaheuristic is the neighborhood function, for this proposal we have implemented a variation of the well-known interchange or swap method proposed by Whitaker in [10] .
Taking into account these strategies we developed the following hybrid algorithm: added, which we define as the replacement of all the medoids except one (determined by a counter that will be increased by 1 after each structure change, this value represents a number of object, starting from 1 to cover all the input objects).
The neighborhood structure change occurs as a reaction to a quality limit established by the user; this is when a certain number of worse solutions have been obtained in the current structure.
The input parameters are p (number of facilities), nit (global iterations), nit2 (second phase iterations), ip(number of worse solutions allowed in the current neighborhood) and tt (tabu tenure for the dropped and added medoids) which indicates the time that the elements exchanged in the local search won't be able to move from their current position/state.
Our local search algorithm based on the swap method is described below: The local search will remove a facility from the array of medoids and will choose a non-facility object to replace the one dropped. Our improvement to Whitaker's method consists in using a semi-random strategy that evaluates only a limited candidate list because the computational cost of evaluating all the possible swaps would be high. 
Test Instances
We have selected two sets of instances; uncapacitated p-median instances from OR-Library [1] and real geographical data from three states of Mexico converted from the data available in [11] .
All of the algorithms were run in a windows pc (CPU: AMD E-350 at 1.60 GHz, RAM: 2GB DDR2).
Results and Discussion
The following Tables contains the tests for the OR-Library instances.
The details of each one of the 40 instances can be seen in [1] , they go from 100 to 900 objects and the values of P, from 5 to 200. The values in bold in both Tables represent the tests that returned the best known value (probably the global optimum) until today.
We can see that PAM achieves the best results but its computing time increases as the problem size increases. The worst algorithm was SA.
Even though TS-VNS attains good results for the instances in Table 4 it's not a guarantee that it will be the same for the real geographical data of our interest. For this reason we selected PAM and TS-VNS to test them with data from three states of Mexico: Jalisco, Querétaro and Nuevo León (3484, 814 and 2416). Our results are in Table 5 .
For Table 5 we executed 9 instances, 3 for each map using 12, 24 and 48 P's for each.The instances 1,2 and 3 are for the map of Querétaro that has 814 objects, instances 4, 5 and 6 are for Nuevo León with 2416 objects and 7, 8 and 9 are the instances for Jalisco which has 3484 objects.
We see in Table 5 that TS-VNS surpasses PAM in all the instances except for instance 3 (Querétaro with P = 48), however there's a big difference between the execution times. A peculiar aspect is that TS-VNS was run with the same input parameters for all the instances: nit = 1000, nit2 = 500, ip = 20 and tt = p/2 (see section 2.2.1.2 for more details) but its execution time considerably decreases, this is because of our modified swap method where the candidate list is formed by the objects assigned to the selected medoid, therefor when the P is bigger the objects are more evenly distributed, generating smaller candidate lists for each medoid. For example for the map of Jalisco with P = 12 the algorithm finished in 15 minutes and for P = 48, in almost 6 minutes. Another aspect to consider is that the greedy method to generate the initial solution was only used for the map of Querétaro, because it required several minutes to generate the solution for the other maps, for this reason we used a randomly generated solution for Jalisco and Nuevo León but as we can see this didn't negatively affect the quality of the final solution, as we still obtained better results than PAM. These maps were generated with a customGeographic Information Software developed in Java with the aid of GeoTools library, available for free in [12] .
Conclusions
We observed that PAM surpassed the quality of all the other algorithms in the P-median instances from OR-Library. Even when we tried to give TS-VNS more time to find a solution, in many cases didn't manage to match the quality of PAM, not even do better than PAM in the instances where neither matched the best known result, however, as we saw in Table 5 TS-VNS worked better than PAM, in quality and time, when working with geographical data, this is an issue that we need to examine in more detail to find the reasons for this behavior and make the necessary changes to achieve a consistent behavior with different kinds of data. For this we need to do more testing and debugging with our TS-VNS algorithm. 
