A mathematical model proposed to explain the horizontal structure of prey and predator populations is represented by a semilinear parabolic system of equations. In this paper some mixed problems for this kind of system, Lotka-Volterra system, are considered and asymptotic behaviors of the solutions are investigated by use of Energy Method.
Steele [3] proposed this system to explain the horizontal structure of prey and predator populations in a turbulent sea. In the sea, the phytoplankton and herbiovorous zooplankton are the prey and predator relationship. A main effect of plankton's movement is the current and turbulent lateral diffusion. However, Cassie [4] noted that plankton populations display spatially heterogeneity in spite of diffusion processes. These phenomena are called patchiness for planktons. From an ecological point of view, it is important to analyze the mechanics of patchiness effects [6] . Steele considered the initial-boundary value problem of (1-2) with zero flux boundary condition and conjectured that spatial inhomogeneites would appear, keeping the balance of the nonlinearity and diffusion effects. Hadeler, Heiden and Rothe [5] showed from thier numerical evidences that (1-2) had a non-trivial steady state solution with zero boundary condition. On the other hand, Murray [7] treated the same problem as Steele 's under the same diffusion coefficients. Although his proof is not given in detail, he negatived Steele 's conjecture. This paper is motivated by Murray' paper and concerns with asymptotic behaviours of the solution of (1-2) under the appropriate initial-boundary conditions by using the well known ENERGY METHOD.
The key of our result is the use of the conservation form derived from the Lotka-Volterra's model. § 2. Generalized Lotka-Volterra System with the Diffusion Effect.
If Ui(t, x) (i= 1, 2, . . . , ri) denote the population densities of the interacting /-species, then the generalized system including (1-2) may be constructed as follows ; for /=!, 2,. . , 3 n, where the diffusion coefficients d t are all positive constants, the constants e f -are the birth rates (if £ t ->0) or the death rates (if s,-<0) of the /-species and {&,-,-} is an anti-symmetric constant matrix. If k u^> Q (resp. <CO), the /-species is a predator (resp. prey) to the /-species and /-species is a prey (resp. predator) to the /-species. Finally ^r 1 are positive constants named "equivalence" numbers. For the system (2-1), we consider some mixed problems with the domain (t, x) ^ (0, +oo)x (0, L). Here the initial conditions are given by
and the boundary conditions by
where h { and g s are non-negative constant for /=!, 2 3 . . . , n. The conditions (2-3) and (2-4) mean a population reservoir and a barrier.
The local existence and the uniqueness of the solution of each mixed problem can be proved easily, so we do not write them down. L-].
3-1. Dirichlet Condition
Let us consider the mixed problem (2-1), (2-2) and
Now we introduce the following integral forms E(f) 9 E l (t) and which play an important role in our discussions. We shall give some lemmas.
Lemma 3-1. Let u { (t, x) be a smooth solution of the mixed problem(2-1), (2-2) and (3-1). If we assume that u^t, x)^Ku i for some positive constant K, then there exist positive constants C^K) and C 2 (K) such that
and
Proof. Differentiating (3-2) with respect to t, and using (3-1),
we have
i=i Jo * * Thus, if we put
then (3-5) can be obtained. In a similar manner, noting that u { =0
at ^ = 0 and x = L from (3-1), we have
Lemma 3-2. In addition to the assumption of Lemma 3-1, if we assume uJK^u^t^ x} for K^1 9 then there exists a positive constant C 3 (£) such that
Proof. Under the assumptions w.£"^w t (£, x)^n./K 9 it holds that
From the above inequalities, we obtain (3-10). Here it suffices to take C,(K) as C 3 (^)=4K 3 L 2 -max(A/fl,). From the above discussions, we find that it is essential to get the uniformly boundedness of u { (t 9 x) such that u { /K^Ui(t 9 x}^Ku ia Lemma 3-3 (Murray) . Therefore, we get the mixed problem with respect to S as follows ; Proof. The proof follows from Theorem 3-1 and Lemma 3-3 directly, so we omit the details. Proof. Suppose that ^i/K^u { (t 9 x)^Ku i} we have from (3-14). Hence, using (3-13), we obtain for (*, -r)e(0, +00) X (0, L). Now, taking the values of J5(C7(0)) and 1^ (£7(0)) sufficiently small, we can get the number K satisfying and 1-V, iM ( where V KtEiE (0) is positive. These conditions are consistent with &i/K^Ui(t 9 x)^Ku t . Thus, the lemma is proved.
Proposition 3-2. Consider the mixed problem (2-1), and (3-3). // £(Z7(0)) and E,(U(0)) are sufficiently small, then Ui(t 9 x) approach u i asymptotically with exponential order for i=l 9 2,..., n.
Proof. It is trivial to prove this proposition, so we omit it.
3-2. Neumann Condition
Let us consider the mixed problem (2-1), (2-2) and (2-4). The discussions in this part are almost the same as those of section 3-1. Integrating (3-27) from 0 to L with respect to x, we get
hoosing £(C7(0)) and ^((7(0)) sufficiently small, we find that u { (t, x) are consistent with u./K^u^t, x^^Ku^ by using the procedure analogous to that of Lemma 3-4. Therefore the proof is given. Proof. The proof is obvious, so we omit it.
From Theorem 3-2 and Proposition 3-4, we can get the following remark; Here ^--C 2 (K)>0 is used. Thus (3-34) gives the proof directly.
Li § 4. Concluding Remarks
By applying arguments similar to those used in this paper, we can treat the asymptotic problem in the case of the periodic boundary condition (2-5).
We could not argue about the Dirichlet boundary condition (2-3) deeply. When the non-trivial solution w { (x) of the boundary value problem (2-1) and (2-3) exist in the neighbourhood of u iy we can prove the following; Here the initial conditions are given by Here we choose A>0 as 4^-C 5 (M)AL + s>0. Then, for some , (4-7) can be rewritten as 
