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We predict that a direct bandgap semiconductor (GaAs) resonantly excited by a strong ultrashort
laser pulse exhibits a novel regime: kicked anharmonic Rabi oscillations (KARO). In this regime,
Rabi oscillations are strongly coupled to intraband motion, and interband transitions mainly take
place during short times when electrons pass near the Brillouin zone center where electron popu-
lations undergo very rapid changes. Asymmetry of the residual population distribution induces an
electric current controlled by the carrier-envelope phase. The predicted effects are experimentally
observable using photoemission and terahertz spectroscopies.
I. INTRODUCTION
Effect of strong electric fields on crystalline solids was
long considered important as introduced by Zener1 and
developed by Keldysh2. Recently, a novel field studying
interaction of few-cycle high-intensity (with fields reach-
ing or exceeding internal fields in the matter) optical
pulses with solids has attracted a great deal of atten-
tion3–12. One of the most significant directions of the
recent research has been strong-field interaction of trans-
parent solids with ultrashort pulses. In that case, the
carrier frequency ω0 and the pulse bandwidth ∆ω are
well within the solid’s bandgap: ~ω0, ~∆ω  Eg. For
ultrashort pulses, light-induced processes in transparent
solids develop and evolve necessarily within the optical
cycle4,5,7; they are largely reversible, and the character-
istic response time τ is determined by the band gap:
τ & ~/Eg6. Consequently, these subcycle processes de-
pend on the carrier-envelope phase (CEP)13.
The CEP controllability of electron dynamics in the
case of resonant excitation, ~ω0 ∼ Eg, has so far mostly
been studied in the context of carrier-wave Rabi flopping
(CWRF)14–17, where the motion of charge carriers within
bands was neglected, as well as in the context of pertur-
bative ω + 2ω interference18,19, where a relatively weak
field limits the scope of the intraband motion.
Here we predict that intraband electron motion in
strong resonant fields determines electron excitation of
a semiconductor solid. These strong-field resonant elec-
tron dynamics cause a residual ballistic electric current
that is controllable by the CEP. This current has a non-
trivial dependence on the field amplitude, exhibiting deep
oscillations and direction reversals.
II. MODEL
We solve the length-gauge optical Bloch equations with
intraband displacement terms8,20:
∂
∂t
ρij =
[
δij − 1
T2
+
i
~
(Ei − Ej)
]
ρij
+
1
~
F (t)
(
e∇kρij − i[dˆ, ρˆ]ij
)
. (1)
Here, ρ(k, t) is a density matrix, its diagonal elements,
ni(k, t) = ρii(k, t), are probabilities to find an electron
with crystal momentum k in band i, T2 is dephasing time
introduced phenomenologically; e > 0 is the elementary
charge, and dij(k) = e〈ψi(k)|i∇k|ψj(k)〉 are dipole ma-
trix elements that form matrix dˆ. We assume that the
electric field of the laser pulse in the medium F (t) is lin-
early polarized along the Γ−X direction in the Brillouin
zone of GaAs, where the X point is at kmax = 1.11 A˚
−1
.
This choice eliminates second-order nonlinear effects, in
particular, optical rectification21. We will denote the
field projection on the Γ − X direction as F (t) and its
amplitude as F0. The specific form of F (t) is described
in Appendix B. This is a 5-fs pulse with a central (carrier)
frequency of ~ω0 = Eg = 1.55 eV.
We obtained the band energies Ei(k) and the transi-
tion matrix elements dij(k) using the Wien2K code
22.
We found that using three conduction bands (CBs) and
three valence bands (VBs) was sufficient for convergence.
III. RESULTS
Let us make a few relevant estimates. Nondestruc-
tive measurements on GaAs with few-cycle pulses were
reported for F0 = 0.4 V/A˚ (a peak intensity of 2 ×
1012 W/cm2), where the onset of CWRF was ob-
served15,17. This field is much smaller than that required
to accelerate an electron from the Γ point (k = 0) to the
boundary of the Brillouin zone, which is F0 = 0.9 V/A˚
for λ0 = 800 nm. Using d = 5 e · A˚15, we estimate the
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FIG. 1. (Color online) The residual current density
j(F0, ϕCE). In these diagrams, the distance to the origin
corresponds to the pulse amplitude F0, which varies from
zero to 0.8 V/A˚, while the angle to the horizontal axis en-
codes the carrier-envelope phase ϕCE. The color coding of
F−30 j(F0, ϕCE) is individually normalized for each diagram.
Panels (a)–(c) show two-band results (1 VB, 1 CB), while
panels (d)–(f) display six-band (3 VBs, 3 CBs) calculation
results. Each horizontal pair of plots corresponds to a certain
value of dephasing time T2 as indicated by the labels.
ratio of the Rabi frequency ΩR = dF0/~ to the laser fre-
quency as ΩR/ω0 ≈ F0/(0.3 V/A˚).
Figure 1 shows the residual current density,
j (F0, ϕCE) = − 2e
(2pi)3
∑
i
∫
BZ
d3k ni(k, tmax)eˆvi(k),
(2)
for the cases of two [Figs. 1(a)-(c)] and six [Figs. 1(d)-
(f)] bands, as well as for different values of T2. When
the field is weak, the photocurrent is excited due to the
ω + 2ω interference18,19. In this case, it is known that
jmax(F0) ∝ F 30 —cf. Fig. 2. This is due to the fact that
the probability amplitudes of one- and two-photon pro-
cesses are proportional to F0 and F
2
0 , respectively, while
their interference makes a contribution proportional to
F 30 . In Fig. 2, this cubic dependence breaks down for
F0 & 0.1 V/A˚, which we visualize in Fig. 1 by repre-
senting F−30 j (F0, ϕCE) with color coding. In Fig. 1, the
results obtained for two and six bands differ significantly,
which is consistent with recent findings11. However, they
also share a few remarkable features.
First, we observe CEP-controlled light-induced resid-
ual current, which implies that it is due to ultrafast, sub-
cycle processes. The cases of no polarization relaxation
(or, zero dephasing, T2 = ∞) [panels (a) and (d)] and
fast dephasing [T2 = 10 fs, panels (b) and (e)] differ very
little, which suggests that there is fast effective dephas-
ing within the purely Hamiltonian system described by
the Schro¨dinger equation. Note that the fastest electron
dephasing time in semiconductors (GaAs) was measured
to be T2 ∼ 14 fs23, which was consistent with theory24.
At the same time, recent experiments on high-harmonic
generation in solids8–12 suggest that dephasing times in
the strong-field regime may be on the order of femtosec-
onds, so we also present results for T2 = 2 fs. We note
that T2 has a stronger impact on the two-band results.
Second, for any chosen CEP, j (F0, ϕCE) changes its
sign at certain values of F0. In the two-band model,
the maximum magnitude of the current at any field am-
plitude is always obtained for the antisymmertic pulse
(ϕCE = ±pi/2). In contrast, for more realistic six-band
calculations, the maximum current non-trivially depends
on the CEP, which causes the appearance of “vortices”
in panels (d)–(f).
Third, starting from F0 ∼ 0.2 V/A˚, the residual cur-
rent is much stronger than that obtained by extrapolat-
ing the weak-field current according to the ∝ F 30 law.
This fact is more clearly seen in Fig. 2, from which we
also conclude that dephasing tends to reduce the magni-
tude of the residual current.
To gain more insight, we analyze in Fig. 3 the resid-
ual population nc1(k, tmax) of the lowest conduction band
(c1). Higher bands contribute significantly less to the
electric current. As we have already pointed out, dephas-
ing with a typical rate of T2 & 10 fs has a minor effect;
thus we set T2 =∞. We start with the case of two bands
displayed in Figs. 3(a)–(c) where it is easier to disen-
tangle different processes. For ϕCE = 0 [panel (a)], the
k-resolved population is symmetric, so that the residual
intraband current is close to zero, in accord with Fig. 1.
For ϕCE = pi/2 [panel (b)], the residual conduction-band
population becomes highly asymmetric in ±k in the re-
gion F0 & 0.3 V/A˚ and |k|/kmax . 0.1. As Fig. 3(c)
demonstrates, intraband motion plays a key role here.
Eliminating it by dropping the term ∝ F (t)∇kρij in
Eq. (1) leads to a fully symmetric distribution of exci-
tation probabilities and also eliminates the excited pop-
ulations at k & 0.2kmax.
Interband transitions predominantly occur in the part
3FIG. 2. (Color online) The maximal value of the residual
current density jmax(F0) = maxϕCE [j(F0, ϕCE)]. The solid
and dashed lines were obtained with T2 =∞ and T2 = 10 fs,
respectively. Red curves represent six-band calculations (3
VBs, 3 CBs), whereas blue curves show the two-band results
(1 VB, 1 CB).
of the Brillouin zone where the corresponding transition
matrix elements dij have a large magnitude. For transi-
tions from valence bands to the lowest conduction band of
GaAs, |dij(k)| are maximal at the Γ point and sharply
decrease for k & ∆k = 0.1k0 (see Appendix A). Ac-
cording to the Bloch acceleration theorem25, the elec-
tron momentum in a given energy band, K(t), changes
in time as K(t) = k−e~−1 ∫ t
t0
F (t′)dt′, where k = K(t0)
is the initial momentum. At a characteristic field of
F ∼ 0.4 V/A˚, an electron at the Γ point passes through
the momentum range of interband transitions during
time τ ∼ ~∆k/(eF0) ∼ 0.2 fs. This time interval is much
shorter than a half-cycle of both optical oscillations and
Rabi oscillations.
Thus we predict a novel regime for solids in strong
resonant optical fields where the Rabi oscillations are
excited by short and strong kicks during times when
electrons pass the narrow momentum region ∼ ∆k near
the Γ point. These kicks are repeated twice per opti-
cal cycle causing strongly anharmonic (non-sinusoidal in
time) Rabi oscillations. We call this regime “kicked an-
harmonic Rabi oscillations” (KARO). It is illustrated in
Fig. 4 where we show the time dependence of the low-
est CB population for selected reciprocal-space pathways:
nc1
(
K(t), t
)
undergoes very rapid changes at the mo-
ments of the kicks, and it is nearly constant between
them. Such transitions can excite or de-excite electrons,
and their overall outcome depends on the field amplitude
and initial momentum k, in turn defining whether there
is a “bright” (high nc1) or “dark” (low nc1) fringe. At the
Γ point (k = 0) in Fig. 4, the blue curve clearly indicates
alternation of such excitation/de-excitation events. For
k 6= 0 (the green curve), an electron passes near the Γ
point at non-equidistant moments of time, which affects
the final population and current.
If the intraband motion is artificially switched off, the
fringes in Fig. 3(c) repeat periodically, as expected for
Rabi oscillations, and the distribution is precisely sym-
metric: nc1(k, tmax) = nc1(−k, tmax). In contrast, the
KARO regime in Figs. 3(a) and (b) manifests itself by
the fringe spacing increasing with F0. However, the most
important signature of the KARO is evident asymmetry
of the CB density distribution with respect to k < 0 vs.
k > 0, which appears due to the intraband electron mo-
tion induced by an ultrashort pulse. The number of Rabi
cycles increases with the field amplitude; when the pulse
duration corresponds to an integer number of full oscil-
lations, the residual current switches its direction—cf.
Fig. 1. We interpret this switching of current as result-
ing from interference of electron pathways in reciprocal
space.
The change of band populations between times ti and
tf is determined by the field work, W =
∫ tf
ti
F (t)P ′(t) dt,
where P ′(t) is the time derivative of the macroscopic
polarization induced by both bound and free charges26.
In the KARO process, the field changes little during a
single kick. Consequently, a kick at time t does work
∆W ≈ F (t)∆P (t), where ∆P is the corresponding po-
larization change. Two kicks that promote electrons from
band j to band i at times t1 and t2 interfere with each
other according to the phase accumulated by the inter-
band polarization between the kicks. For a particular
electron with initial crystal momentum k, this phase is
approximately given by (see Appendix D)
∆φij(k) =
1
~
∫ t2
t1
dt∆Eij
(
K(t)
)
. (3)
It is analogous to the Volkov phase27 in atomic physics.
Let us consider two pathways separated by an optical
cycle: t2 − t1 = 2pi/ω0. When ∆φij(k) = 2piq, where in-
teger q is the order of a nonlinear resonance, interference
is constructive resulting in net excitation of electrons.
In Figs. 3(a)–(b), it is evident that a region of strongly
nonlinear behavior occurs at F0 & 0.5 V/A˚. A nonlinear
resonance of the lowest order (q = 2) for electron wave
packets excited near the Γ point occurs for ∆φij(0) =
4pi. In a model with two parabolic bands, ∆Eij(k) ≈
Eg +~2k2/(2µ), where µ is reduced effective mass. From
Eq. (3), we obtain the second-order resonance condition
as Eg+Up = 2~ω0, where Up = e2F 20 /(4µω20) is known as
ponderomotive energy. For GaAs, using µ = 0.05m0, we
obtain F0 = 0.3 V/A˚ for transitions from the light-hole
VB to the lowest CB. A more careful calculation taking
band non-parabolicity into account yields F0 = 0.5 V/A˚.
While we have concentrated above on a two-band
model, real crystals contain a number of bands that
can contribute to nonlinear optical phenomena in strong
fields. Figures 3(d)–(f) show that increasing the number
of bands to six has a dramatic effect on the simulations
for F0 & 0.1 V/A˚: reciprocal-space populations are per-
turbed in a highly irregular, quasi-stochastic way; they
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FIG. 3. (Color online) The residual population of the lowest conduction band nc1(k, tmax) in simulations with two (a)–(c) and
six (d)–(f) bands without dephasing (T2 =∞). The CEP of the laser pulse is ϕCE = 0 in panels (a), (d) and pi/2 in the other
plots. Panels (c), (f) display population distributions obtained without intraband motion.
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FIG. 4. (Color online) Time dependence of the CB population
in the two-band simulation (blue and green curves). It is
calculated along reciprocal-space pathways K(t) that satisfy
the acceleration theorem. The starting point is the Γ point
(k = 0) for the blue curve and k = −0.05kmax for the green
curve. The bold dots on the curves denote moments of passage
in the vicinity of the Γ point. The dashed red curve shows
the electric field of the pulse (F0 = 0.5 V/A˚, ϕCE = pi/2).
become significantly asymmetric at lower laser fields, and
signatures of Rabi cycles at k = 0 are not as clearly vis-
ible even if intraband motion is neglected. Apparently,
coherent effects suffer from effective dephasing induced
by intraband motion in the presence of multiple bands.
Similarly to Landau damping28, this phenomenon is not
related to electron-electron collisions or interaction with
environment.
Our results also highlight the role of symmetries in
strong-field phenomena. For ϕCE = 0, the Hamilto-
nian is symmetric with respect to time reversal. For
ϕCE = ±pi/2, it is PT-symmetric, that is, invariant under
simultaneous parity (P) and time-reversal (T) transfor-
mations. The symmetries of final states match those of
the Hamiltonian in two-band simulations (e.g. there is
the k↔ −k symmetry for ϕCE = 0). Adding more bands
breaks this apparent relation (see Figs. 1 and 3).
IV. CONCLUSIONS
We have shown that resonant interaction of strong ul-
trashort laser pulses with a solid is determined by in-
terdependent dynamics of interband transitions and in-
traband electron motion in reciprocal space. Rapid pas-
sage of the efficient transition region (the vicinity of the
Γ point) brings about a new excitation regime that we
5call kicked anharmonic Rabi oscillations (KARO). This
regime is not specific to GaAs, and similar dynamics
can be driven and controlled using broadband optical
waveforms (light transients). The predicted effects are
experimentally observable: the asymmetric momentum
distribution can be directly observed using angular re-
solved photoemission spectroscopy (ARPES)29–32, and
the residual current can be detected through accompa-
nying terahertz radiation33,34. Our findings add resonant
processes to the toolkit of petahertz solid-state technol-
ogy where potential applications may range from CEP
detection35 to sub-laser-cycle spectroscopy36 and ultra-
fast signal processing6.
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Appendix A: Band structure calculations
Fig. 5 shows the band energies and matrix elements
of GaAs that we obtained from the density functional
theory (DFT) calculations, where we used the TB09
meta-GGA exchange-correlation potential37 with spin-
orbit coupling. The calculated band-gap energy is Eg =
1.55 eV, which is somewhat larger than the measured
band gap at room temperature (1.42 eV) but close to
that at low temperatures (1.52 eV)38.
We evaluate the reduced electron mass by fitting
the gap between the lowest conduction band (c1) and
the light-hole (lh) band with a second-order polynomial
within |k| ≤ 0.05kmax. The result is 0.053m0.
The Wien2K code only provides us with momen-
tum matrix elements pij , so we evaluated the inter-
band matrix elements of crystal coordinate via di6=j(k) =
ie~pij(k)/
(
m0[Ei(k)−Ej(k)]
)
, where m0 is the free elec-
tron mass. We found that Berry connections e−1dii had
a negligible effect on the residual intraband current den-
sity, so we assumed dii = 0.
Appendix B: External field
Fig. 6(a) shows the field F (t) that we used in our
simulations, while Fig. 6(b) shows the power spectrum
of the pulse. We define the field F (t) = eˆF (t) in the
(a) (b)
FIG. 5. (a) The energies of three highest valence bands
(black) and five lowest conduction bands (red) of GaAs along
the line between the Γ and X points. Each of these bands is
doubly degenerate. (b) Dipole moments |dij(k)| for the most
important interband transitions.
(a)
(b)
FIG. 6. (a) Normalized electric field inside the medium. (b)
The power spectrum of the laser pulse in the limit of an in-
finitely broad temporal window.
frequency domain taking the spectrum F˜ (ω) as a Nut-
tall window centered at ω0 = ~−1Eg with a compact
support in the interval Eg − ~∆ω ≤ ~ω ≤ Eg + ~∆ω
with ~∆ω = 0.8 eV. The central wavelength of the pulse
is λ0 = 2pic/ω0 = 800 nm; its central photon energy
is ~ω0 = Eg = 1.55 eV. In the time domain, the in-
tensity of the pulse has a full width at half maximum
6(FWHM) of 5 fs; our simulations begin at t0 = −36.2
and end at tmax = 36.2 fs. An explicit expression
for the positive-frequency part of the pulse spectrum is
F˜ (ω) = F˜0 exp(iϕCE)w
[
(ω − ω0 + ∆ω)/(2∆ω)
]
, where
ϕCE is the carrier-envelope phase. The Nuttall window
is defined as w(x) =
∑3
n=0 an cos(2pinx) if 0 ≤ x ≤ 1
and w(x) = 0 outside of this interval. The coefficients
are a0 = 0.355768, a1 = −0.487396, a2 = 1/2 − a0, and
a3 = −(1/2 + a1).
Appendix C: Temporal evolution
Fig. 7 illustrates the temporal evolution of electronic
excitations. Interband transitions mainly take place near
the Γ point. Electron-hole wavepackets excited by dif-
ferent laser half-cycles interfere with each other. This
interference determines residual reciprocal-space popula-
tion distributions. Asymmetric distributions yield resid-
ual ballistic electric current.
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FIG. 7. Temporal evolution of the conduction-band popula-
tion in a two-band simulation for F0 = 0.5 V/A˚, ϕCE = pi/2,
T2 =∞.
Appendix D: Quantum-path interference in
reciprocal space
As explained in the main text, the KARO regime is
characterized by “kick-like” interband transitions that
take place when an electron moving along a reciprocal-
space trajectory,
K(t) = k − e
~
∫ t
t0
F (t′)dt′, (D1)
traverses a region where the corresponding transition
matrix element dij(K(t)
)
is particularly large. In this
section, we study how such temporally confined transi-
tions interfere with each other. This task is most eas-
ily accomplished if we neglect interband phase relaxation
(T2 → ∞) and solve the time-dependent Schro¨dinger
equation in the basis of Houston states. Let |ψi(k)〉 be a
Bloch state for band i and crystal momentum k. Using
the ansatz
|Ψk(t)〉 =
∑
i
αi,k(t)e
− i~
∫ t
t0
dt′ Ei
(
K(t′)
) ∣∣ψi(K(t))〉 ,
(D2)
where αi,k(t) are probability amplitudes, we obtain the
following equations39,40:
d
dt
αi,k(t) = − i~
∑
j
αj,k(t)F (t) · dij
(
K(t)
)×
exp
[
i
~
∫ t
t0
dt′∆Eij
(
K(t′)
)]
. (D3)
Ansatz (D2) accounts for the intraband motion, as well
as for the quantum phase accumulated by a wave func-
tion in the absence of interband transitions. Therefore,
probability amplitudes αi,k(t) only change their values
when electrons are excited or de-excited. Now we intro-
duce the approximation of sudden transitions at a series
of moments {tn}, which may themselves depend on initial
crystal momentum k:
dij(K(t)
) ≈∑
n
δ(t− tn)
∫ tn+∆t
tn−∆t
dtdij(K(t)
)
. (D4)
Here, δ(t) is the Dirac delta-function,
∣∣dij(K(t))∣∣ has
a local maximum at t = tn, and the integration is per-
formed over a short interval of time (∆t tn+1−tn) dur-
ing which transitions are most probable. Let us change
the integration variable from time to crystal momentum
assuming that the laser field is linearly polarized along a
unit vector eˆ:∫ tn+∆t
tn−∆t
dtdij(K(t)
)
=
∫ K(tn+∆t)
K(tn−∆t)
dk
|K ′(t)| dij(k) ≈
− ~
e|F (tn)|
∫ ∆k
−∆k
dk dij (K(tn) + keˆ) . (D5)
Here, ∆k = e~−1|F0| ∼ |K ′(tn)|∆t. Introducing
Dij(k, tn) =
1
e
∫ ∆k
−∆k
dk dij (K(tn) + keˆ) , (D6)
we re-write Eq. (D3) as
d
dt
αi,k(t) ≈ i
∑
j
αj,k(t) exp
[
i
~
∫ t
t0
dt′∆Eij
(
K(t′)
)]
∑
n
δ(t− tn)sgn[F (tn)]Dij(k, tn). (D7)
In this model, the probability amplitudes stay constant
between kicks, and they change their values abruptly at
each kick. A general solution of Eq. (D7) can be written
in the matrix form. For one particular transition at time
tn,
αk(tn + ∆t) = e
iMˆ(k,tn)αk(tn −∆t), (D8)
7where the elements of matrix Mˆ(k, tn) are given by
Mij(k, tn) = exp
[
i
~
∫ tn
t0
dt′∆Eij
(
K(t′)
)]
× sgn[F (tn)]Dij(k, tn). (D9)
As long as the probability of a particular transition is
small, then eiMˆ(k,tn) ≈ 1 + iMˆ(k, tn). In this approxi-
mation,
∆αi,k(tn) = αi,k(tn + ∆t)− αi,k(tn −∆t) ≈
isgn[F (tn)]
∑
j
{
αj,k(tn −∆t)Dij(k, tn)
× exp
[
i
~
∫ tn
t0
dt′∆Eij
(
K(t′)
)]}
. (D10)
Whether two particular excitation events at times tn1
and tn2 interfere constructively or destructively depends
on the relative phase between ∆αi,k(tn1) and ∆αi,k(tn2),
which is given by ∆φ(k) = arg
[
∆α∗i,k(tn1)∆αi,k(tn2)
]
.
If we constraint ourselves to transitions from band j to
band i 6= j, then Eq. (D10) yields
∆φij(k) = arg
{
sgn[F (tn1)F (tn2)]×
α∗j,k(tn1 −∆t)αj,k(tn2 −∆t)D∗ij(k, tn1)Dij(k, tn2)
× exp
[
i
~
∫ tn2
tn1
dt′∆Eij
(
K(t′)
)]}
. (D11)
If both transitions take place at the same k (e.g. k = 0),
then Dij(k, tn1) = Dij(k, tn2). Since we are currently
considering small transition probabilities, we can neglect
the change of phase of the initial state: arg[α∗j,k(tn1 −
∆t)αj,k(tn2 −∆t)]. These considerations lead us to the
following result:
∆φij(k) ≈ pi
2
(
1− sgn[F (tn1)F (tn2)]
)
+
1
~
∫ tn2
tn1
dt′∆Eij
(
K(t′)
)
. (D12)
The first term on the right-hand side of this equation
disappears if tn1 and tn2 are separated by a full laser
cycle, and it is equal to pi if the laser field changes its
sign between these two moments of time.
Appendix E: Rabi flopping
As an attempt to disentangle intraband motion from
Rabi oscillations, we repeat our simulations with all the
transition matrix elements reduced by a factor of 10. In
the absence of detuning, this would decrease the Rabi
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FIG. 8. The same as Fig. 3, but all the transition matrix
elements were reduced by a factor of 10 in order to suppress
Rabi oscillations. The false colors represent the residual popu-
lation of conduction-band states in the two-band simulations
without dephasing. The red crosses indicate the peak field
strengths where the pulse area A [see Eqs. (E1)] is an inte-
ger multiple of 2pi. Due to reduced excitation probabilities,
panels (a) and (b) use a different color scale.
frequency by the same factor. Intraband motion causes
a large time-dependent detuning enabling interference ef-
fects that strongly resemble Rabi flopping, as one can see
in Fig. 8. There are indeed no signatures of Rabi oscil-
lations if there is no intraband motion [panel (c)]; how-
ever, in panels (a) and (b), we see periodic local minima
or the conduction-band population at k = 0. The field
strengths at which these minima occur are slightly larger
than those in Fig. 3 of the main text. Similarly to Fig. 3,
strongly asymmetric distributions form at F0 & 0.4 V/A˚.
To verify that the periodic destructive interference at
k = 0 can be related to Rabi oscillations, we evaluate the
pulse area, accounting for the time-dependent detuning
8induced by the intraband motion:
A =
∫ ∞
−∞
dt
√
|ΩR(t)|2 +
[
∆Eij
(
K(t)
)− ~ω0]2, (E1a)
ΩR(t) =
dij
(
K(t)
)
f(t)
~
, (E1b)
K(t) =
e
~
A(t). (E1c)
Here, f(t) is the envelope of the electric field:
F (t) = 2 Re
[
f(t)e−iω0t
]
. (E2)
A long laser pulse with a constant detuning completes an
integer number of Rabi cycles if its pulse area is equal to
an integer multiple of 2pi. Even though we consider a few-
cycle pulse where detuning ∆E
(
K(t)
)−~ω0 significantly
changes within a fraction of a cycle, it is still instructive
to evaluate the pulse amplitudes that satisfy A = 2pin
(n ∈ N). These field strengths are indicated in Fig. 8
by red crosses, the corresponding values being 0.26, 0.43,
and 0.61 V/A˚. The same analysis applied to the origi-
nal matrix elements yields peak field strengths of 0.16,
0.33, and 0.48 V/A˚, which agree well with the results
shown in Fig. 3 of the main text. Therefore, in these two
examples (Figs. 8 and 3), kicked Rabi oscillations may
also be interpreted as strongly detuned Rabi flopping.
However, we do not know if Eq. (E1a) is generally ap-
plicable in the KARO regime. Also, unlike the analysis
presented in the previous section, Eqs. (E1) is inapplica-
ble to very broadband pulses where the central frequency
is not well-defined and, therefore, Eq. (E2) does not pro-
vide an unambiguous definition of pulse envelope.
Figure 9 shows that completing a Rabi cycle causes
current reversal even when the transition matrix elements
are reduced.
0.2
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0.8
FIG. 9. Residual electric current evaluated with the transition
matrix elements being reduced by a factor of 10. Here, we
used two bands and T2 =∞.
Appendix F: Transferred charge
In this paper, we focused on the residual current den-
sity because this quantity is directly related to asymme-
try in the residual band population, and also because
it was primarily used in the previous work on ω + 2ω
interference. However, for an experimental verification
of these results, the transferred charge may be a more
relevant observable4,35,41. Fig. 10 is similar to Fig. 1 of
the main text, but, instead of the residual current, we
visualize the transferred charge density
Q (F0, ϕCE) =
∫ tcut
−∞
dt j (F0, ϕCE, t) , (F1)
where we set the upper integration limit to tcut = 8 fs and
evaluate the time-dependent intraband current density
according to
j (F0, ϕCE, t) = − 2e
(2pi)3
∑
i
∫
BZ
d3k ni(k, t)eˆvi(k).
(F2)
∗ michael.wismer@mpq.mpg.de
† stanislav.kruchinin@mpq.mpg.de
‡ mstockman@gsu.edu
§ vyakovlev@gsu.edu
1 C. Zener, Proc. Royal Soc. London. Ser. A 145, 523 (1934).
2 L. V. Keldysh, Sov. Phys. JETP 20, 1307 (1965).
3 S. Ghimire, A. D. DiChiara, E. Sistrunk, P. Agostini, L. F.
DiMauro, and D. A. Reis, Nature Phys. 7, 138 (2011).
4 A. Schiffrin, T. Paasch-Colberg, N. Karpowicz,
V. Apalkov, D. Gerster, S. Muehlbrandt, M. Korb-
man, J. Reichert, M. Schultze, S. Holzner, J. V. Barth,
R. Kienberger, R. Ernstorfer, V. S. Yakovlev, M. I.
Stockman, and F. Krausz, Nature 493, 70 (2013).
5 M. Schultze, E. M. Bothschafter, A. Sommer, S. Holzner,
W. Schweinberger, M. Fiess, M. Hofstetter, R. Kien-
berger, V. Apalkov, V. S. Yakovlev, M. I. Stockman, and
F. Krausz, Nature 493, 75 (2013).
6 F. Krausz and M. I. Stockman, Nature Photon. 8, 205
(2014).
7 M. Schultze, K. Ramasesha, C. D. Pemmaraju, S. A.
Sato, D. Whitmore, A. Gandman, J. S. Prell, L. J. Borja,
D. Prendergast, K. Yabana, D. M. Neumark, and S. R.
9Two bands Six bands
-1.0 1.0-0.6 -0.2 0.60.2
(arb. u.)
T2 =∞
0.2
0.4
0.60.8
(d)
0.2
0.4
0.60.8
0.2
0.4
0.60.8
0.2
0.4
0.60.8
0.2
0.4
0.60.8
(a)
(b)
T2 = 10 fs
(c)
0.2
0.4
0.60.8
T2 = 2 fs
(f)
(e)
FIG. 10. The transferred charge density Q(F0, ϕCE). In these
diagrams, the distance to the origin corresponds to pulse am-
plitude F0, which varies from zero to 0.8 V/A˚, while the an-
gle to the horizontal axis encodes the carrier-envelope phase
ϕCE. The false colors represent F
−3
0 Q(F0, ϕCE) individually
normalized for each diagram. The left three panels show two-
band results (one valence and one conduction band), while
panels (d)-(f) show results obtained with three valence and
three conduction bands. Each horizontal pair of plots corre-
sponds to a certain value of the dephasing time T2 as indicated
by the labels.
Leone, Science 346, 1348 (2014).
8 O. Schubert, M. Hohenleutner, F. Langer, B. Urbanek,
C. Lange, U. Huttner, D. Golde, T. Meier, M. Kira, S. W.
Koch, and R. Huber, Nature Photon. 8, 119 (2014).
9 T. T. Luu, M. Garg, S. Yu. Kruchinin, A. Moulet, M. Th.
Hassan, and E. Goulielmakis, Nature 521, 498 (2015).
10 G. Vampa, T. J. Hammond, N. Thire´, B. E. Schmidt,
F. Le´gare´, C. R. McDonald, T. Brabec, and P. B. Corkum,
Nature 522, 462 (2015).
11 M. Hohenleutner, F. Langer, O. Schubert, M. Knorr,
U. Huttner, S. W. Koch, M. Kira, and R. Huber, Nature
523, 572 (2015).
12 G. Vampa, T. J. Hammond, N. Thire´, B. E. Schmidt,
F. Le´gare´, C. R. McDonald, T. Brabec, D. D. Klug, and
P. B. Corkum, Phys. Rev. Lett. 115, 193603 (2015).
13 D. J. Jones, S. A. Diddams, J. K. Ranka, A. Stentz, R. S.
Windeler, J. L. Hall, and S. T. Cundiff, Science 288, 635
(2000).
14 S. Hughes, Phys. Rev. Lett. 81, 3363 (1998).
15 O. D. Mu¨cke, T. Tritschler, M. Wegener, U. Morgner, and
F. X. Ka¨rtner, Phys. Rev. Lett. 87, 57401 (2001).
16 O. D. Mu¨cke, T. Tritschler, M. Wegener, U. Morgner, and
F. X. Ka¨rtner, Phys. Rev. Lett. 89, 127401 (2002).
17 O. D. Mu¨cke, T. Tritschler, M. Wegener, U. Morgner, F. X.
Ka¨rtner, G. Khitrova, and H. M. Gibbs, Opt. Lett. 29,
2160 (2004).
18 R. Atanasov, A. Hache´, J. L. P. Hughes, H. M. van Driel,
and J. E. Sipe, Phys. Rev. Lett. 76, 1703 (1996).
19 T. M. Fortier, P. A. Roos, D. J. Jones, S. T. Cundiff,
R. D. R. Bhat, and J. E. Sipe, Phys. Rev. Lett. 92, 147403
(2004).
20 D. Golde, T. Meier, and S. W. Koch, Phys. Rev. B 77,
075330 (2008).
21 X. Zhang, Y. Jin, and X. F. Ma, Appl. Phys. Lett. 61,
2764 (1992).
22 P. Blaha, K. Schwarz, G. K. H. Madsen, D. Kvasnicka, and
J. Luitz, WIEN2K, An Augmented Plane Wave + Local
Orbitals Program for Calculating Crystal Properties (Karl-
heinz Schwarz, Techn. Universita¨t Wien, Austria, 2001).
23 P. C. Becker, H. L. Fragnito, C. H. B. Cruz, R. L. Fork,
J. E. Cunningham, J. E. Henry, and C. V. Shank, Phys.
Rev. Lett. 61, 1647 (1988).
24 Q. T. Vu, H. Haug, O. D. Mu¨cke, T. Tritschler, M. We-
gener, G. Khitrova, and H. M. Gibbs, Phys. Rev. Lett.
92, 217403 (2004).
25 F. Bloch, Z. Phys. A 52, 555 (1929).
26 L. D. Landau and E. M. Lifshitz, Electrodynamics of Con-
tinuous Media (Pergamon, Oxford and New York, 1984).
27 D. Wolkow, Zeitschrift fu¨r Physik 94, 250 (1935).
28 L. D. Landau, Journal of Physics 10, 25 (1946).
29 A. Damascelli, Z. Hussain, and Z. X. Shen, Rev. of Mod.
Phys. 75, 473 (2003).
30 S. Mathias, L. Miaja-Avila, M. M. Murnane, H. Kapteyn,
M. Aeschlimann, and M. Bauer, Rev. Sci. Instrum. 78,
083105 (2007).
31 J. Gu¨dde, M. Rohleder, T. Meier, S. W. Koch, and
U. Ho¨fer, Science 318, 1287 (2007).
32 W. S. Lee, I. M. Vishik, D. H. Lu, and Z. X. Shen, Journal
of Physics: Condensed Matter 21, 164217 (2009).
33 D. Coˆte´, J. M. Fraser, M. DeCamp, P. H. Bucksbaum, and
H. M. van Driel, Appl. Phys. Lett. 75, 3959 (1999).
34 M. Spasenovic´, M. Betz, L. Costa, and H. M. van Driel,
Phys. Rev. B 77, 085201 (2008).
35 T. Paasch-Colberg, A. Schiffrin, N. Karpowicz, S. Kru-
chinin, O¨. Sag˘lam, S. Keiber, O. Razskazovskaya,
S. Mu¨hlbrandt, A. Alnaser, M. Ku¨bel, V. Apalkov, D. Ger-
ster, J. Reichert, T. Wittmann, J. V. Barth, M. I. Stock-
man, R. Ernstorfer, V. S. Yakovlev, R. Kienberger, and
F. Krausz, Nature Photon. 8, 214 (2014).
36 M. Ivanov and O. Smirnova, Chem. Phys. 414, 3 (2013).
37 F. Tran and P. Blaha, Phys. Rev. Lett. 102, 226401 (2009).
38 J. Blakemore, J. Appl. Phys. 53, R123 (1982).
39 Y. A. Bychkov and A. M. Dykhne, Sov. Phys. JETP 31,
928 (1970).
10
40 J. B. Krieger and G. J. Iafrate, Phys. Rev. B 33, 5494
(1986).
41 S. Yu. Kruchinin, M. Korbman, and V. S. Yakovlev, Phys.
Rev. B 87, 115201 (2013).
