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Abstract
The polynomials determined in the Bernstein (B2ezier) basis enjoy considerable popularity and the algorithms for reducing
their degree are of practical importance in computer aided design applications. On the other hand, the conversion between
the Bernstein and the power basis is ill conditioned, thus only the degree reduction algorithms which may be carried out
without using this conversion are of practical value. Our uni#ed approach enables us to describe all the algorithms of this
kind known in the literature, to construct a number of new ones, which are better conditioned and cheaper than some of
the currently used ones, and to study the errors of all of them in a simple homogeneous way.
All these algorithms can be applied componentwise to a vector-valued polynomial representing a B2ezier curve. Consider
the values of the derivatives, whose orders vary successively from 1 to a given number  or  at the start and end point,
respectively, of this curve. The current algorithms allow us to preserve these points and values for  equal to , the new
ones do that also without the latter constraint. c© 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Polynomial degree reduction algorithms are of particular importance in computer aided design
(CAD) [2,4,6,8–12,15,18–26,28,33,37,38,40], if they are accurate and fast.
The common situation in CAD applications is that the original polynomial, the degree n of which
is to be reduced, is given in the Bernstein (B(ezier) basis {Bni (t)}ni=0 = {( ni )(1 − t)n−iti}ni=0. Since
the conversion between the Bernstein and the power basis {ti}ni=0 is ill conditioned [5,14], only the
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degree reduction algorithms, which do not require this conversion [2,4,8–12,15,21–24,28–31,33], are
of practical value.
This paper is organized as follows. We introduce in Section 2 auxiliary notions and discuss their
basic properties. In Section 3, we present our uni3ed approach, that is, we show how the set of all
degree reduction methods in the Bernstein basis may be de#ned, give a general expression for their
errors, and describe a set of numerical procedures for carrying them out.
Our approach enables us to de#ne, in Section 10, every current degree reduction algorithm in
the Bernstein basis and, in Section 11, some new algorithms of this kind as a pair consisting of a
method and a procedure.
Applying the condition number theory, we determine in Section 4 the procedures that are well
conditioned and show that some current ones are not, whereby the latter are more expensive than
the former. We con#rm the statement concerning the conditioning by numerical experiments in
Section 5.
In Section 6, we de#ne the degree reduction methods and procedures assuring the C;-joins (Def-
inition 6.1) between the original polynomial and its approximant. We de#ne the best C;-methods
with respect to various error measures, and compare their accuracy. We also show how the C;-
procedures may be simpli#ed for large values of  + .
In Section 7, we recall the results concerning those C;-methods (also with  = ) that are the
best with respect to the L∞- and L2-error.
For the sake of completeness, we mention in Section 8 the degree reduction methods proposed in
[4, Section 4; 10, Sections 3; 4:1; 12; 21; 22; 24; 37].
Finally, in Section 9, we show how the basic functions of computer aided geometric design
(CAGD) systems may be used to construct interactively the degree reduction methods in the Bernstein
basis or to examine their errors.
Our uni#ed approach applied componentwise to the vector-valued polynomials enables us to con-
struct the degree reduction methods guaranteeing C;-joins (also with  = ) between the vector-
valued original and its approximant. These two curves have thus for ; ¿ 2 the identical tangents
and curvatures at the join points. The degree reduction methods having this property without requiring
C;-joins with ; ¿ 2 are not well known.
2. Preliminaries
We de#ne #rst some basic notions and our notation.
Denition 2.1. Let Xn = {xi}ni=0 ∈Rn+1, n∈N. We de#ne
(Xn; t) =
n∑
i=0
xiBni (t) =
n∑
i=0
xi
(
n
i
)
(1 − t)n−iti; t ∈ [0; 1];
↓m Xn = {xi}mi=0; ↑m Xn = {xn−i}mi=0; m= − 1; : : : ; n; (1)
s(↓m Xn) = {s(↓i Xn)}mi=0 =


i∑
j=0
(−1)i−j
(
n
j
)
xj


m
i=0
; m= − 1; : : : ; n;
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r(↓m Xn) = {r(↓i Xn)}mi=0 =
{
s(↓i Xn)
/(
n− 1
i
)}m
i=0
; m= − 1; : : : ; n− 1; (2)
where m= − 1 determines the empty sequence. We treat Xn as ↓n Xn and alternatively interpret
sequences as vectors with the standard operations.
Using (1), we note a relation between the leading coeJcient of a polynomial in the power basis
and its coeJcients in the Bernstein basis (see [13, (4:22)]).
Property 2.2. Let Bn ∈Rn+1 and let (Bn; t) =∑ni=0 yiti for all t ∈ [0; 1]. Then yn = s(Bn).
Our notation enables us to express also very brieKy other interesting properties of the Bernstein
basis and their further implications.
Property 2.3. Let Bn ∈Rn+1: Then
(Bn; 1 − t) = (↑n Bn; t) for all t ∈ [0; 1]:
We will use the following implication of (1) and (2) to determine (in Procedures 3:2) some
known (see Table 8) and new degree reduction procedures.
Proposition 2.4. Let Xn;Bn;Un ∈Rn+1; and s(↓−1 Xn) = r(↓−1 Xn) = 0. Then
s(↓m Xn) =
{(
n
i
)
xi − s(↓i−1 Xn)
}m
i=0
; m= 0; : : : ; n; (3)
r(↓m Xn) = {[nxi − ir(↓i−1 Xn)]=(n− i)}mi=0; m= 0; : : : ; n− 1 (4)
s(Xn) = (−1)n−i[r(↓i Xn) − r(↑n−1−i Xn)]
(
n− 1
i
)
; i= 0; : : : ; n− 1 (5)
and; consequently;
r(↓n−1 [Bn − s(Bn)Un])
= {[1 − (−1)n−is(↓i Un)]r(↓i Bn) + (−1)n−is(↓i Un)r(↑n−1−i Bn)}n−1i=0 : (6)
From (4), we obtain easily the next result. It establishes together with Theorem 3.1 a relationship
between degree elevation and degree reduction in the Bernstein basis.
Proposition 2.5. Let Qn−1 = {qi}n−1i=0 ∈Rn and de3ne
e(↓m Qn−1) = {[iqi−1 + (n− i)qi]=n}mi=0; m= − 1; : : : ; n− 1: (7)
Then for m= 0; : : : ; n− 1
e(↓m Qn−1) = ↓m Xn if and only if ↓m Qn−1 = r(↓m Xn):
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3. Degree reduction methods and procedures
We come now to the fundamental theorem of this paper.
Theorem 3.1. Let Bn ∈Rn+1 and Qn−1 ∈Rn be given. Then there is a sequence Un;
Un ∈Rn+1; s(Un) = 1 (8)
such that
(Bn; t) − (Qn−1; t) = s(Bn)(Un; t) for all t ∈ [0; 1]: (9)
Moreover; (8) and (9) hold if and only if
↓ Qn−1 = r(↓ Xn); ↑ Qn−1 = r(↑ Xn) for ; = 0; : : : ; n− 1; (10)
where
Xn =Bn − s(Bn)Un: (11)
Proof. {Bni (t)}ni=0 is a basis in the collection of polynomials of degree at most n, therefore (8) and
(9) are a consequence of Property 2:2. We note now that
Bn−1i (t) = [(n− i)Bni (t) + (i + 1)Bni+1(t)]=n for i= 0; : : : ; n− 1;
and we de#ne Xn = {xi}ni=0 =Bn − s(Bn)Un. Then, by a simple uniqueness argument, it follows that
(8) and (9) hold if and only if
[iqi−1 + (n− i)qi]=n= xi for i= 0; : : : ; n;
thus, by (7), if and only if
e(↓ Qn−1) = ↓ Xn; e(↑ Qn−1) = ↑ Xn for ; = 0; : : : ; n− 1;
where Xn is given by (11). This, by Proposition 2.5, yields (10).
If s(Bn) = 0 then the degree of (Bn; t) is smaller than n (see Property 2:2); and (10) and (11), with
arbitrary Un, determine the unique representation (Qn−1; t) of (Bn; t) in the basis {Bn−1i (t)}n−1i=0 .
If s(Bn) = 0 then for a #xed Un, where s(Un) = 1, (10) and (11) determine a degree reduction
method which approximates (Bn; t) by (Qn−1; t) with the error s(Bn)(Un; t) and with the -error
equal to
|s(Bn)| ‖(Un; t)‖; ∈ [0; 1]; (12)
where [0; 1] is the set of norms on C[0; 1]. Theorem 3.1 shows that the set
&n = {Un: Un ∈Rn+1; s(Un) = 1} (13)
de#nes all the degree reduction methods in the Bernstein basis. This theorem motivates us to call
(Un; t) the error of the method Un ∈&n and to call
|Un| = ‖(Un; t)‖; ∈ [0; 1]; (14)
the -error of the method Un ∈&n.
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We will now describe a set of procedures for computing Qn−1 by (10) and (11). We note #rst
that, by (1) and (2), the right-sides of the equalities in (10) may also be represented in the matrix
form
r(↓ Xn) ='n[ ↓ Xn]; r(↑ Xn) ='n[ ↑ Xn] for ; = 0; : : : ; n− 1; (15)
where the lower triangular matrix 'n = {ni; j}i; j=0 is given by
ni; j = (−1)i−j
(
n
j
)/(
n− 1
i
)
for j6 i: (16)
To consider some particular procedures (see [2, Example 1; 23]) we note next that (10) and (11)
are, by (1), equivalent to
↓ Qn−1 ='n[ ↓ Bn] −
n∑
j=0
(−1)n−j
(
n
j
)
bj'n[ ↓ Un] =((↓ Un)Bn; (17)
↑ Qn−1 ='n[ ↑ Bn] −
n∑
j=0
(−1)j
(
n
j
)
bn−j'n[ ↑ Un] =(((−1)n ↑ Un)Bn; (18)
where 06 ; 6 n− 1 and the matrix ((↓ Un)∈R(+1)×(n+1) is given by
((↓ Un) = {i;j(↓ Un)};ni; j=0 =
{
ni; j − (−1)n−j
(
n
j
) i∑
k=0
ni; kuk
};n
i; j=0
(19)
with ni;n = 0 for i= 0; : : : ; n− 1, that is, for i= 0; : : : ; , j= 0; : : : ; n,
i;j(↓ Un) =


(−1)n+j+1
(
n
j
)
s(↓i Un)
/(
n− 1
i
)
; i ¡ j;
(−1)n+j+1
(
n
j
)
s(↑n−i−1 Un)
/(
n− 1
i
)
; i¿ j:
(20)
Note now that the sequence Qn−1 is for any m; −16m6 n− 1, completely de#ned by the sub-
sequences ↓m Qn−1 and ↑n−2−m Qn−1. This enables us to de#ne a set of degree reduction procedures
as follows.
Procedures 3.2. Let Bn; Qn−1; Un; and Xn be as in Theorem 3:1 and let m∈Z; where −16m6
n− 1; be 3xed. We de3ne the following procedures.
Rnm: r(↓m Xn) and r(↑n−2−m Xn) are computed by (4).
Snm: s(↓m Xn); s(↑n−2−m Xn) are computed by (3); and r(↓m Xn); r(↑n−2−m Xn) by (2).
 Rn: r(↓n−1 Bn); r(↑n−1 Bn) are computed by (4); s(↓n−1 Un) by (3); and r(↓n−1 Xn) by (6).
 Sn: s(↓n−1 Bn); s(↑n−1 Bn) are computed by (3); r(↓n−1 Bn); r(↑n−1 Bn) by (2); s(↓n−1 Un)
by (3); and r(↓n−1 Xn) by (6).
Vnm: ↓m Qn−1 ↑n−2−m Qn−1 are computed by (17)–(18).
All the current degree reduction procedures in the Bernstein basis are listed in Table 8.
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4. Condition numbers and costs of procedures
Proposition 2.5 shows that if Qn−1 satis#es (10) then for m= − 1; : : : ; n− 1
↓m Xn =-nm[ ↓m Qn−1]; ↑n−2−m Xn =-nn−2−m[ ↑n−2−m Qn−1]; (21)
where, by (7), the matrix -nm = ['
n
m]
−1 = {!ni; j}mi; j=0 is bidiagonal with
!ni; j =
{
i=n; j= i − 1;
1 − i=n; j= i: (22)
The condition number of 'nm, associated with the norm Lp (p¿ 1), is de#ned [17, Section 6:2]
as p('nm) = ‖'nm‖p‖-nm‖p. Formulae for p('nm) are known only for p= 1; 2;∞ [17, Section 6:3].
The formulae for p= 1;∞ are particularly easy to apply and give a good measure of conditioning
in CAGD applications [5,14]. Applying these formulae and (16), (22), we obtain
1('n0) = 1; (23)
1('nm) = (1 + 1=n) max06j6m
{(
n
j
) m∑
i=j
(
n− 1
i
)−1}
for m= 1; : : : ; n− 1; (24)
∞('nm) = max06i6m


(
n− 1
i
)−1 i∑
j=0
(
n
j
)
 for m= 0; : : : ; n− 1: (25)
It is easy to see that for any m (−16m6 n− 1) the sequences ↓m Qn−1; ↑n−2−m Qn−1, de#ned
by (10) and (11), are computed by the procedures Rnm;S
n
m;V
n
m independently of each other. Hence
we can make the following de#nition.
Denition 4.1. For a #xed m, −16m6 n − 1, the condition number of the procedures Rnm, Snm,
and Vnm, is de#ned by
np;m = max{p('nm); p('nn−2−m)}
with p('n−1) = 0 for all p¿ 1.
Using De#nition 4.1 and (25), we get the values listed in Table 1.
Table 1
Values of n∞;m computed by De#nition 4.1 and (25) (rounded to the represented digits)
n 8 12 16 20 24 28 32
n∞;(n−1)=2 2.7E0 3.4E0 4.1E0 4.7E0 5.2E0 5.7E0 6.2E0
n∞; n−2 3.5E1 3.7E2 4.4E3 5.5E4 7.3E5 9.9E6 1.4E8
n∞; n−1 2.5E2 4.1E3 6.6E4 1.0E6 1.7E7 2.7E8 4.3E9
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Note that De#nition 4.1 implies
np;m = 
n
p;n−2−m for all m= − 1; : : : ; n− 1 and p¿ 1:
We will now study the dependence of n∞;m and n1;m on n and m.
Theorem 4.2. Let np;m be as in De3nition 4:1 and let n¿ 2. Then
np;(n−1)=26 
n
p;m ¡
n
p;n−1 for m= 0; : : : ; n− 2 and p= 1;∞; (26)
n∞;m =


(
n− 1
(n− 1)=2
)−1
2n−1 + [(−1)n − 1]=2¡n; m= (n− 1)=2;
(2n − 1 − n)(n− 1)−1; m= n− 2;
2n − 1; m= n− 1;
(27)
n1;m


¡ (n− 1)=2(n + 1); m= (n− 1)=2;
¿ (1 + 1=n)(2n − 1 − n)(n− 1)−2; m= n− 2;
= (1 + 1=n)
(
n
n=2
) n−1∑
i=n=2
(
n− 1
i
)−1
¿ 2nn−1; m= n− 1:
(28)
Proof. We prove #rst the following relation:
p('nm)¡p('
n
m+1) for m= 0; : : : ; n− 2 and p= 1;∞: (29)
It is easy to see that(
n
j
) m∑
i=j
(
n− 1
i
)−1
¡
(
n
j
) m+1∑
i=j
(
n− 1
i
)−1
for j= 0; : : : ; m and m= 0; : : : ; n− 2:
This, by (23)–(24), gives (29) for p= 1. On the other side, for j= 0; : : : ; i; i= 0; : : : ; n−2 we have
(n− i − 1)(i + 1)−1( nj )¡ ( nj+1), thus
(n− i − 1)(i + 1)−1
i∑
j=0
(
n
j
)
¡
i+1∑
j=0
(
n
j
)
and, consequently,(
n− 1
i
)−1 i∑
j=0
(
n
j
)
¡
(
n− 1
i + 1
)−1 i+1∑
j=0
(
n
j
)
for all i= 0; : : : ; n− 2: (30)
This, by (25), yields (29) for p=∞. By De#nition 4.1, from (29) follows (26), and from (29), (25),
(30) follows (27). By the well-known relation between the 1− and ∞-matrix norm [17, Table 6:2],
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from (27) follow the #rst two relations of (28). To prove the third we observe that for j= 0; : : : ;
n=2 − 1 we have
n− 1 − 2j¿ 1;
(
n− 1
j
)
¿ j + 1;
n−1∑
i=j+1
(
n− 1
i
)−1
¿ 1;
this implies ( n−1j )
−1 ¡ (n− 1 − 2j)(j + 1)−1∑n−1i=j+1 ( n−1i )−1, so that(
n
j
) n−1∑
i=j
(
n− 1
i
)−1
¡
(
n
j + 1
) n−1∑
i=j+1
(
n− 1
i
)−1
:
On the other side, for j= 0; : : : ; n=2 we have j6 n− j, thus
(
n
j
) n−1∑
i=j
(
n− 1
i
)−1
¿
(
n
n− j
) n−1∑
i=n−j
(
n− 1
i
)−1
:
This, in view of (24), completes the proof.
The procedure  Rn involves computing r(↓n−1 Bn) and r(↑n−1 Bn) by the procedure Rnn−1, and
the procedure  Sn involves computing these sequences by the procedure Snn−1 (see Procedures 3:2).
Thus the implications of Theorem 4.2 are as follows.
Conclusion 4.3.
• The procedures Rn(n−1)=2;Sn(n−1)=2;Vn(n−1)=2 are best conditioned of all the procedures
 Rn;  Sn; Rnm; S
n
m, and V
n
m (m= − 1; : : : ; n− 1).
• For high n; the procedures Rn(n−1)=2;Sn(n−1)=2 are much better conditioned than the procedures
Rnm;S
n
m;V
n
m with m= − 1; 0; n− 2; n− 1, and than the procedures  Rn;  Sn.
The costs of the considered procedures are listed in Table 2.
Table 2
Operation counts for the procedures  Rn;  Sn;Rnm;S
n
m;V
n
m, assuming that the binomial coeJcients and those of ((U
n) (see
(16), (19) and (20)) are stored
Procedure Floating operations Integer operations
± × = ± × =
Rnm 3n 4n n− 1 n− 1 — —
Snm 3n 3n + 1 n− 1 — — —
 Rn 5n− 3 7n− 2 3n− 2 2n− 2 — —
 Sn 5n− 3 5n− 2 3n− 2 — — —
Vnm n
2 − n n2 − n — — — —
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5. Componentwise error experiments
To construct a method for testing the accuracy of degree reduction procedures in the Bernstein
basis we use the following consequence of Proposition 2.5.
Proposition 5.1. Let CN = {ci}Ni=0 and * be given. For an n, where n6N + 1, de3ne
Dn = {ici−1 + (n− i)ci}ni=0; (31)
Bn = {bi}ni=0 = {*di=n}ni=0: (32)
Then
↓m [*Cn−1] = r(↓m Bn); ↑n−2−m [*Cn−1] = r(↑n−2−m Bn) for m= − 1; : : : ; n− 1: (33)
Test Method 5.2. Let CN = {ci}Ni=0 ∈ZN+1, ci = 0, and let the computation be performed in a binary
;oating point arithmetic with the single and double precisions
1
t;
2
t, respectively. For an n, where
16 n6N + 1, compute:
1. Dn by (31) in integer arithmetic, that is, without error,
2.
1
Bn = {
1
bi}ni=0 by (32) in single precision, where * = 0 is a real,
3. {2qi;P}mi=0 = r(↓m
1
Bn)P; {
2
qn−1−i;P}n−2−mi=0 = r(↑n−2−m
1
Bn)P applying a degree reduction procedure P
in double precision to
1
Bn,
4. the maximum componentwise relative error in {2qi;P}n−1i=0 de#ned (see (33)) as
2
EP(
1
Bn) =
max06i6n−1 {|
2
qi;P − *ci|=|*ci|}.
The computed values of
2
EP(
1
Bn) result both from the propagation of input data errors, that is,
errors in
1
Bn, where
E(
1
Bn) = max
06i6n
{|1bi − bi|=|bi|: bi = 0}6 3 × 2−
1
t ;
(see (32)) and from the accumulation of rounding errors.
We applied Test Method 5.2 in IEEE standard arithmetic, that is, with
1
t = 24;
2
t = 53 (see [17,
Section 2:3]), to numerous diOerent random sequences C31 and real factors *. In this test method
we used the procedures Rnm, S
n
m (i.e., we used P=R
n
m and P=S
n
m) and varied n from 4 to 32 and
m from −1 to n− 1.
In all our experiments, the values of
2
ERnm(
1
Bn);
2
ESnm(
1
Bn) rounded to the #rst signi#cant decimal digit
were equal to each other for any #xed m and n. These rounded values are hence independent from the
procedure they are computed with, that is, independent from the number of the performed arithmetic
operations (see Table 2) and from their order (see Procedures 3:2). This allows us to conclude that
these values represent solely the propagation of input data errors. We list a representative sample of
the computed values in Table 3.
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Table 3
Maximum relative errors
2
ERnm(
1
Bn) (rounded to the #rst decimal digit) obtained by applying Test Method
5.2 to C31 = {3;−3; 4;−5;−4; 7; 8; 8; 9;−2; 4;−8; 7;−7; 9; 3;−6;−8;−3;−5; 7;−9; 4; 9; 6;−6; 7;−9;−6; 6; 7; 8} and to
*= 1:1333333
n 8 12 16 20 24 28 32
2
ERn−1 (
1
Bn) 0.2E−5 0.4E−4 0.9E−3 0.6E−2 0.7E−2 0:3E + 1 0:1E + 3
2
ERn0 (
1
Bn) 0.2E−6 0.4E−5 0.6E−4 0.3E−3 0.3E−3 0:1E + 0 0:4E + 1
2
ERn(n−1)=2(
1
Bn) 0.8E−7 0.7E−7 0.6E−7 0.1E−6 0.3E−6 0.1E−6 0.2E−6
2
ERnn−2 (
1
Bn) 0.8E−7 0.3E−5 0.2E−4 0.3E−3 0.2E−3 0.4E−1 0:2E + 1
2
ERnn−1 (
1
Bn) 0.6E−6 0.2E−4 0.9E−3 0.4E−2 0.2E−2 0:9E + 0 0:4E + 2
Keeping in mind that E(
1
Bn)6 3 × 2−24 ¡ 1:8 × 10−7, the results of our experiments con#rm
Conclusion 4.3.
6. Cn;;-procedures, degree and best degree reduction methods
We de#ne now a notion which enjoys considerable popularity in CAGD applications and has a
straightforward geometric meaning (see, e.g., [16]).
Denition 6.1. Let f; g∈C∞[0; 1]. The functions f; g are said to join with continuity C; or have
the C;-join, ; ¿− 1; ; ∈Z if
{Di+f(0)}i=0 = {Di+g(0)}i=0 and {Di−f(1)}i=0 = {Di−g(1)}i=0;
where D0+f(x) =D
0−f(x) =f(x), and Di+f(x); Di−f(x) denote, for i¿ 0, the ith right-hand and
left-hand derivative, respectively, of f at x.
The C;-join of two polynomials represented in two Bernstein bases may be characterized as
follows.
Property 6.2. Let Yn;Bn ∈Rn+1; Qm ∈Rm+1; m6 n, and let
(Yn; t) = (Bn; t) − (Qm; t) for all t ∈ [0; 1]:
Suppose Yn = {yi}ni=0. Then (Bn; t) and (Qm; t) have the C;-join if and only if
yi = 0 for i= 0; : : : ;  and for i= n− ; : : : ; n:
From Theorem 3.1 and Property 6:2 follows that for any #xed ; , where ; ¿− 1; ; ∈Z, the
set
Cn; ; = {Un: Un = {ui}ni=0 ∈&n; ui = 0 for i= 0; : : : ;  and i= n− ; : : : ; n}
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de#nes all the degree reduction methods (see (13)) guaranteeing the C;-join between the original
polynomial (Bn; t) and its approximant (Qn−1; t). We will call them Cn; ; degree reduction meth-
ods and the corresponding procedures—Cn; ;-procedures. The Cn; ;-methods have two properties
that are easy to verify.
Property 6.3. Un ∈Cn; ; if and only if (−1)n ↑n Un ∈Cn;; .
Property 6.4. Let Un ∈Cn; ; and let Qn−1 = {qi}n−1i=0 be de#ned by (10) and (11). Consider the
Taylor expansion of degree n − 1 of (Bn; t) about t = 0 and that about t = 1. Suppose that both
the expansions are represented in the Bernstein basis {Bn−1i (t)}n−1i=0 . Then
• qi with i= 0; : : : ;  is the ith coeJcient of the expansion about t = 0,
• qn−i with i= 0; : : : ;  is the ith coeJcient of the expansion about t = 1.
Denition 6.5. Let -n ⊂ &n and let ∈ [0; 1] be #xed. Suppose |Un| is de#ned by (14). A degree
reduction method Un for which
inf{|Un|: Un ∈ -n}
is attained, is called an -optimal (best) degree reduction method in -n. If this method is unique,
it is denoted by [-n].
One best degree reduction method is particularly easy to #nd.
Proposition 6.6. Suppose [Cn; ;n−−2] = {c; i}ni=0 for an ∈ [0; 1]. Then
c; i =

 (−1)
n−i
/(
n
i
)
; i=  + 1;
0; otherwise:
De#nition 6.1, Property 6:2, and (9) imply that if Qn−1 is de#ned by (10) and (11) with
Un = [Cn; ;n−−2] then (Qn−1; t) is an Hermite interpolant of (Bn; t).
The existence of [Cn; ;]Lp , where ; ¿ − 1,  + 6 n − 2, for p¿ 1, and its uniqueness for
1¡p¡∞ result directly from the linear approximation theory (see, e.g., [7, Sections 7:4, 7:5]).
The uniqueness of [Cn; ;]L∞ for ; ¿− 1,  + 6 n− 2 is proved in [25]. We de#ne
5n; ;p = {1n; ;p; i }ni=0 = [Cn; ;]Lp for ; ¿− 1;  + 6 n− 2; p¿ 1; (34)
|Un|p = |Un|Lp for all p¿ 1: (35)
For = n− − 2, Proposition 6.6 allows us to drop the subscript p and to de#ne
5n; ;n−−2 = {1n; ;n−−2i }ni=0 =5n; ;n−−2p for all p¿ 1: (36)
The Lp-errors (see (14)) of diOerent Lp-optimal Cn; ;-methods (see De#nition 6.5 and (34) and
(35)) can be compared with help of the following statements.
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Properties 6.7. For all p¿ 1 and q¿ 1 it holds:
|5n; ;p |p6 |5n; ;∞ |∞; (37)
|5n;; p |q = |5n; ;p |q; (38)
5n;; p = (−1)n ↑n 5n; ;p ; (39)
if 6  then |5n; ;p |p6 |5n;;p |p;
if m6 n then |5n; ;p |p6 |5m;;p |p: (40)
Proof. The well-known properties of the Lp-norm [39, Section 1:1] give (37). By Property 2:3 we
have
|Un|q = ‖((−1)n ↑n Un; t)‖q; q¿ 1: (41)
Using (41), Property 6:3, and the uniqueness of 5n; ;p , we obtain (38) and (39).
On the other hand, if 6  then 5n;;p ∈Cn; ;, which gives (40). Finally, for m6 n we de#ne
Un by (Un; t) = (t− 1)n−m(5m;;p ; t). Then Un ∈Cn; ; and |Un|p6 |5m;;p |p, which completes the
proof.
Applying De#nition 6.5, the de#nition of Cn; ;, (13), and (39), we #nd another best degree
method.
Proposition 6.8. For all p¿ 1;
12+3; ; p; i =

 0:5(−1)
i−1
/(
2 + 3
i
)
; i=  + 1;  + 2;
0; otherwise:
The latter proposition allows us to de#ne
52+3; ;  = {12+3; ; i }2+3; ; i=0 =52+3; ; p for all p¿ 1: (42)
A number of our procedures can be simpi#ed by use of the following formulae.
Properties 6.9. Let Un ∈Cn; ; and Xn =Bn − s(Bn)Un. Then
r(↓ Xn) = r(↓ Bn); r(↑ Xn) = r(↑ Bn); (43)
s(↓i Un) = 0 for i= 0; : : : ; ; (cf : (20)); (44)
s(↓i Un) = (−1)n−i for i= n− ; : : : ; n; (cf : (20)); (45)
{i;j(↓ Un)}; ni; j=0 = {ni; j}; ni; j=0; (cf : (19)); (46)
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s(Bn) = (−1)n−
(
n− 1

)
r(↓ Xn)
+
n−−1∑
j=+1
(−1)n−j
(
n
j
)
bj + (−1)
(
n− 1

)
r(↑ Xn): (47)
Proof. (43)–(46) are easily veri#ed. We obtain (47) using (5), (43), and writing
(−1)+1s(Bn) = [s(↓n−−1 Bn) − s(↑ Bn)]
=

(−1)n−−−1 ∑
j=0
(−1)n−
(
n
j
)
bj +
n−−1∑
j=+1
(−1)n−−1−j
(
n
j
)
bj − s(↑ Bn)

 :
(43)–(46) enable us to simplify the calculation: of r(↓m Xn), r(↑n−2−m Xn) by (4), of r(↓n−1
Xn) by (6), and of ((↓m Un), ((↑n−2−m Un) by (19), (20). Consequently, (43)–(46) enable us
to simplify all the procedures described in Procedures 3:2. They can be considerably simpli#ed for
large values of +. For Un = [Cn; ;n−−2], for example, all the simpli#ed procedures are equivalent
to the simpli#ed procedures Rn , S
n
 , respectively.
(47) enables us to simplify the procedures Rnm;S
n
m for U
n ∈Cn; ; with 6m6 n −  − 2. This
may be done by computing #rst r(↓ Xn), r(↑ Xn), which are independent of s(Bn) because of (43),
and by computing next s(Bn), which is necessary to determine the remaining terms of r(Xn).
One can simplify in this way (cf. [30,33]) the procedures Rn ;S
n
 applied to the method [C
n; ;n−−2],
using
s(Bn) = (−1)n−
[(
n− 1

)
r(↓ Xn) −
(
n
 + 1
)
b+1 +
(
n− 1
 + 1
)
r(↑n−−2 Xn)
]
(48)
and the procedures Rn ;R
n
+1;S
n
 ;S
n
+1 applied to U
n ∈Cn; ;n−−3, using
s(Bn) = (−1)n−
[(
n− 1

)
r(↓ Xn) −
(
n
 + 1
)
b+1
+
(
n
 + 2
)
b+2 −
(
n− 1
 + 2
)
r(↑n−−3 Xn)
]
: (49)
7. Best degree reduction methods Qn; ;∞ ;Q
n; ;
2
We de#ne #rst
9(*;2)n =
{
(−1)n−i
(
n + *
i
)(
n + 2
n− i
)(
n
i
)−1}n
i=0
;
where *; 2∈R, *; 2¿−1 and ( 3i ) is the binomial symbol extended, in an obvious way, to noninteger
values. Then (9(*;2)n ; t) is (see [7, Corollary 10:3:2]) a Jacobi polynomial of degree n, whose
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original de#nition interval [ − 1; 1] is converted, setting t = (x + 1)=2, into [0; 1]. Thus (see [7,
Corollary 10:3:4])
s(9(*;2)n ) =
(
2n + * + 2
n
)
: (50)
For *= 2=−0:5, this polynomial becomes (see [7, Section 10:3]) a Tchebysche> polynomial of the
3rst kind that is equal (see [7, Section 3:3]) to (5n;−1;−1∞ ; t). Hence it can be easily shown that
(cf. [4,8–10,23, Section 3:2]; [31, Section 2])
5n;−1;−1∞ =
{
(−1)n−i
(
n− 0:5
i
)(
n− 0:5
n− i
)[(
n
i
)(
2n− 1
n
)]−1}n
i=0
=
{
(−1)n−i
(
2n
2i
)(
n
i
)−1
21−2n
}n
i=0
; (51)
|5n;−1;−1∞ |∞ = 21−2n: (52)
Besides (51), explicit formulae for 5n; ;∞ are known only for ;  considered in Propositions 6.6,
6.8 (cf. [27, Proposition 3:2, (v)–(vi)]). To determine the sequence 5n; ;∞ for other ;  we will use
its characterization due to Lachance et al. [27, Proposition 3:1].
Proposition 7.1. Let Un ∈Cn; ;. Then Un =5n; ;∞ if and only if there exists an increasing sequence
{ti}n−−−1i=0 ⊂ (0; 1) for which
(Un; ti) = (−1)n−−1−i|Un|∞; i= 0; : : : ; n− −  − 1:
Applying Proposition 7.1, we get the following (cf. [27, Proposition 3:2, (ii)–(iv)], [40, Section
4]) statement.
Corollary 7.2. Let n = 0, !n = 4=(2n), a= cos[(+ 1)!n], b= cos[(+ 1)!n]. Then for ; =− 1; 0
it holds:
(5n; ;∞ ; t) = (a + b)
−n2n(5n;−1;−1∞ ; [(a + b)t + 1 − a]=2) for all t ∈ [0; 1];
|5n; ;∞ |∞ = 21−n|a + b|−n:
Using the #rst of the latter relations, we can compute 5n; ;∞ with ; =− 1; 0 applying (twice, if
= = 0) the Casteljau subdivision scheme [3] to 5n;−1;−1∞ given by (51). This scheme is commonly
used in CAGD.
We get now another characterization of 5n; ;∞ .
Corollary 7.3. (−1)n−i1n; ;∞; i ¿ 0 for i=  + 1; : : : ; n−  − 1.
Proof. By Proposition 7.1, (5n; ;∞ ; t) has n −  −  − 2 zeros in (0; 1). Since, by the variation
diminishing property [34] applied to the polynomial (1 − t)−−1t−−1(5n; ;∞ ; t) represented in
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the basis {Bn−−−2i (t)}n−−−2i=0 , the signs of {1n; ;∞; i }n−−1i=+1 alternate. The rest results from s(5n; ;∞ )
= 1.
An easy analysis gives the following proposition.
Proposition 7.4. Let Un ∈Cn; ; and let v(t); w(t) be de3ned by
(Un; t) = 3t+1(1 − t)+1v(t);
w(t) = [( + 1)(1 − t) − ( + 1)t]v(t) − t(1 − t)v′(t);
where 3 is a constant. Then
|Un|∞ = max{|(Un; t)|: w(t) = 0; t ∈ [0; 1]}:
We apply Proposition 7.4 to compute |5n; ;n−−2∞ |∞ and |52+3; ; ∞ |∞. By Propositions 6.6 and 6.8,
we get w(t) =  + 1 − nt, in the #rst, and w(t) = (4 + 6)(t2 − t) +  + 1, in the second case. Thus
we have (cf. [27, Proposition 3:2, (v)–(vi)])
|5n; ;n−−2∞ |∞ = (n− − 1)n−−1( + 1)+1n−n; = − 1; : : : ; n− 1; (53)
|52+3; ; ∞ |∞ = (1 − 1=n)+12−nn−0:5 with n= 2 + 3: (54)
We use now our results characterizing 5n; ;∞ to compute it.
Example 7.5. We will compute 52+4; ; ∞ . By (39) we have 1
2+4; ; 
∞; +1 = 1
2+4; ; 
∞; +3 . We set next 1
2+4; ; 
∞; +2 =
−(+2)612+4; ; ∞; +1 =(+3) and apply Proposition 7.4 to Un =52+4; ; ∞ . Then v(t) = 3[1+t(t+1)(2+6)],
where 3 is a constant, and the zeros of w(t) are given by
ti = [1 + (i − 1)7]=2; i= 0; 1; 2 with 7= 1 − 4( + 1)=[(2 + 6)( + 2)]:
Finally, using Proposition 7.1, we compute 6 by solving the equation
4( + 4)+1 = (6− 2)(6 + 2)+1( + 2):
In this way we get Table 4.
In the more complicated cases than those presented above, the modi3ed Remez exchange algorithm
(see [7,35,36,39]) can be, because of Proposition 7.1, used to compute 5n; ;∞ and |5n; ;∞ |∞. The
application of (39), Corollary 7.3 and Proposition 7.4 may then, similarly as in Example 7.5, simplify
the computation.
Note that if the Remez algorithm is used to compute #rst the coeJcients of the polynomial
(5n; ;∞ ; t) in the power basis and these coeJcients are next converted [8] into 5
n; ;
∞ then the latter
sequence may suOer a severe loss of accuracy, since the power-Bernstein basis conversion is ill
conditioned [5,14]. The maximum error of such a method may then become substantially greater
than |5n; ;∞ |∞.
Numerical values of 22n−1|5n; ; ∞ |∞ are, for = − 1; 0; 1; 2; n= 0; : : : ; 20, listed in [26, Table I].
Those of ( n+1)|5n; ;n−−2∞ |∞(= ‖Bn+1(t)‖∞) are, for = − 1; : : : ; n − 1; n= 0; : : : ; 10, summarized in
[1, Table 1].
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Table 4
Non-zero terms of 52+4; ; ∞ and values of |52+4; ; ∞ |, rounded to the represented digits
 12+4; ; ∞; +1 = 1
2+4; ; 
∞; +3 1
2+4; ; 
∞; +2 |52+4; ; ∞ |
0 −0:517767E− 01 0:976311E− 01 0:107233E− 01
2 −0:412205E− 02 0:769043E− 02 0:299454E− 03
4 −0:300058E− 03 0:567867E− 03 0:120649E− 04
6 −0:210562E− 04 0:402668E− 04 0:556441E− 06
8 −0:144544E− 05 0:278447E− 05 0:275574E− 07
10 −0:977579E− 07 0:189325E− 06 0:142627E− 08
12 −0:654063E− 08 0:127182E− 07 0:760674E− 10
14 −0:434043E− 09 0:846648E− 09 0:414606E− 11
To consider 5n; ;2 we de#ne (
(*;2)
n = 39
(*;2)
n ; *; 2∈R, *; 2¿− 1, where
3= [(2n + * + 2 + 1)R(n + 1)R(n + * + 2 + 1)]0:5[R(n + * + 1)R(n + 2 + 1)]−0:5
and 8 is the gamma function. Then {(((*;2)n ; t)}ni=0 are orthonormal polynomials that result from
orthonormalizing of {ti}ni=0 with respect to the inner product 〈f; g〉=
∫ 1
0 t
2(1 − t)*f(t)g(t) dt by
means of the Gramm-Schmidt scheme (see, e.g., [7, Section 10:3]). Thus (see [7, Sections 8:3, 8:4])
inf
{∫ 1
0
t2(1 − t)*[(Un; t)]2 dt: Un ∈&n
}
=
∫ 1
0
t2(1 − t)*[( S((*;2)n ; t)]2 dt = |s(((*;2)n )|−2;
where S(
(*;2)
n =(
(*;2)
n [s((
(*;2)
n )]
−1. By De#nition 6.5 and (50), we can write
[|5n; ;2 |2]2 =
∫ 1
0
t2+2(1 − t)2+2[( S((2+2;2+2)n−−−2 ; t)]2 dt
= |s(((2+2;2+2)n−−−2 )|−2 =8(n +  −  + 1)8(n + −  + 1)=[
(2n + 1)8(n− −  − 1)8(n +  +  + 3)
(
2n
n− −  − 2
)2]
: (55)
In view of the uniqueness of 5n; ;2 , we have
(5n; ;2 ; t) = (1 − t)+1t+1( S(
(2+2;2+2)
n−−−2 ; t); (56)
since the non-zero coeJcients of 5n; ;2 are de#ned by (cf. for = = − 1: [4, Section 4]; [23,
Section 3:1], for = : [26], [10, (35)])
1n; ;2; i = (−1)n−i
(
n−  + 
i − − 1
)(
n + − 
n−  − 1 − i
)/[(
n
i
)(
2n
n− −  − 2
)]
;
i=  + 1; : : : ; n−  − 1: (57)
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Using (56), (53), the de#nition of S(
(*;2)
n and (50), we obtain
|5n; ;2 |∞6
(
1 −  + 1
 +  + 2
)+1(
1 −  + 1
 +  + 2
)+1
|9(2+2;2+2)n−−−2 |∞
/(
2n
n− −  − 2
)
:
Thus, by a formula for |9(*;2)n−−−2|∞ (see [7, Inequality in Appendix IV]), we get the following
bound for the maximum error of the method 5n; ;2
|5n; ;2 |∞6
(
1 −  + 1
 +  + 2
)+1(
1 −  + 1
 +  + 2
)+1( n− −  + 9
n− −  − 2
)/(
2n
n− −  − 2;
)
(58)
where 9= max(2; 2) and for = = − 1 the equality sign holds.
Using some relations established by Lachance et al. (see [27, (2:9), (3:17)]), we can now estimate
the maximum error of the method 5n; ;∞ by
|5n; ;2 |26 |5n; ;∞ |∞6 (n + 1)|5n; ;2 |2; (59)
where |5n; ;2 |2 is given by (55).
8. Some other methods
The non-zero terms {ui}n−−1i=+1 of Un in (9) for the well known degree reduction methods Fn;0;0
[12], En; ; (cf. [10, Section 4:1]), Wn;0;0 [37] (see also [32,38]), Hn;0;0 [21] and Kn;1;1 [22] are
de#ned in the form ui = *i=
∑n−−1
i=+1 (−1)n−i( ni )*i, where: *i = (−1)n−i( ni )−1 for Fn;0;0; *i = (−1)n−i
for En; ;; *i =5
n;−1;−1
∞; i for Wn;0;0; *i =5
n;−1;−1
2; i for H
n;0;0 and *i = (−1)n−i( n−1i−2 )( n−1i+1 )( ni )−1 for
Kn;1;1. Thus the errors of these well known methods are given by
(Fn;0;0; t) =
n−1∑
i=1
(−1)n−i
[
(n− 1)
(
n
i
)]−1
Bni (t); (60)
(En; ;; t) =

n−−1∑
j=+1
(
n
j
)
−1
n−−1∑
j=+1
(−1)n−iBni (t); (61)
(Wn;0;0; t) =
n−1∑
i=1
1n;−1;−1∞; i [1 − 22−2n]−1Bni (t); (62)
(Hn;0;0; t) =
n−1∑
i=1
1n;−1;−12; i
[(
2n
n
)
− 2
]−1
Bni (t); (63)
(Kn;1;1; t) =
n−2∑
i=2
(−1)n−i
(
n− 1
i − 2
)(
n− 1
i + 1
)[(
n
i
)(
2n− 2
n− 4
)]−1
Bni (t): (64)
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The error formulae given for Fn;0;0 in [29, Section 2]; [31, Section 4] and for the C; -methods
with ¿ 0 in [31, Section 3] do not seem to be correct, since they do not satisfy the condition
formulated in Property 6:2. Also, the estimates of |Fn;0;0|∞; |En; ;|∞; |Wn;0;0|∞ diOer in [29,31] from
those given by the following three inequalities.
Using the convex hull property [3], we get from (60), (61)
|Fn;0;0|∞6 [n(n− 1)]−1; (65)
|En; ;|∞6

n−−1∑
j=+1
(
n
j
)
−1
;  + 6 n− 2 (cf : [10; Section 4:1]); (66)
using this property and (52) or (58), respectively, we obtain from (62), (63)
|Wn;0;0|∞6 (22n−2 − 1)−1 (cf : [37]); (67)
|Hn;0;0|∞6 2
[(
2n
n
)
− 2
]−1
: (68)
Kim and Ahn give the following formula (see [22, (1)])
|Kn;1;1|∞ =


|(Kn;1;1; :)|; if n is odd;
5
(
(n + 1)=2
(n− 4)=2
)[
4
(
n + 2
3
)(
2n− 2
n− 4
)]−1
; if n is even;
(69)
where :¿ 0:5 is the maximum point nearest 0.5.
The method 5n;−1;−11 is, in view of the L1-approximation theory (see [39, Theorem 7:4],
[7, Section 10:3, Corollary 10:3:2]), de#ned by
5n;−1;−11 =
{
(−1)n−i
(
2n + 2
2i + 1
)(
n
i
)−1
2−1−2n
}n
i=0
: (70)
By the well-known relations, characterizing (5n;−1;−11 ; t) (see, e.g., [7, Appendix III]), it can easily
be shown that (cf. [4, Section 4; 10, (24)])
|5n;−1;−11 |1 = 2−2n; |5n;−1;−11 |∞ = (n + 1)2−2n: (71)
Kim and Moon show (cf. [24, Theorems 2:3–2:5]) that
53;0;01 =5
3;0;0 (cf : Proposition 6:8; (42)); |53;0;01 |1 = 2−5; (72)
14;0;01;1 = 1
4;0;0
1;3 = [3
2 − 1]=16; 14;0;01;2 = [32 + 1]=12;
|54;0;01 |1 = (−235 + 1033 − 532 + 1)=120 where 3= 2 cos(44=9); (73)
15;0;01;1 = − 15;0;01;4 = 4*=5; −15;0;01;2 = 15;0;01;3 = (1 − 8*)=20;
|55;0;01 |1 = (2−5 − *)=6 where *= 2−6
√
2: (74)
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9. Computer aided analysis and synthesis of degree reduction methods
The B(ezier control points of the graph of (Un; t) are given (see, e.g., [3]) by
[Un]2 =
{[
i=n
ui
]}n
i=0
: (75)
This enables us to construct and study the error curve of the degree reduction method Un ∈&n on
CAGD systems.
Example 9.1. We consider #rst the degree reduction methods Un =57;0;0∞ ;5
7;0;0
2 ;W
7;0;0;E7;0;0;F7;0;0,
(see Corollary 7.2, (57) and(60)–(62)). By Property 2:3, we have for these methods: (Un; t) = −
(Un; 1− t) for all t ∈ [0; 1]. Therefore it is suJcient to display the corresponding error curves only
for t ∈ [0; 0:5]. We do that (see Fig. 1), using a CAD system.
We display next for Un =5n; ; +12 the error curves for =−1; : : : ; 2; n= max{2+4; 3}; : : : ; 9, and
for t ∈ [0; 1].
Fig. 1. Method error (Un; t) for Un =57;0;0∞ (p= 1=0); 5
7;0;0
2 (p= 2); W
7;0;0 (W), E7;0;0 (E), F7;0;0 (F).
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Table 5
Computer aided geometric estimates |Un|CAGE∞ of the maximum error for the degree reduction methods
Un =57;0;0∞ ; 5
7;0;0
2 ;W
7;0;0;E7;0;0;F7;0;0. Estimates |Un|REL∞ of the maximum error for these methods obtained by the known
relations, that is, by Corollary 7.2 (see [27, Proposition 3:2, (ii)–(iv)]), (58), (67) (see [37]), (66) (cf. [10]), (65)
Un: 57;0;0∞ 5
7;0;0
2 W
7;0;0 E7;0;0 F7;0;0
|Un|CAGE∞ 0.15E−3 0.19E−3 0.21E−3 0.21E−2 0.82E−2
|Un|REL∞ 0.15E−3 0.26E−2 0.24E−3 0.80E−2 0.24E−1
Table 6
Computer aided geometric estimates |5n; ; +12 |CAGE∞ of |5n; ; +12 |∞
n= 3 n= 4 n= 5 n= 6 n= 7 n= 8 n= 9
=− 1 0.67E−1 0.18E−1 0.48E−2 0.13E−2 0.34E−3 0.88E−4 0.23E−4
= 0 0.25E−1 0.52E−2 0.12E−2 0.25E−3 0.59E−4 0.15E−4
= 1 0.46E−2 0.82E−3 0.16E−3 0.36E−4
= 2 0.94E−3 0.18E−4
Finally, using a function of our CAD system for measuring the distance between two geometric
objects, we estimate the maxima of the displayed method errors and we obtain Tables 5 and 6.
Note that the maximum error bounds listed in Table 6 are substantially smaller than the corre-
sponding ones which may be obtained using (58).
Note also that in Example 9.1 we consider the degree reduction methods 5n; ;2 with  = . The
degree reduction methods satisfying the latter condition are of practical value but do not seem to be
treated in the literature.
The computer aided geometric estimation of maximum error bounds, that is used in Example 9.1
to #nd the approximate values |Un|CAGE∞ of |Un|∞, is in general easy to carry out and precise enough
for practical purposes. The value |Un|CAGE∞ may in practice replace |Un|∞.
On the other side, a CAGD system equipped with a function for moving the B2ezier points of a
curve can also be used to form interactively the shape of an error curve. In some applications the
property of small variation, in others that of equioscillation (see Proposition 7.1), may, for example,
be desired.
Example 9.2. Using a CAD system with a function for moving the B2ezier control points, and a
function for measuring the distance between two geometric objects, we transform the graphs of
some curves (En; ; ; t) (see (61)) into equioscillatory graphs with amplitude 1. We do that within
the tolerance 0.001 for n= 2 + 5; = 0; : : : ; 4.
To simplify our interactive work we use the B2ezier control points [Vn; ; ]2 (see (75)) satisfying
Vn; ;  = {vn; ; i }ni=0 ∈Cn; ; ; vn; ; +1 = − vn; ; +4 ; vn; ; +2 = − vn; ; +3 (see (39)). We compute next the sequences
5n; ; ∞;CAGD = {1n; ; ∞; i;CAGD}ni=0 =Vn; ; =s(Vn; ; ) listed in Table 7. In view of Proposition 7.1, we call
them CAGD methods 5n; ; ∞ . It is easy to see, that they are designed with the maximum relative
error 6 0:001.
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Table 7
Non-zero coeJcients of 52+5; ; ∞;CAGD (1
2+5; ; 
∞; +1;CAGD =−12+5; ; ∞; +4;CAGD; 12+5; ; ∞; +2;CAGD =−12+5; ; ∞; +3;CAGD) and |52+5; ; ∞;CAGD|CAGE∞ obtained
with the maximum relative error 6 0:001
 0 1 2 3 4
−12+5; ; ∞; +1;CAGD 0.1545E−1 0.4403E−2 0.1194E−2 0.3192E−3 0.8400E−4
12+5; ; ∞; +2;CAGD 0.4227E−1 0.1164E−1 0.3172E−2 0.8542E−3 0.2283E−3
|52+5; ; ∞;CAGD|CAG∞ 0.2510E−2 0.3403E−3 0.5521E−4 0.9870E−5 0.1980E−5
Finally, we #nd for these methods, similarly as in Example 9.1, the values |5n; ; ∞;CAGD|CAGE∞ listed
in the last line of Table 7.
The values |52+5; ; ∞;CAGD|CAGE∞ in Table 7 diOer from the corresponding values |52+5; ; ∞ |∞ computed
and listed for = 0; 1; 2 in [26, Table I] by less than 0:1%.
It is worth noticing, that to obtain interactively equioscillatory curve (Vn; ;; t) on a CAGD
system, starting from another curve (Zn; ;; t), as in Example 9.2, one employs instinctively a
process which is in fact a computer aided geometric version of the modi#ed Remez exchange
algorithm (see [7,35,36,39]) in the Bernstein basis.
10. Current degree reduction algorithms in the Bernstein basis
We denote by @(Un)p an algorithm for computing an approximant (Qn−1; t) of (Bn; t) by use
of a procedure @ and a method Un ∈&n. The subscript p, if it appears, means that the algorithm
authors give a bound for the Lp-error of approximation (cf. (12)). All the current degree reduction
algorithms in the Bernstein basis are listed in Table 8.
Forrest proposed the algorithm Rn (5
n; ;n−−2) with = (n− 1)=2 in 1972 [15]. In [29–31]; [33,
Section 5] this algorithm is used to reduce even (n= 2+2) and the algorithm R2+3+1 (5
2+3; ; )∞—to
reduce odd (n= 2 + 3) degrees of polynomials. We obtain the error formulae for these algorithms
given in [29, Section 2]; [31, Section 4] directly from (9), and those given in [30, Section 2]; [33,
Section 5]—from (9) for:
• even degrees, by Proposition 6.6, (48), and the equality ( 2+1 ) = (2+1+1 ) = (2+2+1 )=2, which yields
s(B2+2)(52+2; ; ; t) = − 0:5[q − 2b+1 + q+1]B2+2+1 (t);
• odd degrees, by Proposition 6.8, (49), and the equality ( 2+2 ) = (2+2+2 ) = ( + 1)(2+3+1 )=(2 + 3),
which yields
s(B2+3)(52+3; ; ; t) = 0:5
[
(q − q+2)  + 12 + 3 + b+2 − b+1
]
[B2+3+2 (t) − B2+3+1 (t)]:
The fact that the methods used in these algorithms are best with respect to every norm on C[0; 1]
(see Proposition 6.6), or to every Lp-norm with p¿ 1 (see Proposition 6.8), respectively, does not
seem to be well known. Eck [10, Section 4:3] does note that the Forrest method is best with respect
to the l1-norm (|Un|l1 =
∑n
i=0 |ui|) but other authors (see [4, Section 1]) classify it as nonoptimal.
The L∞-errors for the methods 52+2; ;  and 52+3; ; , are given by (53) with n= 2+2 and by (54),
respectively (cf. [29, Theorem 2], [30, Theorem 1], [31, Section 4]).
308 B. Szafnicki / Journal of Computational and Applied Mathematics 142 (2002) 287–312
Table 8
Current degree reduction algorithms @(Un)p in the Bernstein basis (chronological order). The procedures
 Rn;  Sn;Rnm;S
n
m;V
n
m are de#ned as in Procedures 3:2, n∈N; ∈Z; ¿−1; 2+26 n. C means Corollary, P—Proposition,
S—Section. = 	(n− 1)=2
; = 1; 2;∞; k = 3; 4; 5; |Un|l2 =
√∑n
i=0 (ui)
2
Algorithm Un De#ned in 1st Ref. in
1. Rn(5
n;;n−−2) P6.6 [15]
2.  Rn(Fn;0;0) (60) [12]
3.  Rn(5n; ; ∞ )∞ S6; S7 [8]
4.  Rn(En;−1;−1)∞ (61) [10]
5.  Rn(5n; ; 2 )∞ (57) [10]
6.  Rn(5n;−1;−11 )∞ (70) [10]
7. R2+3+1 (5
2+3; ; )∞ P6:8, (42) [29]
8. Rnn−2(5
n;0;0
∞ )∞ C7.2 [2]
9. Vnn−2(W
n;0;0)∞ (62) [2]
10. Vnn−2(5
n;0;0
∞ )∞ C7.2 [2]
11.  Rn(5n; ; 2 )2 (57) [11]
12.  Rn(5n;−1;−11 )1 (70) [4]
13. Vnn−1(5
n;−1;−1
 ) S6–S9 [23]
14. Rkk−1(5
k;0;0
1 )1 (72)–(74) [24]
15. Rnn−1(H
n;0;0)l2 (63) [21]
16. Rnn−1(K
n;1;1)∞ (69) [22]
Eck also considers in [10] the l2- (cf. [21]) and l∞-optimal methods [Cn;−1;−1]l2 ; [C
n;−1;−1]l∞ (see
De#nition 6.5), where |Un|l2 =
√∑n
i=0 (ui)
2; |Un|l∞ = max06i6n|ui|). He shows that [Cn;−1;−1]l∞ =
En;−1;−1 [10, Theorem 3], and states that [Cn;−1;−1]l2 =5
n;−1;−1
2 [10, Theorem 4]. The application
of the Lagrange function |Un|l2 +  [s(Un) − 1] together with the Kuhn–Tucker conditions yields a
very short proof of the latter statement (cf. [21, Section 2]). In [28], dealing with this subject, it is
proved in a diOerent way.
The authors of the current degree reduction algorithms also #nd, in diOerent ways, formulae for
the corresponding Lp-errors of approximation given here in general by (12). The form of these
formulae is in [8, (26)]; [10, Theorem 7]; [11, (13)] equivalent and in [2, Theorem 4]; [4, Section
4]; [8, (13)]; [10, (26)]; [21, (5)]; [22, Theorem 2:3; (12); (13)]; [23, Theorem 2:2]; [24, Theorems
2:3–2:5]; [29, Theorem 2] equal to that of (12). The formulae include expressions for |Un|p, that is,
for the Lp-error of the method Un de#ned by (14). All these expressions are given here, respectively,
in (52), Corollary 7.2, (54), in a particular case of (55) with = , in a particular case of (58) with
= = − 1 and with equality in place of inequality, in (66), (67), (69) and in (71)–(74).
Lachance gives approximate values of 22n−1|5n; ; ∞ |∞ for n= 3; : : : ; 8; = 0; 1; 2 (see [26, Table
I]), they are cited in [8, Table 2]; [9, Table 2]; [10, Table 6] and, divided by 22n−1, in [22,
Tables 1, 2].
Eck #nds a bound for |En;−1;−1|∞ (see [10, Section 4:1]) which forms a particular case of (66). He
establishes two formulae for estimating |5n; ; 2 |∞ with a tolerance of two percent for = 0; 1; n= 2+
2; : : : ; 30 and of nine percent for = 2; n= 6; : : : ; 30 in [10, Section 5:1], and two others in [11, A14].
Only the latter ones really guarantee these tolerances. This can be stated by #nding with help of a
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CAGD system the corresponding estimates |5n; ; 2 |CAGE∞ (see Section 9). The method 5n; ; 2 has been
#rst discussed in [40, Section 3].
Eck also determines in [8–11] the sequence
{ i}ni=0 = {(−1)n−is(↓i Un)}ni=0 for Un ∈Cn; ;  (76)
and uses it to describe the procedure called here  Rn (cf. (6) and the description of  Rn in Procedures
3:2). Note that for Un = {ui}ni=0 ∈&n; ;, also with  = , we obtain by (1)
u0 = (−1)n 0; ui = (−1)n−i( i −  i−1)
/(
n
i
)
for i= 1; : : : ; n: (77)
Eck observes, using the notation introduced in (76), the facts expressed here by (44) and (45),
and states that if (−1)n−iui ¿ 0 for i=  + 1; : : : ; n−  − 1 then the subsequence { i}n−i= is strictly
increasing. The latter follows here directly from (77) and holds for the methods 5n; ;∞ (see Corollary
7.3), 5n; ;2 (see (57)), F
n;0;0;En; ;;Wn;0;0;Hn;0;0;Kn;1;1 (see (60)–(64)), 5n;−1;−11 (see (70)) and
5n;−1;−1 ; = 1; 2;∞ (see (72)–(74)).
Bogacki et al. propose the algorithm Rnn−2(5
n;0;0
∞ )∞ (see [2, Algorithm CEC]), but really apply
the algorithms Vnn−2(Wn;0;0)∞;Vnn−2(5
n;0;0
∞ )∞ (see [2, Example 1]). Bogacki et al. and Kim et al.
list all the elements of ((W4;0;0);((54;0;0∞ ) [2, Example 1] and of ((5
n;−1;−1
 ); = 1; 2;∞ [23,
Section 2], respectively. Note that for every Un ∈&n, from (20) follows easily that
↑n Un = (−1)nUn implies {n−i−1; n−j(Un)}n−1; ni; j=0 = {i;j(Un)}n−1; ni; j=0 ;
which reduces the number of data necessary to determine ((Wn;0;0) (see (62)), ((5n; ; p ) with p¿ 1
(see (39)), and ((5n;−1;−11 ) (see (70)).
The method Wn;0;0 has been #rst proposed, and a bound (see (67)) for |Wn;0;0|∞ found in a paper
by Watkins and Worsey [37] (see also [32,38]).
Brunnett et al. observe that r(↓n−1 Bn); r(↑n−1 Bn) are, in the Bernstein basis {Bn−1i (t)}n−1i=0 ,
coeJcients of the Taylor expansions of degree n− 1 of (Bn; t) about t = 0 and t = 1, respectively.
This follows here easily from Property 6:4 and (43).
Kim and Ahn compute |Kn;1;1|∞ for n= 4; : : : ; 20, [22, Tables 1, 2], for large n6 20 these values
are by about 25 percent greater than the corresponding values of |5n;1;1∞ |∞.
11. New algorithms
To obtain degree reduction algorithms that are less expensive and better conditioned than the
current ones it suJces to replace in the algorithms listed in Table 8 all the procedures by the
procedure Sn(n−1)=2. Note that the procedure R
n
(n−1)=2 is just as well conditioned as and only
slightly more expensive (see Table 2) than the procedure Sn(n−1)=2.
Some sequences 5n; ; ∞ required in the new algorithms can be computed using (77) and the tables
of the corresponding sequences { i}ni=0 = {(−1)n−is(↓i 5n; ; ∞ )}ni=0 (see (76)) available in the literature
(see [8, Table 1]; [9, Table 1]; [10, Table 5]). Note, however, that the above mentioned tables are
computed using the power-to-Bernstein conversion whose condition number is 1 = ∞ = (n+1)( n )2

with = 2(n+1)=3 (see [14, (29)]). Thus the maximum error on [0; 1] of a method established with
help of these tables may be substantially larger than |5n; ; ∞ |∞. To avoid this, the sequences 5n; ;∞
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should be determined without using the power-to-Bernstein conversion. Some of them, also with
 = , may be computed using Corollary 7.2 and the Casteljau subdivision scheme (see [3]), which
is very popular in CAGD, or applying the idea used in Example 7.5. They can also be interactively
constructed on CAGD systems (see Section 9). If the modi#ed Remez exchange algorithm (see
[7,35,36,39]) is used to compute 5n; ;∞ , it should be carried out in the Bernstein basis.
The practical accuracy of a method is determined by its L∞-error, that is, maximum error (cf., e.g.,
[10,11,27]). If the required L∞-error is substantially greater than |Un|∞ then the shape of the error
curve (Un; t) of the method Un can be manipulated interactively (see Section 9) that it satis#es
a supplementary geometric condition. This is a way to construct methods of new practical quality
(e.g., of smaller variation).
We show, in Sections 6–9, how to determine degree reduction methods that assure the C;-join
(see De#nition 6.1) with  = . Such methods do not seem to be well known (see Table 8), although
they may be of practical importance.
Note that a new degree reduction method, that is, a new sequence Un ∈&n (see Section 3), enables
us to conceive new degree reduction algorithms (see Section 10).
The list of degree reduction procedures given in Procedure 3:2 is, of course, non-exhaustive.
Hence one can also construct new degree reduction algorithms by developing new degree reduction
procedures. Test Method 5:2 and the results of Section 4 can be used to consider only new degree
reduction procedures that are not more expensive and not worse conditioned than the best known
one (Sn(n−1)=2). For example, the following (see Procedures 3:2) direct derivatives of the current
procedures  R (see [8–11]) and Vnn−2;Vnn−1 (see [2,23]):
•  S that is slightly less expensive than  R, but (as the latter) ill conditioned and substantially more
expensive than Sn(n−1)=2 which is well conditioned,
• Vn(n−1)=2 that is, contrary to Vnn−2;Vnn−1, well conditioned, but (as the latter) substantially more
expensive than Sn(n−1)=2 (see Table 2 and Conclusion 4:3), should not be considered as new
procedures.
The de#nition of the C;-join (De#nition 6.1) can be extended componentwise to the vector-valued
polynomials. Then, applying componentwise a C; degree reduction algorithm to a vector-valued
polynomial of degree n, we obtain an approximant of degree n−1 having the vector-valued C;-join
(also for  = ) with its original. The current degree reduction algorithms in the Bernstein basis (see
[2,4,8–12,21–24,28–31,33]) allow us to obtain this join only with = .
Using in De#nition 6.1 the notions of the arc length and Frenet frame geometric continuity (see,
e.g., [16]) in place of the C-continuity, we can de#ne other kinds of vector-valued joins. Our uni#ed
approach enables us to conceive degree reduction algorithms guaranteeing also the latter joins. The
joins of this kind, being geometrically equivalent to C;, that is, quaranteeing, for example, the
same tangent and curvature, have less restrictive conditions. We will study the corresponding degree
reduction methods in the second part of our paper.
Theorem 3.1 together with Proposition 2.5 establishes a relationship between degree elevation
and degree reduction. This enables the construction of a set of degree elevation procedures in
the Bernstein basis. On the other hand, the conditioning considerations of Section 4 may be eas-
ily extended to the degree elevation procedures. We intend to study these topics in a separate
paper.
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