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We present a study of the inclusive production of neutral pions and charged particles from 112 000 hadronic Z ° decays. The 
measured inclusive momentum distributions can be reproduced by parton shower Monte Carlo programs and also by an analytical 
QCD calculation. Comparing our results to e +e- data between x/~ = 9 and 91 GeV, we find that the evolution of the spectra with 
center of mass energy is consistent with the QCD predictions. 
1. Introduction 
We report here on measurements  o f inclusive par- 
ticle product ion in hadronic  events at the Z ° reso- 
nance using the L3 detector  at LEP. Neutra l  pions are 
reconstructed f rom photon pairs measured in the 
e lectromagnet ic  ca lor imeter  with an invar iant  mass 
close to m~o. Charged particles are reconstructed us- 
Supported by the German Bundesministerium f'tir Forschung 
und Technologie. 
ing the central tracking chamber.  We determine the 
spectra as a funct ion o f  the variables xp and In( 1/ 
xp), where xp denotes the ratio of  particle momen-  
tum p to the beam energy ½x/~. We compare  the in- 
clusive distr ibut ions for n o and charged particles to 
the predict ions of  perturbat ive QCD.  In this compar-  
ison we include measurements  obta ined by several 
other e+e - exper iments at center o f  mass energies 
f rom 9 to 91 GeV [ 1-7 ]. 
We consider two approaches to calculate the inclu- 
sive momentum spectra within perturbat ive QCD:  
201 
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( 1 ) Monte Carlo parton shower generators based 
on leading log calculations including gluon coher- 
ence. Particle mass effects are taken into account. 
Hadronization and decays are simulated. The pa- 
rameters of the fragmentation models are obtained 
from a comparison between measured and simulated 
event shape variables. We use the programs JETSET 
7.2 [8] and HERWIG 4.2 [9]. 
(2) Analytical calculations in "Modified Leading 
Log Approximation" (MLLA), summing double and 
single leading-log contributions, and including co- 
herence effects [10]. We use the "limiting spec- 
trum", for which particle mass effects are not in- 
cluded. It is assumed that the calculated parton 
spectra can be compared irectly to the momentum 
distribution of measured hadrons ("Local Parton 
Hadron Duality" ) [ 10,11 ]. 
The most striking prediction of perturbative QCD 
concerning the inclusive momentum spectra [ 12 ] is 
a reduction of the number of soft gluons due to de- 
structive interference [13 ]. This behaviour can be 
studied best in terms of the variable ~p=ln(1/xp). 
The QCD calculations predict a maximum in the ~p 
distribution [10,14,15 ]. The position of the maxi- 
mum, ~,  is expected at ~ 3.8 for x/s = 91 GeV, which 
corresponds to xp~0.02 and p~ 1 GeV. At higher 
values of ~p the cross sections are reduced ue to soft 
gluon coherence. The position of the maximum ~ is 
expected to move to higher values with increasing 
center of mass energy. For massive particles the lim- 
iting spectrum is modified such that the peak posi- 
tion is shifted to lower values. Thus one expects that 
for charged particles, which include, in addition to 
pions, heavier hadrons, e.g. kaons and protons, ~ 
should be smaller than in the case of the n o 
distribution. 
Comparisons of measured inclusive momentum 
spectra to the analytical QCD calculations have been 
published previously for charged particles 
[3,7,16,17]. 
2. The L3 detector 
The L3 detector covers 99% of4n [ 18 ]. The detec- 
tor consists of a central tracking chamber, a high res- 
olution electromagnetic calorimeter composed of 
bismuth germanium oxide crystals, a ring of scintil- 
lation counters, auranium and brass hadron calorim- 
eter with proportional wire chamber readout, and an 
accurate muon chamber system. These detectors are 
installed in a 12 m diameter magnet which provides 
a uniform field of 0.5 T along the beam direction. 
The central tracking chamber is a time expansion 
chamber which consists of two cylindrical ayers of 
12 and 24 sectors, with 62 sense wires measuring the 
R-O coordinate. The single wire resolution is 58 ~m 
averaged over the entire cell. The double-track reso- 
lution is 640 ~tm. 
The material preceeding the electromagnetic de- 
tector amounts to less than 10% of a radiation length. 
The energy resolution is 5% for photons and elec- 
trons of energy around 100 MeV, and is less than 1% 
for energies above ~ 2 GeV. The angular esolution 
of electromagnetic clusters is better than 0.5 ° for 
energies above 1 GeV. 
For the present analysis, we use the data collected 
in the following ranges of polar angles: 
- for the central tracking chamber, 40 ° < 0< 140 °, 
- for the electromagnetic calorimeter, 42 ° < 0 < 138 °, 
- for the hadron calorimeter, 5 ° < 0< 175 ° 
3. Selection of hadronic events 
Events collected at center of mass energies around 
v/s=91.2 GeV (88.2~<x/~<94.2 GeV) from the 
1990 LEP running period are used for this analysis. 
The primary trigger for hadronic events requires a
total energy of about 15 GeV in the calorimeters. This 
trigger is in logical OR with a trigger using the barrel 
scintillation counters and with a charged track trig- 
ger. The combined trigger efficiency for selected had- 
ronic events exceeds 99.9%. 
The selection of e +e-~ hadrons events is based 
on the energy measured in the electromagnetic detec- 
tor and in the hadron calorimeter. Events are ac- 
cepted if 
0.5 <Evis/v/s< 1.5, 
IEll I/Evis<0.40, Ex/Evis<0.40, 
Ncluste r >~ 1 5 , 
where  Evis is the total energy observed in the detec- 
tor, E I is the energy imbalance along the beam direc- 
tion, and E± is the transverse energy imbalance. An 
202 
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algorithm was used to group neighbouring calorime- 
ter hits, which are probably produced by the same 
particle, into clusters. Only clusters with a total en- 
ergy above 100 MeV were used. The algorithm nor- 
mally reconstructs one cluster for each particle pro- 
duced near the interaction point. Thus the cut on the 
number of clusters rejects low multiplicity events 
(e+e-, ~t+~t-, z+z-) .  
In total 1 12 000 events were selected. 
Applying the same cuts to simulated events, we find 
that 97% of the hadronic decays from the Z ° are ac- 
cepted. The contamination from final states e+e -, 
x+x - and hadronic production via two-photon pro- 
cesses in the event sample is below 0.2% and can be 
neglected. 
Monte Carlo events were generated by the patton 
shower program JETSET 7.2 [ 8 ] with values for the 
QCD scale and string fragmentation parameters as 
determined from a fit to our data [ 19,20 ]. The gen- 
erated events were passed through the L3 detector 
simulation [21 ], which includes the effects of energy 
loss, multiple scattering, interactions and decays in 
the detector materials and beam pipe. 
4. Photon selection 
calorimeter layers inside a cone of half angle 100 mrad 
around the photon direction. We define 0min as the 
angle between the direction of the photon candidate 
and the nearest cluster. Cuts (2) and (3) suppress 
background from hadrons. The lower bound of 100 
mrad in (4) reflects the finite granularity of the elec- 
tromagnetic calorimeter which limits the energy ofn ° 
mesons decaying into non-overlapping photons to 
about 3 GeV. 
5. Inclusive spectra for neutral pions 
The 7)' invariant mass spectrum is measured using 
pairs of photons in an event in which both photons 
are in the same hemisphere defined by a plane per- 
pendicular to the event thrust axis or if they belong 
to the same jet [22 ]. The invariant mass distribution 
of all photon pairs in the kinematic region 
0.007 5 < xp < 0.06 5, covered by the present analysis, 
is shown in fig. 1. The fit to the mass distribution, 
indicated by a solid line, is a sum of a gaussian func- 
tion and a third order polynomial. The position of 
the ~t ° signal peak is consistent with the neutral pion 
mass. It has a width of a= 7.1 + 0.1 MeV, and con- 
tains 31300 + 400 no mesons. The observed resolu- 
Photons are recognized as isolated and confined 
clusters in the electromagnetic calorimeter, a cluster 
being a matrix of 3 X 3 crystals centered on the most 
energetic rystal. The photon energy is calculated 
from the energy of the cluster by applying aposition- 
dependent leakage correction. Assuming the photon 
to originate at the interaction point, the photon di- 
rection is determined from the geometrical positions 
of the constituent crystals, weighted by the corre- 
sponding energy deposits. 
Clusters in the electromagnetic calorimeter are ac- 
cepted as photons if the following requirements are 
met: 
(1) Er> 130 MeV, 
(2) E~,/E25>0.9, 
(3) Ehad/ Ev < 0.2 , 
(4) 0mi, > 100 mrad, 
where E v denotes the photon energy and E25 is the 
leakage corrected energy deposited in the 5 X 5 sym- 
metric extension of the 3 X 3 crystal array. Eha d stands 
for the energy deposited in the six innermost hadron 
5000 
• DATA 
i 4000 I I  ~ FIT 
3000 
200o ~ , /  ................. 
f 1000 
0 i . . . .  i . . . .  i . . . .  i . . . .  i . . . .  i , , 
0.04 0.08 0.12 0.16 0.2 0.24 
Mw(GeV) 
Fig. I. Measured invariant mass distribution for pairs of pho- 
tons. The solid line indicates the result of a fit to the data using 
the sum ofa gaussian distribution and a third order polynomial. 
The dashed line indicates the background. The ~o signal has a 
width of a=7.1 +0.1 MeV. 
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tion is consistent with the Monte Carlo expectations. 
To determine the xp distribution of reconstructed 
n ° mesons, the measurement of the invariant mass 
distribution and the fit are repeated for different Xp 
intervals. The n ° yield as a function of the variable ~p 
is obtained in a similar way. The widths of the xp and 
~p bins are chosen such that the bin-to-bin migration, 
as determined from Monte Carlo studied, is small. In 
the case of the xu(~p) distribution, this smearing ef- 
fect is of the order of 20% (10%). 
To measure the differential cross sections the ob- 
served yields of n ° mesons in the data are corrected, 
bin by bin, for detector effects (acceptance, ffi- 
ciency and resolution). The detector correction fac- 
tors are calculated using the JETSET Monte Carlo 
events that are passed through the detector simula- 
tion and reconstruction programs. The n o detection 
efficiencies are found to be ~ 6% in the center of the 
kinematic range and approach 2% at both ends. The 
JETSET program is also used to compute the correc- 
tion factors for initial and final state photon radia- 
tion, which are equal to one within 1%. 
Systematic uncertainties in the detector correction 
are estimated from the difference in the corrected 
spectra obtained with two different sets of detector 
calibration constants. In addition, we replaced the 
fitted JETSET fragmentation parameters by the cor- 
responding default values and determined the result- 
ing detection efficiencies. The different contribu- 
tions to the systematic errors, of which the 
fragmentation uncertainty is the dominant one, are 
added in quadrature. The systematic errors for adja- 
cent xp (~p) intervals are correlated. 
The differential cross sections for inclusive n o pro- 
duction at the Z ° resonance, normalized to the total 
hadronic ross section, ah, are shown in table 1 and 
figs. 3a and 4a as a function of the variables xp and 
~p, respectively. 
Integrating over the interval 0.0075 < xp < 0.065, we 
find an average no multiplicity of (g~o)=6.4+0.1 
(stat.) +_0.4 (syst.). The corresponding numbers 
predicted by the Monte Carlo programs JETSET and 
HERWIG are (g~o) = 6.3 and 6.4, respectively. The 
predictions for the total number of n o particles per 
event are (n=o) = 9.7 and 9.9, respectively. 
Table 1 
Differential cross sections for inclusive n o production, normal- 
ized to the total hadronic ross section at the Z ° peak. The errors 
given are statistical and systematic. The statistical errors include 
the statistical uncertainties ofthe detector correction factors cal- 
culated using Monte Carlo events. The systematic errors for ad- 
jacent xp (~p) intervals are correlated. 
xp (1/ah)da/dxp G (1/ah)da/d~, 
0,0075-0.010 304__+35+20 2.8-3.0 1.79_+0.11 _+0.70 
0.010-0.015 283+16+30 3.0-3.2 2.22_+0.10+0.50 
0,015-0.020 207+ 10__+20 3.2-3.4 2.85_+0.12+0.30 
0.020-0.025 153_+ 7+15 3.4-3.6 3.14+__0.13+0.30 
0.025-0.030 121+_ 6+_10 3.6-3.8 3.40+_0.16+_0.30 
0.030-0.035 94+_ 5_+10 3.8-4.0 3.44_+0.17_+0.30 
0.035-0.040 74_+ 4+_ 10 4.0-4.2 3.64_+0.21 _+0.30 
0.040-0.045 54_+ 3+_10 4.2-4.4 3.85_+0.27_+0.30 
0.045-0.050 46_+ 3+_10 4.4-4.6 3.18+0.28+_0.30 
0.050-0.055 39+_ 3+_10 4.6-4.8 2.75+_0.25+_0.30 
0.055-0.060 31_+ 3+_ 9 4.8-5.0 3.15_+0.60_+0.30 
0.060-0.065 24+_ 4_+ 7 
6. Inclusive spectra for charged particles 
Charged tracks are reconstructed in the central 
tracking chamber, which measures the momentum 
transverse to the beam axis. The z coordinate is de- 
termined from the position of the cluster closest o 
the track in the plane perpendicular tothe beam axis. 
To determine the inclusive momentum distribu- 
tion for charged particles, we analyze 73 000 had- 
ronic events at x/s= 91.2 GeV. Only those events with 
I cos 0] < 0.6 are used, where 0 is the angle of the thrust 
axis with respect to the beam line. Tracks are selected 
if 
-- Nhits > 35, 
- d i  < 5 mm, 
-p .  > 100 MeV, 
where Nhits denotes the number of measured points 
on the track, d± is the distance of closest approach to 
the beam axis in the transverse plane, and p± is the 
transverse momentum with respect to the beam axis. 
Fig. 2 shows the measured corrected charged mul- 
tiplicity distribution. The data have been corrected 
for detector acceptance, resolution, reconstruction 
efficiency, and photon radiation. The unfolding is 
based on a matrix relating the Monte Carlo generated 
charged multiplicity distribution to the one obtained 
from the corresponding simulated and reconstructed 
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Fig. 2. Multiplicity distribution for charged particles in compar- 
ison with the predictions ofthe Monte Carlo programs JETSET 
7.2 and HERWlG 4.2. P(nch) denotes the probability for finding 
rich charged particles in a hadronic Z° decay. The errors (vertical 
bars) include the statistical nd systematic uncertainties. The 
horizontal bars indicate the bin size. The average charged multi- 
plicity is < nch) = 20.7 +_ 0.7. 
events. For the generated events, all the primary pro- 
duced particles or those produced in the decay of par- 
ticles with an average lifetime smaller than 5 × 10- l°s 
are considered. The measured average multiplicity is
(rich) =20.7+0.7.  The error is dominated by sys- 
tematic uncertainties, which are estimated by using 
two different Monte Carlo generators (JETSET and 
HERWIG) for the unfolding procedure, and by a 
variation of track selection parameters. The corre- 
sponding numbers predicted by the Monte Carlo 
programs JETSET and HERWIG are (r ich)=20.5 
and 20.8, respectively. Our results are in agreement 
with other measurements at the Z ° peak [23]. 
The measured charged panicle xp and ~p distribu- 
tions are corrected, bin by bin, for acceptance, recon- 
struction efficiency and resolution. The bin width is 
chosen to be bigger than the resolution, so that the 
bin-to-bin migration is small. This leads to 12 bins 
for the xp spectrum in the range 0.002 ~<xp~< 0.1, and 
12 bins for the ~p distribution in the range 
1.1 ~<~p~< 5.4. To determine the detector correction 
factors, we use the same Monte Carlo events as for 
the n o analysis. The factors deviate from one by less 
than 5%. The corrections factors for photon radia- 
Table 2 
Differential cross ections for inclusive charged particle produc- 
tion normalized tothe total hadronic ross ection at x/~= 9 1 .2  
GeV. The errors include statistical nd bin to bin systematic un- 
certainties. An additional uncertainty of3% common to all bins 
is not shown. 
xp ( 1 lah )da/dxp ~p ( l lah)dald~p 
0.002-0.006 370+__4 1.1-1.6 1.62+_0.07 
0.006-0.010 502+4 1.6-2.1 3.00+-0.09 
0.010-0.014 453+-5 2.1-2.5 4.31+-0.08 
0.014-0.018 375+_5 2.5-2.9 5.34+_0.10 
0.018-0.022 315+_5 2.9-3.3 6.00+_0.08 
0.022-0.030 248+_5 3.3-3.6 6.39+_0.10 
0.030-0.040 181 +_4 3.6-3.9 6.35+_0.12 
0.040-0.050 135+_3 3.9-4.2 6.09+_0.12 
0.050-0.060 104+3 4.2-4.5 5.61+_0.12 
0.060-0.070 83+_3 4.5-4.8 4.71+_0.09 
0.070-0.085 66+3 4.8-5.1 3.61+_0.06 
0.085-0.100 49+_3 5.1-5.4 2.49+_0.05 
tion are equal to one within 1%. 
Systematic errors are estimated by changing the 
fragmentation parameters in the JETSET Monte 
Carlo within their errors [ 19 ] and by varying the pa- 
rameters in the simulation of the tracking chamber. 
The relative systematic bin-to-bin error varies be- 
tween 1% and 5%. Statistical uncertainties are negli- 
gible. An additional uncertainty of 3% related to the 
tracking chamber econstruction efficiency is com- 
mon to all bins. 
The differential cross sections for inclusive charged 
particle production at the Z ° resonance, normalized 
to the total hadronic ross section, are shown in table 
2 and figs. 3b and 4b. 
7. Comparison to QCD predictions 
In fig. 3 the measured cross sections ( 1/ah)da/dxp 
for neutral pions and charged particles are compared 
to the predictions of the panon shower Monte Carlo 
programs JETSET and HERWIG, which reproduce 
the data. The QCD scale and fragmentation param- 
eters used in the Monte Carlo programs are deter- 
mined from a comparison to our measured hadronic 
event shape distributions and inclusive muon spectra 
[19,20]. 
Fig. 4 shows our measurements of the cross sec- 
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Fig. 3. The xp spectrum for inclusive panicle production at the 
Z ° peak normalized to the total hadronic cross section in com- 
parison with parton shower Monte Carlo predictions for (a) 
neutral pions and (b) charged particles. The errors (vertical bars) 
include statistical and systematic uncertainties. The uncertainty 
of 3% common to all bins of the charged particle spectrum is not 
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Fig. 4. Inclusive ~p spectrum normalized to the total hadronic ross 
section in comparison with the analytical QCD calculations for 
(a) neutral pions and (b) charged panicles. Besides the L3 spec- 
tra, results from the Crystal Ball, JADE and TASSO collabora- 
tions are shown. The errors include statistical and bin-to-bin sys- 
tematic uncertainties. The value of Aeff used in the QCD 
calculation is determined from a fit to the L3 data. The horizon- 
tal bars indicate the bin size, 
tions (1/ah)da/d~p, as well as spectra measured at 
lower center of mass energies [2,5,6 ]. The data are 
compared to the predictions of the MLLA QCD cal- 
culations [ 10 ], which can be written in the form 
1 da _N(vFss)f(x/~s ' Ae~r; Cp) ( 1 ) 
ah d~p 
where Aar is an effective scale parameter, which is not 
directly related to A~--~. f i s  a function of x/~, Aeff and 
~p. An increase in Aefr corresponds to a decrease in the 
position of the maximum, ~.  The normalization fac- 
tor N, which describes the hadronization, is a func- 
tion of the center of mass energy v/~ and the particle 
type. The number of colours and light flavours are 
both set to 3 when calculatingf. Eq. ( 1 ) is defined in 
the range 0 < ~p < In (0.5x//S/Aeff). 
We fit expression ( 1 ) to our data in a range of~p of 
+ 1 around the position ~ of the maximum, with 
the only free parameters being Aefr and N. We obtain 
n°:Aeff= 115+32+20 MeV,  
~=4.11+0.15+0.10 ,  (2) 
charged particles: Aeg--- 220 + 3 + 20 MeV,  
~ = 3.71 +_0.01 +0.05.  (3) 
~ is the position of the maximum as calculated from 
( 1 ). The first error on each parameter is the uncer- 
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tainty corresponding to the combined statistical and 
systematic errors of the data points used in the fit. 
The second error is systematic and is estimated from 
a variation of the fit range by up to two bins at both 
the lower and upper end. The normalization factors 
are 
n°: N=0.52 + 0.05, (4) 
charged particles: N= 1.20 _ 0.04. (5) 
The QCD predictions for v/s = 91 GeV based on the 
fitted parameters ( 2 ) -  ( 5 ) are shown in fig. 4 as solid 
lines. The QCD spectra for lower center of mass ener- 
gies are obtained from a fit to the corresponding data 
using the same value of Aerf as determined from our 
data at 91 GeV, with the normalization constant Nas 
the only free parameter. Around ~, the MLLA cal- 
culations reproduce all measurements in the wide 
center of mass energy range 9-91 GeV with the same 
effective scale Aefr. There is agreement also for small 
values of {v, while for very low particle momenta the 
cross sections cannot be calculated. The value of Aefr 
obtained for charged particles is higher than the value 
for neutral pions, as predicted. 
Since the QCD calculations are performed for 
massless partons, they cannot distinguish momen- 
tum p from energy E. Therefore we have also com- 
pared the QCD predictions to our measured 
{E=ln(1/XE)=ln(0.5 xSss/E) distributions. In the 
case of the charged particles, we have used the charged 
pion mass to calculate the energy E. The fitted Aeff 
values are shifted with respect o those in (2) and 
( 3 ) by - 20 and - 10 MeV, respectively. 
In order to study in detail the energy dependence 
of the inclusive n o and charged particle ~p distribu- 
tions, we determined for all the available spectra be- 
tween 9 and 91 GeV which cover the peak region [ 1- 
7] the parameters Aeff and N by fitting the MLLA 
function (1) as described above for our data. The 
corresponding peak positions (~ are shown in fig. 5. 
Calculating the weighted mean values of Aefr for all 
neutral pion data and for all charged particle spectra 
gives 
n°:Ae~= 160_+ 15 MeV, (6) 
charged particles: A~ff = 240 + 15 MeV. (7) 
The errors include uncertainties related to the choice 
of fit range. The evolution of the peak position is con- 
4.4 4 a) n 0 
*~fi" - -  QCD (MLLA) 
3.63.2 Aeff = ~  
2.8 I~ / T [] ARGus 
2.4 A JADE 
• L3  
i I r i i , , , i I 
2 
10 104s (GeV) 
4.4 
b) charged particles 
"~J"~ 4 __  QCD (MLLA) = ~  
3.62.83.2 Aeff = 
~ '~  ~ ~ms O rASSO 
2.4 ~ ¢~ MARK. E3 OPAL 
JADE • L3  
2 , r , , , , , , , F 
102 ~/s (GeV) 10 
Fig. 5. Energy dependence ofthe position of the maximum, ~,  
in the measured ~p distributions for (a) neutral pions and (b) 
charged particles. The maximum is determined from a fit to the 
measured spectra using the MLLA calculations. The errors in- 
clude statistical uncertainties as well as systematic effects esti- 
mated from a variation in the fit range. The lines are the QCD 
predictions using values for Aefrdetermined from a fit to all points 
in (a) or (b). For a better eadability of this graph, different 
points at the same center of mass energy were slightly shifted 
horizontally. 
sistent with the QCD formula ( 1 ), as can be seen from 
fig. 5. 
8. Summary and conclusions 
We have measured the production of charged par- 
ticles and neutral pions from 112 000 hadronic Z° de- 
cays. This is the first study of the inclusive produc- 
tion of identified hadrons at the Z ° resonance. The 
measured inclusive momentum distributions can be 
reproduced by patton shower Monte Carlo programs 
and also by an analytical QCD calculation. We find 
effective scale parameters 
207 
Volume 259, number 1,2 PHYSICS LETTERS B 18 April 1991 
Aeff= 1 15+38 MeV (n °) , 
Aerf = 220 + 20 MeV (charged  pan ic les ) .  
Compar ing  our  results to e +e-  data  between v/~ = 9 
and  91 GeV,  we f ind that  the center  of  mass  energy 
evo lut ion  of  the spectra is cons is tent  wi th  the QCD 
predict ions.  
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