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We describe a mathematical model for heterojunctions in semiconductors which can be used, e.g., for modeling
higher efficiency solar cells. The continuum model involves well-known drift-diffusion equations posed away
from the interface. These are coupled with interface conditions with a nonhomogeneous jump for the potential,
and Robin-like interface conditions for carrier transport. The interface conditions arise from approximating the
interface region by a lower-dimensional manifold. The data for the interface conditions are calculated by a
Density Functional Theory (DFT) model over a few atomic layers comprising the interface region. We propose
a domain decomposition method (DDM) approach to decouple the continuum model on subdomains which
is implemented in every step of the Gummel iteration. We show results for CIGS/CdS, Si/ZnS, and Si/GaAs
heterojunctions.
Keywords: Semiconductor modeling, Solar Cells, Materials science, Multiscale Modeling, Density Functional
Theory, Drift-Diffusion Equations, Domain Decomposition, Schur Complement, Finite Differences.
1. INTRODUCTION
This paper describes an interdisciplinary effort towards
developing better computational models for simulation of
heterojunction interfaces in semiconductors. The motiva-
tion comes from collaborations of computational mathe-
maticians and physicists with material scientists who build
such interfaces and examine their properties for the purpose
of building more efficient solar cells. Ultimately the design
of the devices with complicated geometries and/or new pa-
rameters must be supported by computational simulations.
Below we overview the relevant technological and
physics concepts and summarize the computational mod-
eling challenges addressed in this paper.
Technology background. The experimental and compu-
tational search for more efficient solar cells can be divided
into two approaches: a) the discovery and design of new
materials on which to base the existing thin-film solar cell
designs (second generation photovoltaics), and b) the mini-
mization of loss mechanisms inherent in the design of cur-
rent solar cell designs through the realization and exploita-
tion of new physical effects (third generation photovoltaics)
[13].
A thin-film solar cell is built around a semiconduc-
tor layer, where the light is absorbed and charge carriers
(electron-hole pairs) are created, sandwiched by, on one
side, the electron conducting layers, and on the other side,
by hole conducting layers. At least one of these con-
ducting layers must be transparent to the solar spectrum
for light to reach the central “absorber” layer, see Fig-
ure 1. Each interface between two layers in a thin-film
solar cell constitutes a heterojunction, which must be care-
fully tuned to optimize the overall performance of the so-
lar cell. Current thin-film solar cells are built around ei-
ther cadmium telluride (CdTe) or copper indium gallium
selenide, CuIn1−xGaxSe2, (CIGS) as semiconductors for
the absorber layer. Large scale deployment of these estab-
lished technologies is potentially impacted by the toxicity
(e.g., cadmium) or relative expense (e.g., indium) of some
of the constitutent materials. Hence, the search for alter-
native absorber semiconductors focuses on earth abundant
constituents that are nontoxic [1, 2]. For each new candi-
date material, new conducting layers, one of which has to
be transparent, must be found and matched to each other by
optimizing the heterojunction interface between each pair
of layers.
Metal: Mo  (500-1000 nm)
Absorber: CIGS  (1000-2500 nm)
TC: CdS  (70 nm)
TC: ZnO, ITO  (250 nm) 
Substrate: Glass, Plastic, Metal foil
FIG. 1. Schematic cross section of a CIGS thin-film solar cell.
Light enters from the top. The top two layers are n-type trans-
parent conductors (TC) consisting of either zinc oxide (ZnO) or
indium tin oxide (ITO) and cadmium sulfide (CdS). Photon ab-
sorption and electron-hole generation takes place in the absorber
layer consisting of CIGS. The bottom contact consists of Molyb-
denum metal, which sits on a fabrication dependent substrate ma-
terial. Figure is not to scale and thickness of the layers is ap-
proximate. Important details such as material gradients in layers
created through variable doping as well as alloying effects at some
interfaces are not shown.
In current solar cell design an absorbed photon creates
exactly one charge carrier pair with an energy equal to the
bandgap Eg of the absorber semiconductor material. The
excess energy of the photon Eph − Eg is lost as heat. Pho-
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tons with energies Eph ≥ 2Eg in principle have enough
energy to excite two charge carrier pairs. Multiple charge
carrier generation from high energy photons is known as im-
pact ionization (II) and is present in all semiconductors but
not very efficient. Exploiting quantum effects to enhance II
is an active area of research [3–5]. It has been hypothesized
that II can be efficient at the heterojunction interface of a
low bandgap semiconductor host material (bandgap Ehost)
and a wide bandgap semiconductor with a bandgap at least
twice as big as the bandgap of the host, i.e., Eg > 2Ehost.
We refer to this hypothetical process as heterojunction as-
sisted impact ionization (HAII) and a search for HAII is
an ongoing research effort; see Figure 2 for a model het-
erojunction for HAII consisting of the wide bandgap direct
semiconductor zinc sulfide ZnS and the low bandgap ’host’
semiconductor silicon Si.
Si                                                       ZnS
FIG. 2. Transmission electron microscope (TEM) image of a het-
erojunction between silicon (Si) and zinc sulfide (ZnS). A hetero-
epitaxial ZnS film was grown on (111) Si via pulsed laser deposi-
tion. Arrows mark the interface region ΩI between the two mate-
rials where the heterojunction is formed. Picture courtesy of Chris
Reidy and Janet Tate [6]. See Figure 3 for idealized geometry used
in the continuum computational model with ΩI ≈ I , and Figure 5
for schematic of microscale phenomena in ΩI .
A heterojunction is characterized by several parameters
that determine its physical properties and affect the perfor-
mance of a device. Most important are the valence band
and conduction band discontinuities ∆EC and ∆EV (sum-
marily referred to as band offsets, see Table II), which can
be obtained, in principle, experimentally. However, com-
putations allow for a broader search for better photovoltaic
devices.
Background on mathematical and computational
models. The well known drift-diffusion model is the most
widely used continuum mathematical model for semicon-
ductor devices, and, in particular, for solar cells. We refer
to [7–12] for extensive background and recent extensions.
It can be derived from semi-classical transport theory based
on the Boltzmann equation together with the Poisson equa-
tion and a number of assumptions, most importantly the in-
troduction of a phenomelogical relaxation time and thermal
equilibrium for the charge carriers. Even though these as-
sumptions limit the validity of the drift-diffusion model to
low energies and longer time scales, it generally provides an
adequate description of the steady-state transport in solar
cells, except in cases where its assumptions are explicitly
violated, as is generally the case for all approaches to so-
lar energy conversion that attempt to harvest high energy
photons more efficiently (so called third generation pho-
tovoltaics [13]). More sophisticated models that includes
high field and high energy effects as well as short time-
scale phenomena, include hydrodynamic transport models
that go beyond the Boltzmann transport equation (see for
example Ref. 2 in [14]), as well as particle based Monte
Carlo models [14, 15]. See also [16] for an example of cou-
pling and comparison of hydrodynamic and Monte Carlo
models. A computationally efficient approach would treat
only the critical regions with a more sophisticated model,
which is coupled to the standard drift-diffusion model to
create a complete device simulation. Such an approach is
the ultimate aim of our work on heterojunctions but is out-
side the scope of the present paper.
Despite the simplifying assumptions in the drift-diffusion
system, it is quite complex, and presents challenges for
analysis, numerical discretization, and nonlinear solver
techniques. The difficulties include the nonlinear coupled
nature of the system, the presence of boundary and interior
layers, and the out-of-double precision scaling of data and
unknowns, which render the model difficult to work with
for computational scientists without prior experience.
The presence of a heterojunction adds to that complex-
ity. Consider a 1d semiconductor region Ω = (a, b) made
of two materials, with an interface region ΩI = (−σ, σ)
located near x = 0, as shown in Figure 3. Processes in
ΩI where the two materials meet are characterized, e.g., by
steep gradients and discontinuities of the primary variables,
and cannot be resolved on the scale of drift-diffusion mod-
els.
One way to model heterojunctions is via an atomic scale
model such as Density Functional Theory (DFT) in ΩI
which however cannot simulate more than a few atomic lay-
ers [17]. Alternatively, one can use an approximation of the
interface region by a lower-dimensional interface I [18, 19],
as in Figure 3, along with a separate mathematical model
approximating the physical phenomena across the interface.
This is described, e.g., in [18, 19], and heterojunction mod-
els have been implemented, e.g., in community codes such
as 1D semiconductor modeling programs AMPS [20] and
SCAPS [21, 22]. However, literature and documentary ma-
terial for these as well as early modeling references such
as [18, 19, 23] do not analyze the mathematical assump-
tions underlying the treatment of the interface, and many
are quite subtle and unusual.
Ideally, one would find a way to tightly couple the con-
tinuum model away from the interface, i.e., in Ω−0 ∪ Ω
+
0
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FIG. 3. Geometry of heterojunction interface domain Ω = (a, b).
Top: Ω−0 = (a,−σ) is made primarily of atoms of first mate-
rial, and Ω+0 = (σ, b) corresponds to the second material. The
crystalline structure in the interface region ΩI = (−σ, σ) is un-
even and the continuum model does not hold across ΩI , but its
width 2σ ≪ b−a is small compared to that of Ω. Bottom: It
is convenient to consider an approximation I := {0} ≈ ΩI with
Ω− = (a, 0) and Ω+ = (0, b). See Figure 2 for an example of
a physical heterojunction in Si/ZnS, Figure 5 for schematic, and
Figure 7 for DFT and continuum model results for Si/ZnS illus-
trating phenomena in ΩI and Ω, respectively.
with some other model in the interface region ΩI , but this
is not feasible yet. Instead, in this paper we take a step in
the direction of a future coupled continuum–discrete model
by decomposing functionally the continuum heterojunction
model into subdomain parts on Ω−, Ω+ and the interface
part I . In simulations we use realistic interface parameters
computed by the DFT model on ΩI which is, however, en-
tirely decoupled from the continuum model.
A substantial part of this paper is devoted to the care-
ful modeling of the interface equations elucidating the chal-
lenges and unusual features as compared to the traditional
transmission conditions in which the primary variables and
their normal fluxes are continuous. We also reformulate the
heterojunction model using domain decomposition method
(DDM) [24] which, to our knowledge, has not been applied
to heterojunction models. (Throughout the paper we use
DDM to denote concepts related to domain decomposition,
in an effort to avoid confusion with the drift-diffusion equa-
tions). We present preliminary results of our DDM algo-
rithm as applied to each step of the Gummel loop for ho-
mojunctions as well as to the potential equation for hetero-
junctions, and these results are promising.
DDM requires that we carefully examine the behavior of
the primary variables and their fluxes across the interface.
In fact, the former lack continuity, and the primary variables
either have a step jump, or satisfy a nonlinear Robin-like
condition. We find similarities of the heterojunction model
to various fluid flow models that have recently attracted sub-
stantial attention in the mathematical and numerical com-
munity. Analysis in [25, 26] and modeling and simulations
for flow across cracks and barriers in [27, 28] have been pur-
sued. See also recent numerical analysis work in [29–32]
devoted to other flow interface problems. Still, the hetero-
junction problem appears even more complex than (some
of) those listed above due to its coupled nature and nonlin-
ear form of the interface conditions as well as to the com-
plexities of the subdomain problems.
Clearly nontrivial mathematical and computational anal-
yses following [25–28] as well as semiconductor-specific
implementations are needed, but the formulation given here
opens avenues towards applications of modern numerical
analysis techniques beyond the finite differences that have
been traditionally employed. In particular, the DDM solver
given here can be easily extended to multiple interfaces or
complex 2d geometries. In contrast, such extensions may be
very difficult for monolithic solvers in which the interface
equations are hard-coded. We plan to address 2d implemen-
tation in our future work.
The outline of the paper is as follows. We present an
overview of the DFT model in Section 2. Detailed descrip-
tion of the subdomain and heterojunction interface models
is given in Section 3. Here we also describe the domain de-
composed formulation of the problem in which the interface
problem is isolated in its own algebraic form amenable to an
iterative solver, with particular care paid to the heterojunc-
tion formulations. In Section 4 we present computational
results for the DFT, monolithic, and DDM solvers. In Sec-
tion 5 we discuss and summarize the results. The Appendix
in Section A contains some auxiliary calculations and data
which support the developments in Sections 3 and 4.
2. COMPUTATIONAL MODEL: DFT
Quantum mechanics of the electrons governs the proper-
ties of matter and hence the properties of a heterojunction.
The direct solution of the quantum mechanical problem
of an interacting N electron system remains an intractable
problem, but the reformulation in terms of the electron den-
sity of Hohenberg and Kohn and Kohn and Sham [33, 34]
provides an indirect and, using appropriate approximations,
feasible approach for many problems in condensed matter
theory, materials science, and quantum chemistry. Density
functional theory (DFT) has become the standard approach
to calculate material properties from first principles. To set
the stage for the calculation of heterojunction parameters
and in particular band offset energies, we give a condensed
overview of DFT loosely following and adopting the nota-
tion of [35]. For details we refer the reader to one of several
monographs and reviews [36, 37].
2.1. Density Functional Theory
The large mass difference between electrons and nuclei
allows us to treat the motion of the light electrons relative
to a background of nuclei with fixed positions. DFT deals
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with the standard Hamiltonian of N interacting electrons
(ignoring spin for brevity)
Hˆ = Tˆ + Vˆee + Vˆext, (1)
which consists of the kinetic energy operator Tˆ ,
Tˆ =
N∑
i=1
−
~2
2m
∇2i ,
the Coulomb interaction between the electrons,
Vˆee =
N∑
i,j=1
i<j
e2
|ˆri − rˆj |
.
and the interaction of the electrons with an external poten-
tial
Vˆext =
∫
d3rvext(r)nˆ(r); nˆ(r) =
N∑
i
δ(r− rˆi).
The external potential vext(r) contains the contributions
from the atomic nuclei and possibly other terms. Here
~ = h/2π, where h is the Planck constant,m is the electron
mass, −e = −|e| is the charge of the electron, and rˆj is the
quantum mechanical position operator for electron j [38].
The solutions of the stationary Schrödinger equation,
Hˆ|Ψn〉 = En|Ψn〉, (2)
are the many-electron wavefunctions |Ψn〉,with energyEn.
For the ground state |Ψ0〉, with energy E0, the Schrödinger
equation (2) is equivalent to a variational principle over all
permissible N electron wavefunctions,
E = min
Ψ
〈Ψ|Hˆ |Ψ〉. (3)
The theorem by Hohenberg and Kohn[33, 39, 40] pro-
vides the existence of a density variational principle for the
ground state,
E = min
n
{
F [n] +
∫
d3rvext(r)n(r)
}
, (4)
where
F [n] = min
Ψ→n
〈Ψ|Tˆ + Vˆee|Ψ〉, (5)
is a universal functional defined for all N electron densities
n(r). The ground state density (or densities if the ground
state is degenerate) that minimizes (4), uniquely defines the
external potential vext(r). Expressing ground state proper-
ties in terms of the electron density as in (4) defined over
R3 instead of a fully antisymmetric N electron wavefunc-
tion defined over C3N as in (3) is a huge reduction in com-
plexity, but this simplification comes at a cost, since the
functional F [n] is not known.
DFT requires suitable approximations for F [n] as well
as efficient minimization schemes to determine the approx-
imate ground state energy and electron density. The Kohn-
Sham equations [34] described next provide an iterative so-
lution to the minimization problem and serve as the basis
for approximate density functionals.
2.2. Kohn-Sham equations
A solution to (4) can be found for a system of N non-
interacting electrons governed by effective single electron
Schrödinger equations,
(
−
~2
2m
∇2 + ves(r) + vxc([n]; r)
)
ψk(r)
= εkψk(r), (6)
where ψk, εk denote eigenstate and energy of a single par-
ticle. Here we have introduced the electrostatic potential
ves(r) =
∫
d3r′
n(r′)
|r− r′|
+ vext(r),
consisting of the Hartree term of the Coulomb interaction
between the electrons and the external potential. The elec-
tron density is given by n(r) =
∑
k θ(EF − εk)|ψk(r)|
2,
and the Fermi energy EF is determined by the normaliza-
tion condition for the density N =
∫
d3rn(r). Approxi-
mations for the functional F [n] from (5) enter through the
exchange-correlation potential vxc(r), which is the func-
tional derivative of the exchange correlation energy Exc[n]
with respect to the electron density:
vxc([n]; r) =
δExc[n]
δn(r)
. (7)
The exchange correlation energyExc[n] is the remainder of
the functional F [n], after the kinetic energy of the N non-
interacting electrons
Tni[n] =
∑
k
θ(EF−εk)
∫
d3rψ∗k(r)
(
−
~
2
2m
∇2
)
ψk(r),
and the Hartree energy
U [n] =
1
2
∫
d3r
∫
d3r′
n(r)n(r′)
|r− r′|
,
have been subtracted:
Exc[n] = F [n]− Tni[n]− U [n]. (8)
A self–consistent solution of the Kohn-Sham equations (6)-
(8) can be found iteratively for a suitable choice of approx-
imation of the exchange correlation energy Exc[n].
A particularly simple and surprisingly effective approxi-
mation is the local density approximation (LDA)
ELDAxc [n] =
∫
d3r n(r)exc(n(r)), (9)
where exc(n(r)) is the exchange correlation energy of the
uniform electron gas [41, 42].
Finally, the total ground state energy of the N electron
problem given by (1)-(5) can be calculated as
E = Tni[n] +
∫
d3rn(r)vext(r) + U [n] + Exc[n].(10)
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The Kohn-Sham equations are a system of coupled sin-
gle particle wave equations, but their computational cost
increases rapidly when non-local approximations for the
exchange-correlation potential are used. The Kohn-Sham
equations not only provide an efficient numerical tool to
solve the density variation principle (4), but they are equiv-
alent to the well known bandstructure equations of the in-
dependent electron approximation. It is worthwhile to note
however that DFT gives no additional justification for the
use of the independent electron approximation. The single
particle eigenstates ψk with single particle energies εk ap-
pear merely as reference system to solve the complicated in-
teracting problem in an approximate but highly useful way.
They are used extensively because they provide excellent
results for many properties for an exceedingly large number
of systems in condensed matter physics, materials science,
and quantum chemistry.
2.3. Semiconductors properties
For an intrinsic semiconductor (undoped, zero tempera-
ture) the valence band energy EV is the energy of the oc-
cupied single electron state with the highest energy, and the
conduction band energyEC is the energy of the unoccupied
single-electron state with the lowest energy. The bandgap
Eg is the minimum energy required to remove one electron
from the occupied single particle states, the valence band,
and add it to the unoccupied states, the conduction band,
and is given by the difference Eg = EC − EV (see Fig-
ure 4). The electron affinity χ denotes the energy required
to add one electron to a semiconductor and is given by the
difference of the electron vacuum energy Evac and the con-
duction band energyEC . As is customary in semiconductor
FIG. 4. Schematic band diagram of a semiconductor indicating
the vaccum energy Evac, the electron affinity χ, the bandgap Eg ,
the conduction band energy EC , and the valence band energy EV .
device modeling, we define the potential ψ := −Evac. In
terms of the potential ψ the semiconductor quantities that
enter the continuum model are defined as
EC := −ψ − χ, EV := −ψ − χ− Eg. (11)
The bandgap of a semiconductor is a ground state prop-
erty and can be expressed in terms of ground state energies
as in (4). For a semiconductor withN electrons it is denoted
by E(N) so that
Eg = min {[E(N + 1)− E(N)]− [E(N)− E(N − 1)]} .
In practice however, the bandgap is calculated in terms
of the single electron states and energies that are the self-
consistent solutions of the Kohn-Sham equations (6), and
Eg = EC − EV = ε
min
unocc − ε
max
occ .
Local approximations of the exchange-correlation energy
(8), like the LDA (9), typically result in bandgaps Eg that
are too small [43]. This negative result is well understood,
and improved approximations allow the accurate prediction
of bandgaps from first principles [44].
In preparation for the calculation of band offsets from
periodic supercells described in the next section, we define
and calculate a local reference energy Eref = V avges , where
Ves(r) is the electrostatic potential defined in equation (7).
The electrostatic potential is spatially averaged over the en-
tire unitcell of the semiconductor to determine the average
electrostatic potential, V avges . Our choice of reference en-
ergy is not unique but a convenient one for electronic struc-
ture methods based on planewave basis sets.
2.4. Band offset calculation
We formulate the heterojunction problem in terms of a
supercell surrounding a section of the interface [17, 45].
Periodic boundary conditions are used in all spatial dimen-
sions. The supercell dimensions in the plane of the inter-
face are determined by the periodicity of both semicon-
ductor lattices. The length of the supercell must be suffi-
ciently large so that away from the interface both semicon-
ductors have essentially bulk-like properties. The use of
periodic boundary conditions allows the application of the
same computational tools to the interface problem that have
been developed for bulk materials. On the other hand, some
complications may result from the use of periodic bound-
ary conditions, e.g., one ends up with two heterojunctions
which are symmetric only in simple cases such as for the
Si/ZnS heterojunction shown in Figure 5. Periodic bound-
ary conditions may be used, even in the case of two differ-
ent (asymmetric) interfaces, provided the supercell is long
enough to distinguish the rapid band behavior at a single in-
terface from slow, artificial changes that may occur due to
the boundary conditions. (The slopes of the bands present
in continuum model solutions are not modeled in this cal-
culation, and are considered infinitesimal on the scale of
the supercell.) The interface atomic structure of the hetero-
junction is generally not known and can be determined, in
principle, within the constraint of the boundary conditions
of the supercell by minimizing the energy of the supercell
as a function of the atomic positions.
5
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To determine the valence band energy separately for both
semiconductors in the supercell, we calculate the local ref-
erence energy Eref = V avges defined in the previous section,
but now the average over the electrostatic potential energy
is taken for each semiconductor separately over a finite re-
gion in the supercell, where each semiconductor has essen-
tially bulk-like properties (see Figure 5). The accuracy of
the averaging procedure can be systematically controlled by
increasing the size of the supercell used for the interface cal-
culation. We can relate the energy differenceEV −Eref for
both semiconductors in the supercell with the correspond-
ing energy difference in the separate bulk calculations. For
the heterojunction shown in Figure 5 we obtain, for silicon,
EV (Si) = EV (Sibulk)− Eref(Sibulk) + Eref(Si),
EC(Si) = EV (Si) + Eg(Si).
Similar equations follow for the other semiconductor (ZnS
in our example). The valence and conduction band energy
offsets are the differences∆EV = EV (Si)−EV (ZnS) and
∆EC = EC(Si)− EC(ZnS).
-4
-2
 0
 2
 4
 6
 0  5  10  15  20
en
er
gy
 (e
V)
position (10-4 micron)
Si Si Si Si Si Si Si S Zn S Zn S Zn S Zn S 
V
C
FIG. 5. Schematic cross section through the supercell of a band
offset calculation for a Si/ZnS heterojunction, with the interface
normal in the (100) crystallographic direction. The cross section is
perpendicular to the interface and the location of individual atoms
is indicated. Periodic boundary conditions result in 2 heterojunc-
tions located between the Si-S layers approximately located at 0
and 10× 10−4µm, which are identical for this interface. The pla-
nar averaged electrostatic potential is shown as full curve, and the
potential average, V avges , in both Si and ZnS is marked by horizon-
tal dotted lines. The length of the horizontal dotted lines indicates
the central region in each semiconductor over which the average
was performed. The valence band (conduction band) energies EV
(EC) for this heterojunction are indicated by solid straight lines
and have been calculated as described in the text. A realistic su-
percell for a band offset calculation would be 3-4 times longer than
the one depicted here.
3. COMPUTATIONAL MODEL: CONTINUUM
Here we present the continuum model for a semiconduc-
tor device with an interface. Our presentation of the drift-
diffusion models is based on [7–9, 46], with analysis as pre-
sented in [9, 11] while the interface physics and model have
been described in [18, 19, 47].
We use the geometrical representation presented in Fig-
ure 3. Recall that, while the approximation ΩI ≈ I is con-
venient for a continuum model, it is a simplification of the
real physical situation, in which the interface region is com-
posed of a few atomic layers.
First we describe the drift-diffusion equations, a coupled
system of nonlinear PDEs, with coefficients which depend
on the material from which Ω−,Ω+ are made. Next we
describe the interface model, its numerical approximation,
and the domain decomposition formulation. The various
coefficients are given in Tables I, II and depend on the ma-
terial and the type of interface.
TABLE I. Data: material constants. See Table X for the values
used in simulations.
symbol parameter
NT (x) net doping profile
τn(x) trap-related electron lifetime
τp(x) trap-related hole lifetime
Rdc direct recombination coefficient
ǫ dielectric constant
χ electron affinity
Ni intrinsic carrier concentration
Eg bandgap
NC density of states, conduction band
NV density of states, valence band
Dn electron diffusivity
Dp hole diffusivity
An effective Richardson’s constant for electrons
Ap effective Richardson’s constant for holes
TABLE II. Data: interface parameters.
symbol parameter
△ψ jump of potential
△EC = −(△ψ +△χ) jump of conduction band energy
△EV = △EC −△Eg jump of valence band energy
Notation: We adopt the following notation for the con-
tinuum model. The dependence on some independent or
dependent variables is omitted if it is clear from the con-
text. In particular, we use RT for the recombination terms
RT = RT (n, p) which depend on the variables n, p, as well
as on several position dependent parameters. The same con-
cerns various material parameters, whose dependence on
the position x ∈ Ω, and in particular on the type of ma-
terial, i.e., whether x ∈ Ω−, or x ∈ Ω+, is dropped. When
relevant, we denote material dependent constants using su-
perscripts −,+. Also, we denote by ξ−(x) the characteristic
6
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function of Ω−, i.e., the function equal to one in Ω− and
to zero elsewhere, and ξ+ is defined analogously. These
help, e.g., to write a piecewise constant material dependent
coefficient, e.g., ǫ(x) = ǫ−ξ−(x) + ǫ+ξ+(x).
We use notation ν to denote a unit vector normal to a
boundary or interface pointing outward to the given do-
main.
We distinguish the value s−I of a physical quantity s eval-
uated on the left side of I . With the geometry as defined
above we have
s−I := lim
x→−σ−
s(x), s+I := lim
x→σ+
s(x). (12)
We also use the notation
[s]I := s
+
I − s
−
I , {s}I :=
s+I + s
−
I
2
.
Similar notation, when σ = 0, is common in computa-
tional mathematics and in particular in numerical analysis
of Discontinuous Galerkin (DG) Finite Element methods
[48], where the symbols
[s]0 := s(0
+)− s(0−) := lim
x→0+
s(x) − lim
x→0−
s(x),
{s}0 :=
s+0 + s
−
0
2
,
are used at computational nodes (here at x = 0). The con-
text in which we use [s]I , {s}I , is different from the DG-
specific use of [s]0, {s}0, respectively, since σ 6= 0.
To make this distinction clear, in the model derivations
we use [·]0 across a homojunction interface I , and [·]I across
a heterojunction I approximating some ΩI . The case of a
homojunction and σ = 0 is when the materials in Ω−,Ω+
are the same, but the doping characteristics NT change
drastically across I . The case of a heterojunction and σ 6= 0
is when the materials are different, and there are additional
physical phenomena that need to be accounted for in ΩI ,
i.e., across I .
Throughout the paper we use, to the extent possi-
ble, nondimensional quantities, while keeping material-
dependence evident through notation. Our use of nondi-
mensional quantities is consistent with typical scaling ap-
plied in semiconductor modeling such as described in [7].
When needed for clarity, we emphasize this by referring to
the “scaled units”.
Finally, we use notation of functional spaces as tradition-
ally adopted, e.g., in [24, 49, 50]. In particular, Ck(Ω) is a
space of functions of up to k continuous derivatives on Ω.
For weak formulations we use Sobolev spaces H1(Ω) :=
{w : w,∇w ∈ L2(Ω)} instead of C2(Ω), where we recall
L2(Ω) := {w :
∫
Ω w
2dx <∞}. Also, L∞(Ω) is the space
of essentially bounded functions.
3.1. Bulk equations in a homogeneous semiconductor
We assume isothermal and steady-state regimes. While
transient behavior has decayed, the time-independent trans-
port of electrons and holes is described by the spatially-
dependent electron and hole currents. These currents are
steady-state responses to certain boundary conditions (ap-
plied voltages), bulk carrier generation due to illumination,
and other carrier sources and sinks such as electron-hole re-
combination.
For convenience we are presenting the continuum model
in terms of dimensionless quantities. Each quantity is
scaled by a dimensioned quantity and x may be scaled by
a length quantity. The scaling is discussed further in Ap-
pendix 2.
The drift-diffusion model in a single-material semicon-
ductor domain is
−∇ · (ǫ∇ψ) = q := p− n+NT , (13)
∇ · Jn = RT , (14)
∇ · Jp = −RT . (15)
Here ψ, p, n are, respectively, the potential and the charge
densities of holes and electrons, and NT (x) = ND(x) −
NA(x) is the given net doping profile including the donor
ND and acceptor doping NA. The recombination term
RT := RT (n, p) is defined below.
The current density Jn = Jn,drift + Jn,diff where the
drift part is due to the electric displacement field Jn,drift =
−Dnn∇ψ and the diffusive part Jn,diff = Dn∇n. Thus
we have
Jn = Dn(−n∇ψ +∇n). (16)
Similarly, the flow of holes is described by
Jp = −Dp(p∇ψ +∇p). (17)
For convenience of numerical computations the currents
can be defined with the use of the quasi Fermi potentials
ψn, ψp as
Jn = −Dnn∇ψn, (18)
Jp = −Dpp∇ψp, (19)
where n, ψn and p, ψp are related via Maxwell-Boltzmann
statistics
n = NC exp(ψ + χ− ψn), (20)
p = NV exp(−ψ − χ+ ψp − Eg). (21)
To see why (18) and (16) are equivalent, we differentiate
(20) to see ∇n = n∇(ψ − ψn). Of course, this change of
variable is only possible if n, ψ, ψn are differentiable, and,
in particular, is not true at heterojunctions across I .
The recombination term RT (n, p) is given as in [[47],
Sec 1.5.4] by
RT = −G+Rd +RSRH . (22)
Here G = G(x) is a position-dependent carrier genera-
tion source term from the light sources. The terms Rd
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and RSRH are given traditionally as Shockley-Reed-Hall
recombination terms
Rd = Rdc(np−N
2
i ), (23)
RSRH =
np−N2i
τp(n+Ni)+τn(p+Ni)
. (24)
The parameters τp, τn are material constants given in Ta-
ble I, and N2i := NCNV exp(−Eg).
When analyzing well-posedness, or numerically solving
the model (13)–(15), one has to make a decision on the
choice of primary variables. While ψ, n, p are most physi-
cally natural, two other sets of variables ψ, ψn, ψp, as well
as so-called Slotboom variables ψ, u, v can be used. The
Slotboom variables (u, v) are defined as
n = δ2 exp(ψ)u, p = δ2 exp(−ψ)v, (25)
where δ is a scaling parameter that depends on the material
as well as the doping profile N(x). Similarly to (20)–(21),
this change of variables only works if ψ, u, v are smooth,
thus, not across I .
Finally, we define the effective Fermi levels EFn :=
−ψn, EFp := −ψp, where appropriate scaling to eV units
is implicit. We further obtain from (20), (21)
n = NC exp(EFn − EC), (26)
p = NV exp(EV − EFp). (27)
It is also convenient to define, via (18)
Dn := Dnn;D
p := Dpp, (28)
which by (20) depend nonlinearly on ψn, ψp, respectively.
3.2. External boundary conditions
To complete the model (13)-(15) as a boundary value
problem, we need external boundary conditions on ∂Ω =
{a, b}. What follows is a summary of, e.g., [[8], Sec. 2.3].
We use Dirichlet conditions for (13),
ψ|∂Ω = ψD; ψD(a) = ψa, ψD(b) = ψb. (29)
To determine physically meaningful values of ψa, ψb one
finds first the neutral-charge thermal equilibrium values of
ψTEa , ψ
TE
b , i.e., solving, e.g, at x = a, the algebraic prob-
lem solved for ψTEa
NV exp(−ψ
TE
a − χ− Eg)
−NC exp(ψ
TE
a + χ) +NT |x=a = 0.
This corresponds to setting ψn = ψp = 0 everywhere on
Ω, and dropping the derivatives from (13). At x = b we
solve a similar equation for ψTEb . The neutral-charge ther-
mal equilbrium conditions are appropriate for sufficiently
long single material domains with “ideal” contacts with ex-
ternal metal regions.
With ψTEa , ψTEb we set
ψa = ψ
TE
a + Va, ψb = ψ
TE
b + Vb,
where Va and Vb are physically controllable external
(scaled) voltages; see Section 4.1 for their use.
The boundary conditions for (14)-(15) are specified using
the individual carrier currents via contact-specific effective
recombination velocities vn,a, vp,a, vn,b, and vp,b. In scaled
units these Robin conditions read
Jn · ν|x=a = −vn,a(n− n0)|x=a, (30)
Jp · ν|x=a = vp,a(p− p0)|x=a, (31)
Jn · ν|x=b = −vn,b(n− n0)|x=b, (32)
Jp · ν|x=b = vp,b(p− p0)|x=b. (33)
Here n0, p0 are the carrier densities corresponding to the
thermal equilibrium values ψn = ψp = 0 via (20)-(21).
3.3. Well-posedness in a single material
We recall now after [9] the basic information concerning
well-posedness of the system. The Gummel iteration intro-
duced here is relevant for the numerical solver as well as
interface decomposition procedure.
Let H : = H1(Ω) ∩ L∞(Ω), with the norm inherited
from H1(Ω). To analyze existence and uniqueness of so-
lutions to (13)–(15), under boundary conditions (29)-(33),
one uses Slotboom variables ψ, u, v.
The most important technique is to use the Gummel Map
G : H × H → H × H , a decoupling procedure, subse-
quently analyzed as a fixed point problem. Formally, given
(u(k), v(k)) ∈ H × H , one solves the potential equation
(13) rewritten with (25)
−∇ · (ǫψ(k+1)) = δ2(exp(−ψ(k+1))v(k)
− exp(ψ(k+1))u(k)) +NT , (34)
for ψ(k+1) ∈ H . Then we solve the n-continuity equation
−∇ · (Dn exp(ψ
(k+1))∇u(k+1))
=
1
δ2
RT (ψ
(k+1), u(k), v(k)) (35)
for u(k+1) ∈ H , and the p-continuity equation
−∇ · (Dp exp(−ψ
(k+1))∇v(k+1))
=
1
δ2
RT (ψ
(k+1), u(k), v(k)) (36)
for v(k+1) ∈ H . The equations (34)–(36) are supplemented
with appropriate boundary conditions.
The system (34)–(36) is the iteration-lagged system (13)–
(15) under a change of variable formula (25). The existence
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of a solution (ψ, u, v) to the system (13)–(15) with (25) fol-
lows from first i) establishing existence of solutions for each
of the semilinear elliptic equation (34) and the two linear
elliptic equations (35) and (36). Next ii) one establishes
the existence of a fixed point of the Gummel Map. Step i)
can be accomplished with standard techniques from elliptic
theory and functional analysis, while ii) the existence of a
fixed point of the Gummel Map is established from the ap-
plication of the Schauder Fixed Point Theorem, assuming
that the data is small enough. A thorough analysis of the
preceeding, as well as of regularity results, is given in [[9],
Sec. 3.2,3.3].
As concerns uniqueness, one can show that under small
enough external applied voltages, the solutions are unique
and depend continuously on the data. However, under cer-
tain physical conditions, multiple solutions to the stationary
drift-diffusion model are known to exist. e.g., for large data.
A detailed exposition on uniqueness and continuous depen-
dence on data can be found in [[9], Sec. 3.4].
We note that there is no well-posedness theory available
for the heterojunction interface problem described next.
3.4. Interface equations
The first issue in an interface model is to identify which
quantities are conserved and which variables are continu-
ous across that interface. Some of these considerations are
directly related to parameter dependent material constants,
which vary across I .
At a homojunction, all material parameters such as
ǫ,NC , NV , Dn, Dp are constant, and the primary variables
ψ, n, p, as well as their normal fluxes ǫ∇ψ · ν, Jn · ν, Jp · ν,
are continuous. Thus the equations (13)–(15) hold in the
classical sense. However, NT (x) takes a jump [NT ]0 6= 0.
At a heterojunction, one has to recognize two facts. First,
the material properties are not continuous across the in-
terface. Second, there are physical phenomena happen-
ing in ΩI which cannot be described by the drift-diffusion
model. Thus, in the approximate geometrical decomposi-
tion ΩI ≈ I , each of (13)–(15) must be replaced by a sepa-
rate model statement on I . In particular, even though across
ΩI the potential ψ as well as charge densities n, p are con-
tinuous, these variables are not continuous across I .
The discontinuities pose issues for the mathematical
model. If primary variables are not continuous at a point
x = 0, then their derivatives and normal fluxes across
I = {0} cannot be rigorously defined. At the same time,
we recognize that a jump of a quantity across the interface
I is an artifact of geometrical approximation ΩI ≈ I . Thus
one can argue on the basis of physical modeling and obser-
vation what should be the interface equations satisfied on
I . These conditions on I are to be understood as internal
boundary conditions that decompose the original boundary
value problem on Ω into two independent boundary value
problems on Ω−, Ω+, joined by a separate interface model
posed at I .
Below we make the interface model on I precise.
We first recall the classical transmission conditions for a
generic elliptic equation with piecewise constant coeffi-
cients. This part is appropriate for a homojunction and
helps to set the stage for the heterojunction model dis-
cussed next. Across a heterojunction we consider the
quantities ψ+I , ψ
−
I , n
+
I , n
−
I , p
+
I , p
−
I as well as the derived
quantities (ψc)+I , (ψc)
−
I , c = n, p, and the normal fluxes
ǫ∇ψ−I · ν, (∇Jc)
−
I · ν, c = n, p, etc. Next we discuss the
algebraic form of the transmission problem to guide our nu-
merical domain decomposition formulation for heterojunc-
tions discussed in the sequel.
To our knowledge, its mathematical and approximation
properties have not been analyzed and many are quite subtle
and unusual.
Transmission conditions for an elliptic equation at
a homojunction: Assume that a variable ψ with a flux
E = −ǫ∇ψ satisfy a second order Dirichlet boundary value
problem in Ω
∇ ·E = −∇ · (ǫ∇ψ) = q, x ∈ Ω, ψ|∂Ω = ψD, (37)
where ǫ, q, ψD are given data. (Here we use notation of the
potential equation (13) assuming that q(x) = p(x)−n(x)+
NT (x) is given.)
In order for (37) to have a classical solution ψ ∈ C2(Ω),
the data q, ǫ, ǫ′ must be continuous on Ω and in particular at
x = 0.
Since in many practical applications when interfaces are
present this does not hold with [ǫ]0 6= 0, [q]0 = [NT ]0 6= 0,
one considers weak solutions to (37) in which only ψ,E · ν
are assumed to be continuous across I . The weak (gen-
eralized) solutions to (37) are sought in the Sobolev space
H1(Ω) instead of in C2(Ω), see, e.g., [49] for details on
weak solutions of elliptic problems. In particular, if ǫ =
ǫ−ξ−(x)+ǫ+ξ+(x) is a piecewise constant coefficient, and
q = q−ξ−(x) + q+ξ+(x) is a piecewise constant source
term, as long as min(ǫ−, ǫ+) > 0, then the problem (37)
is well-posed and has a weak solution ψ ∈ H1(Ω) with
E ∈ L2(Ω). The well-posedness in appropriate Sobolev
spaces is a necessary condition for a proper formulation of
finite element discretizations for (37), while (at least) C2
regularity is, in general, needed for convergence of finite
difference formulations.
When solving (37) numerically, one frequently finds
it convenient to use domain decomposition (DDM) [24].
Thereby one writes the differential equation (37) that must
be satisfied in each Ω−,Ω+. Additionally, we write the in-
terface transmission conditions that need to hold at I . These
are
−∇ · (ǫ∇ψ) = f, x ∈ Ω−, ψ|∂Ω∩∂Ω− = ψD, (38)
−∇ · (ǫ∇ψ) = f, x ∈ Ω+, ψ|∂Ω∩∂Ω+ = ψD, (39)
[ψ]0 = 0, (40)
[E]0 = [ǫ∇ψ · ν]0 = 0. (41)
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Further information on analysis of transmission problems
with piecewise constant coefficients can be found, e.g., in
[[49], III.4.4].
The transmission conditions (40)-(41) describe the qual-
itative nature of ψ, and are sufficient to close the system.
The discretized version of (38)–(41) is uniquely solvable
and gives the same solution as the discrete version of (37),
as long as appropriate treatment of (41) is used.
In view of the heterojunction interface model to be devel-
oped shortly, we remark further on the equations satisfied at
x = 0, since in numerical point-centered formulation some
equation must be posed for a node located at x = 0. We
develop these equations for simplicity in 1d, by a calculus
argument.
At a first glance it appears that the information that (37)
holds at x = 0 is lost. To see that (37) actually does hold
at I , assume that (38) and (39) hold pointwise, i.e., that E′
is continuous on each of Ω−,Ω+. Then integrate (39) and
(38) over (0, r) and (−r, 0), respectively, with r chosen so
that these intervals are inside Ω. We obtain
E(r)− E(0+) =
∫ r
0
q dx, (42)
E(0−)− E(−r) =
∫ 0
−r
q dx. (43)
We add the two equations, divide them by 2r, and pass to
the limit with r → 0. This gives {E′(0)} = {q(0)}.
E′(0−) + E′(0+)
2
=
q(0−) + q(0+)
2
. (44)
Note that (44) is derived from (38)-(39) entirely indepen-
dently of (40) and (41).
If q is continuous and (40)-(41) hold, we get
E′(0) = q(0), (45)
thus the fact that (37) holds at x = 0 is recovered. Con-
versely, the continuity of q across x = 0 itself, without
(40), (41), does not guarantee that (45) makes sense, as the
example of ǫ ≡ 1, ψ(x) = ξ−(x)x2 + ξ+(x)(x2 + x + π)
demonstrates.
We elaborate on the algebraic form of (38)–(41) used in
numerical domain decomposition in Section 3.6.
We proceed next to define proper interface equations for
the potential and the continuity equations.
Potential equation at heterojunction: Assume that (13)
holds in Ω− and Ω+, with appropriate boundary conditions
at ∂Ω. To close the system, we need to make precise the
conditions at I , i.e., on [ψ]I and that of [E · ν]I . Recall
that the data ǫ,NT in this equation are discontinuous at a
heterojunction, and that q may not be continuous even at a
homojunction.
It is known that ψ is continuous across ΩI . However,
since ψ must follow the energy bands, its restriction to Ω−0
and Ω+0 is discontinuous, and we have
[ψ]I = ψ
+
I − ψ
−
I := △ψ, (46)
where △ψ 6= 0 is given, see Table II.
The case [ψ]I = 0 corresponds to one of the three possi-
bilities. First, i) either σ = 0 that is, we have no interface
region ΩI and I represents a homojunction. Or, ii) the po-
tential is constant across ΩI , which would mean however
that the current ǫ∇ψ · ν vanishes, i.e., that I is an insulat-
ing interface. The third possibility iii) is that the potential
varies in such a way across ΩI that [ψ]I = 0, and this does
not happen at a heterojunction.
As concerns the field E, it has been customary to assume
that
[E]I = [ǫ∇ψ · ν]I = 0. (47)
It is important to comment that (47) describes the shape
(slope) of ǫ∇ψ at x = −σ, x = σ and is not a statement
on derivatives of a function ψ. Since by (46) ψ is discontin-
uous across I , it is not differentiable there. However, since
the width 2σ of ΩI is very small, it is believed that there is
no additional net “Dirac-delta” charge to make [E]I 6= 0.
Now (46) and (47) are sufficient to close the system,
which has a structure similar to that of DDM-like formu-
lations, except with a nonhomogeneous jump. We illustrate
this further in Section 3.6.
Finally, it is not necessary to specify whether (13) holds
at I , since any such statement should be a consequence of
the interface equations (46)-(47) in a manner similar to how
(44) was derived. However, we derive its counterpart for
modeling interest. Consider integrating (13), i.e., E′ = Q,
over (−r,−σ) and (σ, r), for some r > σ. Assuming E′ is
continuous on each of these intervals, we obtain, similarly
as in (42), (43),
E+(r)− E+(σ) =
∫ r
σ
Q+dx,
E−(−σ)− E−(−r) =
∫ −σ
−r
Q−dx.
Adding these equations, dividing by r−σ and letting r → σ
we obtain,
(E′)−I + (E
′)+I
2
=
Q−I +Q
+
I
2
. (48)
This equation, when σ → 0, has a structure of (44) applied
to (13). Appropriately, if △ψ = 0, and Q is continuous, we
obtain that (13) is satisfied pointwise at x = 0.
We stress that (48) is a consequence of (13) being satis-
fied away from I , and is independent of (46)-(47). Whether
or not (48) is used at I , depends on whether the discrete
equations are posed at I . Equation (48) is not significant if
only weak solutions are sought.
Continuity equation at heterojunction: The dataDn in
(16), (17) are discontinuous across I , and RT is continuous
only if n, p are. Additionally, we have (47). We can still
write similarly to (48) that
(J ′n)
+
I + (J
′
n)
−
I
2
=
(RT )
+
I + (RT )
−
I
2
, (49)
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which follows simply from (16) and is similar to (48).
However, we need to specify whether n, Jn · ν are con-
tinuous across I , and if not, we need a model binding
n−I , (Jn)
−
I , n
+
I , (Jn)
+
I . (Similar questions concern p, Jp.)
To do so, we use a model used in physical engineering lit-
erature [18, 19], which does not have the same “DDM-like”
formulation as that given for potential equation by (46) and
(47). In contrast, we have an explicit interface model for
[Jn · ν]I which can be interpreted as an internal boundary
condition, and is based on the notion of the thermionic cur-
rent JIn proportional to the jump of [eψn−EC ]I , with a pro-
portionality constant dependent on the electron masses in
each domain.
Early models of heterojunctions assumed ψn is continu-
ous across I and did not use JIn. However, just like ψ, the
variables ψn and n are continuous across ΩI , but neither
is continuous across the “idealized” interface I . From (20)
we see that discontinuity of ψn across I parallels that of n,
since [χ]I 6= 0, [NC ]I 6= 0. Thus we have variables n−I , n
+
I
that need to be related to JIn, and this is done as in [18, 19]
Jn · ν|
−
I = Jn · ν|
+
I = J
I
n := a
+
nn
+
I − a
−
n n
−
I . (50)
The coefficients a+n , a−n in (50) are, up to the scaling, mean
electron thermal velocities, and they are calculated depend-
ing on the temperature T and on the sign of △EC .
For example, let △EC > 0 so that the conduction band
jumps up a positive amount. Then
a+n :=
AnT
2
N+C
, a−n :=
AnT
2e−△Ec
N−C
. (51)
Here An is the effective Richardson’s constant (effective
electron mass), and T is the temperature.
If △Ec < 0, the conduction band jumps down, and we
have
a+n :=
AnT
2e△Ec
N+C
, a−n :=
AnT
2
N−C
. (52)
One can combine (50)-(52) using quasi-Fermi energies
ψn via (20) to obtain
Jn · ν|
−
I = B
−
n (e
(ψn)
−
I − e(ψn)
+
I ), (53)
where
B−n := b
−
n e
ψ−
I ; b−n := AnT
2emin(χ
−,△ψ+χ+). (54)
In the numerical calculations we use the equation (53)
instead of (50).
The p-equations are similar except with the valence band
gap △Ev in place of △Ec. Similar to (50), we have
Jp · ν|
−
I = Jp · ν|
+
I = J
I
p := −a
+
p p
+
I + a
−
p p
−
I . (55)
If △EV > 0, then the valence band jumps up a positive
amount and we have
a+p :=
ApT
2e−△EV
N+V
, a−p :=
ApT
2
N−V
. (56)
If △EV < 0, the valence band jumps down and we have
a+p :=
ApT
2
N+V
, a−p :=
ApT
2e△EV
N−V
. (57)
It is important to note that the model defined above is
appropriate at a heterojunction only. At a homojunction
with σ = 0 we have △Ec = 0, a+n = a−n , and we ex-
pect n−I = n
+
I . Since then JIn = 0, one could then infer
(incorrectly) from (50) that Jn · ν−I = 0; however, the cur-
rent Jn need not vanish across I . Rather, at a homojunction
we have n−I = n
+
I .
In summary, the interface conditions for (16) are
B−n (e
(ψn)
−
I − e(ψn)
+
I )
= a+nn
+
I − a
−
n n
−
I =
{
Jn · ν|
−
I , a
+
n 6= a
−
n ,
0, a+n = a
−
n
, (58)
[Jn · ν]I = 0. (59)
A similar condition is formulated for the transport of holes.
We note that (59) is similar to (47), but (58) is unusual,
and is an internal Robin-type condition. It is similar to
external boundary conditions (30)–(33) that are used for
continuity equation. Such external boundary conditions for
Schottky contacts have been defined, e.g., in [[8], Sec. 5.4].
Mathematically, (58)-(59) resemble closely the condi-
tions that arise for modeling fluid flow in fractures [25–27].
These are best analyzed using a different functional setting
than that in H1(Ω). We comment on these further in Sec-
tion 3.5.
The algebraic structure of this interface problem is dis-
cussed in Section 3.6.
Finally, we mention that in some works [18] the conti-
nuity equation on the interface extending (49) may account
for additional interface phenomena, i.e., interface traps, via
additional right-hand-side interface terms active only in ΩI ,
i.e., at I . We do not consider these here.
3.5. Numerical approximation
Here we discuss the discrete formulation for the subdo-
main models, followed by discretization of the heterojunc-
tion interface model.
Grid. We first discuss the underlying discretization. The
equations (13)–(15) can be discretized using finite differ-
ence (FD) or finite element (FE) formulations, see [9]. In
the 1d case, the FD and FE formulations are based on a
point-centered gridding of the domain, see Figure 6. Typ-
ically, one seeks nodal values Ψj, Nj , Pj , approximating
the primary unknowns such as ψ, n, p, at grid points xj dis-
tributed in Ω. For simplicity, we consider a uniform grid
with parameter h, and xj = jh, j = 0,±1,±2, . . ., as in
Figure 6. The flux values of E, Jn, Jp are approximated at
xj+ 1
2
.
11
Journal of Coupled Systems and Multiscale Dynamics • March 2013
 
 
 
+I
x=a x=bx=0
x
0
x
1
x
2
x
 1
x
 2
x x
x x x
x
 
 
 
+I
x=a x=bx=0
x
0
x
1
x
2
x
 1
x
 2
x x x x xxx
x
3
x
 3
FIG. 6. Grid for heterojunction domain. Top: point-centered grid
used in this paper which requires doubling of the unknowns at
the interface. Bottom: cell-centered grid may be advantageous if
there is no jump in fluxes since it does not require doubling of the
primary unknowns.
Most of FD and (Galerkin) FE methods are based on
point-centered discretizations and such are those in [9],
even though some semiconductor modeling work [51, 52]
has been carried out with mixed FE methods. We refer to
[50] for fundamental reference to mixed FE methods, and
recall that mixed FE on rectangular grids and with lowest
order spaces, and appropriate quadrature, give cell-centered
approximations [53] such as that shown in Figure 6, bottom.
Mixed spaces were used, e.g., in the modeling and analy-
sis efforts in [26, 27]. They were also used extensively in
numerical and domain decomposition approaches for fluid
flow where continuity of fluxes is essential, see, e.g., [54–
57]. We intend to consider mixed FE and cell-centered grids
in future work, since these remove the need for doubling in-
terface unknowns, and may make interface equations more
natural.
In what follows we use point-centered grids.
FD formulation of the system (13)-(15). We recall
uniform point-centered grid discretization of (13) which at
node j, for ǫ constant on (xj−1, xj+1) reads
2ǫΨj − ǫΨj−1 − ǫΨj+1 = Qj, (60)
with Qj = h2(Pj − Nj + NT (xj)). In particular, if we
assume Dirichlet boundary conditions for the potential, (60)
has the form
AΨ = Q, (61)
where Ψ = (. . . ψ−2, ψ−1, ψ0, ψ1, ψ2 . . .)T , 1h2A = −ǫ∇
2
h
is the tridiagonal matrix based on the discrete 1d Lapla-
cian ∇2h [58]. A has numbers 2ǫ on its diagonal, and
−ǫ below as well as above its diagonal. Also, Q =
(. . . Q−2, Q−1, QO, Q1, Q2 . . .)
T is the vector of charges,
depending pointwise on Ψn,Ψp. Boundary conditions (29)
are included in the right side of (61) in a standard away [58].
The challenges in the discretization of (14)-(15) include
the proper handling of boundary and internal layers and of
steep gradients. One uses then a special choice of primary
unknowns such as the approximations Ψn,Ψp to ψn, ψp,
instead of approximations N,P to n, p. The nonlinear ex-
pressions such as those from (28) with (20) must use appro-
priate weighting.
Consider, e.g., the electron equation (14), whose dis-
cretization, with (28), reads
(Dnj,j+1+D
n
j−1,j)Ψn,j−D
n
j−1,jΨn,j−1−D
n
j,j+1Ψn,j+1
= Rj := h
2RT (Nj , Pj), (62)
where the coefficient Dnj,j+1 depends on (Ψn,j ,Ψn,j+1),
and typically is defined with the use of exponential weight-
ing, i.e., Bernoulli’s function, as elegantly described in
[[10], eq.55], [[8], Sec. 5.1], [7]. The exponential weight-
ing is known to help with internal boundary layers as well
as to stabilize the nonlinear solver.
Now (62) can be written in a way similar to (61)
A(Ψn)Ψn = R(Ψn), (63)
and it comprises external boundary conditions (30), (32).
Here R = (Rj)j=0,±1,±2,..., and the dependence of A and
R on Ψ,Ψp was supressed since it is iteration lagged, as ex-
plained below. A similar equation is defined for the trans-
port of holes.
In summary, in what follows we refer to the unknowns as
Υ = (Ψ,Ψn,Ψp), and to the equations to be solved as
F (Υ) = 0, (64)
written componentwise as
Fψ(Ψ,Ψn,Ψp) = 0, (65)
Fn(Ψ,Ψn,Ψp) = 0, (66)
Fp(Ψ,Ψn,Ψp) = 0. (67)
These correspond to the discretizations of (13), (14), (15),
respectively, with (20)–(21), and appropriate boundary con-
ditions. In particular, (65) is the same as (61) written in
residual form Fψ = AΨ − Q(Ψn,Ψp). Similarly, (66) is
(63) in residual form.
The system (64) is solved typically with a variant of the
Newton method. The very well known Gummel iteration is
similar to that recalled in Section 3.3 solving first (65) for
Ψ(k+1), given previous iteration guess, or initial guess, for
Ψ
(k)
n ,Ψ
(k)
p . Next one solves (66) for Ψ(k+1)n , and (67) for
Ψ
(k+1)
p using the newly available guesses for the Ψ(k+1),
and Ψ(k+1),Ψ(k+1)n , respectively. The Gummel iteration
continues until tolerance criteria are satisfied. With a well
chosen set of unknowns, each of the component equations
being solved is self-adjoint in its primary variable. With
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additional iteration lagging and appropriate choice of un-
knowns, each equation is linear or semi-linear in its primary
unknown.
However, as is well known, Newton’s method is not glob-
ally convergent and may fail if good initial guesses are not
available. In practice, the cases with large gradients and
“difficult data” are handled with extra caution, applying,
e.g., method of continuity (homotopy) whereby one starts
with small data and gradually increases it to the desired
value. See [7] for practical information.
Gummel iteration itself may fail at times. One situ-
ation in which this may happen is when a spike in EV
or EC forms, and intermediate solutions cause the effec-
tive potential quantities to intersect the spike, creating very
large carrier concentrations. Recovery from this situation
can depend on the choice of variables used in the Newton
method solvers. We have seen Slotboom variables outper-
form {ψn, ψp} variables in this situation. Using the n and
p variables has caused problems even in a single bulk mate-
rial when doping is significant. Various situation-dependent
tricks have been used over the years in the community
solvers [20] to control the behavior of nonlinear iterations
but it seems that a general remedy has not yet been found.
Heterojunction. To simulate the behavior of ψ, n, p for
a heterojunction problem, one has to implement, in addition
to the discrete equations in (65)–(67) to be solved in each
of Ω−,Ω+, the discretized interface equations described in
Section 3.4.
In particular, since Υ = (Ψ,Ψn,Ψp) are discontinu-
ous at I , this requires doubling the unknowns Υ at the
grid point x0 = 0. From now on this is denoted by
considering Υ−0 ,Υ
+
0 , with Υ
−
0 = (Ψ
−
0 ,Ψ
−
n,0,Ψ
−
p,0) and
Υ+0 = (Ψ
+
0 ,Ψ
+
n,0,Ψ
+
p,0). Also, we collect all the unknowns
corresponding to Ω− in Υ− and those for Ω+ in Υ+. The
notation is inherited by each component of Υ.
Now each component of (64) can be written as two sub-
domain problems coupled to an interface problem. For
example, consider (65) with the two subdomain problems
written as
F−ψ (Ψ
−,Ψ−0 ) = 0, F
+
ψ (Ψ
+,Ψ+0 ) = 0, (68)
where the dependence of F−ψ on Ψ
−
0 reflects that Ψ
−
0 pro-
vides the boundary values for Ψ−, etc. Now (68) must be
complemented by discretization of the interface equations
so that Ψ− gets connected to Ψ+. In fact, only the interface
unknowns Ψ−0 ,Ψ
+
0 , and their nearest neighbors Ψ−1,Ψ1
are involved in the interface model due to the locality of
the three-point FD stencil in (60). We denote the discrete
interface problem by
F Iψ(Ψ−1,Ψ
−
0 ,Ψ
+
0 ,Ψ1) = 0, (69)
and give its details in Section 3.6.
A similar decomposition follows for the discrete conti-
nuity equations (66)-(67), at each step of the Gummel iter-
ation.
Once the discrete equations are known, one must design
the implementation of the doubling of the unknowns as well
as the connection of the subdomain (68) and the interface
equations (69) in the solver.
In various community or commercial codes this is ap-
parently achieved in 1d by a monolithic approach, i.e.,
the interface equations are hard-coded internally. In par-
ticular, in Gummel iteration one solves (68) and (69) for
Ψ = (Ψ−,Ψ−0 ,Ψ
+
0 ,Ψ
+) simultaneously. This is followed
by solving for all the subdomain and interface components
of (66) for Ψn, and the loop completes with solving (67) for
Ψp.
While it is perhaps easy to see how to implement these
simultaneous solves in 1d, it may be challenging or impos-
sible to use this approach for complicated heterojunction
geometries in 2d.
Therefore, in this paper we isolate the interface equations
from the subdomain equations with a two-fold goal. First,
we discuss an alternative approach to simultaneous solu-
tion, based on domain decomposition method. We iden-
tify the structure of the equations as well as pinpoint the
difficulties, and this provides the basis for future analyses
and extensions. Second, isolating the interface from the
subdomains can help to handle more general geometries,
and/or implement higher order methods, adaptive gridding
and more. In particular, while for the current 1d formula-
tion it is easy to place the computational nodes on the in-
terface I , a general approach from the class of immersed
interface methods (IIM) [59] can be helpful to develop a
solution technique for a problem in 2d with complicated
geometry. While IIM were originally developed for prob-
lems with homogeneous jumps, there is recent work de-
voted to complicated interface problems with nonhomogen-
uos jumps [60, 61].
3.6. Domain decomposition
Domain decomposition [24] was originally designed to
accelerate or simply enable the solution of problems which
were too large to fit in a single computational core. It has
since been shown to be very effective for problems with in-
terfaces which separate either different materials or differ-
ent physical models such as in fluid-structure interactions
or Darcy-Stokes fluid flow problems [24]. Its mortar exten-
sions [55–57, 62–64] can be used to glue together different
numerical discretizations on grids that need not match on
the interface.
Domain decomposition methods (DDM) generally are it-
erative methods that find the values of interface unknowns
so that a proper match between the subdomains is achieved.
We refer to [[24], Chap 1-2] for general background which
covers DDM for the transmission problem laid out in Sec-
tion 3.4.
DDMs are tied to optimal solvers and preconditioners.
In this context, see [65] and its recent extensions which fo-
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cus on multilevel-preconditioning of non-stationary drift-
diffusion systems, without heterojunction. The gist of the
work in [65] is to consider a fully coupled system solved
with the Newton-Krylov framework with multilevel precon-
ditioning, and DDM applied here is a purely computational
technique unrelated to the presence of physical interfaces.
It will be interesting to consider in the future how to design
optimal preconditioners following [65] for the heterojunc-
tion problem considered in this paper, and we hope it can
complement the domain decomposition approach of this pa-
per which follows naturally the material discontinuities.
In this paper we consider a non-overlapping DDM for
solving an interface problem (69) coupled with subdomain
solvers (68). The algorithm we outline has a double set of
interface unknowns Υ−0 ,Υ
+
0 instead of a single Υ0 as in
the traditional set-up. It handles nonhomogeneous jumps
of the primary unknowns and can also handle nonhomoge-
neous jumps of the flux(es). We have applied it successfully
to the solution of the potential equation at both homo- and
heterojunctions, and to the continuity equation at a homo-
junction. The interface iteration for continuity equations at
a heterojunction is currently in progress.
3.6.1. DDM for the potential equation
We discuss first DDM for the algebraic problem that
corresponds to the discretized form of (61) for the poten-
tial equation at a homojunction, i.e., with a single inter-
face unknown Ψ0. Ordering the unknowns so that Ψ =
(Ψ−,Ψ+,Ψ0)
T we have the following system
 A−,− A−,0A+,+ A+,0
A0,− A0,+ A0,0



 Ψ
−
Ψ+
Ψ0

 =

 Q
−
Q+
Q0

 , (70)
which has the classical form (up to notation) from [[24],
Sec 2.3]. Here A−,− is the part of A matrix corresponding
to the interior nodes of Ω−, and A−,0 = AT0,− = [. . .− ǫ]T
represents the coupling between the nodes in Ω− and those
at I . Also, A+,0 = AT0,+ = [−ǫ . . .]T , while A0,0 = 2ǫ is
just a number, i.e., a 1× 1 matrix. etc.
The DDM is an iterative method for solving the system
in the Schur-complement form
ΞΨ0 = Θ, (71)
where we obtain by block elimination, e.g.,
A−,−Ψ
− = Q− −A−,0Ψ0, (72)
from (70) that Ξ := A0,0 − A0,−A−1−,−A−,0 −
A0,+A
−1
+,+A+,0, and Θ := Q0 − A0,−A−1−,−Q− −
A0,+A
−1
+,+Q
+
. The problem (71) has a simple structure
thanks to linearity of (70). See Section 4 for the calcula-
tions of Ξ,Φ which includes (71) as a special case.
It is well known that one does not form Ξ explicitly.
Rather, we use its structure and properties in an iterative
solver for (71), which subsequently only requires subdo-
main solvers. In particular, an iterative solver delivers
quesses Ψ(k)0 , k = 1, 2, . . ., and requires that we compute
a matrix-vector product ΞΨ(k)0 for a given guess Ψ
(k)
0 . This
in turn requires that we evaluate, e.g., A0,−A−1−.−A−,0Ψ
(k)
0 ,
where A−1−.− is not needed explicitly. Rather, a linear sys-
tem with A−1−.− is solved, and this corresponds to solving a
problem on the subdomain Ω− using the boundary condi-
tions on I provided by Ψ(k)0 . A new guess Ψ
(k+1)
0 is com-
puted depending on the residual of (71); the details depend
on the choice of interface solver, see Section 4.3.
Equivalence to the transmission problem and dou-
bling interface unknowns for homojunction. One can
easily show that (70) is equivalent to discretizing (37) in
the transmission form (38)-(41). First, we recognize that
the first two block rows of (70) are the discrete counterparts
of (38)-(39). Each includes the coupling to the interface
unknown Ψ0 used as a boundary condition. We can also
formally double the unknowns and replace Ψ0 by Ψ−0 ,Ψ
+
0
on the interface. Then we enforce (40) explicitly by setting
them equal to each other.
With doubling of the unknowns on the interface the sys-
tem (70) becomes


A−,− A−,0
A+,+ A+,0
A0,− A0,+
1
2A0,0
1
2A0,0
−1 1




Ψ−
Ψ+
Ψ−0
Ψ+0

 =


Q−
Q+
Q0
0

 .(73)
The last row of (73) expresses (40), thus we can eliminate
one of the two values Ψ−0 ,Ψ
+
0 , and the system reduces to
(70). Note that we have intentionally mixed the symbols
for matrices with those for numbers in the last row.
The second row from below, (and equivalently, the last
row in (70)), can be shown to follow from the FD discretiza-
tion of (41) using a second order accurate formula on each
side of x0 = 0, followed by a discrete equation (60) to be
satisfied at j = 0 involving ghost nodes. See Section 3 for
details.
Accounting for the jump of potential on the interface
for heterojunction. Now we extend (73) and define the
algebraic problem arising in the potential part of the Gum-
mel iteration (65) with a heterojunction. We have a given
Q = Q(k) and we need to solve an appropriate counterpart
of (60) for Ψ = Ψ(k+1).
With the notation as above, we place a computa-
tional node at x0, and seek approximations (Ψ−0 ,Ψ
+
0 ) to
(ψ−I , ψ
+
I ) so that discretized versions of (46) and (47) are
satisfied. In addition, we modify the matrices in (73) to ac-
count for the values of ǫ−, ǫ+. We also modify the right
hand side in the last row of (73) to account for the nonho-
mogeneous jump in ψ across I , and we let {QI}I replace
Q0 per (48).
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We obtain

A−,− A−,0
A+,+ A+,0
A0,− A0,+ A
−
0,0 A
+
0,0
−1 1




Ψ−
Ψ+
Ψ−0
Ψ+0

 =


Q−
Q+
{QI}I
△ψ

 .(74)
We refer to Section 3 for details. Now if △ψ = 0, then (74)
reduces to (73) and further to (70), if also Q−0 = Q+0 .
One can write an explicit calculation to set up an interface
problem similar to (71)
ΞΨ−0 = Φ. (75)
The matrix Ξ now accounts for different values of Ψ−0 ,Ψ+0
on the interface and Φ includes△ψ.
We have
Ξ = A−0,0 +A
+
0,0 −A0,−A
−1
−,−A−,0
−A0,+A
−1
+,+A+,0, (76)
Φ =
(
A0,−A
−1
−,−Q
− +A0,+A+,+Q
+ + {QI}I
)
+ (A+0,0 −A0,+A
−1
+,+)△ ψ. (77)
See Section 4 for details of this calculation and Section 4.3
for the iteration to solve (75).
3.6.2. DDM for continuity equations
Next we proceed to define the algebraic problem corre-
sponding to (66), with particular attention paid to interface
equations at homo- and heterojunctions. A formulation for
(67) can be written similarly.
Homojunction. First we see that we can rewrite (62) in
a DDM form for the homojunction similarly to (73) writ-
ten for (60) with the matrix A calculated using the coeffi-
cients Dnj,j+1 instead of the constant ǫ. The unknowns are
(Ψ−n ,Ψ
+
n ,Ψ
−
n,0,Ψ
+
n,0)
T
, and the right hand side vector is
now RT = (R−, R+, R0, 0)
T
, where the last entry follows
from the continuity of ψn at a homojunction, reflected in
the discrete problem by Ψ0n,− = Ψ0n,+.
The structure of the appropriate algebraic problem to
be solved for Ψn is thus entirely analogous to (73). The
major difference with respect to (73) is that the compo-
nents Rj of the vector R depend nonlinearly on the un-
knownsΨn,j . The same concerns the coefficientsDnj,j+1 =
Dnj,j+1(Υj ,Υj+1), thus A = A(Ψn).
The nonlinearity does not change the structure of the ana-
logue of (70) for homojunction, but a simple reformulation
with a Schur-complement as in (71) is no more possible,
since block elimination is not available and, e.g.,
A−,−(Ψn,Ψ
−
n,0)Ψ
−
n
= R− −A−,0(Ψn,Ψ
−
n,0)Ψn,0, (78)
replaces (72). However, at least theoretically, we can derive
the nonlinear counterpart of (71) from (78)
Ξn(Ψn) = Φn. (79)
After linearization (or in a Newton step, or via Gummel
iteration-lagging), one can identify the domain decomposed
blocks of the nonlinear system analogous to those in (71).
Heterojunction. We now outline the DDM version of
the heterojunction system in analogy to (74).
We have (59) similarly to (47), therefore the third row of
our system will look alike (74). We write it properly as (see
also (A14) in Appendix)
Dn
−1,0−Ψ
−
n,0 +D
n
0+,1Ψ
+
n,0
−Dn
−1,0−Ψn,−1 −D
n
0+,1Ψn,1 = {R
I}I , (80)
and recall that the coefficients Dn
−1,0− depend nonlinearly
on the values of Υ−1 and Υ0− . In the block form we have
therefore
A0,−Ψ
−
n +A0,+Ψ
+
n +A
−
0,0Ψ
−
n,0 +A
+
0,0Ψ
+
n,0
= {RI}I , (81)
where we identify A−0,0 = Dn−1,0− , A
+
0,0 = D
n
0+,1 and
A−,0 = A
T
0,− = [. . . − D
n
−1,0− ]
T
, and other definitions
can be completed similarly to those done for (70), (73) and
(74).
Next, instead of a Dirichlet-like condition (46) which has
a simple discretization in the last row of (74), we have the
Robin-like condition (58). We discuss its discretization and
structure next.
In order to discretize (58) to second order accuracy, we
should use the ghost variables as in the derivation leading
to (73), as is done carefully in Section A for the potential
equation. An alternative is to use a first order, one sided
approximation to Jn|−I ; see Section 3 and (A10) for details
on one-sided derivatives at the interface.
However, by (18) we have to deal with nonlinear depen-
dence of Dn on the variables involved. Thus, even though
the first order approximation is less accurate, it appears also
to be the most straightforward. We describe it here and
leave the more accurate formulation for future work.
We approximate Jn|−I ≈ Dn−1,0−
Ψn,0−Ψn,−1
h and set as
the discrete counterpart of (58)
Dn
−1,0−
Ψ−n,0 −Ψn,−1
h
= B−n (e
Ψ+n,0 − eΨ
−
n,0),
and a simple reformulation gives us finally
Dn
−1,0−(Ψ
−
n,0 −Ψn,−1)
− hB−n e
Ψ+n,0 + hB+n e
Ψ−n,0 = 0, (82)
where the left hand side of (82) depends nonlinearly
on Ψ+n,0,Ψ
−
n,0, and on Ψn,−1,Ψ−n,0 via Dn−1,0− =
Dn
−1,0−(Ψn,−1,Ψ
−
n,0).
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We are then ready to state the analogue of (74) for the
electron continuity (66) equation

A−,− A−,0A+,+ A+,0
A0,− A0,+ A
−
0,0 A
+
0,0




Ψ−n
Ψ+n
Ψ−n,0
Ψ+n,0

 =

 R
−
R+
{R}I

 ,(83)
A0,−Ψ
− + g−(Ψ−n,0) + g
+(Ψ+n,0) = 0,
where the definitions g−, g+ : R→ R follow directly from
(82).
One could formally eliminate the (block) unknowns in
(83) and set-up the nonlinear Schur-complement formula-
tion extending further the nonlinear homojunction case (79)
and the linear heterojunction case (75) to
Ξn(Ψ
−
n,0) = Φn. (84)
Note that (84) involves untangling of the nonlinear relation-
ship between Ψ−n,0 and Ψ+n,0 from the last row in (83), as
well as other nonlinear relationships from other rows sim-
ilarly to those in (78). We won’t pursue the explicit form
of Ξn or of Φn from (84) since these are not needed by the
actual iterative solver for (84). While we have successfully
solved (79) with an algorithm similar to that for (71), and
have some preliminary results on solving (84), details will
be given elsewhere.
4. RESULTS AND EXAMPLES
In this section we present computational simulations of
processes at heterojunctions, and in particular those sup-
porting the search for more efficient solar cells.
In Section 4.1 we show DFT and continuum model re-
sults for Si/ZnS which emphasize the two scales present in
the problem. In Section 4.2 we present results of a con-
tinuum model for a common solar cell CIGS/CdS hetero-
junction, and demonstrate the photocurrent. In Section 4.3
we focus on the DDM solver and study its performance,
first for a Si homojunction, and next for heterojunctions.
Here we consider three heterojunctions: silicon-galium ar-
senide (Si/GaAs), silicon-zinc sulfide (Si/ZnS), and cop-
per indium galium selenide-cadmium sulfide (CIGS/CdS).
(As concerns CIGS, we use the alloy semiconductor
CuIn1−xGaxSe2, where x is the ratio of the number of
atoms of Ga to that of Ga plus In. Typically, x ≈ 0.3 for
thin film solar absorbers.).
Since the DDM for the continuity part of the heterojunc-
tion model (66)-(67) is still under development, we use the
monolithic solver for the continuum model in Sections 4.1-
4.2.
We use Ω := (a, b) = (−.1, 1)µm for Si/ZnS in Sec-
tion 4.1, also Ω = (a, b) = (−.2, 2)µm in Section 4.2, and
(a, b) = (−1, 1)µm in all DDM examples in Section 4.3.
The interface in all sections is always at x = 0. All calcula-
tions are assumed to be done at “room temperature” or 300
K, and material constants are listed in Section 1.
In Sections 4.1 and 4.2 we use the conventional band dia-
grams depicting the energy levels for the electronEvac, EC ,
and EV defined in (11). Also, at thermal equilibrium, we
have EFn = EFp = EF , where the Fermi level EF is de-
fined only in thermal equilibrium, and is always constant
in a single body or device throughout which electrons may
move to reach an equilibrium distribution. Without loss of
generality we set EF = 0, which is consistent with what
was done in Section 3.2.
4.1. Results of DFT and continuum models for Si/ZnS
interface
Here we first discuss the DFT model calculation of ∆EC
for Si/ZnS. Next we compare the results of the continuum
model using this value and an available experimental value.
The results are illustrated together in Figure 7, where the
post-processed DFT results over ΩI are shown along with
atomic structure of ΩI , followed by results of a continuum
model where, as we explained in Section 1, ΩI ≈ I .
Our study of both DFT and continuum models of the
Si/ZnS interface is motivated by fundamental interest in po-
lar interfaces [66, 67] as well as by the hypothesis of HAII,
as discussed in Section 1. Our DFT model examines atom-
ically distinguishable Si/ZnS interfaces having the (111)
normal orientation of energetically stable interface defects.
A quantum mechanical and electrostatic analysis of single
atom defect variations for other crystal orientations (111),
(100), and (011) in Si/ZnS will be presented elsewhere [68].
The DFT calculations following the model discussed in
Section 2 show that a particular stable interface defect, the
replacement of one quarter of the S atoms at an atomically
abrupt Si-S interface by Si atoms (see Figure 7), yields a
conduction band offset∆EC ≈ 1.5 eV in reasonable agree-
ment with the experimental result 1.73 ± 0.2 eV from ex-
periment [69]
∆EC = EC |
−
ZnS − EC |
+
Si = 1.73± 0.2 eV. (85)
The result is not fully predictive, as an alternative single
atom substitution defect at the Si-S interface is also found
to be energetically stable, yet has ∆EC ≈ 0.3 to 0.4 eV.
The calculated energy required to form these two interfaces
are within the spread of the calculated data (≈ ±0.1 eV),
and thus in this case one cannot determine from the DFT
calculation alone which interface is more likely to form.
The top two parts of Figure 7 make clear the atomic bond
length scale of the interface region ΩI over which the bands
energies change. Each atom contributes an estimate for the
local position of each of the three electron energy levels.
Also, the conduction band offset of approximately 1.5 eV
is denoted by the vertical arrow. The bottom portion of Fig-
ure 7 shows results of the continuum model using the the-
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oretical (T) and experimental (E) band alignment param-
eters. Here T refers to the computational simulations for
the DFT. The model simulates the macroscopic band bend-
ing at thermal equilibrium, with N−T |ZnS = −1017 cm−3,
and N+T |Si = 5 × 1015 cm−3 in Si. We see that the dif-
ference between experimental (E) and theoretically (T) pre-
dicted values is small.
As concerns the results of DFT, we note that an overall
slope that is an artifact of x periodicity in the DFT calcula-
tion has been removed. The small difference in the slopes
apparent between the two sides of the interface also arises
from artifacts due to the x periodicity in the DFT calcula-
tion.
The band slopes indicate that an electron in the ZnS con-
duction band will drift toward the interface. In most regions
the electrons will drift right while the holes will drift left.
However, the valence band offset of magnitude 0.7 eV [69]
to 0.9 eV (our calculation) serves as a barrier to the left-
bound holes. Using a uniform carrier generation G to rep-
resent solar absorption, the model yields a physically small
photocurrent (< 10−4 A/cm2) for this 1D device. This will
likely not be a problem for solar cell design involving 2d or
3d nanostructures.
4.2. Results of the continuum model for the CIGS/CdS solar
cell
Here we show the continuum model results for the so-
lar cell heterojunction CIGS/CdS, with data for the band
offsets from [70–72]. We show simulation results and de-
scribe several quantities of interest that arise from such sim-
ulations.
Figure 8 shows the simulation for the “short circuit” case
in which the device is illuminated and
Va = Vb = 0. (86)
See Section 3.2 for context. The doping profile or fixed
charge profile is set to be NT |−CdS = 2 × 1017 cm−3 and
NT |
+
CIGS = −2× 10
16 cm−3.
Also, we use a simple piecewise constant G = 1018ξ−+
1021ξ+ electron-hole pairs generated per cm3s. (In prac-
tice, this model G would be replaced by an optical ab-
sorption profile calculated using 1D optics, the wavelength-
dependendent absorptivity of the materials, and the spec-
trum of sunlight.)
The top and center parts of Figure 8 show simulation re-
sults. In particular, it is clear that n, p exhibit very large
relative and absolute discontinuities at the interface.
Next we discuss the quantities of interest for heterojunc-
tion simulations. The bottom part of Figure 8 shows the
J-V curve, in physical units, of the rounded rectangular
shape characteristic of solar cell devices [47]. The J-V
curve identifies the efficiency of a solar cell. In the J-V
curve the values J = Jn + Jp are computed from (64) for
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several values of V = Vb − Va for which we run simula-
tions.
Finally, the current flowing through a circuit powered by
a solar cell of area A is given by
IA = JA. (87)
The current at V = 0 is known as the short circuit current,
and Isc is identified in Figure 8. In practice, the voltage
across the external circuit is varied by a resistance or load
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RL placed in an external circuit,
V = IA(V )RL. (88)
Increasing the resistance raises V , and it lowers the current
that flows in the circuit, thus as RL → ∞, IA → 0. The
voltage at IA = 0 is known as the open circuit voltage,
Voc, also shown in the Figure. The values Isc and Voc are
respectively the maximum current and maximum voltage
that a system (illumination + device) can produce.
The power delivered by the solar cell to the external por-
tion of the circuit is the product
PA = IAV, (89)
and the maximum power Pmax on the J–V curve is denoted
by the black circle. The ratio of Pmax to the product JscVoc
is a figure of merit known as the fill factor FF . While the fill
factor depends on the details of optical absorption, the flatG
modeled here yields a fill factor of FF = 0.74. This com-
pares well with real systems, in which FF values greater
than 0.8 are considered good [47].
4.3. Results of continuum model with DDM
In this Section we present results on DDM applied to
1d drift-diffusion system (64) for homojunction and hetero-
junction examples. Recall that we use quasi-Fermi vari-
ables and the Gummel decoupling method as explained in
Section 3.5. We first specify the algorithm used for solv-
ing the interface problems, and next present results. We are
interested in how the algorithm compares to the monolithic
solver, and how to tune its performance. Furthermore, we
check for mesh-independence and accuracy, i.e, grid con-
vergence.
For homojunction, we have applied DDM in a Gummel
iteration to each component equation of (64), i.e., to (65)–
(67), where each of the variables other than the primary is
iteration-lagged.
For heterojunction, we present results only for the poten-
tial equation (65). While preliminary results on (66)–(67)
are promising, we do not show them here.
We denote by N the number of nodes of the grid, and
h = b−aN−1 is the grid parameter for the monolithic solver
and h = b−aN−2 for heterojunction examples.
We emphasize that the use of DDM for potential equa-
tion appears straightforward but it applies to a semilinear
1d problem (with iteration-lagged variables). Moreover, the
system (64) is nonlinear. Thus, tuning its performance is
delicate especially for the heterojunction case. The use of
DDM for the continuity equation is tricky even for the 1d
homojunction case since it involves nonlinear equations.
Iterative algorithm on interface. We first present the
algorithm for the potential equation at a homojunction. Re-
call that the transmission conditions (40)-(41) translate in
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algebraic form to the DDM framework in (70). To solve al-
gebraically (71), we iterate taking guesses for Φ0 = λ(k) as
follows.
Algorithm (NN) for (40)-(41) Given some λ(0) and a pa-
rameter θ > 0, proceed iteratively for k = 0, 1, . . .
1. Solve independent Dirichlet problems on subdomains
Ω−, Ω+ using λ(k) as the Dirichlet condition for both
problems at the interface for Ψ+ and Ψ−. This corre-
sponds to the subdomain problems such as, e.g. (72).
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2. Now use the discrepancy in the flux between Ω− and
Ω+ to update λ(k) by
λ(k+1) = λ(k) + θ[ǫ∇ψ(k) · ν]I . (90)
This step aims at reducing the residual of (71). It does
not need to be executed, if |[ǫ∇ψ ·ν]I | is smaller than
the desired tolerance.
Note that step 1 enforces condition (40), and step 2 corrects
λ(k) based on the degree to which (41) fails.
The algorithm we described is a variant on the Neumann-
Neumann algorithm [[24], Sec. 1.3], which is an itera-
tive scheme for the Schur complement system (71), and,
in a larger context, is a preconditioned Richardson iterative
scheme. For the present 1d case the Neumann-Neumann al-
gorithm has a particularly easy form, since the solution to
its Neumann step can be explicitly found. (In fact, the solu-
tion is simply a linear function whose slope is given on the
interface). The algorithm (NN) shown above combines all
the steps detailed in [[24], Sec. 1.3].
The algorithm converges for a suitable θ > 0, and the
optimal choices are discussed below. For λ(0) we can take,
e.g., an approximation to ψ|I from a linear guess formed
using ψa, ψb in (29).
Algorithm (NNH). The algorithm for the potential equa-
tion at heterojunction, i.e., to solve (46)-(47), or in algebraic
form, to solve (73), follows similarly to Algorithm (NN). It
solves for two unknownsΦ−0 ,Φ
+
0 , but it enforces (46) or, in
the discrete form, (A18), explicitly.
Algorithm (NNC). The DDM algorithm for the continuity
equation at a homojunction is similar to Algorithm (NN),
since the solution must satisfy the nonlinear transmission
conditions similar to (40)-(41). However, due to the non-
linearity of (66)-(67), or (79), and to the large slopes of the
solution at the interface, it requires extra care in the choice
of θ. As will be seen in Tables VI, VII, and VIII, the choice
of relaxation parameter θ has a large effect on the perfor-
mance of the algorithm, and is greatly influenced by the
slope across the interface.
Algorithm (NNCH) for continuity equation with hetero-
junction is part of our current work, and will not be de-
scribed in this paper.
Homojunction examples. We first verify that the al-
gorithm works correctly for this simple case. The po-
tential equation is straighforward, and the nonlinear inter-
face equation for (66)-(67) proceeds simiarly, since we use
iteration-lagging within interface iterations.
Our experiment is with silicon Si as the material in Ω,
with Ω− representing a p− doped region and Ω+ an n−
doped region. First we verify that the solver with DDM
produces the same results as that of the monolithic solver,
see Figure 9.
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Next we discuss the performance of DDM. Table III
shows that DDM is mesh-independent for both the poten-
tial and the current-continuity equations, and that the iter-
ation counts N Iit do not vary between Gummel iterations
for homojunction case. We note that the tolerance crite-
ria are currently set the same as in Gummel iteration, and
this could be changed in the future to avoid oversolving.
We used θ = 0.25, 0.14, 0.31 in Algorithms (NN), (NNC),
(NNC) Ψ,Ψn,Ψp, respectively.
TABLE III. DDM iterations at each Gummel iteration for different
N for Si homojunction
N Ψ Ψn Ψp
1001–4001 2 5 6
Heterojunction examples. We use three examples
of interfaces: Si/GaAs, Si/ZnS, and CIGS/CdS. We apply
DDM to the potential equation while the current-continuity
equations are solved monolithically. Even though the po-
tential equation is linear, the dependence of unknowns on
△ψ is nonlinear. We are interested both in the qualitative
results as well as in the performance of the algorithm as
compared to the monolithic solver.
As seen in Figure 10, the heterojunction causes discon-
tinuity in the potential, in a way specific to the particular
interface considered. This is consistent with results shown
in Sections 4.1, 4.2.
Next we discuss various computational aspects of the al-
gorithm. In spite of highly varying coefficients and dis-
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continuous solutions, we verify that DDM-solver and Al-
gorithm (NNH) maintain the second order of accuracy as
expected from FD method. In particular, at every step of
Gummel iteration, its solution, e.g., that to the potential
equation, should exhibit the same convergence order, i.e.,
second order, as that for any other self-adjoint elliptic equa-
tion, as long as the solutions are smooth enough.
To verify, a grid convergence test is performed. First the
solver is run with a step size of h = 7.5 × 10−5, corre-
sponding to Nmax = 40002 computational nodes. The
solver is then run for various coarser grids to check for or-
der of convergence of ψ to the fine grid solution. The error
e(N) :=‖ ΨN −ΨNmax ‖L2(Ω) is shown in Table IV.
TABLE IV. Grid convergence study, Si/GaAs
N e(N) observed order
1002 7.81288 × 10−8
2002 1.66832 × 10−8 2.2275
3002 7.05800 × 10−9 2.1216
4002 3.96880 × 10−9 2.0012
Further, we check for mesh-independence which holds
similarly to that for homojunction in Table III, see Table V.
TABLE V. DDM iterations at each Gummel iteration (GI),
Si/GaAs heterojunction
N GI 1 GI 2 GI 3 GI 4 GI 5
1002-4002 7 6 4 2 1
The relaxation parameter θ affects the convergence of Al-
gorithm (NN), and the optimal choice of θ is strongly in-
fluenced by material properties. In Table VI this influence
is shown through comparison of DDM iterations for dif-
ferent materials while the relaxation parameter is fixed. In
particular, a relaxation parameter good for Si/ZnS has poor
performance for Si/GaAs, and acceptable but sub-optimal
performance for CIGS/CdS; these results correlate with the
slope of the potential across the true interface region ΩI ,
see Figure 10. In Table VII we show an optimal θ for each
material determined by trial and error. In particular, optimal
relaxation parameters for CIGS/CdS and Si/ZnS are much
closer than those of Si/GaAs.
TABLE VI. DDM iterations at each Gummel iteration (GI) for
various semiconductor materials with θ fixed
Material △ψ θ GI 1 GI 2 GI 3 GI 4 GI 5 GI 6
Si/ZnS -0.63 0.005 9 11 10 8 5 2
Si/GaAs 0.2 0.005 225 283 143 21 1 -
CIGS/CdS -0.74 0.005 4 10 7 4 2 1
TABLE VII. DDM iterations at each Gummel iteration (GI) for
various semiconductor materials with optimal choice for θ deter-
mined by trial and error
Material θ GI 1 GI 2 GI 3 GI 4 GI 5 GI 6
Si/ZnS 0.005 9 11 10 8 5 2
Si/GaAs 0.05 7 6 4 2 1 -
CIGS/CdS 0.0051 4 9 6 4 2 1
Next, we perform a study of sensitivity of performance of
DDM to the value of△ψ. This is important since there may
be a large margin of error in the computed or experimental
values of △ψ. We test it for Si/GaAs; see Table VIII for
behavior of the DDM for a wide range of △ψ. Overall,
the method appears as robust as a Gummel iteration is for a
given physical problem.
TABLE VIII. Effect of change to △ψ on NIit at each Gummel
Iteration (GI), Si/GaAs. θ = 0.2
△ψ GI 1 GI 2 GI 3 GI 4 GI 5
0.0 8 14 7 1 1
0.1 5 9 6 1 1
0.2 5 6 4 2 1
0.3 7 6 5 2 1
0.4 8 9 6 3 1
0.5 8 7 5 3 1
Finally, we compare computational complexity of the
monolithic and DDM solvers. Specifically, we study the
number of Newton iterations NNEWT depending on the
discretization N that a monolithic solver needs with that
of subdomain solvers when using DDM. Note that the com-
plexity of the monolithic solver is O(NNEWTN) per each
Gummel iteration, since we expect that the linear solver
involving a Jacobian in each Newton iteration needs only
O(N) operations due to the three-point stencil of FD dis-
cretization. On the other hand, the subdomain solvers need
O(NNEWTN
−) or O(NNEWTN
+) operations, per Gum-
mel iteration, and per each interface iteration k in (90) in
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Algorithm (NNH). Since N = N− + N+, unless the in-
terface iteration (90) converges immediately or the subdo-
main solvers are executed in parallel, DDM is about N Iit
times slower in the 1d case than a monolithic solver, which
is well-known. At the same time, in 2d, for higher order
schemes, or on multicore or multiprocessor environments,
the computational complexity is in favor of DDM, espe-
cially for problems close to being out-of-core.
Still, an important fact is to verify whether NNEWT is
mesh independent for the heterojunction problem, since
now the subdomain solvers may not necessarily react fa-
vorably to the progress of interface iteration. However,
from Table IX we see that the monolithic and DDM solvers
are both mesh independent, and they perform similarly in
that NNEWT is not much worse for DDM than that for the
monolithic solver.
TABLE IX. Performance of Newton’s Method with monolithic
and DDM solvers for Si/GaAs. Shown are NNEWT =maximum
number of Newton iterations performed in a DDM loop k at each
Gummel iteration (GI) on subdomains for various mesh sizes
N GI 1 GI 2 GI 3 GI 4 GI 5
monolithic 1002-4002 3 6 3 2 1
DDM 1002-4002 3+3 6+5 3+5 2+5 1+5
Overall, the performance of DDM is promising for het-
erojunction, both in quality of the results and computational
complexity. One of many advantages of DDM is that it
can be applied to couple black-box single-material solvers
across interfaces, and these solvers can be, in turn, opti-
mized for single materials.
More studies on interface solver are needed, especially as
it seems that it may be oversolving the problem in the first
few Gummel iterations. Optimal parameters and precondi-
tioners will be needed for 2d geometries.
5. DISCUSSION AND CONCLUSIONS
Numerical simulation of heterojunctions in semiconduc-
tor phenomena is an important tool in material science al-
lowing for design, e.g., solar cells, and computational im-
plementations in 1d of the basic heterojunction model have
been in use in community and industry codes such as, e.g.,
[20, 22]. In this paper we emphasized the multiscale char-
acter of the problem, focused on its mathematical struc-
ture, and proposed a domain decomposition (DDM) al-
gorithm. Our applications examples use data from a mi-
croscale computational model based on Density Functional
Theory (DFT) which simulates phenomena in the inter-
face region, and provides the crucial interface data for the
macroscale model. In particular, the DFT model can pro-
vide data for materials that have been predicted but have
not yet been synthesized and/or fully characterized.
The presentation of the coupled bulk subdomain plus het-
erojunction model in this paper provides a basis for future
analyses, extensions and improvements. We outlined sim-
ilarities to other models known from the literature on fluid
flow models in domains with fractures and barriers or differ-
ent fluid physics on each of the sides of an interface. There
is substantial current interest in mathematical and compu-
tational literature for those problems, and some results may
carry over to the heterojunction models. In particular, it is
clear that an alternative to using node-centered discretiza-
tions, i.e., such as in mixed finite element methods, needs
to be investigated. Mixed finite elements enforce continuity
of fluxes naturally, and do not require doubling of interface
unknowns. In fact, their use was successful for the fluid
flow problems described above, and we plan to investigate
their use in our future work.
The DDM algorithm that we proposed is promising: it
decouples the interface calculations in each step of the
Gummel loop from the subdomain calculations, similarly
to how this is done in the Schur complement formula-
tions. The algorithm makes it possible to use “black boxes”
or “monolithic subdomain solvers” with constant material
parameters, as long as they can use Dirichlet and/or flux
boundary conditions. The algorithm converges easily for
the potential equation, and for continuity equations for ho-
mojunctions. The algorithm for the continuity equation at
heterojunctions is in progress. The DDM formulation can
be naturally extended to 2d regions with complicated geom-
etry of interfaces, or/and to materials with multiple hetero-
junctions. In contrast, such extensions may be very diffi-
cult for monolithic solvers in which interface equations are
hard-coded. We plan to address 2d implementation as soon
as all he theoretical and computational issues for the 1d case
have been resolved.
Numerous extensions and refinements of our model are
possible. These include the use of highly refined and adap-
tive grids based on a-posteriori finite-element error indi-
cators and/or estimators, as well as rigorous formulations
using other than finite difference approaches and the use
of block-centered grids. Furthermore, for complicated 2D
interfaces, one can consider the use of Immersed Inter-
face methods (IMM). These have already been proposed for
equations similar to the potential equation with nonhomo-
geneous jump in [59–61], but it is not clear yet how they
may be used for the nonlinear Robin-like condition.
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Appendix A: Appendix
1. Material and environmental parameters
Unless otherwise stated, properties of the materials used
in our calculations are shown in Table X. The values are
given in physical (unscaled) units. Table XI gives parame-
ters for particular interfaces or calculations. The subscripts
n and w applied to NT and G denote the narrow bandgap
material and the wide bandgap material respectively. (By
convention, the narrow bandgap material is listed first in
the name of the interface; for example “Si/GaAs” implies
that Si is the narrow bandgap material). The ∆ψ, ∆EC ,
and ∆EV quantities are defined by the appropriate prop-
erty in the wide bandgap material minus this property in the
narrow bandgap material.
The Shockley-Read-Hall (SRH) recombination lifetimes,
τn and τp, are highly dependent on dopant density and
growth conditions. In our Si/ZnS simulations we set the
SRH lifetimes for Si and ZnS to 1× 10−7 s.
The SRH lifetime values for the CIGS/CdS calcula-
tions are based on Ref. [71], which gives parameters
used by M. Gloeckler to establish a baseline model for a
CIGS/CdS/ZnO solar cell. The parameters reflect alteration
from pure material characteristics both by the presence of
high dopant density (|NT | ≫ Ni), as well as by the growth
processes used to create layered thin-film solar cells.
The Rdc values are estimated according to whether the
material has an electronic structure property known as a di-
rect gap. Direct materials are given a value of 1 × 10−10
cm3/s while indirect materials are given a value of 1×10−15
cm3/s [47].
NV values for Si and ZnS are calculated from effective
mass data in the cited reference using the convention that
the lower energy “split off” hole band [47] is neglected. (An
exception occurs for the Si/GaAs interface, for which we
have used the approximation NV = 1.8× 1019 cm3 for Si,
and for which NC and NV for GaAs are taken directly from
values given in Appendix G of Ref. [47].)
The values for Dn and Dp given here are typically calcu-
lated from data giving the mobilities µn and µp, according
to
Dn = (0.02585 V)µn(cm2/(Vs)), (A1)
with the analogous equation for Dp and µp.
For the Si/GaAs calculations, we have used the Si elec-
tron affinity valueχ = 4.05 eV [47], which is not specific to
a particular crystal direction. In these calculations we have
also used τn = τp = 1 × 10−9 s for both Si and GaAs and
neglected direct recombination (Rdc = 0).
The effective Richardson’s constants An and Ap are esti-
mated [47] from NC and NV according to
AnT
2 = 1.26× 10−6(A)min(N−C , N
+
C )
2/3 (A2)
ApT
2 = 1.26× 10−6(A)min(N−V , N
+
V )
2/3 (A3)
where T = 300 K.
The values shown in Table XI for the Si/ZnS interface
indicate both thermal equilibrium and illuminated (G > 0)
calculations, while the offsets shown correspond to exper-
iment [69] (first value) and the DFT calculations (second
value).
In all simulations, the recombination velocities defined in
Section 3.2 are given values between 1 × 106 and 1 × 107
cm/s, as these velocities are typically less than or approx-
imately equal to the average (thermal) electron velocity of
about 1× 107 cm/s.
2. Scaling for the continuum model
The dimensionless quantities using in the model formu-
lated in Section 3 must generally be multiplied by appropri-
ately dimensioned scaling constants. Our scaling in many
respects follows that of [7].
For charge densities such as n, p, NC , and NT , it is con-
ventional to use as physical units the number of individual
carriers or atoms per cubic centimeter, or simply cm−3. It
is thus convenient to choose a scaling constant C0 such as
C0 = max
Ω
|NT (cm
−3)|, (A4)
or to use scaling based on Ni or NC and NV . This simple
definition of the dimensionless quantities n, etc. will lead
to a formal modification of the Poisson equation as given
in (13). (Equation (13) omits constants for simplicity but
requires a less intuitive scaling for the charge densities.)
The potential variables such as ψ and ψn can play a dual
role as both scaled electrostatic potential quantities and as
scaled energies of single charge carriers. Properly, ψ is an
electrostatic potential, originally in Volts (V), scaled by the
thermal energy kBT divided by the electronic charge e (po-
tential = energy / charge). kB ≈ 8.61733× 10−5 eV/K is
the Boltzmann constant and T is the absolute temperature in
Kelvins. In calculations we use T = 300 K to approximate
room temperature. The electronic charge e is the positive
elementary unit of charge; the charge of an electron is −e.
The electron Volt, eV, is an energy equal to the electronic
charge multiplied by 1 Volt. Physically, an electron (hole)
in a region of potential 5 V has electrostatic energy −5 eV
(+5 eV). We define the scaling constant
V0 = kBT/e
= 8.61733× 10−5 eV/K× 300 K/e
= 0.0258520 V (A5)
The dimensionless ψ can be multiplied by V0 to obtain the
physical voltage, and a change in applied voltage of +0.1
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V at boundary a corresponds to a change of +0.1 eV / V0
in the dimensionless quantity ψa. To obtain the energies of
electrons and holes in the conduction and valence bands, we
multiply physical potential quantities such as V0ψ by ±e.
When these energies are expressed in eV, the multiplication
above does not change the numerical value, and thus the
value of V0 can also be thought of as the value of the energy
scale kBT = V0e.
Using the scaling above, the electrostatic Poisson equa-
tion represented by (13) requires a factor involving the
physical constants ǫ0 = 8.85419 × 10−14 C/(V cm), the
permittivity of free space, and the electronic charge e =
1.602177×10−19 C, where C denotes Coulomb, the SI unit
of charge. The Poisson equation for the scaling described
above is thus
− V0ǫ0/(eC0X
2
0 )∇ · (ǫ∇ψ) = p− n+NT , (A6)
where the variables ψ, n, p, and NT are dimensionless, e
is expressed in Coulombs, and X0 is an optional distance
scaling factor in cm. We have used
X0 = 10
−4 cm. (A7)
We use a scaling factor D0 to make Dn and Dp dimen-
sionless,
D0 = max
Ω
(Dn, Dp(cm
2/s)). (A8)
The result of the scaling of Dn(p) and x is that time is
scaled. For example the SRH recombination constants τn(p)
are scaled by
t0 = X
2
0/D0.
The dimensionless mobilities µn(p) have been scaled by
D0/V0.
An important quantity is the physical current density
which is given in A/cm2 = C/(s cm2). The resulting scaling
factor for current densities is
J0 = e
D0C0
X0
, (A9)
where e is in Coulombs.
Scaling of the remaining quantities used in the continuum
model can be derived in terms of the above scaling constants
by inspection of the equations that use and/or define them.
3. Equivalence of transmission conditions to the algebraic
DDM formulation via second order finite differences
Here we show that with proper discretization of interface
condition expressing continuity of fluxes as in the transmis-
sion condition (41) we obtain the algebraic system (73).
The argument presented below also works for the hetero-
junction system (74).
First, assume that the material constants ǫ are not the
same on both sides of the interface which accounts later for
the case of heterojunction.
We note that a one-sided approximation ∂ψ∂x |
−
I ≈
Ψ−
0
−Ψ−1
h at the interface I is only first order accurate, and a
similar approximation ∂ψ∂x |
+
I ≈
Ψ1−Ψ
+
0
h together with (41)
result in
ǫ−Ψ−0 + ǫ
+Ψ+0 − ǫ
−Ψ−1 − ǫ
+Ψ1 = 0, (A10)
thus do not allow any charges at I , and lead to an inaccurate
solution.
A second order approximation ∂ψ∂x |
−
I ≈
Ψ∗1−Ψ−1
2h in-
troduces an additional “ghost” unknown Ψ∗1, which can
be eliminated using a discretization of (13) that would be
posed at x−0 , i.e., (60) for j = 0−
2ǫ−Ψ−0 − ǫ
−Ψ−1 − ǫ
−Ψ∗1 = Q
−
0 , (A11)
Similarly, for an approximation to ∂ψ∂x |
+
I =≈
Ψ1−Ψ
∗
−1
h we
have
2ǫ+Ψ+0 − ǫ
+Ψ∗−1 − ǫ
+Ψ1 = Q
+
0 , (A12)
From (41) we have, using these approximations, that
ǫ−
∂ψ
∂x
|−I ≈ ǫ
−
Ψ∗1 −Ψ−1
h
= ǫ+
Ψ1 −Ψ
∗
−1
h
≈ ǫ+
∂ψ
∂x
|+I
and multiplying by h we get
ǫ−(Ψ∗1 −Ψ−1)− ǫ
+(Ψ1 −Ψ
∗
−1) = 0 (A13)
Adding (A11)-(A13), and dividing by 2 eliminates the ghost
unknowns Ψ∗1,Ψ∗−1, and we obtain
ǫ−Ψ−0 + ǫ
+Ψ+0 − ǫ
−Ψ−1 − ǫ
+Ψ1 =
Q−0 +Q
+
0
2
(A14)
which is a proper discretization of (44).
Homojunction case. If ǫ− = ǫ+ = ǫ we obtain imme-
diately that (A14) is the same as the second to last row of
(73), with A0,0 = 2ǫ as in (70).
Heterojunction case. In the case ǫ− 6= ǫ+ we see that
(A14) is the same as the second to last row of (74), with
A−0,0 = ǫ
− and A+0,0 = ǫ+.
4. Schur complement form for heterojunction
Here we show details leading to (76), (77). We rewrite
(74) to see that it gives the four equations
A−,−Ψ
− +A−,0Ψ
−
0 = Q
−, (A15)
A+,+Ψ
+ +A+,0Ψ
+
0 = Q
+, (A16)
A0,−Ψ
− +A0,+Ψ
+ +A−0,0Ψ
−
0
+A+0,0Ψ
+
0 = {Q
I}I , (A17)
Ψ+0 −Ψ
−
0 = △ψ. (A18)
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Using (A18) in (A16)-(A17) we obtain:
A+,+Ψ
+ +A+,0(Ψ
−
0 +△ψ) = Q
+, (A19)
A0,−Ψ
− +A0,+Ψ
+ +A−0,0Ψ
−
0
+A+0,0(Ψ
−
0 +△Ψ) = {Q
I}. (A20)
Now we use these and (A15) to solve for Ψ− and Ψ+,
Ψ− = A−1−,−Q
− −A−1−,−A−,0Ψ
−
0 ,(A21)
Ψ+ = A−1+,+Q
+ −A−1+,+A+,0Ψ
−
0 −A
−1
+,+ △ ψ.(A22)
Substituting (A21) and (A22) into (A20) then gives us
ΞΨ−0 = Φ with Ξ given by (76) and Φ given by (77).
If △ψ = 0, then the Schur-complement form (75) re-
duces to (71).
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material Si ZnS CIGS CdS GaAs
ǫ 11.9 [47] 8.4 [47] 13.5 [70] 10 [71] 12.9 [47]
χ (eV) 4.27 (111) [69] 3.17 (111) [69] 4.35 [70] 4.79 [73] 4.07 [47]
Eg (eV) 1.1 [47] 3.54 [69] 1.16 [70] 2.42 [72] 1.42 [47]
NC (cm−3) 2.83 × 1019 [47] 4.3× 1018 [74] 2.2× 1018 [71] 2.2× 1018 [71] 4.7× 1017 [47]
NV (cm−3) 1× 1019 [47] 6× 1019 [74] 1.8× 1019 [71] 1.8× 1019 [71] 7× 1018 [47]
Dn (cm2/s) 37.6 [47] 15.5 [47] 2.6 [71] 2.6 [71] 207 [47]
Dp (cm2/s) 12.9 [47] 1.0 [75] 0.65 [71] 0.65 [71] 5.2 [47]
SRH τn (s) 1× 10−7 1× 10−7 2× 10−9 [71] 1× 10−8 [71] 1× 10−9
SRH τp (s) 1× 10−7 1× 10−7 1× 10−6 [71] 1× 10−12 [71] 1× 10−9
Rdc (cm3/s) 1× 10−15 1× 10−10 1× 10−10 1× 10−10 1× 10−10
TABLE X. Parameter values: materials
interface Si/ZnS CIGS/CdS Si/GaAs Si/Si
(AnT 2) (A cm−2) 3.34× 106 2.13× 106 7.63× 105
(ApT 2) (A cm−2) 5.86× 106 8.67× 106 4.62× 106
NT,n (cm−3) 5× 1015 −2× 1016 −1× 1016 −5× 1017
NT,w (cm−3) −1× 1017 2× 1017 2× 1015 2× 1015
Gn (cm−3s−1) 0, 1× 1021 1× 1021 1× 1021 1× 1021
Gw (cm−3s−1) 0, 1× 1018 1× 1019 1× 1021 1× 1021
∆ψ (eV) −0.63 , −0.4 −0.74 0.0 0
∆EC (eV) 1.73, 1.5 0.3 [71] −0.02 0
∆EV (eV) −0.71, −0.94 −0.96 −0.34 0
TABLE XI. Parameter values: interfaces
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