ABSTRACT-Image segmentation means classification of one image into different groups (digital image into multiple segment). Image segmentation is one of the most used technique to simplify and or change the quality of the image into something that is easier to analyze. Mainly image segmentation can be done based on clustering process. Clustering is an essential task in Data Mining process which is used for the purpose to make groups based on the similarity between them. K-Means clustering is a clustering method in which the given data set is divided into K number of clusters. There are different methods and one of the most effective method is K-means clustering method. K-means algorithm is an unsupervised operating algorithm. The vector quantization method originated from signal processing, that is popular for cluster analysis in data mining is said to be clustering process. Most interesting fact of image processing can be analyzed using Kmeans clustering algorithm. K-means clustering plays a major role in image segmentation. This work makes an attempt to analyze the workability of K-means clustering algorithm in data mining using different methods.
INTRODUCTION
Image technology can be classified into three different technical levels based on the handling method: picture processing, image analysis, image understanding. Image segmentation is the most popular image processing technology. Pixels in the image processing can be classified into two categories: processing pixels and processing pixel classification. According to pixel (Gray scale, color level, texture) image segmentation is the clustering process. Hence promising results may be achieved by this clustering process. The particularity in image data leads to ineffective image segmentation in clustering algorithms, hence some of them to be improved.
Image segmentation using clustering process has its particular characteristics.
Image segmentation is the process of partitioning a digital image into multiple segments. It divides particular image into a number of discrete regions known as pixels having more similarity in each regions and more contrast in every regions. Image segmentation is typically used to locate objects and boundaries in image. More precisely, it is the process of assigning a label to each pixel in the image along with its characteristics. Image segmentation is one of the valuable tool in various fields including traffic pictures, pattern recognition, human body scanning process, health care etc. Cluster based, neural network based, edge based, threshold based are the different techniques for image segmentation. From the different technique, Clustering method is one of the most efficient method. Image segmentation is an important step from the image processing to image analysis, it is possible to make high-level image analysis and understanding based on the characteristics. Image segmentation is mainly classified into two categories: Layer-based segmentation methods and Block-based segmentation methods.
TYPES OF IMAGE SEMENTATION
Three different ways to perform image segmentation are Otsu's method, K-means clustering, Watershed segmentation.
Otsu's method-In computer vision and image processing Otsu's method is named after Nobuyuki Otsu. It is used to automatically perform clustering based image thresholding or the reduction of a gray level image to a binary image. One dimensional discrete analog analysis is the Otsu's method. The extension of the original method to multi-level thresholding is referred to as the multi-Otsu's method.
CLUSTERING
Clustering is a type of unsupervised learning technique. In clustering method, pixels of the objects are grouped into clusters in such a way that the clusters are very different from each other. In clustering there are no known set of classes which means that resulting groups are not familiar before the execution of the clustering algorithm. The resultant clusters are extracted from the dataset by grouping the pixels of the object.
Three types of Clustering algorithm are, 1. Hierarchical Clustering Algorithm 2. K-means Clustering Algorithm 3. Clustering Algorithm based on density 4. CLUSTERING PRINCIPLE Clustering principle can be studied based on two criteria: first is on the queries of themselves, and the second is on user clicks. The first criteria is more similar to those performed clustering methods based on keywords. It can be observed as the following principles:
1. Principle 1 (using query contents):
Two queries contain the same or similar terms will denote the same information needs. Surely, as the longer the queries, the more reliable the principle 1 is. However, users often submit queries to search engines. A typical queries on this search engine usually contains one or two words. In many cases, there is not enough information to deduce users' information to be correct. Therefore, the second criterion is used as a complement. The second criterion is similar to the estimate underlying document clustering in IR. It is believed that closely associated documents tend to represent the same queries.
Principle 2 (using document clicks):
Two queries lead to the selection of the same document (which we call a document click), will be similar. Document clicks are comparable to user relevance feedback in a traditional IR environment, except that document clicks are not always valid relevance judgments. The two criteria have their own advantages. In using the first criterion, we can group together queries of similar compositions. In using the second criterion, we benefit from user's judgments. This second criterion has also been used in first criteria to cluster user queries. In this work, only user clicks were used. The combination of both user clicks and document of query contents should be the same. Better results should result from this combination.
CLUSTERING ALGORITHM
Knowing about clustering algorithm is important in this clustering process. There are many clustering algorithms are known. The main characteristics of the clustering algorithm are as follows: 1) The algorithm should not require manual setting of the resulting clusters.
2) The algorithm should filter out those queries with low frequencies.
3) The algorithm should be capable of handling a large data set with reduced time and space constraints because of very large query logs. 4) Since the log data changes daily, the algorithm should be incremental.
K-MEANS INTRODUCTION
K-means algorithm is the one of the simplest clustering algorithm and there are many methods implemented. And many researchers are also trying to produce new methods which are less complex than the existing methods, and for perfect segmented result. Some of the existing recent works are:
Ritesh Joshi and Pallavi Purohit introduced a new efficient method towards K-means clustering algorithm. They proposed a new method for generating the clusters by reducing the mean square error of the final resulted cluster without large increment in the execution time. It reduced the means square error without reducing the execution time. Many comparison estimations is been done and it can conclude that accuracy is more for dense dataset rather than sparse dataset.
Srinivasa Rao Pathakota, T. M. Srinivasa proposed Enhancing K-means clustering algorithm with improved clustering method. A new method for finding the initial centroid is introduced and it provides an effective way to achieve suitable clusters with reduced time complexity and space constraint. They proved their proposed algorithm has more accuracy with less computational time comparatively original K-means clustering algorithm. But this algorithm still initializes the number of cluster k and suggested determination of value of k as one of the future work.
S. Ravi, Alan Jose and M. Sambath proposed Brain Tumor Segmentation using Kmeans Clustering and Fuzzy C-means Algorithm. They divide the process into three parts, pre-processing, advancement of Kmeans and Fuzzy C-means and finally the specification analysis. First pre-processing is implemented by using the filter to improve the quality of the image. Then they proposed advance K-means algorithm, followed by Fuzzy C-means to cluster the image. Then the resulted segment image is used for the specification extraction for the region of interest. The size of the extracted tumor region in the image can be calculated using the MRI image analysis. K. A. Abdul Nazeer, M. P. Sebastian proposed an advanced algorithm to improve the accuracy and efficiency of the K-means clustering algorithm. They present an enhanced K-means algorithm which is the combination of systematic method consisting two approaches. First one is finding the initial centroid and another is assigning the data point to the clusters. They conclude that the proposed algorithm reduced the time complexity without reducing the accuracy and efficiency of resulted clusters.
7.
K-MEANS CLUSTERING ALGORITHM K-Means clustering algorithm was developed in 1976 by MacQueen. It is an unsupervised learning clustering algorithm generates a particular number of disjoint, flat clusters. It is the simplest way to classify a given data set through a specific number of clusters. K-Means algorithms randomly choses k objects, indicating the k initial cluster. Finally after distribution recalculation of new k cluster centers takes place. The process is repeated until there is no change in k cluster centers. This algorithm mainly is to reducing an objective function known as squared error function given by the following.
Where, '||xi -vj||' is the Euclidean distance between xi and vj.
'ci' is the number of data points in 'i'th clusters.
'c' is the number of cluster centers.
K-means clustering is a predefined segmenting method. In this objects are classified as belonging to one of K groups. The results of segmenting method are a set of K belonging to one cluster. In each cluster there may be a representation of cluster. The arithmetic mean of the attribute vectors for all objects within a cluster provides an appropriate representative in real valued data. For Example: A cluster of documents can be represented by a list of keywords that occur in some reduced number of documents in the resulted cluster. If the number of the clusters is large, the centroids can be further clustered to produces group within a dataset. K-means is a data mining algorithm which performs clustering of the dataset. As previously said, clustering means the division of a dataset into a number of groups such that same items falls or belong to same groups. In order to cluster the database, K-means algorithm uses a systematic approach.
The input in this algorithm is the desired number of clusters. If in the algorithm requirement is to produce K clusters then there will be K initial means and final means after completion of this clustering algorithm, each object of data image becomes a member of one cluster. The cluster is determined by searching throughout the means for the purpose to find the cluster having nearest mean to the object. Cluster with shortest distanced mean is cluster to specific object belongs. The K-means examined object belongs. In case of K-means clustering algorithm, it tries to group the data items in data image to a desired number of clusters. Some converges criteria makes this task to perform well. After each iteration, the update of recently calculated means makes the final means to be closer. At final result, the converging algorithm is obtained.
K-Means Clustering algorithm is need to classify the given data set into K clusters, the value of K (Number of clusters) is defined by the user which is declared. At first the centroid of each cluster is selected for clustering and then according to the selected centroid, the data points having short distance from the given cluster, is assigned to that respective cluster. For calculating the distance of data point from the specific centroid Euclidean Distance is used. This algorithm consists of four steps:
1. Initialization -Number of clusters and the specific centroid that we defined for each cluster is declared.
2. Classification-Calculation of distance from each data point from the centroid and the data point having shortest distance from the centroid of a cluster is assigned to that specific cluster.
3. Centroid Recalculation-The previously calculated cluster is repeatedly calculated again which means recalculation of the centroid.
4. Convergence Condition-There are some of the convergence conditions which are given as below:
4.1 When reaches a given or defined number of iterations should be stopped. 4.2 When there is no exchange of data points between the clusters, it should be stopped.
4.3 When a threshold value is achieved, it should get stopped.
5. Go to step 2 if all the above conditions are not satisfied and the process will repeat again, until the given conditions gets satisfied.
DIFFERENT METHODS FOR K-MEANS ALGORITHM
1. Ranking Method (with regards to Clustering): Ranking operations are a valuable way to estimate the occurrence of data items. So we propose evaluating ranking overall design of database for student in order to form the particular clusters. New opportunities to optimize the results of K-means clustering algorithm can be introduced by ranking function. Need of Ranking Method is to search of similar records or similar data search is a most familiar function of database to obtain knowledge. There are certain similar records that we want to fall in one form of cluster. So we need to rank the more relevance student database by a ranking method. It is to improve search effectiveness and accurateness. At final, related answers will be returned for a given keyword query to create a better ranking strategy. This method is to find similar records or data. Hence it is helpful in creating clusters having similar properties.
2. Query Redirection: Redirect query is to accommodate complex query logic, a query that alters query execution control. Redirect queries define the query implementation in sequential code as a static method. When the query is appealed, the call redirects to the particular static method. Redirect queries accept any approximate parameters passed into them.
The advantages of using a Method Based Query Redirector are as follows:
• The static method can be specified.
• Its Class can be specified dynamically.
• Doesn't need to implement Query Redirector because of static method.
• Static method can have any name.
• Static method can be resist with some parameters.
CONCLUSION AND FUTURE SCOPE:
This paper conclude that efficiency of K-mean algorithm increases and Users find better results corresponding to specific queries and execution time also reduced. K-means algorithm is more flexible than other algorithm. The K-means algorithm is widely used for clustering more sets of data. But the standard algorithm does not always guarantee good results as the accuracy and efficiency is decreased in distributional environment. By using K-means algorithm, users of web engines got 90% correct queries related to their search in less execution time also in distributed environment as compared to other algorithms. 
