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This paper presents a framework that has been developed to compute stochastic optimal
trajectories. This is done by transforming the initial set of stochastic ordinary differential
equations into their deterministic equivalent by application of Multivariate Polynomial
Chaos. Via Galerkin projection, it is possible to include stochastic information in the
optimal-trajectory generation process, and to solve the corresponding Optimal Control
Problem via pseudospectral methods. The resultant trajectory is less sensitive to the
uncertainties included in the analysis, e.g., those present in system parameters or initial
conditions. The accurate, yet computationally efficient manner in which solutions are
obtained is demonstrated; a comparison with deterministic results show the benefits of the
proposed approach for a linear and a non-linear problem.
Nomenclature
Roman
A Augmented matrix for state
B Augmented matrix for control
ai Initial parameter PCE coefficients
d Number of independent random variables
eijk Integral of triple polynomial product
F Probability density function
g Path constraint
J Cost function
L2 Norm space
lb Lower bound for uniform distribution
n Order of polynomial expansion
P Order of problem
t Time (s)
t0 Initial time (s)
tf Final time (s)
u Control
u∗ Optimal Control
u Control vector
ub Upper bound for uniform distribution
W Weights from inner products
x States
x State vector
∗Young Graduate Trainee, Robotics and Future Projects Office
†Research Engineer, Guidance, Navigation, and Control Department, AIAA Member
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x0 Initial state
x0 Initial condition PCE coefficients
Greek
α Multi index
ξ Random variable
γ Normalization factor
µ Statistical mean
µa Mean of parameter a
µx Mean of initial condition x0
τ Pseudospectral domain
σ Statistical standard deviation
σa Standard deviation of parameter a
σx Standard deviation of initial condition x0
σ2 Variance
ψ Polynomial basis
Operators
(˙) First time derivative (()/s)
⊗ Kronecker product
< · > Inner product
E[] Expectation
Abbreviations
AOCP Augmented Optimal Control Problem
CPU Central Processing Unit
DLR Deutsches Zentrum fu¨r Luft- und Raumfahrt
EDL Entry Descent and Landing
EKF Extended Kalman Filter
fRPm flipped Radau Pseudospectral method
gPC Generalized Polynomial Chaos
LTI Linear Time Invariant
MC Monte Carlo
MPBVP Multiple-Point Boundary-Value Problem
NLP Nonlinear Programming
OCP Optimal Control Problem
ODE Ordinary Differential Equation
PC Polynomial Chaos
PCE Polynomial Chaos Expansion
PDF Probability Density Function
PS Pseudospectral
SPARTAN Simple Pseudospectral Algorithm for Rapid Trajectory ANalysis
UQ Uncertainty Quantification
UKF Unscented Kalman Filtering
I. Introduction
Extensive efforts have been devoted to the development of accurate algorithms, in order to ensure that
the generated predictions are reliable and contain minimal numerical errors. Of course, in practice there
are many factors that may arise which could not have been accounted for previously. This can be due
2 of 22
American Institute of Aeronautics and Astronautics
to measurement errors, or a lack of knowledge regarding the operating conditions - perhaps measurements
are infrequent, or even unattainable. For applications such as planetary landers and rovers, uncertainty is
intrinsic. Whether it is manifested in the landing location, or as a consequence of mismatch in atmospheric
conditions, failure to acknowledge this could be detrimental to the mission. Therefore, appropriate treatment
of these uncertainties must be integrated within the computational process, so that it becomes possible to
fully understand the impact of errors, or uncertainty in parameter values, initial and boundary conditions.
Consequently, the field of Uncertainty Quantification (UQ) has become prominent in recent years, and it has
since become possible to investigate the effect of such errors in measurements and/or modeling. One of the
most promising methods for UQ is Generalized Polynomial Chaos (gPC). Based on the original theory of
Norbert Wiener in 1938 regarding Hermite Homogenous Chaos,1 it incorporates orthogonal polynomials in
order to express the random quantities. Through exploitation of their inherent characteristics, the stochastic
quantities are transformed into a set of augmented deterministic equations. This generalization was developed
by Ghanem and Spanos and applied to many practical problems,2 as a framework to overcome some of the
prior convergence issues when used in application to non-Gaussian problems. This is due to the fact that
full convergence may only be achieved if the appropriate orthogonal polynomials are selected, based on the
distributions of the random parameter.3 Upon selection of the appropriate polynomial basis, it is necessary
to solve the problem using one of two methods: Stochastic Collocation or Galerkin Projection. The Galerkin
method essentially minimizes the error of the finite-order gPC expansion using projection principles, resulting
in a set of coupled deterministic equations that can then be solved using a numerical solver, such as Euler or
Runge-Kutta. A benefit of the latter method is it requires far fewer equations than Stochastic Collocation in
order to achieve polynomial exactness.4 However, implementation is not as straightforward, as the Galerkin
system must be derived; a challenging process for complex, non-linear applications. For this reason, Galerkin
techniques are not as widely adopted, despite the fact they offer accurate solutions for multi-dimensional
problems, and do so using a minimal number of equations - potentially leading to clear improvements in
terms of computational efficiency.5
Evidently there are many benefits posed by application of gPC methods, however, their application to
controller design has only recently become apparent. Development of gPC applications in the context of
robust control was most notably due to Nagy and Braatz, who demonstrated the influence of parametric
uncertainty upon non-linear systems in industrial applications such as batch crystallization.6 This served as
a verification and validation technique, however, stability was not analyzed. Application of gPC for stability
analysis was first demonstrated for a simple bi-linear system by Hover and Triantafyllou.7 Combination of
robust control algorithms and stochastic control methods makes it possible to first understand how random
uncertainties impact the state trajectories of the system in question. Secondly, it results in a less conservative
controller design, thus ensuring the most effective performance. The stability margin of the controller is
therefore designed accounting for this uncertainty, which results in a probabilistic robust control framework.
It is important to understand how these stochastic quantities evolve and manifest within the system.
The first to demonstrate a novel uncertainty propagation framework for hypersonic flight dynamics using
gPC was Prabhakar et al in 2010.8 This concerned a Mars Entry, Descent and Landing (EDL) problem,
comprising of structured uncertainties in both the initial conditions and the state parameters. Later that year,
Dutta and Bhattacharya expanded this work by means of Bayesian estimations of the a priori Probability
Density Function (PDF) of the random process, for a non-linear problem.9 The combination of Bayesian
estimator and gPC framework performed very well for the non-linear, hypersonic problem, in comparison to
linear estimators. In particular, it was shown that the Extended Kalman Filter (EKF) performs poorly for
non-Gaussian parameter uncertainty. At this point it is important to specify the cost functionals that are
presented within the gPC stochastic framework. Specifically, the aim is to deduce trajectories that result
in minimum expectation and/or minimum variance. This was covered by Fisher and Bhattacharya in 2011,
when they demonstrated that the derived stochastic cost was indeed equivalent to the standard quadratic
cost function.10 This was also shown by Xiong et al, who used these optimization principles in application to
the Hypersensitive and Van der Pol problems.11 These examples were univariate stochastic problems (i.e.,
with uncertainty in the parameter or initial condition). Multivariate, mixed-distribution problems have also
been covered by Xiong, although not in the context of optimization.12
High accuracy is demonstrated by gPC, and with the added benefit of reduction in computational cost
when compared to methods such as Monte Carlo (MC). MC is very popular due to its relative simplicity,
and is usually the first method employed when analyzing such stochastic problems. Unfortunately, the
pure repetition required in order to obtain deterministic solutions places a very significant computational
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burden, as the mean value generally converges at a rate inverse to the number of samples. Furthermore, it
is not computationally scalable and can suffer statistical inconsistencies. Other methods used in uncertainty
propagation include: Markov Chain MC, Bayesian Estimators and Unscented Kalman Filtering (UKF). The
elegant transformation from stochastic to deterministic problem offered by gPC methodology is promising due
to its competitive accuracy and efficiency, and is particularly attractive in the context of stochastic trajectory
optimization. In fact, this transformation makes the gPC framework compatible with any transcription
method and optimization process. It is therefore possible to use it to generate an Augmented Optimal
Control Problem (AOCP), which is, from the formal point of view, a standard Optimal Control Problem
(OCP).
In an OCP we are interested to determine the controls and states that optimize a performance cost, with
respect to dynamic and/or algebraic constraints. These are in the form of Ordinary Differential Equations
(ODEs), boundary conditions, and path constraints. The problem, in general Bolza form, is solved using one
of two classes of methods: indirect or direct. Indirect methods utilize Pontryagin’s principle to formulate
the problem in terms of minimization of Hamiltonian, whilst direct methods involve transcription of the
OCP into a finite dimensional, Non-Linear Programming (NLP) problem.13 Given their ease of use when
compared to indirect methods, direct methods are favorable and widely adopted nowadays. Among the
several tools employing direct methods there is SPARTAN,14,15 a MATLAB tool developed at the German
Aerospace Center (DLR), which utilizes pseudospectral (PS) methods in order to solve the OCP. More speci-
fically, pseudospectral methods offer full capability for uncertainty propagation using the relevant quadrature
(dependent on the distribution of the random quantity) and then SPARTAN solves the augmented stochastic
system in order to deduce the optimal solution to the corresponding AOCP. This paper therefore extends
prior work within the field by combining multi-dimensional, mixed-distribution, uncertainty propagation
using gPC and the obtainment of the optimized control solution. Thus, this framework enables calculation
of far more robust trajectories in the presence of structured uncertainties.
The remainder of this paper is organized as follows. In Sec. II a brief overview on PS methods is given.
The proposed stochastic trajectory optimization procedure is explained in Sec. III. The results obtained for
two different examples using this framework can be found in Sec. IV. Finally, some conclusions about this
work, are drawn in Sec. V, together with the possible directions for the future work.
II. Overview on Pseudospectral Methods
A. Optimal Control Problem
There are several approaches for the generation of reference trajectories. Some methods exploit the structure
of the specific problem to be dealt with. Often, they require simplifications in order to make the problem
mathematically tractable, and therefore generate solutions valid under given hypotheses. A different ap-
proach, which is gaining popularity, and benefits from the development of the computational capabilities of
modern CPUs, is the representation of the trajectory generation problem as an Optimal Control Problem
(OCP). This means that solutions which minimize (or maximize) a given criterion are sought, that at the
same time satisfy several constraints, which can be differential (i.e., the equations of motion of a spacecraft)
and/or algebraic (e.g., the maximum heat-flux that a vehicle can tolerate during the atmospheric entry).
The standard form for representing OCPs is the so-called Bolza problem. Given a state vector x(t) ∈ Rns , a
control vector u(t) ∈ Rnc , the scalar functions Φ(t,x,u) and Ψ(t,x,u), and the vector g(t,x,u) ∈ Rng , we
can formulate the problem as follows:
minimize J = Φ [tf ,x (tf ) ,u (tf )] +
∫ tf
t0
Ψ [x(t),u(t)] dt (1)
subject to the differential equations
x˙ = f (t,x,u) (2)
and to the path constraints
gL ≤ g (t,x,u) ≤ gU (3)
The first term in the cost function of Eq. (1) takes the name of Mayer term, and represents punctual
constraints (e.g., the minimization of a distance according to a given metric), while the argument of the
integral is called the Lagrange term and is used to maximize or minimize variables over the entire mission
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(e.g., the heat load obtained by integrating the heat-flux over time). The inequalities in Eq. (3) are intended
as component-wise. Note that although not specifically expressed, we always refer to autonomous systems of
differential equations. Therefore the time dependency in Eq. (2) is never explicit. Moreover, since physical
systems are dealt with, the problem usually has bounded states and controls; that is, x(t) and u(t) are
compact in Rns and Rnc , respectively:
xL ≤ x(t) ≤ xU (4)
uL ≤ u(t) ≤ uU (5)
Moreover, initial and final conditions might be constrained as well.
x0 = x(t0) (6)
xf = x(tf ) (7)
Eqs. (1)-(7) represent a generic continuous OCP. In the next section, it is demonstrated exactly how this
type of problem can be transcribed by using pseudospectral (PS) methods.
B. Pseudospectral methods
Numerical methods for solving OCPs are divided into two major classes, namely, indirect methods and direct
methods. Indirect methods are based on the Pontryagin’s Maximum Principle, which leads to a Multiple-
Point Boundary-Value Problem (MPBVP). Direct methods, instead, consist of the proper discretization
of the OCP (or transcription), which results in a finite-dimensional NLP problem. Pseudospectral (PS)
methods represent a particular area of interest in the frame of the wider class of direct methods. Examples
of tools implementing PS methods include DIDO,16 GPOPS17 and SPARTAN.14,15 For these methods, the
following properties are valid:
• “Spectral” (i.e., quasi-exponential) convergence of the NLP solution to the OCP solution when the
number of nodes employed is increased (and the problem is smooth)
• Runge phenomenon is avoided
• Sparse structure of the associated NLP problem
• Mapping between the discrete costates of the associated NLP and the continuous costates of the OCP
in virtue of the Pseudospectral Covector Mapping Theorem.18
The transcription process does not only involve the choice of the discrete nodes, but also determines the
discrete differential and integral operators needed to solve the associated OCP. Therefore, transcription is
a more general process than discretization. The minimum fundamental steps of a transcription are the
following:
• Domain discretization
• Discrete to continuous conversion of states and/or controls
• Characterization of differential and integral operators
Among the families of pseudospectral (PS) methods, a specific one was considered for this work: the flipped
Radau Pseudospectral method (or fRPm). It is worth noting that this is not the only possible choice, as
other sets of nodes, like Gauss or Lobatto exist.19 The reason behind this choice is that the fRPm allows
for a natural and straightforward definition of the initial conditions of the problem, and demonstrates a
smoother convergence of the costates with respect to other methods.19
C. Flipped Radau Pseudospectral method
Flipped Radau Pseudospectral method is an asymmetric PS method, whose nodes are the roots of the flipped
Legendre-Radau polynomial, defined as the combination of the Legendre polynomial of order n and n − 1
with coefficient equal to 1 and -1, respectively.
Rn(τ) = L˜n(τ)− L˜n−1(τ) τ ∈ [−1, 1] (8)
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An example of roots associated with the Legendre-Radau polynomial of order 10 is depicted in Fig. 1(a),
together with the corresponding polynomial.
Remark 1 Note that the Rn(−1) is not a root of the underlying polynomial, therefore it is not a collocation point, although
it is required for the evaluation of the polynomial. This is due to the fact that only over the left-open, right-closed interval
(−1,+1] these polynomials are orthogonal.
This discrete representation of the domain is useful when reconstructing continuous approximations of the
functions x(t) as:
x(t) ∼=
n∑
i=0
XiPi(t), Pi(t) =
n∏
k=0
k 6=i
t−tk
ti−tk (9)
A property of Radau PS methods is that only one of the two extremal points is collocated. This difference
will affect the differential operators which will be introduced in the next section.
An example of the approximation obtained via Eq. (9) is depicted in Fig. 1(b), where the function
1/(1+25τ2) is reconstructed by using 25 nodes. It is possible to see that the original function is approximated
very well with this set of discrete nodes.
Remark 2 Note that the approximation becomes more accurate when the number of nodes is increased. This is the opposite
behavior observed when uniform distributions of nodes, which suffer from the aforementioned Runge Phenomenon, are em-
ployed. Once that the domain has been discretized, and the discrete-to-continuous conversion of states has
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Figure 1: Transcription steps with fRPm: (a) domain discretization, (b) continuous reconstruction of functions.
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(b) fRPm integral operator example.
Figure 2: Transcription steps with fRPm: (a) definition of differential operators, (b) application of integral operator.
been defined, the corresponding differential operator needs to be defined. This is required for the proper
representation of the left-hand side of Eq. (2). The differential operator will be in the form:
X˙ ∼= D ·X (10)
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and the dynamics defined in Eq. (2) will be replaced by:
D ·X = tf − t0
2
f(t,X,U) (11)
where t0 and tf are the initial and final time, and the term
tf−t0
2 is a scale factor related to the transformation
between the physical time domain t, and the pseudospectral time domain τ ∈ [−1, 1], given by the following
affine transformations:
t =
tf − t0
2
τ +
tf + t0
2
(12)
τ =
2
tf − t0 t−
tf + t0
tf − t0 (13)
The matrix D has dimensions [n × (n + 1)]. Again, this is due to the fact that the states are defined for
n + 1 discrete points, while the controls U and the derivatives of the states f(t,X,U) are defined in the n
collocation points. This means that the initial state X0 is an input and not an output of the optimization
in the fRPm, and it is thus assumed to be known. If we look at Eq. (9) and we take the derivative w.r.t.
time, we get:
x˙(t) ∼= d
dt
n∑
i=0
XiPi(t) =
n∑
i=0
Xi
d
dt
Pi(t) (14)
as the nodal points are time-independent. These derivatives can be efficiently computed with the Barycentric
Lagrange Interpolation.20 An example of the differential operator for the method is depicted in Fig. 2(a),
where D is used to approximate the derivative of the continuous test function F (τ) = Ae−τ sin(ωτ), (A = 5,
ω = 10) sampled in 25 collocation nodes. It can be seen that the polynomial approximations fit the derivatives
very well.
In addition to the differential operator, we need an integral operator. This operator is required as the
cost function in Eq. (1) may contain the Lagrange term, which needs proper discretization. In that case,
the Gauss quadrature formula is used.21 For the fRPm, the approach consists of replacing the continuous
integral with the discrete sum given by:∫ tf
t0
Ψ [t,x(t),u(t)] dt =
tf − t0
2
n∑
i=1
wiΨ [Xi,Ui] (15)
It can be shown that Eq. (15) yields exact results for polynomials of order at most equal to 2n− 2.19 Once
again, the presence of the term
tf−t0
2 is a consequence of the mapping between pseudospectral and physical
time domains described in Eq. (12) and (13). The weights, wj , can be computed as:
w = flip(w˜) (16)
w˜j =

2
n2
, j = 1
(1− τj)
n2L˜n(τj)2
, j = [2, ...n]
(17)
where the operator flip multiplies the input by a factor equal to −1, and sorts the results in increasing order.
To give a practical example, the integral of the test function F (τ) = 2τ + 2− τ2 has been computed. Results
are then compared with the analytical integral, and with the trapezoidal rule (Fig. 2(b)) applied using
the same nodes. Numerically, we get exactly the analytical result, that is 3.3333 when fRPm is employed,
while the application of the trapezoidal rule gives 3.3298; confirming the validity of the quadrature formula
applied to the fRPm points. Note that when n uniformly distributed nodes are used, the trapezoidal rule
gives better results (3.3310), but is still inferior to the pseudospectral ones.
Having given an overview of PS methods and the definition of differential and integral operators, it is
now necessary to detail the process of stochastic trajectory optimization.
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III. Proposed Method for Stochastic Trajectory Optimization
In this section the proposed stochastic trajectory optimization method is described. First, the concept of
Polynomial Chaos (PC) for uncertainty propagation is briefly summarized. Secondly, the Galerkin projection
method used to obtain the augmented system of differential equation is detailed. This projection leads to
the proper definition of the underlying Augmented Optimal Control Problem (AOCP), which is ultimately
solved with SPARTAN.
A. Uncertainty Propagation
In general terms, a dynamic system may be represented by means of Ordinary Differential Equations (ODEs),
which can then be solved by a suitable numerical integration scheme (Runge Kutta, for instance). Let us
consider a simple linear case:
Deterministic dynamics
x˙(t) = ax(t)x0 = x(t0) t ∈ [t0, tf ] (18)
where x ∈ R is the state, and a ∈ R represents the system parameter. The initial state is denoted by x0 and
consequently integrated over the time span [t0, tf ]. In the deterministic case (i.e., no uncertainties are present
in the initial condition or parameter), this governing equation leads to a deterministic solution; however,
in the presence of uncertainties Eq. (18) becomes a stochastic differential equation, which has a stochastic
solution x(t). A way to deal with stochastic systems is represented by the application of Polynomial Chaos
Expansion (PCE). If we consider that stochastic quantities arise from both the parameter, a, and the initial
condition, x0, then both the state x(t) and the parameter a can be represented by the corresponding PCE
models:
PCE models

x(t) =
∞∑
j=0
xj(t)ψj(ξ)
a(t) =
∞∑
i=0
aiψi(ξ)
(19)
The respective stochastic variables are represented by ξ = [ξ1, ..., ξd], where d is the number of uncertainties
in the system. This infinite-dimensional expansion can be truncated at a suitable order, P , according to the
work of Cameron and Martin, who stated full convergence in the L2 sense may be achieved upon appropriate
orthogonal polynomial selection.22 This truncation is performed in consideration of both numerical accuracy
and computational cost. The correct choice is dependent on the weighting of the polynomial being compatible
with the Probability Distribution Function (PDF), as highlighted in Tab. 1.
Table 1: Orthogonal polynomial selection based on PDF of stochastic quantity.
Distribution Corresponding Polynomial Interval Weighting
Gaussian Hermite (−∞,∞) e−x2/2
Uniform Legendre [−1, 1] 12
Consequently, the PCE models given by Eq. (19) are reduced to the P th order approximation, and then
substituted into the original ODE (Eq. (18)).
Hence the stochastic linear system is:
P∑
k=0
x˙k(t)ψk(ξ) =
P∑
i=0
P∑
j=0
aixj(t)ψi(ξ)ψj(ξ) (20)
which represents a set of P +1 coupled differential equations. The extension to larger dimensions is obtained
by applying the expansion to each of the terms involved in the original set of differential equations, and leads
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to the overall dimension of the problem, which is deduced using the following relationship,
P + 1 =
(n+ d)!
n!d!
(21)
where n is the highest degree of polynomial used within the expansion, and the number of independent
random variables is given by d. Further details regarding the multivariate expansion can be found in Ap-
pendix B. Therefore, P + 1 determines the number of PCE coefficients resulting from the expansion, which
are used in order to transform the stochastic model into the corresponding deterministic augmented system.
Unfortunately, the dimension of the problem will grow very rapidly with increasing n and/or d, thus creating
significant computational burden. However, the curse of dimensionality is partially mitigated by
1. Choosing the set of basis functions corresponding to the uncertainty (for instance, for normally distri-
buted variables an expansion of n = 2 is perfectly sufficient4).
2. Applying efficient multivariate integration techniques, based for instance on pseudospectral hyperqua-
drature rules.
B. Galerkin Projection
The next step is to perform the Galerkin projection, which will result in a set of P+1 deterministic equations.
This coupled system is given by the following relationship, where < · > represents the inner product.
x˙k(t) =
1
< ψ2k(ξ) >
<
P∑
j=0
xj(t)ψj(ξ),
P∑
i=0
aiψi(ξ), ψk(ξ) > k ∈ [0, ..., P ] (22)
The inner product of the orthogonal polynomials is the integral of the product of univariate or multivariate
polynomial bases, ψk(ξ), and the probability distribution, F (ξ).
< ψi(ξ), ψj(ξ) > =
∫ b
a
ψi(ξ)ψj(ξ)F (ξ)dξ (23)
The limits a and b are the integral bounds for the respective distribution (see Tab. 1). Note that in
the multivariate case, the PDF is then simply the product of the marginal distributions for each random
variable, if they are mutually independent. Thus, even in the case of mixed distribution problems, the system
characteristics can be captured well.
The initial PCE coefficients for the parameter PCE are given by ai, which consist of the mean, µa,
and standard deviation, σa. For problems which contain only parameter uncertainty, the properties of the
random parameter are placed in the first and second entries, respectively and all other values are zero. The
dimension is given by ai ∈ R[1×P+1] (i.e. ai = [µa, σa, 0, ..., 0]). However, in the multi-dimensional case it is
slightly different (which will be described fully as follows). If we now denote the integral of the triple product
given by Eq. (23), as eijk, and the normalization factor (as it is also known), as γk, then the augmented
system can be written in such a manner:
x˙k(t) =
1
γk
P∑
i=0
P∑
j=0
aixj(t)eijk (24)
where,
eijk = E[ψi(ξ)ψj(ξ)ψk(ξ)] (25)
and
k ∈ [0, 1, ..., P ], γk = < ψk(ξ), ψk(ξ) > (26)
Note that for the one-dimensional case, there exists an analytical solution23 for the integral of the triple
product, eijk, and the normalization factor, γk, for Hermite and Legendre polynomials, i.e., Gaussian and
uniformly distributed random quantities ξ. Specifically, we have:
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Hermite polynomials:
eijk =
 i!j!k!(s−i)!(s−j)!(s−k)! , γk = k! if Eq. (29) holds0 otherwise (27)
Legendre polynomials:
eijk =

(
(−1)s
√
(2s−2i)!(2s−2j)!(2s−2k)!
(2s+1)!
s!
((s−i)!(s−j)!(s−k)!
)2
, γk =
1
2k+1 if Eq. (29) holds
0 otherwise
(28)
The orthogonality conditions are given by:
s ≥ i, j, k and 2s = i+ j + k is even (29)
The solutions can of course also be obtained using the quadrature methods. If only one uncertainty is
introduced, then the order of these polynomials is simply given by the indices i, j and k. However, in the
multivariate case, the polynomial bases are built using a Graded Lexicographic indexing method.4 This
indexing method involves generating an array of indices of dimension [(P + 1)× d] and essentially generates
every combination of integers whose sum equals the order of polynomial expansion, n. For example, consider
a problem with 2 uncertain quantities (d = 2), and with a third order PCE (n = 3). Using this method, the
polynomial bases are built as follows, where the subscript following ψ denotes the order of polynomial and
the subscript following ξ corresponds to the appropriate random variable (Tab. 2). The integral of the triple
product, eijk, for the multivariate case is therefore found using hyperquadrature techniques (i.e., quadrature
for higher dimensions).
Table 2: Multi-Index Method for n = 3, d = 2.
|i| α Single index k Polynomial basis
0 0 0 0 ψ0(ξ1) ψ0(ξ2)
1 1 0 1 ψ1(ξ1) ψ0(ξ2)
0 1 2 ψ0(ξ1) ψ1(ξ2)
2 2 0 3 ψ2(ξ1) ψ0(ξ2)
1 1 4 ψ1(ξ1) ψ1(ξ2)
0 2 5 ψ0(ξ1) ψ2(ξ2)
3 3 0 6 ψ3(ξ1) ψ0(ξ2)
2 1 7 ψ2(ξ1) ψ1(ξ2)
1 2 8 ψ1(ξ1) ψ2(ξ2)
0 3 9 ψ0(ξ1) ψ3(ξ2)
Now the integral, eijk, is also generated using the relation given by Eq. (25), however, the single integer
is now of dimension d, corresponding to the number of independent stochastic variables. The multi-index,
α, is also intrinsically linked to the definition of the initial PCE coefficients ai and x0. If we first consider
the parameter ai, the multi-index infact dictates the positioning of the distribution parameters (µa and σa).
Taking the example given for n = 3, d = 2, the initial PCE coefficients are then: ai = [µa, 0, σa, 0, 0, 0].
The corresponding polynomial bases will define a tensor product (also called Kronecker product, denoted by
⊗) given in the fourth column of Tab. 2. The normalization factor, γk, will be defined accordingly as the
product of the univariate γk:
Hermite polynomials:
γk =
d∏
i=0
αi! (30)
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Legendre polynomials:
γk =
d∏
i=0
1
2αi + 1
(31)
Remark 3 Two classes of Hermite polynomials exist: physicists’ and probabilists’. Here the latter is used. In the case of
Legendre polynomials, there are also two variations: normal and shifted. They each have different normalization factors and
thus, care must be taken to ensure full compatibility. In this work we will always refer to the normal Legendre polynomials.
In the case of mixed distributions, the normalization is simply the product of the respective normalization
factors, γk. By solving these integrals given by Eqs. (23) and (26), it is possible to compute an augmented
matrix, A, that is used in the new system of equations. For example, let us consider the linear case as before,
but now with a control input, u subject to the parameter, b (i.e., a continuous-time linear system):
LTI system
x˙(t) = ax(t) + bu(t)x(0) = x0 (32)
We then assume that there is uncertainty in the variable x (i.e., resulting from parameter, a, and/or initial
condition, x0), whilst the control, u is deterministic (b is constant). The stochastic system representing Eq.
(32) is given by the augmented linear system.
x˙(t) = Ax(t) +Bu(t) (33)
where the state vector is x = [x0, x1, ..., xp]
T and the control vector is defined as u = [u0, u1, ..., up]
T . The
state transformation matrix A is built corresponding to the kth row and jth column and will be of dimension
A ∈ Rns(P+1)×ns(P+1):
Ak,j =
1
γk
P∑
i=0
P∑
j=0
aieijk k ∈ [0, ..., P ] (34)
Since we assumed a deterministic control parameter, the corresponding transformation matrix is simply
B = [1, 0, ..., 0]T and is of dimension B ∈ Rns(P+1)×nc .
The system of Eq. (34) can be propagated in order to obtain the PCE coefficients (as now given by each
of the components of x). The initial values of x used for the propagation are x0, which correspond to the
first PCE coefficients of the initial condition. For instance, if there is uncertainty in the initial conditions,
then x0 = [µx, σx, 0, ..., 0]
T . If uncertainty is only in the parameter, a, then x0 will only consist of µx as a
non-zero term. This further conveys how the multi-index, α, influences the initial conditions. Note that the
initial condition uncertainty is always assigned before that of the parameter.
Now the generation of the multivariate PCE has been discussed, it is now necessary to detail how this is
used to the transform the OCP in order to account for the system uncertainties.
C. Augmented Optimal Control Problem
In order to obtain the optimal control, u∗, for a stochastic system, the cost function must be modified in
order to account for the uncertainties in the system. This is achieved by using the augmented deterministic
dynamics resulting from the PCE and subsequent Galerkin projection. Consequently, the augmented system
will be described by the P + 1 states, obtained by the PCE expansion. Since we are dealing with stochastic
systems, we do not minimize deterministic variables, but stochastic quantities, such as the mean, and the
standard deviation. This information needs to be properly incorporated into the cost function as well. In
the frame of PCE, the mean and the standard deviation are defined as:
µ(t) = x0(t)
σ(t) =
√√√√ P∑
i=1
γixi2(t)
(35)
By this definition, the mean always corresponds to the first PCE coefficient, x0, whilst the standard deviation
is the sum of the product of normalization factor and corresponding PCE coefficient (neglecting the mean,
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x0).
We can therefore define the AOCP as follows:
AOCP︸ ︷︷ ︸
determine u∗
=

minimize J = Φ[µ(x), σ(x)] +
∫ tf
t0
Ψ[µ(x), σ(x)]dt
s.t. x˙k =
1
< ψ2k(ξ) >
<
P∑
i=0
P∑
j=0
ai(t)xj(t)ψi(ξ)ψj(ξ), ψk(ξ) >
x0(t0) = [x0(t0), ..., xp(t0)]
T
xf (tf ) = [x0(tf ), ..., xp(tf )]
T , k ∈ [0, ..., P ].
The cost is comprised of the Mayer and Lagrange terms, as previously defined in Sec II. The specific
stochastic cost formulation depends on both the original cost and the desired restrictions on mean and/or
variance.
For instance, if we wish to minimize the final expectation, then this can be written in terms of the PCE
in the following manner:10
E[x2] =
P∑
i=0
P∑
j=0
xixj
∫
ψi(ξ)ψj(ξ)dξ = x(t)
TWx(t) (36)
W = diag[< ψ0(ξ), ψ0(ξ) >, ..., < ψk(ξ), ψk(ξ) >] (37)
where W denotes the weights corresponding to the inner products (which are also given by γk) and x contains
the PCE coefficients. If we now consider minimum covariance trajectories, then the variance, σ2(x) can also
be written in terms of the PCE expansion as:
σ2(x) = E[x− E[x]]2 = E[x2]− E2[x] = x(t)TWx(t)− E2[x] (38)
where,
E[x] = x(t)TF and F = [1, 0, ..., 0]T
E2[x] = x(t)TFFTx(t)
(39)
This can therefore be further simplified:
σ2(x) = x(t)T (W − FFT )x(t) (40)
This formulation results in the attainment of optimal control solutions for minimum expectation and/or
covariance trajectories following the PCE and subsequent Galerkin projection. The relations given by Eqs.
(36) and (40) can enter the cost in integral form or as a final condition.
The entire process of stochastic trajectory optimization will now be outlined, and then these principles are
demonstrated using two case problems in order to convey exactly how the deterministic augmented system
is obtained.
D. Overview of Stochastic Trajectory Optimization Procedure
The proposed framework for stochastic trajectory optimization can be summarized by the following steps
which are also depicted in Fig 3:
1. Assign a PCE model to each of the uncertainties within the system.
2. Transform stochastic system of dynamical equations into the augmented deterministic equivalent.
3. Transform stochastic constraints into the augmented deterministic equivalent.
4. Quantify the stochastic cost functional (dependent of whether minimum expectation and/or covariance
trajectory).
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5. Solve augmented system by NLP transcription (using SPARTAN, in this case) in order to establish the
optimal control.
6. Calculate the relevant statistics for the new optimized trajectory.
Stochastic OCP
Cost
Dynamics
Constraints
Deterministic AOCP
Cost
Dynamics
Constraints
Uncertainties
Pseudospectral
Methods
MULTIVARIATE
POLYNOMIAL
CHAOS
SPARTAN
Stochastic
Optimal
Solution
Statistics
Figure 3: Proposed stochastic trajectory optimization framework based on Multivariate Polynomial Chaos and pseu-
dospectral methods.
In the scheme depicted in Fig. 3 we can see that the stochastic OCP is transformed into an augmented
OCP by means of Multivariate Polynomial Chaos. These PCE models are generated by taking into account
the uncertainties within the system, and by performing the Galerkin projection required to compute the
corresponding set of new differential equations. The role of pseudospectral methods is in this case twofold.
First, they provide an accurate tool for the numerical integration involved in the Galerkin operation (see
Appendix A and Appendix B for further details). Second, they are the core of SPARTAN, which solves
the AOCP, and generates the stochastic optimal solution we are looking for. Finally, we can extract the
statistics from the polynomial chaos models representing our solution by simply using Eq. (35).
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IV. Numerical Examples
Two examples are given in order to demonstrate the capability of Multivariate Polynomial Chaos in
application to stochastic trajectory optimization. First of all, the one-dimensional case is given and this is
subsequently extended to multi-dimensional uncertainty. The results presented as follows were obtained for
minimum final expectation and variance of the stochastic trajectory.
A. Linear Example
The first numerical example is an LTI system (as given by Eq. (32)). The problem is to minimize the norm
of final state, x(tf ), subject to time and control constraints. The optimization problem is formulated as
such:
minimize J = x2(tf ) (41)
subject to
x˙(t) = ax(t) + bu(t)
‖u(t)‖ ≤ 10
x(0) = 2, t = [0, 5] s
(42)
where a = 1 and b = 1 in the deterministic case. In order to determine exactly how uncertainty impacts upon
the trajectory, both parameter uncertainty and initial condition uncertainty are explored. The distribution
for the parameter is normal, a∼N(1, 0.05). The initial condition uncertainty has a normal distribution,
x0∼N(2, 0.001).
First of all, one-dimensional parameter uncertainty is demonstrated in order to highlight the differences
in implementation between that and the multi-dimensional problem. If a∼N(1, 0.05), then for a second
order expansion (n = 2) there will be n + 1 coefficients, and the initial parameter PCE coefficients are
ai = [1, 0.05, 0]. Considering there is no uncertainty in the initial conditions (ie., σx = 0), the initial
condition PCE coefficients are simply x0 = [1, 0, 0]
T . The transformation matrix, A, as given by Eq. (34),
is determined and the augmented system of equations is then:
Remark 4 Note that PCE values have been further validated using the PCET toolbox,24 in order to verify the method and
accuracy of quadrature techniques.
x˙ =
x˙0x˙1
x˙2
 =
 1 0.05 00.05 1 0.1
0 0.05 1

x0x1
x2
+
10
0
u (43)
As detailed in the previous section, we can define the cost function in terms of the PCE by using the
coefficients, x:
JAOCP = γ0x0
2 + γ1x1
2 + γ2x2
2︸ ︷︷ ︸
E[x2]
+ γ1x1
2 + γ2x2
2︸ ︷︷ ︸
E2[x]
γk = [1, 1, 2]
T (44)
This AOCP is then solved by SPARTAN, resulting in a stochastic optimal trajectory. The AOCP now
involves minimizing the square of expectation and standard deviation (i.e., variance). Now, in order to
establish whether the new control profile is in fact more robust in the presence of this uncertainty, a Monte
Carlo (MC) analysis is performed. Both the original deterministic control solution and the new stochastic
control solutions are used to propagate the perturbed system represented by Eq. (42). The mean µ, and
standard deviation, σ, are calculated for both cases. The control profiles can be seen in Fig. 4(a), whilst the
corresponding PCE coefficients are shown in Fig. 4(b). Finally, the MC analysis consisting of 1000 runs is
depicted in Fig. 5, where it is very apparent that the newly obtained stochastic control generates trajectories
which are far less perturbed than in the deterministic case. Considering that this linear system is inherently
unstable, it is rather impressive that the expectation converges to a minimum value of 0.07528 using the new
stochastic control, in comparison to 2.4589 in the deterministic case. It is apparent that the original control
solution offers no robustness to the uncertainty; exhibiting wide divergence (with a standard deviation equal
to 11.8551).
Now if both parameter and initial condition uncertainty are considered, the initial parameter PCE coeffi-
cients are ai = [1, 0, 0.05, 0, 0, 0] and x0 = [2, 0.001, 0, 0, 0, 0]
T . The augmented system to be solved is defined
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Figure 4: Control and PCE Coefficients for 1-D linear problem (a) Control, (b) PCE coefficients.
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Figure 5: MC analysis for 1-D linear problem.
as follows, noting that the AOCP will have the same form as before, but will include the additional PCE
coefficients and normalization factors, γk.
x˙ =

x˙0
x˙1
x˙2
x˙3
x˙4
x˙5

=

1 0 0.05 0 0 0
0 1 0 0 0.05 0
0.05 0 1 0 0 0.1
0 0 0 1 0 0
0 0.05 0 0 1 0
0 0 0.05 0 0 1


x0
x1
x2
x3
x4
x5

+

1
0
0
0
0
0

u (45)
For the two-dimensional problem γk = [1, 1, 1, 2, 1, 2]
T . The resultant control is shown in comparison to the
one-dimensional and deterministic cases (Fig. 6(a)), as are the coefficients (Fig. 6(b)). The MC analysis
is given in Fig. 7 and demonstrates that uncertainty in the initial condition results in a slightly degraded
response due to the dispersion at the end. Although there is a comparatively higher std of 1.5578 ·100 in the
two-dimensional case, it is still a significant reduction when compared to the deterministic std of 1.1947 ·101.
The mean also increases for the multi-dimensional case - now it is 1.6030 · 10−1 using the stochastic control.
Despite this, it is still very apparent that the augmented optimal control solution is much less sensitive to
the uncertainties than the deterministic control, as the final expectation and standard deviation are between
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one and three orders of magnitude smaller than that of the original solution.
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(a) Control for 2-D linear problem.
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Figure 6: Control and PCE Coefficients for 2-D linear problem (a) Control, (b) PCE coefficients
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Figure 7: MC analysis for 2-D linear problem.
A comparison between the solutions obtained for the one and two-dimensional linear problems is presented
in Tab. 3. From this it becomes evident that the optimized stochastic control solution shows a significant
reduction in final expectation and variance when compared to the original control; thus, emphasizing the
benefit of the stochastic AOCP.
Table 3: Comparison of results for 1-D and 2-D linear problems.
Case
1-D 2-D
Mean µ Std σ Mean µ Std σ
Deterministic 2.4689 · 100 1.1855 · 101 2.5556 · 100 1.1947 · 101
Stochastic 7.5280 · 10−2 3.0755 · 10−2 1.6030 · 10−1 1.5578 · 100
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B. Non-linear Example
The next example is a non-linear case,19 where the cost function is represented by a Mayer term:
minimize J = −x(tf ) (46)
subject to
x˙(t) = a(−x(t) + x(t)u(t)− u(t)2)
x(0) = 1, tf = [0, 2] s
(47)
The stochastic quantities are a∼N(2.5, 0.1) and x0∼U(0.9, 1.1) i.e., normal parameter and uniform initial
condition with lower bound, lb, and upper bound, ub. For the uniform distribution, µ =
1
2 (lb + ub) and
σ = 12 (ub − lb). This example differs from the previous, not only in the non-linearity aspect, but also
in the fact that the control is affected by the stochastic parameter. The initial parameter coefficients are
ai = [2.5, 0.1, 0] and the initial conditions are x0 = [1, 0, 0]
T . The augmented stochastic system is therefore:
x˙(t) = −Ax(t) + u(t)Ax(t)−Bu(t)2 (48)
In the case of one-dimensional parameter uncertainty,
A =
2.5 0.1 00.1 2.5 0.2
0 0.1 2.5
 and B =
2.50.1
0
 (49)
The AOCP to be solved for a minimum expectation and variance trajectory is as such:
JAOCP = γ0x0 + γ1x1 + γ2x2︸ ︷︷ ︸
E[x2]
+
√
γ1x12 + γ2x22︸ ︷︷ ︸
E2[x]
γk = [1, 1, 2]
T (50)
A comparison of the obtained optimal solution and the original is shown in Fig. 8(a) and the corresponding
PCE coefficients, x, are shown in Fig. 8(b). As before, a MC analysis of 1000 runs is performed in order
to establish whether the newly optimized control is more robust in regard to the uncertainty (Fig. 9). The
stochastic solution converges to a final expectation of −4.0212·10−3 - more than half that of the deterministic
case. The solution also exhibits a much higher final convergence (with a standard deviation of 9.4488 · 10−5,
compared to 1.8436 · 10−3). These results are shown in Tab. 4.
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Figure 8: Control and PCE Coefficients for 1-D non-linear problem (a) Control, (b) PCE coefficients.
For the two-dimensional case, the transformation matrices are given by Eq. (51). The initial PCE coefficients
for parameter and initial condition are ai = [2.5, 0, 0.1, 0, 0, 0] and x0 = [1, 0.1, 0, 0, 0, 0]
T , respectively. The
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Figure 9: MC analysis for 1-D non-linear problem.
AOCP will be as in Eq. (50), but with the additional coefficients. Note that the normalization factors are
now γk = [1,
1
3 , 1,
1
5 ,
1
3 , 3]
T .
A =

2.5 0 0.1 0 0 0
0 2.5 0 0 0.1 0
0.1 0 2.5 0 0 0.2
0 0 0 2.5 0 0
0 0.1 0 0 2.5 0
0 0 0.1 0 0 2.5

and B =

2.5
0
0.1
0
0
0

(51)
The control profile resulting from uncertainties in both the parameter and the initial conditions is shown
in Fig. 10(a), along with the one-dimensional and deterministic cases. The corresponding PCE coefficients
are given in Fig. 10(b). Again it is noted that there are six coefficients due to the fact that it is a second
order expansion, with two stochastic variables. The uncertainty in initial condition is very obvious in both
the stochastic and deterministic case, however, the former converges very nicely to a final expectation of
−4.4482 · 10−4. Although this result seems to be better than the 1-D case, this is not completely true. In
fact, the standard deviation worsens by one order of magnitude to 3.4580 · 10−4. Nevertheless, the method
still outperforms the deterministic approach by two orders of magnitude.
A full comparison of the statistics for the one-dimensional and two-dimensional non-linear problems is shown
in Tab. 4.
Table 4: Comparison of results for 1-D and 2-D non-linear problems.
Case
1-D 2-D
Mean µ Std σ Mean µ Std σ
Deterministic 9.1312 · 10−3 1.8436 · 10−3 9.2107 · 10−3 2.2081 · 10−3
Stochastic −4.0212 · 10−3 9.4488 · 10−5 −4.4482 · 10−4 3.4580 · 10−4
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(a) Control for 2-D non-linear problem.
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(b) PCE Coefficients for 2-D non-linear problem.
Figure 10: Control and PCE Coefficients for 2-D non-linear problem (a) Control (b) PCE coefficients.
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Figure 11: MC analysis for 2-D non-linear problem.
V. Conclusions
It has been demonstrated how to obtain optimal trajectories in the presence of uncertainties. Multivariate
polynomial chaos is a very effective method for uncertainty propagation, offering accurate results, without
too heavy computational implications. Uncertainty propagation was performed using PCE in order to obtain
the augmented deterministic system. The original cost functions were transformed into corresponding ones
which minimize stochastic quantities, such as the mean and/or standard deviation. This system was subse-
quently solved using NLP transcription, performed by SPARTAN, in order to obtain the stochastic optimal
trajectory. These principles were demonstrated using two examples, with both the one-dimensional and
multi-dimensional cases analyzed. This has been done in order to convey the benefits of gPC in application
to optimal trajectory generation problems.
Results demonstrate an improvement in performance with respect to the deterministic classic approach.
This framework in fact allows us to control the mean and standard deviation significantly under uncertainties;
the examples presented show improvements by several orders of magnitude when the optimized stochastic
control solution is utilized. The proposed framework leads to open-loop trajectories far more robust to
uncertainties in the initial conditions and/or parameters. Future work will involve application to higher-
dimension problems and also incorporate stochastic path constraints. Moreover, the impact of the strategy
proposed here on feedback control laws will be explored.
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Appendix A - 1-D Polynomial Chaos Expansion for Linear Systems
The derivation presented here represents a one-dimensional uncertainty for linear systems (as given by
Eq. (32)). Due to the univariate nature of the problem, the order of expansion is simply related to the highest
order of polynomial, i.e. n+ 1. If we consider a second order expansion, there there will be three resulting
PCE coefficients in the augmented system and hence, A is a [3× 3] matrix. The subscript of each univariate
polynomial base, ψ, is the single index, i, j, k, respectively and conveys the order of the polynomial.
x˙ =
x˙0x˙1
x˙2
 =
A00 A01 A02A10 A11 A12
A20 A21 A22

x0x1
x2
 (52)
where,
x˙0 terms

γ0 = < ψ
2
0(ξ) > =
∫
ψ0(ξ)ψ0(ξ)
A00 =
1
γ0
[a0
∫
ψ0(ξ)ψ0(ξ)ψ0(ξ) + a1
∫
ψ1(ξ)ψ0(ξ)ψ0(ξ) + a2
∫
ψ2(ξ)ψ0(ξ)ψ0(ξ)]
A01 =
1
γ0
[a0
∫
ψ0(ξ)ψ1(ξ)ψ0(ξ) + a1
∫
ψ1(ξ)ψ1(ξ)ψ0(ξ) + a2
∫
ψ2(ξ)ψ1(ξ)ψ0(ξ)]
A02 =
1
γ0
[a0
∫
ψ0(ξ)ψ2(ξ)ψ0(ξ) + a1
∫
ψ1(ξ)ψ2(ξ)ψ0(ξ) + a2
∫
ψ2(ξ)ψ2(ξ)ψ0(ξ)]
(53)
x˙1 terms

γ1 = < ψ
2
1(ξ) > =
∫
ψ1(ξ)ψ1(ξ)
A10 =
1
γ1
[a0
∫
ψ0(ξ)ψ0(ξ)ψ1(ξ) + a1
∫
ψ1(ξ)ψ0(ξ)ψ1(ξ) + a2
∫
ψ2(ξ)ψ0(ξ)ψ1(ξ)]
A11 =
1
γ1
[a0
∫
ψ0(ξ)ψ1(ξ)ψ1(ξ) + a1
∫
ψ1(ξ)ψ1(ξ)ψ1(ξ) + a2
∫
ψ2(ξ)ψ1(ξ)ψ1(ξ)]
A12 =
1
γ1
[a0
∫
ψ0(ξ)ψ2(ξ)ψ1(ξ) + a1
∫
ψ1(ξ)ψ2(ξ)ψ1(ξ) + a2
∫
ψ2(ξ)ψ1(ξ)ψ1(ξ)]
(54)
x˙2 terms

γ2 = < ψ
2
2(ξ) > =
∫
ψ2(ξ)ψ2(ξ)
A20 =
1
γ2
[a0
∫
ψ0(ξ)ψ0(ξ)ψ2(ξ) + a1
∫
ψ1(ξ)ψ0(ξ)ψ2(ξ) + a2
∫
ψ2(ξ)ψ0(ξ)ψ2(ξ)]
A21 =
1
γ2
[a0
∫
ψ0(ξ)ψ1(ξ)ψ2(ξ) + a1
∫
ψ1(ξ)ψ0(ξ)ψ2(ξ) + a2
∫
ψ2(ξ)ψ0(ξ)ψ2(ξ)]
A22 =
1
γ2
[a0
∫
ψ0(ξ)ψ2(ξ)ψ2(ξ) + a1
∫
ψ1(ξ)ψ2(ξ)ψ2(ξ) + a2
∫
ψ2(ξ)ψ2(ξ)ψ2(ξ)]
(55)
Note that the third component in each A term is zero since the PCE coefficient matrix is ai = [µa, σa, 0] for
one-dimensional parameter uncertainty. It also follows that these relationships are further simplified for the
case of initial condition uncertainty due to the fact that the only non-zero initial PCE coefficient is µa.
Appendix B - 2-D Polynomial Chaos Expansion for Linear Systems
In order to fully demonstrate how the Multivariate PC system is derived, the full integral solution for
a two-dimensional problem is given. This is for an order of expansion, n = 2, and since there are two
random variables i.e. d = 2, there are six PCE coefficients (P = 6). The subscript of each polynomial base
corresponds to the multi-index and the notation has been shortened for the multivariate polynomial basis
so that for e.g., ψ10(ξ) = ψ1(ξ1)ψ0(ξ2). Where ψ1(ξ1) is the 1
st order univariate polynomial corresponding
to the distribution of the parameter, whilst ψ0(ξ2) is a univariate polynomial of order zero related to the
distribution of the initial condition.
x˙ =

x˙0
x˙1
x˙2
x˙3
x˙4
x˙5

=

A00 A01 A02 A03 A04 A05
A10 A11 A12 A13 A14 A15
A20 A21 A22 A23 A24 A25
A30 A31 A32 A33 A34 A35
A40 A41 A42 A43 A44 A45
A50 A51 A52 A53 A54 A55


x0
x1
x2
x3
x4
x5

(56)
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where,
x˙0 terms

γ0 = < ψ
2
00(ξ) > =
∫
ψ00(ξ)ψ00(ξ)
A00 =
1
γ0
[a0
∫
ψ00(ξ)ψ00(ξ)ψ00(ξ) + a2
∫
ψ01(ξ)ψ00(ξ)ψ00(ξ)]
A01 =
1
γ0
[a0
∫
ψ00(ξ)ψ10(ξ)ψ00(ξ) + a2
∫
ψ01(ξ)ψ10(ξ)ψ00(ξ)]
A02 =
1
γ0
[a0
∫
ψ00(ξ)ψ01(ξ)ψ00(ξ) + a2
∫
ψ01(ξ)ψ01(ξ)ψ00(ξ)]
A03 =
1
γ0
[a0
∫
ψ00(ξ)ψ20(ξ)ψ00(ξ) + a2
∫
ψ01(ξ)ψ20(ξ)ψ00(ξ)]
A04 =
1
γ0
[a0
∫
ψ00(ξ)ψ11(ξ)ψ00(ξ) + a2
∫
ψ01(ξ)ψ11(ξ)ψ00(ξ)]
A05 =
1
γ0
[a0
∫
ψ00(ξ)ψ02(ξ)ψ00(ξ) + a2
∫
ψ01(ξ)ψ02(ξ)ψ00(ξ)]
(57)
x˙1 terms

γ1 = < ψ
2
10(ξ) > =
∫
ψ10(ξ)ψ10(ξ)
A10 =
1
γ1
[a0
∫
ψ00(ξ)ψ00(ξ)ψ10(ξ) + a2
∫
ψ01(ξ)ψ00(ξ)ψ10(ξ)]
A11 =
1
γ1
[a0
∫
ψ00(ξ)ψ10(ξ)ψ10(ξ) + a2
∫
ψ01(ξ)ψ10(ξ)ψ10(ξ)]
A12 =
1
γ1
[a0
∫
ψ00(ξ)ψ01(ξ)ψ10(ξ) + a2
∫
ψ01(ξ)ψ01(ξ)ψ10(ξ)]
A13 =
1
γ1
[a0
∫
ψ00(ξ)ψ20(ξ)ψ10(ξ) + a2
∫
ψ01(ξ)ψ20(ξ)ψ10(ξ)]
A14 =
1
γ1
[a0
∫
ψ00(ξ)ψ11(ξ)ψ10(ξ) + a2
∫
ψ01(ξ)ψ11(ξ)ψ10(ξ)]
A15 =
1
γ1
[a0
∫
ψ00(ξ)ψ02(ξ)ψ10(ξ) + a2
∫
ψ01(ξ)ψ02(ξ)ψ10(ξ)]
(58)
x˙2 terms

γ2 = < ψ
2
01(ξ) > =
∫
ψ01(ξ)ψ01(ξ)
A20 =
1
γ2
[a0
∫
ψ00(ξ)ψ00(ξ)ψ01(ξ) + a2
∫
ψ01(ξ)ψ00(ξ)ψ01(ξ)]
A21 =
1
γ2
[a0
∫
ψ00(ξ)ψ10(ξ)ψ01(ξ) + a2
∫
ψ01(ξ)ψ10(ξ)ψ01(ξ)]
A22 =
1
γ2
[a0
∫
ψ00(ξ)ψ01(ξ)ψ01(ξ) + a2
∫
ψ01(ξ)ψ01(ξ)ψ01(ξ)]
A23 =
1
γ2
[a0
∫
ψ00(ξ)ψ20(ξ)ψ01(ξ) + a2
∫
ψ01(ξ)ψ20(ξ)ψ01(ξ)]
A24 =
1
γ2
[a0
∫
ψ00(ξ)ψ11(ξ)ψ01(ξ) + a2
∫
ψ01(ξ)ψ11(ξ)ψ01(ξ)]
A25 =
1
γ2
[a0
∫
ψ00(ξ)ψ02(ξ)ψ01(ξ) + a2
∫
ψ01(ξ)ψ02(ξ)ψ01(ξ)]
(59)
x˙3 terms

γ3 = < ψ
2
20(ξ) > =
∫
ψ20(ξ)ψ20(ξ)
A30 =
1
γ3
[a0
∫
ψ00(ξ)ψ00(ξ)ψ20(ξ) + a2
∫
ψ01(ξ)ψ00(ξ)ψ20(ξ)]
A31 =
1
γ3
[a0
∫
ψ00(ξ)ψ10(ξ)ψ20(ξ) + a2
∫
ψ01(ξ)ψ10(ξ)ψ20(ξ)]
A32 =
1
γ3
[a0
∫
ψ00(ξ)ψ01(ξ)ψ20(ξ) + a2
∫
ψ01(ξ)ψ01(ξ)ψ20(ξ)]
A33 =
1
γ3
[a0
∫
ψ00(ξ)ψ20(ξ)ψ20(ξ) + a2
∫
ψ01(ξ)ψ20(ξ)ψ20(ξ)]
A34 =
1
γ3
[a0
∫
ψ00(ξ)ψ11(ξ)ψ20(ξ) + a2
∫
ψ01(ξ)ψ11(ξ)ψ20(ξ)]
A35 =
1
γ3
[a0
∫
ψ00(ξ)ψ02(ξ)ψ20(ξ) + a2
∫
ψ01(ξ)ψ02(ξ)ψ20(ξ)]
(60)
x˙4 terms

γ4 = < ψ
2
11(ξ) > =
∫
ψ11(ξ)ψ11(ξ)
A40 =
1
γ4
[a0
∫
ψ00(ξ)ψ00(ξ)ψ11(ξ) + a2
∫
ψ01(ξ)ψ00(ξ)ψ11(ξ)]
A41 =
1
γ4
[a0
∫
ψ00(ξ)ψ10(ξ)ψ11(ξ) + a2
∫
ψ01(ξ)ψ10(ξ)ψ11(ξ)]
A42 =
1
γ4
[a0
∫
ψ00(ξ)ψ01(ξ)ψ11(ξ) + a2
∫
ψ01(ξ)ψ01(ξ)ψ11(ξ)]
A43 =
1
γ4
[a0
∫
ψ00(ξ)ψ20(ξ)ψ11(ξ) + a2
∫
ψ01(ξ)ψ20(ξ)ψ11(ξ)]
A44 =
1
γ4
[a0
∫
ψ00(ξ)ψ11(ξ)ψ11(ξ) + a2
∫
ψ01(ξ)ψ11(ξ)ψ11(ξ)]
A45 =
1
γ4
[a0
∫
ψ00(ξ)ψ02(ξ)ψ11(ξ) + a2
∫
ψ01(ξ)ψ02(ξ)ψ11(ξ)]
(61)
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x˙5 terms

γ5 = < ψ
2
02(ξ) > =
∫
ψ02(ξ)ψ02(ξ)
A50 =
1
γ5
[a0
∫
ψ00(ξ)ψ00(ξ)ψ02(ξ) + a2
∫
ψ01(ξ)ψ00(ξ)ψ02(ξ)]
A51 =
1
γ5
[a0
∫
ψ00(ξ)ψ10(ξ)ψ02(ξ) + a2
∫
ψ01(ξ)ψ10(ξ)ψ02(ξ)]
A52 =
1
γ5
[a0
∫
ψ00(ξ)ψ01(ξ)ψ02(ξ) + a2
∫
ψ01(ξ)ψ01(ξ)ψ02(ξ)]
A53 =
1
γ5
[a0
∫
ψ00(ξ)ψ20(ξ)ψ02(ξ) + a2
∫
ψ01(ξ)ψ20(ξ)ψ02(ξ)]
A54 =
1
γ5
[a0
∫
ψ00(ξ)ψ11(ξ)ψ02(ξ) + a2
∫
ψ01(ξ)ψ11(ξ)ψ02(ξ)]
A55 =
1
γ5
[a0
∫
ψ00(ξ)ψ02(ξ)ψ02(ξ) + a2
∫
ψ01(ξ)ψ02(ξ)ψ02(ξ)]
(62)
Here the integral terms corresponding to a zero initial PCE coefficient have been omitted for brevity. Due to
the fact that ai = [µa, 0, σa, 0, ..., 0], there are only two integral terms in each A matrix entry. Expressions
for higher-order expansions can be derived accordingly to the 1-D and the 2-D case shown here.
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