Statistical models that possess symmetry arise in diverse settings such as random fields associated to geophysical phenomena, exchangeable processes in Bayesian statistics, and cyclostationary processes in engineering. We formalize the notion of a symmetric model via group invariance. We propose projection onto a group fixed point subspace as a fundamental way of regularizing covariance matrices in the high-dimensional regime. In terms of parameters associated to the group we derive precise rates of convergence of the regularized covariance matrix and demonstrate that significant statistical gains may be expected in terms of the sample complexity. This paper is a short summary of a longer submission [27] ; we refer the reader to the longer version for more details.
I. INTRODUCTION
An important feature of many modern data analysis problems is the small number of samples available relative to the dimension of the data. Such high-dimensional settings arise in a range of applications in bioinformatics, climate studies, and economics. A fundamental problem that arises in the high-dimensional regime is the poor conditioning of sample statistics such as sample covariance matrices [9] , [8] . Accordingly, a fruitful and active research agenda over the last few years has been the development of methods for high-dimensional statistical inference and modeling that take into account structure in the underlying model. Some examples of structural assumptions on statistical models include models with a few latent factors (leading to low-rank covariance matrices) [14] , models specified by banded or sparse covariance matrices [9] , [8] , and Markov or graphical models [20, 22, 24] .
The focus of this paper is on exploiting group symmetries in covariance matrices. Models in which the distribution of a collection of random variables is invariant Email: venkatc@berkeley.edu,pshah@discovery.wisc.edu. under certain permutations of the variables have been explored in many diverse areas of statistical research [17] . Symmetry assumptions have played a prominent role within the context of covariance matrices and multivariate Gaussians [1] and these assumptions are of interest in numerous applications (see [17] for a detailed list).
We systematically investigate the statistical and computational benefits of exploiting symmetry in highdimensional covariance estimation. As a very simple example consider the estimation of the variances of p independent random variables from n samples of the variables. Since the variables are independent, this problem is equivalent to estimating the variances of each variable separately from n samples. Suppose we are additionally given that the variables are identically distributed -we now need to estimate just a single parameter from what are effectively n × p samples. This very elementary example demonstrates the potential for improvements in the sample complexity as well as computational complexity in models with symmetries. We generalize this basic insight to much more complicated settings in which the distribution underlying a collection of random variables may be symmetric with respect to an arbitrary subgroup of the symmetric group. More formally, we investigate multivariate Gaussians specified by invariant covariance matrices:
where G is some subgroup of the symmetric group, i.e., the group of all permutations. Associated to each subgroup G of the symmetric group is the fixed-point subspace W G of matrices that is invariant with respect to conjugation by each element of G. This subspace plays a fundamental role via Schur's lemma from representation theory in our analysis of the benefits in sample complexity and computational complexity of regularizing invariant covariance matrices.
978-1-4673-3140-1/12/$31.00 ©2012 IEEE The general advantages of symmetry exploitation are numerous • Problem size: One advantage is that when symmetry is incorporated in the model, the problem size often reduces, and the new instance can have significantly fewer number of variables and constraints, which can lead to dramatic computational speed-ups. This is exploited for example in finite-element methods for partial differential equations [15] . • Better statistical properties: As we will see in this paper, exploiting symmetry also leads to statistical gains in terms of order-of-magnitude gains in the sample complexity of model selection. • Numerical benefits: Another advantage is the removal of degeneracies in the problem that arises from the high multiplicity of eigenvalues that is typically associated to symmetric models. Such multiplicities are a common source of difficulties in numerical methods, and they can be properly handled by suitably exploiting symmetry in the problem. Symmetry-aware methods in general have better numerical conditioning, are more reliable and lead to faster and more accurate solutions.
This paper consists of three main technical contributions. First, we precisely quantify in terms of properties of G the improvement in rates of convergence when the sample covariance matrix (obtained from n samples) is projected onto W G . Our analysis holds for the spectral or operator norm, the Frobenius norm, and the ∞ norm (maximum absolute entry). Second, we study the implications of these improved rates of convergence by specializing recent results on covariance estimation of Bickel and Levina [8] , and of Ravikumar et al. [24] to our setting with invariant covariance matrices. These results quantitatively demonstrate the benefits of taking symmetry structure into account in covariance estimation tasks. Finally, we discuss the computational benefits of incorporating symmetry in covariance regularization. Specifically, we describe how large-dimensional convex programs based on regularized maximum-likelihood can be simplified significantly to smaller-sized convex programs by incorporating prior information about symmetry. The latter two contributions are omitted in this summary and are explained in detail in [27] .
Symmetry and its consequences in the context of statistics, and more broadly in computational mathematics, has been well studied. We mention some related work here. In the Gaussian setting, work has been done related to testing of symmetry in statistical models [23, 29, 31] . In the context of Markov random fields symmetry restrictions have been studied in [2, 6, 7, 18, 21, 30] . We also mention the work of Højsgaard and Lauritzen [17] , who study edge and vertex symmetries for covariance and inverse covariance (graphical models) and exploitation of symmetry for inference problems. They also cite interesting examples from the social sciences (such as distribution of test scores among students and results of psychological tests) where symmetric structure has been experimentally observed. More broadly, symmetry has played an important role in other computational problems such as optimization [12, 16, 19, 28] , in the computation of kissing numbers and sphere-packing problems [4] , in coding theory [25] , in truss topology optimization [5] , and in the design of rapidly mixing Markov chains [10] .
In Section II we introduce the necessary group theoretic preliminaries, the notion of G-invariant covariance matrices, and related statistical quantities. In Section III we state some of our main results that quantify the statistical gains when symmetry is exploited judiciously. This paper is an abridged version of our longer manuscript [27] , and we refer the reader to this longer version for full details.
II. SYMMETRIC MODELS
We refer the reader to standard texts [3, 13, 26] for the relevant background on finite groups.
A. Group theoretic parameters of interest
Given a covariance matrix Σ which is invariant with respect to the action of a group G, we introduce the following parameters that depend on Σ and G. Our subsequent results characterizing the rates of convergence of the estimated covariance to the true covariance will be expressed in terms of these group theoretic parameters. Given Σ, it will often be convenient to associate informally a weighted undirected complete graph to it, so that the entries of Σ correspond to edge weights. We will view the rows and columns of Σ as being indexed by a set V so that Σ ∈ R |V |×|V | . The group G is then precisely the automorphism group of this weighted graph. Let (i, j) ∈ V × V (we will call this an "edge"). Define the edge orbit as
We further define V(i, j) to be the set of nodes that appear in the edge orbit O(i, j). We define d ij (called the degree of the orbit O(i, j)) to be the maximum number of times any node appears in the edge orbit O(i, j),
Definition II.1. Let M ∈ W G be a matrix in the fixed point subspace. We define the orbit parameter O to be the size of the smallest orbit (with respect to the action of G on M) , i.e.
Example II.1. For a covariance matrix invariant with respect to the cyclic group,
(as a node appears twice in O(1, 2)). In addition to these combinatorial parameters, we will also be interested in the following representationtheoretic parameters (which are also intrinsic to the group and the fixed point subspace W G ). Given Σ and its block diagonalization as described by Schur's lemma, we will be interested in the parameters s i (the sizes of the blocks) and m i (the multiplicities) for i ∈ I where (I) indexes the irreducible representations. (We note that given a fixed point subspace W G , multiplicities corresponding to many irreducible components may be zero, we call these the inactive components. We will only be interested in the active components. Thus the set of irreducible representations I mentioned henceforward will include only active representations).
B. Symmetric Covariance Models
Let X ∼ N (0, Σ) be a normally distributed R p -valued random vector where the covariance Σ is unknown. Given a small number of samples X (1) , . . . , X (n) , we wish to learn properties of the model (for example, the covariance matrix Σ, the inverse covariance Θ := Σ −1 , the sparsity pattern of Σ and Θ). We will be interested in the high-dimensional setting where p is large and n p, so that the number of samples is much smaller than the ambient dimension of the problem.
Throughout the paper we will make the two following assumptions regarding our model:
Assumption II.1.
1)
We assume that Σ is invariant with respect to a known group G so that Σ ∈ W G . 2) We assume that the spectral norm of the true covariance matrix is bounded independent of the model size p, i.e.
Σ ≤ ψ
for some constant ψ.
Remark II.1. A simple but important consequence of the G-invariance of Σ (i.e. Π g ΣΠ T g = Σ for all g ∈ G) is that Σ ii = Σ g(i),g(i) , and Σ ij = Σ g(i),g(j) for all g ∈ G.
Given samples X (1) , . . . X (n) we define the following.
1) The sample Reynolds average of the k th sample is:Σ
2) The empirical covariance matrix is:
3) The G-empirical covariance matrix is:
Note that the (i, j) entry of the G-empirical covariance matrix may be written as:
where X (k) i is the i th component of the sample X (k) . We point out that (4) may be interpreted as averaging X (k) i X (k) j with respect to the orbit O(i, j), followed by averaging over the samples k = 1, . . . , n. As we will argue subsequently, due to the double averaging, the estimate of the covariance matrix obtained via the Gempirical covariance matrix is a much better estimator as compared to the empirical covariance matrix. Indeed, quantification of this fact is one of the central themes of this paper.
Remark II.2. One can check that if M 0 then P G (M ) 0 (since positive definiteness is preserved under conjugation and addition). Hence the projection of the empirical covariance matrix P G (Σ n ) is a meaningful estimate of Σ in the sense that it is a valid covariance matrix.
1) Sufficient statistics:
We make a few brief remarks about the sufficient statistics for symmetric Gaussian models. For an arbitrary (zero-mean) model, it is wellknown that the sufficient statistics correspond to quadratics associated to the variance, i.e. the sufficient statistics are
For G-invariant models, the sufficient statistics are
Put more simply, the sufficient statistics correspond to quadratics φ ij , and we have only one statistic per orbit O(i, j) (as opposed to one per pair (i, j)). The representative sufficient statistic from orbit O(i, j) may be picked to be:
An alternate set of sufficient statistics can be obtained via Schur's lemma by observing that Y = T * X is an equivalent statistical model whose covariance is block diagonal. The sufficient statistics are θ ij (y) = y i y j for i, j belonging to the same irreducible component. Note that one only needs one set of statistics per irreducible component, and they may be expressed as above by averaging the corresponding sufficient statistics with respect to the multiplicities of each irreducible component.
III. RATES OF CONVERGENCE
In this section we will be interested in the statistical properties of the estimatorΣ := P G (Σ n ). Note that given samples X (1) , . . . X (n) , E(Σ) = Σ. In this section, we will be interested in establishing rates of convergence ofΣ in different norms, i.e. we will provide upper bounds on P ( Σ − Σ p ≥ δ , where · p are the Frobenius, spectral and ∞ norms. The rates presented here hold for the covariance estimation of any sub-Gaussian random vector X. Though we present them in the context of normally distributed random vectors, identical analysis holds for sub-Gaussians more generally.
A. Spectral norm and Frobenius norm rates
To obtain our rate results, we use the following standard result regarding spectral norm rates for an arbitrary normal model.
Lemma III.1. Let X ∼ N (0, Σ * ) be a normal model with Σ * ∈ R p×p . Let ψ = Σ * . Given δ > 0 with δ ≤ 8ψ, let the number of samples satisfy n ≥ 64pψ 2 δ 2 . Let Σ n be the empirical covariance matrix formed from the n samples. Then we have
Proof: This is a standard result, a proof follows from [11, Theorem II.13] .
Theorem III.1. Given an invariant covariance matrix Σ with ψ = Σ and a sample covariance Σ n formed from n i.i.d. samples drawn from a Gaussian distribution according to covariance Σ, we have that
for n ≥ max i∈I 64siψ 2 miδ 2 and for δ ≤ 8ψ. Proof: Due to the unitary invariance of the spectral norm, we may assume that Σ is put in the suitable blockdiagonal coordinates based on Schur's representation lemma. Letting I denote the indices of the set of active irreducible representations, using Lemma III.1 we have for each i ∈ I that
for δ ≤ 8ψ and for nm i ≥ 64siψ 2 δ 2 . Note that we get the extra factor of m i (the multiplicity of the representation indexed by i) since blocks corresponding to the same irreducible representation but different multiplicity are independent and identically distributed. Hence we average over the m i blocks of size s i . Consequently we have by the union bound that
for n ≥ max i∈I 64siψ 2 miδ 2 . Theorem III.2. Given an invariant covariance matrix Σ with ψ = Σ 2 and a sample covariance Σ n formed from n i.i.d. samples drawn from a Gaussian distribution according to covariance Σ, we have that
for n ≥ max i∈I 64siψ 2 miδ 2 and for δ ≤ 8ψ. Proof: The proof of this result follows directly from that of the previous theorem by noting that · F ≤ √ p · for p × p matrices.
As a direct corollary of the preceding theorems, we get the following sample complexity results.
Corollary III.1. Assume that ψ is a constant (independent of p, n). The sample complexity of obtaining Σ −Σ ≤ δ for δ ≤ 8ψ with probability exceeding 1 − 1 p c for some constant c is given by:
for some constant C 1 .
The sample complexity of obtaining Σ −Σ F ≤ δ for δ ≤ 8ψ with probability exceeding 1 − 1 p c for some constant c is given by:
for some constant C 2 .
Remark III.1. It is instructive to compare the sample complexity described by Lemma III.1 versus the rates obtained from Theorem III.1 for the case of the covariance matrices invariant with respect to the cyclic, the symmetric, and the product of symmetric groups. Note that the spectral norm sample complexity obtained from Lemma III.1 is n ≥ Cp δ 2 for some constant C. For the cyclic group case s i = m i = 1 for all i so that the sample complexity is n ≥ C log p δ 2 . For the symmetric group s 1 = 1, m 1 = 1 and s 2 = 1, m 2 = p − 1 so that the sample complexity becomes n ≥ C log p δ 2 . For the case of product of k symmetric groups, the sample complexity is n ≥ C max{k,log p} δ 2 . Hence in all three cases, projection onto the fixed point subspace delivers a dramatic improvement in the sample complexity.
B. ∞ norm rates
In this section we examine the ∞ rates of convergence of the estimateΣ := P G (Σ n ) .
In this section, as elsewhere in the paper, we will assume that our covariance model Σ has bounded spectral norm, i.e. Σ is bounded independent on p and n. It is possible to make the dependence on this quantity more explicit at the expense of more notation in a straightforward manner, for simplicity and clarity we omit doing so.
Theorem III.3. Let O(i, j) be the orbit of the element (i, j), let its degree be d ij . Then there are constants C 1 , C 2 such that for all i, j
The proof is provided in the longer version [27] .
Recall that O := min i,j |O(i, j)| denotes the size of the smallest edge orbit, and O d := min i,j |O(i,j)| dij , and let n O denote the number of distinct (i.e. inequivalent) edge orbits O(i, j). Note that n O ≤ p 2 trivially.
Corollary III.2. We have the following sample complexity results for the ∞ norm:
To obtain an error bound max i,j |Σ ij −Σ ij | ≤ δ with probability exceeding 1 − 1 p c for some constant c, we need n ≥ C 3 max log p δ 2 O , log p δO d , for some constant C 3 .
We remind the reader that the group-theoretic parameters O and O d were introduced in Section II-A. These parameters roughly capture the sizes of the orbits in the group. Since samples corresponding to the same orbit are statistically equivalent (though the information is not i.i.d.), we may expect to reuse this information to get statistical gains. Corollary III.2 makes these gains explicit, indeed the sample complexity is smaller by a factor corresponding to the size of the orbit.
Remark III.2. It is again instructive to contrast the standard ∞ rates versus the improved rates derived in this section for symmetric models. The standard ∞ rates require a sample complexity of n ≥ C log p δ 2 for δ = o(1). For the cyclic and symmetric group, our rates imply a sample complexity of n ≥ C log p δ 2 p samples. (Similarly for the case of the product of symmetric groups our sample complexity is n ≥ C log p δ 2 mini ri .) We point out that in the case of models invariant with respect to the symmetric group, the overall ∞ rate is governed by the rate of convergence of the diagonal entries of Σ corresponding to the orbit O(1, 1). We point out that the orbit O(1, 2) is much larger, and the sample complexity for estimating Σ 12 is n ≥ C max log p δ 2 p(p−1) , C log p δp .
