Given a vector a = (a 1 , . . . , a r ) of positive integers we study the restricted partition function p a (n) := the number of integer solutions (x 1 , . . . , x r ) to r j=1 a j x j = n with x 1 ≥ 0, . . . , x r ≥ 0 using the Dirichlet series ∞ n=1 pa(n) n s .
Introduction
Let a := (a 1 , a 2 , . . . , a r ) be a sequence of positive integers, r ≥ 1. The restricted partition function associated to a is p a : N → N, p a (n) := the number of integer solutions (x 1 , . . . , x r ) of r i=1 a i x i = n with x i ≥ 0. The function p a (n) is also known in the literature [1] as the Sylvester denumerant of a.
One way to investigate the function p a (n) is to use the identity
, |z| < 1.
In this paper we study p a (n) using the Dirichlet series ζ a (s) = n≥1 p a (n) n s , which converges for Re(s) > r and can be extended to a meromorphic function in the complex plane with the only poles at {1, 2, . . . , r} which are simple. We reprove basic properties of p a (n) by this method. In Theorem 1.4 we prove that In Corollary 1.6 we obtain the classical result of Bell [3] that p a (n) is a quasi-polynomial of degree r − 1 with the period D, i.e. In Corollary 1.8 we prove that ζ a (s) has simple poles in the set {1, 2, . . . , r} with the residues 
In Corollary 1.12 we obtain the classical result [4, Problem 27 ] that if gcd(a 1 , . . . , a r ) = 1 then
In Theorem 1.17 we prove that
where B j , j ≥ 0 are the Bernoulli numbers. In Theorem 1.23 we obtain as a consequence of Theorem 1.17 and basic facts on quasipolynomials the result of Beck, Gessler and Komatsu [2] that the polynomial part of p a (n) is
In the case r = 2 we obtain in Theorem 2.1 the classical result of Popoviciu [5, Lemma 11 ] that
and a
Main results
Let a := (a 1 , a 2 , . . . , a r ) be a sequence of positive integers, r ≥ 1. The restricted partition function associated to a is p a : N → N, p a (n) := the number of integer solutions (
where ζ(s) is Riemann's zeta function.
Let r ≥ 2, a ′ := (a 2 , . . . , a r ). We have that
Let D be the least common multiple of the numbers a 1 , a 2 , . . . , a r . Let u 1 ≥ 1, u 2 ≥ 0, . . . , u r ≥ 0 be integers. We write
Proof. We use the expansion 
. . , j r ) and q(j 1 , . . . , j r ) be the unique integers such that
Since c(j 1 , . . . , j r ) = a 1 j 1 + · · · a r j r and 1
− 1 we have that c(j 1 , . . . , j r ) < rD, hence 0 ≤ q(j 1 , . . . , j r ) ≤ r − 1.
Proof. From (2) it follows that
By Proposition 1.2, it is enough to show that
Indeed, since
we get that
. . , j r ) and q u (j u+1 , . . . , j r ) be the unique integers such that
Proof. From Proposition 1.3 it follows that
The Hurwitz zeta function has the property
where q is a positive integer and 1 − qa is not a positive integer. Applying this with q = D Du
The result follows from (3) and (4).
where the γ mv 's are constants which depend only on the sequence a.
where
Proof. From Corollary 1.5 it follows that
Proof. From Corollary 1.6 it follows that
Corollary 1.8. The function ζ a (s) has simple poles in the set {1, 2, . . . , r} with the residues
We want to show that the c jℓ 's are 0. We have that
It follows that
From the identity theorem of Dirichlet series it follows that r j=0 k −j c jℓ (nk + ℓ) j = 0 for every n ≥ 0. Hence c jℓ = 0. 
. . , j r )+ ℓD u = v if and only if (j u+1 , . . . , j r ) ∈ B uv . Since 
Proof. The map
is a group morphism with Im(ϕ) =<ḡ >, the subgroup of 
Proof. According to Corollary 1.8 and Theorem 1.10 we have that
.
Since the set A u is the disjoint union of the subsets B uv with 1
Corollary 1.14.
Proof. This follows from Theorem 1.10 and Corollary 1.13.
The Bernoulli numbers B j are defined by
, B 4 = − 1 30
and B n = 0 if n is odd and greater than 1. It holds that
withB j = B j for all j = 1 andB
. Lemma 1.15.
Proof. It holds that (j u+1 ,...,jr)∈Au
From (5), (6) and (7) it follows that
Lemma 1.16. Let r ≥ 2, P (X) = (X + 1)(X + 2) · · · (X + r − 1) and 0 ≤ j ≤ r − 2. It holds that
Proof. Let
Using the change of variables
, 1 ≤ i ≤ r it follows that
If r − j is even then, using the change of variables v i = −u i , 1 ≤ i ≤ r, it follows that
since Q (j) is odd. Thus I = 0. If r − j is odd it holds that
,0]
Using the change of variables v i = u i , for 1 ≤ i ≤ r − 1 and v r = −u r it follows that
Using the change of variables v i = −u i for 1 ≤ i ≤ r − 1, v r = u r and the fact that Q (j) is even it follows that
Proof. From Corollary 1.14 and Lemma 1.15 it follows that
LetR m be the part of the above sum with t = r − m − u and ℓ u+1 = i u+1 , . . . , ℓ r = i r . Using B 1 −B 1 = −1 and b u,r−1−u = 1 it follows that
since B j −B j = 0 for j = 1. For i 1 + · · · + i r = r − m it holds that
We use induction on r ≥ 1. For r = 1 it holds that r − m = 0, hence
and the induction hypothesis, it follows that
Hence (10) holds. From (9) and (10) it follows that 
Let s j = i j − ℓ j . It follows that
by Lemma 1.16. Since R m −R m is a sum of terms of the form S ′ it follows that R m =R m . Let σ n,1 = x 1 + · · · + x n , σ n,2 = x 1 x 2 + · · · + x n−1 x n , . . . , σ n,n = x 1 · · · x n be the fundamental symmetric polynomials. We have that
so the expression of the symmetric polynomial L r+1,m+1 in σ r+1,1 , . . . , σ r+1,r−m is the same with that of L r,m in σ r,1 , . . . , σ r,r−m . It follows that the polynomial L r,m is determined by L r−m+1,1 . 
3) If r = 3, then R 1 = 
Remark 1.20. Note that if r ≤ 3 then the residues of ζ a (s) determine uniquely the sequence a, up to a permutation. This is not true for n = 4. If r = 4 then it holds that
It follows that (x, y, z) := (
) satisfies the relation 9xy = 2x 3 + 27z, hence
We consider the surface S := Z(z − )) ⊂ R 3 . S is a ruled surface, which contains the lines x = c, z = , where c ∈ R.
We recall the following result from [6] . (
, where
has been reduced to lowest terms), and deg
n , where each P λ (n) is a polynomial function.
where c i (n) are periodic functions with integral period D > 0 and c d (n) is not identically zero. We define the polynomial part of p(n) to be the polynomial function P (n) := P 1 (n), with the coefficient P 1 (n) from Proposition 1.21, (iii). It holds that
where A(z) ∈ C[z] is a polynomial of degree ≤ m,
where B(z), C(z) ∈ C[z] with deg(B(z)) < deg(C(z)) and C(1) = 0, hence
It follows that L(z)
(1−z) d+1 = A(z)
(1−z) m+1 , so P 1 (n) = P (n). The Dirichlet series associated to p(n) is Beck, Gessel and Komatsu write in [2] p a (n) = P a (n) + Q a (n),
where P a (n) is the polynomial part of the quasi-polynomial p a (n). This appears also in the paper [7] of Sylvester.
Proof. We have to show that
