Abstract-In this paper we propose an edge-directed error concealment (EDEC) algorithm, to recover lost slices in video sequences encoded by flexible macroblock ordering. First, the strong edges in a corrupted frame are estimated based on the edges in the neighboring frames and the received area of the current frame. Next, the lost regions along these estimated edges are recovered using both spatial and temporal neighboring pixels. Finally, the remaining parts of the lost regions are estimated. Simulation results show that compared to the existing boundary matching algorithm [1] and the exemplarbased inpainting approach [2], the proposed EDEC algorithm can reconstruct the corrupted frame with both a better visual quality and a higher decoder peak signal-to-noise ratio.
D
ELIVERING video of good quality over the Internet or wireless networks is very challenging, due to the use of predictive coding and variable length coding (VLC) in video compression [3] , [4] . In the block-based video coding method, if we use INTER prediction mode, each macroblock (MB) is predicted from a previously decoded frame by motion compensation. If data loss occurs during the transmission, the corresponding frame will be corrupted, and this error will propagate to the subsequent frames because of INTERprediction. In addition, a simple bit error in VLC can cause desynchronization; as a result, all the following bits cannot be used until a synchronization code arrives. Due to these facts, it is useful to develop error resilience (ER) and error concealment (EC) techniques to control and recover from the errors in video transmission. Error resilience is usually applied at the encoder side. The coding efficiency of an ER codec is lower than a normal codec, because the encoder needs to introduce some redundancy to the stream. In the case of error, the decoder would use this additional information to reconstruct the video. On the other hand, error concealment is applied at the decoder side. It requires no change to the encoder and does not increase the bit rate.
If each video frame is encoded into several slices which are packed and transmitted separately, when loss occurs during the transmission, it is possible that only a portion of a video frame is corrupted and thus can be estimated based on both spatial and temporal correlations between neighboring pixels. Flexible macroblock ordering (FMO) has been developed in part for such applications, which is one of the new features of the video compression standard H.264/advanced video coding (AVC). In FMO, the video frame is divided into several independently-decodable slices, and each slice consists of a sequence of MBs. Similar to other slice coding approaches, in FMO, the prediction beyond slice boundaries is also forbidden so as to prevent error propagation from intra-frame predictions, and thus can help to improve the error robustness of the compressed video [5] , [6] . Fig. 1 shows two popularly used MB scan patterns in FMO, i.e., the checkerboard/scattered mode and the interleaving mode. One frame is encoded into two slices, and the blocks with the same color are grouped into one slice. When MBs are arranged in such fashions, error concealment schemes can perform very well as the lost MBs can be reconstructed by their surrounding MBs. It has been demonstrated that the distortion in a recovered block tends to increase with its distance to the nearest error-free blocks [5] , [7] . The objective behind the use of FMO as an error resilience tool is to equally scatter possible errors to the whole frame, so as to make errors easily concealed compared to those concentrated in a small region [6] .
When the checkerboard mode in Fig. 1(a) is used in FMO, predictions between neighboring MBs are not used so as to avoid error propagation from one slice to another. As a result, the coding efficiency is reduced due to the overhead bits accompanied with this scheme [6] . In an error-free environment, the bit rate penalty was found to be less than 5% for six of the seven common condition video sequences encoded at quantizer parameter (QP) = 16, and about 20% for the worst sequence encoded at QP = 28 [5] . These results were derived using H.26L, and we expect that similar results can be observed in H.264. When the interleaving mode in Fig. 1(b) is used to encode the MBs, prediction from upper MBs is forbidden while prediction from the left one is still available. So a lost slice can be error-concealed using its upper and lower MB rows, if the slice containing these MBs is received. Compared to the checkerboard mode, the interleaving mode is better in terms of coding efficiency, but less capable in terms of error recovery ability [6] . It is worthy to note that these two FMO modes are essentially two implementations of the spatial sub-sampling multiple description coding (MDC) approach [8] . In MDC, the video stream is divided into independently-encoded streams (descriptions), which are sent to the destination through different channels. If error occurs during the transmission, only a subset of the descriptions will be received by the decoder, which can be used to reconstruct the video with lower but acceptable quality. Specially in spatial sub-sampling MDC, each frame is divided into multiple descriptions using, for example, the motion vectors of the blocks [9] , the residues [10] , [11] , or even the blocks themselves [12] . The implementations of the last one and the checkerboard FMO mode are very similar.
Several error concealment algorithms have been proposed for MB losses in FMO, such as spatial interpolation based on edge direction [13] and motion-compensated temporal prediction based on boundary matching [14] . Image inpainting techniques have also been adopted in recent EC algorithms [15] , [16] . In [2] , an exemplar-based image inpainting approach is proposed. The authors demonstrate that the quality of the synthesized image is highly influenced by the order in which the filling process proceeds. So they propose to give higher synthesis priority to those regions lying on the continuation of image structures. The EC algorithms proposed in [15] and [16] are both based on this exemplar-based synthesis approach. A number of EC algorithms based on direction/edge information in image and video frames have also been developed to errorconceal lost blocks. In [17] , the authors propose a spatial directional interpolation scheme in which the surrounding pixels of a lost block are first used to reveal the local geometric structure. The estimated edges can divide the lost block into several regions, and the missing pixels in each region are differently estimated using directional filtering. It is assumed that the number of cross-points between estimated edges and the lost block is always even, which may not be true for a natural texture image. This assumption is avoided in [18] , as in this scheme one edge can meet another edge within the lost MB and does not exit the MB. The authors in [19] propose a spatial shape EC technique in the context of object-based image and video coding schemes. Based on the available surrounding contours, the missing shape data of lost blocks are interpolated using Bézier curves. All the approaches in [17] - [19] use only spatial information to estimate the corrupted structure/shape data. In [20] , the boundary matching algorithm proposed in [1] is extended such that the best match of a lost MB is temporally searched based on the edge characteristics of neighboring MBs instead of their pixel values. In [21] , the authors propose a two-stage EC algorithm. After an initial estimation of the missing blocks, a maximum a posteriori (MAP) estimator is used to further improve the reconstructed video quality. It uses an eight-pixel clique (with eight directions) around each pixel as the image a priori model. The MAP estimation of missing pixels is also used in the EC algorithm in [22] , where previously interpolated pixels are also used in the recovery process of subsequent ones. This sequential approach can improve the capability of recovering important image features; nevertheless, it also causes the error propagation problem. To alleviate this, a linear average of eight recovered versions from different scanning orders is used as the final result.
In [23] , an image compression framework is presented where inpainting techniques are used to remove visual redundancy inherent in natural images. Only edges and necessary exemplars (blocks) are extracted and compressed at the encoder side. Based on this assistant information, other regions of the image are intentionally skipped during encoding, and will be restored at the decoder using an edge-based inpainting approach. The structure regions along the obtained edges are inpainted first, and then the remaining regions are filled by texture synthesis. Motivated by this, we propose an edge-directed error concealment (EDEC) algorithm for FMOencoded video streaming over the Internet. When packet (slice) loss occurs, the strong edges in a corrupted frame will be estimated first based on the edges in the neighboring frames and the received area of current frame. Then, the lost regions along these estimated edges will be recovered using both spatial and temporal neighboring pixels. Finally, the remaining parts of the lost regions are estimated. A patch-based approach is used to fill the erroneous regions, as compared to a pixelbased one, it can not only improve the execution speed but also improve the accuracy of the propagated structures [2] . Different from the approaches in [17] , [18] , and [20] - [22] , edges in our algorithm may not be straight ones. An edge is defined to be a set of 8-connected pixels to make the EC algorithm more general for natural images. We will use the checkerboard mode in Fig. 1(a) to illustrate our proposed algorithm. However, it is worthy to note that our algorithm can be easily extended to error-conceal the lost MBs in other FMO modes.
The rest of this paper is organized as follows. In Section II, we will describe the proposed EDEC algorithm. Its performance will be demonstrated in Section III by both subjective and objective results. Section IV is the conclusion.
II. EDEC
Suppose each video frame is encoded into two slices based on the FMO mode in Fig. 1(a) ; slice 1 (L 1 ) contains all the white MBs and slice 2 (L 2 ) contains all the grey MBs. Then, these two slices are packed and transmitted separately over the Internet. Without loss of generality, suppose L 1 of frame ψ(n) is lost during the transmission. As predictions between neighboring MBs are abandoned in checkerboard FMO, L 2 of ψ(n) can be correctly received and decoded. We will use both the decoded L 2 and the previous frame ψ(n − 1) to errorconceal the lost MBs in L 1 in our proposed algorithm. In detail: 1) the strong edges in frame ψ(n) will be estimated first based on the edges in the previous frame ψ(n − 1) and the received area of frame ψ(n); 2) then the lost regions along these estimated edges (structure regions) will be estimated using both spatial and temporal neighboring pixels; and 3) finally, the remaining parts of the lost regions are estimated. We name our proposed approach EDEC algorithm, which will be explained step by step in the subsequent sections. The intermediate result after each step is shown in Fig. 2 for a better illustration.
A. Initialization

1) Hierarchical Boundary Matching:
In order to assist the execution of the three main steps of our algorithm, we first use a hierarchical boundary matching (HBM) approach to estimate the motion vector (MV) of each 4 × 4 block in frame ψ(n). The original-size frame is first down-sampled to a coarse frameψ(n), based on which the boundary matching algorithm in [1] will be applied to find the MV of each block. Then using these obtained MVs inψ(n) as an initial estimation, the MV of each 4 × 4 block in ψ(n) will be refined. By first applying motion estimation in the down-sampled video frame, we not only reduce the complexity of motion search but also improve the accuracy of the initially estimated MVs. As the low-pass filter used in down-sampling can help to reduce the noise in video frame, the number of erroneously estimated MVs can be reduced. Note that as tree structured motion compensation is used in the H.264/AVC standard [24] , i.e., each MB can be partitioned into motion-compensated subblocks, each partition or sub-block can have a separate motion vector. So for each received 4 × 4 block, we will set its MV to that of the partition containing this block, which can be directly retrieved from the received bitstream. HBM is only applied to the corrupted blocks to estimate their MVs.
In detail, given a scale factor s, suppose the down-sampled frame of ψ(n) isψ s (n). Then each MB in ψ(n) becomes a smaller block inψ s (n), namedMB. Using the boundary matching algorithm in [1] , we can estimate the MV of each corruptedMB inψ s (n). The median value of the MVs of received neighboring blocks is used as the starting point for MV search. After this, suppose the estimated MV for the ith MB isMV i . Then as the resolutions ofψ s (n) and ψ(n) are different,MV i is scaled by factor s to get the initial estimation for the MV of the ith MB, MB i , in ψ(n), i.e., MV
i is used as the starting point to search the MV of each 4 × 4 block within MB i . In our experiments, scale factor s is equal to 4 and pixel-averaging is used as the down-sampling approach.
After we obtain the MV of a corrupted 4 × 4 block, we will also error-conceal this block by copying pixels from ψ(n − 1) based on the estimated MV. So after the HBM process, an error-concealed frame for ψ(n) will be obtained. Suppose it is ψ h (n). Both ψ h (n) and the estimated MVs of 4 × 4 blocks will be used to assist the edge restoration process introduced later. is the confidence attribute of p, which is initially set to be 1 for an error-free pixel and 0 for a lost pixel. The larger C p is, the more trustworthy p becomes. Structure attribute S p represents whether p is an edge pixel or not; its value can be NE (not edge pixel), E (edge pixel), or PE (possible edge pixel). We name a pixel p an E-Pixel if its structure attribute S p is E. To obtain the initial structure attribute values for all the pixels in ψ(n), we first apply a canny edge detector [25] on frame ψ h (n) which is obtained by hierarchical boundary matching in Section II-A1. After this, for each pixel p in ψ(n):
2)
• If its corresponding pixel in ψ h (n) is marked as edge by the canny operator:
-if p belongs to the received slice (L 2 of ψ(n) in this example) but does not lie on any MB boundary, the structure attribute of p is set to be E (edge pixel); -otherwise, the structure attribute of p is set to be PE (possible edge pixel).
• Otherwise, its structure attribute S p is set to be NE (not edge pixel).
Similarly, we also compute the attribute vector for each pixel q in frame ψ(n − 1). If ψ(n − 1) has been corrupted and error-concealed, each pixel will have a confidence attribute value computed by EDEC previously. Otherwise, the confidence attributes of the pixels in ψ(n − 1) are propagated from their reference pixels in ψ(n − 2) when ψ(n − 1) is decoded. If all the previous frames have been correctly received, the confidence attributes are set to 1. In addition, as it has been demonstrated in the literature that deblocking filters and sub-pixel motion compensation can help to attenuate the propagated error energy [26] , [27] , we will refresh the confidence attributes of all the pixels to be 1 if the time between the last corrupted frame and ψ(n − 1) is long enough. We also apply a canny edge detector on frame ψ(n − 1) to get the pixel structure attribute values. If a pixel q with C q = 1 is marked as edge by the canny operator, its structure attribute S q is set to be E; otherwise, S q is set to be NE. One major difference between a pixel q in ψ(n − 1) and a pixel p in ψ(n) is that the structure attribute of q can only be NE (not edge pixel) or E (edge pixel).
We define the attribute difference between two pixels p and q as
(1)
In our experiments, we use NE = 0, E = 255, and PE = 200.
3) P-Edges and R-Edges: As we have introduced previously, we will estimate the strong edges in the corrupted frame ψ(n) based on the edges in both the previous frame ψ(n − 1) and the received slice (L 2 ) of ψ(n). To better illustrate our proposed algorithm, we define two kinds of edges, potential edge (P-Edge) and reference edge (R-Edge). P-Edges are the initial estimated edges in the corrupted frame ψ(n), and R-Edges are the reference edges in ψ(n − 1) and will be transformed into ψ(n) to refine the uncertain parts of related P-Edges. Specifically, a P-Edgeê is defined to be a set of 8-connected pixels in ψ(n) with similar DC attribute values and with structure attributes being E or PE, i.e., e = {p :
Here T a is a threshold for DC attribute difference, and (x p , y p ) is the coordinate of pixel p in frame ψ(n). T a is trained to be 30 in our experiments. By the definition, we can see that a P-Edge can contain some uncertain parts where the structure attributes of pixels are PE. These uncertain parts will be refined by the edge restoration process in Section II-B. Compared with P-Edge, an R-Edgeē is a set of 8-connected pixels in ψ(n − 1) with similar DC attribute values and with structure attributes being E, i.e.,ē = {q : q ∈ ψ(n − 1), S q = E, and ∃ q ∈ē s.t. q = q and |A q − A q | ≤ T a and max(|x p − x p |, |y p − y p |) ≤ 1}. We define E n P to be the set of all the P-Edges in ψ(n), as shown in Fig. 3(b) , and E n−1 R to be the set of all the R-Edges in ψ(n − 1).
B. Edge Restoration
The key idea of the edge restoration process in our algorithm is that for a P-Edgeê in frame ψ(n), we search in the reference frame ψ(n − 1) to check whether there exists an REdgeē that matchesê well. If such a reference edgeē exists, we will transformē into ψ(n) to refine the uncertain parts ofê. Furthermore, in order to obtainē, a motion vector mvê needs to be estimated forê first, and then the reference edge ofê will be searched around mvê.
In detail, for each P-Edgeê i ∈ E n P , the edge restoration process proceeds as follows. Specifically, given an MV forê i , i.e., mv, the MV search distortion forê i is defined to be
where G(ê i , w) is the set of available pixels in a region (with width 2w + 1) alongê i , i.e., = E}. Note that in addition to the mean attribute difference between the pixels, the percentage of matched E-Pixel pairs given mv, i.e., P µ = µ(ê i , mv) / ê i , is also considered in the selection of motion vector. The larger P µ is, the smaller the MV search distortion is. After the motion search, the finally selected MV forê i is the one that gives the minimum MV search distortion, i.e.,
2) Search the reference edgeē
a) With mvê i , we can obtain the set of all the reference pixels of E-Pixel pairs forê i , i.e.,
, S p = E and S q = E}, and then select the R-Edge from E n−1 R that overlaps the most withμ(ê i , mvê i ). In other words, the reference edge ofê i in ψ(n − 1) isē Note that we can search all the R-Edges in E n−1 R to find the one that matchesê i the best, i.e., overlaps withμ(ê i , mvê i ) the most. However, the complexity of this approach is very high as the number of R-Edges can be very large. In reality, there are only a few R-Edges in E n−1 R having common pixels withμ(ê i , mvê i ); therefore, we can just search among these R-Edges to find the best match. 
is a trustworthy reference edge forê i and we will continue to go to step 3; ii) otherwise,ē , with coordinate (x q , y q ) in frame ψ(n−1), the location of its corresponding pixel in ψ(n) is calculated by i × (x q , y q ) T . Then we round i × (x q , y q ) T to the integer coordinate and suppose pixel p lies here; i) If C p = 0, i.e., pixel p has not been errorconcealed, we will update the attribute vector of p by setting
Here C E is a constant less than 1; it is trained to be 0.7 in our experiments; ii) If C p = 1, i.e., pixel p is error-free, we will set S p to be E if it is not; iii) Otherwise, we will select the next pixel q fromē n−1 i and go to step 3-b, as the attribute vector of p has already been updated by another edge that passes through it. Note that in order to assist the structure region restoration process in Section II-C, we maintain the list of all the (p, q) pairs that we have obtained in this step, i.e., . And the latter one is actually one recovered edge during this edge restoration process. We define to be the set of all the possible θ i , i.e., all the obtained edge pairs. The structure region restoration process in Section II-C will be performed based on . Note that we have introduced how to match a P-Edgeê in ψ(n) to an R-Edgeē in ψ(n − 1), and then transformē into ψ(n) to refine the uncertain parts ofê. Analogously, for each R-Edgeē in ψ(n − 1), we can also check whether there exists a P-Edgeê in ψ(n) that matchesē well. If such anê exists, we can transformē into ψ(n) to refineê , and then add the obtained edge pair into set . This complementary process can help to increase the number of recovered edges in ψ(n). As it proceeds similarly as the one we have introduced previously, we will not go into the details here.
Edge restoration process consumes about 39% of the total EC time in EDEC, and this is mainly due to the motion vector estimation step (step 1 in Section II-B) and the reference edge search step (step 2 in Section II-B). The edge transform step (step 3 in Section II-B) consumes very little time. Fig. 2 shows the intermediate result after edge restoration. Suppose slice 1 in frame 1 of Foreman (common intermediate format (CIF), 15 frames/s, QP = 28) is lost, as shown in Fig. 2(c) . The error-free reconstructed frame 0, Fig. 2(a) , is used as the reference frame to error conceal frame 1. And the recovered edges are shown in Fig. 2(d) with estimated pixel values. We can see from the figure that edges in the corrupted frame can be well estimated by this edge restoration process. To give a better illustration for the R-Edges and P-Edges, we also show the initial estimated P-Edges of frame 1 in Fig. 3(b) , and their trustworthy reference edges in frame 0, i.e., the extracted R-Edges from , in Fig. 3(a) .
C. Structure Region Restoration
In the previous edge restoration process, we have saved all the obtained edge pairs in . For each edge pair θ j ∈ , we can extract the corresponding R-Edgeē n−1 j in ψ(n − 1) and its transformed edgeẽ j in ψ(n). Hereẽ j is actually a recovered edge. Define R(ẽ j , ω) = {p : p ∈ ψ(n) and ∃ p ∈ e j s.t. max(|x p − x p |, |y p − y p |) ≤ ω} to be the structure region alongẽ j , with region width parameter ω. During the structure region restoration process, we will refine the attribute vector of each pixel p in R(ẽ j , ω), using both temporal and spatial information, i.e., neighboring pixels surroundingē n−1 j and p, respectively. A patched-based filling approach will be used in our algorithm. As compared to a pixel-based one, it can not only improve the execution speed but also improve the accuracy of the propagated structures [2] . In addition, in order to reduce the occurrences of improperly propagated structures, we gradually increase the width of structure regions, and each new round of structure region restoration is based on the results of the previous one. In our experiments, the region width parameter ω goes from 1 to 6, as we find that a larger ω will not obviously increase the reconstructed video quality but increase the time complexity a lot.
In detail, given a region width parameter ω, for each edge pair θ j ∈ with extractedē n−1 j in ψ(n − 1) andẽ j in ψ(n), the structure region restoration process proceeds as follows. 1) Mark the initial status of each pixel inẽ j . In detail, for each p ∈ẽ j , suppose W p is a (2ω + 1) × (2ω + 1) patch centered at p. a) If all the pixels in W p are received, i.e., confidence attributes being 1, mark pixel p as RCV (neighbors are received). b) Otherwise, mark pixel p as CRP (neighbors are corrupted). 2) Search inẽ j to find the CRP pixel with the maximum priority and then refine its neighboring pixels. The priority of a pixel p is defined as the average confidence attributes of its neighboring pixels, i.e., 
|) ≤ t and max(|x
where t is the zone size parameter and is trained to be 6 in our experiments. Then the center of the most similar patch for W p k , i.e., the best match, is searched in Z t (q n−1 k , t ), and it is given by
Here ) or RFN (refined), so the structure region restoration of θ j with parameter ω has finished. Note that although most of the edges in the corrupted frame can be well restored in Section II-B, some edges may still be improperly estimated, due to the inaccurate edge motion vectors or edge-pair transform matrices. To decrease the side effect of such false estimations, when the erroneous parts of a patch W p k are updated by its best match, e.g., W b k , both the zero-confidence pixels and those already errorconcealed pixels are updated. Suppose pixel p ∈ W p k and its corresponding pixel in W b k is b.
• If C p = 0, p is error-concealed by copying the pixel value from b. • If 0 < C p < 1, p is error-concealed by averaging its old pixel value with b. • Otherwise, p is an error-free pixel and does not need to be error-concealed. This continuous updating of erroneous pixels works like a low-pass filter and thus can effectively suppress the error brought by false edge estimation. On the other hand, as the structure region restoration process is directed by edge pairs, strong edges are still preserved in the reconstructed frame. The intermediate result after this step is presented in Fig. 2(e) . The structure region restoration process consumes about 59% of the total time in EDEC. Although the splitting and separatesearching scheme (see item 2-a.ii in Section II-C) increases the time complexity by about 15%, it can help to increase the reconstructed video quality by about 0.3 dB.
D. Remaining Region Restoration
After recovering the edges in ψ(n) and the structure regions along these edges, the next step of our algorithm is to recover the remaining erroneous regions of ψ(n). Similarly as in Section II-C, we use a patch-based filling approach.
For each macroblock MB c in ψ(n), it is refined as follows if it belongs to the lost slice (L 1 in this example).
1) Search in MB c among the pixels with zero confidence attributes and find the one with the maximum priority.
Similarly as in Section II-C, the priority of pixel p is calculated using (5), and W p is a (2ω + 1) × (2ω + 1) patch centered at p. Parameter ω is trained to be 4 in our experiments, to make a compromise between EC performance and time complexity. a) If such a pixel exists and suppose it is p k , patch W p k will be refined. Define the spatial search zone around p k as
where is a zone size parameter. In addition, we also define a temporal search zone, Z t (q is the reference pixel of p k in ψ(n − 1) and can be found using the MVs obtained in the HBM of Section II-A1. Then we will search the patch that is most similar to W p k in both Z s (p k , ) and Z t (q n−1 k , ). Only the pixels with confidence attributes greater than zero are used to calculate the patch difference. Suppose the most similar patch is
Then W b k will be used to update the erroneous parts of W p k using a similar approach as we have used in Section II-C. After this, we change the confidence attributes of updated pixels to be C R . Here C R is a constant and is trained to be 0.2 in our experiments. Then go to step 1. b) Otherwise, all the pixels in MB c have been refined or received. Go to step 2. 2) Continue to refine the next macroblock MB c in ψ(n). After recovering the remaining erroneous regions of ψ(n), we can obtain an error-concealed frame of ψ(n). Suppose it is ψ e (n). Then we will average ψ e (n) with ψ h (n), which is obtained by hierarchical boundary matching in Section II-A1, to get the finally error-concealed frame of ψ(n). This averaging operation can further help to reduce the error energy in the reconstructed frame. Fig. 2(f) shows the finally reconstructed frame by EDEC, which is very close to the error-free one shown in Fig. 2(b) .
III. Simulation Results
In the simulation, we compare the proposed EDEC algorithm with two other algorithms. One is the boundary matching (BM) error concealment algorithm modified from [1] , and the other one is the exemplar-based image inpainting (EI) approach modified from [2] . For BM, the boundary width for the motion estimation of lost MBs is set to 2. The search range is [−16, 16] using the median MV of received neighboring blocks as the starting point. For EI, as a large portion of a video frame may be corrupted due to slice losses or a temporally propagated error, we improve the original algorithm in [2] by extending the source region for patch searching to both the previous frame and the received region of current frame. The patch size selected is 13 × 13 as we find it can propagate the structures most properly. The temporal search range is [−32, 32] using zero motion as the search center, and the spatial search range is [−4, 4] . We use the joint video team reference software JM 12.4 (baseline profile) for the simulations [29] , and 200 frames of video sequence Foreman (CIF), Sign Irene (CIF), Harbour (720 p), and Night (720 p) are used for the testing, compressed at 15 frames/s. All the block sizes from 4 × 4 to 16 × 16 are allowed for the motion estimation/compensation and the search range is [−32, 32]. In the simulation, each frame is encoded into two slices, using the checkerboard FMO mode in Fig. 1 . Only the first frame is encoded as an INTRA-frame, and all the subsequent ones are encoded as INTER-frames. One fixed QP is used for the whole sequence, and its value is adjusted to achieve different bit rates. Random INTRA-MB refresh is not used, i.e., parameter RandomIntraMBRefresh = 0 in the encoder configuration file. However, additional INTRA-MB can be encoded if it has a lower RD cost in the encoder mode-decision procedure.
The compressed video is supposed to be transmitted though a packet loss channel, and one packet contains the information of one slice. Note that as prediction beyond the slice boundaries is forbidden, within a same frame, error propagation from one slice to the other one can be prevented. We use [30] to generate the packet loss patterns, and the loss rate is P = 3%, 5%, 10%, or 20%. Decoder peak signal-tonoise ratio (PSNR) is used as the objective measurement, which is computed using the original uncompressed video as reference. Given a packet loss rate P, the video sequence is transmitted 20 times, and the average PSNR for the 20 transmissions is calculated at decoder. Fig. 4 illustrates the visual quality after applying different error concealment algorithms on Foreman for one slice loss. QP = 28 is used to encode the whole sequence, and suppose slice 1 in frame 1 is lost, i.e., as in Fig. 4(c) . For the sake of comparison, the original error-free reconstructed frames are also shown in Fig. 4(a) and (b) . Then frame 0 is used to error-conceal the lost slice in frame 1 using EDEC, BM, and EI, and the reconstructed frames are shown in Fig. 4(d) , (e), and (f), respectively, with corresponding decoder PSNR. We can observe from the figure that the error-concealed frame using EDEC looks much better than that using BM or EI, i.e., both the blocky artifacts and the artificial inpainting effects are greatly reduced. In addition, edges in the corrupted frame are more precisely estimated (e.g., the right boundary of the hat) and pixels in smooth regions are more reasonably filled (e.g., the region between the left neckline and the face). With EDEC, the PSNR gain can be more than 2 dB. In addition, as the width of structure regions is gradually increased during EC process, and the lost regions are recovered using both spatial and temporal neighboring pixels, the EDEC-reconstructed video can be smoothly displayed at normal frame rate. In other words, the flickering artifacts introduced by discontinuous temporal backgrounds can be avoided in EDEC. Interested readers can download the video sequences in Fig. 4 at [31] . Fig. 5 shows the RD curves of different EC algorithms with packet loss rates P = 3% and P = 10%. From the figure we can see that the RD curves of EDEC are much higher than those of BM and SI, i.e., 0.68 dB and 1.22 dB on average for P = 3%, and 0.84 dB and 1.35 dB for P = 10%, respectively. Specifically, for a sequence with strong edges such as Foreman, EDEC performs especially well. For example, when the loss rate P is 3%, the PSNR gain of EDEC over BM can be as high as 1.84 dB. Fig. 6 compares the three EC algorithms for different packet loss rates, P = 3%, 5%, 10%, or 20%. QP = 25 is used to encode the sequences. Similar to the results in Fig. 5 , the curves of EDEC are always higher than those of BM and SI.
Note that in the previous simulations, only one reference frame, i.e., the immediately previous one, is used to errorconceal a corrupted frame. In order to recover more edges in the erroneous frame and obtain more trustworthy filling patches, we can extend the EDEC algorithm in Section II to utilize multiple previous frames as references. In other words, for a corrupted area, if we cannot find a suitable match in the previous frame, we can search further to find a better one. Fig. 7 shows the comparison between EDEC reconstructed frames using one and two reference frames. Suppose one slice is lost in frame 29 of Foreman (QP = 28). Its previous two reference frames and its error-free reconstructed frame are also shown for the sake of comparison. By comparing the results in Fig. 7 (e) and (f) we can see that using multiple reference frames can indeed help to increase the reconstructed video quality. For example, when the teeth in the corrupted area are recovered, if only frame 28 is used as the reference, a right match for the teeth cannot be found as the Foreman's mouth is open widely at this time. On the other hand, in frame 27, as the teeth are bared, we can find a suitable match to error-conceal the lost teeth in frame 29. By using one additional reference frame, a 0.43 dB gain can be obtained. However, since this additional reference will nearly double the computation time, we propose to use just one reference frame in reality as it can already provide a satisfactory result. Finally, we compare the complexities of the three algorithms. For BM, the time complexity is determined by the boundary width and search range in the motion estimation of lost MBs. As the median MV of received neighboring blocks is used as the search center for a lost MB, we need to maintain the MVs of all the received blocks. Compared to BM, a confidence map (floating point, the same size as the video frame) needs to be maintained for EI. And its time complexity is determined by the patch size, search range used for region filling, and the contour length of the remaining unfilled regions. For EDEC, the time complexity is related to many factors, such as the maximum edge length, the number of edges in the corrupted frame, the structure region width, the patch size to fill the remaining regions, and the search ranges used in all the three main steps. During the EC process, we need to maintain the MVs of all the 4 × 4 blocks, the reconstructed frame ψ h (n) after HBM (Section II-A1), the attribute vectors and the obtained edge pairs (Section II-B). The YUV components of attribute vectors can be just saved in the original decoder buffer without occupying extra space. In the simulation, we use the average decoding time of an error-free frame as a time unit (around 11 ms for a CIF video frame and 131 ms for a 720 p video frame, on an Intel Core4 2.66 GHz central processing unit), and then normalize the average error concealment time of each algorithm in the previous simulations. The results are presented in Table I (columns under Compared to Decoding). The ratios of EDEC and EI to BM are also presented (columns under Compared to BM) for a clearer illustration. We can observe that the average EC time of EDEC for a corrupted frame is about 10.3 times that of BM. This is mainly due to the edge restoration and structure region restoration processes of EDEC, consuming about 39% and 59% of the total time, respectively. Although these processes increase the EC time considerably, they can precisely estimate most of the corrupted edges so as to reduce the artifacts brought by BM, and can help to increase the reconstructed video quality by as much as 2.23 dB (Fig. 4) . In addition, it is worthy to note that there is still a large space to reduce the time complexity of EDEC by using techniques such as dynamic programming. For example, as edges can be broken into edge segments, their information (such as edge MV and best matched edge-pair) can be reused several times during the edge restoration process.
IV. Conclusion
In this paper, we have proposed an EDEC algorithm to recover the lost regions in a video frame. It consists of three main steps. First, the strong edges in the corrupted frame are estimated based on the edges in the neighboring frames and the received area of current frame. Second, the lost regions along these estimated edges are recovered using both spatial and temporal neighboring pixels. Finally, the remaining parts of the lost regions are estimated. Simulation results show that compared to the existing boundary matching algorithm and the exemplar-based inpainting approach, the proposed EDEC algorithm can reconstruct the corrupted frame with both a better visual quality and a higher decoder PSNR. His light-weight encryption and error resilience algorithms are accepted into the AVS standard. He has three U.S. patents and is applying for more than 50 on his signal processing techniques. He has performed forensic investigations and has stood as an Expert Witness in the Hong Kong courts many times. His main research interests include video and image coding and processing, watermarking and light weight encryption, and speech and audio processing. His research topics include fast motion estimation for MPEG-1/2/4, H.261/3/4 and AVS, optimal and fast suboptimal rate control, mode decision, transcoding, denoising, deinterlacing, post-processing, multiview coding, scalable video coding, distributed video coding, subpixel rendering, JPEG/JPEG2000, HDR imaging, compressive sensing, halftone image data hiding, GPU-processing, software-hardware codesign, etc.
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