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We extend Van’t Hoff’s law for the osmotic pressure to a suspension of active Brownian particles.
The propelled particles exert a net reaction force on the solvent, and thereby either drive a mea-
surable solvent flow from the connecting solvent reservoir through the semipermeable membrane, or
increase the osmotic pressure and cause the suspension to rise to heights as large as micrometers for
experimentally realized microswimmers described in the literature. The increase in osmotic pres-
sure is caused by the background solvent being, in contrast to passive suspensions, no longer at the
chemical potential of the solvent reservoir. The difference in solvent chemical potentials depends
on the colloid-membrane interaction potential, which implies that the osmotic pressure is a state
function of a state that itself is influenced by the membrane potential.
INTRODUCTION
In 1887, Van’t Hoff formulated his famous law stating
that the osmotic pressure Π of a dilute suspension equals
the pressure ρkBT of a dilute gas of the same concentra-
tion ρ and temperature T , with kB the Boltzmann con-
stant [1–3]. In Van’t Hoff’s interpretation, the total pres-
sure of the suspension Ptot(ρ, µs) = ρkBT + Ps(µs) de-
composes into the sum of the effective colloid-only pres-
sure ρkBT and a ‘background’ pressure Ps(µs) of the sol-
vent at chemical potential µs. In the typical experimental
setup to measure osmotic pressure (Fig. 1), µs is set by
a solvent reservoir that connects to the suspension via a
membrane permeable to solvent only. The net force per
unit area exerted on the membrane defines the osmotic
pressure, and results from the difference in suspension
pressure Ptot(ρ, µs) and reservoir pressure Ps(µs). As
this pressure difference induces a height difference H be-
tween the two menisci, the osmotic pressure Π ∼ H can
be directly inferred.
Van’t Hoff’s law does not apply to non-equilibrium
suspensions of active particles that constantly convert
energy into directed motion, such as swimming bacteria
[4, 5] or artificial microswimmers [6]. Not only are these
systems promising for applications in e.g. self-assembly
[7, 8] and targeted cargo transport [9, 10], they also dis-
play remarkable phase behaviour [11–20] that calls for
an underpinning thermodynamic framework [21–32]. An
essential prerequisite for such a framework is that ther-
modynamic properties can be expressed as functions of
variables that characterize the system state, a seemingly
trivial condition that was nonetheless questioned for the
osmotic pressure [33].
Previous studies of the pressure [33–54] mostly ad-
dressed self-propelled particles on a substrate, or equiva-
lently, an effective colloid-only system without an explicit
solvent. The solvent was explicitly modelled in Ref. [55],
but only as a passive species unaffected by the propulsion
force. However, as the propulsion force is internal [56],
FIG. 1. Schematic setup to measure osmotic pressure Π from
the height difference H = H0 + ∆H between the two menisci.
(a) For a passive system, the solvent chemical potential of the
suspension equals the reservoir chemical potential µs, such
that Π = ρkBT and H = H0 ∼ ρkBT . (b) For an active
system, colloids tend to ‘propel into’ the membrane (green
arrows), thereby exerting the opposite reaction force on the
solvent (red arrows). As a result, the solvent pressure and
solvent chemical potential in the bulk suspension increase by
∆Ps and ∆µs, respectively, indicated by the darker blue back-
ground, such that Π and H increase by ∆Ps and ∆H ∼ ∆Ps,
respectively.
the solvent - and in particular its pressure - is affected
by the opposite reaction force [41].
In this work, we apply this insight to extend Van’t
Hoff’s law to active suspensions. We show the osmotic
pressure to increase with activity due to a difference in
solvent pressure that develops between the suspension
and the reservoir. The effect of this solvent pressure dif-
ference is predicted to be experimentally measurable, ei-
ther as an additional meniscus rise ∆H (Fig. 1), or as
a solvent flow through a semipermeable membrane to-
wards the active particles in an open system (Fig. 2).
The solvent pressure difference implies also a difference
in solvent chemical potential, that, remarkably, depends
on the details of the colloid-membrane interactions. We
will conclude that the osmotic pressure is a state function
of a state that itself, however, is affected by the colloid-
membrane interaction potential.
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2FIG. 2. Schematic setup to measure how active colloids con-
fined to one side of a semipermeable membrane in an open
pipe affect the solvent, viewed in the lab frame. As the col-
loids tend to ‘propel into’ the membrane (green arrows), they
exert the opposite reaction force on the solvent (red arrows).
Under boundary conditions of equal solvent pressure Ps on
either side of the pipe, the reaction force drives a parabolic
solvent flow profile of mean velocity u¯, as indicated by the
blue arrows.
MODEL
We model the effective one-component system of sus-
pended particles as overdamped active Brownian parti-
cles (ABPs) [12, 57]. Every particle is characterized by a
three-dimensional position r and an orientation eˆ. It is
well known that the probability density ψ(r, eˆ, t) satisfies
the Smoluchowski equation (see section 1 of the ESI†)
∂tψ(r, eˆ, t) = −∇ · j(r, eˆ, t)−∇eˆ · jeˆ(r, eˆ, t), (1)
and that the translational flux j and rotational flux jeˆ
follow from the force and torque balance,
0 = −γtj − ψ∇V (r, eˆ) + γtv0ψeˆ− kBT∇ψ and
0 = −γrjeˆ − ψ∇eˆV (r, eˆ)− kBT∇eˆψ,
(2)
respectively, between (i) the frictional force and torque,
with friction coefficients γt and γr, (ii) an external
force and torque generated by the external potential
V (r, eˆ) acting on every particle, (iii) a constant self-
propulsion force, corresponding to propulsion speed v0,
acting along each particle’s orientation eˆ, and (iv) Brow-
nian forces and torques giving rise to translational and
rotational diffusion. In order to focus on the essential
physics, we follow Van’t Hoff and consider the dilute
limit, where effective colloid-colloid interactions can be
ignored, and where also hydrodynamic interactions are
expected to be nonessential. Furthermore, we assume a
steady state, i.e. ∂tψ = 0. We analyse the force bal-
ance by taking the zeroth moment of Eq. (2), which
upon defining the density ρ(r) ≡ ∫ deˆψ(r, eˆ), the po-
larization m(r) ≡ ∫ deˆψ(r, eˆ)eˆ, and the colloid flux
J(r) ≡ ∫ deˆj(r, eˆ), yields the balance
0 = −γtJ(r)−
∫
deˆψ∇V (r, eˆ) + γtv0m(r)− kBT∇ρ(r)
≡ ff (r) + fe(r) + fp(r)−∇P (r) (3)
†The Electronic Supplementary Information (ESI) is included in this
document after the main paper.
between the frictional body force ff , the external body
force fe, the propulsion body force fp, and the pressure
gradient force −∇P . The form of the propulsion body
force,
fp(r) ≡ γtv0m(r), (4)
is easily understood as the sum of propulsion forces γtv0eˆ
acting on individual colloids. Just like the frictional force
ff , the propulsion force fp is an internal force.
We now turn our attention to the solvent, that we as-
sume to be incompressible and at small Reynolds num-
ber. On a scale coarse-grained over the colloids - i.e. the
same scale Eq. (3) applies to - the local solvent velocity
u(r) is governed by the Stokes equation
fes (r)− ff (r)− fp(r)−∇Ps(r) + η∇2u(r) = 0, (5)
as derived in section 2 of the ESI†. Eq. (5) is simply the
solvent force balance equipped with a possible external
body force fes (r), and the opposite internal body forces
−ff (r) and −fp(r) as reaction forces, in accordance with
Newton’s third law. Furthermore, Ps(r) is the solvent
pressure, and η the dynamic viscosity.
OSMOTIC PRESSURE
To represent the setting of Fig. 1, we assume an ex-
ternal potential due to a semipermeable membrane that
is planar and normal to the Cartesian unit vector zˆ,
i.e. V (r, eˆ) = V (z, θ), with cos θ ≡ eˆ · zˆ. This im-
plies ψ(r, eˆ) = ψ(z, θ), J(r) = Jz(z)zˆ etc. The potential
V (z, θ) is assumed to decay from∞ in an infinitely large
reservoir, located at z < 0 and containing z-coordinate
zres  0 in bulk, to 0 in the suspension, located at z > 0
and containing zb  0 in bulk. The zeroth moment of
Eq. (1), ∂zJz(z) = 0, together with a no-flux boundary
condition, then implies Jz(z) = 0, and hence the fric-
tional body force ff (z) = 0. For a state without any
solvent flow (u = 0), and for a membrane perfectly in-
visible to the solvent (fes = 0), Eq. (5) then simplifies to
−fpz (z)− ∂zPs(z) = 0.
For a passive system, where the propulsion body force
fpz (z) = 0, this solvent force balance guarantees equal sol-
vent pressures in the bulk suspension and solvent reser-
voir, i.e. ∆Ps ≡ Ps(zb) − Ps(zres) = 0. In an active
system, however, the existence of a nonzero propulsion
force fpz (z) results in a difference in these solvent pres-
sures, derived in section 4 of the ESI† to be
∆Ps = −
∫ zb
zres
dzfpz (z)
=
γtγrv
2
0
6kBT
ρ − γtv0
2kBT
∫ zb
zres
dz
∫
deˆψ(z, θ) sin(θ)∂θV (z, θ).
(6)
3The first term on the right-hand side of Eq. (6) corre-
sponds to what is known as the swim pressure [34, 36, 42],
which we thus actually identify as a difference in sol-
vent pressure. The second term on the right-hand side
of Eq. (6), present for particles experiencing a torque
−∂θV (z, θ), is of special interest because it leads to the
conlusion that ∆Ps depends on the potential V (z, θ).
This issue will be discussed later.
The force balance of the total suspension simply fol-
lows as the sum of the colloid force balance (3) and the
solvent force balance (5), yielding in the planar and flow-
free geometry of interest
fez (z)− ∂zPtot(z) = 0, (7)
where Ptot(z) ≡ P (z) + Ps(z). From the total force bal-
ance (7), the osmotic pressure Π ≡ ∫ zb
zres
dzfez (z), defined
as the magnitude of the force per unit area exerted on
the membrane, follows as Ptot(zb)−Ps(zres). As the total
bulk pressure decomposes into colloid and solvent contri-
butions as Ptot(zb) = ρkBT+Ps(zb), the osmotic pressure
reads
Π = ρkBT + ∆Ps. (8)
In equilibrium, Eq. (8) reduces to Van’t Hoff’s result
Π = ρkBT on account of ∆Ps = 0. Activity increases
the osmotic pressure by increasing the solvent pressure
with respect to the reservoir by ∆Ps, which is the key
result of this work. Together, Eq. (8) and (6) generalize
Van’t Hoff’s law to active suspensions.
To clarify these concepts further, we have solved the
Smoluchowski equation (1) numerically for a system of
spheres subject to a propulsion force, characterized by
Peclet number Pe ≡ (γtγr) 12 v0/kBT , in the planar ge-
ometry modelling the setting of Fig. 1. The membrane,
felt by the colloids only, is modelled by the soft poten-
tial V (z) = λkBT (z/`)
2 for z < 0 and V (z) = 0 for
z ≥ 0 (Fig. 3(a)), i.e. there is no torque. Here λ = 1
is the strength of the potential, and ` ≡ (γr/γt) 12 is the
appropriate unit of length, which is of the order of the
(effective) particle size upon using Stokes relations for
γt and γr. Fig. 3(b) shows the profile of the propul-
sion body force fpz (z). Whereas f
p
z (z) = 0 for a passive
system (Pe = 0), an active system displays a nonzero po-
larization mz(z), and thus by Eq. (4) a propulsion body
force fpz (z), in the vicinity of the membrane directed to-
wards the membrane. This well-known effect [58–63] is in
this case caused by colloids persistently propelling ‘into’
the repulsive membrane. Fig. 3(c), for Pe= 0, shows
the pressure profiles P (z) of the passive colloids, Ps(z) of
the solvent, and Ptot(z) of the total passive suspension.
Here the reaction body force −fpz (z) = 0, and hence the
solvent pressure Ps(z) is constant, as argued before. It
is only due to the bulk colloid pressure P (zb) = ρkBT
that the total bulk pressure Ptot(zb) is higher than the
total reservoir pressure Ptot(zres). The osmotic pressure
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FIG. 3. (a) External potential V (z) modelling the planar
membrane of Fig. 1 that separates the reservoir at zres = −4`
from the bulk suspension at zb = 3`. (b) The steady state
propulsion body force fpz (z), at activity Pe. Passive (c) and
active (d) pressure profiles of the colloids P (z), the solvent
Ps(z), and the total suspension Ptot(z) = P (z) + Ps(z). For
the passive system (Pe = 0), Ps(z) is constant, such that the
osmotic pressure Π = Ptot(zb) − Ptot(zres) equals the bulk
colloid pressure P (zb) = ρkBT . For the active system (Pe =
3), the reaction body force −fpz (z) increases the bulk solvent
pressure Ps(zb), as well as Ptot(zb) and Π, by ∆Ps.
Π = Ptot(zb)−Ptot(zres) is therefore equal to ρkBT . The
profiles for an active system (Pe = 3), displayed in Fig.
3(d), show that the solvent bulk pressure Ps(zb) exceeds
the solvent reservoir pressure Ps(zres). This is caused
by the reaction body force −fpz (z), that pushes solvent
towards the bulk, as pictured in Fig. 1(b). As a re-
sult, both the total bulk pressure Ptot(zb) and the os-
motic pressure Π exceed their passive counterparts by
∆Ps = γtγrv
2
0ρ/6kBT on account of Eq. (6) for the
torque-free potential of interest here.
EXPERIMENTAL PREDICTIONS
The experiments that have adressed the pressure of ac-
tive systems [38, 47, 53] are few in number. In particular,
the osmotic pressure has never been measured directly.
Despite the simplicity of the ABP model, that neglects
e.g. hydrodynamic interactions, our expression for the
osmotic pressure does allow to estimate the order of mag-
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FIG. 4. (a) Predicted rise H = H0 + ∆H in Fig. 1, for spher-
ical particles of radius a at propulsion speed v0 at packing
fraction 0.01 in water. (b) Predicted mean solvent velocity u¯
in Fig. 2, for a cylindrical pipe of radius 5a and length 100a.
Symbols denote literature values of (v0,a) combinations of ex-
perimentally realized self-propelled colloids + [64], × [65], 
[66], ◦ [67], 4 [68],  [69]; and motile bacteria • [70], N [71].
nitude of the meniscus height difference H = Π/(ρms g)
that is to be expected in the experiment sketched in
Fig. 1. Here we focus on an aqueous dispersion (mass
density ρms = 1 kg/dm
3) of active hard spheres of radius
a, with friction coefficients given by the Stokes relations
γt = 6piηa and γr = 8piηa
3, subject to Earth’s grav-
itational acceleration g, at room temperature, and at
packing fraction 0.01 that should mimic the ideal (non-
interaction) conditions. The predicted height differences
H are shown in Fig. 4(a). Whereas the passive osmotic
pressure ρkBT induces a passive rise H0 ∼ a−3 too small
to measure for colloidal particles, activity induces an ad-
ditional rise ∆H ∼ ∆Ps ∼ av20 that brings H = H0+∆H
up to the regime of micrometers [65, 70, 71] or even mil-
limeters [64] for the larger values of propulsion speed v0
and particle size a of experimentally realized microswim-
mers.
To determine experimentally that the activity-induced
increase in osmotic pressure results from the increase in
solvent pressure ∆Ps, we propose to confine active par-
ticles by a membrane to one half of an open, horizontal
pipe, for which gravity plays no role, as illustrated in Fig.
2. Applying equal solvent pressures to either side of the
pipe, rather than the no-flux boundary condition before,
results in a steady state where the reaction body force
near the membrane −fp drives a steady solvent flow u(r)
through the pipe (as seen in the lab frame), according to
Eq. (5). In the limit |u(r)|  v0, and for a cylindrical
pipe, this flow velocity is identical to the Poisseuile flow
that would be generated in a pipe filled with only solvent
upon applying the solvent pressure difference ∆Ps of Eq.
(6) between either end of the pipe. For a derivation see
section 6 of the ESI†. The predicted mean solvent veloc-
ity u¯ ∼ a2v20 is shown in Fig. 4(b) as a function of the
propulsion speed v0 and colloid radius a, for a pipe of ra-
dius 5a and length 100a. For the larger values of v0 and
a of experimentally realized swimmers [64, 65, 70, 71],
the solvent velocity u¯ (although not satisfying u¯ v0 in
all cases) is predicted to be on the order of micrometers
per second, and hence easily detectable, e.g. by using
tracer particles.
THE SOLVENT CHEMICAL POTENTIAL
We now return to the the original setting of Fig. 1 to in-
terpret the solvent pressure difference ∆Ps between the
suspension and the reservoir. Even though the active sus-
pension is out of equilibrium, the solvent pressure Ps(z)
can still be used to define a meaningful intrinsic solvent
chemical potential µints (z) by the (Gibbs-Duhem like) re-
lation ρs(z)∂zµ
int
s (z) = ∂zPs(z), with ρs(z) the number
density of the solvent (see section 3 of the ESI† for de-
tails). Hence, the solvent pressure difference ∆Ps is ac-
companied by a difference in the intrinsic solvent chemi-
cal potential
∆µs ≡ µints (zb)− µints (zres) =
∫ zb
zres
dz
∂zPs(z)
ρs(z)
. (9)
We can thus rephrase our findings as follows. Activity
increases the solvent chemical potential of the bulk sus-
pension from the reservoir value µs to µs+∆µs. The total
bulk pressure Ptot(ρ, µs + ∆µs) = ρkBT + Ps(µs + ∆µs)
increases accordingly, such that the osmotic pressure
Π = Ptot(ρ, µs + ∆µs) − Ps(µs), which is the differ-
ence between the total bulk pressure and the reser-
voir pressure, now equals Π = ρkBT + ∆Ps, where
∆Ps = Ps(µs + ∆µs)−Ps(µs) is the difference in solvent
pressures accompanying the difference in solvent chemi-
cal potentials.
In this light, we address the second term of Eq. (6),
present for anisotropic colloids experiencing a torque
−∂θV (z, θ). To investigate the implications of this term,
we have solved the Smoluchowski equation (1) for active
dumbells, consisting of two point particles with separa-
tion ` = (γr/γt)
1
2 . Both point particles are subject to
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FIG. 5. Increase in bulk solvent pressure ∆Ps as a function
of the strength λ of the soft colloid-membrane interaction po-
tential in the setting of Fig. 1 for active dumbells at varying
activity Pe. For active systems (Pe> 0) ∆Ps depends on λ.
5the same membrane potential V (z) = λkBT (z/`)
2 for
z < 0 as before, where the strength parameter λ can now
be varied. The resulting potential acting on a dumb-
ell, V (z, θ) = V (z + `2 cos θ) + V (z − `2 cos θ), exerts a
nonzero torque −∂θV (z, θ), that tends to align dumbells
parallel to the wall. Fig. 5 shows the resulting increase
in solvent pressure ∆Ps, calculated from Eq. (6), for
different activities Pe as a function of the strength λ of
the colloid-membrane interaction potential. For Pe > 0,
∆Ps decreases with λ. The reason for this decrease is
that the torque generated by the potential rotates the
particles that propel ‘into’ the membrane, and thereby
influences the shape of the polarization profile mz(z).
As it turns out, the torque reduces the total polarization
near the membrane − ∫ zb
zres
dzmz(z), and by that also
the integrated reaction body force − ∫ zb
zres
dzfpz (z) that
pushes solvent towards the suspension, see Eq. (4). Con-
sequently, the increase in solvent pressure ∆Ps decreases
as the strength of the colloid-membrane interaction po-
tential increases. The same dependence was found in
Ref. [33] for ellipsoidal particles under the assumptions
that the distribution ψ(z, θ) attains its bulk value al-
ready at z = 0, and that the effect of ellipses that only
feel the potential partially is negligible. We thus confirm
the conclusion of Ref. [33] that the second term of Eq.
(6) depends on the precise form of the colloid-membrane
interaction potential V (z, θ), by a numerical solution
ψ(z, θ) that does not require any further assumptions.
Whereas in Ref. [33] this finding was reason to ques-
tion whether the osmotic pressure is a state function,
we emphasize it is the bulk state of the suspension it-
self that depends on the colloid-membrane potential. To
appreciate its consequences, we note that in equilibrium
the ensemble of reservoir and suspension is specified by
the state variables (µs, ρ, T ), since the solvent chemical
potential of the reservoir µs sets the same chemical po-
tential in the suspension. The fact that for an active
system the solvent pressure difference ∆Ps - and thereby
also the chemical potential difference ∆µs - generally
depends on the colloid-membrane interaction potential,
implies that a complete specification of the ensemble re-
quires an additional state variable, e.g. the bulk solvent
chemical potential µbs ≡ µs + ∆µs. In fact, upon in-
cluding effective colloid-colloid interactions, the activity
is also required as a state variable, e.g. in terms of v0
(see section 3 of the ESI†). A complete set of (intensive)
state variables therefore reads (µs, µ
b
s, ρ, T, v0). All the
mentioned pressures, including the osmotic pressure, are
state functions of these variables.
CONCLUSIONS
We have generalized Van’t Hoff’s law to active suspen-
sions. We have shown that the active particles exert a
net reaction force on the solvent, an effect that we predict
to be experimentally measurable either as a solvent flow
through a semipermeable membrane confining the active
suspension to one side of an open pipe, or as a macro-
scopic rise of the suspension meniscus in a U-pipe exper-
iment. In the latter case, the reaction force increases the
solvent pressure of the suspension, and thereby the sol-
vent chemical potential. Remarkably, this increase, and
thereby the bulk state of the suspension itself, depends
on the details of the colloid-membrane interactions. The
osmotic pressure is a state function of (amongst others)
the solvent chemical potential; it does depend on the de-
tails of the colloid-membrane interactions, but only via
the solvent chemical potential.
DISCUSSION
The predictions of Eq. (6) and of Fig. 4 are made
for active particles whose orientation changes only by
rotational diffusion with a rate that follows from the
Stokes-Einstein relations for spherical particles. The
corresponding typical reorientation time τr, equal to
γr/kBT in this case, is shown by Eq. (6) to be propor-
tional to the excess solvent pressure ∆Ps. In fact, the
result ∆Ps ∼ τr is more general [36], because the typical
time τr that a particle spends propelling ‘into’ the mem-
brane determines the magnitude of the time-averaged
reaction force it exerts on the solvent, and thus of the
excess solvent pressure ∆Ps. In general, this reorienta-
tion time τr depends on more factors, for instance on
the details of the propulsion mechanism of the active
particle, and on its (hydrodynamic) interaction with the
membrane [59, 72]. An interesting example of the latter
type occurs for the square-shaped particles simulated in
Ref. [73]. These particles tend to form a crystal phase
next to the membrane, with the majority of particles
facing the membrane [74]. This effect increases τr, and
thereby the excess solvent pressure ∆Ps, dramatically.
In the ESI†, we generalize the framework presented here
to include interactions. The active version of Van’t Hoff’s
law (8) then generalizes to Π = P (ρ, µbs, v0)+∆Ps, where
P (ρ, µbs, v0) now denotes the full pressure (ideal gas plus
virial contributions) of the effective colloids-only system
that is characterized by (ρ, µbs, v0). Hence, the functional
form of the osmotic pressure Π differs from its passive
expression only by the excess solvent pressure ∆Ps. This
excess pressure ∆Ps again depends on the membrane
potential, except in the absence of any torque interac-
tions between either the particles and the membrane, or
between the particles themselves. In the absence of such
torques, ∆Ps again reduces to the known swim pressure.
While this swim pressure is a linear function of ρ at low
colloid densities, cf. Eq. (6), it typically becomes a de-
creasing function of ρ at high densities [27, 34, 39, 75].
6For general interactions, it remains true that the dif-
ference in solvent pressure ∆Ps is accompanied by a
difference in solvent chemical potential ∆µs, and that
the osmotic pressure is a state function of the variables
(µs, µ
b
s, ρ, T, v0).
Crucial in our approach is that activity enters the col-
loid force balance (3) as the body force fp(r), cf. Ref.
[41], whereas the local pressure P (r) = ρ(r)kBT is of the
same form as in equilibrium. Our approach follows Speck
and Jack [46], who showed that the bulk colloid pressure
ρkBT represents momentum flux of non-interacting col-
loids. In the interacting case, the local pressure tensor
P (r) generalizes to a local pressure tensor, that consists
of both momentum flux and a term accounting for inter-
action forces (see section 1 of the ESI†), as the conven-
tional local pressure tensor does [76]. Representing ac-
tivity by a body force contrasts the approach of some au-
thors who account for activity, in a colloid-only picture,
by modifying the local pressure [25, 32, 43, 50]. Whereas
our approach is valid for general particle-particle and
particle-wall interactions†, this ‘activity-modified’ local
pressure has only been defined for isotropic particles, and
indeed its derivation [51, 77] does not seem to be extend-
able to systems with torque interactions.
The generalizations of the force balances (3), (5) and
(7) to an interacting suspension (see section 3 of the
ESI†) can readily be applied to other typical phenom-
ena exhibited by active systems, such as the motility-
induced phase separation (MIPS) of purely repulsive par-
ticles [11, 12, 15, 78, 79]. Strikingly, the interface of the
phase coexistence generated by MIPS was found to have
a negative interfacial tension, defined in the colloid-only
picture in terms of the activity-modified pressure tensor
[43]. This begs the question what this negative interfacial
tension - and its interpretation [43, 80] - translate into in
the picture presented here, both in the colloid-only sense
and upon taking the solvent into account.
We foresee the picture presented here to form a basis
for making headway in understanding this extraordinary
world of active matter physics, and express the hope that
the predictions of Fig. 4 will stimulate experimental ef-
forts to actually measure the osmotic pressure Π and the
associated solvent pressure difference ∆Ps of active sus-
pensions.
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8ELECTRONIC SUPPLEMENTARY INFORMATION (ESI)
1. SMOLUCHOWSKI EQUATION AND MOMENTUM BALANCE FOR INTERACTING ABPS
In this section we derive the Smoluchowski equation and the momentum balance for interacting ABPs, and show that
they reduce in the non-interacting case to Eq. (1) and Eq. (3) of the main text, respectively. The local pressure
P (r) = ρ(r)kBT of the main text shall thereby be identified as momentum flux of the colloids.
In order to establish a well-defined momentum balance for the overdamped ABPs, we start by considering dynamics
with inertia. Every particle i ∈ {1, . . . , N} is then characterized by its center-of-mass position ri(t) and its orientation
eˆi(t), as well as by its translational velocity vi(t) = r˙i(t) and its angular velocity ωi(t) satisfying ˙ˆei = ωi × eˆi. The
time evolution is governed by the Langevin equations
mv˙i = −γtvi −∇i
[
V (ri, eˆi) + U
eff(rN , eˆN )
]
+ γtv0eˆi +
√
2γtkBTη
t
i(t) and
Iω˙i = −γrωi −Ri
[
V (ri, eˆi) + U
eff(rN , eˆN )
]
+
√
2γrkBTη
r
i (t). (10)
Here m is the mass of a particle, I its moment of inertia, and Ri ≡ eˆi ×∇eˆi denotes the rotation operator. Eq. (10)
expresses every particle experiencing i) a linear frictional force and torque due to the solvent 1, ii) forces/torques due
to an external potential V (r, eˆ) and due to an effective interaction potential U eff(rN , eˆN ), that captures the effective
interactions between the colloids in the solvent (we neglect hydrodynamic interactions), iii) a self-propulsion force
with magnitude γtv0 in direction eˆi, and iv) Brownian forces/torques that are governed by the white Gaussian noises
ηti(t) and η
r
i (t), satisfying 〈ηti,α(t)ηtj,β(t′)〉 = δijδαβδ(t − t′) and 〈ηri,α(t)ηrj,β(t′)〉 = δijδαβδ(t − t′), respectively, for
i, j ∈ {1, . . . , N} and α, β ∈ {x, y, z}. The notation rN is shorthand for {r1, . . . , rN}, and similarly for eˆN etc. One
can check from e.g. [1] that the time scale m/γt for changes in the velocity v is much smaller than the time scale
v−10 (γr/γt)
1/2 for changes in the position r. Similarly, the angular velocity changes on a time scale I/γr, which is much
smaller than the rotational time scale γr/kBT . This is the essence of overdamped motion. The overdamped equations
of motion are obtained by taking the limit m, I → 0 in Eq. (10), but for now we consider finite m, I. The probability
distribution of the noise terms in Eq. (10) induces the probability distribution function f (N)(rN , eN ,vN ,ωN , t) at
time t to evolve according to the Fokker-Planck equation [2]
∂tf
(N) = (11)
−
∑
i
∇i ·
(
f (N)vi
)
− γt
m
∑
i
∇vi ·
{(
−vi − γ−1t ∇i
[
V (ri, eˆi) + U
eff(rN , eˆN )
]
+ v0eˆi − kBT
m
∇vi
)
f (N)
}
−
∑
i
Ri ·
(
f (N)ωi
)
− γr
I
∑
i
∇ωi ·
{(
−ωi − γ−1r Ri
[
V (ri, eˆi) + U
eff(rN , eˆN )
]− kBT
I
∇ωi
)
f (N)
}
.
In order to integrate out the velocity degrees of freedom we define the relevant distribution functions
ψ(N)(rN , eˆN , t) ≡
∫
dvNdωNf (N)(rN , eˆN ,vN ,ωN , t),
ψ(N)(rN , eˆN , t)v¯i(r
N , eˆN , t) ≡
∫
dvNdωNf (N)(rN , eˆN ,vN ,ωN , t)vi,
ψ(N)(rN , eˆN , t)ω¯i(r
N , eˆN , t) ≡
∫
dvNdωNf (N)(rN , eˆN ,vN ,ωN , t)ωi,
(12)
such that the zeroth moment of Eq. (11) reads
∂tψ
(N) = −
∑
i
∇i ·
(
ψ(N)v¯i)
)
−
∑
i
Ri ·
(
ψ(N)ω¯i)
)
; (13)
1For anisotropic particles, γt should actually be replaced by an orientation-dependent friction matrix. This does not qualitatively change
our results.
9its first moment in vi reads
∂t
(
ψ(N)v¯i
)
=−
∑
j
∇j ·
(∫
dvNdωNf (N)vj ⊗ vi
)
−
∑
j
Rj ·
(∫
dvNdωNf (N)ωj ⊗ vi
)
+
γt
m
(
− v¯i − γ−1t ∇i
[
V (ri, eˆi) + U
eff(rN , eˆN )
]
+ v0eˆi
)
ψ(N); (14)
and its first moment in ωi reads
∂t
(
ψ(N)ω¯i
)
=−
∑
j
∇j ·
(∫
dvNdωNf (N)vj ⊗ ωi
)
−
∑
j
Rj ·
(∫
dvNdωNf (N)ωj ⊗ ωi
)
+
γr
I
(
− ω¯i − γ−1r Ri
[
V (ri, eˆi) + U
eff(rN , eˆN )
] )
ψ(N). (15)
Here we used the notation a ⊗ b to denote the dyadic product of two vectors a and b. Next, we integrate out the
remaining degrees of freedom of all but one particles. At this point we assume the effective interactions to be pairwise,
i.e. U eff(rN , eˆN ) =
∑
i<j φ
eff
eˆieˆj
(rj − ri). This approximation is made purely for simplification purposes; the methods
presented here can be extended to three- and higher-body interactions [3, 4]. We define the one-body distribution
functions
f(r1, eˆ1,v1,ω1, t) ≡ N
∫
dr(2→N)deˆ(2→N)dv(2→N)dω(2→N)f (N)(rN , eˆN ,vN ,ωN , t),
ψ(r1, eˆ1, t) ≡ N
∫
dr(2→N)deˆ(2→N)ψ(N)(rN , eˆN ,vN ,ωN , t),
ψ(r1, eˆ1, t)v¯(r1, eˆ1, t) ≡ N
∫
dr(2→N)deˆ(2→N)ψ(N)(rN , eˆN , t)v¯1(rN , eˆN , t),
ψ(r1, eˆ1, t)ω¯(r1, eˆ1, t) ≡ N
∫
dr(2→N)deˆ(2→N)ψ(N)(rN , eˆN , t)ω¯1(rN , eˆN , t), (16)
and the two-body distribution function
ψ
(2)
eˆ1eˆ2
(r1, r2, t) ≡ N(N − 1)
∫
dr(3→N)deˆ(3→N)ψ(N)(rN , eˆN ,vN ,ωN , t), (17)
where
∫
dr(n→N) denotes an integration over rn, rn+1, . . . , rN (and similarly for
∫
deˆ(n→N) etc). Integrating over all
but one particles then yields for Eq. (13)
∂tψ = −∇1 · (ψv¯)−R1 · (ψω¯) ; (18)
for Eq. (14)
∂t (ψv¯) =−∇1 ·
(∫
dv1dω1fv1 ⊗ v1
)
−R1 ·
(∫
dv1dω1fω1 ⊗ v1
)
(19)
+
γt
m
( [−v¯ − γ−1t ∇1V (r1, eˆ1) + v0eˆ1]ψ − γ−1t ∫ dr2deˆ2∇1φeffeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2, t));
and for Eq. (15)
∂t (ψω¯) =−∇1 ·
(∫
dv1dω1fv1 ⊗ ω1
)
−R1 ·
(∫
dv1dω1fω1 ⊗ ω1
)
(20)
+
γr
I
( [−ω¯ − γ−1r R1V (r1, eˆ1)]ψ − γ−1r ∫ dr2deˆ2R1φeffeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2, t)).
To arrive at the evolution equation for the momentum density, we finally integrate over the orientations eˆ1. Upon
defining
ρ(r1, t) ≡
∫
deˆ1ψ(r1, eˆ1, t),
m(r1, t) ≡
∫
deˆ1ψ(r1, eˆ1, t)eˆ1,
ρ(r1, t)v¯(r1, t) ≡
∫
deˆ1ψ(r1, eˆ1, t)v¯(r1, eˆ1, t), (21)
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integrating over the orientations yields for Eq. (18)
∂tρ = −∇1 · (ρv¯) , (22)
whereas it yields for Eq. (19)
m∂t (ρv¯) =−∇1 ·
(
m
∫
deˆ1dv1dω1fv1 ⊗ v1
)
− γtρv¯ (23)
−
∫
deˆ1∇1V (r1, eˆ1)ψ(r1, eˆ1, t) + γtv0m +
∫
deˆ1dr2deˆ2∇1φeffeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2, t).
Using∫
deˆ1dv1dω1fv1 ⊗ v1 =
∫
deˆ1dv1dω1f(v − v¯)⊗ (v − v¯) + ρv¯ ⊗ v¯, (24)
together with Eq. (22), allows one to rewrite Eq. (23) as
mρ
Dv¯
Dt
= −∇1 ·P(r1, t)− γtρv¯ −
∫
deˆ1∇1V (r1, eˆ1)ψ(r1, eˆ1, t) + γtv0m, (25)
where we defined the material derivative D/Dt ≡ ∂t + v¯ ·∇1, and where the pressure tensor
P(r1, t) ≡m
∫
deˆ1dv1dω1f(v1 − v¯)⊗ (v1 − v¯)
− 1
2
∫
deˆ1dr12deˆ2
∫ 1
0
dur12 ⊗ ∂
∂r12
φeffeˆ1eˆ2(r12)ψ
(2)
eˆ1eˆ2
(r1 − ur12, r1 + (1− u)r12) (26)
is defined in terms of momentum flux (with respect to the mean velocity v¯), and of interaction forces, here in the
Kirkwood-Irving form, as is standard for the definition of the local pressure tensor (or negative of the stress tensor)
[4, 5].
Having properly defined the momentum balance (25) for the underdamped dynamics, we are now ready to consider
the overdamped limit. As explained below Eq. (10), the separation of time scales implies that the velocities vi and ωi
evolve much faster than the positions ri and orientations eˆi, respectively. Motivated by this separation of time scales,
we extend the approach of Enculescu and Stark [6] and make a local-equilibrium Maxwell-Boltzmann approximation2
[3] for the N -body distribution function
f (N)(rN , eˆN ,vN ,ωN , t) ' ψ(N)(rN , eˆN , t)
(
mIβ2
4pi2
) 3N
2 ∏
i
e−
βm
2 (vi−v¯i(rN ,eˆN ,t))
2− βI2 (ωi−ω¯i(rN ,eˆN ,t))
2
, (27)
consistent with Eq. (12). We defined here β ≡ (kBT )−1.
The overdamped version of the Fokker-Planck equation (11) is obtained by using Eq. (27) in Eq. (19) and (20),
and combining the result with Eq. (18). Upon noting that∫
dv1dω1fv1 ⊗ v1 (27)= kBT
m
ψ1 +N
∫
dr(2→N)deˆ(2→N)ψ(N)v¯1 ⊗ v¯1, (28)
and∫
dv1dω1fω1 ⊗ v1 (27)= N
∫
dr(2→N)deˆ(2→N)ψ(N)ω¯1 ⊗ v¯1, (29)
Eq. (19) becomes
m
[
∂t (ψv¯)+N∇1 ·
(∫
dr(2→N)deˆ(2→N)ψ(N)v¯1 ⊗ v¯1
)
+NR1 ·
(∫
dr(2→N)deˆ(2→N)ψ(N)ω¯1 ⊗ v¯1
)]
(30)
= [−γtv¯ −∇1V (r1, eˆ1) + γtv0eˆ1 − kBT∇1]ψ −
∫
dr2deˆ2∇1φeffeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2, t).
2Alternatively, the separation of time scales can be exploited to explicitly solve Eq. (11) for f (N) by means of a multiple time scale theory,
see [7].
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Similarly, Eq. (20) becomes
I
[
∂t (ψω¯) +N∇1 ·
(∫
dr(2→N)deˆ(2→N)ψ(N)v¯1 ⊗ ω¯1
)
+NR1 ·
(∫
dr(2→N)deˆ(2→N)ψ(N)ω¯1 ⊗ ω¯1
)]
(27)
= [−γrω¯ −R1V (r1, eˆ1)− kBTR1]ψ −
∫
dr2deˆ2R1φeffeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2, t). (31)
In the overdamped limit (m, I → 0), the left-hand sides of Eq. (30) and (31) disappear, yielding
ψv¯ =
[−γ−1t ∇1V (r1, eˆ1) + v0eˆ1 − γ−1t kBT∇1]ψ − γ−1t ∫ dr2deˆ2∇1φeffeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2, t),
ψω¯ =
[−γ−1r R1V (r1, eˆ1)− γ−1r kBTR1]ψ − γ−1r ∫ dr2deˆ2R1φeffeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2, t). (32)
Together with Eq. (18), Eq. (32) forms the Smoluchowski equation for interacting overdamped ABPs. For the
non-interacting case, upon defining j(r1, eˆ1, t) ≡ ψ(r1, eˆ1, t)v¯(r1, eˆ1, t) and jeˆ(r1, eˆ1, t) ≡ ψ(r1, eˆ1, t)ω¯(r1, eˆ1, t), this
Smoluchowski equation reduces to the non-interacting Smoluchowski equation (1) of the main text.
Finally, we find the overdamped version of the momentum balance (25). In order to find the expression for the
pressure tensor (26) under the approximation (27), we note that
m
∫
deˆ1dv1dω1f(v1 − v¯)⊗ (v1 − v¯) = ρkBT1 +mN
∫
deˆ1dr
(2→N)deˆ2→N2 ψ
(N)(rN , eˆN , t)(v¯1 − v¯)⊗ (v¯1 − v¯),
such that the the momentum balance (25) in the overdamped limit (m, I → 0) reads
0 = −∇1 ·P(r1, t)− γtρv¯ −
∫
deˆ1∇1V (r1, eˆ1)ψ(r1, eˆ1, t) + γtv0m, (33)
with the overdamped pressure tensor given as
P(r1, t) = ρ(r1, t)kBT1− 1
2
∫
deˆ1dr12deˆ2
∫ 1
0
dur12 ⊗ ∂
∂r12
φeffeˆ1eˆ2(r12)ψ
(2)
eˆ1eˆ2
(r1 − ur12, r1 + (1− u)r12). (34)
In the non-interacting case, and in the steady state of the main text, Eq. (34) reduces to Eq. (3) of the main text,
upon defining the particle current J(r) ≡ ρ(r)v¯(r), and the local pressure P (r) ≡ 13Tr[P(r)] = ρ(r)kBT . This justifies
the interpretation of Eq. (3) as a force balance.
2. DERIVATION OF THE SOLVENT FORCE BALANCE
In this section we derive that Eq. (5) of the main text is the force balance governing the solvent flow on a scale
where the colloids can be regarded as a continuum. To this end, we start from the hydrodynamic problem that
governs the solvent flow around a single swimmer, and coarse-grain this problem to the desired larger scale. As done
throughout this Electronic Supplementary Information, Latin indices i, j, k shall label particles, whereas Greek indices
α, β, γ shall refer to the Cartesian components x, y, z. We apply the Einstein summation convention only to the latter
Greek indices, and only in this section. Furthermore, we use the notation A(αβ) ≡ 12 (Aαβ + Aαβ) to denote the
symmetrization of a tensor A with respect to its Greek indices only.
To describe the solvent flow around a single swimmer, we consider a model in which the swimming is generated
by a nonzero slip-velocity at the surface of the single particle. This models for example biological swimmers -
so-called ‘squirmers’ - that move by the beating motion of small flagella at their body surface, or by small body
deformations [8], but also the swimming of active colloidal particles [9, 10]. The hydrodynamic problem is as follows.
The swimmer/particle i, occupying a volume Vi enclosed by the surface Si, is assumed to have a fixed overall shape,
such that it can only undergo rigid body motion, with center-of-mass velocity vi and angular velocity ωi around its
center-of-mass position ri. It swims in an ambient flow u
∞(r) that is assumed to solve the Stokes equation for all r
in the absence of any particles. In the fluid region Vf , bounded by Si and by a spherical surface S∞ with radius R
that we plan to take towards ∞, the fluid velocity uout(r) and pressure pout(r) satisfy
∇ · uout = 0
−∇pout + η∇2uout = 0
}
with b.c.’s
{
uout(r) = uRBMi (r) + u
s
i (r), for r ∈ Si,
uout(r) = u∞(r), for r ∈ S∞,
(35)
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where η is the dynamic solvent viscosity, where uRBMi (r) ≡ vi + ωi × (r− ri) is the surface velocity of particle i due
to its rigid body motion, and where usi (x) is the additional slip velocity satisfying u
s
i (x) · nˆi = 0, nˆi being the normal
vector pointing from particle i into Vf . The stress tensor σ
out of the solvent is given as σoutαβ = −poutδαβ + 2η∂(αuoutβ) ;
the second equation of (35), known as the Stokes equation, can thus also be written as ∇ · σout = 0.
It is not Eq. (35) that we shall coarse-grain, but an integral representation of these differential equations. In e.g.
the book of Kim and Karilla [11], this integral representation is derived for a rigid, non-swimming particle, i.e. for
usi (r) = 0, a result that we extend to a finite swimming velocity u
s
i (r). It is important to realize that Eq. (35) is
an equation for the solvent velocity outside the particle, that we have called uout(x) to emphasize this. Of course,
no solvent is present inside the particle, yet it shall be convenient to formally consider an ‘extended’ solvent velocity
profile defined on both Vf and Vi as
u(r) =
{
uout(r), if r ∈ Vf ,
uini (r), if r ∈ Vi,
(36)
where uini (r) is defined as the velocity field solving the Stokes equation inside particle i (i.e. in Vi) subject to the
boundary condition
uini (r) = u
RBM
i (r) for r ∈ Si. (37)
This velocity profile inside the particle is easily solved as uini (r) = vi+ωi× (r−ri), meaning that uini (r) has the same
functional form as uRBMi (r), yet is defined on Vi rather than only on Si. It is therefore clear that this u
in
i (r) indeed
satisfies the boundary condition (37); that this uini (r) also solves the Stokes equations follows from ∇ · uini (r) = 0
and η∂(αu
in
i,β) = 0, which implies that the corresponding stress tensor reads σ
in
i (r) = −p0i1 with a spatially constant
pressure p0i . In order to find an integral representation for the solvent velocity profile u(r), as defined by (36), we
follow the exact same procedure as done in [11], but for a nonzero usi (r). The resulting integral representation for
u(r) makes use of the Green’s functions that correspond to equations (35). These Green’s functions, Gαβ , Pα, and
Σαβγ are defined by{
∂αGαβ(r) = 0,
8piη∂γΣαβγ(r) = −∂αPβ(r) + η∇2Gαβ(r) = −8piηδαβδ(r).
(38)
The integral formulation for the velocity field u(r) then reads
u(r) = u∞(r)− 1
8piη
∮
Si
dS(ξ)(σout(ξ) · nˆi) · G(r− ξ)−
∮
Si
dS(ξ)usi (ξ) ·Σ(r− ξ) · nˆi. (39)
For usi (r) = 0, Eq. (39) shows that the solvent flow can be understood as resulting from a collection of force
monopoles −σout(ξ) · nˆi distributed over the surface of the particle. For nonzero usi (r), the effect of the last term
in (39) is that an additional surface distribution of force dipoles comes into play. To see this, we use Σαβγ =
(8piη)−1(−Pβδαγ + 2η∂(γGα)β) to rewrite this term as
−
∮
Si
dS(ξ)usiα(ξ)Σαβγ(r− ξ)nˆiγ =
1
8piη
∮
Si
dS(ξ)Pβ(r− ξ)usi (ξ) · nˆi −
1
4pi
∮
Si
dS(ξ)∂(γGα)β(r− ξ)usiα(ξ)nˆiγ
= − 1
4pi
∮
Si
dS(ξ) lim
↓0
{
[Gαβ (r− (ξ − γˆ))− Gαβ(r− ξ)]
usi(α(ξ)nˆiγ)(ξ)

}
, (40)
where we used usi (ξ) · nˆi(ξ) = 0, wrote out the definition of the derivative ∂γ , with γˆ denoting the unit vector in the
γ-direction, and used A(αβ)Bαβ = A(αβ)B(αβ) = AαβB(αβ) for any tensors A and B. A summation over γ is implied
in the last line of (40), and will be in similar terms arising from this term. The combination of Eq. (39) and (40)
shows that the solvent velocity profile u(r), as defined by Eq. (36), satisfies the problem
∇ · u(r) = 0,
−∂αp(r) + η∇2uα(r) =
∑
i
∮
Si
dS(ξ)σoutαβ (ξ)nˆiβ(ξ)δ
3(r− ξ)
+ 2η
∑
i
∮
Si
dS(ξ) lim
↓0
{
usi(α(ξ)nˆiγ)(ξ)

[
δ3 (r− (ξ − γˆ))− δ3(r− ξ)]} ,
(41)
13
where we now account for many possible particles i present, and where u(r) is subject to the boundary condition
u(r) = u∞(r) for r ∈ S∞ (with R → ∞). Eq. (41) indeed shows that the velocity profile u(r) can be thought of as
resulting from a distribution of force monopoles, and, for usi (r) 6= 0, force dipoles distributed over the surfaces of the
particles.
It is equation (41) that we shall coarse-grain. In order to do so, we define a window w(r) around r, that satisfies∫
drw(r) = 1, and whose ‘width’ determines the coarse-graining scale L. For definiteness, we shall take
w(r) =
1
L3
∏
α=x,y,z
Θ(
L
2
− |rα|), (42)
such that w(r) is only nonzero (and equal to L−3) inside a cube with ribbons of length L centered at r, that we shall
refer to as C(r, L). We assume the window to ‘contain’ many colloids; for our cubical window (42) we thus assume
L a, b, where a is the particle radius and b the typical particle separation. We define the coarse-grained version of
any solvent property f(r) as
〈f〉(r) =
∫
V +f
dr′w(r− r′)f(r′) = 1
L3
∫
C(r,L)∩V +f
dr′f(r′), (43)
where V +f denotes the fluid volume Vf , plus, for every particle i, a thin shell of width δ enclosing the particle surface
Si
3. Note that the integration is not over the volume inside the particles, while we do divide by the entire window
volume L3. Consequently, the coarse-grained solvent velocity 〈u〉(r) is the physical velocity uout(r) volume-averaged
over C(r, L). It is related to the average velocity per solvent particle uav(r) as 〈u〉(r) = (1− φ(r))uav(r), where φ(r)
is the local volume fraction of colloids.
We now coarse-grain Eq. (41), i.e. we calculate 〈(41)〉(r). First, we note that any distribution f(r) satisfies
〈∇f〉(r) =
∫
V +f
dr′w(r− r′)∇′f(r′) = −
∫
V +f
dr′∇′w(r− r′)f(r′) = ∇
∫
V +f
dr′w(r− r′)f(r′)
= ∇〈f〉(r). (44)
Using this property, the left-hand side of the coarse-grained version of Eq. (41) becomes
−∂α〈p〉(r) + η∇2〈uα〉(r). (45)
The coarse-grained version of the first term on the right-hand side of Eq. (41) is
∑
i
∮
Si
dS(ξ)w(r− ξ)σoutαβ (ξ)nˆiβ(ξ) ≈
1
L3
∑
i∈C(r,L)
∮
Si
dS(ξ)σoutαβ (ξ)nˆiβ(ξ)
=
1
L3
∑
i∈C(r,L)
FHi,α, (46)
where FHi =
∮
Si
dSσout · nˆ is the hydrodynamic force exerted on particle i, and where we neglected any contributions
from particles contained only partially in C(r, L), which is justified by virtue of the assumption L  a, b. The
3Formally we take δ → 0, while ensuring that δ >  at all times. All the monopoles and dipoles appearing in Eq. (41) are thus entirely
contained in V +f .
14
coarse-grained version of the second term on the right-hand-side of Eq. (41) is
2η
∫
V +f
dr′w(r− r′)
∑
i
∮
Si
dS(ξ) lim
↓0
{
usi(α(ξ)nˆγ)(ξ)

[
δ3(r′ − (ξ − γˆ))− δ3(r′ − ξ)]}
= 2η
∑
i
∮
Si
dS(ξ) lim
↓0
{
w(r− (ξ − γˆ))− w(r− ξ)

}
usi(α(ξ)nˆiγ)(ξ)
= 2η
∑
i
∮
Si
dS(ξ)
∂w(r− ξ)
∂rγ
usi(α(ξ)nˆiγ)(ξ)
(42)
= − 2η
L3
∑
i
∮
Si
dS(ξ)
∏
β 6=γ
Θ(
L
2
− |rβ − ξβ |)
{δ(rγ − (ξγ + L
2
)
)− δ(rγ − (ξγ − L
2
)
)}
usi(α(ξ)nˆiγ)(ξ)
= − 2η
L3
∑
i
(∮
δC+γ (r,L)∩Si
dl(ξ)−
∮
δC−γ (r,L)∩Si
dl(ξ)
)
usi(α(ξ)nˆiγ)(ξ), (47)
where in the last line δC±γ (r, L) denotes the face of the C(r, L) cube with outward normal ±γˆ. The integrations in
the last line thus run over the intersection of the δC±γ (r, L)-face with the surface Si of any particle i that intersects
it. For any particle i, the integration domain is thus an intersection between two surfaces, which forms a line. The
magnitude of the contributions (46) and (47) can now be estimated. Denoting the magnitude of FHi by F , and the
colloid density by ρ, such that the number of colloids inside C(r, L) approximately equals ρL3, the magnitude of the
contribution (46) is estimated as L−3(ρL3)F = ρF ≈ Fφa−3, where φ denotes the packing fraction of the colloids, and
where a denotes the particle size. To estimate the contribution of either integral in (47), we note that i) the number of
particles intersecting δC±γ (r, L) has as approximate upper bound (ρL3)
2
3 (in fact, the number of intersecting particles
is much less for a dilute suspension), ii) for any particle intersecting δC±γ (r, L), the length of the intersection line is
of the order a, and iii) ηusi ≈ aσout ≈ F/a. Therefore, the contribution of either integral in (47) is approximated as
L−3(ρL3)
2
3 a(F/a) = Fρ2/3L−1 ≈ Fφ 23 a−2L−1. As L−1  a−1, the contribution of (47) is negligible as compared to
the contribution of (46). Therefore, the coarse-grained version of Eq. (41) reads
−∂α〈p〉(r) + η∇2〈uα〉(r) = 1
L3
∑
i∈C(r,L)
FHi,α. (48)
The hydrodynamic force FHi experienced by a spherical particle i can be decomposed as F
H
i = −γtvi + γtv0eˆi,
where vi is the velocity of particle i and eˆi its orientation [12]. The evolution of vi(t) and eˆi(t) are governed by
the Langevin dynamics of the particles 4. Consequently, even though it was left implicit so far, the solvent pressure
〈p〉(r, t) and velocity 〈u〉(r, t) actually depend on time, via Eq. (48). To relate the right-hand side of Eq. (48) to the
probability distribution function ψ(r, e, t) of the particles - whose time evolution is governed by the Smoluchowski
equation - we assume the dynamics of the particles not to change significantly throughout a window, meaning that e.g.
the external potential V ext(r) must not vary significantly under rα → rα +L 5. This implies that ψ is approximately
constant within any window, i.e. ψ(r′, e, t) ≈ ψ(r, e, t) for r′ ∈ C(r, L), for any r. In this case, the sum over all
particles in C(r, L) (which are many) coincides with a sum over different realizations of the noise appearing in the
Langevin equation, such that the coarse-grained Stokes equation (48) becomes
−∇〈p〉(r, t) + η∇2〈u〉(r, t) =
∫
deˆψ(r, eˆ, t) [−γtv¯(r, eˆ, t) + γtv0eˆ]
(21)
= − γtρ(r, t)v¯(r, t) + γtv0m(r, t)
≡ ff (r, t) + fp(r, t), (49)
where we defined the frictional body force ff (r, t) ≡ −γtρ(r, t)v¯(r, t) and the propulsion body force fp(r, t) ≡
γtv0m(r, t), which are the internal body forces appearing in the colloidal force balance (3) of the main text. Note
4This is under the assumption that the effect of the slip velocity usi is to displace particle i only translationally; if it also rotates the particle
an additional ‘self-torque’ has to be added to the Langevin equations.
5In the main text we do consider a membrane potential that changes on the scale a  L. However, this is in a planar geometry; if one
employs a window that is thin in the direction perpendicular to the membrane, and elongated in the parallel direction(s), it can still
contain many colloids, yet have an approximately constant V (r) inside.
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that in the main text we simply denoted 〈u(r, t)〉 by u(r, t), and 〈p(r, t)〉 by Ps(r, t).
Both Eq. (48) and (49) show (upon bringing all the terms to the left-hand side) that on the coarse-grained scale
the solvent flow is simply governed by the Stokes equation, equipped with body forces equal to the opposite of the
hydrodynamic forces experienced by the particles. We remark here that in the overdamped limit, the Langevin equa-
tion (10) reduces to 0 = FHi −∇i(V +U eff) +
√
2γtkBTη
t
i , showing that the hydrodynamic, external, interaction and
Brownian forces acting on any particle exactly balance. It is therefore only when −∇i(V + U eff) +
√
2γtkBTη
t
i = 0,
that the hydrodynamic force FHi = 0, and that the motion is usually referred to as ‘force-free’ [12]. However, when
−∇i(V + U eff) +
√
2γtkBTη
t
i 6= 0, the hydrodynamic force FHi 6= 0 contributes to Eq. (48). As the stochastic force
ηti time-averages to zero, the essential factor distinguishing these two cases is whether −∇i(V + U eff) is nonzero. In
the setting of the main text, where U eff was neglected for the dilute suspension, the fact that the hydrodynamic force
is nonzero (i.e. the fact that ff + fp 6= 0) near the membrane, is in this sense a consequence of the external force
−∇iV exerted on the colloids by the membrane.
3. OSMOTIC PRESSURE WITH INTERACTIONS
This section shows the conclusion of the main paper - that the activity-induced increase in osmotic pressure can be
attributed to an increase in the chemical potential of the solvent - to hold true also in the presence of interactions.
We start by writing the force balance of the overdamped colloids (33) as
0 = fe(r, t) + ff (r, t) + fp(r, t)−∇ ·P(r, t), (50)
where we defined the external body force fe(r, t) ≡ − ∫ deˆ∇V (r, eˆ)ψ(r, eˆ, t), and where we recall the definitions of the
frictional body force ff (r, t) = −γtρ(r, t)v¯(r, t) and the propulsion body force fp(r, t) = γtv0m(r, t), both of which
are internal. Furthermore, we recall from section 1 that
−∇1 ·P(r1, t) = −∇1ρ(r1, t)kBT −
∫
deˆ1dr2deˆ2∇1φeffeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2, t). (51)
The second term in (51) represents an effective force exerted on colloids at r1 by other colloids. These effective
interactions are due to both direct colloid-colloid interactions and solvent induced interactions, which can be made
explicit as
−
∫
deˆ1dr2deˆ2∇1φeffeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2, t) =−
∫
deˆ1dr2deˆ2∇1φeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2, t)
−
∫
deˆ1dr2∇1φeˆ1s(r2 − r1)ψ(2)eˆ1s(r1, r2, t). (52)
Here φeˆ1eˆ2(r2 − r1) and φeˆ1s(r2 − r1) denote the bare colloid-colloid and the bare colloid-solvent interaction pair
potential, respectively. Furthermore, ψ
(2)
eˆ1s
(r1, r2, t) denotes the two-body colloid-solvent distribution function.
Next, we consider the momentum balance for the solvent, i.e. the analogue of Eq. (25) for the solvent. As we
consider a regime in which the Reynolds number of the solvent Re 1, the inertial terms in the solvent momentum
balance are negligible. Therefore, the various body forces acting on the solvent, to wit, a possible external body
force fes (r, t), and the negative of the internal forces f
f (r, t) and fp(r, t) that act on the colloids, have to balance the
divergence of the solvent momentum flux tensor Jmoms (r, t), and the solvent-colloid and solvent-solvent interaction
forces:
0 = fes (r1, t)− ff (r1, t)− fp(r1, t) (53)
−∇1 ·Jmoms (r1, t)−
∫
dr2deˆ2∇1φseˆ2(r2 − r1)ψ(2)seˆ2(r1, r2)−
∫
dr2∇1φss(r2 − r1)ψ(2)ss (r1, r2).
The momentum flux tensor Jmoms (r1, t) of the solvent is defined, analogous to the colloidal momentum flux (first
term on the right-hand side of Eq. (26)), as
Jmoms (r1, t) = m
∫
dv1fs(r1,v1, t)(v1 − u)⊗ (v1 − u). (54)
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Here the probability density fs(r1,v1, t) to find a solvent particle at position r1 with velocity v1 at time t defines the
solvent number density ρs(r1, t) and mean solvent velocity u(r1, t) as
ρs(r1, t) ≡
∫
dv1fs(r1,v1, t),
ρs(r1, t)u(r1, t) ≡
∫
dv1fs(r1,v1, t)v1. (55)
In equilibrium (where u = 0), the equipartition theorem implies Jmoms (r, t) = ρs(r)kBT . The divergence of this
momentum flux then combines with the interaction terms in Eq. (53), characterized by the equilibrium two-body
distribution functions ψ
(2)
seˆ2
(r1, r2) = ψ
(2),eq
seˆ2
(r1, r2) and ψ
(2)
ss (r1, r2) = ψ
(2),eq
ss (r1, r2), to give [13]
−∇1ρs(r1)kBT −
∫
dr2deˆ2∇1φseˆ2(r2 − r1)ψ(2),eqseˆ2 (r1, r2)−
∫
dr2∇1φss(r2 − r1)ψ(2),eqss (r1, r2)
= −ρs(r1)∇1µints (r1), (56)
where the intrinsic chemical potential of the solvent is defined as µints (r1) ≡ δF [ψ, ρs]/δρs(r1), F [ψ, ρs] being the
free energy functional of the colloid-solvent mixture. To proceed out of equilibrium we follow Archer [3]. Out of
equilibrium, the momentum flux tensor generally receives an additional contribution, whose divergence can, under
suitable approximations, be written as −η(K)∇2u, such that
−∇ ·Jmoms (r, t) = −∇ρs(r, t)kBT + η(K)∇2u(r, t). (57)
Also the interaction terms in Eq. (53) give additional contributions as compared to equilibrium, due to deviations of
the correlation functions from their equilibrium values. These extra contributions can, under similar approximations,
be shown to be η(V )∇2u. Together, these two out-of-equilibrium corrections add up to η∇2u, where the viscosity
η = η(K) +η(V ) comprises both kinetic contributions and contributions from interactions, respectively. For details see
Archer [3] and Kreuzer [14]. Putting it all together, the solvent force balance (53) thus reads
0 = fes (r1, t)− ff (r1, t)− fp(r1, t)− ρs(r1, t)∇1µints (r1, t) + η∇21u(r1, t). (58)
As an aside, for the case of no colloid-solvent interactions, i.e. as in the main text (where we neglected any effective
colloid-colloid interactions, and hence, according to Eq. (52), also colloid-solvent interactions), the term −ρs∇1µints
can be written as
−ρs(r1, t)∇1µints (r1, t) φseˆ=0= −∇1ρs(r1, t)kBT −
∫
dr2∇1φss(r2 − r1)ψ(2),eqss (r1, r2) = −∇ · Ps(r1, t), (59)
i.e. as minus the divergence of the solvent pressure tensor 6
Ps(r1, t) = ρs(r1, t)kBT1− 1
2
∫
dr12
∫ 1
0
dur12 ⊗ ∂
∂r12
φss(r12)ψ
(2),eq
ss (r1 − ur12, r1 + (1− u)r12), (60)
that contains the solvent-solvent interactions in Kirkwood-Irving form [4]. Upon assuming the pressure tensor (60)
to be isotropic, the solvent force balance (58) then reduces to the solvent force balance (5) of the main text (and Eq.
(49) of this Electronic Supplementary Information). In the presence of arbitrary solvent-colloid interactions however,
an identification akin to (60) is not generally possible, and we work with Eq. (58) as the solvent force balance.
The force balance of the complete suspension is obtained by adding the colloid force balance (50) (using Eq. (51)
6There is some ambiguity in what quantity to call the solvent pressure tensor here. We could also define the solvent pressure tensor
P˜s(r, t) ≡ Jmoms (r, t)−
1
2
∫
dr12
∫ 1
0
dur12 ⊗ d
dr12
φss(r12)ψ
(2)
ss (r1 − ur12, r1 + (1− u)r12),
which is more analogous to the pressure tensor of the total suspension Ptot(r, t) defined in Eq. (62), and in terms of which the solvent
force balance without colloid-solvent interactions would read
0 = fes (r, t)− fp(r, t)−∇ · P˜s(r, t).
The two solvent pressure tensors are related as −∇ · P˜s(r, t) = −∇ · Ps(r, t) + η∇2u(r, t).
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and (52)) and the solvent force balance in the form of (53), as
0 = fe(r1, t) + f
e
s (r1, t)−∇1 ·
(
ρ(r1, t)kBT1 +Jmoms (r1, t)
)
−
∫
deˆ1dr2deˆ2∇1φeˆ1eˆ2(r2 − r1)ψ(2)eˆ1eˆ2(r1, r2)
−
∫
deˆdr2
(
∇1φeˆs(r2 − r1)ψ(2)eˆs (r1, r2) + eˆ↔ s
)
−
∫
dr2∇1φss(r2 − r1)ψ(2)ss (r1, r2)
= fe(r1, t) + f
e
s (r1, t)−∇1 ·Ptot(r1, t),
(61)
where the pressure tensor of the total suspension Ptot(r1, t) includes the momentum flux of the colloids and of the
solvent, and all colloid-colloid, colloid-solvent and solvent-solvent interactions in Kirkwood-Irving form [4], as
Ptot(r1, t) =
(
ρ(r1, t)kBT1 +Jmoms (r1, t)
)
1
− 1
2
∫
deˆ1dr12deˆ2
∫ 1
0
dur12 ⊗ ∂
∂r12
φeˆ1eˆ2(r12)ψ
(2)
eˆ1eˆ2
(r1 − ur12, r1 + (1− u)r12)
− 1
2
∫
deˆdr12
∫ 1
0
du
(
r12 ⊗ ∂
∂r12
φeˆs(r12)ψ
(2)
eˆs (r1 − ur12, r1 + (1− u)r12) + eˆ↔ s
)
− 1
2
∫
dr12
∫ 1
0
dur12 ⊗ ∂
∂r12
φss(r12)ψ
(2)
ss (r1 − ur12, r1 + (1− u)r12).
(62)
As in the main text, we now consider a flux-free steady state, where the solvent velocity u(r, t) = 0 (on the scale
coarse-grained over the colloids). Adding the colloid and solvent force balance in the form of Eq. (50) and (58),
respectively, and comparing with the total force balance (61) then reveals
∇ ·Ptot(r) = ∇ ·P(r) + ρs(r)∇µints (r). (63)
In an isotropic bulk, the pressure tensor of the effective colloids-only system reduces to a scalar as P = P1.
Similarly, the total pressure tensor Ptot = Ptot1. Furthermore, in a bulk characterized by colloid density ρ, solvent
density ρs, and colloid propulsion speed v0, all the two-body correlation functions are uniquely characterized by (ρ,
ρs, v0) (at fixed temperature). Therefore, Eq. (34) and (62) reveal the pressures P (ρ, ρs, v0) and Ptot(ρ, ρs, v0) to be
state functions in the bulk. Also the solvent chemical potential µints is in bulk a function of the colloid density ρ and
solvent density ρs, owing to its definition in terms of the free energy functional. This state function µ
int
s (ρ, ρs) can be
inverted to ρs(µ
int
s , ρ), such that the bulk solvent can be characterized by µ
int
s instead of ρs. Consequently, the bulk
pressures can be expressed as P (ρ, µints , v0) and Ptot(ρ, µ
int
s , v0).
To calculate the osmotic pressure, we again specialize to the planar geometry of Fig. 1 of the main text, where
fe(r) = fez (z)zˆ, and where we now also allow for a non-perfect membrane that can exert a force f
e
s (r) = f
e
sz(z)zˆ on
the solvent. The osmotic pressure then follows as
Π =
∫ zb
zres
dz (fez (z) + f
e
sz(z))
(61)
= Ptot(ρ, µ
b
s, v0)− Ptot(ρ = 0, µress , v0), (64)
i.e. as the difference in total pressure on the opposing sides of the membrane. This difference can be obtained by
integrating Eq. (63) from the reservoir to the bulk at the opposing side of the membrane, to be
Ptot(ρ, µ
b
s, v0)− Ptot(ρ = 0, µress , v0) = P (ρ, µbs, v0) +
∫ zb
zres
dzρs(z)∂zµ
int
s (z). (65)
To calculate the remaining integral in (65), we note that the z-coordinate parameterizes a path (ρ(z),µints (z)) in
(ρ,µints )-space, as illustrated in blue in Fig. 6. This path corresponds to the physically realized profiles ρ(z) and
µints (z). The crucial observation is that the three pressure terms in Eq. (65) are functions of only (ρ, µ
b
s) and
(ρ = 0, µress ) (at fixed v0), i.e. only of the endpoints of the path. Therefore, the same holds true for the integral. This
implies that the integral yields the same value when evaluated for a different path with the same endpoints. The
path traced out in (ρ, µints )-space can be altered by applying a nonzero external potential Vs(z) (and thus an external
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FIG. 6. Paths in (ρ, µints ) space. The physically realized path (blue) is parameterized by z and the path proposed to calculate
the integral (66) (red) by z˜ . The marked points (ρ = 0, µress ) and (ρb, µ
b
s) correspond to the reservoir at z = z˜ = zres and the
bulk suspension at z = z˜ = zb respectively (in the text the bulk density ρb is simply called ρ). The marked point (ρ = 0, µ
b
s)
at z˜ = zm corresponds to a region large enough for a local density approximation to apply.
force fes (z) = −ρs(z)∂zVs(z)zˆ) to the solvent, for according to Eq. (58) this alters the profiles ρ(z) and µints (z). In
particular, we could apply an external potential Vs(z) that vanishes in both the reservoir and the bulk, but is nonzero
in between in such a way that the intrinsic solvent chemical potential µints (z) increases from µ
res
s at z = zres to µ
b
s
already at the reservoir side of the membrane (where ρ(z) = 0), and such that it remains µints (z) = µ
b
s from there to
z = zb in the bulk suspension on the other side. This situation corresponds to the red path in Fig. 6, parameterized by
z˜. The marked point (ρ = 0, µbs) along this path corresponds to the region just on the reservoir side of the membrane,
where ρ(z˜) = 0 and µints (z˜) = µ
b
s. We can choose the external solvent potential Vs(z) in such a way that this region
is large enough to be considered as a bulk. Upon naming one z˜-coordinate in this intermediate bulk z˜m (see Fig. 6),
the red path can be utilized to calculate the remaining integral in Eq. (65) as
∫ zb
zres
dzρs(z)∂zµ
int
s (z) =
∫ zb
zres
dz˜ρs(z˜)∂zµ
int
s (z˜) =
∫ z˜m
zres
dz˜ρs(z˜)∂zµ
int
s (z˜)
(63)
=
∫ z˜m
zres
dz˜∂z˜Ptot(z˜)
= Ptot(ρ = 0, µ
b
s, v0)− Ptot(ρ = 0, µress , v0)
≡ ∆Ps, (66)
where in the second step we used that ∂z˜µ
int
s (z˜) = 0 for z˜m ≤ z˜ ≤ zb, and in the third step that P (z˜) = 0 for
zres ≤ z˜ ≤ z˜m, as there are no colloid on the reservoir side of the membrane. As the quantity ∆Ps defined by Eq.
(66) is a difference in total pressures at colloid density ρ = 0, it is natural to think of it as a difference in solvent
pressures. Indeed, in the limit of a dilute suspension this definition reduces to the difference ∆Ps used in the main
text. To see this, note that the total pressure tensor of Eq. (62) at colloid density ρ = 0 coincides with the solvent
pressure tensor of Eq. (60) (where ψ
(2),eq
ss can be replaced by ψ
(2)
ss , as we are considering a vanishing solvent flow,
such that η(V )∇2u = 0).
Combining Eq. (64), (65) and (66), shows the osmotic pressure to be
Π = P (ρ, µbs, v0) + ∆Ps, (67)
which is the extension of the main text’s result (8) to a system with interactions. Eq. (67) shows that the osmotic
pressure of a passive system Π = P (ρ, µbs = µ
res
s , v0) increases with activity in two ways. Firstly, the effective
colloids-only pressure P (ρ, µbs, v0) of Eq. (34) changes, as the two-body colloid-colloid correlation function changes
with activity [15], and as the increasing solvent chemical potential may modify the effective colloid-colloid interaction
potential and the colloid-colloid correlation function. Secondly, the increase in solvent chemical potential induces an
increase ∆Ps, that can be interpreted as an increase in solvent pressure.
19
reservoir bulk
-4 -2 0 2
z/ℓ
0
1
θ/π (rad)
0
2
4
ψ(z, θ)
Pe = 10
λ = 1
eˆ
zˆz
θ
FIG. 7. Normalized probability ψ(z, θ) to find a dumbell at (scaled) position z with orientation θ, obtained as a numerical
solution to Eq. (1) of the main text for a soft potential V (z) at z < 0 acting on both halves of the dumbell (see text), with
potential strength λ and activity Pe as indicated. Note that ψ(z < −4, θ) ≈ 0, indicating that (almost) no particles penetrate
into the wall beyond z = −4, and that ψ(z > 3, θ) ≈ 1, indicating a homogeneous and isotropic bulk for z > 3. The probability
peak corresponds to dumbells persistently propelling into the membrane.
4. DERIVATION OF THE SOLVENT PRESSURE DIFFERENCE ∆Ps (WITH INTERACTIONS)
The solvent pressure difference ∆Ps can be expressed as
∆Ps
(66)
=
∫ zb
zres
dzρs(z)∂zµ
int
s (z)
(58)
= −
∫ zb
zres
dzfpz (z) = −γtv0
∫ zb
zres
dzmz(z), (68)
where we used fp(z) = fpz (z)zˆ = γtv0mz(z)zˆ, and where we assumed the membrane to exert no force on the solvent,
i.e. fes (r) = 0. In the dilute limit, the same expression follows alternatively from finding ∆Ps = Ps(zb)−Ps(zres) from
Eq. (5) of the main text (with fes (r) = f
f (r) = η∇2u(r) = 0). An expression for the polarization mz(z) is found from
the Smoluchowski equation, formed by inserting Eq. (32) into Eq. (18). Indeed, the first moment (in the variable eˆ)
of this Smoluchowski equation yields, in steady state, and in the same geometry as in the main text,
2
kBT
γr
mz(z) =− ∂z
{
v0
(
1
3
ρ(z) + Szz(z)
)
− γ−1t
∫
deˆψ(z, θ)ez∂zV (z, θ)− γ−1t kBT∂zmz(z)
− γ−1t
∫
deˆdr′deˆ′ez∂zφeffeˆeˆ′(r
′ − r)ψ(2)eˆeˆ′(r, r′)
}
+γ−1r
∫
deˆ sin(θ)∂θV (z, θ)ψ(z, θ) + γ
−1
r
∫
deˆdr′deˆ′ sin(θ)∂θφeffeˆeˆ′(r
′ − r)ψ(2)eˆeˆ′(r, r′),
(69)
where ez = cos θ and where S(z) ≡
∫
deˆψ(z, θ)
(
eˆeˆ− 131
)
is the traceless alignment tensor in three dimensions.
According to Eq. (68), the difference in solvent pressure ∆Ps essentially follows from integrating Eq. (69) from the
reservoir to the bulk suspension. The first two lines of the right-hand side of Eq. (69) are easily integrated, as they
form a derivative with respect to z. Note that all the terms acted upon by the derivative vanish in the reservoir,
whereas only the density term and the interaction term are nonzero in the bulk suspension. The resulting solvent
pressure difference is
∆Ps =
γtγrv
2
0
6kBT
ρ− γrv0
2kBT
∫
deˆdr′deˆ′ez∂zφeffeˆeˆ′(r
′ − rb)ψ(2)eˆeˆ′(rb, r′)
− γtv0
2kBT
∫ zb
zres
dz
∫
deˆ sin(θ)∂θV (z, θ)ψ(z, θ)
− γtv0
2kBT
∫ zb
zres
dz
∫
deˆdr′deˆ′ sin(θ)∂θφeffeˆeˆ′(r
′ − r)ψ(2)eˆeˆ′(r, r′), (70)
where rb is a point in the bulk suspension. In the dilute limit (where the interaction terms are negligible), this solvent
pressure difference reduces to Eq. (6), as was claimed in the main text.
5. NUMERICAL SOLUTION DETAILS
The plots in figures 3 and 5 are based upon a numerical solution ψ(z, θ) to the Smoluchowski equation (1), in steady
state in the planar geometry of the main text. From this solution the other quantities of interest (e.g. polarization
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and pressure profiles) follow. The solutions ψ(z, θ) were obtained, using COMSOL Multiphysics R©, for z-values
−20` ≤ z ≤ 20`, where ` ≡ √γr/γt, and θ-values 0 ≤ θ ≤ pi. As Fig. 3 corresponds to spherical particles, the
considered colloid-membrane interaction potential, V (z) = λkBT (z/`)
2 with λ = 1 for z < 0 and V (z) = 0 for z ≥ 0, is
independent of θ. Fig. 5 corresponds to dumbells, consisting of two point particles with separation `, both of which are
subject to the same potential V (z), where λ is varied. The potential experienced by one dumbell, with center of mass
position z and orientation characterized by the polar angle θ, follows as V (z, θ) = V (z − ` cos θ/2)+V (z + ` cos θ/2).
The applied boundary conditions are in both cases (i) a uniform distribution in the bulk, i.e. ψ(20`, θ) = c with
arbitrary normalization c, (ii) either no flux jz(z = −20`, θ) = 0 or no particles ψ(z = −20`, θ) = 0 far into the
quadratic potential (both conditions yield equivalent solutions), and (iii) ∂θψ(z, 0) = 0 and ∂θψ(z, pi) = 0, which
follow from the symmetries ψ(z, θ) = ψ(z,−θ) and ψ(z, pi + θ) = ψ(z, pi − θ), respectively. A typical solution ψ(z, θ)
for dumbells, shown in Fig. 7, displays the same physics as encountered for spheres in the main text, namely an
accumulation of dumbells at the membrane caused by dumbells persistently propelling into the membrane.
6. SOLVENT FLOW IN A PIPE
This section illustrates that the net polarization of colloids near a semipermeable membrane can also lead to solvent
flow. Consider a dilute, active suspension in a cylindrical pipe, of radius R and length L, confined on one side by a
semipermeable membrane, as illustrated in Fig. 2 of the main text. The difference with the setup of Fig. 1 of the
main text is in the boundary conditions: whereas Fig. 1 corresponds to no-flux boundary conditions, the boundary
conditions instead imposed here are equal solvent pressures on either end. We adopt a cylindrical coordinate system,
where the z-axis coincides with the symmetry axis of the cylinder, z = ±L/2 corresponding to either end of cylinder,
where r is the radial distance from the z-axis, rˆ being the corresponding unit vector, and where φ is the azimuthal
angle. We shall assume the solvent velocity |u(r)|  v0, such that the effect of advection is negligible. The dynamics
of the colloids is then governed by the Smoluchowski equation (1) of the main text. We again consider a steady state
where the colloid flux vanishes (such that ff (r) = 0). We then expect the colloids to accumulate at, and form a net
polarization towards, both the membrane and the outer walls of the pipe. We assume the radius R to be large, i.e.
R  √γr/γt and R  γrv0/kBT , such that in the centre of the pipe the effect of the pipe’s outer wall is not felt.
In this centre region, that we denote as r < R∗ < R, the results for the planar geometry of the main text then carry
over. More precisely, we expect the propulsion force fp(r, z) = fpz (r, z)zˆ+f
p
r (r, z)rˆ to be given by f
p(r, z) = fpz (z)zˆ for
r < R∗ < R, where fpz (z) describes the polarization profile next to a membrane in a planar geometry. In particular,
− ∫ L/2−L/2 dzfpz (z) = ∆Ps, as calculated in Eq. (6) of the main text. Note that the interpretation of ∆Ps as a solvent
pressure difference is not valid in this setting, for this interpretation relies on the solvent flow u(r) = 0. Instead, at
this point ∆Ps should purely be regarded as the right-hand side of Eq. (6). Finally, we assume the colloid polarization
to be such that ∇×fp(r, z) = 0, also for R∗ ≤ r ≤ R. The steady state solvent velocity profile u(r, z) is then governed
by the Stokes equation (5)
−fp −∇Ps + η∇2u = 0, (71)
which again features the opposite propulsion force −fp as a body force (note that we used fes = ff = 0). Eq. (71)
is to be solved, together with the incompressibility condition ∇ · u = 0, subject to the boundary conditions of equal
solvent pressure Ps(r, z = −L/2) = Ps(r, z = L/2) = P0 for r < R∗, and the no-slip condition u(r = R, z) = 0. Upon
using the ansatz rˆ ·u = 0, the incompressibility condition reveals that u(r, z) = uz(r)zˆ. Inserting this into (71) yields
− fpr − ∂rPs = 0, (72a)
− fpz − ∂zPs + η
1
r
∂r(r∂ruz) = 0. (72b)
Deriving Eq. (72b) with respect to r, and using ∇× fp = 0 together with Eq. (72a), shows that η 1r∂r(r∂ruz(r)) = c.
The constant c follows by integrating (72b) from z = −L/2 to z = L/2 (for r < R∗), resulting in c = −∆Ps/L.
Solving for uz(r), and using the no-slip boundary condition, yields the velocity profile
uz(r) =
∆Ps
4ηL
(R2 − r2)zˆ. (73)
Eq. (73) shows that the solvent flow - driven by the body force −fp - coincides with a Poiseuille-Hagen flow driven
by a solvent pressure difference ∆Ps applied between the ends of the pipe.
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