We present two enhancements to Jiang's tree alignment algorithm, motivated by experience with its use for RNA structure alignment. One enhancement is the introduction of an affine gap model, which can be accommodated with a runtime increase by a constant factor. The second enhancement is a speed-up of the alignment algorithm when certain nodes in the trees are pre-aligned by a socalled anchoring. Both enhancements are included in a new implementation of the tool RNAforester. We evaluate the new algorithm with two applications related to RNA secondary structure analysis. Based on our experience, we suggest a new formulation of the tree alignment model, based on regular tree languages and rewrite rules.
Introduction and Motivation
Classical Tree Alignment and its use in RNA Structure Comparison. Tree alignment methods have a wide variety of applications when it comes to comparing objects that are represented as ordered labeled trees. For example, text documents or physical objects composed recursively from smaller constituents have a natural tree representation. In bioinformatics, RNA secondary structure is conveniently expressed as a tree, incorporating the relationships of adjacency and embedding between structural components. Tree alignment [1] is the generalization of sequence alignment from sequences to trees. It has been implemented in the tool RNAforester [2, 3] , which is widely distributed with the Vienna RNA package [4] and has performed well in large scale studies such as [5] , in spite of high computational cost of the tree alignment algorithm compared to simpler, competing methods.
A particular virtue of tree alignments, and an advantage compared to alternative methods such as tree edit distance based on node mappings [6] , is the fact that they can be used to infer a structural alignment of the leaf sequences of the trees, i.e. the underlying RNA sequences or the textual document content. For RNA, these derived sequence alignments have been shown, in another large study, to be helpful in determining structural conservation with other sequence based methods [7] .
However, two shortcomings of the present method have become apparent: (1) The tree alignment sometimes leads to a rather scattered sequence alignment, using a large number of small gaps. A good alignment may be available, which may be more plausible by using fewer but larger gaps, but the algorithm is not aware of this criterion. ( 2) The high computational cost of the algorithm is an obstacle for its use in many cases, and this is particularly annoying when we need to compare structures in the aforementioned search of structure conservation. In this situation, structures are pre-selected: they are only compared when they are known to have a similar overall shape. It should be possible to make use of such knowledge for improved efficiency, without compromising alignment quality.
Contributions of this Article. The main contributions of this work are the following:
(1) We generalize the tree alignment algorithm to accommodate an affine gap model : Gaps are scored with a (large) gap opening penalty, and a moderate extension penalty that grows linearly with the size of the gap. We show that this can be achieved with a constant runtime factor ≈ 7 compared to the classical model. (2) We define the notion of an anchoring as a partial bijection between two trees, and construct alignments consistent with these anchorings, with a speed-up depending on the number of anchors. (3) We demonstrate that these extensions of the classical tree alignment model perform well in the application to RNA secondary structure comparison. (4) In the course of this application to RNA structure comparison, we observe that the classical tree alignment model -based on the operations of matching, deletion and insertion of tree nodes -is too atomic in a real-world scenario such as ours. We propose -as a new research problem -a model of tree alignment based on regular tree grammars and a set of general tree rewrite rules.
These ideas and further variants of tree alignment algorithms, such as a local tree similarity and multiple tree alignment, have been implemented and evaluated in the first author's PhD thesis [8] , but space does not permit to describe these additional variants in the present paper.
Structure of this Article. The next section gives a short review of related work, recalls the definitions and gives a graphical explanation of the original tree alignment algorithm. Thereafter, we describe our new techniques of affine gap modeling and of anchored tree alignment. These two sections are actually independent, as both contributions are orthogonal to each other. We then discuss asymptotic efficiency and report from the evaluation of the bioinformatics tool RNAforester 2.0. Finally, we discuss the cases where the present tree alignment model is insufficient, and propose a generalization.
State of the Art
Many variants of the tree comparison problem have been studied in the literature. Roselló and Valiente provide a systematic overview in [11] . We focus on the two models of tree edit and tree alignment distance. Our definition of tree alignment corresponds to a smallest common supertree problem under a minor embedding in the terminology of [11] , whereas the tree edit problem corresponds to a largest common subtree problem under a minor embedding.
Tree Edit Distance. The most widely studied model of tree matching and comparison is the tree edit distance model [1] , which is based on partial bijective mappings between two trees, where the mappings preserve ancestorship, and also sibling order in the case of ordered trees. A mapping is scored by summing individual scores based on the label pairs of the mapped nodes. Unmapped nodes are considered deleted or inserted, and do not contribute to the score. The mapping of maximal score defines the edit distance between the two trees. Under a unit cost model, the tree edit distance leads to the largest common subtree of two trees. Ideas similar to our contribution to the tree alignment distance have been developed for the tree edit distance [9, 10] .
The tree edit distance does not produce tree alignments, although some authors use "tree alignment" as a synonym for "mapping". The unmapped nodes are not brought into any particular, tree-like arrangement, and there is no obvious way to transform the maximal common subtree into a common super-tree, given an arbitrary scoring function.
In the domain of RNA structure analysis, the leaves of the trees carry the RNA sequence information, and the inner nodes represent structure. In this context, it is often desired to derive a sequence alignment from a structure (tree) alignment, and hence, the following approach is more adequate.
Tree Alignment Distance. The tree alignment algorithm by Jiang et al. in [1] is the foundation for the method described in this work. Formal definitions will be given later. Tree alignment seeks a tree in which both trees can be embedded homeomorphically. Run with unit cost scoring, it leads to the smallest common super-tree of two input trees. Insertions and deletions are explicitly embedded in the super-tree, allowing for a richer set of scoring schemes than the classical tree edit distance. We will make use of this property when introducing composite gaps with affine gap scoring.
Each tree alignment indicates a mapping in the sense of the tree edit distance model, but not vice versa. Hence, the search space of the tree alignment distance is smaller than for the tree edit distance. The algorithm for ordered trees presented in [1] has time complexity O(
where |T i | is the number of nodes in tree T i and deg(T i ) is the degree of tree T i , so the algorithm is faster than all known ones for the tree edit distance, if the degrees are smaller than the depths of the trees.
In [2] , Höchsmann et al. extend the tree alignment algorithm to compute local forest alignments of forests F 1 and F 2 with a time complexity of O(
. The algorithm uses a dense twodimensional dynamic programming table, and considerably reduces the space requirements compared to previous versions of the algorithm which use sparse, four-dimensional tables.
Based on the forest alignment model for the alignment of two trees, a multiple alignment algorithm was developed by Höchsmann et al. in [3] . This is done with the progressive profile alignment method, which can be transferred from strings to trees and forests. A forest profile representation for RNA secondary structure alignments is presented together with an algorithm to compute the profile alignment, implemented in the initial release of the tool RNAforester (and is retained under our present extensions).
Seeded mappings. An interesting cross-breed of mapping and alignment is the method of seeded tree alignment [12] , which, in spite of its name, computes mappings rather than alignments. These mappings can be constrained by seed mappings (a set of node pairs required to map onto each other) which preserve the lowest common ancestor relationship. Such preservation, where enforced, selects a specific common super-tree structure and makes the mappings compatible with, while still more abstract than, tree alignments. On the other hand, it requires the lowest common ancestor nodes of two seed nodes to be mapped onto each other, which is more restrictive than requiring the existence of a compatible super-tree. Hence, this approach is incomparable to our use of anchors introduced below, which does not require preservation of lowest common ancestors.
Arc Annotated Sequences. With a particular focus on the RNA structure problem, the alignment problem has been reformulated in terms of arc annotated sequences. See [13] for a review. Recent contributions present alignment algorithms that include pseudo-knotted structures [14, 15] , which cannot be represented as trees. Neither of these approaches considers affine gaps or anchorings.
Forest Alignment Algorithm
The algorithms we present are designed for general, rooted ordered forests, with node labels from an arbitrary alphabet. As we use RNA structure as our motivation and application example, however, we first indicate how it is represented in tree form. In this section, we review the classical tree alignment algorithm [1] including the tabulation method of [2] . We introduce a graphical pseudocode notation that will serve to present our extension to affine gap model in Section 4. 
RNA Molecules as Trees and
Forests. An RNA sequence or primary structure is represented as a string on the alphabet {A, C, G, U }, denoting the four bases used in the genetic code. An RNA molecule folds back onto itself and, via hydrogen bonds between A-U, G-C, or G-U, forms base pairs that tend to stack up in a helical fashion, akin to DNA. To model such secondary structure, we have to take sequence and basepairings into account.
We represent a secondary structure as a rooted ordered forest, where the sequence of bases is at the leaves. A structure without any base pairings would be a forest in which all trees are singleton leaves. To represent the base pair bond, we introduce P-nodes, labeled with P . Such a node always has two or more child nodes, with the two outmost nodes representing the paired bases. In between, there may be an arbitrary number of P -nodes and bases, according to the nested substructure that is enclosed by this basepair. Thus, our representation is a forest over the alphabet A = {A, C, G, U, P }. See Figure 1 for examples.
Tree and Forest Alignment. The notion of tree alignment is best introduced by the analogy to sequence alignment. An alignment of two sequences of characters can be seen as a sequence of character pairs, now allowing for a gap character "−". These character pairs in turn are interpreted as the edit operations Replace, Delete, and Insert. Transferring this analogy to trees, an alignment of two node-labeled trees is a tree whose nodes carry label pairs. Definition 1. An alignment tree is a tree labeled with pairs from the alphabet {A ∪ {−} × A ∪ {−}}/{(−, −)}. A tree alignment of trees F and G is an alignment tree A, which can be transformed (1) to F by projecting the pair node labels to their left component and . . denotes a forest whose first tree has root label a 1 and subtrees a 1 . . ., and k splits a forest at all possible points. On top are the two forests that we want to align, underneath are three cases corresponding to the edit operations. We indicate one node of the alignment forest, and the resulting subforests who are to be aligned to become children (DWN ) and sibling (OVR) alignment forest.
contracting the resulting tree to remove all gaps (nodes labeled "−") from it, and (2) to G in the same way after projecting the pair node labels to their right component.
The tree alignment definition is naturally extended to the alignment of forests by seeing a forest as a tree with a fictitious root. With the use of node labels which are tuples of characters rather than pairs, Definition 1 generalizes to multiple forest alignments. An example forest alignment of two so-called RNA hairpins is shown in Figure 1 (middle).
To solve the forest alignment problem by finding the alignment with the optimal score, all possible candidate alignments have to be considered. These candidate alignments constitute the search space of forest alignments. Starting from the definition of the forest alignment, we can enumerate all possible alignments of two forests F and G according to the following case distinction:
Let A be an arbitrary alignment of forests F and G. If F or G are empty, the A is also empty, or consists of insertions only, or of deletions only.
If A is not empty, we distinguish three cases by structural recursion on the alignment forest data structure: Let A ⊥ be the leftmost root in A. It has one of three forms (corresponding to the three basic edit operations):
-a is the label of F ⊥ , and b is the label of G ⊥ . * the forest of children of the alignment forest, A ↓ , is an alignment of the forest of children of F and the forest of children of G. * the forest of right sibling trees of the alignment forest, A → , is an alignment of the forest of right sibling trees of F , F → and the forest of right sibling trees of G, G → .
•
-a is the label of F ⊥ .
-for some k ∈ [0, ..., |G|] * the forest of children of the alignment forest, A ↓ , is an alignment of F ↓ and the prefix of length k of G ↓ . * the forest A → , is an alignment of F → and the rest of G → (the suffix of length |G| − k).
-for some k ∈ [0, ..., |F |] * the forest of children of the alignment forest, A ↓ , is an alignment of the prefix of length k of F ↓ and G ↓ . * the forest A → , is an alignment of the rest of F → (the suffix of length |F | − k) and G → .
Theorem 1.
The above recurrence completely and non-redundantly enumerates all forest alignments A of F and G. Proof: Completeness follows from the fact that (a) the leftmost root must have one of these three forms, and (b) in the second (resp. third) case, the splits by k capture all the ways in which forest G (resp. F ) can be topologically embedded in A. Non-redundancy follows from the fact that each case produces a different leftmost root node in A.
Graphical recurrences for search space construction. We introduce a graphical notation to explain the above recurrence of search space construction. See Figure 2 . Boxes include pairs of forests yet to be aligned. Cases R(eplace), D(elete) , and I(nsert) indicate the leftmost alignment forest root produced in each case, and the the two types of sub-alignment problems which arise for the children of the root, and its right sibling forest. These two sub-problems will also be called the DWN and OVR alignments. The explanation of our new algorithm will make use of this graphical pseudocode notation introduced in Figure 2 . Figure 2 only explains the recursive problem decomposition of tree alignment. To implement the optimal tree alignment problem efficiently via dynamic programming, we need two further ingredients: a scoring function that satisfies Bellman's Principle of Optimality, and a suitable tabulation scheme for storing the results of the sub-problems in the recursive decomposition.
Similarity scoring functions. Most commonly used is a simple similarity scoring scheme that sums local scores attributed to basic edit operations:
The score of an alignment A is σ(A) = (x,y)∈A σ(x, y).
The optimal similarity score of the forest alignment of forests F and G is the maximum score over all possible alignments σ F A (F, G) = max{σ(A)| A is an alignment of F and G }. Maximizing for similarity implies that σ(a, a) > 0 while σ(a, −) < 0 and σ(−, a) < 0. σ(a, b) for a = b ∈ A may be either positive or negative.
In a concrete application, it is sometimes meaningless to align certain node labels. In this case, one may choose a score of −∞ to exclude this situation from optimal alignments, or else incorporate such restrictions into the recurrence. The latter way is more difficult technically, but preserves the capability to derive meaningful statistics about the search space, such as number of alignments and score average.
Using an additive score function together with maximization clearly satisfies Bellman's Principle. For each subproblem, it suffices to compute the optimal score and store it in a dynamic programming table.
Scoring for RNA structure comparison. With RNA, we score five different cases of edit operations, where indel is either insertion or deletion: single base match for nodes (a, a), single base replacement for nodes (a, b), single base indel for (a, −) and (−, a), pair match for (P, P ), and pair indel for (P, −) and (−, P ). If base indels, base matches and base replacements are scored 0, the alignment becomes independent of the concrete sequence content of the two RNA molecules. Such purely structural alignments are helpful in searching for conservation of structure in sequences with a large evolutionary distance.
Tabulation based on closed subforests. Tabulation in dynamic programming over trees is a bit trickier than with sequences. It is based on the notion of closed subforests.
Definition 3. A consecutive sequence T i , ..., T j of sibling trees in a forest F is a closed subforest (CSF) of F . A closed subforest is maximal if it cannot be extended to the left and to the right.
Tabulation is based on the following observation: Theorem 2. In the forest alignment of F and G, all sub-problems which arise in the problem decomposition align closed subforests of F and G.
Proof: This is inductively shown from the pseudocode in Figure 2 . In each step, the DWN and OVR alignment problem is posed for two closed subforests, and being a closed subforest of F or G is a transitive property.
For an effective tabulation scheme, we must map CSFs to table indices. Let us reference the nodes in a forest by a preorder numbering. A CSF is then represented as pair (i, l), where the node index i is the leftmost root node position where the CSF starts, and the length index l denotes its length. Naturally, (i, 0) denotes the empty CSF, albeit in an ambiguous way. Let α be the mapping of CSFs to their representation as pairs (i, j). The DWN and OVR transitions between CSFs can be effectively computed on this representation. A particular sub-problem would then be indexed by its pair of CSFs, say (i, l) in F and (i , l ) in G. However, this would lead to the use of very sparse, 4-dimensional tables.
Therefore, we use a function β which maps four dimensional closed subforest pair indices to a two dimensional table index:
For this, a table of f set is computed, which for each node index i stores the number of nonempty CSFs having a node index less than i. This trick enables us to define the mapping β:
This also takes care that ambiguously represented empty CSFs are all mapped to 0, avoiding a proliferation of trivial table entries.
Tabulation and calculation order. To optimally align two forests, we compute a dynamic programming table E, such that for any pair of subforests f, g of
We have to make sure that all recursive subproblems are already computed, before we can compute a problem. Row-or column-wise calculation in the matrix does not work here, as the intermediate results are comparisons of closed subforests, which are placed in the matrix by the mapping function. By definition, the empty alignment scores 0:
. Entries E(i, 0) and E(0, i), i > 0 hold scores of aligning the empty forest with a nonempty CSF, that is inserting/deleting a complete forest. This can be computed bottom-up, which by the β-transformation is implied by decreasing order of i.
To get the computation order for the general case, we see that for each edit operation in the recursive call, either the node index increases strictly, or the length index decreases. Following this observation, the matrix E can be calculated in decreasing order of the node index and increasing order of the length index.
Forest Alignment with Affine Gap Costs
We now extend the tree alignment algorithm to an affine gap model.
Affine gaps. The forest alignment algorithm inserts gaps in the input forests to construct an alignment forest. These are inserted and scored as nodes (a, −) or (−, a), one by one. This means, the score function is linear in the number of singleton gaps. This model can lead to many small gaps, and a scattered alignment coming out as optimal, which, depending on the application context, may not be reasonable. From a biological point of view, it is much more likely have fewer evolutionary events, such as DNA breakage and repair, which introduce several mutations at neighboring locations. We want to consider a series of adjacent gaps as one large unit, and henceforth reserve the term "gap" for those. For the new notion of gaps, we propose an affine gap cost model.
Definition 4.
A singleton gap is a single node in a forest, which is labeled with the gap symbol "−".
A (general) gap in a forest is a set of singleton gaps which is maximal and connected under the union of the parent-child and direct-sibling relations.
A gap in a tree alignment A of F and G is a gap in either the left or right projection of A.
An affine cost function w scores matched nodes as before, w(a, b) = σ(a, b), but each gap p contributes w(p) = w open +(l −1)·w extend , where l is the number of singletons in p.
Note that a gap in the tree alignment can appear as several gaps in the derived sequence alignment. For example, when several successive base pairs are deleted in F , this will be one gap in the tree alignment, but show as two gaps in the derived sequence alignment. In Figure 1 , we see a composite gap of three tree nodes, which show as two separated '-' characters in the derived sequence alignment. This is exactly what we want (and what cannot be captured by any alignment algorithm that works solely on the sequence level).
In this model, we typically use w open >> w extend . Note that singleton gaps are still included with this model (scored with w open ), but the model favors placing them in the neighborhood of others, where they only contribute w extend to the overall score.
The technical virtue of the affine scoring scheme, compared to an arbitrary function w(p), is that it lends itself to our previous recursion without raising computational complexity by more than a constant factor.
Tree alignment algorithm with affine gaps. Each gap can be seen as a forest labeled only with '-'. Its leftmost root will be assigned the score w open , and all the (l -1) others the score w extend . This is convenient, since it is this leftmost root of the gap which is considered first in the problem decomposition. From that point on, we have to keep track in the recurrences whether we opened a gap before, and hence, the DWN and OVR subalignments are entered in gap mode already. This analogous, albeit more complicated as we will see, to sequence alignment with affine gaps, known as Gotoh's algorithm in bioinformatics [17] .
Any alignment starts in normal mode (no gap context). Gap mode refers to tree F or to tree G, and sometimes even to both. Gap mode comes in two flavors, depending whether the parent or the left sibling of a CSF is a gap.
On introduction of the first gap, say in F , creating node (a, −) scored by w open , G enters parent gap mode in the DWN alignment, and sibling gap mode in the OVR-alignment. The gap mode tells us that further gaps introduced in G are to be scored only by w extend . Gap modes are passed on to children and siblings, until a non-gap node in G is produced.
The modes of F and G combine in seven different ways, which leads to an algorithm running seven "copies" of the original one. Figure 4 explains the case analysis, using the graphical conventions of Figure 2 .
Case 1:
Case 2:
Input: Variants of affine tree alignment. Variants of the algorithm, familiar from their use with sequence alignment can be created. One may restrict the search space further by enforcing an insert-before-delete convention for adjacent indels. One may also allow for "oscillating" gaps, scoring a switch from gap mode in F to gap mode in G or vice versa as a gap extension rather than a new gap opening. We remark without proof that this merges cases {2, 4, 5, 7} as well as {3, 6}, leaving us with 3 dynamic programming tables to compute rather than 7.
Case 3:
Input: 
Case 4:
Input:
Case 5:
Case 6:
Case 7:
Speed-up by Anchoring
Generally, anchorings are way to incorporate extra information into alignment algorithms. At the same time, they help to make aligment algorithms feasible even for very large data, as in whole genome alignment. With RNA, the structures to be aligned are relatively small. A small, non-coding RNA typically has less than 400 bases. But often, there are large sets of RNAs, which must be compared in an all-against all fashion. In this situation, even a constant factor of speed-up matters. Often, structures to be aligned come from the same RNA family with a conserved abstract shape [18] . Simply said, abstract shapes record the (treelike) arrangement of RNA helices, but abstract from their size and from un- The idea is to use the shape "brackets" to determine anchor points in the structures. The corresponding anchor nodes must be aligned with each other. This constrains the alignment algorithm, and only substructures between the anchor points have to be aligned in the usual way. In contrast to the approach of [12] mentioned earlier, our anchors do not imply that lowest common ancestors of anchors are matched -they are still candidates for deletion or insertion.
It is not essential that the anchoring is derived from abstract shapes. It can be provided, for example, by expert annotation -if it satisfies the following definition.
Definition 5. An anchoring is a partial mapping function between the nodes of two forests, with the following constraints: 1) it is a bijection, 2) it preserves the ancestor relation, 3) it preserves the sibling ordering relation.
Given an anchoring between F and G with anchors {(a i , b i )}, an anchored alignment is an alignment forest of F and G, which holds the nodes (a i , b i ) for all anchors. Figure 6 gives an example of an anchoring. Note that the best anchored alignment can never score higher than than best alignment overall.
By Definition 5, no gap can contain an anchor, which is why affine gaps and anchoring are orthogonal concepts that work well in cooperation. One could simply run our previous algorithm, and impose a penalty when an alignment fails to match an anchor pair. However, no gain in efficiency is made this way.
In the anchoring variant of the algorithm, we align two forests F and G, such that anchor a i in F is aligned to b i in G for all n anchors, which in our case are derived from a common abstract shape of F and G. To prune unsuccessful alignments, we make sure that, after each alignment step, we have the corresponding anchors in the DWN /OVR alignments, since corresponding anchors share the same parent-sibling relation. In fact -it suffices to check for the same number of anchors, because the anchors must have a consistent tree-like arrangement in both forests due to Definition 5. For the insertion or deletion case, the range of k is restricted accordingly.
With this straightforward idea, a challenge is faced during implementation: The anchored variant of this algorithm is naturally described in a top-down fashion. In the unanchored alignment, the recurrences have been translated into a bottom-up computation method, as common in dynamic programming. But for two CSFs considered early in a bottom-up computation, it is not known whether they can actually be participate in an anchored alignment. Even when neither CSF contains any anchors, anchors in their surroundings may preclude their alignment.
Therefore, the anchored variant of our algorithm works in a top down fashion. The top-down and bottom-up filling methods are analogues to the Unger and CYK approach in tabulated parsing [19, 20] . In top down style, due to the recursive implementation, just the cells which are needed for the result are computed. The order of computation of the cells comes naturally with the recursive program flow. During deep recursion, the stack of function calls may be high, and this overhead may lead to performance problems (cf. our evaluation below). To avoid multiple computations of one cell, an additional table is needed to keep track of those cells that are already computed. This table asymptotically requires the same space as the original table, although in practice it just holds bit values for computed/not computed cells.
Run with an empty anchoring, this effort gives us a second implementation of the tree alignemnt algorithm with afine gaps, whose performance we can evaluate against the initial, bottom-up implementation.
Computational complexity and performance
For n = |F | = |G| and d = max deg(F ) = max deg(G), the time complexity for alignment of F and G is O(n 2 d
2 ) [2, 1] . This remains asymptotically the same with affine gap scoring, but a constant factor ≈ 7 is expected. In our current implementation, we measured an average runtime factor of 8.02 for alignments of folded sequences of ≈ 100 nucleotides in length, and 7.79 for those of ≈ 200 nucleotides in length. Allowing gaps to oscillate between F and G without opening penalty, as explained above, would merge cases and reduce the constant factor further.
Using k − 1 evenly placed anchors, such that both F and G are split into k parts of about equal size, n is divided by k in the complexity expression. The complexity is thus reduced from n
. In general, d may also be reduced, but with RNA structure trees, we tend to have d ≤ 30 anyway. Efficiency with
Empirical comparison of anchored and nonanchored variant. We measured the speedup that was gained by the anchored alignment on a subset of the noncoding 
RNA family database Rfam

1
, consisting of all families with an average sequence length between 70 and 220 nucleotides. The speed measurements are performed on all-against-all pairwise alignments of ten sequences from each family. We used only the core of an Rfam family, the so-called seed alignments, and with the restriction from 70 to 220 nucleotides average family length, we created a subset of 994 families. Figure 7 depicts the computation time of an average alignment within one family of the Rfam subset against the average length of the family's member sequences. The time is shown for the anchored computation and for the computation without anchoring. As expected, the anchored alignment is faster than the nonanchored variant, but the extent of the speedup varies highly. The improvement appears to grow with the length of the input structure. ((((((...(((((((((.....-((-((((.....- ((((.... ... 
Applications in RNA structure analysis
Avoiding scattered alignments. Our extension was originally motivated by the observation that singleton gap scoring produces "scattered" alignments with numerous gaps. As to be expected, affine gap model reduces scatter, depending on how much weight we give w open over w extend . We show excerpts from three alignments of two introns of Arabidopsis thaliana. See Figures 8, 9 , 10 and the explanation given there.
In contrast to simple sequence evolution by point mutation, insertion and deletion, there no established model for the evolution of RNA structure. The progression of the examples in Figure 8 -10 shows that the w open and w extend parameters control the amount of scatter, but we have no theoretical means to indicate the optimal choice. Score parameters can, of course, be set by the user of our program. As defaults, we suggest the parameter set used in Figure 9 . This is the outcome of evaluating the method in several practical scenarios, two of which are described below. Unfortunately, however, we have not been able to indicate a parameter set that works optimally in all tested scenarios.
Substituting the affine gap model into the bioinformatics pipeline planACstar. The structural consensus for a family of RNA molecules can be computed according to three different "plans" [22] : We can (A) align the sequences first, optimizing for sequence similarity, and then fold them jointly as aligned, optimizing for thermodynamic free energy, or (B) simultaneously align and fold the sequences under a mixture of criteria -sequence similarity, folding energy, and covariation at preserved base pair positions, or (C) first fold the sequences global optimal score: -125 ((((((...(((((((((....-.-((((((.....- ((((.... ... 
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. individually via energy minimization, and afterwards align their structures optimally by tree alignment.
Plan A is the most widely used approach because of its efficiency. It performs best at about 75% of sequence similarity. Measurements [23] show a decline of performance below 55%, which was confirmed in [24] (Figure 4 in that article) . The method planACstar from [7] is a fine-tuning step that can be combined with Plan A methods.
In the "twilight zone" of sequences between 30-55% identity, planACstar can be used to improve the resulting consensus structure. Id adresses the situation where Plan A may find the correct overall shape of the consensus structure, but individual base pairings are lost in the sequence alignment step when both bases making up the pair have been changed. From the statistical point of view, such "covariance" is a signal indicating evolutionary conservation of structure in the presence of sequence variation.
planACstar retains the consensus structure suggested by the alignment folding program RNAalifold, but then disassembles the alignment and re-folds the sequences individually with respect to the consensus. Additional base pairs which are compatible with the consensus will be discovered in this re-folding step. The re-folded structures can then be aligned with a structure alignment program such as RNAforester, which detects compensatory base changes and recovers the covariance signal. The method ihas been called planACstar, because it iterates over combined steps from Plan A and Plan C. The improvement is measured in terms of RNAalifold's own quality criterion, the SCI.
In this scenario, we now substitute RNAforester by RNAforester 2.0 with affine gap scoring in the original pipeline, hoping to increase the SCI even further. See Figure 11 for the overall results comparing the original planACstar, the affine variant of planACstar, plain Plan A, and the reference alignments. In fact, we see that the improvement of the SCI achieved with the the affine gap model consistently exceeds the one of the previous method, albeit only by a small amount.
Improved classification with respect to structural RNA families. Functionally related RNAs from different organisms are grouped into familes based on their sequence and structure conservation. Currently, sequence similarity dominates in these family models, which is partly due to our limited knowledge about the phylogenetic distribution of these RNAs, and partly to a lack of good models to capture structural conservation. Here we want to demostrate that classfication by structure benefits from the affine gap model.
The problem at hand is that there is no data base of sequence-independent structural models. We therefore compile a test case where we consciously ignore the signal contained in the sequence information. We ask whether in these models, classification solely by structure improves when using the our new rather than the original algorithm. The concrete experiment we perform is a rank test. The procedure is as follows:
• take all Rfam families,
• divide each family 50/50, put one part away as test data,
• for each family get the family consensus structure from the Rfam database,
• for each query sequence from the test data, fold it into the consensus of its family with RNAfold -C,
• search via tree alignment for the best match among all families by comparing each query against all families
• for each query, rank the families according to the aligment score
• report the rank of the correct family for this query.
If our ideas work, the reported ranks should be higher with RNAforester 2.0 that with RNAforester. The overall design and information flow of the evaluation procedure is depicted as a diagram in Figure 12 .
For this evaluation, we took the complete data set of Rfam 10.0 with 1412 families, to be able to compute the rank properly over all families. Figure 13 shows the outcome. Except for two data points where the classification goes astray completely, the ranking either improves or stays the same.
Concluding from the evaluation, the affine and anchored alignment work as expected. The affine gap model may replace the linear one in tree alignment at a moderate cost, leading to improvements of the resulting alignments. 
Conclusion
RNAforester 2.0 implementing the affine gap model and anchoring will replace its predecessor as an online tool and in its present software distribution, the Vienna package. From users within the bioinformatics community, we expect feedback not only with respect to most appropriate parameter sets, but also to further enhancements of the method. Many techniques known from other applications of dynamic programming are applicable. One could compute near-optimal tree alignments, up to a certain score threshold. Several optimal alignments subject to user defined conditions could be computed in analogy to abstract shape analysis [18] . Finally, the model of oscillating gaps, shown above to reduce from 7 to 3 the constant factor incurred by affine gaps, has not been evaluated yet under practical scenarios. As a conclusion, let us outline two more innovative algorithmic challenges we see arising from this work.
Extending algebraic dynamic programming to trees. Implementing a nontrivial dynamic programming algorithm is a tedious and error-prone task. The logic of problem decomposition is expressed in the code in reverse, as a bottom-up computation, and the original case analysis is encoded in cryptic manipulations of indices to dynamic programming tables. The tabulation scheme we use here, via β • α encoding of CSFs, adds to this technical complexity. For dynamic programming over sequence input, this problem has been alleviated by the discipline of algebraic dynamic programming (ADP) [25] . There, we specify a dynamic programming algorithm by a tree grammar (formalizing the problem decomposition) and some evaluation algebras (expressing scoring and other evaluation schemes). We can compile these declarative constituents into efficient code, for example via the recent Bellman's GAP system [26] . Moreover, the use of product algebras allows to combine different scoring schemes in manifold ways, without reprogramming tested components. Further development of tree alignment algorithms would be much more convenient if the ADP discipline could be generalized to accommodate dynamic programming problems over tree data.
Towards a more expressive model of forest alignment. As described, our algorithm deals with arbitrary ordered labeled forests. Any node (label) can be matched with any other, only the score matters.
Real-world applications are often semantically richer than the elementary algorithmic problems we study because of their wide applicability. This also holds, on a closer look, for our application in RNA structure comparison. Semantically, a P -node and its two outmost children constitute a unit of RNA structure. The P says that these two bases form a base pair. Thus, in the aliment tree, these two nodes should reside as immediate, left-and rightmost children of P . But the alignment model allows to break up this unit and recode it ambiguously in many different forms, because the pairing bases can be displaced away from their P -node by intervening gaps. See Figure 14 (right). Each of these alignment variants may score the same, and hence come out as optimal. But in fact, some of them mean the same thing -in Figure 14 , this holds for the middle and right alignment: An unpaired base in tree F is deleted, a base pair in G is inserted. The two arrangements of (a, −) versus (−b) are redundant, and the right one appears artefactual. Such semantic ambiguity precludes the use of a mathematically sound probabilistic scoring scheme, as the most likely alignment tree is not necessarily the most likely alignment [27] . Furthermore, it requires postprocessing further down the pipeline to prevent these unwanted citizens of the search space to show up in the results.
A proper generalization of the problem would be the following: Trees are not just ordered trees with node labels from some alphabet. Rather, the trees to be aligned are elements of a tree language L(G), describes by a regular tree grammar G over a signature Σ of (typed) operators. Edit operations could be more generally be specified akin to term rewrite rules, each associated with similarity score. The above case could be described by two edit rules
(1) x <-> P(x,y) (2) z <-> P(x,y)
Rule 1 says that, in the example of Fig. 14, x binds to a in F and to b in G, and implies the leftmost alignment. Rule 2 says that a and b are not matched, and the implied alignment is the middle one, where b stays with its P -node, while a becomes a (a, −) (or (a, c), which also makes sense). Explicit rules would also allow us to rule out alignment nodes such as (a, P ), which are legal in the general tree edit model, but meaningless in our semantically richer application context. Our present implementation avoids this situation in an ad-hoc manner. As a general model, tree alignment parameterized by explicit matching rules appears a well-motivated challenge for future research in combinatorial pattern matching.
