Missing data is an important issue in almost all fields of quantitative research. A nonparametric procedure that has been shown to be useful is the nearest neighbor imputation method. We suggest a weighted nearest neighbor imputation method based on L q -distances. The weighted method is shown to have smaller imputation error than available NN estimates. In addition we consider weighted neighbor imputation methods that use selected distances. The careful selection of distances that carry information on the missing values yields an imputation tool that outperforms competing nearest neighbor methods distinctly. Simulation studies show that the suggested weighted imputation with selection of distances provides the smallest imputation error, in particular when the number of predictors is large. In addition, the selected procedure is applied to real data from different fields.
Introduction
Missing data have always been a challenging topic for researchers. Ignoring all the missing cases is not a good strategy to deal with missing values. In the literature many techniques have been suggested since the 1980s to impute missing data, see, for example, Little and Rubin (1987) , Schafer (2010) . Broadly speaking, the methods for filling the incomplete data matrix can be divided into two main categories; single imputation and multiple imputation (Little and Rubin (1987) ). A well known and computationally simple method for imputation of missing data is mean substitution. A disadvantage of the method is that the correlation structure among the predictors is ignored. An alternative is the nearest neighbors approach, which uses the observations in the neighborhood to impute missing values. Nearest neighbors as a nonparametric concept in discrimination dates back to Fix and Hodges (1951) . The approach has been successfully used to impute data in gene expression (Troyanskaya et al. (2001) , Atkeson et al. (1997) , Hastie et al. (1999) ), machine learning (Batista and Monard (2002) ), medicine (Waljee et al. (2013) ), forestry (Eskelson et al. (2009) , Hudak et al. (2008) ), and compositional data (Hron et al. (2010)) etc.
An important aspect in missing data imputation is the pattern of missing values because the selection of an imputation procedure is determined by this pattern. Little and Rubin (1987) defined three categories of missing data; missing completely at random (MCAR), missing at random (MAR), and not missing at random (NMAR) . Missing completely at random (MCAR) refers to the data in which the probability of a particular missing values does not depend on the variable itself or any other variable in the data set (Little and Rubin (1987) , Allison (2001) ). Most imputation methods assume the data to be at least MAR, if not MCAR, and so does the nearest neighbor method. Hastie et al. (1999) proposed to use weights based on the Euclidean distance for the selection of the nearest neighbors. A comparison of k nearest neighbor imputation (KNNimpute) with mean imputation and singular value decomposition (SVD) techniques for gene expression data was given by Troyanskaya et al. (2001) . The results of their simulation studies showed that the method performs well when compared to mean imputation and singular value decomposition (SVD) approaches, see also Troyanskaya et al. (2003) . In a comparative study of single imputation methods, Malarvizhi and Thanamani (2012) found that median or standard deviation substitution perform better than mean substitution. Therefore replacement of a missing value with simple average is not an efficient method. A further comparison of KNNimpute with mean, OLS and PLS imputation methods for imputation in microarray data was given by Nguyen et al. (2004) . The findings of the study showed that KNNimpute performs well.
Several alternative procedures have been proposed that rely on the basic concept to impute values by building averages over qualifying neighbors, see, for example Ouyang et al. (2004) , Kim et al. (2004) , Sehgal et al. (2005) , Scheel et al. (2005) . Liew et al. (2011) and Moorthy et al. (2014) reviewed the available methods and algorithms for the imputation of missing values with a focus on gene expression data. Johansson and Hakkinen (2006) proposed WeNNI, which utilizes continuous weights in the nearest neighbors imputation procedure. Bø et al. (2004) and Wasito and Mirkin (2005) proposed a nearest neighbors procedure with a modification based on the least square principle. Other variants include local least squares (LLSimpute) by Kim et al. (2005) , sequential local least square (SLLSimpute) by Zhang et al. (2008) and iterative local least square (ILLSimpute) by Cai et al. (2006) .
A drawback of NN methods is that their performance depends on k. For example, KNNimpute typically performs well when k is between 5 to 10, but the performance deteriorates for larger k (Yoon et al. (2007) ). We propose a localized approach to missing data imputation that uses a weighted average of nearest neighbors using L q distances. For the high-dimensional case, we propose a new distance that explicitly uses the correlation among variables. The proposed method automatically selects the relevant variables that contribute to the distance and thus does not depend on k.
The paper is organized as follows: in Section 2 the L q distance is used to define a weighted imputation estimate. In a simulation study the weighted approach is compared to the unweighted approach. In Section 3, the weighted imputation with selection of predictors is introduced and compared to alternative imputation techniques. In Section 4 several applications to real data sets are given.
Weighted Neighbors
When using nearest neighbors to impute data several choices have to be made. In particular one has to define what nearest neighbors are, that means, how they are computed and which distance measures are used. Then one has to choose how these nearest neighbors are used to obtain an imputed value. These choices to be made are considered in the following sections.
Distances and Computation of Nearest Neighbors
Let n observations on p covariates be collected. The corresponding n × p data matrix is given by X = (x is ), where x is denotes the ith observation of the sth variable. Let O = (o is ) denote the corresponding n × p matrix of dummies with entries o is = 1 if x is was observed 0 for missing value.
Distances between two observations x i and x j , which are represented by rows in the data matrix, can be computed by using the L q -metric for the observed data. Then one uses the distances
where m ij = p s=1 I(o is = 1)I(o js = 1) denotes the number of valid components in the computation of distances. The indicator function I(a), which is used in the definition, has the value 1, if a is true and 0 otherwise. Thus, computation of distances does not use all the components of the vectors. It uses only those components for which observations in both vectors are available. The actually used components in the computation of neighbors is given by C ij = {s : I(o is = 1)I(o js = 1) = 1}. The distances are used to define the nearest neighbors when imputing a specific value. It should be noted that the number of components that are used varies over the sample because C ij depends on the specific observation for which imputations are to be made. Similar concepts to define distances and therefore nearest neighbors were used by Hastie et al. (1999) , Troyanskaya et al. (2001) , Myrtveit et al. (2001) and Kim et al. (2005) . They used the Euclidean distance, q = 2. Other alternatives to compute distances in gene expression studies were by use of the Pearson correlation (Dudoit et al. (2002) , Bø et al. (2004) ) and covariance estimate (Sehgal et al. (2005) ).
Imputation Procedure Imputation for Fixed Number of Neighbors
Let us consider imputation for x i in component s, that is, o is = 0. The imputation estimate for x i is based on the k nearest neighbors in the reduced data. One determines the k nearest neighbors from the corresponding (ñ × p)-dimensional reduced data setX = (x ij , o is = 1) obtaining
where x T (j) = (x (j)1 , . . . , x (j)p ) denotes the jth nearest neighbor. Then the imputation value for fixed k is
Thus the missing value in the sth component of observation vector x i is replaced by the average of the corresponding values of the k nearest neighbors. The accuracy of the method is mainly determined by the number of neighbors that are used. Simple rules use a fixed number of neighbors that are chosen by the experimenter. However, it is advantageous to consider the number of neighbors as a tuning parameter that is chosen in a data-driven way, for example by cross-validation (see next section).
Imputation by Weighting
A disadvantage of the imputation based on the k nearest neighbors is that the value of the first nearest neighbor has the same importance as the kth nearest neighbor. A more appropriate method uses weights that account for the distance of the observations. We consider a weighted average of neighbors based on distances that are determined by kernel functions. The weighted imputation estimate considered here has the form
with weights
where K(.) is a kernel function (for example tricube, Gaussian) and λ is a tuning parameter. For small λ, the weights are decreasing very strongly with the distance, whereas for λ → ∞, one uses equal weights for all neighbors. To make λ the crucial tuning parameter one should use a large number of potential neighbors. In the extreme case, if one uses k =ñ, the window-width λ is the only tuning parameter. Alternative weights were used by Troyanskaya et al. (2001) . They used the weighted average over the k nearest neighbors based on the Euclidean distance with the weights determined by the inverse of the Euclidean distance.
Choice of Tuning Parameters by Cross-validation
An important issue in weighted nearest neighbors imputation techniques is the selection of the tuning parameter λ. One option is to use the same method that is in common use when selecting the optimal number of nearest neighbors k, namely cross-validation, see, for example, Dudoit et al. (2002) . Also some R packages provide cross-validation as a tool to choose the optimal number of nearest neighbors (Waljee et al. (2013) ). The concept is to artificially delete some values in the data matrix and compute the mean squared error (MSE) or mean absolute error (MAE) for the artificially deleted data. Then one chooses the value for which MSE or MAE takes the minimal value.
In our approach we generate completely at random (MCAR) m * artificially missing values from the available data {x is : o is = 1}. Let X * denote the n × p data matrix containing the originally missing values ({x is : o is = 0}) and the artificially missing values ({x * is : o * is = 0}). Then the mean absolute error (MAE) for these observations is defined by
This procedure is repeated R times yielding the averaged value
where X * r denotes the matrix with both types of missing values in the rth replication. In the same way the cross-validated mean square error (MSE) is computed by using
yielding MSE CV . The cross-validation is done in the following way:
1. For a specific value of λ; a. Artificially delete m * value/s in the data matrix. b. Impute these missing values and calculate MSE or MAE. c. Repeat a and b, R times for example, R = 100 depending upon data, to find MSE CV or MAE CV .
2. Repeat steps a-c for all values of λ, and choose the one with minimum MSE CV or MAE CV as optimal λ.
It is unclear how many values should be deleted artificially for the purpose of cross-validation. We used several values ranging from the deletion of only one observation to 10% of the data matrix. In our simulations the resulting values of λ were very similar. Therefore we proceed with the deletion of 10% of the data matrix.
Performance Measures
If the tuning parameter has been chosen the performance of the different imputation methods is compared on the basis of the mean squared error (MSE) and the mean absolute error (MAE) computed from the original and imputed values in the same way as in cross-validation (Troyanskaya et al. (2001) , Junninen et al. (2004) , Hudak et al. (2008) ). In simulation studies evaluation is easy. If {x is : o is = 0} are the missing values in the data matrix X, one computes the corresponding imputed values using the λ selected by cross-validation in Section 2.3. The performance is by measured by computing MAE or MSE by using the missing observations and the imputed values.
When using real data the original values are not known. Then, performance is evaluated by considering observations with {x is : o is = 1} as missing and computing the corresponding imputed value to obtain MAE or MSE. The number of values that are considered as missing in the evaluation of the performance depends upon the data.
Evaluation of Weighted Neighbors
The correlation structure of the data plays an important role in the selection of the imputation method, see, for example Feten et al. (2005) . Therefore, in this section we investigate the dependence of the method on the correlation between variables and compare the un-weighted version with the weighted nearest neighbor version of imputation in a simulation study.
Imputation Using Fixed Number of Nearest Neighbors
In the simulated data, variables are drawn from a p-dimensional multivariate normal distribution with mean 0 and the correlation among the covariates (among the columns of design matrix) is ρ. Five values of ρ = 0.1, 0.3, 0.5, 0.7, and 0.9 were used. For each value of ρ, S = 50 samples, each of size n = 50, were drawn for p = 10 covariates from N (0, Σ Σ Σ), where Σ Σ Σ is a correlation matrix with pairwise correlations ρ among the covariates. The unweighted nearest neighbor is used to impute (i) 5%, and (ii) 25% missing values (MCAR) in each simulation setting. The number of nearest neighbors k ∈ {1, . . . , 40}, were used to estimate the missing values. The performance of imputation in terms of mean squared error (MSE) and mean absolute error (MAE) is shown in Fig. 1 for different values of k and for selected values of ρ (0.3, 0.5, 0.9). Figure 1 shows that for low correlation, for example, ρ = 0.3, the MSE/MAE is high for small values of k and reduces with increasing value of k but remains almost stable for k ≥ 10. If one excludes small values of k, the performance does not strongly depend on the chosen number of the next neighbors. The picture changes if the correlation among the variables is stronger. Then there is a distinct minimum and the performance deteriorates if k increases. It is, in particular, noteworthy that the performance is much better when variables are correlated. For ρ = 0.3, 5% missing, the best obtained value is about 0.7 whereas for ρ = 0.9, 5% missing, the best value is below 0.2. Imputation works much better if variables are correlated because only then information from the other variables is available. Therefore, we will focus on correlated data in the following.
Weighted Imputation
In the next simulation the weighted nearest neighbor method, henceforth wN N , is compared to un-weighted imputation. Again S = 50 samples each of size n = 50 were drawn for p = 15 covariates from N (0, Σ Σ Σ). The values of pairwise correlation used in Σ Σ Σ are ρ = 0.5, 0.7, and 0.9. We considered 10% and 25% of the total values as missing completely at random in each sample. The distance (1) with q=1 (L 1 distance) and q=2 (L 2 or Euclidean distance) were used to impute the missing data. The optimal value of tuning parameter λ for weights (4) was chosen on the basis of MSE (Mean Squared Error) and MAE (Mean Absolute Error) by cross-validation procedure. The mean squared error and the mean absolute error showed similar behavior, so the results of MSE only are presented. Weights were calculated by using a Gaussian kernel because simulations had shown that the performance for the Gaussian kernel was slightly better than for alternative kernels like the triangular kernel.ρ = 0.3, missing = 5% 0 10 20 30 40 0.7 0.8 0.9 1.0 1.1 k MSE / MAEρ = 0.5, missing = 5%ρ = 0.3, missing = 25% are highly correlated. The MSE for ρ = 0.5, 10% missing, is larger than 0.6, whereas for ρ = 0.9, 10% missing, it is below 0.2 ( Fig. 2(a) ). Similar results are found for the L 2 distance (Fig. 2(b) ). Overall, L 1 and L 2 distances produce nearly the same mean square errors in all the data settings. In addition to the dependence on the correlation structure one objective of the simulation study is to investigate if cross-validation is able to find a proper value for k, the number of nearest neighbors to be used. The boxplots show that, although some specific values of k yield better performance, the procedure that selects k by cross-validation (denoted by optimal k) does fairly well. The other point of interest is how the proposed weighted imputation performs. It is seen that weighted imputation (wN N ) always performs better than imputation for fixed value of k, when the window width and the number of nearest neighbors, respectively, are chosen by cross-validation. The detailed results are shown in Table 1 , where for each scenario the method that performed best is shown in boldface. It is seen that there is not much difference when allowing for 20 or 40 nearest neighbors in the weighting procedure. Nevertheless, for 40 the performance tends to be slightly better. In summary, weighted imputation turns out to be an attractive alternative that is computationally not more intensive than imputation with fixed k. 
Weighted Neighbors Including Selection of Predictors

Selection of Dimensions
Traditionally the distances are computed from all the available components of the observations. However, as will be shown, in high-dimensional settings imputation suffers from the curse of dimensionality. Therefore, we propose to compute distances from selected dimensions only. Since imputation is successful in particular when the predictors are highly correlated the selection of the dimensions will be linked to the correlation between predictors. In the following an extended version of the weighted nearest neighbor imputation method is given that uses only the correlated predictors for the computation of the distances. Let us consider imputation for x i in component s (o is = 0). When computing distances from the reduced data set {x j , o js = 1}, we use an additional weight in the distances. More concrete, for L q -distance one computes component-specific distances by
where r sl is the empirical correlation between covariates s, l and C(.) is a convex function defined on the interval [−1, 1] that transforms the correlations into weights. The transformation is constructed such that covariates that are strongly correlated with component s strongly contribute to the computation of distances, while components that are not correlated do not contribute to the distance. One convex function C(.) that can be used is defined by
It is linear in the absolute value of the correlation. If |r sj | ≤ c, the component s does not contribute to the distance. Weights increase linearly with increasing correlation and have weight 1 if |r| = 1. The threshold parameter c can be chosen as fixed, for example, c = 0 or be considered as an additional tuning parameter. A smoother function, which will also be used, is the power function
with m as additional tuning parameter. One problem is that r sl cannot be computed since missing values are present in the data. Therefore we use a simple first step imputation by use of un-weighted five nearest neighbors and compute the correlations from the observed and imputed data. Then the actual imputation is carried out by using the correlations computed in the first step. The weighted L q distances with selection of dimensions includes the calculation of an additional tuning parameter. In addition to the tuning parameters for the kernels, λ, one has to find an appropriate value c for the convex function (8) or an integer m for the convex function (9). The parameters are chosen in the same way as λ in Section 2.3, namely by cross-validation. For the simultaneous selection of the tuning parameters (λ, c) or (λ, m) cross-validation is computed on on a two-dimensional grid of values. We will refer to this method as wNNSelect. We will characterize the linear function by c, and the power function by the parameter m.
Evaluation of the Selected Weighted Neighbors
The simulation study in Section 2.5 showed that for highly correlated predictors weighted nearest neighbors (wN N ) perform better than unweighted distances. Moreover, the results showed that L 1 and L 2 distances have very similar performance. In this section, the performance of the weighted approach with selection of predictors is investigated. We consider, in particular, two structures of the correlation matrix, blockwise correlation and autoregressive (AR) type correlation.
Blockwise Correlation Structure
Let the data matrix X (n×p) , be partitioned into X = [X (1) , X (2) , X (3) ] such that each element of X (q) = [x 1 , · · · , x pq ], q = 1, 2, 3, is a n × 1 random vector. The partitioned correlation matrix has the form
where Σ ii , is the matrix containing pairwise correlations ρ of the elements of X (q) , q = 1, 2, 3, that is, all components have (within) correlation (ρ w ). The matrix Σ ij , contains the pairwise (between) correlations (ρ b ) between all the elements of X (q) and X (r) , for i, j = 1, 2, 3 ∀ i = j.
AR-Type Correlation Structure
The second correlation structure we consider is the exponential or autoregressive type correlation structure. An autoregressive of order 1 correlation matrix is defined by
where i, j = 1, . . . , p and ρ is the pairwise correlation between predictors and p is the number of predictors or variables in the data matrix.
Comparison of Fixed and Selected Values of Tuning Parameters
In the weighted imputation method considered in Section 2 (wN N ), one tuning parameter λ for the kernel weights had to be chosen. The method with selection of predictors (7) involves one additional tuning parameter, c or m. In the following we first investigate if the data driven selection of the tuning parameters (λ, c) or (λ, m) by cross-validation works. We generated S = 50 samples of size n = 50 for p = 30 predictors drawn from a multivariate normal distribution with N (0, Σ Σ Σ). The correlation matrix Σ Σ Σ had either blockwise or autoregressive type structure. The data settings used for the simulations were
Setting Structure
Correlation missing
Autoregressive ρ = 0.9 10% 6 25%
In the first type of Σ Σ Σ, the predictors were chosen in three blocks of 10 predictors each, that is, the p × 1 random vector X = [X (1) , X (2) , X (3) ], is such that X (1) = [X 1 , . . . , X 10 ], X (2) = [X 11 , . . . , X 20 ], and X (3) = [X 21 , . . . , X 30 ], where each element of X (q) , (q= 1, 2, 3) is a random variable. The variables within each block were strongly correlated with ρ w = 0.70, 0.90, but nearly uncorrelated with the variables in the other blocks with ρ b = 0.10, for i, j = 1, 2, 3 ∀ i = j. The second structure of Σ Σ Σ considered is the autoregressive type of order 1 with ρ = 0.9. In each sample, 10% and 25% of the total values were replaced by missing values completely at random (MCAR).
In the simulation study, we used both convex functions (8) and (9) at fixed levels and selected by cross-validation. For tuning parameter c in the linear function (8) we considered c ∈ {0.2, 0.3, 0.4, 0.5}. Therefore, all the predictors whose correlation with the s th predictors was less than or equal to specified c, were discarded during the computation of distance. For the power function (9), we used three values of the tuning parameter, m ∈ {2, 4, 6}. The number of nearest neighbors k was set to the maximum available neighbors. The large value of k was chosen as the imputation procedure automatically chooses only relevant neighbors for the calculation of the distance. For weighted NN imputation with selection of predictors (wN N Select), cross-validation was used to compute MSE for the selection of optimal pair of the tuning parameters. For the weighted NN imputation without selection of predictors (wN N ) the optimal λ was also chosen on the basis of minimum MSE. A visual comparison of weighted (wN N ) and weighted with selection of predictors approaches for fixed and the selected values of tuning parameter of convex functions c and m is given in Figure 3 . Obviously, the method with selection of predictors (wN N Select) performs much better than simple weighted NN imputation without selection of distances (wN N ). Again the results from L 1 and L 2 distances do not differ significantly. It is also seen that choice of tuning parameters c and m works well. For both type of correlation matrices it provides smaller MSE than for fixed c and m. Similar results were obtained for other simulation settings not shown here. Therefore we will proceed with the selected tuning parameter by double grid cross-validation. Figure 3 already showed that the selection of sub spaces may yield better results. In the following we want to investigate how strong imputation based on distances computed from the whole set of predictors suffers when the number of predictors increases. Based on the results of the simulation study in the previous subsection we use cross-validation to select tuning parameters on a double grid (λ, c) and (λ, m).
Dependence on the Number of Predictors
We use S=50 sample of size n = 50 with number of predictors p ∈ {5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100} and n = 100 with p ∈ {5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 120, 150} from N (0, Σ Σ Σ), where Σ Σ Σ is the AR(1) correlation matrix with ρ = 0.9.
For comparison we use established nearest neighborhood methods that are available in the R environment (R Core Team (2013)). The package impute from Bioconductor uses nearest neighbors to impute the missing expression values of continuous variables (Hastie et al. (2013) ). The function kNN in R package VIM (Templ et al. (2013) ) deals with data consisting of continuous, count, binary and categorical variables. By default, it uses Gower distance (Gower (1971) ) for the computation of distances, but other metrics can also be used. Waljee et al. (2013) also used this package in their studies on clinical data. Another package imputation (Wong (2013) ) is available that imputes the missing data using the algorithm provided by Troyanskaya et al. (2001) . But the package sometimes does not yield estimates of all the missing data and such values are replaced by zeros by default.
Therefore, we chose the impute function from Bioconductor (Hastie et al.) and the kNN function from package VIM (Templ et al. (2013) ) as benchmarks (shown as BIO and VIM respectively in Figure 5 ). Both methods use a predefined or fixed number of nearest neighbors (k). To obtain comparable results we selected the number of nearest neighbors (k) by using the same cross-validation algorithm as discussed in Section 2.3. For weighted imputation without selection of variables, the tuning parameter λ was chosen using cross-validation with m * corresponding to 10% and R = 10. The values of the tuning parameters (λ, c) and (λ, m) were chosen via cross-validation on a double grid with m * corresponding to 10% and R = 10 for weighted imputation including selection of predictors. It is seen that all imputation methods that use all the predictors show poor performance for increasing numbers of predictors. Although more information is available because more predictors are observed the performance deteriorates. In contrast, the methods that allow for selection of predictors can use the additional information. They perform better if the number of predictors increases. It also should be noted that with increasing number of predictors, the proposed weighting function (without selection) performs even better. Fig.  4(right panel) shows the performance of these methods in a separate panel. It is seen that, in particular, the convex function (9) yields good results in terms of mean squared errors even when the number of predictors is large.
Comparison of Weighted Imputation and Benchmarks
In the following we investigate more systematically the performance of the new methods (wN N and wN N Select) and benchmark methods.
We consider S = 50 samples of size n = 50, 100 from N (0, Σ Σ Σ), where Σ Σ Σ is the correlation matrix of blockwise or autoregressive structure. The simulation settings are as follows:
Setting Structure n p Correlation 1 Blockwise 50 30 ρ b =0.9, ρ w =0.1 2 100 45 3
Autoregressive 50 30 ρ=0.9 4 100 40
For blockwise correlation with n = 50 (setting 1), in Σ Σ Σ, the predictors were chosen in three blocks of 10 predictors each, that is, the p × 1 ran-
. . , X 20 ], and X (3) = [X 21 , . . . , X 30 ], where each element of X (q) , (q= 1, 2, 3) is a random variable. The variables within each block were strongly correlated with ρ w = 0.90, but nearly uncorrelated with the variables in the other blocks with ρ b = 0.10, for i, j = 1, 2, 3 ∀ i = j. Similarly, for n = 100 (setting 2), the predictors were chosen in three blocks of 15 predictors each, that is, the p × 1 random vector
, and X (3) = [X 31 , . . . , X 45 ], where each element of X (q) , (q= 1, 2, 3) is a random variable. In setting 3 and 4, the autoregressive type Σ Σ Σ is of order 1 with ρ = 0.9.
The percentage of missing values in each data setting was set to 1%, 5%, 10%, 20%, 25% and 30% of the total values in design matrix completely at random (MCAR). The tuning parameters for the proposed weighting function wN N and wN N Select were chosen by cross-validation with m * = 10%. For the benchmark methods, the number of nearest neighbors (k) was also chosen by use of the same cross-validation algorithm. Figure 5 compares the proposed weighted imputation methods with the existing methods under Setting 1 and 3 at 5%, 15%, and 25% missing data. For the blockwise correlation structure ( (9)) used for the selection of predictors provide nearly the same MSEs. For the autoregressive type correlation structure, (Fig. 5: lower panel for data Setting 3), at 5% missing the best MSE is obtained near 0.1, at 15% missing is near 0.2 and at 25% missing MSE is near 0.3. Therefore, in autoregressive type correlation the average MSE increases with an increase in the missing values. Similar results were obtained for Settings 2 and 4 with remaining missing percentages, see Table 2 . In each data setting the value of smallest MSE is shown as boldfaced.
As seen from Table 2 (Table 2 : lower left panel). For the blockwise structure with 1% to 20% missing data there is not much difference concerning the alternative convex function used in the weighting procedure. But when percentage of the missing data is greater than 20% of the data matrix, the weighted function (wN N Delect m ) with the power function (9) shows the best MSEs irrespective of the correlation structure. In the case of autoregressive correlation with n = 50 (Table 2: upper right panel), weighted selection of predictors with convex function (9), namely wV V Select m , using L 2 metric provides smaller MSE (e.g., 0.1580 for 1% missing values and 0.3416 for 30% missing). Both of these values are much smaller than obtained by wN N and benchmark imputation methods. Moreover, the best MSE is obtained by weighted L 2 with selection of predictors using convex function (9), namely wN N Select m . Similar results are found for n = 100 (Table  2 : lower right panel).
A comparative view of the performance for different levels of missing percentages for blockwise (lower panel) and autoressive (upper panel) is shown in Figure 6 . To make them comparable all the plots are drawn on the same scale. It is seen that the mean squared errors get larger with increasing percentage of missing values. But the curve is more flatter when the data is from blockwise correlation. Overall, the proposed weighting functions distinctly outperform the available methods in all the data settings, in particular the wN N Select c and wN N Select m methods showed superior performance. 
Case Studies
In this section we use several real data sets to compare imputation methods. We use two data sets from genetics and two data sets from non-genetic studies. The complete data sets without any missing values were used so that we can compare the results.
Gene Expression Data
In particular, gene expression data often contain missing values. Some previous studies on imputation of missing values in gene expression data are by Brock et al. (2008) , Wasito and Mirkin (2005) , Troyanskaya et al. (2003) , Nguyen et al. (2004) , Hastie et al. (1999) , and Dudoit et al. (2002) . We used subsets of gene expression data on two different types of human tumor namely lymphomas and leukemia. These data sets can be downloaded from the website http://www.gems-system.org/. The data sets were preprocessed before using for imputation. A significance analysis was carried out to identify differentially expressed genes using samr package in R (R Core Team (2013)). The selected genes were standardized to normal scores.
DLBCL Data
The gene expression data on Lymphomas was collected from 77 patients on 6,817 genes. The response was Diffuse large B-cell lymphomas (DLBCL) with n=58 patients or follicular lymphomas (FL) with n=19 patients. We used in our analysis the first 100 significant genes (variables) and all 77 patients.
Leukemia Data
The second data we use is based on three types of leukemia; Acute myelogenous leukemia (AML), acute lympboblastic leukemia (ALL) B-cell, and ALL T-cell. The complete data consists of the gene expression on 5,328 variables of 72 patients. The data for all 72 patients for first 100 significant genes was used.
Non-Gene Expression Data LSVT Voice Rehabilitation Data Set
The LVST (Lee Silverman Voice Treatment) Global, a company specialising in voice rehabilitation assists the people with Parkinson's disease (PD). The data set was originally collected to determine the most parsimonious feature subset which helps to predict the binary response. The data are composed of a range of biomedical speech signal processing algorithms from 14 people who have been diagnosed with Parkinson's disease undergoing LSVT. The original study used 310 algorithms (predictors) to characterize 126 speech signals (samples). The response variable is binary, acceptable vs unacceptable phonation during rehabilitation. More information on data can be found in Tsanas et al. (2013) . The data can be downloaded from the UCI Machine Learning Repository.
LIBRAS Movement Database
The data set contains 15 classes of 24 instances each, where each class references to a hand movement type in LIBRAS. The hand movement is represented as a bidimensional curve performed by the hand in a period of time. The curves were obtained from videos of hand movements, with the Libras performance from 4 different people, during 2 sessions. Each video corresponds to only one hand movement and has about 7 seconds. The total data consists of 360 instances of 90 numeric attributes. More information on data can be found in Dias et al. (2009) . The data set is available on the UCI Machine Learning Repository.
All the variables were standardized before processing. The NN imputation techniques were applied to these four data sets by artificially setting 5% of the observations as missing completely at random (MCAR). The missing values were imputed by using weighted nearest neighbors with selection of variables (wN N Select) with the tuning parameters chosen by cross-validation. Also for the benchmark methods, the number of nearest neighbors was selected by crossvalidation. The procedure was repeated 10 times for all methods. The resulting averaged MSEs are shown in Table 3 . The smallest MSE for each data set is shown in boldface.
In all these case studies, the minimum value of average MSE was obtained by one of the new imputation methods. For DLBCL data, the minimum, 0.5993, was obtained for the L 1 metric with the convex function (9) shown as wN N Select m . The the impute function in Bioconductor package gave the MSE of 0.72679, and the VIM procedure had the highest value of MSE, 0.7889. Similar results are found for the leukemia data with 0.7279 as minimal average MSE from wN N Select m using L 2 metric. For LVST and LIBRAS movement data sets, the smallest MSE is obtained from wN N Select m using L 2 metric. It is obvious from table 3 that the proposed imputation procedure yields better results than the Bioconductor and the VIM packages in all the data sets.
Concluding Remarks
The main objective of this study was to introduce an improved nearest neighbor procedure for the imputation of missing values. The simulation results show that the proposed weighted imputation estimate performs better than the fixed or the un-weighted approach. We also compared L 1 and L 2 metrics in the weighted imputation of missing data and found L 2 metric to be slightly better than L 1 metric. The use of kernel functions for the computation of weights decreases the imputation error. Simulation results (not presented here) suggest that the Gaussian kernel provides smaller MSEs than other kernel functions.
To cope with the problem of high dimensional data, we proposed an imputation method with a weighted selection of predictors. The procedure uses cross-validation for optimal selection of the tuning parameters. In particular, for highly correlated data, the proposed NN imputation procedure shows promising results, also in the case of a high proportion of missing data. The simulation studies as well as real data sets confirm these results.
