Abstract. We show how to generate randomized roundings of rational vectors that satisfy hard cardinality constraints and allow large deviations bounds. This improves and extends earlier results by Srinivasan (FOCS 2001), Gandhi et al. (FOCS 2002) and the author (STACS 2006). Roughly speaking, we show that also for rounding arbitrary rational vectors randomly or deterministically, it suffices to understand the problem for {0, } vectors (which typically is much easier). So far, this was only known for vectors with entries in 2 −ℓ Z, ℓ ∈ N. To prove the general case, we exhibit a number of results of independent interest, in particular, a quite useful lemma on negatively correlated random variables, an extension of de Werra's (RAIRO 1971) coloring result for unimodular hypergraphs and necessary (and sufficient, though we do not prove this here) condition for a unimodular hypergraph to have a perfectly balanced non-trivial partial coloring. We also show a new solution for the general derandomization problem for rational matrices.
Introduction and Results
Randomized rounding is one of the core primitives in randomized algorithmics. In the last few years it was observed that dependent randomized rounding has some important advantages over the classical, independent variant. Of particular interest are randomized roundings that satisfy cardinality constraints. In this paper, we continue earlier work on how to generate such randomized roundings. We improve the results of Srinivasan [Sri01a] and Gandhi et al. [GKPS02] in terms of run-time and generality, and own work [Doe06] in that we allow arbitrary rational numbers instead of only those having a finite binary expansion. This work is a continuation of [Doe06] . Though we try to give as much details as possible, some more general information on randomized rounding and cardinality constraints has to be found there.
Randomized Rounding
A central problem in different areas is to round a vector x to an integer one y in such a way that the rounding errors |(Ax) i − (Ay) i |, i ∈ [m] := {1, . . . , m}, are small for some given m × n matrix A. This problem has to be solved if the solution of the relaxation of an integer linear program has to be retransformed into in integer one, but also in other algorithmic applications where the linear program is less visible (e.g., Gnewuch, Srivastav and the author [DGS05] used it to construct evenly distributed point sets for numerical integration purposes). cardinality constraints and large deviation bounds for all {0, 1 2 } vectors, then we can do so for arbitrary rational vectors. The same is true for the derandomization problem.
This result is interesting from the theoretical point of view in that it show that rounding arbirary rationals is not too much different from rounding numbers having finite binary expansion, but also from the pracical point of view. Since the {0, 1 2 } case, both randomized and derandomized, for many problems is quite easy (cf. again [Doe06] ), our results immediately yields a simpler and often faster way to generate the randomized roundings used in Srinivasan [Sri01a] , Gandhi et al. [GKPS02] , Sadakane, TakkiChebihi and Tokuyama [STT01] and [Doe04b] .
Also, there are some problems where rational number with small denominator naturally occur and have to be rounded. Klein and the author [DK06] have some related results on the controlled rounding problem from statistics. However, these results are different from ours in that no large deviation bounds were obtained (one of the key difficulties we had to overcome). Also, there a rounding problem with a particular structure was regarded, whereas we allow any totally unimodular hard constraint matrix for which {0, 1 2 } rounding can be computed. In the last section of this paper, we extend the derandomization result of [Doe06] to arbitrary non-negative rational matrices. This derandomization problem used to be a long-standing open problem until its solution by Srivastav and Stangier [SS96] . Note that Raghavan's derandomization [Rag88] needs to compute the exponential function and in consequence in the RAM model only works for binary matrices (as pointed out in Section 2.2 of his paper).
The solution in [SS96] is complicated, resulting in an O(mn 2 log(mn)) run-time for m × n matrices (and a 30 pages paper). This was partially overcome in [Doe06] , where a simple O(mnℓ time derandomization was given for matrices all whose entries are multiples of 2 −ℓ . For general matrices, it was argued that before-hand one can round the matrix to the one that only has such entries and pay for this through an extra additional error of 2 −ℓ n in the large deviation bound. Hence, to get this exra error small, one typically has to accept an extra logarithmic factor in the run time.
In this paper, give a simple derandomization for arbitrary non-negative matrices. If p ∈ N is a common denominator of the matrix entries, it has run time O(mn log p). For small p, this is clearly superior.
Randomized Rounding, Constraints and Correlation
For a number r write [r] = {n ∈ N | n ≤ r}, ⌊r⌋ = max{z ∈ Z | z ≤ r}, ⌈r⌉ = min{z ∈ Z | z ≥ r} and {r} = r − ⌊r⌋. We write z ≈ r if z ∈ {⌊r⌋ , ⌈r⌉}. We use these notations for vectors as well (component-wise).
Let x ∈ R. A real-valued random variable y is called randomized rounding of x if Pr(y = ⌊x⌋ + 1) = {x} and Pr(y = ⌊x⌋) = 1 − {x}. Since only the fractional parts of x and y are relevant, we usually have x ∈ [0, 1]. In this case, we have
For x ∈ R n , we call y = (y 1 , . . . , y n ) randomized rounding of x if y j is a randomized rounding of x j for all j ∈ [n].
The algorithmic concept of randomized rounding can be formulated as follows: Fix a number n ∈ N, the number of variables to be rounded. Let X ⊆ [0, 1] n . This is the set of vectors for which we allow randomized rounding. Typically, this will be [0, 1] n or a suitably rich subset thereof. A family (Pr x ) x∈X of probability distributions on {0, 1} n is called randomized rounding, if for all x ∈ X, a sample y from Pr x is a randomized rounding of x.
As described in the introduction, we are interested in roundings that satisfy some hard constraints. Though usually we will only regard cardinality constraints (requiring the sum of some variable to be unchanged), it will be convenient to encode hard constraints in a matrix B. Our aim then is that a rounding y of x satisfies By = Bx. Of course, if Bx is not integral, this can never be satisfied. We therefore relax the condition to By ≈ Bx. If y is a randomized rounding of x, this is equivalent to saying that By is a randomized rounding of Bx.
Besides satisfying hard constraints we still want to keep other rounding errors small (as does independent randomized rounding). A useful concept here is the one of negative correlation, introduced by Panconesi and Srinivasan [PS97] .
Let X j , j ∈ S, be a family of random variables taking values in some finite set Ω. We call the X j , j ∈ S, negatively correlated if
As shown in [PS97] , negative correlation of binary variables implies the usual ChernoffHoeffding bounds on large deviations.
It turns out that hard constraints and negative correlation cannot always be achieved simultaneously. We therefore restrict ourselves to negative correlation on certain sets of variables. Let S ⊆ 2
[n] be closed under taking subsets, that is, S 0 ⊆ S ∈ S implies S 0 ∈ S. In this language, we know the following. Clearly, independent randomized rounding is a randomized rounding with respect to the empty matrix B and S = 2
[n] . Srinivasan [Sri01a] showed that for the 1 × n matrix B = (1 . . . 1), randomized roundings with respect to B and S = 2
[n] exist and can be generated in time O(n). Let G = (V, E) be a bipartite graph and B = (b ij ) i∈V j∈E its vertex-edge-incidence matrix. For v ∈ V let E v = {e ∈ E | v ∈ e}. Gandhi et al. [GKPS02] showed that there are randomized roundings with respect to B and S = {E 0 | ∃v ∈ V : E 0 ⊆ E v }. They can be generated in time O(mn). From [Doe03, Doe04b] , we have that if B is totally unimodular, then randomized roundings with respect to B and S = ∅ exist. Recall that a matrix is totally unimodular if each square submatrix has determinant −1, 0 or 1. If B is not totally unimodular, then not even for X = {0, 1 2 } n a randomized rounding (Pr x ) x∈X with respect to B and S = ∅ exists.
Throughout the paper let A ∈ [0, 1] mA×n and x ∈ [0, 1] n . Let B be a totally unimodular m B × n matrix.
Rounding Rationals
In this section, we show that arbitrary rational vectors have randomized roundings with respect to B and S if all half-integral vectors do.
For convenience, let us abbreviate
. Also, we write nint(x) to denote the number of non-integral entries of the vector x. We will need to solve integer systems of linear equations over a totally unimodular matrix. Clearly, this can be done in polynomial time. Since in many cases, a particular structure of the matrix is known, we prefer not to use a general bound, but rather explicitly denote by c(B, n) the time complexity to solve an integer linear system over a submatrix of B having n columns. 
c) If each of the half-integral roundings in the assumption can be generated in time at most O(T nint(x)/n), that is, linear in the number of non-integers, and also c(B, k) = O(c(B, n)k/n) is at least linear in n, then the rounding in the conclusion can be generated in expected time
To prove the theorem, besides some elementary facts on random walks, we need a number of non-trivial lemmas (Lemma 1, 2 and 4), which are of independent interest for various reasons. The following lemma, roughly speaking, shows that the expected product of negatively correlated random variables is at most the product of the expectations of the variables. This lemma (again) shows the power of the concept of negative correlation. We expect more applications of it in the future. Lemma 1. Let ε 1 , . . . , ε n be negatively correlated and uniformly distributed −1, 1 random variables. Let
Proof. See appendix.
We also need the following result. It extends an old result of de Werra [dW71] , namely that unimodular hypergraphs have p-color discrepancy less than one. The proof uses the theorem of Hoffman and Kruskal [HK56] and can be found in the appendix.
Lemma 2. Let B be a totally unimodular m B × n matrix and
They can be computed in time O(pc(B, nint(x)).
Without proof, we state the following elementary fact.
Lemma 3. Let I be an even cardinality subset of
The final ingredient of the proof of Theorem 1 is the following (proof in the appendix).
Lemma 4. Let B be a totally unimodular m B × n matrix and
Such an x ′ can be generated in time O(pc(B, nint(x))).
The result above also answers a very natural question concerning colorings of hypergraphs. It is known that the vertices of a unimodular hypergraphs (those, which have a totally unimodular incidence matrix) can be two-colored in such a way such that in each hyperedge, the number of red vertices deviates from that of blue vertices by at most one (which occurs exactly for odd cardinality hyperedges).
A non-trivial question is whether one can two-color only some vertices, but in a way that each hyperedges has exactly the same number of vertices in both colors. This is known as partial coloring and frequently used in iterative coloring procedures. The lemma above shows that partial coloring is possible if one can assign weights to the vertices in such a way that all weights are multiples of 1/p and the total weight of each hyperedge is an integer. We end this deviation by adding, but not proving, that this condition is also necessary.
We are now ready to prove Theorem 1.
Proof. Let x ∈ Z n p . We claim that the following algorithm does the job:
1. y (0) := x, t := 0 2. while y (t) / ∈ {0, 1} n do 3. compute x ′ ∈ {0, 1 2 } n from y (t) as in Lemma 4 4. generate y ′ as randomized rounding of x ′ with respect to B and S 5.
Let us first argue that the resulting y is a randomized rounding of x. Let i ∈ [n]. Is it easy to check from the algorithm that the following invariant is maintained: y
i − x i | < 1) = 1. Since also Pr(y i ∈ Z) = 1, we see that y i is a randomized rounding of x i .
Since B is a −1, 0, 1 matrix, basically the same line of argument shows that By is a randomized rounding of Bx. Note that here condition (ii) of Lemma 4 is crucial. It ensures that once (By (t) ) i becomes integral, it never changes. Before that, just by construction, (By (t) ) i changes in steps of 1 p only.
Let S ∈ S. By induction on t, we prove E( i∈S y
There is nothing to show for t = 0. For t ≥ 1, we compute
where the first inequality follows from Lemma 1 and the negative correlation of the ±1 random variables 2(y
, and the second one from induction hypothesis. We omit the run time analysis for reasons of space. The key observations is that a single component of y (t) does a random walk on {0, 1 p , . . . , 1} with absorbing barriers 0 and 1.
⊓ ⊔
If the denominater p in the theorem above can be written as product of smaller integers p = p 1 . . . p ℓ , we may apply the above reasoning on the factors separately and gain a substancial run-time improvement. In particular, the p 2 term becomes 
Derandomizations
We now show how the rounding approach described in the previous section can be derandomized using a classical derandomizations in each iteration. Since the errors in each iteration may add, the total error bound is of larger order than in the randomized setting. It depends on the circumstances whether this can be tolerated or whether it is preferable to round x to a vector having finite binary expansion (typically of length log n) and use the approach of [Doe06] .
A randomized rounding derandomization (with constant c) is an algorithm that computes for given A ∈ [0, 1] mA×n and x ∈ [0, 1] n a y ∈ {0, 1} n such that for all i ∈ [m A ],
It thus achieves (with minor loss) the existential bounds given by randomized rounding. A number of derandomizations are known. We sketch some results relevant in the following and refer to the successor [Doe06] of this paper or the survey Srivastav [Sri01b] for more details.
The classical derandomization by Raghavan [Rag88] via so-called pessimistic estimators runs in time O(m A n) and achieves a constant of c = e − 1. In the RAM model, it works for all A ∈ {0, 1} mA×n and x ∈ ([0, 1] ∩ Q) n . If one allows precise computations with real numbers in constant time (in particular exponential functions), then this extends to arbitrary A ∈ [0, 1] mA×n . As discussed in the introduction, Srivastav and Stangier [SS96] give a derandomization for all A ∈ ([0, 1] ∩ Q) mA×n in the RAM model, though at the price of an increased run-time of O(m A n 2 log(m A n)). The constant here is c = √ 3. In [Doe06] , this result was improved to a run time of O(m A n log n). The constant in this case is 4(e − 1)(1 + o(1)). To prove the theorem, we need the following deterministic version of Lemma 3 (proof to be found in the appendix).
that |I| is even and at least half of the J i intersect I in an odd number of points, can be computed in time O(pn).
Using this lemma in the proof of Lemma 4 immediately yields the following.
Lemma 6. Let B be a totally unimodular m B × n matrix and x
Derandomizing the algorithm given in the proof of Theorem 1 is now the heart of the following proof of Theorem 2.
We analyse the following algorithm.
1. y (0) := x, t := 0 2. while y (t) / ∈ {0, 1} n do 3. compute x ′ ∈ {0, 1 2 } n from y (t) as in Lemma 6 4. compute y ′ as rounding of x ′ as in the assuptions of the theorem 5. if w(y
Since the output y of this algorithm could also have been generated by the algrithm in the proof of Theorem 1 (assuming suitabble random choices and noting that 2x ′ − y ′ is an as good rounding of x ′ as is y ′ ), we immediately see that y ≈ x and By ≈ Bx. Hence it remains to show the large deviations bound and the run-time.
Since the large deviation bounds depend heavily on the final value of t, let us estimate this first. To this end, we first analyze the behaviour of the weight function w in step 5 of the algorithm. For all r ∈ Z p , we have
Since we chose the alternative leading to a smaller weight in line 5, we have
is always at least one, we see that another at most p 2 /4 iterations suffice to reduce the weight to zero, which means that y (t) is integral. Hence our algorithm terminates after at most t = 1 2 p 2 (ln(n) + 1) iterations. By construction,
The large deviation bound now follows from the triangle inequality.
For the run-time note that if the time complexity of A and solving the linear systems over B is at least linear in the number of non-integers, then the exponetial decrease of the non-integers nint(y
For the latter bound to become reasonable (i.e., at most n), we need O(p 2 log p) iterations with no better estimate than nint(x ′ ) ≤ n. From then on, nint(x ′ ) decreases exponentially with half-time O(p 2 ). Hence the time complexity is dominated by the first O(p 2 log p) iterations with run time bounded by O(c(A, n) + pc(B, n)).
⊓ ⊔
Let us remark the the logarithmic increase in the large deviation bound can be somewhat improved at the cost of the run-time. Minimizing our weight function w in the course of the algorithm aimed at minimizing the time needed until all components of y (t) reach zero or one. Instead of this, one could have taken into account the values of (Ax ′ i ), aiming at a small reduction, and thus reduce the resulting large deviations bounds to possibly something of order O(p 2 max{(Ax) i log(m A ), log(n) 2 log(m A ) 2 ). However, we feel that this would become too technical to justify the result.
Application of the General Scheme
In this section, we analyse what the above methods yield for some of the randomized roundings with hard constraints regarded so far. We start with the simplest example of disjoint cardinality constraints.
Disjoint Constraints
Throughout this subsection let B ∈ {0, 1} mB×n and B 1 := max j i |b ij | = 1. For the generation of the roundings, this is a microscopic extension of Srinivasan's [Sri01a] setting, who regarded a single cardinality constraint involving all variables.
Let us assume that B is stored in some O(n) space datastructure allowing amortized linear time enumerations of the sets {j ∈ [n] | b ij = 1} for all i ∈ [m B ]. Then it is easy to see that c(B, k) = O(k). From [Doe06] , we already know that {0, 1 2 } case can be solved highly efficiently. For any x ∈ {0, 1 2 } n , a randomized rounding with respect to B and 2
[n] can be generated in time O(nint(x)). Hence Theorem 1 yields the following.
Theorem 3.
For any x ∈ Z n p , a randomized rounding with respect to B and 2
[n] can be generated in time O(p 2 n).
We now derandomize the construction above. Again, the {0, 1 2 } case was settled in [Doe06] . For convenience, let us restrict ourselves to 0, 1 matrices, so that we can apply Raghavan's derandomization (cf. Section 4).
) a rounding y of x can be computed such that By ≈ Bx and
Combining Theorem 2 and Lemma 7, we obtain the following derandomized version of Srinivasan's results. 
Note that the run time above is linear in n. This cannot be achieved with the approach in [Doe06] . If we approximate x by an element of Z n 2 ℓ and then use the result from [Doe06] , we have to choose ℓ at least logarithmic in n to keep the errors inflicted by the approximation small. Thus we would end up with a run-time of Θ(n log n).
Bipartite Edge Weight Rounding
In this subsection, we consider sets of cardinality constraints where each variable may be contained in up to two constraints. We use the graph theoretic language of Gandhi et al. [GKPS02] . Let G = (V, E) be a bipartite graph with edge weights w :
, we find the following.
Lemma 8. For any w ∈ {0, 1 2 } E , a randomized rounding with respect to B and S can be generated in time O(nint(w)).
The more interesting part is efficiently computing the half-integral vector as in Lemma 4. However, since we know the structure of the hard constraints, this also can be done directly in linear time.
Hence again Theorem 1 yields the following.
Theorem 5. For any w ∈ Z E p , a randomized rounding with respect to B and S can be generated in time O(p 2 n).
Note that the time complexity here is superior to the O(|E||V |) bound of Gandhi et al. [GKPS02] , unless p is large (or, referring to the remark at the end of Section 3, unless p contains a large prime factor).
let us derandomize this result. For Lemma 9, this is again easy using the known structure of the constraints. For derandomizing the {0, 
General Derandomization
In this section, we give a simple derandomization for the case that the constraint matrix A is rational and we do not have hard constraints. Note that such would in many cases not lead to additional problems. As demonstrated in [Doe06] , in the {0, 1 2 } case the problem with hard constraints can be reduced to one without. i holds with probability one. Hence (y (t) i ) is a random walk on Z p (viewed as path of length p) with absorbing states 0 and 1 and in average only one move per two time steps. For such a random walk, the expected time to reach one of the absorbing states at most p 2 /4. Hence by Markov bound, with probability at least 1 2 , a
