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Abstract
We obtain, under suitable conditions, the Green’s function to express the unique solution for a
second-order functional differential equation with periodic boundary conditions and functional de-
pendence given by a piecewise constant function. This expression is given in terms of the solutions
for certain associated problems. The sign of the solution is determined taking into account the sign
of that Green’s function.
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Second-order differential equations not depending on x′ with piecewise constant argu-
ment given by the greatest integer function have been considered in [6–10]. For instance,
in [10], it is studied the periodic problem{−x′′(t) = f (t, x(t), x([t])), t ∈ J = [0, T ],
x(0) = x(T ), x′(0) = x′(T ).
In [5], it is given a comparison result for a first-order periodic problem{
x′(t) + mx(t) + nx([t]) = 0, t ∈ J = [0, T ],
x(0) = x(T ),
where T > 0, m > 0, and n 0.
In [2], it has been obtained the expression of the unique solution for the following first-
order functional problem with piecewise constant delay:{
x′(t) + mx(t) + Mx([t]) = σ(t), t ∈ J = [0, T ],
x(0) = x(T ) + λ, (1)
with T > 0, m, M , and λ real constants. Here, as usual, [·] denotes the greatest integer func-
tion and σ is continuous on [n,n+ 1), for n ∈ {0,1,2, . . . , [T ] − 1}, and on [[T ], T ], such
that there exists σ(t−) ∈ R for all t ∈ {1,2, . . . , [T ]}, understanding that σ(t) = σ(t+),
t ∈ {1,2, . . . , [T ]}. A solution for problem (1) is obtained by calculating, for every s ∈ J ,
the solution G(t, s) to

x′(t) + mx(t) + Mx([t]) = 0, t ∈ R,
x(0−) − x(T +) = 0,
x(s+) − x(s−) = 1.
(2)
In [2], it is proved that problems (1) and (2) have a unique solution if and only if
m + M = 0. (3)
In that case, the solution of (1) is given by
x(t) =
T∫
0
G(t, s)σ (s) ds + λG(t,0),
where G(t, s) is given as the unique solution to problem (2).
In this paper, we make an analogous study for the case of second-order functional dif-
ferential equations of the form

x′′(t) + ax′(t) + bx(t) + cx′([t]) + dx([t]) = σ(t), t ∈ J = [0, T ],
x(0) = x(T ),
x′(0) = x′(T ) + λ,
(4)
analyzing the existence of solutions for problems

x′′(t) + ax′(t) + bx(t) + cx′([t]) + dx([t]) = 0, t ∈ R,
x(0) = x(T ),
x′(0−) = x′(T +), (5)
x′(s+) = x′(s−) + 1,
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Note that, for σ ≡ 0 and λ = 0, the trivial function verifies conditions in (4).
In Section 2, we give the expression of the solution for some initial value problems,
studying conditions which guarantee the existence of periodic solutions for those initial
value problems. These considerations are helpful to deduce interesting properties of the
solution to (4), and some examples are presented. In Section 3, we obtain the solution of
problem (5), which provides the Green’s function to calculate the unique solution to (4)
under suitable conditions. Section 4 contains some comparison results and, finally, Appen-
dix A includes the proof of the theorem which provides the expression of the solution of
problem (5).
2. Initial value problems and periodic solutions
We begin studying the solutions for the following particular initial value problem:

x′′(t) + ax′(t) + bx(t) + cx′([t]) + dx([t]) = 0, t ∈ [n,n + 1),
x(n+) = vn,
x′(n+) = v′n,
(6)
where vn, v′n ∈ R. This is equivalent to

x′′(t) + ax′(t) + bx(t) = −cv′n − dvn, t ∈ [n,n + 1),
x(n+) = vn,
x′(n+) = v′n.
(7)
From elementary and classical theory for the initial value problem for linear ordinary dif-
ferential equations [1,3,4], we obtain the solution of (7) depending on the relation between
a and b.
Lemma 1. The solution of problem (7) has the following expression:
x(t) = vnh1(t − n) + v′nh2(t − n), t ∈ [n,n + 1), (8)
where h1(s) is given by
1 − d
a
s + d
a2
(
1 − e−as), if b = 0, a = 0,
1 − d
2
s2, if b = 0, a = 0,
(
1 + d
b
)(
1 + a
2
s
)
e−
a
2 s − d
b
, if b = 0, a2 = 4b,
(
1 + d
)
βeαs − αeβs − d , if b = 0, a2 > 4b,b β − α b
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1 + d
b
)
e−
a
2 s
{
cos
√
b − a
2
4
s + a
2
√
b − a24
sin
√
b − a
2
4
s
}
− d
b
, if b = 0,
a2 < 4b,
and h2(s) is given by
1
a
(
1 − e−as − cs + c
a
(
1 − e−as)), if b = 0, a = 0,
s − c
2
s2, if b = 0, a = 0,
e−
a
2 s
[
c
b
(
1 + a
2
s
)
+ s
]
− c
b
, if b = 0, a2 = 4b,
(βc
b
− 1)eαs + (1 − αc
b
)
eβs
β − α −
c
b
, if b = 0, a2 > 4b,
e−
a
2 s
{
c
b
cos
√
b − a
2
4
s + 1 +
ac
2b√
b − a24
sin
√
b − a
2
4
s
}
− c
b
, if b = 0, a2 < 4b.
Here, for b = 0, a2 > 4b,
α = −a
2
+
√(
a
2
)2
− b, β = −a
2
−
√(
a
2
)2
− b.
We mention the following properties of h1 and h2 that will be useful later:
h1(0) = 1, h2(0) = 0, h′1(0) = 0, h′2(0) = 1.
For s ∈ J , we study the following problems:

x′′(t) + ax′(t) + bx(t) + cx′([t]) + dx([t]) = 0, t ∈ R,
x(0) = x(T ),
x′(0−) = x′(T +),
x′(s+) = x′(s−) + 1.
(9)
We define, for s ∈ J , Es as the class of functions y : R → R satisfying
(i) y continuous for t ∈ R,
(ii) y′ continuous for t ∈ R \ {s}, and there exist y′(s−), y′(s+) ∈ R,
(iii) y′′ exists and is continuous for t ∈ [n,n + 1) \ {s}, n ∈ Z, and there exist y′′(s−),
y′′(s+), y′′(n−) ∈ R, ∀n ∈ Z.
Definition 1. For s ∈ J , y : R → R is a solution to problem (9) if y ∈ Es and satisfies′ ′ + ′′ ′′ +conditions in (9) taking y (s) = y (s ) and y (t) = y (t ), for all t ∈ Z ∪ {s}.
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Λ := {y : J → R: y continuous in J \ {1,2, . . . , [T ]}, and there exist
y
(
n−
) ∈ R, y(n+)= y(n), ∀n ∈ {1,2, . . . , [T ]}},
and
E := {x : J → R: x, x′ are continuous and x′′ ∈ Λ}.
Definition 3. A function x is a solution to (4) if x ∈ E and satisfies conditions in (4), taking
x′′(n) = x′′(n+), ∀n ∈ {0,1,2, . . . , [T ]}.
We will study solutions for problem (4) by calculating the solutions to (9) in J = [0, T ].
Theorem 2.1. The solution of the initial value problem

v′′(t) + av′(t) + bv(t) + cv′([t]) + dv([t]) = 0, t ∈ [0,+∞),
v(0) = v0,
v′(0) = v′0,
(10)
for v0, v′0 ∈ R, is given by
v(t) = (h1(t − n) h2(t − n) )
(
C1 C2
C′1 C′2
)n(
v0
v′0
)
, t ∈ [n,n + 1), (11)
where n ∈ Z+,
C1 = h1(1), C2 = h2(1), C′1 = h′1(1), C′2 = h′2(1),
and h1, h2 are expressed in Lemma 1.
Proof. Problem (10) can be written in [0,+∞) as a family of initial problems in [n,n+1),
n ∈ Z+, for the second-order differential equation (6). Then, solution of (10) is given by (8).
Since v is continuous,
vn+1 = v(n + 1) = v
(
n + 1−)= vnh1(1) + v′nh2(1) = vnC1 + v′nC2,
n ∈ Z+. (12)
Now,
v′(t) = vnh′1(t − n) + v′nh′2(t − n), t ∈ (n,n + 1),
and, using the continuity of v′,
v′n+1 = v′(n + 1) = v′
(
n + 1−)= vnh′1(1) + v′nh′2(1) = vnC′1 + v′nC′2,
n ∈ Z+. (13)
Therefore, from (12) and (13), we obtain the system(
vn+1
) (
C1 C2
)(
vn
)
+
v′n+1
=
C′1 C′2 v′n
, n ∈ Z ,
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vn
v′n
)
=
(
C1 C2
C′1 C′2
)(
vn−1
v′n−1
)
=
(
C1 C2
C′1 C′2
)n(
v0
v′0
)
, n ∈ N.
Then, the solution for the initial value problem (10) is
v(t) = (h1(t − n) h2(t − n) )
(
vn
v′n
)
= (h1(t − n) h2(t − n) )
(
C1 C2
C′1 C′2
)n(
v0
v′0
)
, t ∈ [n,n + 1), n ∈ Z+. 
We introduce the following notation. For h1, h2 in Lemma 1, and z ∈ [0,1], let us denote
by H(z) the matrix
H(z) =
(
h1(z) h2(z)
h′1(z) h′2(z)
)
,
and C = H(1), so that
C = H(1) =
(
C1 C2
C′1 C′2
)
, H
(
T − [T ])= (h1(T − [T ]) h2(T − [T ])
h′1(T − [T ]) h′2(T − [T ])
)
.
Consider also V0 =
( v0
v′0
)
, and I the identity matrix
( 1 0
0 1
)
.
Theorem 2.2. For T > 0, the solution v(t) of the initial value problem (10) satisfies
v(T ) = v0, v′(T ) = v′0
if and only if
[
I − H (T − [T ])C[T ]]V0 =
(
0
0
)
. (14)
Moreover, if∣∣I − H (T − [T ])C[T ]∣∣ = 0, (15)
then v0 = v′0 = 0 and we obtain the trivial solution. If∣∣I − H (T − [T ])C[T ]∣∣= 0, (16)
then there exist nontrivial solutions of (10) with v(T ) = v0 and v′(T ) = v′0.
Proof. In solution (11) given in Theorem 2.1, we impose that v0 = v(T ) and v′0 = v′(T ),
then, for T /∈ Z,
v0 = v(T ) = (h1(T − [T ]) h2(T − [T ]) )C[T ]V0,
andv′(t) = (h′1(t − n) h′2(t − n) )CnV0, t ∈ (n,n + 1), n ∈ Z+,
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v′0 = v′(T ) = ( h′1(T − [T ]) h′2(T − [T ]) )C[T ]V0,
obtaining the system
V0 = H
(
T − [T ])C[T ]V0. (17)
If T ∈ Z, we get
v0 = v(T ) = (h1(1) h2(1) )CT−1V0 = (C1 C2 )CT −1V0, and
v′0 = v′(T ) = ( h′1(1) h′2(1) )CT−1V0 = (C′1 C′2 )CT−1V0,
and the system obtained is
V0 = CT V0,
that coincides with the expression in (17), by the properties of h1, h2, and
H
(
T − [T ])= H(0) = I, for T ∈ Z.
From system (17), we obtain
[
I − H (T − [T ])C[T ]]V0 =
(
0
0
)
.
Then, either (15) is valid, which implies that v0 = v′0 = 0, and the solution is the trivial
function, or (16) holds and (v0, v′0) is an eigenvector of the matrix
H
(
T − [T ])C[T ]
associated to the eigenvalue µ = 1. 
Corollary 1. Problem (4) with σ ≡ 0 and λ = 0, that is,

x′′(t) + ax′(t) + bx(t) + cx′([t]) + dx([t]) = 0, t ∈ J,
x(0) = x(T ),
x′(0) = x′(T ),
has nontrivial solutions if and only if (16) is valid. Such solutions can be obtained from
expression (11), taking the initial conditions v0, v′0 verifying (14).
Remark 1. Note the similarity between condition (16) and the one obtained in [2] for the
first-order problem (1), with σ ≡ 0, λ = 0,
h
(
T − [T ])C[T ] = 1,
where C = h(1), h(t) = e−mt − M
m
(1 − e−mt ), if m = 0, and h(t) = 1 − Mt , if m = 0.
Corollary 2. Problem (4) with σ ≡ 0 and λ = 0 is uniquely solvable (has only the trivial
solution) if and only if (15) is valid. Under this hypothesis and for arbitrary σ ∈ Λ and
λ ∈ R, problem (4) has at most one solution.
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λ = 0, then x − y ≡ 0 and x ≡ y. 
Example 1. If (15) is not valid, it may occur that problem (4) has either no solution or
an infinite number of solutions. Indeed, consider problem (4) with σ ≡ 0, λ = 0, a = b =
c = 0, and 0 < T < 1, that is,

x′′(t) + dx([t]) = 0, t ∈ J,
x(0) = x(T ),
x′(0) = x′(T ),
where the trivial function is always a solution. In this case,∣∣I − H (T − [T ])C[T ]∣∣= ∣∣I − H(T )∣∣= dT 2
and (15) holds for d = 0. If d = 0, our equation reduces to
x′′(t) = 0, t ∈ J,
then x′(t) = k1, t ∈ J , and x(t) = k1t + k2, t ∈ J . The boundary conditions imply that
x(0) = k2 = k1T + k2 = x(T ), x′(0) = k1 = x′(T ),
and k1 = 0, thus x(t) = k2, t ∈ J , and every constant function is a solution. If σ ∈ R,
σ = 0, then problem (4) with λ = 0, a = b = c = 0, 0 < T < 1,

x′′(t) + dx([t]) = σ, t ∈ J,
x(0) = x(T ),
x′(0) = x′(T ),
has no solution, if d = 0. In such a case, x′(t) = σ t + k1, t ∈ J , and
x′(0) = k1 = σT + k1 = x′(T ),
implies that σT = 0, which is absurd, since T > 0 and σ = 0.
In the following result, we give a necessary condition for (15) to hold:
b + d = 0.
Theorem 2.3. If b + d = 0, then (16) holds.
Proof. We prove, using the hypothesis b + d = 0, that
h1(s) = 1, for all s ∈ [0,1],
so that h′1(s) = 0, ∀s ∈ [0,1], and
I − H (T − [T ])C[T ] = (1 00 1
)
−
(
1 h2(T − [T ])
0 h′2(T − [T ])
)(
1 C2
0 C′2
)[T ]
.
Therefore, |I − H(T − [T ])C[T ]| = 0, since the product of two matrices with the first
column equal to
( 1
0
)
is a matrix with the same first column, that is,(
1 x
)(
1 t
) (
1 t + xr )0 y 0 r = 0 yr , ∀x, y, t, r ∈ R.
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• If b = 0, and a = 0, condition b + d = 0 means that d = 0, thus
h1(s) = 1 − d
a
s + d
a2
(
1 − e−as)= 1, for all s ∈ [0,1].
• If b = 0, a = 0, then d = 0 and
h1(s) = 1 − d2 s
2 = 1, for all s ∈ [0,1].
• If b = 0, a2 = 4b, then d
b
= −b
b
= −1, and
h1(s) =
(
1 + d
b
)(
1 + a
2
s
)
e−
a
2 s − d
b
= 1, for all s ∈ [0,1].
• If b = 0, a2 > 4b, then, for all s ∈ [0,1],
h1(s) =
(
1 + d
b
)
βeαs − αeβs
β − α −
d
b
= 1.
• Finally, if b = 0, a2 < 4b, and s ∈ [0,1],
h1(s) =
(
1 + d
b
)
e−
a
2 s
{
cos
√
b − a
2
4
s + a
2
√
b − a24
sin
√
b − a
2
4
s
}
− d
b
= 1.

Remark 2. Condition b+d = 0 is analogous to condition (3) given in [2] for the first-order
problem (1).
In [2], it is stated that problem (1) has a unique solution if and only if (3) holds.
Theorem 2.3 establishes that b + d = 0 is a necessary condition for (15) to hold and,
consequently, for the uniqueness of solution for (4). We show that the equivalence is not
true for the case of second-order differential equations, by giving some examples. In the
following examples, we denote by A the matrix I − H(T − [T ])C[T ].
Example 2. Assume that b = 0, a = 0, and 0 < T < 1. In that case, the determinant of the
matrix A is equal to
|A| = ∣∣I − H(T )∣∣= dT (1 − e−aT )
a
.
Using that T > 0 and a = 0, we obtain that (1 − e−aT ) = 0 so that
|A| = 0 ⇐⇒ d = 0 b=0⇐⇒ b + d = 0.
Example 3. If a = b = 0 and 0 < T < 1, then
|A| = dT 2.
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|A| = 0 ⇐⇒ d = 0 b=0⇐⇒ b + d = 0.
Example 4. For b = 0, a2 = 4b, and 0 < T < 1,
|A| = (b + d)
b
e−aT
(−1 + e aT2 )2.
Using that T > 0 and a = ±√4b = 0, we get (−1 + e aT2 ) = 0 and
|A| = 0 ⇐⇒ b + d = 0.
Example 5. For b = 0, a2 > 4b, and 0 < T < 1,
|A| = (b + d)
b
(−1 + e(− a2 −√ a24 −b)T )(−1 + e(− a2 +√ a24 −b)T ).
Since T > 0 and b = 0, we obtain that
(
−a
2
±
√
a2
4
− b
)
T = 0,
hence,
|A| = 0 ⇐⇒ b + d = 0.
By the examples showed above it seems that b + d = 0 characterizes condition (15).
However, it is possible that |A| = 0 even when b+d = 0, as it is illustrated in the following
example.
Example 6. Suppose that b = 0, a2 < 4b, and 0 < T < 1. Then
|A| = (b + d)
b
e−aT
(
1 + eaT − 2e aT2 cos
(√
−a
2
4
+ bT
))
.
Now,
1 + eaT − 2e aT2 cos
(√
−a
2
4
+ bT
)
= 0
if and only if
cosh
aT
2
= cos
(√
−a
2
4
+ bT
)
.
Since cosh(s)  1, for all s ∈ R, taking the value 1 at s = 0, the only possibility is that
aT
2 = 0, that is, a = 0, then√1 = cos( bT ),
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b =
(
2nπ
T
)2
, n ∈ N.
Hence,
|A| = 0 ⇐⇒


b + d = 0
or
a = 0 and b = ( 2nπ
T
)2
, for some n ∈ N.
Therefore, the equivalence between |A| = 0 and b + d = 0 is not true:
|A| = 0 ⇐⇒


b + d = 0
and
a = 0 or b = ( 2nπ
T
)2
, ∀n ∈ N.
Let us show what happens for 1 T < 2.
Example 7. Assume that a = b = 0, and 1 T < 2, so that [T ] = 1, then
|A| = ∣∣I − H(T − 1)C∣∣= −dT (−c − T + cT ).
In this case, for T = 1, |A| = −d(−c − 1 + c) = d and
|A| = 0 ⇐⇒ d = 0.
However, for T ∈ (1,2),
|A| = 0 ⇐⇒
[
d = 0 or c = T
T − 1
]
,
and hence
|A| = 0 ⇐⇒ d = 0 and c = T
T − 1 .
Remark 3. The expression of the determinant of A gets much more complicated as T
increases, but the factor (b + d) always appears. For instance, for b = 0, a = 0, and 1 
T < 2, we get
|A| = 1
a3
de−aT
(−ad + adeaT − a2T − acT + dT + adT + aceaT − deaT
+ acea(−1+T )T − dea(−1+T )T + a2eaT T − aceaT T + deaT T − adeaT T ),
and, for a = b = 0, 2 T < 3, then [T ] = 2, and
|A| = ∣∣I − H(T − 2)C2∣∣
= 1
4
d
(
4d2 + 12cT − 8c2T + 4dT − 4d2T + 4T 2 − 8cT 2 + 4c2T 2
2 2 2)− 2dT + d T .
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Firstly, we deal with problem (9), that is,

x′′(t) + ax′(t) + bx(t) + cx′([t]) + dx([t]) = 0, t ∈ R,
x(0) = x(T ),
x′(0−) = x′(T +),
x′(s+) = x′(s−) + 1,
where s ∈ J . If this problem has a unique solution, for s ∈ J fixed, we denote it by K(t, s),
the value of the solution for problem (9) at the point t . We are interested in the expression
of the solution in the interval J = [0, T ].
Theorem 3.1. For s ∈ J fixed, problem (9) has a unique solution if and only if condition
(15) holds, that is, the matrix
I − H (T − [T ])C[T ] is invertible. (18)
In such a case, the solution is given in J by the following expression:
• If s = 0 or s = T ,
K(t, s) = (h1(t − n) h2(t − n) )CnV0, t ∈ [n,n + 1), n ∈ Z+,
where
V0 =
[
I − H (T − [T ])C[T ]]−1(01
)
.
• If 0 < s < T , s ∈ Z+,
K(t, s) = (h1(t − n) h2(t − n) )CnV0, t ∈ [n,n + 1), n ∈ {0,1, . . . , s − 1},
and
K(t, s) = (h1(t − n) h2(t − n) )Cn−s
[
CsV0 +
(
0
1
)]
, t ∈ [n,n + 1),
n s,
where
V0 =
[
I − H (T − [T ])C[T ]]−1H (T − [T ])C[T ]−s (01
)
.
• If 0 < s < T , s ∈ (n,n + 1), for some n ∈ Z+,
K(t, s) = (h1(t − k) h2(t − k) )CkV0, t ∈ [k, k + 1) ∩ [0, s),
k ∈ {0,1, . . . , n},
K(t, s) = (h1(t − n) h2(t − n) )CnV0 + g(t − s), t ∈ [s, n + 1) ∩ [0, T ],
K(t, s) = (h1(t − n − 1 − k) h2(t − n − 1 − k) )Cn+1+kV0
k
(
g(n + 1 − s) )+ (h1(t − n − 1 − k) h2(t − n − 1 − k) )C
g′(n + 1 − s) ,
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V0 =
[
I − H (T − [T ])C[T ]]−1( g(T − s)
g′(T − s)
)
,
and, for n + 1 T ,
V0 =
[
I − H (T − [T ])C[T ]]−1H (T − [T ])C[T ]−n−1( g(n + 1 − s)
g′(n + 1 − s)
)
.
Here, g is given by
g(z) =


1−e−az
a
, if b = 0, a = 0,
z, if b = 0, a = 0,
ze− a2 z, if b = 0, a2 = 4b,
eβz−eαz
β−α , if b = 0, a2 > 4b,
e− a2 z sin
√
b− a24 z√
b− a24
, if b = 0, a2 < 4b,
(19)
where
α = −a
2
+
√(
a
2
)2
− b and β = −a
2
−
√(
a
2
)2
− b,
for b = 0, a2 > 4b.
The proof of Theorem 3.1 can be found in Appendix A.
Remark 4. Note the similarity between the value of V0 and the expression obtained in [2]
for problem (2) in the case of first-order equations
v0 = F1 − C[T ]h(T − [T ]) ,
where
F =


1, if s = 0 or s = T ,
C[T ]−sh(T − [T ]), if 0 < s < T, s ∈ Z+,
e−m(T−s), if n < s < T < n + 1, for some n ∈ Z+,
e−m(n+1−s)h(T − [T ])C[T ]−n−1, if n < s < n + 1 T , for some n ∈ Z+,
and h, C are specified in Remark 1. Also the expression of K(t, s) is analogous to the
solution of (2), G(t, s), obtained in [2].
The following result provides an expression for the solution of (4) in terms of the solu-
tion for problem (9), with s ∈ J , under the hypotheses of Theorem 3.1.
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(see Definition 2) and λ ∈ R, which can be obtained by the expression
x(t) =
T∫
0
K(t, s)σ (s) ds + λK(t,0), t ∈ J, (20)
where, for all s ∈ J , K(·, s) is the unique solution to (9).
Proof. Condition (15) guarantees existence of a unique solution to problem (9), by Theo-
rem 3.1, and uniqueness for (4) by Corollary 2. We prove that x given by (20) is a solution
to (4). Let P(t) := K(t,0), t ∈ J . Then
x(t) =
[t]−1∑
n=0
n+1∫
n
K(t, s)σ (s) ds +
t∫
[t]
K(t, s)σ (s) ds +
[t]+1∫
t
K(t, s)σ (s) ds
+
[T ]−1∑
n=[t]+1
n+1∫
n
K(t, s)σ (s) ds +
T∫
[T ]
K(t, s)σ (s) ds + λP (t),
defines a continuous function,
x′(t) =
[t]−1∑
n=0
n+1∫
n
∂K
∂t
(t, s)σ (s) ds +
t∫
[t]
∂K
∂t
(t, s)σ (s) ds + K(t+, t)σ(t)
+
[t]+1∫
t
∂K
∂t
(t, s)σ (s) ds − K(t−, t)σ(t) + [T ]−1∑
n=[t]+1
n+1∫
n
∂K
∂t
(t, s)σ (s) ds
+
T∫
[T ]
∂K
∂t
(t, s)σ (s) ds + λ∂K
∂t
(t,0) =
T∫
0
∂K
∂t
(t, s)σ (s) ds + λP ′(t),
is also continuous and, using that ∂K
∂t
(t+, t) − ∂K
∂t
(t−, t) = 1, we obtain
x′′(t) =
[t]−1∑
n=0
n+1∫
n
∂2K
∂t2
(t, s)σ (s) ds +
t∫
[t]
∂2K
∂t2
(t, s)σ (s) ds
+
[t]+1∫
t
∂2K
∂t2
(t, s)σ (s) ds +
[T ]−1∑
n=[t]+1
n+1∫
n
∂2K
∂t2
(t, s)σ (s) ds
+
T∫
∂2K
2 (t, s)σ (s) ds +
[
∂K (
t+, t
)− ∂K (t−, t)]σ(t) + λP ′′(t)[T ]
∂t ∂t ∂t
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T∫
0
∂2K
∂t2
(t, s)σ (s) ds + σ(t) + λP ′′(t),
hence x′′ ∈ Λ. This proves that x ∈ E.
Now, taking
k(t, s) = ∂
2K
∂t2
(t, s) + a ∂K
∂t
(t, s) + bK(t, s) + c ∂K
∂t
([t], s)+ dK([t], s),
which is equal to zero since K(·, s) is the solution to (9), we obtain
x′′(t) + ax′(t) + bx(t) + cx′([t])+ dx([t])
=
[t]−1∑
n=0
n+1∫
n
k(t, s)σ (s) ds +
t∫
[t]
k(t, s)σ (s) ds +
[t]+1∫
t
k(t, s)σ (s) ds
+
[T ]−1∑
n=[t]+1
n+1∫
n
k(t, s)σ (s) ds +
T∫
[T ]
k(t, s)σ (s) ds
+ σ(t) + λ[P ′′(t) + aP ′(t) + bP (t) + cP ′([t])+ dP ([t])]
= σ(t), t ∈ J.
Moreover,
x(0) − x(T ) =
T∫
0
K(0, s)σ (s) ds + λP (0) −
T∫
0
K(T , s)σ (s) ds − λP (T )
=
T∫
0
(
K(0, s) − K(T , s))σ(s) ds + λ(P(0) − P(T ))= 0,
and
x′(0) − x′(T ) =
T∫
0
∂K
∂t
(0, s)σ (s) ds + λP ′(0) −
T∫
0
∂K
∂t
(T , s)σ (s) ds − λP ′(T )
=
T∫
0
(
∂K
∂t
(0, s) − ∂K
∂t
(T , s)
)
σ(s) ds + λ(P ′(0) − P ′(T ))= λ.
Therefore, x is the solution to (4). 
4. Comparison results
The expression obtained in Theorem 3.2 suggests that the study of the sign of the
Green’s function K(t, s) is crucial for the determination of the sign of the solution to (4).
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assertions are valid:
• If σ ∈ Λ is nonnegative on J , λ  0, and K(t, s)  0 on J × J , then the unique
solution to (4) is nonnegative on J .
• If σ ∈ Λ is nonnegative on J , λ  0, and K(t, s)  0 on J × J , then the unique
solution to (4) is nonpositive on J .
Proof. This result follows from Theorem 3.2 as a corollary. 
Lemma 2. Suppose that b + d = 0. Then
• If σ  0, a necessary condition for the nonnegativeness of every solution to (4) is
b + d > 0.
• If σ  0, a necessary condition for the nonpositiveness of every solution to (4) is
b + d < 0.
• If σ  0, a necessary condition for the nonpositiveness of every solution to (4) is
b + d > 0.
• If σ  0, a necessary condition for the nonnegativeness of every solution to (4) is
b + d < 0.
Proof. Take σ ≡ 1 0 and λ = 0. Since b+d = 0, the constant function 1
b+d is a solution
to (4). Indeed,
0 + a · 0 + b · 1
b + d + c · 0 + d
1
b + d =
b + d
b + d = 1.
If the solution is nonnegative, then b + d > 0, and if it is nonpositive, then b + d < 0.
Analogously for σ ≡ −1  0 and λ = 0, where −1
b+d is a solution to (4), completing the
proof. 
But the main difficulty arises when we try to give a result to guarantee that K(t, s) has
constant sign in terms of estimates on the constants a, b, c, d , due to the complexity of
the expression for K(t, s). It results very difficult to give general theoretical results and it
seems to be necessary to study each case separately.
Example 8. Consider b = 0, a = 0, s = 0, and 0 < T < 1, then
K(t,0) = − t
aT
+ e
−at
a(e−aT − 1) +
a + c
adT
+ ac − d
ad(e−aT − 1) , t ∈ J = [0, T ].
Let φ(t) := K(t,0), t ∈ J , then
φ(0) = 1
a(e−aT − 1) +
a + c
adT
+ ac − d
ad(e−aT − 1) =
a + c
adT
+ c
d(e−aT − 1)
and
′
(
1 e−at )
φ (t) = −
aT
+
e−aT − 1 , t ∈ J.
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e−at = 1 − e
−aT
aT
.
The right-hand side in this identity is a number in (0,1), since
1 − e−y
y
∈ (0,1), for all y = 0.
Indeed, if y > 0, 1 − e−y > 0 and 1 − y − e−y < 0. If y < 0, 1 − e−y < 0 and 1 −
y − e−y > 0.
Thus, the unique singular point of φ is
t0 = −1
a
ln
(
1 − e−aT
aT
)
.
Besides, it can be proved that φ is increasing for t < t0 and decreasing for t > t0,
φ′′(t) = ae
−at
e−aT − 1 =
aT
e−aT − 1
e−at
T
< 0, ∀t ∈ J.
Note that φ(0) = K(0,0) = K(T ,0) = φ(T ) and φ is not a constant function, so that φ
cannot be monotone in [0, T ] and t0, the point where the maximum is attained, belongs to
the interval (0, T ). That is,
0 < t0 = −1
a
ln
(
1 − e−aT
aT
)
< T,
which is equivalent to a > 0, since 1 − e−aT > aT e−aT , if a > 0.
In consequence,[
a > 0 and φ(0) = a + c
adT
+ c
d(e−aT − 1)  0
]
⇒ φ  0 on J,
that is,
a > 0 and


d > 0, a+c
aT
 c1−e−aT
or
d < 0, a+c
aT
 c1−e−aT



 ⇒ φ  0 on J.
Finally, if a > 0 and φ(t0) 0, then φ  0 on J . Here,
φ(t0) = 1
a2T
ln
(
1 − e−aT
aT
)
− 1
a2T
+ a + c
adT
+ ac − d
ad(e−aT − 1) .
In the particular case where c = 0, we obtain
a > 0, d > 0 ⇒ φ  0 on J,
and
a > 0,
1
ln
(
1 − e−aT )− 1 + 1 − 1  0 ⇒ φ  0 on J.
a2T aT a2T dT a(e−aT − 1)
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K(t,0) = − t
2
2T
+ t
2
+ 2 − cT
2dT
, t ∈ J = [0, T ].
Let ψ(t) := K(t,0), t ∈ J , this expression represents a concave quadratic function with a
maximum at t = T2 , where
ψ(0) = ψ(T ) = 2 − cT
2dT
= 1
dT
− c
2d
,
and
ψ
(
T
2
)
= T
8
+ 2 − cT
2dT
= (dT − 4c)T + 8
8dT
.
If ψ(0) 0 then ψ  0 on J and, if ψ
(
T
2
)
 0, then ψ  0 on J . This means that
1
dT
− c
2d
 0 ⇒ ψ  0 on J,
1
dT
− c
2d
−T
8
⇒ ψ  0 on J,
or, equivalently,
d > 0, c 2
T
⇒ ψ  0 on J,
d < 0, c 2
T
⇒ ψ  0 on J,
0 < d − 8
T 2
+ 4c
T
⇒ ψ  0 on J,
0 > d − 8
T 2
+ 4c
T
⇒ ψ  0 on J.
As a particular case, if c = 0, we obtain the estimates
d > 0 ⇒ ψ  0 on J,
0 > d − 8
T 2
⇒ ψ  0 on J.
Appendix A. Solution of the auxiliary problems (9)
Proof of Theorem 3.1. We distinguish four cases:
• s = 0.
• s = T .
• s ∈ (0, T ), s ∈ Z+.
• s ∈ (0, T ), s ∈ (n,n + 1), for some n ∈ Z+.
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
x′′(t) + ax′(t) + bx(t) + cx′([t]) + dx([t]) = 0, t ∈ R,
v0 = x(0) = x(T ),
x′(0−) = x′(T +),
v′0 = x′(0+) = x′(0−) + 1,
so that
v′0 = x′
(
0+
)= x′(T +)+ 1.
Using (11), we get
K(t,0) = (h1(t − n) h2(t − n) )CnV0, t ∈ [n,n + 1), n ∈ Z+.
Then, for T /∈ Z,
K(T ,0) = (h1(T − [T ]) h2(T − [T ]) )C[T ]V0 = v0,
and
∂K
∂t
(T ,0) = (h′1(T − [T ]) h′2(T − [T ]) )C[T ]V0 = v′0 − 1,
which coincides with the system
H
(
T − [T ])C[T ]V0 =
(
v0
v′0 − 1
)
,
that is,
[
I − H (T − [T ])C[T ]]V0 =
(
0
1
)
. (A.1)
This system has a unique solution if and only if the matrix I −H(T −[T ])C[T ] is invertible,
that is, hypothesis (15) holds. In such a case,
V0 =
[
I − H (T − [T ])C[T ]]−1(01
)
.
If T ∈ Z, the system obtained is[
I −
(
h1(1) h2(1)
h′1(1) h′2(1)
)
CT−1
]
V0 =
(
0
1
)
,
or, equivalently,
[
I − CT ]V0 =
(
0
1
)
,
which coincides with (A.1) since [T ] = T and H(T − [T ]) = H(0) = I . In fact, it has a
unique solution if and only if I − CT is invertible, condition that coincides with hypothe-
sis (15).
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
x′′(t) + ax′(t) + bx(t) + cx′([t]) + dx([t]) = 0, t ∈ R,
v0 = x(0) = x(T ),
v′0 = x′(0−) = x′(T +),
x′(T +) = x′(T −) + 1.
This implies that
v′0 = x′
(
T +
)= x′(T −)+ 1,
hence
x′
(
T −
)= v′0 − 1,
which joined to expression (11) leads to
K(t,0) = K(t, T ), t ∈ J.
Case 3. 0 < s < T , s ∈ Z+. Thus, K(t, s) is the unique solution to problem

x′′(t) + ax′(t) + bx(t) + cx′([t]) + dx([t]) = 0, t ∈ R,
v0 = x(0) = x(T ),
v′0 = x′(0−) = x′(T +),
x′(s+) = x′(s−) + 1.
Then
K(t, s) = (h1(t − n) h2(t − n) )CnV0, t ∈ [n,n + 1), n ∈ {0,1, . . . , s − 1}
and
K(t, s) = (h1(t − n) h2(t − n) )Cn−s
(
v¯0
v¯′0
)
, t ∈ [n,n + 1), n s,
where
v¯0 = K
(
s+, s
)= K(s−, s)= (h1(1) h2(1) )Cs−1V0,
v¯′0 =
∂K
∂t
(
s+, s
)= ∂K
∂t
(
s−, s
)+ 1 = (h′1(1) h′2(1) )Cs−1V0 + 1,
or, equivalently,(
v¯0
v¯′0
)
=
(
h1(1) h2(1)
h′1(1) h′2(1)
)
Cs−1V0 +
(
0
1
)
= CsV0 +
(
0
1
)
.
The periodic boundary value conditions are equivalent to
v0 = K(T , s) = (h1(T − [T ]) h2(T − [T ]) )C[T ]−s
[
CsV0 +
(
0
1
)]
,
and
v′0 =
∂K
∂t
(T , s) = (h′1(T − [T ]) h′2(T − [T ]) )C[T ]−s
[
CsV0 +
(
0
1
)]
,so that
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(
T − [T ])C[T ]−s [CsV0 +
(
0
1
)]
= H (T − [T ])C[T ]V0 + H (T − [T ])C[T ]−s
(
0
1
)
,
and [
I − H (T − [T ])C[T ]]V0 = H (T − [T ])C[T ]−s
(
0
1
)
. (A.2)
Now, the existence of a unique solution is equivalent to the nonsingularity of the matrix
I − H(T − [T ])C[T ], that is, condition (15), obtaining
V0 =
[
I − H (T − [T ])C[T ]]−1 H (T − [T ])C[T ]−s (01
)
.
For T ∈ Z, the system is reduced to
V0 = CT V0 + CT−s
(
0
1
)
and
[
I − CT ]V0 = CT−s
(
0
1
)
,
which coincides with (A.2) since H(0) = I and [T ] = T .
Case 4. 0 < s < T , s ∈ (n,n + 1), for some n ∈ Z+. Then
K(t, s) = (h1(t − k) h2(t − k) )CkV0, t ∈ [k, k + 1) ∩ [0, s), k ∈ {0,1, . . . , n}.
For t ∈ [s, n + 1) ∩ [0, T ], using that [t] = n, K(t, s) is the unique solution to

x′′(t) + ax′(t) + bx(t) + cx′(n) + dx(n) = 0, t ∈ [s, n + 1) ∩ [0, T ],
x(s+) = vs,
x′(s+) = v′s .
(A.3)
where
vs = K
(
s−, s
)= (h1(s − n) h2(s − n) )CnV0,
and
v′s =
∂K
∂t
(
s+, s
)= ∂K
∂t
(
s−, s
)+ 1 = (h′1(s − n) h′2(s − n) )CnV0 + 1,
or, as a system,(
vs
v′s
)
= H(s − n)CnV0 +
(
0
1
)
.
Now, in Eq. (A.3),
x(n) = K(n, s) = (h1(1) h2(1) )Cn−1V0,
and
x′(n) = ∂K
∂t
(n, s) = (h′1(1) h′2(1) )Cn−1V0,
so that Eq. (A.3) can be written as
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= −c (h′1(1) h′2(1) )Cn−1V0 − d (h1(1) h2(1) )Cn−1V0
= (−ch′1(1) − dh1(1) −ch′2(1) − dh2(1) )Cn−1V0
= (−d −c )CnV0 =: r.
Then, we must solve the problem

x′′(t) + ax′(t) + bx(t) = r, t ∈ [s, n + 1) ∩ [0, T ],
x(s+) = vs,
x′(s+) = v′s .
(A.4)
In an analogous way to the proof of Lemma 1, we obtain that the solution of (A.4) is given
by the following expression:
If b = 0, a = 0,
x(t) = vs + v′s
1 − e−a(t−s)
a
+ r
a
{
t − s − 1
a
(
1 − e−a(t−s))}
= (h1(s − n) h2(s − n) )CnV0
+ [(h′1(s − n) h′2(s − n) )CnV0 + 1]1 − e−a(t−s)a
+ (−d −c )CnV0 1
a
{
t − s − 1
a
(
1 − e−a(t−s))}
= (h1(t − n) h2(t − n) )CnV0 + 1 − e
−a(t−s)
a
, t ∈ [s, n + 1) ∩ [0, T ].
If b = 0, a = 0,
x(t) = vs + v′s(t − s) +
r
2
(t − s)2 = (h1(s − n) h2(s − n) )CnV0
+ [(h′1(s − n) h′2(s − n) )CnV0 + 1](t − s) + (− d2 − c2 )CnV0(t − s)2
= (h1(t − n) h2(t − n) )CnV0 + (t − s), t ∈ [s, n + 1) ∩ [0, T ].
If b = 0, a2 = 4b,
x(t) = vse− a2 (t−s)
{
1 + a
2
(t − s)
}
+ v′se−
a
2 (t−s)(t − s)
+ r
b
{
1 − e− a2 (t−s) − a
2
(t − s)e− a2 (t−s)
}
= (h1(s − n) h2(s − n) )CnV0e− a2 (t−s)
{
1 + a
2
(t − s)
}
+ [(h′1(s − n) h′2(s − n) )CnV0 + 1]e− a2 (t−s)(t − s)
d c n
{
− a (t−s) a − a (t−s)
}
+ (−
b
−
b
)C V0 1 − e 2 − 2 (t − s)e 2
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If b = 0, a2 > 4b,
x(t) = vs βe
α(t−s) − αeβ(t−s)
β − α + v
′
s
eβ(t−s) − eα(t−s)
β − α
+ r
b
{
1 − β
β − α e
α(t−s) + α
β − α e
β(t−s)
}
= (h1(s − n) h2(s − n) )CnV0 βe
α(t−s) − αeβ(t−s)
β − α
+ [(h′1(s − n) h′2(s − n) )CnV0 + 1]eβ(t−s) − eα(t−s)β − α
+ (− d
b
− c
b
)CnV0
{
1 − β
β − α e
α(t−s) + α
β − α e
β(t−s)
}
= (h1(t − n) h2(t − n) )CnV0 + e
β(t−s) − eα(t−s)
β − α , t ∈ [s, n + 1) ∩ [0, T ],
where
α = −a
2
+
√(
a
2
)2
− b and β = −a
2
−
√(a
2
)2 − b.
If b = 0, a2 < 4b, take R :=
√
b − a24 and
x(t) = vse− a2 (t−s)
{
cosR(t − s) + a
2R
sinR(t − s)
}
+ v′se−
a
2 (t−s) sinR(t − s)
R
+ r
b
{
1 − e− a2 (t−s) cosR(t − s) − a
2R
e−
a
2 (t−s) sinR(t − s)
}
= (h1(s − n) h2(s − n) )CnV0e− a2 (t−s)
{
cosR(t − s) + a
2R
sinR(t − s)
}
+ [(h′1(s − n) h′2(s − n) )CnV0 + 1]e− a2 (t−s) sinR(t − s)R
+ (− d
b
− c
b
)CnV0
{
1 − e− a2 (t−s) cosR(t − s) − a
2R
e−
a
2 (t−s) sinR(t − s)
}
= (h1(t − n) h2(t − n) )CnV0 + e− a2 (t−s) sinR(t − s)
R
,
t ∈ [s, n + 1) ∩ [0, T ].
In conclusion, the solution to problem (A.4), and, therefore K(t, s), for all t ∈ [s, n+ 1)∩
[0, T ], is given byK(t, s) = (h1(t − n) h2(t − n) )CnV0 + g(t − s), (A.5)
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Now, if t ∈ [n + 1 + k,n + 2 + k) ∩ [0, T ] for some k ∈ Z+, K(t, s) is given by
K(t, s) = (h1(t − (n + 1 + k)) h2(t − (n + 1 + k)) )Ck
(
K(n + 1, s)
∂K
∂t
(n + 1, s)
)
,
where
K(n + 1, s) = (h1(1) h2(1) )CnV0 + g(n + 1 − s)
= (C1 C2 )CnV0 + g(n + 1 − s),
and
∂K
∂t
(n + 1, s) = (h′1(1) h′2(1) )CnV0 + g′(n + 1 − s)
= (C′1 C′2 )CnV0 + g′(n + 1 − s);
that yield(
K(n + 1, s)
∂K
∂t
(n + 1, s)
)
= Cn+1V0 +
(
g(n + 1 − s)
g′(n + 1 − s)
)
.
In consequence, for t ∈ [n + 1 + k,n + 2 + k) ∩ [0, T ], k ∈ Z+,
K(t, s) = (h1(t − n − 1 − k) h2(t − n − 1 − k) )
× Ck
[
Cn+1V0 +
(
g(n + 1 − s)
g′(n + 1 − s)
)]
= (h1(t − n − 1 − k) h2(t − n − 1 − k) )Cn+1+kV0
+ (h1(t − n − 1 − k) h2(t − n − 1 − k) )Ck
(
g(n + 1 − s)
g′(n + 1 − s)
)
. (A.6)
The solution we are seeking is such that
v0 = K(0, s) = K(T , s), v′0 =
∂K
∂t
(0, s) = ∂K
∂t
(T , s).
We distinguish two cases.
• If T < n + 1, then n < s < T < n + 1, [T ] = n and, using (A.5), we get
V0 =
(
K(T , s)
∂K
∂t
(T , s)
)
= H (T − [T ])C[T ]V0 +
(
g(T − s)
g′(T − s)
)
,
hence[
I − H (T − [T ])C[T ]]V0 =
(
g(T − s)
g′(T − s)
)
,
which has a unique solution if and only if (15) holds, obtaining
V0 =
[
I − H (T − [T ])C[T ]]−1( g(T − s)′
)
.g (T − s)
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Z
+ and, using (A.6) with n + 1 + k = [T ], we achieve
V0 = H
(
T − [T ])C[T ]−n−1 [Cn+1V0 +
(
g(n + 1 − s)
g′(n + 1 − s)
)]
,
and, therefore,[
I − H (T − [T ])C[T ]]V0 = H (T − [T ])C[T ]−n−1
(
g(n + 1 − s)
g′(n + 1 − s)
)
,
which has a unique solution if and only if (15) is valid
V0 =
[
I − H (T − [T ])C[T ]]−1H (T − [T ])C[T ]−n−1( g(n + 1 − s)
g′(n + 1 − s)
)
.
Case 4 is completed and, therefore, the proof is finished. 
If T > 0 is a positive integer, the proof would be much simpler, but we note that T is
any positive real number.
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