Introduction
Numerical methods are developed in the present paper for approximating the eigenvalues of linear, fourth-order, two-point, boundary-value problems. Such boundary-value problems occur in several areas of applied mathematics, physics, electrical engineering and mechanical engineering; most notably, such problems arise in the theory of vibrations of mechanical systems (see, for example, [l-3,5,6 ,10]).
The ordinary differential equations (ODES) arising in linear, fourth-order, eigenvalue problems are typified by the following:
(I) the EL+ .tir-Bernoulli beam equation
[p(_+qx)]r' -As(x)_v(x) = 0,
(1 1) . 
.
in which a prime denotes differentiation with respect to x. It is clear that (1.2) is a special case of (1.3) when q(x) = 0 in the latter equation, and that (1.1) is a special case of (1.3) when q(x) = T(X) = 0. All three types have been considered in the literature, though it is probably the equation with q(x) = T(X) = 0 and p(x) = 1 which has received most attention. The numerical methods to be developed in the following section of the paper are applicable to all three types of ODE, together with one of two sets of boundary conditions. Numerica! results are reported in the final section (Section 5) of the paper.
Consider, therefore, the linear, fourth-order, homogeneous, self-adjoint, two-point, boundary-value problem consisting of the differential equation
together with one of the following pairs of boundary conditions: Equation (1.4) can be transformed into a system of first-order differential equations. To this end let w = w(x) =y'(x), L' = t'(x) =y"!x) and u = U(X) = y"'(x). Then (1.4) can be written as 
y(x) =o, 6(x) =o, E(X) = -P(X) '
(1.11)
for the type (II) equation (1.2)
and for the type (III) ODE
6(x) = --
All numerical methods will be applied to the points x0, x,, . . . , xN of the grid (1.14)
The theoretical solution of any of the three types of boundary-value problem at the grid points x=xtn, m = 1, 2,... , IV, at which the solution is sought, is obviously
The solution of a convergent numerical method at the same grid point will be denoted by in which I is the identity matrix of order four. Applying (1.7) then gives 
BN &+I_
while the matrices Ek+ I and Fk are embedded in a block matrix g given by
The system of equations described by (2.3) can thus be written as the generalized eigenvalue problem
if=Aiz. (2 7) .
Any change in the boundary conditions (1.5) or (1.6) will be reflected in the submatrices A N+1, Bm EN+, and F, in (2.5) and (2.6).
Using, now, the (2, 2) Pad6 approximant to the exponential term in equation (1.14) leads to the fourth-order equation
where Q*(x) and P*(x) are given by Q*/,x) =DQ(x) + Q'(x) and P*(x) = Q(x)P(x) + DP(x) + P(x)Q(x).
Then, using (1.7) and (3.2) in (3.1) gives (3 1) .
( 3 2) .
( 3 3) .
( 3 94)
=A[(;hP(x+h) -&h*P*(x + h))Y(x i-h) + (;hP(x) + Ah'P*(x))Y(x)] + 0(h5), (3 5)
which, when applied to the points xk, k = 0, 1,. 
. E k+l = +hpk+, -hh*P;+,
and Fk = ;hP, + &h*P;. (3 9 ) .
Clearly, Pi* =P*(x,) and Q$ = Q*<X,>. The system of equations described by (2.3) with (3.6H3.9) cgn thus be written as the generalized eigenvalue problem (2.7), in which the block matrices A and B are compiled using the submatrices given in (3X1)-(3.9).
Computing the eigenvalues
The smallest positive real eigenvalue of the generalized eigenvahre problem (2.7) may be computed using the following procedure.
Firstly, (2.7) is transformed to the usual eigenvalue problem E=ni;,
where c =k-'I? and A = h -I, h > 0. Secondly, the Power Method is used to find the largest eigenvalue of c in (4.1) and its corresponding eigenvector. In fact, the power method is used here without having to find the inverse of block matrix k. Convergence of the sequence (ari} is to A, the largest eigenvalue of the matrix c" in (4.1). The smallest eigenvalue A is therefore the value to which the sequence {a17 ') converges.
To compute all the eigenvalues of the matrix C in (4.1), note first of all that A-' = (Lo>: ' = &lk-l_ Then L-l can be found by solving the system LLi = 5, j = 1, 2,. . . ,4N + 4, for Zj, where ~j is the column vector of ordef 4N + 4, the elements of which are $1 zero except the jth element which is unity. The vector Zj will be the jth column of matrix L-'.
Similarly, C7-' can be computed by solving the system ~~j = ~j, j = 1, 2, . . . ,4N + 4, for zi which, now, is the jth column of the matrix 0-l.
Having determined L-' and u-', the eigenvalue problem (4.1) may be rewritten as the equivalent problem All tire eigenvalues of (4.2) can be determined using the NAG (Numerical Algorithms Group) 
Numerical experiments
Four different eigenvalue problems from the literature [8, 9] are considered in the following numerical examples. In each case the smallest eigenvalue is determined for a series of values of N. In these problems the exact values of the eigenvalues cannot be obtained by analytical methods and so it is assumed (as in [8, 9] ) that the computed value of the smallest eigenvalue obtained using the largest N is the exact (smallest) eigenvalue A,. Comparisons should then be made on the relative error RE of the value k_L-N, obtained using some other value of N, which is computed from the equation (5 1) .
Example 5.1 (Usmani and Isa [8] ). This example consists of the differential equation
subject to the boundary conditions
In [8] , Usmani and Isa used a method with second-order convergence to calculate their results which are reproduced in Table 5 .1. Results obtained using the second-order method of Section Tables 5.2 All computations were performed in double-precision arithmetic using a Pyramid 9820 computer. The columns headed U, S and R in Tables 5.2 and 5.3 give, in seconds, the user time, the system time and, in minutes and seconds, the real time, respectively. The CPU-time is the sum of U and S, each of which is rounded to one decimal place. The final columns of each table give the smallest positive eigenvalue and the associated relative error calculated for the different values of N.
It is seen from the three tables that the numerical results obtained for large values of N, using the fourth-order method of Section 3, are closer to the results of [S] than the correspond- .
and the boundary conditions are given by (5.3). The results of [S] are reproduced in Table 5 .4, while results obtained using the methods of Sections 2 and 3 are given in Tables 5.5 and 5.6, respectively. The present authors suspect that Table 5 . the eigenvalues given in Table 5 The numerical results obtained in [9] using the method given in [9, (2.8)], on grids for which h = 2-'" with Nh = 1 and N + 1 = 2", m = 3, 4,. . . , 8, are given in Table 5 . 7 . Numerical results reported in [9] for the numerical method given in equation (3.5) of that paper, using m = 3-6 only, are also given in Table 5 .7. The present authors suspect that equation [9, (4. 1)] also contains a typographical error and that the differential equation used in [9] should be It was seen, when solving the eigenvalue problems in Examples 5.2 and 5.3 of the present paper, that the fourth-order method of Section 3 gives results which are closer to published results than the second-order method of Section 2. Accordingly, only results obtained using the fourth-order method were obtained, and these are given in Table 5 .8. It is noted once more that the relative errors obtained using this method are superior to those reported in [9] . (Usmani and Sakai [9] ). In this final example the differential equation is also of the second type (1.2) and is given by (e-'y")"+(sin x-A cos x)y=O, O<x<l, (
and the boundary conditions are given by (5.3).
The results obtained in [9] using its formulae (2.8) and (3.5) are reproduced in Table 59 where the values of h, N and m are the same as those used in Example 5.3. The results obtained using the fourth-order method of Section 3 are listed in Table 5 .10.
As in Examples 5.1-5.3, the smallest eigenvalue obtained using the method of the present paper is seen to decrease as N is increased. This is in contrast to the numerical results reported in [8, 9] where the smallest eigenvalue was seen to increase as N was increased. Using a large value of N, the results obtained using the methods of the present paper are in good agreement with those reported in [8, 9] .
Summary
Two finite-difference methods, one second-order convergent and one fourth-order convergent, have been developed and tested for approximating the eigenvalues of three types of linear, fourth-order, two-point, boundary-value problems.
The fourth-order ordinary differential equation was transformed into a system of first-order equations and the numerical methods were derived by replacing the matrix exponential function in a recurrence relation, by one second-order and one fourth-order Pad6 approximant. 
