This paper introduces a time-variant reverberation algorithm as an extension of the feedback delay network (FDN). By modulating the feedback matrix nearly continuously over time, a complex pattern of concurrent amplitude modulations of the feedback paths evolves. Due to its complexity, the modulation produces less likely perceivable artifacts and the time-variation helps to increase the liveliness of the reverberation tail. A listening test, which has been conducted, confirms that the perceived quality of the reverberation tail can be enhanced by the feedback matrix modulation. In contrast to the prior art time-varying allpass FDNs, it is shown that unitary feedback matrix modulation is guaranteed to be stable. Analytical constraints on the pole locations of the FDN help to describe the modulation effect in depth. Further, techniques and conditions for continuous feedback matrix modulation are presented.
I. INTRODUCTION
In over fifty years, 1 artificial reverberation has been investigated from a wide angle of perspectives like the image source model by Allen and Berkley, 2 "colorless" comb filter networks by Schroeder and Logan, 3 the ray-tracing algorithm, 4 and the finite-difference time-domain simulation. 5 Among these approaches, parametric artificial reverberation algorithms, which are based on recurring delay line networks, have had a prominent position due to their computational efficiency. Parametric artificial reverberation algorithms are commonly designed as linear time-invariant filters, whereof the feedback delay network (FDN) is the general structure that has been the superior choice in recent years. 1, 6 To account for physical acoustic changes 1 or to reduce the computational requirements, temporal variations have been incorporated into the artificial reverberation. In the past, either time-varying delay lines or allpass filters have been examined, whereas time-varying feedback matrices have been mentioned, but only a few details were given. 7 This contribution aims to close this gap by providing a theory of time-varying feedback matrices and highlighting shortcomings of the existing methods.
Time-variance is physically motivated by air movement created by temperature differences or physical movement of persons or objects in the room. Rather than producing physically accurate time-variations, the main aim is often to improve the perceptual quality, increase robustness, and lower the computational complexity of reverberation algorithms.
The modulation of the filter coefficients allows one to broaden the room modes in the frequency domain and to break up periodic temporal patterns. It may also help to increase the liveliness of the reverberation tail and naturalize sterile reverberation tails. Karjalainen and J€ arvel€ ainen concluded from an informal listening test that time-variations allow one to lower modal density while the perceptual quality of the late reverberation is preserved. 8 In the context of reverberation enhancement systems (RESs), time-variation has been successfully employed to improve the system's stability and coloration. [9] [10] [11] [12] For example, time-varying allpass filters placed into the feedback loop modulate the resonance peaks and therefore increase the gain-before-instability (GBI). The mathematical formulation of RESs coincide with a generalization of the FDN formulation, 13 and therefore the presented time-variation technique may benefit the perceived quality and stability of RESs.
Generally speaking, every processing unit of the reverberator can be time-variant, whereas those within the feedback loop create greater and more complex effects. Hence, three units can be considered for modulation: delay lines, allpass filters, and feedback matrix.
First, to accurately implement the delay line modulation, fractional delay filters need to be introduced to avoid audible clicks during transition of the delay line length. The fractional delays can be implemented as higher-order finite impulse response (FIR) Lagrange interpolation filters. 11, 14 This fractional delay technique inherently changes the frequencydependent magnitude response. As a result, the deviation from the specified magnitude response within the feedback loop results in inaccurate control of the reverberation time and is therefore not considered in this contribution.
Second, fractional delays can be implemented as infinite impulse response (IIR) allpass filters, 15 which introduces frequency-dependent phase delay, but guarantees accurate control of the magnitude response within the feedback loop. Allpass filters have also been introduced for better control of diffusion and reflection density [16] [17] [18] and have been subject to experimentation with modulation. 12 In this contribution, comb-based allpass filters are reduced to a purely feedback matrix representation, which allows a generalized theory of FDN modulation and points out stability issues of allpass FDNs. Third, the feedback matrix is the core routing element, which together with the length of the delay lines, defines the recurring loop of the FDN. It offers quadratically more parameters to vary simultaneously than the other modulation types and therefore creates a highly complex interwoven modulation pattern. Essentially, every single entry of the feedback matrix undergoes a different amplitude modulation, whose multitude superposition helps to cover obvious modulation effects.
This contribution is dedicated to the exploration of the properties and possibilities of feedback matrix modulation in FDNs. In Sec. II, we give a brief introduction to the timeinvariant FDN and the class of lossless feedback matrices. In Sec. III, the allpass FDN is reduced to a standard FDN. In Sec. IV, we examine different aspects of time-varying FDNs including the distribution of poles, choice of modulation matrices, time-varying stability, and the effects on the reverberation. In Sec. V, we present the results of a listening test assessing the possible quality enhancement through FDN modulation.
II. FEEDBACK DELAY NETWORK
A. General structure
The standard FDN (see Fig. 1 ) is given in time domain by the relation 21 yðnÞ ¼ c T sðnÞ þ dxðnÞ;
sðn þ mÞ ¼ AsðnÞ þ bxðnÞ;
where xðnÞ and yðnÞ are the input and output values at time sample n, respectively, and ðÁÞ T denotes the transpose operation. The FDN dimension N is the number of delay lines and to emphasize the dimension, we occasionally write N-FDN. The matrix A 2 C NÂN is the f eedback matrix, b and c are N Â 1 column vectors for input and output gains, and d is the direct signal gain. When considering time domain processing, all coefficients are real values, though for the sake of generality, the theory is presented in the complex domain. The lengths of the N delay lines in samples are given by the vector m ¼ ½m 1 ; …; m N . The vector sðnÞ 2 C NÂ1 denotes the delayline outputs at time n. The vector argument notation sðn þ mÞ abbreviates the vector ½s 1 ðn þ m 1 Þ; …; s N ðn þ m N Þ.
The transfer function of the FDN given in Eq. (1) is then
where DðzÞ ¼ diagð½z
The order of the system (2) is equal to the sum of the delay-line lengths
As any causal, linear and time-invariant IIR filter can be represented in state-space formulation, the transfer function (2) can also be given as 21
whereÃ 2 CÑ ÂÑ , b, c 2 CÑ Â1 , and d 2 C. The poles of the transfer functions (2) and (4) are the roots of the characteristic polynomial
The state-space formulation of the second state-transition equation in Eq.
(1) can be given as sðnÞ ¼Ãsðn À 1Þ þ bxðnÞ;
wheres is theÑ Â 1 state vector describing the complete set of signals in the delay lines.
B. Lossless FDN
To design FDNs, it is common practice to first design the system to be lossless. 20, 21 If all energy fed into the FDN remains unattenuated in the feedback loop, a smooth frequency-dependent reverberation time can be ensured by extending every delay element with a frequency-dependent attenuation. 17 We refer to this structure as the standard FDN. It has been shown that the FDN is lossless if its statespace matrixÃ is lossless, i.e., all eigenvalues ofÃ lie on the unit circle and the eigenvectors ofÃ are linearly independent. 21 A widely used subclass of lossless matrices are the unitary matrices, which are the main focus of the present work as they exhibit favorable properties in the context of modulation.
A unitary feedback matrix A has been found to be a sufficient and necessary condition forÃ to be unitary, 20 so that the lossless property can be discussed on the level of a delay-based formulation as in Eq. (1). Later, Rocchesso and Smith extended the proof to lossless feedback, matrix A being a necessary and sufficient condition for lossless FDNs. 21 The following discussion of the allpass FDN is an example of a non-unitary, but lossless FDN. 
III. ALLPASS FDN AS STANDARD FDN
In contrast to the standard FDN, the allpass FDN extends every delay additionally with an allpass filter composed in series. 17 If the matrix of the standard FDN is unitary, the closed-loop of the allpass FDN has been proven to be lossless and falls into the category of unitary networks, 22 i.e., matrices of transfer functions UðzÞ, with UðzÞ H UðzÞ ¼ I. Hereby, ðÁÞ H denotes the complex conjugate and transpose operation and I is the identity matrix.
In the following, we show that an allpass FDN is equivalent to a standard non-unitary, but lossless FDN of higher dimension. The transformation is valid for any allpass filters, but for the sake of simplicity and because of the common appearance in literature, 23 only comb-based allpass filters are considered here.
By means of the state-space formulation (4), it is clear that any linear time-invariant IIR filter can be translated into an FDN, with the FDN dimension being equal to the IIR filter order. However, depending on the structure of the IIR filter, the minimum dimensionality of the according FDN is typically far lower. Essentially, all subsequent delay units with all input and output taps having zero gain, except the beginning and the end, can be kept together and represented as a single delay unit in the FDN. Consequently, the minimum FDN dimension of an IIR filter is equal to the number of uninterrupted delay sections. 24 A comb-based allpass filter is given by the transfer function
where m 0 is the length of the allpass delay line and g the feedforward and feedback gain. The series of a delay line and an allpass filter in a feedback loop is depicted in Fig. 2(a) . The corresponding transfer function is given by
where a is the gain of the outer feedback loop. We show that the standard FDN structure given in 
whereas the first equation is a consequence of Cramer's rule. 25 Consequently, the two representations are equal. 
Because a unitary network is lossless, it can be concluded that A AP is lossless if Q is unitary and À1 < g i < 1 for all i. 
IV. TIME-VARIANT FDN
The time-variant version of the FDN is defined by replacing the state update function in Eq. (1) with sðn þ mÞ ¼ AðnÞ sðnÞ þ bxðnÞ; (11) where AðnÞ is the time-variant feedback matrix at the time sample n. Similarly, Eq. (6) can be formulated in a timevariant version as
It is also possible to choose time-variant b, c, and d and, respectively, b, c, and d, but as these coefficients are the FIR part of the FDN it would solely result in a convolutive modulation without adding extra complexity. Using the theory described in Sec. III, the time-varying allpass filters in an FDN can be reduced to a time-varying feedback matrix of a standard FDN.
For the time-invariant linear filter, it is common to describe its behavior by means of the system's zero and pole locations. Especially for highly recursive filters like the FDN, the placement of the poles determines the spectral and temporal properties. Time-variation of the feedback matrix results in modulation of the zero and pole locations. Thereby, the filter behavior cannot be described anymore completely from the zero and pole locations. For instance, the direct relation of the filter stability to the pole locations is lost.
In the following, we first examine the stability of timevarying FDNs. Second, we determine the constraints on the distribution of the FDN poles. Third, a technique to alter the feedback matrix continuously is presented. Finally, the histogram of the pole distribution under modulation is presented.
A. Stability of time-variant FDNs
Whereas time-invariant stability derives directly from the system pole location inside the unit circle of the z-plane, this classic criterion is not sufficient for the time-variant case. There are even unstable time-varying filters whose coefficients at any given time are those of a stable timeinvariant filter. 26 Here, stability is understood as bounded-input=bounded -output (BIBO) stability, i.e., given a series of impulse responses hðn; iÞ, which is the output of the time-varying filter observed at time n when excited by an impulse at time i, BIBO stability is then defined as 26 BIBO stable () 9G; 8n :
Naturally, lossless FDNs are not BIBO stable and in practical application a state-transition gain < 1 is introduced to control the length of the reverberation tail produced by the FDN. 20 Hence, instead of discussing the stability of the pure state transition matrixÃðnÞ, we choose to use in the following the diminished matrixÃðn; Þ :¼ ÃðnÞ.
As an example, let us consider an unstable time-varying allpass FDN. For N ¼ 2 and all delays ½m 1 ; m 2 ; m 5 for all even n:
As we argued earlier, the state transition matricesÃ AP ðnÞ are lossless for every n, and consequentlyÃ AP ðn; Þ is stable for every < 1. However, the absolute value of the largest eigenvalue of two consecutive state transition matrices togetherÃ AP ðn; 1Þ ÃÃ AP ðn þ 1; 1Þ is 1.25 and therefore this time-variant allpass FDN is not stable for every < 1. Laroche has noted in Ref. 26 that stability can be ensured for time-varying filters by constraining the amount of variation. Although this is possible, the underlying variation in the magnitude of the pole locations is a critical obstruction for a smooth reverberation as it emphasis certain frequencies in the reverberation tail. For this reason, the allpass FDN is excluded from the following analysis.
Fortunately, we can show that the stability of a subclass of time-varying FDNs has a simple criterion. Given the time-variant version of the state-space formulation in Eq. (12), Laroche has shown the following for the stability of time-varying filter. 26 Theorem 1.
9 s 2 R; 0 s < 1; 9 T 2 CÑ ÂÑ ; T non-singular;
where k Á k 2 denotes the Euclidean norm. For any unitary matrix the Euclidean norm is equal to 1. 27 As we have stated before the state transition matrix AðnÞ is unitary if and only if the feedback matrix AðnÞ is unitary. Consequently, if all feedback matrices AðnÞ are unitary, for any < 1, there is a s < 1, such that kÃðn;Þk 2 ¼ < s for all n, which ensures according to Eq. (18) a BIBO stable time-varying FDN. Here, the matrix T is chosen to be the identity matrix. Please note, that this criterion is not applicable to the allpass FDN as there does not exist a timeinvariant matrix T that transforms different time-varying allpass feedback matrices to a unitary matrix. 26 Before we examine the particular locations of the poles and how they change over time due to filter coefficient variation, some constraints on the distribution of poles in lossless FDNs are given.
B. Analytic constraints on the pole distribution of poles
The
The criterion for FDNs to have their poles necessarily distributed uniformly is derived in the following steps: Firstly, Lemma 1 is provided that gives a general representation of the characteristic polynomial with arbitrary delay matrices. Secondly, Lemma 1 is applied to the characteristic polynomial of the standard FDN pÃ in Eq. (5) and the condition on the sparseness of this characteristic polynomial is derived. Thirdly, the Theorem 2 of Hayman on sparse polynomials is reviewed. Finally, the theorem is applied to derive the equidistribution of the poles from the sparseness of the polynomial.
We prove a general theorem on characteristic polynomials on arbitrary delay matrices. 
with
NÀjI j det AðI c Þ; for I k 6 ¼ ; 0; otherwise; 
Equation (19) follows from Lemma 1 by substituting z i with the delay units z Àm i . The number of non-zero coefficients in pÃ does not exceed the number of all combinations of m 1 ; …; m N , hence 2 N . We call an FDN sparse if the corresponding characteristic polynomial is sparse, e.g., ifÑ ) 2 N . The following theorem of Hayman 29 constrains the possible angular distribution of the roots of sparse polynomials.
Theorem 2. Let p be a complex polynomial of degree K with at most k of the coefficients c 0 ; c 1 ; …; c K non-zero and with pð0Þ ¼ 0.
where N a;b ðpÞ is the number of roots of p in sector Sða; bÞ :¼ fre i/ jr > 0 and a / bg counted with multiplicities. The term ða À bÞK=2p denotes the number of roots in the sector Sða; bÞ if the root angles are distributed equally. Consequently, the root angles of p are distributed equally except for an error which depends linearly on the number of non-zero coefficients of p. The motivating example is, of course, pðzÞ ¼ z K À 1, where the roots are equally spread on the unit circle. The theorem gives, for example, that every sector with a À b > 2pðk À 1Þ=K contains at least one root of p.
30
Theorem 2 can now be applied to the characteristic polynomial pÃ. IfÑ ) 2 N , then pÃ is sparse and, consequently, the pole angles of pÃ are nearly uniformly distributed.
In practice, FDN delay lengths are typically tuned to a few thousands samples, so that for N 8 the FDN can be considered as sparse. However, e.g., for N ¼ 16, the sparseness does not hold in general. A non-sparse FDN can have very different distributions of the poles depending on the feedback matrix. For instance, a 16-FDN with all delays being three samples long can have clustered poles with an identity feedback matrix [see Fig. 3(a) ], and equally distributed poles with an shifted identity feedback matrix [see Fig. 3(b) ]. But if we randomly sample the space of unitary matrices and gather the pole locations, we can observe a flat distribution of poles over the whole frequency range [see Fig. 3(c) ].
When we iterate through different feedback matrices in the following, we take these analytic and experimental results for good reasons not to expect large clusters or gaps in the angular pole distribution. Section IV D introduces continuous variation of the feedback matrix.
C. Continuous feedback matrices variation
The modulation of the feedback matrix is essentially a modulation of the matrix entries. Therefore, to avoid audible clicks during transition, the variation of the matrix entries has to evolve continuously. This section explains conditions and techniques to achieve continuous feedback matrix modulation while maintaining the stability of the FDN.
Let us first consider time-variation of the feedback matrix introduced by a recursive update
where R is the fixed update matrix. To maintain losslessness, the matrices Að0Þ and R are chosen to be unitary. Consequently, AðnÞ is unitary for all n.
27
To achieve continuous variation of the feedback matrix in Eq. (22), every matrix entry has to evolve in small steps.
The Frobenius norm k Á k F , which is defined as
, is used to measure the amount of change of the feedback matrix values. The closer two different matrices are the smaller is the Frobenius norm of the difference matrix. More precisely, kAðn þ 1Þ À AðnÞk F is an upper bound for the change of every coefficient in two consecutive matrices. We examine the continuity of one update step of the feedback matrix
where the constant c ¼ kAðnÞk F . The first step from (23a) to (23b) is a consequence of the Frobenius norm being submultiplicative. 27 As any unitary matrix R can be decomposed into R ¼ UKU H with unitary U and the diagonal eigenvalue matrix K, the second step in (23b) follows. The Frobenius norm is unitary invariant, 27 i.e., for any matrix A and a unitary U we have kAk F ¼ kUAU H k F . Applying the invariance in Eq. (23c) gives then the final upper bound for the update-the distance of the eigenvalues k i of R to 1. The closer the eigenvalues k i are to 1, the closer are the matrix entries of the two consecutive feedback matrices. For the considered scenario, the evolution of the feedback matrix over time depends only on the exponential evolution of the eigenvalues of the fixed rotation matrix R, as in Eq. (22):
Because R is unitary, all eigenvalues have magnitude of 1 and therefore k n i ¼ expðÀin/k i Þ, where k i is the polar angle of the eigenvalue k i and i ¼ ffiffiffiffiffiffi ffi À1 p . The modulation frequency of the ith eigenvalue is determined by the quotient /k i =2p. However, the modulation amplitude is always the full cycle. We call the modulation synchronous if all eigenvalues are equal, and otherwise asynchronous.
To have control over the modulation amplitude, we introduce a diagonal matrix of modulation functions UðnÞ ¼ diagð½/ 1 ðnÞ; / 2 ðnÞ; …; / N ðnÞÞ. Generalizing Eq. (24), we have
where the matrix power is an entry wise operation
Typically, the modulation functions of U are triangle waves, where the triangle frequency is equal to the modulation frequency l F of the feedback matrix and the triangle amplitude determines, together with the eigenvalue angle, the matrix modulation amplitude. More precisely, l A ¼ max½/ i /k i is the maximal angular variation from the original eigenvalue location. Because of the circular nature of the eigenvalue evolution, only l A p are meaningful as a modulation amplitude. Please note that Eq. (25) results in a time-varying rotation matrix and the fixed update in Eq. (24) can be realized by choosing / i ðnÞ ¼ n for all i. Figure 4 depicts the effect of linear update on the FDN system poles between 3 and 5 kHz. If there is no modulation [see Fig. 4(a) ], the poles are static. For a synchronous rotation matrix, a periodic movement is visible-two periods in the slower rotation [see Fig. 4(b) ] and four periods in the faster rotation [see Fig. 4(c) ]. For more complex textures, the eigenvalue angles can be spread to increase the length of the modulation period [see Fig. 4(d) ].
D. Histogram of angular pole distribution
As the locations of the system poles evolve over time, the histogram of the locations can help to visualize the modes of the resulting FDN. Closely positioned poles and static poles emphasize certain frequencies, which causes coloration in the reverberation tail and instability. To avoid this, it is desirable to achieve flat pole distribution histograms. Figure 5 results from accumulating the pole movement frames for the four settings in Fig. 4 . For better visualization, the accumulation is smoothed by a Hann window with the width of 128 Hz. Peaks in the number of occurrences indicate static or multiple poles. No modulation leads to distinct peaks wherever the poles happen to be in the first place [see Fig. 5(a) ]. With the introduction of synchronous modulation these peaks start to smear out considerably, whereas the speed of the modulation, as shown in Figs. 5(b) and 5(c) , has, of course, no influence on the accumulation. Applying asynchronous modulation brings then a further improvement in the flat distribution of the pole occurrence over frequency. Using the standard deviation as a simple "flatness" measure-the lower the standard deviation, the flatter- Fig. 6 summarizes the increase in flatness with more complex modulation.
E. Effect of FDN modulation
In this section, we describe some of the audible effects of recursive modulation in FDNs. From informal listening, we can say that modulations up to 4 Hz may be perceived as smooth and natural, but is highly dependent on the particular stimulus, e.g., tonal stimulus are more sensitive to the chorus effects of the amplitude modulation of the feedback matrix. Synchronous modulation of all eigenvalues of the update matrix creates easily perceivable beating, so that generally a modulation frequency spread of 650% is applied.
It is well known that amplitude modulation of a signal produces two adjacent sidebands with a distance of the modulation frequency to the main signal. If the amplitude modulation is then applied over and over again, as happens within modulated FDNs, the neighboring bands are added recursively. Consequently, a sine wave input eventually broadens to a band filling noise (see Fig. 7 ). The addition of sidebands is especially audible for tonal signals like pianos and vibraphones.
Even if the frequency content broadens over time, it still remains close to the input signal frequency. Hence, for slow modulation it is possible to control the frequency dependent reverberation time, i.e., the time needed for the energy in a frequency band to decay by 60 dB. The plots in Fig. 8 show the energy decay relief (EDR), i.e., a frequency dependent energy decay curve, 31 of impulse responses of different modulation types: no modulation, allpass modulation, and unitary modulation. The EDR indicates the amount of remaining energy in the impulse response at time-frequency cells. Smooth and high quality reverberation is characterized by equal decay rates in neighboring bands. For better comparison, the Frobenius norm of the update difference is identical for unitary and allpass modulation. It can be seen that the reverberation time for the non-modulation and the unitary modulation cases are unaltered. For allpass FDNs, though, modulations makes the control of the reverberation time inaccurate and, much worse, introduces ringing modes within the reverberation tail (see Fig. 8 ). This result is in line with the stability analysis given above.
Another aspect of modulation is the liveliness, which is produced by the spatial movement of the reflections. For stereo and multichannel reverberators, signals are taken from different points of the FDN and distributed among the output channels. The feedback matrix is a routing matrix, which redistributes the signal from some delay lines to others. By changing the feedback matrix, the routing and therefore the output to the channels is different. As a result, the listener experiences a complex superposed spatial movement of the reverberating sound. Adding liveliness can increase the perceived quality of the reverberation of large halls and churches and reduce the sterile character of high fidelity parametric reverberators.
V. PERCEPTUAL PERFORMANCE EVALUATION
In a listening test, we have evaluated the quality enhancement for the artificial reverberation, which can be gained by means of feedback matrix variation. 1 and serves here as a good reference, whereas the standard 8-FDN w/o is too small to achieve satisfying echo and mode density. However, the 16-FDN is 3 to 4 times more computationally costly then the 8-FDN and the 8-FDN is also 4 times more memory efficient, as it uses half the delay lines and half the delay length to compensate for the reduced echo density. The third condition, 8-FDN w/, is identical to 8-FDN w/o except for the feedback matrix modulation. We used the general modulation of Eq. (25) with triangle waves for flexible control. The original and the reverberated sound were mixed equally.
Pre-test informal listening has suggested that it is undesirable to modulate low frequencies. Low tonal signals are more vulnerable to the emerging side-bands and are easily perceived as detuned. Also, the spatial impression is distorted through modulation. What can be regarded as liveliness in the mid and high ranges, creates an unnatural sense of sound "drifting" in the lower range. Hence, all listening items were split at about 400 Hz and only in the higher portion modulation was applied.
A group of 17 listeners was asked to rate the overall perceived quality of the reverberation. Seven of the listeners were trained Tonmeisters and acousticians, and are regarded as expert listeners in this test. All three conditions and the original signal were presented at the same time. The participants were asked to rate the conditions on an absolute quality scale from "bad" to "excellent" and 0 to 100 points, respectively. It was possible to loop and switch instantaneously between the conditions. The test was carried out using STAX headphones.
B. Perceptual quality of time-variant FDNs
All test items are sampled at 48 kHz and are taken from the Sound Quality Assessment Material recordings for subjective tests (SQAM). 32 The test items "piano," "snare," "French," and "casta" are recordings of a solo piano, a snare drum roll, a male French speaker, and a castagnette rhythm. They were selected to contain a smallest possible amount of recorded reverberation. As the characteristics of each item react quite differently to modulation, it is difficult to determine a universal set of parameter values. Depending on the item, the modulation frequency was in the range of 0.1-6 Hz and the amplitude around 0.5-1.0 of the maximum amplitude. The "piano" item was modulated slowly, but strongly, whereas the "casta" item was modulated fast and with small amplitude. The drum and speaker items were both modulated with mid range settings.
The Fig. 9 shows the listening test results. To emphasize the relative rating to the 8-FDN w/, the box plot is calculated from the difference between the 8-FDN w/ rating and the other two conditions. According to Ref. 33 , the median and percentiles properly visualizes the underlying distribution of the collected data.
Consistently, for all listeners over all items [ Fig. 9(a) ], the 8-FDN w/o was rated with lower quality than its modulated counterpart. Whereas, the 16-FDN w/o was rated higher than the 8-FDN w/, but generally closer to 8-FDN w/ than the 8-FDN w/o. For the 8-FDN w/o, for all items and the pooled rating the interquartile-ranges (IQRs) from the first to third quartile are < À20 points and the medians are < À40. Only the piano sample is rated relatively higher, but still the IQR is < À10 points and the median at almost À30 points. The median values of the 16ÀFDN ranges from 0 to 20 points and the IQRs is within [À30, 30] points. The expert listeners [ Fig. 9(b) ] were generally more consistent, all IQRs are smaller. This shows that quality assessment of overall reverberation quality is a task, which requires professional experience from the listener. The expert listeners also rated the 8-FDN w/o lower and the 8-FDN w/ closer to the 16-FDN w/o, hence appreciating the modulation effect more than the general audience.
The significance levels as shown in Table I are calculated according to the Wilcoxon rank sum test 34 and confirm the perceived distinction between 8-FDN w/o and the other two conditions. It also demonstrates the lack of qualitative difference between 8-FDN w/ and 16-FDN w/o and supports the use of modulation for quality enhancement. Thereby, the expert listeners are consistent in judgment to the whole group of listeners. The listening test results suggest that appropriate modulation can help to improve the perceived quality of FDNs. Participants report improvement of the mode density, realistic liveliness of the reverberation tail and more natural spatial impression. It should be noted that with efficient implementation of 8-FDN w/, the computational and memory requirements can be lowered compared to 16-FDN w/o.
VI. CONCLUSION
We have presented the theory and application of feedback matrix modulated FDNs. A unified theory including allpass modulated FDNs was developed. The unitary feedback matrix modulation was shown to be superior to the allpass modulation in respect to the stability criterion and robustness of the reverberation time. An extensive study of the FDN pole locations and their movement and distribution with feedback modulation was conducted. We also documented the beneficial impact of modulation on the overall perceived quality of the reverberation via a listening test. All participants rated the modulated FDN considerably higher than a non-modulated FDN.
One remaining open question is how much, how fast, and for which frequencies modulation should be applied. The current investigation suggests that tonal components react differently to modulation than transient. Also, lower frequencies have to be treated more carefully than higher. 
