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In this thesis we study the theoretical foundations of distributed computing. Distributed computing
is concerned with graphs, where each node is a computing unit and runs the same algorithm. The
graph serves both as a communication network and as an input for the algorithm. Each node
communicates with adjacent nodes in a synchronous manner and eventually produces its own output.
All the outputs together constitute a solution to a problem related to the structure of the graph.
The main resource of interest is the amount of information that nodes need to exchange. Hence the
running time of an algorithm is defined as the number of communication rounds; any amount of
local computation is allowed.
We introduce several models of distributed computing that are weaker versions of the well-established
port-numbering model. In the port-numbering model, a node of degree d has d input ports and d
output ports, both numbered with 1, 2, . . . , d such that the port numbers are consistent. We denote
by VVc the class of all graph problems that can be solved in this model. We define the following
subclasses of VVc, corresponding to the weaker models:
VV: Input and output port numbers are not necessarily consistent.
MV: Input ports are not numbered; nodes receive a multiset of messages.
SV: Input ports are not numbered; nodes receive a set of messages.
VB: Output ports are not numbered; nodes broadcast the same message to all neighbours.
MB: Combination of MV and VB.
SB: Combination of SV and VB.
This thesis presents a complete classification of the computational power of the models. We prove
that the corresponding complexity classes form the following linear order:
SB ( MB = VB ( SV = MV = VV ( VVc.
To prove SV = MV, we show that any algorithm receiving a multiset of messages can be simulated
by an algorithm that receives only a set of messages. The simulation causes an additive overhead of
2∆− 2 communication rounds, where ∆ is an upper bound for the maximum degree of the graph.
As a new result, we prove that the simulation is optimal: it is not possible to achieve a simulation
overhead smaller than 2∆− 2. Furthermore, we construct a graph problem that can be solved in
one round of communication by an algorithm receiving a multiset of messages, but requires at least
∆ rounds when solved by an algorithm receiving only a set of messages.
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Tämä tutkielma käsittelee hajautetun laskennan teoreettisia perusteita. Hajautetussa laskennassa
tarkastellaan verkkoja, joissa jokainen solmu on laskentayksikkö ja suorittaa samaa algoritmia. Verkko
määrittelee solmujen väliset kommunikaatioyhteydet ja on samalla syöte algoritmille. Kukin solmu
kommunikoi viereisten solmujen kanssa synkronisesti ja tuottaa lopulta oman tulosteensa. Solmujen
tulosteet yhdessä muodostavat ratkaisun johonkin verkon rakenteeseen liittyvään ongelmaan. Tärkein
algoritmien käyttämä resurssi on siirrettävän informaation määrä. Näin ollen algoritmin ajoaika
määritellään kommunikaatiokierrosten lukumääräksi; solmut voivat tehdä mielivaltaisen paljon
paikallista laskentaa.
Tutkielmassa esitellään useita hajautetun laskennan malleja, jotka ovat heikompia versioita paljon
tutkitusta porttinumerointimallista. Porttinumerointimallissa asteluvun d solmulla on d tulevaa
porttia ja d lähtevää porttia, ja molemmat on numeroitu luvuilla 1, 2, . . . , d siten, että tulevien ja
lähtevien porttien numerointi on konsistentti. Kaikkien tässä mallissa ratkeavien verkko-ongelmien
luokasta käytetään merkintää VVc. Työssä määritellään seuraavat luokan VVc aliluokat, jotka
vastaavat heikompia laskennan malleja:
VV: Tulevien ja lähtevien porttien numerointi ei ole välttämättä konsistentti.
MV: Tulevia portteja ei ole numeroitu; solmut vastaanottavat monijoukon viestejä.
SV: Tulevia portteja ei ole numeroitu; solmut vastaanottavat joukon viestejä.
VB: Lähteviä portteja ei ole numeroitu; solmut lähettävät saman viestin kaikille naapureilleen.
MB: Luokkien MV ja VB yhdistelmä.
SB: Luokkien SV ja VB yhdistelmä.
Tässä tutkielmassa esitetään mallien laskennallisen voiman täydellinen luokittelu. Malleja vastaavien
vaativuusluokkien todistetaan muodostavan seuraavan lineaarisen järjestyksen:
SB ( MB = VB ( SV = MV = VV ( VVc.
Yhtälön SV = MV todistamiseksi osoitetaan, että mitä tahansa algoritmia, joka vastaanottaa
monijoukon viestejä, voi simuloida algoritmilla, joka vastaanottaa vain joukon viestejä. Simulaatio
kasvattaa ajoaikaa 2∆− 2 kommunikaatiokierroksella, jossa ∆ on yläraja verkon maksimiasteluvulle.
Uutena tuloksena tutkielmassa todistetaan, että simulaatiotulos on optimaalinen: lisäkierroksia
tarvitaan vähintään 2∆− 2. Lisäksi määritellään verkko-ongelma, joka voidaan ratkaista yhdessä
kommunikaatiokierroksessa monijoukon viestejä vastaanottavalla algoritmilla, mutta joka vaatii
vähintään ∆ kierrosta, kun se ratkaistaan vain joukon viestejä vastaanottavalla algoritmilla.
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This thesis studies the theoretical foundations of distributed computing. For our purposes,
a distributed system is a graph, where each node is a computing unit. Each node runs the
same deterministic algorithm. The same graph serves both as a communication network
and as an input for the algorithm. The nodes communicate with adjacent nodes in a
synchronous manner and eventually each node produces its own output. The outputs
together constitute a solution to a problem related to the structure of the graph. In
distributed computing, the main resource of interest is the amount of information that
nodes need to exchange. Hence the running time of an algorithm is defined as the number
of communication rounds until all nodes have stopped; any amount of local computation
during each round is allowed.
We introduce several models of distributed computing that are weaker versions of
the well-established port-numbering model. In the port-numbering model, a node has
an input port and an output port for each of its neighbours. Both the input ports
and the output ports of a node of degree d are numbered with an unique number from
{1, 2, . . . , d} such that the ports connected to the same neighbour have the same number.
We denote by VVc the class of all graph problems that can be solved in this model. We
define the following subclasses of VVc, corresponding to the weaker models:
VV: Input and output ports connected to the same neighbour do not necessarily
have the same number.
MV: Input ports are not numbered; nodes receive a multiset of messages.
SV: Input ports are not numbered; nodes receive a set of messages.
VB: Output ports are not numbered; nodes broadcast the same message to all
neighbours.
MB: Combination of MV and VB.
SB: Combination of SV and VB.
There are some trivial containment relations between the classes, such as SV ⊆
MV ⊆ VV ⊆ VVc. However, some classes, such as VB and SV, are seemingly orthogonal.
Somewhat surprisingly, it turns out that the classes form a linear order. This thesis
presents a complete classification of the computational power of the models. We prove
that the corresponding complexity classes satisfy the following relations:
SB ( MB = VB ( SV = MV = VV ( VVc.
For each class, we also define the subclass of problems solvable in constant time inde-
pendent on the size of the input graph. The same containment relations hold for the
constant-time versions of the classes.
The most important results of this thesis are related to the relationship between the
classes SV and MV. To prove SV = MV, we show that any algorithm receiving a multiset
of messages can be simulated by an algorithm that receives only a set of messages. The
simulation causes an additive overhead of 2∆− 2 communication rounds, where ∆ is an
upper bound for the maximum degree of the graph. We also prove that this is optimal:
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it is not possible to achieve a simulation overhead smaller than 2∆− 2. Furthermore,
we construct a graph problem separating the models of computing. The problem can
be solved in only one round of communication by an algorithm receiving a multiset of
messages, but requires at least ∆ rounds when the algorithm receives a set of messages.
1.1 Overview
The outline of this thesis is as follows. In Section 2 we formally define the models
of computing considered as well as what it means to solve a graph problem. We also
introduce tools needed later in this thesis. We conclude the section by discussing the
history and motivation behind this work and by giving an overview of related work. In
Section 3 we prove the equalities between complexity classes and in Section 4 we prove
the inequalities between complexity classes. In Section 5 we prove the lower-bound results
related to the classes SV and MV. Finally, the thesis is concluded in Section 6, in which
we also mention some open problems.
This thesis is partly based on a conference report [29] and a subsequent journal
article [30], coauthored by the author of this thesis. The equality SV = MV in Section 3.1
was proved by the author of this thesis, while other results in Sections 3 and 4 are from
coauthors or from prior work. The lower-bound results related to the classes SV and MV
in Section 5 are new and unpublished. As for definitions and notation, we mostly follow
Hella et al. [30] in this thesis.
As a prerequisite, we assume that the reader is familiar with the basic concepts of
discrete mathematics, and graph theory in particular.
1.2 Notation
We use fairly standard notation in this thesis. The set of natural numbers including
0 is denoted by N = {0, 1, . . .}, and without 0 by N+ = {1, 2, . . . , }. For each k ∈ N+,
we use the notation [k] = {1, 2, . . . , k}. By v = (a1, a2, . . . , ai) we denote a sequence
of length i ∈ N. If i = 0, then v is the empty sequence ∅. Thus we identify the
empty sequence with the empty set. If R is a binary relation, we denote its inverse by
R−1 = {(a, b) : (b, a) ∈ R}.
Let G = (V,E) be a graph. We use the terms node and vertex for elements v ∈ V
interchangeably. The elements of E are unordered pairs {v, u}, where v, u ∈ V , and are
called edges. We denote the degree of node v ∈ V by degG(v) = |{u ∈ V : {v, u} ∈ E}|.
Given vertices v, u ∈ V , we write distG(v, u) for the distance between v and u, that is, the
minimum number of edges that need to be traversed to get from v to u. If the graph G
is clear from the context, we write simply deg(v) and dist(v, u). All graphs in this thesis
are assumed to be simple and undirected.
1.3 Acknowledgements
I am very grateful to my supervisor Jukka Suomela for his guidance and helpful discussions
related to this work. I am also very grateful to my thesis advisors Juha Kontinen and
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2 Preliminaries
In this section, we define our objects of study: distributed algorithms and graph problems.
In addition, we introduce tools and results that will prove useful later in the investigation
of relations between different models of computing.
2.1 Distributed Algorithms
We define distributed algorithms as state machines. They are executed in a graph such
that each node of the graph is a copy of the same state machine. Nodes can communicate
with adjacent nodes. In this work, we consider only deterministic state machines and
synchronous communication.
In the beginning of execution, each state machine is initialised based on the degree of
the node and the possible local input given to it. Then, in each communication round,
each state machine performs three operations:
(1) sends a message to each output port,
(2) receives a message from each input port,
(3) moves to a new state based on the received messages.
If the new state is a special stopping state, the machine halts. The local output of the
node is its state after halting. Next, we will define distributed systems more formally.
2.1.1 Inputs and Port Numberings
Consider a graph G = (V,E). An input for G is a function f : V → X, where X is a
finite set such that ∅ ∈ X. For each v ∈ V , the value f(v) is called the local input of v.
A port of G is a pair (v, i), where v ∈ V is a node and i ∈ [deg(v)] is the number of
the port. Let P (G) be the set of all ports of G. A port numbering of G is a bijection
p : P (G)→ P (G) such that
p(v, i) = (u, j) for some i and j if and only if {v, u} ∈ E.
Intuitively, if p(v, i) = (u, j), then (v, i) is an output port of node v that is connected to
an input port (u, j) of node u. We say that a port numbering p is consistent if we have
p(p(v, i)) = (v, i) for all (v, i) ∈ P (G),
or, in other words, if the input port and the output port connected to the same neighbour
always have the same number.
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2.1.2 State Machines
For each positive integer ∆, denote by F(∆) the class of all simple undirected graphs of
maximum degree at most ∆. Let X 3 ∅ be a finite set of local inputs. A distributed state
machine for (F(∆), X) is a tuple A = (Y,Z, σ0,M, µ, σ), where
– Y is a set of states,
– Z ⊆ Y is a finite set of stopping states,
– σ0 : {0, 1, . . . ,∆} ×X → Y is a function that defines the initial state,
– M is a set of messages such that  ∈M ,
– µ : Y × [∆] → M is a function that constructs the outgoing messages, such that
µ(z, i) =  for all z ∈ Z and i ∈ [∆],
– σ : Y ×M∆ → Y is a function that defines the state transitions, such that σ(z,m) =
z for all z ∈ Z and m ∈M∆.
The special symbol  ∈M indicates “no message” and ∅ indicates “no input”.
2.1.3 Executions
Let G = (V,E) ∈ F(∆) be a graph, let p be a port numbering of G, let f : V → X be an
input for G, and let A be a distributed state machine for (F(∆), X). Then we can define
the execution of A in (G, f, p) as follows.
The state of the system in round r ∈ N is represented as a function xr : V → Y ,
where xr(v) is the state of node v in round r. To initialise the nodes, set
x0(v) = σ0(deg(v), f(v)) for each v ∈ V.
Then, assume that xr is defined for some r ∈ N. Let (u, j) ∈ P (G) and (v, i) = p(u, j).
Now, node v receives the message
ar+1(v, i) = µ(xr(u), j)
from its port (v, i) in round r + 1. For each v ∈ V , we define a vector of length ∆
consisting of messages received by node v in round r + 1 and the symbol :
ar+1(v) = (ar+1(v, 1), ar+1(v, 2), . . . , ar+1(v,deg(v)), , , . . . , ),
where the padding with the special symbol  is to simplify our notation so that ar+1(v) ∈
M∆. Now we can define the new state of each node v ∈ V as follows:
xr+1(v) = σ(xr(v), ar+1(v)).
Let t ∈ N. If xt(v) ∈ Z for all v ∈ V , we say that A stops in time t in (G, f, p). The
running time of A in (G, f, p) is the smallest t for which this holds. If A stops in time t
in (G, f, p), the output of A in (G, f, p) is xt : V → Y . For each v ∈ V , the local output
of v is xt(v).
We define the execution of A in (G, p) to be the execution of A in (G, f, p), where f
is the unique function f : V → {∅}.
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2.1.4 Algorithm Classes
So far, we have defined only a single model of computing. However, our aim in this work
is to investigate the relationships between several variants of the model. To this end,
we will now introduce a collection of different restrictions to the definition of a state
machine.
Given a vector a = (a1, a2, . . . , a∆) ∈M∆, define
set(a) = {a1, a2, . . . , a∆},
multiset(a) = {(m,n) : m ∈M,n = |{i ∈ [∆] : m = ai}|}.
That is, set(a) discards the ordering and multiplicities of the elements of a, while
multiset(a) discards only the ordering.
Let us denote by VV the class of all distributed state machines as defined Section 2.1.2.
Now we can define subclasses of VV as follows.
MV = {A ∈ VV : multiset(a) = multiset(b)⇒ σ(y, a) = σ(y, b) for all y ∈ Y },
SV = {A ∈ VV : set(a) = set(b)⇒ σ(y, a) = σ(y, b) for all y ∈ Y },
VB = {A ∈ VV : µ(y, i) = µ(y, j) for all i, j ∈ [∆] and y ∈ Y },
MB =MV ∩ VB,
SB = SV ∩ VB.
The intuition here is that a state machine in VV sends a vector of messages, and
receives a vector of messages in each communication round. For state machines inMV,
the state transitions are invariant with respect to the order of incoming messages; in
practice, nodes receive the messages in a multiset. In SV, nodes receive the messages in
a set, which means that the state transitions are invariant with respect to both the order
and multiplicities of incoming messages.
For state machines in VB, we set a restriction on the outgoing messages: nodes always
broadcast an identical message to each of their neighbours. Finally, we combine the
restrictions ofMV and VB to obtain the classMB and the restrictions of SV and VB
to obtain the class SB.
We will later find useful the following definitions for infinite sequences of state
machines, where ∆ will be used as an upper bound for the maximum degree of graphs:
VV = {(A1,A2, . . . ) : A∆ ∈ VV for all ∆},
MV = {(A1,A2, . . . ) : A∆ ∈MV for all ∆},
SV = {(A1,A2, . . . ) : A∆ ∈ SV for all ∆},
VB = {(A1,A2, . . . ) : A∆ ∈ VB for all ∆},
MB = {(A1,A2, . . . ) : A∆ ∈MB for all ∆},
SB = {(A1,A2, . . . ) : A∆ ∈ SB for all ∆}.
From now on, both distributed state machines A ∈ VV and sequences of distributed
state machines A ∈ VV will be referred to as algorithms. The precise meaning should
be clear from the notation.
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2.2 Graph Problems
Let X and Y be finite nonempty sets. A graph problem is a function ΠX,Y that maps
each undirected simple graph G = (V,E) and each input f : V → X to a set ΠX,Y (G, f)
of solutions. Each solution S ∈ ΠX,Y (G, f) is a function S : V → Y . We handle problems
without local input by setting X = {∅}.
An often-seen variety of graph problems is that in which one wants to find a subset
of vertices. The subset could be for example a minimal vertex cover or a maximal
independent set. In this case, we have Y = {0, 1}, and the subset is taken to consist
of those vertices v for which S(v) = 1. It is also easy to formulate problems with more
complex solutions, such as partitions of vertices or edges, in our framework.
Let ΠX,Y be a graph problem, T : N × N → N a function and A = (A1,A2, . . . ) a
sequence such that each A∆ is a distributed state machine for (F(∆), X). We define
that A solves ΠX,Y in time T if the following conditions hold for all ∆ ∈ N, all finite
graphs G = (V,E) ∈ F(∆), all inputs f : V → X and all port numberings p of G:
(1) A∆ stops in time T (∆, |V |) in (G, f, p).
(2) The output of A∆ in (G, f, p) is in ΠX,Y (G, f).
Furthermore, we define that A solves ΠX,Y in time T assuming consistency if the above
conditions hold for all consistent port numberings p of G. Thus, in case of an inconsistent
port numbering, A∆ is not required to halt at all, and if it does, its output is allowed to
be anything.
If there exists a function T : N×N→ N such that A solves ΠX,Y in time T (assuming
consistency), we say that A solves ΠX,Y (assuming consistency) or that A is an algorithm
for ΠX,Y (assuming consistency). If the value T (∆, n) does not depend on n, that is, if
we have T (∆, n) = T ′(∆) for some function T ′ : N→ N, we say that A solves ΠX,Y in
constant time (assuming consistency) or that A is a local algorithm for ΠX,Y (assuming
consistency).
Note that in the above definition the term “constant time” refers only to bounded-
degree graphs. The running time of A∆ in any (G, f, p) such that G ∈ F(∆) is required
to be bounded by a constant, but the bound may depend on the value of ∆.
Remark 1. Local inputs do not add anything essential to our work. Since the set X of
possible input values is uniformly finite, the information given by an input f : V → X
could be encoded as topological information in the graph. However, the use of local
inputs will make our life easier, when we construct problem instances in Section 5.
2.2.1 Problem Classes
Now we are ready to define a collection of complexity classes, based on our different
notions of algorithms. The seven classes studied in this work are as follows:
– Class VVc consists of all problems Π such that there is an algorithm A ∈ VV that
solves Π assuming consistency.
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– Class VV consists of all problems Π such that there is an algorithm A ∈ VV that
solves Π.
– Class MV consists of all problems Π such that there is an algorithm A ∈MV that
solves Π.
– Class SV consists of all problems Π such that there is an algorithm A ∈ SV that
solves Π.
– Class VB consists of all problems Π such that there is an algorithm A ∈ VB that
solves Π.
– Class MB consists of all problems Π such that there is an algorithm A ∈MB that
solves Π.
– Class SB consists of all problems Π such that there is an algorithm A ∈ SB that
solves Π.
For each class, we also define its constant-time variant:
– Class VVc(1) consists of all problems Π such that there is an algorithm A ∈ VV
that solves Π in constant time assuming consistency.
– Class VV(1) consists of all problems Π such that there is an algorithm A ∈ VV
that solves Π in constant time.
– Class MV(1) consists of all problems Π such that there is an algorithm A ∈MV
that solves Π in constant time.
– Class SV(1) consists of all problems Π such that there is an algorithm A ∈ SV
that solves Π in constant time.
– Class VB(1) consists of all problems Π such that there is an algorithm A ∈ VB
that solves Π in constant time.
– Class MB(1) consists of all problems Π such that there is an algorithm A ∈MB
that solves Π in constant time.
– Class SB(1) consists of all problems Π such that there is an algorithm A ∈ SB
that solves Π in constant time.
The consistency of port numberings makes a difference only in the case of VV, since
in all the other cases the algorithms can make use of only incoming or outgoing port
numbers, not both. Observe that the following containment relations follow trivially
from the definitions of the algorithm classes:
SV ⊆ MV ⊆ VV ⊆ VVc, SB ⊆ MB ⊆ VB,
VB ⊆ VV, MB ⊆ MV, SB ⊆ SV.
Naturally, the same relations hold for the constant-time versions of the classes as well.
























Figure 1: (a) Trivial containment relations between the problem classes. (b) The linear
order obtained in this work.
2.3 Bisimulation
In this section we introduce tools that we will need when proving separation and lower
bound results in Sections 4 and 5. The tools in question are bisimulation and its finite
approximation, r-bisimulation. Simply put, a bisimulation is a relation between two
structures such that related elements have identical local information and equivalent
relations to other elements.
The notion of bisimulation was discovered in the context of modal logic by van
Benthem [50], and independently in the study of concurrent systems, Park [45] being the
first one. For further details, see Sangiorgi [47].
Hella et al. [30] demonstrated the use of bisimulation in distributed computing by
establishing a connection between the weak models considered in this work and certain
variants of modal logic. Here we take a considerably simpler approach and show directly
that bisimilarity implies indistinguishability by distributed algorithms.
The general concept of a bisimulation can be adapted to take into account the different
amounts of information that is available to algorithms in each model. We define three
variants of bisimilarity as follows.
Definition 2. Let G = (V,E) and G′ = (V ′, E′) be graphs, and let f and f ′ be inputs
for G and G′, respectively. An SB-bisimulation between nodes v ∈ V and v′ ∈ V ′ is a
binary relation B ⊆ V × V ′ such that the following conditions hold:
(1) (v, v′) ∈ B.
(2) If (u, u′) ∈ B, then degG(u) = degG′(u′) and f(u) = f ′(u′).
(3) If (u, u′) ∈ B and {u,w} ∈ E, then there is w′ ∈ V ′ with {u′, w′} ∈ E′ and
(w,w′) ∈ B.
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(4) If (u, u′) ∈ B and {u′, w′} ∈ E′, then there is w ∈ V with {u,w} ∈ E and
(w,w′) ∈ B.
We say that v ∈ V and v′ ∈ V ′ are SB-bisimilar and write (G, f, v)↔SB (G′, f ′, v′) if
there exists an SB-bisimulation between them. If the graphs and inputs are clear from
the context, we often write simply v↔SB v′.
Definition 3. Let G = (V,E) and G′ = (V ′, E′) be graphs, let f and f ′ be inputs for G
and G′, respectively, and let p and p′ be port numberings of G and G′, respectively. A
VB-bisimulation between nodes v ∈ V and v′ ∈ V ′ is a binary relation B ⊆ V × V ′ such
that the following conditions hold:
(1) (v, v′) ∈ B.
(2) If (u, u′) ∈ B, then degG(u) = degG′(u′) and f(u) = f ′(u′).
(3) If (u, u′) ∈ B and {u,w} ∈ E, then there is w′ ∈ V ′ with {u′, w′} ∈ E′ and
(w,w′) ∈ B, and for some a, b, c we have p(w, a) = (u, b) and p′(w′, c) = (u′, b).
(4) If (u, u′) ∈ B and {u′, w′} ∈ E′, then there is w ∈ V with {u,w} ∈ E and
(w,w′) ∈ B, and for some a, b, c we have p(w, a) = (u, b) and p′(w′, c) = (u′, b).
We say that v ∈ V and v′ ∈ V ′ are VB-bisimilar and write (G, f, v, p)↔VB (G′, f ′, v′, p′) if
there exists a VB-bisimulation between them. If the graphs, inputs and port numberings
are clear from the context, we often write simply v↔VB v′.
Definition 4. Let G = (V,E) and G′ = (V ′, E′) be graphs, let f and f ′ be inputs for G
and G′, respectively, and let p and p′ be port numberings of G and G′, respectively. A
VV-bisimulation between nodes v ∈ V and v′ ∈ V ′ is a binary relation B ⊆ V × V ′ such
that the following conditions hold:
(1) (v, v′) ∈ B.
(2) If (u, u′) ∈ B, then degG(u) = degG′(u′) and f(u) = f ′(u′).
(3) If (u, u′) ∈ B and {u,w} ∈ E, then there is w′ ∈ V ′ with {u′, w′} ∈ E′ and
(w,w′) ∈ B, and for some a and b we have p(w, a) = (u, b) and p′(w′, a) = (u′, b).
(4) If (u, u′) ∈ B and {u′, w′} ∈ E′, then there is w ∈ V with {u,w} ∈ E and
(w,w′) ∈ B, and for some a and b we have p(w, a) = (u, b) and p′(w′, a) = (u′, b).
We say that v ∈ V and v′ ∈ V ′ are VV-bisimilar and write (G, f, v, p)↔VV (G′, f ′, v′, p′) if
there exists a VV-bisimulation between them. If the graphs, inputs and port numberings
are clear from the context, we often write simply v↔VV v′.
Note that we could define variants of bisimulation also for the rest of the algorithm
classes—MV, SV andMB. Since we will not use them in this work, we leave it to the
reader to imagine what they would look like.
The indistinguishability by distributed algorithms follows quite naturally from bisim-
ilarity, as the following lemmas show.
10
Lemma 5. Let G = (V,E) and G′ = (V ′, E′) be graphs, and let f and f ′ be inputs for
G and G′, respectively. If (G, f, v)↔SB (G′, f ′, v′) for some v ∈ V and v′ ∈ V ′, then for
all algorithms A ∈ SB and all port numberings p and p′ of G and G′, respectively, we
have xr(v) = x′r(v′) for all r ∈ N, that is, the state of v and v′ is identical in each round.
Proof. We prove the claim by induction on r. Let A ∈ SB be an arbitrary algorithm and
p, p′ arbitrary port numberings. The base case r = 0 is clear: if v↔SB v′, then we have
x0(v) = σ0(deg(v), f(v)) = σ0(deg(v′), f ′(v′)) = x′0(v′).
Suppose then that the claim holds for r = s and that v↔SB v′. Conditions (3) and (4)
of Definition 2 guarantee that for each neighbour u of v there is a neighbour u′ of v′, and
vice versa, such that u↔SB u′. For each such pair of neighbours, the inductive hypothesis
implies that xs(u) = x′s(u′). Assume that p(u, j) = (v, i) and p′(u′, j′) = (v′, i′). Since
A ∈ SB ⊆ VB, we have by definition µ(xs(u), j) = µ(x′s(u′), j′) and thus as+1(v, i) =
a′s+1(v′, i′). That is, for each message as+1(v, k) in the vector as+1(v) there is an identical
message a′s+1(v′, k′) in a′s+1(v′), and vice versa. Additionally, as deg(v) = deg(v′), the
special symbol  is either in both of the vectors or in neither of them. It follows that
set(as+1(v)) = set(a′s+1(v′)). Since A ∈ SB ⊆ SV, we have
xs+1(v) = σ(xs(v), as+1(v)) = σ(x′s(v′), a′s+1(v′)) = x′s+1(v′).
Hence we have shown that the claim holds for r = s+ 1.
Lemma 6. Let G = (V,E) and G′ = (V ′, E′) be graphs, let f and f ′ be inputs for G
and G′, respectively, and let p and p′ be port numberings of G and G′, respectively. If
(G, f, v, p)↔VB (G′, f ′, v′, p′) for some v ∈ V and v′ ∈ V ′, then for all algorithms A ∈ VB
we have xr(v) = x′r(v′) for all r ∈ N, that is, the state of v and v′ is identical in each
round.
Proof. The proof is very similar to the proof of Lemma 5. Instead of considering sets
of received messages, here one needs to show that the vectors of received messages are
equal. But this is straightforward, since Definition 3 guarantees that bisimilar nodes
have matching incoming port numbers for their bisimilar neighbours.
Lemma 7. Let G = (V,E) and G′ = (V ′, E′) be graphs, let f and f ′ be inputs for G
and G′, respectively, and let p and p′ be port numberings of G and G′, respectively. If
(G, f, v, p)↔VV (G′, f ′, v′, p′) for some v ∈ V and v′ ∈ V ′, then for all algorithms A ∈ VV
we have xr(v) = x′r(v′) for all r ∈ N, that is, the state of v and v′ is identical in each
round.
Proof. The proof is again very similar to the two previous proofs. Compared to the proof
of Lemma 6, here we need to consider also the outgoing port numbers. This does not
make things any more complicated, since Definition 4 gives us exactly what we need.
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2.3.1 Finite Approximations
Before defining r-bisimilarity, we give a generalisation of the concept of port numbers.
Let G = (V,E) be a graph and N an arbitrary set. Assume that for each v ∈ V , Iv ⊆ N
and Ov ⊆ N are subsets of size deg(v). Now, a generalised input port is a pair (v, i),
where v ∈ V and i ∈ Iv, and a generalised output port is a pair (v, o), where v ∈ V and
o ∈ Ov. A generalised port numbering p is then a bijection that maps each output port
to an input port of an adjacent node. Note that if Iv = Ov = [deg(v)] for each v ∈ V ,
p is a port numbering in the ordinary sense. We will find generalised port numberings
useful when we analyse lower bound constructions in Section 5.
As in the case of bisimilarity, we define only the variant of r-bisimilarity that we will
apply later in this work. That is the variant corresponding to the class SV.
Definition 8. Let G = (V,E) and G′ = (V ′, E′) be graphs, let f and f ′ be inputs for
G and G′, respectively, and let p and p′ be generalised port numberings of G and G′,
respectively. An r-SV-bisimulation between nodes v ∈ V and v′ ∈ V ′ is a sequence of
binary relations Br ⊆ Br−1 ⊆ · · · ⊆ B0 ⊆ V × V ′ such that the following conditions hold
for 1 ≤ i ≤ r:
(1) (v, v′) ∈ Br.
(2) If (u, u′) ∈ B0, then degG(u) = degG′(u′) and f(u) = f ′(u′).
(3) If (u, u′) ∈ Bi and {u,w} ∈ E, then there is w′ ∈ V ′ with {u′, w′} ∈ E′ and
(w,w′) ∈ Bi−1, and for some a, b, c we have p(w, a) = (u, b) and p′(w′, a) = (u′, c).
(4) If (u, u′) ∈ Bi and {u′, w′} ∈ E′, then there is w ∈ V with {u,w} ∈ E and
(w,w′) ∈ Bi−1, and for some a, b, c we have p(w, a) = (u, b) and p′(w′, a) = (u′, c).
We say that v ∈ V and v′ ∈ V ′ are r-SV-bisimilar and write (G, f, v, p)↔SVr (G′, f ′, v′, p′)
if there exists an r-SV-bisimulation between them. If the graphs, inputs and generalised
port numberings are clear from the context, we often write simply v↔SVr v′.
Similar to bisimilarity, also r-bisimilarity entails indistinguishability by distributed
algorithms—but only up to running time r. Again, the proof is very similar to that of
Lemma 5.
Lemma 9. Let G = (V,E) and G′ = (V ′, E′) be graphs, let f and f ′ be inputs for G
and G′, respectively, and let p and p′ be port numberings of G and G′, respectively. If
(G, f, v, p)↔SVr (G′, f ′, v′, p′) for some r ∈ N, v ∈ V and v′ ∈ V ′, then for all algorithms
A ∈ SV we have xt(v) = x′t(v′) for all t = 0, 1, . . . , r, that is, the state of v and v′ is
identical in rounds 0, 1, . . . , r.
Proof. We prove the claim by induction on r. Let A ∈ SV be an arbitrary algorithm
and let Br ⊆ Br−1 ⊆ · · · ⊆ B0 ⊆ V × V ′ be the r-SV-bisimulation for which (v, v′) ∈ Br.
The base case r = 0 is clear: since (v, v′) ∈ B0, we have
x0(v) = σ0(deg(v), f(v)) = σ0(deg(v′), f ′(v′)) = x′0(v′).
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Suppose then that the claim holds for r = s and that (v, v′) ∈ Bs+1. We obtain
immediately by the inductive hypothesis that xt(v) = x′t(v′) for all t = 0, 1, . . . , s.
Conditions (3) and (4) of Definition 8 guarantee that for each neighbour u of v there is a
neighbour u′ of v′, and vice versa, such that (u, u′) ∈ Bs, and additionally, p(u, j) = (v, i)
and p′(u′, j) = (v′, i′) for some j, i, i′. For each such pair of neighbours, the inductive
hypothesis implies that xs(u) = x′s(u′). We have now µ(xs(u), j) = µ(x′s(u′), j) and
thus as+1(v, i) = a′s+1(v′, i′). That is, for each message as+1(v, k) in the vector as+1(v)
there is an identical message a′s+1(v′, k′) in a′s+1(v′), and vice versa. Additionally, as
deg(v) = deg(v′), the special symbol  is either in both of the vectors or in neither of
them. It follows that set(as+1(v)) = set(a′s+1(v′)). Since A ∈ SV, we have
xs+1(v) = σ(xs(v), as+1(v)) = σ(x′s(v′), a′s+1(v′)) = x′s+1(v′).
Now xt(v) = x′t(v′) for all t = 0, 1, . . . , s+ 1, and hence we have shown that the claim
holds for r = s+ 1.
Since most of the time we do not want to fiddle with the sequence of relations directly
when reasoning about r-bisimilarity, we will find the following results useful in Section 5.
Lemma 10. The r-SV-bisimilarity relation ↔SVr is an equivalence relation in the class
of quadruples (G, f, v, p), where G = (V,E) is a graph, f is an input for G, p is a
generalised port numbering of G and v ∈ V .
Proof. Let G = (V,E) be a graph, f an input for G and p a generalised port numbering
of G. Let B = {(v, v) : v ∈ V } be the identity relation of V . It is easy to see that
Br ⊆ Br−1 ⊆ · · · ⊆ B0, where Bi = B for all i, is an r-SV-bisimulation, and thus
(G, f, v, p)↔SVr (G, f, v, p) for all v ∈ V . It follows that ↔SVr is reflexive.
Assume that (G, f, v, p)↔SVr (G′, f ′, v′, p′). Now there exists an r-SV-bisimulation
Br ⊆ Br−1 ⊆ · · · ⊆ B0 ⊆ V × V ′ such that (v, v′) ∈ Br. Consider the sequence
B−1r ⊆ B−1r−1 ⊆ · · · ⊆ B−10 ⊆ V ′ × V of inverse relations. It is straightforward to
check that this sequence is an r-SB-bisimulation and (v′, v) ∈ B−1r . Now we have
(G′, f ′, v′, p′)↔SVr (G, f, v, p), and thus ↔SVr is symmetric.
Finally, assume that we have (G, f, v, p)↔SVr (G′, f ′, v′, p′) and (G′, f ′, v′, p′)↔SVr
(G′′, f ′′, v′′, p′′). Let Br ⊆ Br−1 ⊆ · · · ⊆ B0 ⊆ V × V ′ and B′r ⊆ B′r−1 ⊆ · · · ⊆ B′0 ⊆
V ′ × V ′′ be the corresponding r-SV-bisimulations. Set Bˆi = B′i ◦Bi for all i = 0, 1, . . . , r.
Since (v, v′) ∈ Br and (v′, v′′) ∈ B′r, we have (v, v′′) ∈ Bˆr. Suppose that (u, u′′) ∈ Bˆi
for some i. Then there is u′ such that (u, u′) ∈ Bi and (u′, u′′) ∈ B′i. Again we observe
that since the conditions of Definition 8 hold for (u, u′) and (u′, u′′), they also hold for
(u, u′′). We obtain that Bˆr ⊆ Bˆr−1 ⊆ · · · ⊆ Bˆ0 ⊆ V × V ′′ is an r-SB-bisimulation. Hence
(G, f, v, p)↔SVr (G′′, f ′′, v′′, p′′), which implies that ↔SVr is transitive.
Lemma 11. Let G = (V,E) and G′ = (V ′, E′) be graphs, let f and f ′ be inputs for G
and G′, respectively, let p and p′ be generalised port numberings of G and G′, respectively,
and let v ∈ V , v′ ∈ V ′. Then we have (G, f, v, p)↔SVr (G′, f ′, v′, p′) if and only if the
following conditions hold:
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(1) (G, f, v, p)↔SVr−1 (G′, f ′, v′, p′).
(2) If {v, w} ∈ E, then there is w′ ∈ V ′ such that {v′, w′} ∈ E′ and (G, f,w, p)
↔SVr−1 (G′, f ′, w′, p′), and for some a, b, c we have p(w, a) = (v, b) and p′(w′, a) =
(v′, c).
(3) If {v′, w′} ∈ E′, then there is w ∈ V such that {v, w} ∈ E and (G, f,w, p)
↔SVr−1 (G′, f ′, w′, p′), and for some a, b, c we have p(w, a) = (v, b) and p′(w′, a) =
(v′, c).
Proof. Assume that (G, f, v, p)↔SVr (G′, f ′, v′, p′) and let Br ⊆ Br−1 ⊆ · · · ⊆ B0 be
the corresponding r-SV-bisimulation. Observe that now Br−1 ⊆ Br−2 ⊆ · · · ⊆ B0 is
an (r − 1)-SV-bisimulation. From this and Definition 8 we obtain immediately that
conditions (1)–(3) hold.
Assume then that conditions (1)–(3) hold. Condition (1) implies that there is an
(r − 1)-SV-bisimulation Br−1 ⊆ Br−2 ⊆ · · · ⊆ B0 such that (v, v′) ∈ Br−1. Condition (2)
implies that for each neighbour w of v there is a neighbour w′ of v′ and a corresponding
(r − 1)-SV-bisimulation Bwr−1 ⊆ Bwr−2 ⊆ · · · ⊆ Bw0 such that (w,w′) ∈ Bwr−1. Similarly,
condition (3) gives us a sequence Bw′r−1 ⊆ Bw
′
r−2 ⊆ · · · ⊆ Bw
′
0 for each neighbour w′ of





w ranges over all the neighbours of v and v′. With little effort one can check that
B′r−1 ⊆ B′r−2 ⊆ · · · ⊆ B′0 is an (r − 1)-SV-bisimulation.
Define then B′r = {(v, v′)}. If {v, w} ∈ E, we have a node w′ given by condition (2)
with (w,w′) ∈ Bwr−1 ⊆ B′r−1, and if {v′, w′} ∈ E′, we have a node w given by condition (3)
with (w,w′) ∈ Bw′r−1 ⊆ B′r−1. In conclusion, we have shown that B′r ⊆ B′r−1 ⊆ · · · ⊆ B′0
is an r-SV-bisimulation and thus (G, f, v, p)↔SVr (G′, f ′, v′, p′).
Finally, when given a generalised port numbering and a bisimilarity result, we need
to be able to introduce an ordinary port numbering in order to actually apply the result
to distributed algorithms. The following lemma shows that we can do this.
Lemma 12. Let G = (V,E) and G′ = (V ′, E′) be graphs, let f and f ′ be inputs for G and
G′, respectively, and let p and p′ be generalised port numberings of G and G′, respectively,
with port numbers taken from a set N . Suppose that q and q′ are port numberings
of G and G′, respectively, such that p(v, i) = (u, j) implies q(v, g(i)) = (u, g(j)) and
p′(v, i) = (u, j) implies q′(v, g(i)) = (u, g(j)) for some function g : N → N+. Then
(G, f, v, p)↔SVr (G′, f ′, v′, p′) implies (G, f, v, q)↔SVr (G′, f ′, v′, q′) for all v ∈ V and
v′ ∈ V ′.
Proof. Let Br ⊆ Br−1 ⊆ · · · ⊆ B0 be a sequence of relations which serves as a witness
for the r-SV-bisimilarity of (G, f, v, p) and (G′, f ′, v′, p′). Conditions (1) and (2) of
Definition 8 do not depend on the port numberings. Additionally, it follows straight-
forwardly from the assumptions that if conditions (3) and (4) hold with respect to
the port numberings p and p′, they hold also with respect to q and q′. Therefore, the
sequence Br ⊆ Br−1 ⊆ · · · ⊆ B0 satisfies the conditions (1)–(4) with respect to the port
numberings q and q′, which implies (G, f, v, q)↔SVr (G′, f ′, v′, q′).
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2.4 History, Motivation and Related Work
Traditionally, the study of weak models has focused on the model known as the port-
numbering model, which corresponds to our class VVc. The research area was born from
the seminal paper of Angluin [2] in 1980. Other noteworthy work on the area from 1980s
and 1990s include that of Attiya, Snir and Warmuth [6], Yamashita and Kameda [53–55]
and Boldi and Vigna [10]. Their work focused on global problems, that is, problems in
which the output of a node depends on the global properties of the graph.
Recently, the focus has largely shifted to the study of local algorithms, that is,
constant-time distributed algorithms [49]. While this research direction was initiated by
Naor and Stockmeyer [42] in 1995, it took around ten years until positive results started
to appear. Since then, according to Suomela [49], local algorithms have been presented
for example for the following problems:
– vertex covers [3, 5, 31, 32, 41, 46, 51],
– matchings [4, 27],
– dominating sets [17, 36–38],
– edge dominating sets [48],
– set covers [5, 31, 32],
– semi-matchings [16],
– stable matchings [27],
– linear programming [22–26, 31, 32].
While local algorithms are often designed for models stronger than the port-numbering
model, it has turned out that in many cases they can be adapted to the port-numbering
model. This has been recently formalised by Göös, Hirvonen and Suomela [28].
Lately, positive results have been identified even for models weaker than the port-
numbering model. One example of this is finding a 2-approximation of a minimal vertex
cover [5], a problem which has been shown to be in MB(1). This kind of results give us
motivation to study the weaker models further.
Various problems related to models strictly weaker than the port-numbering model
have been investigated since the 1990s. However, Hella et al. [30] were the first to
identify the natural hierarchy of models below the port-numbering model and to provide
a systematic classification of it. As for earlier work, see Table 1 for a summary of
terminology and Table 2 for a review of key differences compared to the work of Hella
et al. [30] and this thesis.
2.4.1 Connections to Modal Logic
In addition to the classification of weak models presented in this thesis, Hella et al. [30]
also developed descriptive complexity theory for distributed computing by establishing
logical characterisations for the constant-time complexity classes SB(1), MB(1), VB(1),
SV(1), MV(1), VV(1) and VVc(1). They showed that for each problem class there is
a natural variant of modal logic that is equally expressive. The logics used in the
characterisations are called basic modal logic, graded modal logic, multimodal logic and
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Algorithm Problem Term References
class class
VV VVc port numbering [2]
local edge labelling [54]
local orientation [14, 21]
orientation [40]




VV VV input/output port awareness [9]
MV MV output port awareness [9]





VB VB input port awareness [9]




MB MB totalistic [52]




network without colours [10]
broadcast [5]
(no name) [33]
SB SB beeping [1, 15]
Table 1: Summary of terminology used for the weak models in prior work, as presented
by Hella et al. [30]. Note that there may be minor differences between our definitions of
the models and the corresponding definitions in the summarised works.
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References Difference
[9, 10, 14, 44, 54, 57] Focuses on the case of a known topology G = (V,E),
a known |V |, or a known upper bound on |V |.
[9, 57] Proves equivalences between the models from a global
perspective; the simulation overhead can be linear in
|V |. Our work shows that the equivalences hold also
from a local perspective; the simulation overhead is
bounded by a constant.
[12, 43, 44] Studies functions that map the local inputs of the
nodes to specific local outputs of the nodes. Our work
studies graph problems—the local outputs mainly de-
pend on the structure of G; the local inputs are only
for convenience.
[10, 43, 44, 55] Considers the problem of deciding whether a given
problem can be solved in a given graph. In our work,
we are interested in the existence of a problem and a
graph that separates two models.
[1, 5, 9, 33, 55–57] Studies individual problems, not classes of problems.
[10, 11] Provides general results, but does not study the implic-
ations from the perspective of the weak models and
their relative strength.
[2, 6, 14, 39, 54, 55] Does not consider models that are weaker than the
port-numbering model.
[6, 19, 21, 33, 40, 52] Assumes a specific network structure (cycle, grid, etc.),
or auxiliary information in local inputs.
[1, 20] Studies randomised, asynchronous algorithms.
Table 2: Most important differences between the questions studied in our work and
selected prior work, as presented by Hella et al. [30].
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graded multimodal logic. For details on the results, we refer the reader to the article in
question [30], and for details on modal logic in general, we recommend Blackburn, Rijke
and Venema [7] and Blackburn, van Benthem and Wolter [8].
The logical characterisations allow the use of logical tools—in this case, bisimulation—
to show separation results between the classes of problems. Conversely, the classification
of the problem classes gives us information about the expressibility of the logics. In
this thesis we continue to demonstrate the usefulness of bisimulation in the study of
distributed computing, but without making the effort of defining the connections to logic.
Instead, we exploit the observation that it is straightforward to prove a direct connection
between bisimulation and indistinguishability by distributed algorithms.
While the article mentioned above provides logical characterisations only for the
constant-time classes, Kuusisto [35] extends the work by identifying logical characterisa-
tions for certain classes of distributed algorithms without the constant-time limitation.
This is achieved by introducing a recursive bisimulation-invariant logic called modal
substitution calculus. In an another article, Kuusisto [34] considers distributed algorithms
in infinite graphs, and by using tools from logic, shows that all universally halting
algorithms are necessarily constant-time algorithms.
3 Equalities Between the Classes
In this section, we prove that certain subset relations between the complexity classes
are not proper, that is, the classes are actually equal. This can be achieved by showing
that algorithms in one class can be simulated by algorithms in another, seemingly less
powerful class. The results have been previously published in Hella et al. [30].
3.1 SV = MV
The following theorem shows that as long as we have outgoing port numbers, the
multiplicities of incoming messages are not crucial; they can be recovered, if we allow
some overhead in the running time.
Theorem 13. Let Π be a graph problem and let T : N× N→ N. Assume that there is
an algorithm A ∈MV that solves Π in time T . Then there is an algorithm B ∈ SV that
solves Π in time T ′, where T ′(n,∆) = T (n,∆) + 2∆− 2.
To prove Theorem 13, we will define an algorithm C ∈ SV that breaks symmetry
between the messages received by each node. Informally, the algorithm is such that each
node will gather all possible knowledge about outgoing port numbers in its neighbourhood.
This is achieved by storing all the communication history in the state of the algorithm,
and in each round, sending the state, along with the outgoing port number, to each
neighbour. Then, to use this algorithm to allow the simulation of algorithm A ∈MV by
algorithm B ∈ SV, we will show that eventually, each node v will receive deg(v) different
messages.
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More formally, we define C = {C1, C2, . . .} as follows. Suppose algorithm C∆ is run
on node v. The node constructs two sequences, the elements of which we denote by St(v)
and Mt(v) for t = 0, 1, . . . , 2∆− 2. To initialise the algorithm, we set S0(v) = deg(v) and
M0(v) = ∅. In round t = 1, 2, . . . , 2∆− 2, node v does the following:
(1) For each outgoing port i, send (St−1(v), i) to port i.
(2) Let Mt(v) be the set of all messages received by v.
(3) Update state by setting St(v) = (St−1(v),Mt(v)).
Now we will analyse the execution of C∆ on (G, p), where G = (V,E) ∈ F(∆) and p
is a port numbering of G. First, we introduce some notation. If p(v, i) = (u, j), we write
pi(v, u) = i. That is, pi(v, u) is the number of the output port of v that is connected to u.
Additionally, let mt(v, u) = (St−1(v), pi(v, u)) denote the message that node v sends to
its neighbour u in round t. Note that we have mt(v, u) ∈Mt(u) for all {v, u} ∈ E.
We call nodes u and w a pair of indistinguishable neighbours of v in round t, if they
are distinct neighbours of node v such that
(St−1(u), pi(u, v)) = (St−1(w), pi(w, v)),
or, in other words, they send the same message to node v in round t. If it further holds
that v has k distinct neighbours v1, v2, . . . , vk such that
St−1(u) = St−1(w) = St−1(vi) for all i = 1, 2, . . . , k,
we say that u and w are a pair of indistinguishable neighbours of v of order k in round t.
Note that u and w may belong to the set {v1, v2, . . . , vk} and that we do not require each
pair (vi, vj) to be a pair of indistinguishable neighbours.
The following technical lemma is the main ingredient of our proof. Informally, we
show that the longer two neighbours stay indistinguishable, the larger is the degree of
the node.
Lemma 14. Suppose that u and w are a pair of indistinguishable neighbours of v of
order k in round t ≥ 3. Then u and w are a pair of indistinguishable neighbours of v of
order k + 1 in round t− 2.
Proof. From St−1(u) = St−1(w) it follows that St−3(u) = St−3(w). Since pi(u, v) =
pi(w, v), this implies mt−2(u, v) = mt−2(w, v).
For all i = 1, 2, . . . , k, node vi receives the message
mt−1(v, vi) = (St−2(v), pi(v, vi))
from v in round t− 1. By assumption, we have St−1(vi) = St−1(u) for all i, and therefore
also Mt−1(vi) = Mt−1(u). By definition, mt−1(v, vi) ∈ Mt−1(vi) for all i, which now
implies mt−1(v, vi) ∈Mt−1(u) for all i.
Since vi and vj are distinct neighbours of v for i 6= j, we have pi(v, vi) 6= pi(v, vj). It
follows that mt−1(v, vi) 6= mt−1(v, vj) for i 6= j, and thus Mt−1(u) contains k distinct
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messages. This is possible only if node u has k distinct neighbours. More precisely, for
each vi there is a neighbour ui of u such that
(St−2(ui), pi(ui, u)) = mt−1(ui, u) = mt−1(v, vi) = (St−2(v), pi(v, vi)).
Here the node v may belong to the set {u1, u2, . . . , uk}. Note that we have now St−2(ui) =
St−2(v) for all i = 1, 2, . . . , k.
Next, we will perform a similar investigation of received messages as the one above.
For all i = 1, 2, . . . , k, node ui receives the message
mt−2(u, ui) = (St−3(u), pi(u, ui))
from u in round t−2. From St−2(ui) = St−2(v) it follows thatMt−2(ui) = Mt−2(v) for all i.
By definition, mt−2(u, ui) ∈Mt−2(ui) for all i, which now implies mt−2(u, ui) ∈Mt−2(v)
for all i.
Since ui and uj are distinct neighbours of u for i 6= j, we have pi(u, ui) 6= pi(u, uj) and
thus mt−2(u, ui) 6= mt−2(u, uj). Now Mt−2(v) contains k distinct messages and therefore
node v has k distinct neighbours v′1, v′2, . . . , v′k such that
(St−3(v′i), pi(v′i, v)) = mt−2(v′i, v) = mt−2(u, ui) = (St−3(u), pi(u, ui)).
Note that we have now St−3(v′i) = St−3(u) for all i = 1, 2, . . . , k. Since the messages are
distinct, we also have pi(v′i, v) 6= pi(v′j , v) for i 6= j. On the other hand, pi(u, v) = pi(w, v),
and thus both of the nodes u and w cannot belong to the set {v′1, v′2, . . . , v′k}. If
u /∈ {v′1, v′2, . . . , v′k}, set v′k+1 = u; otherwise set v′k+1 = w.
In conclusion, we have
(St−3(u), pi(u, v)) = (St−3(w), pi(w, v)),
and furthermore, node v has k + 1 distinct neighbours v′1, v′2, . . . , v′k+1 such that
St−3(u) = St−3(w) = St−3(v′i) for all i = 1, 2, . . . , k + 1.
Hence we have shown that u and w are a pair of indistinguishable neighbours of v or
order k + 1 in round t− 2.
Lemma 15. If a node v has a pair of indistinguishable neighbours of order k in round 2t−
1, then deg(v) ≥ t+ k − 1.
Proof. We prove the claim by induction on t. The base case t = 1 is trivial. For
the inductive step, assume that the claim holds for t = s and that v has a pair of
indistinguishable neighbours of order k in round 2(s+ 1)− 1. Lemma 14 implies that v
has a pair of indistinguishable neighbours or order k+ 1 in round 2(s+ 1)−1−2 = 2s−1.
Now we can apply the induction hypothesis to obtain deg(v) ≥ s+(k+1)−1 = (s+1)+k−1.
This shows that the claim holds for t = s+ 1.
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Observe that if a node v had a pair of indistinguishable neighbours in round 2∆− 1,
then Lemma 15 would imply that deg(v) ≥ ∆ + 2− 1 = ∆ + 1. Since G ∈ F(∆), this is a
contradiction. It follows that whenever u and w are two distinct neighbours of v, we have
(S2∆−2(u), pi(u, v)) 6= (S2∆−2(w), pi(w, v)).
Now we are ready to define the algorithm B = {B1,B2, . . .} ∈ SV. First, execute the
algorithm C∆, which takes 2∆ − 2 rounds. Now each node v is in the state S2∆−2(v).
Then, we can start simulating the execution of A∆ ∈MV in each node v as follows: if
A∆ would send the message m to port i in round t, algorithm B∆ sends the message
(S2∆−2(v), i,m)
to port i in round t + 2∆ − 2. Now, starting from the round 2∆ − 1, all messages
received by a node are distinct. Hence, given the set of messages received by a node in
round t+ 2∆− 2, the algorithm B∆ can reconstruct the multiset of messages that the
algorithm A∆ would receive in round t. This concludes the proof of Theorem 13.
Corollary 16. We have SV = MV and SV(1) = MV(1).
Proof. The claims follow immediately from Theorem 13.
Remark 17. In the above simulation, we could arrange the pairs (S2∆−2(u), pi(u, v))
extracted from the messages received by node v in a linear order and thus construct
incoming port numbers. This implies that SV = MV = VV. However, in the next section
we will see that it is possible to simulate algorithms in VV with algorithms in MV
without the overhead in running time. The simulation method presented in the next
section also has the advantage that it can be applied to classes VB andMB as well.
3.2 MV = VV and MB = VB
The equalities in this section first appeared implicitly in the work of Åstrand and Suomela
[5]. They were subsequently considered in a more detailed manner by Hella et al. [30],
but the proof contains a small error.1 In the following, we use the same basic idea, but
construct the simulation in a way that avoids the problem.
Unlike in the simulation method of the previous section, here the running time does
not increase at all. Instead, the size of the messages the algorithm sends increases
significantly.
Theorem 18. Let Π be a graph problem and let T : N×N→ N. Assume that there is an
algorithm A ∈ VV that solves Π in time T . Then there is an algorithm B ∈MV that
solves Π in time T .
1The problem in Hella et al. [30] is that the matter of nodes halting in different rounds is not taken
into consideration. When a neighbour halts and thus starts sending the dummy message, the constructed
vector of received messages is messed up.
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Proof. To prove Theorem 18, let A = (A1,A2, . . . ) ∈ VV be an algorithm. For each
A∆ ∈ VV, we will construct an algorithm B∆ ∈ MV that simulates the execution of
A∆. Informally, the idea is that B∆ augments each outgoing message with the full
communication history, and uses that information in incoming messages to build the
history of messages received from each neighbour. By ordering the incoming message
histories lexicographically we gain access to one possible numbering of input ports.
Let us now define the behaviour of algorithm B∆ on a node v. We will write ar(v, i)
to denote the message that algorithm A∆ sends to port (v, i) in round r. For each
j ∈ [deg(v)], we will build a sequence of messages received from a certain neighbour of v.
For each j, we write crj(v) to denote the prefix of length r of the sequence.
To initialise the algorithm, for each i ∈ [deg(v)] we obtain from algorithm A∆ the
message a1(v, i), that is, the message that A∆ sends to port (v, i) in the first round.
Additionally, we set c0j (v) = ∅ for each j ∈ [deg(v)]. In each round r = 1, 2, . . ., node v
does the following:
(1) Send (a1(v, i), a2(v, i), . . . , ar(v, i)) to port (v, i).
(2) Receive a multiset M of messages. Each message m in M is either a sequence of
length r or the dummy message . Let b` = (b`1, b`2, . . . , b`r), where ` = 1, 2, . . . , k
for some k ≤ deg(v), be some enumeration of those messages m for which m 6= .
(3) Let j ∈ [deg(v)]. Define Lj to be the set of indices ` for which the prefix of
length r − 1 of message b` is compatible with the already stored history cr−1j (v),
that is,
Lj = {` ∈ [k] : (b`1, b`2, . . . , b`r−1) = cr−1j (v)}.
Now the algorithm extends the sequences cr−1j (v) according to the new messages
received. Assume that j ∈ [deg(v)] and that crj′(v) and dj′ ∈ {0, 1, . . . , k} have
already been defined for j′ < j. If the set
Dj = Lj \ {d1, d2, . . . , dj−1}
of indices of compatible messages not yet matched with an existing history is
non-empty, set dj = minDj and extend the message history cr−1j (v) by setting
crj(v) = bdj . If the set is empty, a corresponding neighbour has stopped and sent
the dummy message ; then set dj = 0 and crj(v) = (e1, e2, . . . , er−1, ), where
(e1, e2, . . . , er−1) = cr−1j (v).
Let cˆi be the last message in the sequence cri (v) for each i ∈ [deg(v)]. These are
the messages sent by algorithm A∆ from the adjacent nodes in round r. Now,
supply algorithm A∆ with the vector (cˆ1, cˆ2, . . . , cˆdeg(v)) of received messages.
Obtain the new state of A∆ and let ar+1(v, i) be the message that A∆ sends to
port (v, i) in round r + 1 for each i ∈ [deg(v)].
When the simulated algorithm A∆ halts in node v, algorithm B∆ in node v transitions
to the same state as A∆ and halts.
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Let G = (V,E) ∈ F(∆) be a graph, f an input for G and p a port numbering of G.
We will define a new port numbering p′ of G. Consider the execution of B∆ in (G, f, p).
Suppose that v ∈ V and that B∆ halts in v after t rounds. Let u1, u2, . . . , udeg(v) be the
neighbours of node v and p(ui, xi) = (v, yi) for all i. Observe that there is a bijective
mapping ui 7→ ji, where ji ∈ [deg(v)], such that for each i the sequence ctji(v) consists of
the messages that algorithm A∆ sends to port (ui, xi) during the simulation. Define now
p′(ui, xi) = (v, ji) for each i ∈ [deg(v)].
The incoming port numbers given by p′ match exactly the vectors of messages that
are given to algorithm A∆ in the simulation. It follows that when the simulation is
executed in (G, f, p), in each round the state of the simulated algorithm A∆ in node v
is equal to the state of A∆ in node v when executing A∆ directly in (G, f, p′). Since
the output of A∆ in (G, f, p′) is in Π(G, f) and algorithm B∆ produces the same local
outputs as the simulated algorithm A∆, the output of B∆ in (G, f, p) is in Π(G, f).
Theorem 19. Let Π be a graph problem and let T : N×N→ N. Assume that there is an
algorithm A ∈ VB that solves Π in time T . Then there is an algorithm B ∈MB that
solves Π in time T .
Proof. This is very similar to the proof of Theorem 18. The only difference is that each
node sends the same message to each of its neighbours.
Corollary 20. We have MV = VV, MV(1) = VV(1), MB = VB and MB(1) = VB(1).
Proof. The claims follow immediately from Theorems 18 and 19.
4 Inequalities Between the Classes
In this section, we show that the subset relations between certain problem classes are
proper. This can be achieved by finding a graph problem that can be solved by some
algorithm in one class, but cannot be solved by any algorithm in another class. When
showing the unsolvability, the bisimulation results introduced in Section 2.3 are very
useful. We follow the work of Hella et al. [30]; the main difference lies in the way we
established the connection between bisimulation and distributed algorithms. Many of
the results were proved earlier by Yamashita and Kameda [57], but using tools different
from bisimulation.
4.1 VB 6= SV
Our first separation result admits a very simple graph problem: the problem of breaking
symmetry between leaf nodes in a star graph.
Theorem 21. There is a graph problem Π ∈ SV(1) \ VB.
Proof. Let the set of local outputs be Y = {0, 1}. We define the problem Π as follows.
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– Let G = (V,E) be a k-star for some k > 1, that is, V = {v0, v1, . . . , vk} and
E = {{v0, vi} : i = 1, 2, . . . , k}. Then Π(G) consists of all functions S : V → Y
such that S(vi) = 1 for some i ∈ {1, 2, . . . , k} and S(vi) = 0 for all {0, 1, . . . , k}\{i}.
– Let G = (V,E) be any graph other than a star graph. Then Π(G) consists of all
functions S : V → Y .
To see that Π ∈ SV(1), consider the following algorithm A ∈ SV: Each non-isolated
node v sends message 1 to port (v, 1) and message 0 to all ports (v, i) for i > 1. If node v
receives the set of messages {1} and deg(v) = 1, then v outputs 1; otherwise v outputs 0.
It is easy to see that A solves Π in one communication round.
Assume then that G = (V,E) is a k-star for some k > 1 and p is a port numbering of
G. Let V = {v0, v1, . . . , vk}, where v0 is the unique node for which deg(v0) 6= 1. Observe
that for all i = 1, 2, . . . , k there is j ∈ [k] such that p(v0, j) = (vi, 1). Now, let
B = {(vi, vj) : i, j ∈ [k]} ∪ {(v0, v0)}.
It is straightforward to check that B ⊆ V × V is a VB-bisimulation. Hence we have
(G, f, vi, p)↔VB (G, f, vj , p) for all i, j ∈ [k] (where f is the unique function V → {∅}),
and by Lemma 6, any algorithm B ∈ VB will produce the same local output in all the
leaf nodes. Thus, the output of any algorithm B ∈ VB is not in Π(G), and consequently,
Π /∈ VB.
Corollary 22. We have VB 6= SV and VB(1) 6= SV(1).
Proof. The claims follow immediately from Theorem 21.
4.2 SB 6= MB
Since algorithms in SB andMB cannot access outgoing port numbers, we cannot apply
similar arguments as in the case of classes SV and MV. Indeed, it is not possible to
simulate algorithms inMB by algorithms in SB, as the following result shows. To prove
the separation, we consider the problem of finding out if a node has an odd number of
neighbours of an odd degree.
Theorem 23. There is a graph problem Π ∈ MB(1) \ SB.
Proof. Let the set of local outputs be Y = {0, 1}. Let G = (V,E) and S : V → Y . We
define Π as follows: S ∈ Π(G) if we have S(v) = 1 for exactly those nodes v ∈ V which
have an odd number of neighbours of an odd degree.
Let A ∈MB be the following algorithm: Each node of an odd degree broadcasts 1
and all other nodes broadcast 0. Then each node counts the number of messages 1 in the
multiset it received, and outputs 1 if that number is odd, 0 otherwise. Clearly A solves
the problem Π in constant time, and thus Π ∈ MB(1).
To show that Π /∈ SB, it is enough to find one graph in which any algorithm in SB

















B ={(vi, ui) : i = 0, 1, 2, 3} ∪ {(vi, ui+3) : i = 1, 2, 3} ∪
{(vi, ui+3) : i = 4, 5} ∪ {(vi, ui+1) : i = 6, 7} ⊆ V0 × V0.
It is straightforward to check that B is an SB-bisimulation. Hence we have v0↔SB u0,
and consequently, Lemma 6 implies that for any output S : V0 → Y produced by an
algorithm B ∈ SB, we have S(v0) = S(u0). Thus S /∈ Π(G0), which indicates that
algorithm B does not solve problem Π. We have shown Π /∈ SB.
Corollary 24. We have SB 6= MB and SB(1) 6= MB(1).
Proof. The claims follow immediately from Theorem 23.
4.3 VV 6= VVc
Our last separation result will require a little more work. To establish that the consistency
of port numberings genuinely extends the class of solvable problems, we will show that
there exists graphs G such that G admits totally symmetric port numberings, but that
any consistent port numbering of G cannot be symmetric.
First we need to define some graph-theoretic concepts. A graph G = (V,E) is k-
regular if deg(v) = k for all v ∈ V . If G is k-regular for some k ∈ N, we say that it is
regular. A subset F ⊆ E of edges is a 1-factor (or perfect matching) of G if each v ∈ V
belongs to exactly one edge in F .
Lemma 25. Let G be a regular graph. Then there is a port numbering p of G such that
each pair of nodes of G is VV-bisimilar.
Proof. Suppose that G = (V,E) is k-regular. We define a k-regular bipartite graph
G′ = (V ′, E′) based on G as follows: set V ′ = V × {1, 2} and E′ = {{(v, 1), (u, 2)} :
{v, u} ∈ E}. It follows from Hall’s marriage theorem [18, Section 2.1] that E′ is the
union of k pairwise disjoint 1-factors E1, E2, . . . , Ek ⊆ E′.
Now we can define the port numbering p. Assume {v, u} ∈ E and consider the
nodes (v, 1) and (u, 2) of G′. Observe that there exists exactly one i ∈ [k] such that
{(v, 1), (u, 2)} ∈ Ei. Set p(v, i) = (u, i). Since the 1-factors Ei are disjoint, it follows that
p : P (G)→ P (G) is a bijection. Now it is easy to see that the full relation B = V × V is
a VV-bisimulation.
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Next we need to show the existence of regular graphs G such that for all consistent
port numberings of G there are nodes that are not VV-bisimilar. This results is known
from the work of Yamashita and Kameda [57].
Lemma 26. Let G = (V,E) be a k-regular graph for an odd k and let p be a consistent
port numbering of G such that each pair of nodes of G is VV-bisimilar. Then graph G
has a 1-factor.
Proof. Define
R(v) = {(i, j) ∈ [k]× [k] : p(u, i) = (v, j) for some u}
for each v ∈ V . For all v, v′ ∈ V we have v↔VV v′, which implies R(v) = R(v′). Since p is
consistent, it follows that if (i, j) ∈ R(v) for some i, j ∈ [k] and v ∈ V , then (j, i) ∈ R(u)
for some u ∈ V . The two observations together imply that R(v) is symmetric for each
v ∈ V .
Note that |R(v)| = deg(v) = k for each v ∈ V . If (i, j) 6= (j, i) for each (i, j) ∈ R(v),
then |R(v)| is even, a contradiction. Hence for some i ∈ [k] we have (i, i) ∈ R(v) for all
v ∈ V . Consider now the subset F = {{v, u} ∈ E : p(v, i) = (u, i)} of edges. It is easy
to check that F is a 1-factor of G.
Lemma 27. There exists a k-regular graph G for an odd k such that G does not have a
1-factor.





Suppose that F ⊆ E is a 1-factor. Then there is exactly one i ∈ {1, 2, 3} for which
{v0, vi} ∈ F . Without loss of generality, we can assume {v0, v1} ∈ F . Observe that now
the subgraph induced by U = {v2, v4, v5, v6, v7} has a 1-factor. Since |U | is odd, this is a
contradiction.
Theorem 28. There is a graph problem Π ∈ VVc(1) \ VV.
Proof. Let G be the class of all connected regular graphs of an odd degree without a
1-factor. Lemma 27 implies that G is non-empty. Let Y = {0, 1} and define the graph
problem Π as follows: If G = (V,E) ∈ G, then Π(G) consists of all functions S : V → Y
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for which there are v, u ∈ V with S(v) 6= S(u). If G = (V,E) /∈ G, then Π(G) consists of
all functions S : V → Y .
We will first show that Π ∈ VVc(1). Let G = (V,E) ∈ F(∆) be a graph and let p be
a consistent port numbering of G. Let v ∈ V . If p(v, i) = (u, j) for some u, let ai = j. If
deg(v) < i ≤ ∆, let ai = 0. We call the sequence t(v) = (a1, a2, . . . , a∆) the local type of
node v. Let ≤ be a fixed linear order on the set of all local types.
Define an algorithm A∆ ∈ VV in each node v as follows. First v sends the message i
to each outgoing port (v, i). Then v computes its own local type based on the messages
it received. In the second round, v broadcasts its local type to all its neighbours. Then v
outputs 1 if t(u) ≤ t(v) holds for all neighbours u of v, and 0 otherwise.
Consider a graph G ∈ F(∆) and its consistent port numbering p. If all nodes of G
have the same local type, then it is easy to see that all nodes of G are VV-bisimilar.
Now Lemma 26 implies that G /∈ G, and thus the output S of A∆ in (G, p) in trivially
in Π(G). Assume then that G ∈ G, which implies that G has nodes with different local
types. Since G is connected, there is a node v such that t(v) is maximal among the nodes
of G and t(u) < t(v) for some neighbour u of v. It follows that we have S(v) = 1 and
S(u) = 0, and consequently, S ∈ Π(G). We have shown that A = (A1,A2, . . . ) ∈ VV
solves Π in constant time assuming consistency, and thus Π ∈ VVc(1).
Let G = (V,E) ∈ G. Then by Lemma 25 there is a port numbering p of G such that
all nodes of G are VV-bisimilar. If B ∈ VV and S : V → Y is the output produced by B
in (G, p), we obtain from Lemma 7 that S(v) = S(u) for all v, u ∈ V . Now S /∈ Π(G),
and hence Π /∈ VV.
Corollary 29. We have VV 6= VVc and VV(1) 6= VVc(1).
Proof. The claims follow immediately from Theorem 28.
5 Lower Bounds for Simulating MV in SV
In this section, we will prove two theorems that give lower bounds for simulating algorithms
inMV by algorithms in SV. The first theorem is about a so-called simulation problem,
that is, breaking symmetry between incoming messages. It is intended to be an exact
counterpart to the upper bound result given by the simulation algorithm in Section 3.1.
Theorem 30. For each ∆ ≥ 2 there is a graph G = (V,E) ∈ F(∆), a port numbering p
of G and nodes v, u, w ∈ V such that when executing any algorithm A ∈ SV in (G, p),
node v receives identical messages from its neighbours u and w in rounds 1, 2, . . . , 2∆− 2.
Our second theorem gives a graph problem that separates algorithms in classMV
from algorithms in class SV with respect to running time as a function of the maximum
degree ∆.
Theorem 31. There is a graph problem Π that can be solved in one round by an algorithm
in MV but that requires at least time T , where T (n,∆) ≥ ∆ for all ∆ ≥ 2, when solved
by an algorithm in SV.
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We start by proving Theorem 30 in Section 5.1 and then we adapt the same construc-
tion to prove Theorem 31 in Section 5.2.
5.1 A Lower Bound for the Simulation Overhead
Intuitively, the simulation algorithm in Section 3.1 seems to be the most optimal way to
break symmetry: the nodes gather all possible information from their neighbourhood.
By examining the proof closely, one can get hints on the structure of the graph in which
two neighbours of a node stay in the same state as long as possible. However, it is not at
all clear, how one can prove that the graph actually has this property. In what follows,
we construct the lower-bound graph rigorously and show that two neighbours of a certain
node are bisimilar up to the needed distance.
We define for each d = 2, 3, . . . a graph Gd = (Vd, Ed) of maximum degree d as follows.
The set Vd of nodes consists of sequences of pairs (i, j), where i, j ∈ {0, 1, . . . , d} will
serve as a basis for port numbers, as we will see later. We define Vd recursively as follows:
(G1) ∅ ∈ Vd.
(G2) ((1, 0)), ((2, 1)), ((3, 2)), ((4, 3)), . . . , ((d, d− 1)) ∈ Vd.
(G3) If (a1, a2, . . . , ai) ∈ Vd, where i is odd and i < 2d, then (a1, a2, . . . , aji+1) ∈ Vd
for all j = 1, 2, . . . , d − 1, where aji+1 = (cj1, cj2) is defined as follows. Let
(b1, b2) = ai and b+2 = 1 if b2 = 0, b+2 = b2 otherwise. Define
cj1 = min({1, 2, . . . , d} \ {b+2 , c11, c21, . . . , cj−11 }),
cj2 = min({1, 2, . . . , d} \ {b1, c12, c22, . . . , cj−12 }).
(G4) If (a1, a2, . . . , ai) ∈ Vd, where i is even and 0 < i < 2d, then (a1, a2, . . . , aji+1) ∈
Vd for all j = 1, 2, . . . , d − 1, where aji+1 = (cj1, cj2) is defined as follows. Let
(b1, b2) = ai. Define
cj1 = min({1, 2, . . . , d} \ {b2, c11, c21, . . . , cj−11 }),
cj2 = min({0, 1, . . . , d− 1} \ {b1, c12, c22, . . . , cj−12 }).
The set Ed of edges consists of all pairs {v, u}, where v = (a1, a2, . . . , ai) ∈ Vd and
u = (a1, a2, . . . , ai, ai+1) ∈ Vd for some i ∈ {0, 1, . . .}. See Figure 2 for an illustration.
Consider nodes v = (a1, a2, . . . , ai) and u = (a1, a2, . . . , ai+1), where ai+1 = (b1, b2).
The values b1 and b2 serve as generalised port numbers for the edge {v, u}. We define
pd(v, b1) = (u, b2) and pd(u, b2) = (v, b1). The incoming port numbers will be irrelevant
in this proof, since we only consider algorithms in the classes SV andMV . Thus, we will
mostly use the notation pid(v, u) = b1 and pid(u, v) = b2 in our analysis to denote only
the outgoing port numbers.
If v = (a1, a2, . . . , ai) and u = (a1, a2, . . . , ai+1), we say that node v is the parent of
node u and that u is a child of v. We say that the node v is even if i is even and odd if i







































































































































































































Figure 2: A part of the graph G5. The node in the centre is node ∅. The numbers
pictured are outgoing port numbers.
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A walk is a sequence v = (v0, v1, . . . , vk) of nodes such that {vi, vi+1} ∈ Ed for all
i = 0, 1, . . . , k − 1. A pair (v1, v2) of walks, where vi = (vi0, vi1, . . . , vik) for all i = 1, 2, is
called a pair of separating walks (PSW) of length k in Gd if the following conditions hold:
(W1) v10 = ((1, 0)) and v20 = ((2, 1)).
(W2) pid(v1j , v1j−1) = pid(v2j , v2j−1) for all j = 1, 2, . . . , k.
(W3) There is v1k+1 ∈ Vd with {v1k, v1k+1} ∈ Ed such that there is no v2k+1 ∈ Vd for
which {v2k, v2k+1} ∈ Ed and pid(v1k+1, v1k) = pid(v2k+1, v2k).
We say that a pair of separating walks of length k in Gd is critical if there does not exist
a pair of separating walks of length k′ in Gd for any k′ < k.
Consider the graph G5 depicted in Figure 2. One example of a PSW in G5 is the
pair (v1, v2), where vi = (vi0, vi1, . . . , vi7) for all i = 1, 2, and the sequence pi5(vij , vij−1),
j = 1, 2, . . . , 7, of generalised port numbers is 2, 2, 3, 3, 4, 4, 5. Observe that now node v17
has a neighbour v18 with pi5(v18, v17) = 5, but node v27 does not have such a neighbour.
The fact that the sequence grows slowly towards the parameter d is actually a general
property of PSWs; this is one of the crucial ideas behind our proof.
The outline of the proof is as follows. First, we will prove auxiliary results concerning
the graphs Gd and PSWs. These will enable us to obtain a lower bound for the length of
PSWs. Then, we will show that this lower bound entails bisimilarity of the nodes ((1, 0))
and ((2, 1)) up to the respective distance. Since the overall proof is going to be a little
hairy, we provide a chart of dependencies between the various lemmas in Figure 3. The
first four lemmas follow quite easily from the definition of the graphs.
Lemma 32. For each d, we have deg(v) ∈ {1, d} for all v ∈ Vd, and thus Gd ∈ F(d).
Additionally, Gd is a subgraph of Gd+1.
Proof. Consider a node v = (a1, a2, . . . , ai) ∈ Vd. It follows from the definition that if
{v, u} ∈ Ed, then u is either a parent or a child of v. If i = 0, v has no parents, and all
its children are given by rule (G2). Hence deg(v) = d. If 0 < i < 2d, v has one parent,
and all its children are given by rule (G3) or (G4). There are d− 1 children, and hence
deg(v) = d. If i ≥ 2d, v has no children, and hence deg(v) = 1.
It follows from the rules (G1)–(G4) that if v ∈ Vd, then also v ∈ Vd+1. Additionally, if
{v, u} ∈ Ed, then clearly {v, u} ∈ Ed+1. This shows that Gd is a subgraph of Gd+1.
Lemma 33. Let v ∈ Vd and a ∈ {0, 1, . . . , d}. Then there is at most one node u ∈ Vd
such that {v, u} ∈ Ed and pid(u, v) = a.
Proof. The claim follows immediately from rule (G2) and the way the numbers cj2 are
defined in rules (G3) and (G4).
A consequence of Lemma 33 is that in a walk, the successor of each node is uniquely
determined by the port number from the successor to the node.
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Lemma 12 Lemma 9 Lemma 42
Theorem 30
Lemma 11






Lemma 35 Lemma 36
Lemma 37
Figure 3: Dependencies between the lemmas that are needed in order to prove Theorem 30.
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Lemma 34. Let v = (a1, a2, . . . , ai) ∈ Vd, where i < 2d. If v is odd, then for all
a ∈ {1, 2, . . . , d} there exists u ∈ Vd such that {v, u} ∈ Ed and pid(u, v) = a. If v is even,
then either for all a ∈ {0, 1, . . . , d−1} or for all a ∈ {0, 1, . . . , d−2, d} there exists u ∈ Vd
such that {v, u} ∈ Ed and pid(u, v) = a. In the case of even v and a = d, node u is the
parent of node v.
Proof. Observe that in rules (G3) and (G4), we always have b1 ∈ {1, 2, . . . , d}. If v is
odd, the claim follows from the way the numbers cj2 are defined in rule (G3). If v is
even, consider the application of rule (G4) to v. If b1 < d, then cj2 will range over all
the elements in {0, 1, . . . , d− 1} \ {b1}, and thus for all a = {0, 1, . . . , d− 1} there is a
neighbour u such that pid(u, v) = a. If b1 = d, then cj2 will range over all the elements in
{0, 1, . . . , d− 2}, and thus for all a = {0, 1, . . . , d− 2, d} there is a neighbour u such that
pid(u, v) = a. We have always cj2 6= d, and hence the case a = d is only possible if b1 = d.
It follows that if pid(u, v) = d, u is the parent of v.
Lemma 34 implies that in a PSW, the last nodes of each walk must be even. Further-
more, one of the last nodes v must have a parent u with pid(u, v) = d. It follows that we
must have v ∈ Vd \ Vd−1.
Lemma 35. Let {v, u} ∈ Ed+1 \ Ed be such that v ∈ Vd. Then u is a child of v. If v
is odd, then pid+1(v, u) = pid+1(u, v) = d + 1. If v is even, then pid+1(v, u) = d+ 1 and
pid+1(u, v) ∈ {d− 1, d}.
Proof. Since {v, u} ∈ Ed+1, u is either the parent or a child of v. If it was the parent, we
would have u ∈ Vd and thus {v, u} ∈ Ed, a contradiction. Hence u ∈ Vd+1 \ Vd is a child
of v. If v = (a1, a2, . . . , ai) is odd, u is given by rule (G3) in the definition of Gd+1. Since
(a1, a2, . . . , aji+1) ∈ Vd for all j = 1, 2, . . . , d−1, we have u = (a1, a2, . . . , adi+1). As v ∈ Vd,
we have b1, b+2 ≤ d, and thus cd1 = cd2 = d+1. This implies pid+1(v, u) = pid+1(u, v) = d+1.
If v = (a1, a2, . . . , ai) is even, u is given by rule (G4) in the definition of Gd+1. Again,
we have u = (a1, a2, . . . , adi+1), b1, b2 ≤ d and thus cd1 = d+ 1. If b1 = d, then cd2 = d− 1,
otherwise cd2 = d. This implies pid+1(v, u) = d+ 1 and pid+1(u, v) ∈ {d− 1, d}.
With the above observations out of the way, we now go forward to prove more powerful
results.
Lemma 36. Let (v1, v2), where vi = (vi0, vi1, . . . , vik) for some k ≤ 2d− 3 and all i = 1, 2,
be a PSW in Gd. If for some ` ∈ {0, 1, . . . , k − 1} the node vi`+1 is a child of node vi` for
all i = 1, 2, and we have pid(v1` , v1`+1) = pid(v2` , v2`+1), then (v1, v2) is not a critical PSW
in Gd.
Proof. Suppose that for all m = ` + 2, ` + 3, . . . , k we have v1m 6= v1` or v2m 6= v2` . By
assumption, v1`+1 and v2`+1 are of the same type. Consider the definition of Gd. Now
it is easy to show by induction on m that nodes v1m and v2m are of the same type for
all m = ` + 1, ` + 2, . . . , k. Since k ≤ 2d − 3, both v1k and v2k have child nodes. It
follows that if v1k+1 is a neighbour of v1k, there is a neighbour v2k+1 of v2k such that
pid(v1k+1, v1k) = pid(v2k+1, v2k). Thus (v1, v2) is not a PSW in Gd, a contradiction.
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Now v1m = v1` and v2m = v2` for some m ∈ {`+ 2, `+ 3, . . . , k}. Let
v′i = (vi0, vi1, . . . , vi`, vim+1, vim+2, . . . , vik)
for all i = 1, 2. Then (v′1, v′2) is a PSW of length k −m+ ` ≤ k − (`+ 2) + ` = k − 2 < k
in Gd and hence (v1, v2) is not critical.
Lemma 37. Let (v1, v2) be a PSW of length k ≤ 2d− 3 in Gd. Then there is a PSW of
length k + 2 in Gd+1.
Proof. Let vi = (vi0, vi1, . . . , vik) for all i = 1, 2. By definition, there is a neighbour u ∈ Vd
of v1k such that for each neighbour w ∈ Vd of v2k we have pid(u, v1k) 6= pid(w, v2k). Lemma 34
implies that v1k and v2k are even, pid(u, v1k) ∈ {d− 1, d}, and there is a neighbour w ∈ Vd
of v2k for which pid(w, v2k) ∈ {d − 1, d} \ {pid(u, v1k)}. That is, we have pid(u, v1k) = d
or pid(w, v2k) = d. Without loss of generality, we can assume pid(u, v1k) = d and thus
pid(w, v2k) = d− 1.
Lemma 32 implies that degGd(u) = degGd(v
2
k) = d and degGd+1(u) = degGd+1(v
2
k) =
d+ 1. Hence there are nodes x, y ∈ Vd+1 \ Vd such that {u, x} ∈ Ed+1 \Ed and {v2k, y} ∈
Ed+1 \Ed. Note that u, v2k ∈ Vd, u is odd and v2k is even. It follows from Lemma 35 that
pid+1(u, x) = pid+1(x, u) = d+ 1, pid+1(v2k, y) = d+ 1 and pid+1(y, v2k) ∈ {d− 1, d}. Since
pid+1(w, v2k) = pid(w, v2k) = d− 1 and w 6= y, Lemma 33 implies that pid+1(y, v2k) = d.
Now we can extend the walks v1 and v2. Set v′1 = (v10, v11, . . . , v1k, u, x) and v′2 =
(v20, v21, . . . , v2k, y, v2k). We have pid+1(u, v1k) = d = pid+1(y, v2k) and pid+1(x, u) = d + 1 =
pid+1(v2k, y), as required. Furthermore, node x has neighbour u for which pid+1(u, x) = d+1.
Suppose that there is a neighbour u′ of v2k for which pid+1(u′, v2k) = d+ 1. Now Lemma 34
implies that u′ is the parent of v2k. But since v2k ∈ Vd, we have also u′ ∈ Vd, and
hence pid+1(u′, v2k) ≤ d, a contradiction. Similarly, node v2k has neighbour y for which
pid+1(y, v2k) = d, but pid+1(u, x) = d + 1 together with Lemma 34 implies that there is
no neighbour y′ of x for which pid+1(y′, x) = d. This shows that (v′1, v′2) is a PSW of
length k + 2 in Gd+1.
Lemma 38. Let (v1, v2), where vi = (vi0, vi1, . . . , vik) for some k ≤ 2d− 3 and all i = 1, 2,
be a critical PSW in Gd. Then we have vik−1 ∈ Vd \ Vd−1 for some i ∈ {1, 2}.
Proof. Lemma 34 implies that v1k and v2k are even, and for some i ∈ {1, 2} node vik
has a parent u such that pid(u, vik) = d. If vik ∈ Vd−1, then also u ∈ Vd−1 and hence
pid(u, vik) ≤ d− 1, a contradiction. Therefore vik ∈ Vd \ Vd−1.
Suppose that vjk−1 ∈ Vd−1 for all j = 1, 2. Since vik ∈ Vd \ Vd−1, we have {vik−1, vik} ∈
Ed\Ed−1. Lemma 35 implies that vik is a child of vik−1 and pid(vik−1, vik) = pid(vik, vik−1) = d.
Let j ∈ {1, 2} \ {i}. As pid(vjk, vjk−1) = pid(vik, vik−1) = d, we have {vjk−1, vjk} ∈ Ed \ Ed−1










k−1) = d. Now it follows from
Lemma 36 that (v1, v2) is not a critical PSW in Gd, a contradiction.
Lemma 39. Let (v1, v2), where vi = (vi0, vi1, . . . , vik) for some k ≤ 2d− 3 and all i = 1, 2,
be a pair of walks in Gd such that conditions (W1) and (W2) hold. If (v1, v2) is not a
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PSW in Gd, then for each neighbour v1k+1 ∈ Vd of v1k there is a neighbour v2k+1 ∈ Vd of
v2k such that pid(v1k+1, v1k) = pid(v2k+1, v2k), and vice versa.
Proof. Since (v1, v2) is not a PSW, condition (W3) does not hold. This is equivalent to
the first claim. For the second claim, assume that v2k+1 is a neighbour of v2k. Suppose that
there is no neighbour v1k+1 of v1k such that pid(v1k+1, v1k) = pid(v2k+1, v2k). Now it follows
from Lemma 32 and Lemma 34 that v1k and v2k are even and pid(v2k+1, v2k) ∈ {d − 1, d}.
We also obtain from Lemma 34 that there is a neighbour u of v1k for which pid(u, v1k) ∈
{d− 1, d} \ {pid(v2k+1, v2k)}. Now u is a neighbour of v1k such that there is no neighbour w
of v2k for which pid(u, v1k) = pid(w, v2k), a contradiction.
Now we are ready to prove the following lemma, which is the main ingredient of the
proof of Theorem 30. The underlying idea is that the generalised port numbers along
the walks have to grow slowly. Put otherwise, each prefix of a critical PSW must be
contained in a subgraph Gd for a sufficiently small value of d.
Lemma 40. Let (v1, v2), where vi = (vi0, vi1, . . . , vik) for some k ≤ 2d− 3 and all i = 1, 2,
be a critical PSW in Gd. Then (v′1, v′2), where v′i = (vi0, vi1, . . . , vik−2) for all i = 1, 2, is a
PSW in Gd−1.
Proof. First, suppose that {vi`, vi`+1} ∈ Ed−1 for all i = 1, 2 and ` = 0, 1, . . . , k − 3 but
that (v′1, v′2) is not a PSW in Gd−1. Assume that {vik−2, vik−1} ∈ Ed−1 for some i ∈ {1, 2}
and let j ∈ {1, 2} \ {i}. It follows from Lemma 39 that there is a neighbour u ∈ Vd−1 of
vjk−2 such that pid−1(u, v
j
k−2) = pid−1(vik−1, vik−2). Now Lemma 33 implies that u = v
j
k−1
and hence we have vik−1, v
j
k−1 ∈ Vd−1. Then we can use Lemma 38 to obtain that (v1, v2)
is not a critical PSW in Gd, a contradiction.
Let us then assume that {vik−2, vik−1} ∈ Ed \ Ed−1 for all i = 1, 2. As vik−2 ∈ Vd−1
for all i = 1, 2, Lemma 35 implies that vik−1 is a child of vik−2 and pid(v1k−2, v1k−1) = d =
pid(v2k−2, v2k−1) for all i = 1, 2. But now we can apply Lemma 36 to see that (v1, v2) is
not a critical PSW in Gd, a contradiction. We have now shown that if {vi`, vi`+1} ∈ Ed−1
for all i = 1, 2 and ` = 0, 1, . . . , k − 3, then (v′1, v′2) is a PSW in Gd−1.
Then, suppose that {vi`, vi`+1} ∈ Ed \Ed−1 for some i ∈ {1, 2} and ` ∈ {0, 1, . . . , k−3}.
Let m be the smallest value of ` for which this holds. Let j ∈ {1, 2} \ {i}. If m is
even, then the node vim ∈ Vd−1 is odd, and by Lemma 35 we have that pid(vim, vim+1) =




m) = pid(vim+1, vim) = d,







m) = d and that v
j
m+1 is a child of vjm. Lemma 36 then implies
that (v1, v2) is not a critical PSW in Gd, a contradiction.
To complete the proof, assume that m is odd. Recall that {vim, vim+1} ∈ Ed \ Ed−1.
If also {vjm, vjm+1} ∈ Ed \ Ed−1, we can again use Lemma 35 to get that vim+1 and vjm+1
are children of vim and vjm, respectively, and that pid(vim, vim+1) = d = pid(vjm, v
j
m+1). Now
Lemma 36 yields a contradiction. If {vjm, vjm+1} ∈ Ed−1, let v′′` = (v`0, v`1, . . . , v`m) for
all ` = 1, 2. The pair (v′′1, v′′2) is a PSW in Gd−1, because otherwise by using a similar
argument as above we would obtain that {vim, vim+1} ∈ Ed−1, a contradiction. But now
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we can use Lemma 37 to get a PSW of length m+ 2 ≤ (k − 3) + 2 = k − 1 in Gd, which
contradicts the criticality of (v1, v2).
Lemma 41. Let (v1, v2) be a PSW of length k ≤ 2d− 3 in Gd. Then k ≥ 2d− 3.
Proof. We use induction on d. Let vi = (vi0, vi1, . . . , vik) for all i = 1, 2. It follows from
Lemma 32 and Lemma 34 that vik is even for all i = 1, 2, and thus k is odd. Hence we
have k ≥ 1. If d = 2, we have shown that k ≥ 2d− 3.
For the inductive step, suppose that the claim holds for d = q and that (v1, v2) is
a PSW of length k in Gq+1. Now there is a critical PSW (u1, u2) of length ` ≤ k in
Gq+1, where ui = (ui0, ui1, . . . , ui`) for all i = 1, 2. Lemma 40 implies that (u′1, u′2), where
u′i = (ui0, ui1, . . . , ui`−2) for all i = 1, 2, is a PSW of length `− 2 in Gq. By the inductive
hypothesis we obtain `− 2 ≥ 2q− 3. It follows that k ≥ ` ≥ 2q− 1 = 2(q+ 1)− 3. Hence
we have shown that the claim holds for d = q + 1.
We congratulate the reader for making it this far despite our slightly tedious assortment
of lemmas about PSWs. For now we are ready to make use of them to obtain an actual
bisimilarity result. Lo and behold!
Lemma 42. We have ((1, 0))↔SV2d−3 ((2, 1)), that is, the nodes ((1, 0)) and ((2, 1)) of Gd
are (2d− 3)-SV-bisimilar.
Proof. If we have ((1, 0))↔SVk ((2, 1)) for arbitrarily large k, the claim is clearly true.
Otherwise, let k be the largest integer for which we have ((1, 0))↔SVk ((2, 1)). We will
show that k ≥ 2d− 3.
Let v10 = ((1, 0)) and v20 = ((2, 1)). Suppose then that ` ∈ {0, 1, . . . , k − 1} and that
v1` and v2` have been defined. Furthermore, suppose that k− ` is the largest integer m for
which v1` ↔SVm v2` holds. If for each neighbour u of v1` there was a neighbour w of v2` , and
vice versa, such that u↔SVk−` w and pid(u, v1` ) = pid(w, v2` ), then by Lemma 11 we would
have v1` ↔SVk−`+1 v2` , a contradiction. Thus for some i ∈ {1, 2} and j ∈ {1, 2} \ {i} there is
a neighbour u of vi` such that there is no neighbour w of v
j
` for which the given condition
holds. However, since vi`↔SVk−` vj` , we can choose neighbour w so that u↔SVk−`−1 w and
pid(u, vi`) = pid(w, v
j
` ). Now we can define vi`+1 = u and v
j
`+1 = w. We have shown that
k − `− 1 = k − (`+ 1) is the largest integer m for which vi`+1↔SVm vj`+1 holds.
The above recursive definition yields a pair (v1, v2) of walks, where vi = (vi0, vi1, . . . , vik)
for all i = 1, 2. Clearly conditions (W1) and (W2) hold. Additionally, we know that
k − k = 0 is the largest integer m for which we have v1k↔SVm v2k. However, if k ≤ 2d− 3,
then for each neighbour u of v1k and w of v2k we have deg(u) = deg(v) and hence u↔SV0 w.
It follows that for some i ∈ {1, 2} and j ∈ {1, 2} \ {i} there is a neighbour u of vik such
that there is no neighbour w of vjk for which pid(u, vik) = pid(w, v
j
k). If i = 1 and j = 2,
this is equivalent to condition (W3). Otherwise, we use Lemma 32 and Lemma 34 to
swap the roles of i and j in a similar manner as in the proof of Lemma 39.
In conclusion, we have shown that (v1, v2) is a PSW of length k in Gd. Now Lemma 41
implies that k ≥ 2d− 3.
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Remark 43. Lemma 42 can also be viewed from a game-theoretic perspective. When
considering a game played by Spoiler and Duplicator starting from the nodes ((1, 0)) and
((2, 1)), the pair of sequences consisting of the nodes chosen by the players is a PSW.
Then, the lower bound on the length of PSWs implies that Duplicator has a winning
strategy in the (2d− 3)-round bisimulation game. For more details on bisimulation games,
see Blackburn, van Benthem and Wolter [8].
To prove Theorem 30, we want the root node ∅ to receive the same messages from its
neighbours ((1, 0)) and ((2, 1)). Lemma 42 shows that they are (2d− 3)-SV-bisimilar, but
this is not enough: they also need to have identical outgoing port numbers towards node ∅.
We will now define a port numbering of Gd based on the generalised port numbering pd.
Let f : {0, 1, . . . , d} → [d] be a function such that f(0) = 1 and f(i) = i for i ≥ 1.
If pd(v, i) = (u, j) for some nodes v, u and port numbers i, j, we define p′d(v, (f(i)) =
(u, f(j)). Due to the fact that in rule (G3) of the definition of Gd we used b+2 instead of b2,
no node has both 0 and 1 as port numbers in pd. It follows that p′d is a bijection from the
set of input ports to the set of output ports, and the set of outgoing as well as incoming
port numbers for each node v is {1, 2, . . . ,deg(v)}. Observe that p′d(((1, 0)), 1) = (∅, 1)
and p′d(((2, 1)), 1) = (∅, 2). Now we can apply Lemma 12 to see that the (2d − 3)-SV-
bisimilarity still holds, that is, we have (Gd, ((1, 0)), p′d)↔SV2d−3 (Gd, ((2, 1)), p′d).
Let A ∈ SV be an arbitrary algorithm and ∆ ≥ 2. Let G = G∆, p = p′∆, v = ∅,
u = ((1, 0)) and w = ((2, 1)). Consider the execution of A in (G, p). Lemma 9 implies
that the state of A in the nodes u and w is identical in each round r = 0, 1, . . . , 2∆− 3.
Furthermore, we have pi(u, v) = 1 = pi(w, v). It follows that u and w send the same
message to node v in each round r + 1 = 1, 2, . . . , 2∆− 2. This concludes the proof of
Theorem 30.
Remark 44. We could as well show that the nodes ((1, 0)) and ((2, 1)) are (2d−3)-bisimilar
with respect to the class MV of algorithms, with only minor changes to the proof of
Lemma 42. However, this would not make any difference in the end, since we need to
consider an algorithm in SV for the root node to lose the multiplicities of messages it
receives from its neighbours.
5.2 Separation by a Graph Problem
Now we proceed to prove Theorem 31. Let us get straight to the point and define the
graph problem Π. We will be working with graphs where each node is given as a local
input one of three colours: black (B), white (W) or grey (G). For each graph (G, f) with
local input from the set {B,W,G}, the set Π(G, f) of solutions consists of mappings
S : V → {B,W,G} such that for each v ∈ V , S(v) is one of the local inputs having
the highest multiplicity among the neighbours of v. For example, if node v has four
neighbours of colour B, four neighbours of colour W and two neighbours of colour G, then
for each solution S we have S(v) = B or S(v) = W.
There is an algorithm in MV—and, in fact, in MB—that solves problem Π in only
one communication round: Each node broadcasts its own colour to all its neighbours.
Then, each node counts the multiplicity of each message it received and outputs the one
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with the highest multiplicity. Showing that this cannot be solved by any algorithm in
SV in less than ∆ communication rounds will require somewhat more work. Luckily, we
can handle the most tricky part of the proof by making use of the previous result in a
black-box manner.
We start by defining for each d = 2, 3, . . . two graphs, HB,d = (VB,d, EB,d) and
HW,d = (VW,d, EW,d). The constructions can be seen as extensions of the graph Gd
defined earlier, but now each node is coloured with one of the three colours: black (B),
white (W) or grey (G). Colours B and W can be thought of as complements of each other;
we write B = W and W = B. Again, we define VB,d recursively:
(H1) ∅ ∈ VB,d.
(H2) ((1, 0,B)), ((2, 1,B)), ((3, 2,B)), ((4, 3,B)), . . . , ((d, d− 1,B)) ∈ VB,d.
(H3) ((2, 1,W)), ((3, 2,W)), ((4, 3,W)), . . . , ((d, d− 1,W)) ∈ VB,d.
(H4) If (a1, a2, . . . , ai) ∈ VB,d, where i is odd and i < 2d, then (a1, a2, . . . , aji+1) ∈ VB,d
for all j = 1, 2, . . . , d − 1, where aji+1 = (cj1, cj2,G) is defined as follows. Let
(b1, b2, C) = ai, where C ∈ {B,W}, and b+2 = 1 if b2 = 0, b+2 = b2 otherwise.
Define
cj1 = min({1, 2, . . . , d} \ {b+2 , c11, c21, . . . , cj−11 }),
cj2 = min({1, 2, . . . , d} \ {b1, c12, c22, . . . , cj−12 }).
(H5) If (a1, a2, . . . , ai) ∈ VB,d, where i is even and i < 2d, then (a1, a2, . . . , aji+1) ∈
VB,d for all j = 1, 2, . . . , d− 1, where aji+1 = (cj1, cj2, C) is defined as follows. Let
(d1, d2, C) = ai−1, where C ∈ {B,W}, and (b1, b2,G) = ai. Define
cj1 = min({1, 2, . . . , d} \ {b2, c11, c21, . . . , cj−11 }),
cj2 = min({0, 1, . . . , d− 1} \ {b1, c12, c22, . . . , cj−12 }).
(H6) If (a1, a2, . . . , ai) ∈ VB,d, where i is even and i < 2d, then (a1, a2, . . . , aji+1) ∈
VB,d for all j = 1, 2, . . . , d− 1, where aji+1 = (cj1, cj2, C) is defined as follows. Let
(d1, d2, C) = ai−1, where C ∈ {B,W}. Define
cj1 = min({2, 3, . . . , d} \ {c11, c21, . . . , cj−11 }),
cj2 = min({1, 2, . . . , d− 1} \ {c12, c22, . . . , cj−12 }).
The set EB,d of edges consists of all pairs {v, u}, where v = (a1, a2, . . . , ai) ∈ VB,d and
u = (a1, a2, . . . , ai, ai+1) ∈ VB,d for some i ∈ {0, 1, . . .}. The sets VW,d and EW,d are given
by the same definition by replacing every occurrence of B with W and vice versa. See
Figures 4 and 5 for illustrations. By rearranging the branches of the trees, we observe
that actually the only difference between HB,d and HW,d is the colours in the branch that





































































































































































































































































































Figure 4: A part of the graph HB,4. The node in the centre is node ∅. The numbers





































































































































































































































































































Figure 5: A part of the graph HW,4. The node in the centre is node ∅. The numbers
pictured are outgoing port numbers.
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In this proof we work with the graphs HB,d and HW,d for a fixed value of d. Hence,
to simplify notation, we will write HB and HW from now on.
We define colourings fB : VB → {B,W,G} and fW : VW → {B,W,G} as follows. If
v = (a1, a2, . . . , ai) ∈ VC for some C ∈ {B,W} and i ≥ 1, and we have ai = (b1, b2, C ′), set
fC(v) = C ′. If v = ∅ ∈ VC , set fC(v) = G. Notice that for each solution S ∈ Π(HB, fB)
we have S(∅) = B and for each solution S ∈ Π(HW, fW) we have S(∅) = W.
Our port numbers are pairs (a,C), where a ∈ {0, 1, . . . , d} and C ∈ {B,W,G}.
Generalised port numberings pB and pW for HB and HW, respectively, are defined as
follows. Let v = (a1, a2, . . . , ai) and u = (a1, a2, . . . , ai+1), where ai+1 = (b1, b2, C), be
nodes. Note that fB(u) = fW(u) = C. If C ∈ {B,W}, define
pB(v, (b1, C)) = pW(v, (b1, C)) = (u, (b2,G)),
pB(u, (b2,G)) = pW(u, (b2,G)) = (v, (b1, C)).
If C = G, let C ′ = fB(v) = fW(v) and define
pB(v, (b1,G)) = pW(v, (b1,G)) = (u, (b2, C ′)),
pB(u, (b2, C ′)) = pW(u, (b2, C ′)) = (v, (b1,G)).
Next we will define induced subgraphs HˆB and HˆW of HB and HW, respectively. For
C ∈ {B,W}, the vertex set VˆC of HˆC consists of all vertices (a1, a2, . . . , ai) ∈ VC such
that fC((a1, a2, . . . , aj)) ∈ {C,G} for all j ∈ {0, 1, . . . , i}. That is, a node v of HC is in
the subgraph HˆC if and only if each node in the unique path from the root node ∅ to
node v is either grey or of colour C. For each v = (a1, a2, . . . , ai) ∈ VC we denote the
corresponding node of HˆC by vˆ = (a1, a2, . . . , ai) ∈ VˆC .
For each C ∈ {B,W}, define a mapping gC : VˆC → Vd as follows. Suppose vˆ =
(a1, a2, . . . , ai) ∈ VˆC , where aj = (bj1, bj2, Cj) for each j. Now set gC(vˆ) = (a′1, a′2, . . . , a′i),




2) for each j. By observing that the subgraph HˆC is given by the rules
(H1), (H2), (H4) and (H5) in the definition of HC , and how they correspond to the rules
(G1)–(G4) in the definition of Gd, one can see that gC is a bijection, and in fact an
isomorphism, between HˆC and Gd. We can use gC to move bisimilarity results from Gd
to HˆC , as the following lemma shows.
Lemma 45. Let C ∈ {B,W}, r ∈ N and vˆ, uˆ ∈ VˆC . If gC(vˆ)↔SVr gC(uˆ), then vˆ↔SVr uˆ.
Proof. Let Br, Br−1, . . . , B0 be the sequence of relations given by the r-SV-bisimilarity
of gC(vˆ) and gC(uˆ). For each i ∈ {0, 1, . . . , r}, set B′i = {(wˆ, wˆ′) : (gC(wˆ), gC(wˆ′)) ∈ Bi}.
It is straightforward to check that we have B′r ⊆ B′r−1 ⊆ · · · ⊆ B′0 ∈ VˆC × VˆC and that
the conditions (1)–(4) of Definition 8 hold.
Next, we will define a partial mapping fv,u : VC → VC for each pair of grey nodes
vˆ and uˆ in HˆC . Assume that v = (a1, a2, . . . , ai) and u = (b1, b2, . . . , bj). If v′ =
(a1, a2, . . . , ai, c1, c2, . . . , ci′) ∈ VC for some c1, c2, . . . , ci′ , and we have
fC((a1, a2, . . . , ai, c1)) = C and u′ = (b1, b2, . . . , bj , c1, c2, . . . , ci′) ∈ VC ,
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then we define fv,u(v′) = u′. The idea here is that the subtrees of HC that have the
nodes v and u as their roots and that are not contained in the subgraph HˆC (except for
the root nodes) are isomorphic (up to a certain distance). The mapping fv,u is a partial
isomorphism between such subtrees, as one can quite easily check. In what follows, we
will use fv,u to show that the r-SV-bisimilarity of the nodes ((1, 0, C)) and ((2, 1, C)) in
HˆC can be extended to the supergraph HC .
For each C ∈ {B,W}, denote the nodes ∅, ((1, 0, C)) and ((2, 1, C)) of HC by vC , uC
and wC , respectively. In accordance with our previously introduced notation, denote the
corresponding nodes of the subgraph HˆC by vˆC , uˆC and wˆC .
Lemma 46. Let vˆ, uˆ ∈ VˆC be grey nodes and let t ∈ N be such that v↔SVt u. If
w ∈ dom(fv,u), dist(w, vC) < 2d− t and dist(fv,u(w), vC) < 2d− t, then w↔SVt fv,u(w).
Proof. We proceed by induction on t. The base case t = 0 is straightforward: Since
dist(w, vC) < 2d and dist(fv,u(w), vC) < 2d, we have deg(w) = deg(fv,u(w)). Addition-
ally, observe that we have fC(w) = fC(fv,u(w)). It follows that we have w↔SV0 fv,u(w).
For the inductive case, assume that the claim holds for t = s and that v↔SVs+1 u.
If w = v, then fv,u(w) = u and we have nothing to prove. Hence, assume w 6=
v. Denote the neighbours of w by w1, w2, . . . , wk. Then the neighbours of fv,u(w)
are fv,u(wi), i = 1, 2, . . . , k. We have wi ∈ dom(fv,u) for all i. Additionally, since
dist(w, vC) < 2d−(s+1) and dist(fv,u(w), vC) < 2d−(s+1), we have dist(wi, vC) < 2d−s
and dist(fv,u(wi), vC) < 2d − s for all i. Now the inductive hypothesis implies that
w↔SVs fv,u(w) and wi↔SVs fv,u(wi) for all i. Additionally, it follows immediately from
the definition of fv,u that we have piC(wi, w) = piC(fv,u(wi), fv,u(w)) for all i. Now
Lemma 11 implies that w↔SVs+1 fv,u(w). Hence the claim holds for t = s+ 1.
Lemma 47. Let t ∈ N and let vˆ, uˆ ∈ VˆC be such that dist(vˆ, vˆC) < 2d−t and dist(uˆ, vˆC) <
2d− t. If vˆ↔SVt uˆ, then v↔SVt u.
Proof. We prove the claim by induction on t. The base case t = 0 is easy: If vˆ↔SV0 uˆ,
then fC(vˆ) = fC(uˆ), and thus fC(v) = fC(u). As v and u are of the same colour and
neither of them is a leaf node, deg(v) = deg(u). Hence v↔SV0 u.
For the inductive step, assume that the claim holds for t = s and that vˆ↔SVs+1 uˆ,
where dist(vˆ, vˆC) < 2d− (s+ 1) and dist(uˆ, vˆC) < 2d− (s+ 1). Denote the neighbours of
vˆ and uˆ by vˆ1, vˆ2, . . . , vˆd and uˆ1, uˆ2, . . . , uˆd, respectively. Lemma 11 implies that vˆ↔SVs uˆ,
and that for each vˆi there is uˆji such that vˆi↔SVs uˆji and piC(vˆi, vˆ) = piC(uˆji , uˆ), and vice
versa. We have dist(vˆi, vˆC) < 2d− s and dist(uˆi, vˆC) < 2d− s for all i. Now the inductive
hypothesis implies that v↔SVs u, vi↔SVs uji for all i and vij ↔SVs uj for all j.
Since v↔SVs u, nodes v and u are of the same colour. If they are of colour C, they do
not have neighbours other than v1, v2, . . . , vd and u1, u2, . . . , ud, respectively. Then we
can apply Lemma 11 to obtain v↔SVs+1 u. Otherwise, v and u are grey, and in addition
to vi and ui, i = 1, 2, . . . , d, they have neighbours generated by rule (H3) or rule (H6).
Denote those neighbours by v′1, v′2, . . . , v′d−1 and u′1, u′2, . . . , u′d−1, respectively, such that
we have fv,u(v′i) = u′i for all i. Observe that dist(v′i, vC) < 2d−s and dist(u′i, vC) < 2d−s
for all i. Now Lemma 46 shows that v′i↔SVs u′i for all i. In addition, the definition of
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fv,u implies that piC(v′i, v) = piC(u′i, u) for all i. We have shown that the conditions of
Lemma 11 hold, and consequently v↔SVs+1 u. Hence the claim is true for t = s+ 1.
Now we can combine our previous results to obtain bisimilarity between certain nodes
in the graph HC for each C ∈ {B,W}. Lemma 42 shows that ((1, 0))↔SV2d−3 ((2, 1)),
where ((1, 0)) and ((2, 1)) are nodes in the graph Gd. Observe that gC(uˆC) = ((1, 0)) and
gC(wˆC) = ((2, 1)). Now Lemma 45 implies that uˆC ↔SV2d−3 wˆC . We have dist(uˆC , vˆC) =
1 < 2d− (2d− 3) and dist(wˆC , vˆC) = 1 < 2d− (2d− 3). Hence it follows from Lemma 47
that uC ↔SV2d−3 wC , where uC and wC are neighbours of vC in the graph HC .
As in the proof of Theorem 30, we define a port numbering p′C for each C ∈ {B,W}
based on the generalised port numbering pC . Again, we need to preserve bisimilarity as
well as have identical outgoing port numbers from nodes uC and wC towards node vC .
Define function f from the set of all generalised ports of HC to [2d − 1] as follows:
f(1,B) = f(1,W) = 1, f(i,B) = 2i − 1 and f(i,W) = 2i − 2 for all i = 2, 3, . . . , d,
f(0,G) = 1 and f(i,G) = i for all i = 1, 2, . . . , d. Then, if pC(v, a) = (u, b) for some nodes
v, u and port numbers a, b, set p′C(v, f(a)) = (u, f(b)). Without too much effort, one can
check that p′C is indeed a valid port numbering of HC , and that we have pi′C(uC , vC) =
1 = pi′C(wC , vC). Lemma 12 implies that (HC , fC , uC , p′C)↔SV2d−3 (HC , fC , wC , p′C).
To reach our ultimate goal, we need to define one more mapping. Define h : VB → VW
as follows: if v = (a1, a2, . . . , ai) ∈ VB, where i ≥ 1 and a1 = (b1, b2, C) for some b1 ≥ 2,
set h(v) = u, where u = (a1, a2, . . . , ai) ∈ VW. Additionally, set h(vB) = vW. Thus, there
is one subtree starting from a child of vB, the one having the node uB = ((1, 0,B)) as its
root, that is excluded from the domain of h. Similarly, the subtree having uW = ((1, 0,W))
as its root is excluded from the range of h. See Figure 6 for an illustrations of the situation.
Lemma 48. Let v ∈ VB and u ∈ VW be nodes such that h(v) = u. Then for all
t = 0, 1, . . . , 2d− 2 we have (HB, fB, v, p′B)↔SVt (HW, fW, u, p′W).
Proof. We prove the claim by induction on t. The base case t = 0 is trivial: if h(v) = u,
then by definition of h we have deg(v) = deg(u) and fB(v) = fW(u) and therefore
v↔SV0 u.
For the inductive step, suppose that the claim holds for t = s < 2d − 2. Consider
two arbitrary nodes v ∈ VB and u ∈ VW such that h(v) = u. By the inductive hypothesis
we have v↔SVs u. If v 6= vB, all the neighbours of v are in the domain of h and all the
neighbours of u are in the range of h. Furthermore, if w is a neighbour of v, we have
pi′B(w, v) = pi′W(h(w), u), and by the inductive hypothesis, w↔SVs h(w). Now Lemma 11
implies that v↔SVs+1 u.
If v = vB, v has one neighbour that is not in dom(h). That neighbour is uB =
((1, 0,B)). Similarly, h(v) = vW has one neighbour that is not in the range of h, namely
uW = ((1, 0,W)). However, as shown above, we have uB↔SV2d−3 wB, and thus uB↔SVs wB.
Since we have also wB↔SVs h(wB), Lemma 10 implies that uB↔SVs h(wB). Additionally,
we have





























Figure 6: Graphs HB,4 and HW,4 up to distance one from the root nodes. The dashed
lines represent r-SV-bisimilarity between nodes.
Similarly, we have uW↔SVs wW and wW↔SVs h−1(wW), from which we get uW↔SVs
h−1(wW). Additionally,
pi′W(uW, u) = pi′W(wW, u) = pi′W(h−1(wW), v).
We have shown that the conditions of Lemma 11 hold even if considering also neighbours
not handled by the mapping h, and consequently we have v↔SVs+1 u. Thus the claim
holds for t = s+ 1.
Let d ≥ 2 and ∆ = 2d− 1. Then HB,d, HW,d ∈ F(∆). Let A ∈ SV be any algorithm
with a running time at most ∆− 1 = 2d− 2. Consider the execution of A in the nodes
vB ∈ VB,d and vW ∈ VW,d. Now Lemma 48 together with Lemma 9 implies thatA produces
the same output in vB and vW. Recall that for any valid solutions S ∈ Π(HB,d, fB) and
S′ ∈ Π(HW,d, fW) we have S(vB) 6= S′(vW). Hence A does not solve the problem Π. This
concludes the proof of Theorem 31.
Remark 49. Note that we could define a similar problem without local inputs, by encoding
the colours in the structure of the graph. One way to do this is to add one new neighbour
to each black node and two new neighbours to each white node. If d ≥ 3, this does not
increase the maximum degree of the graph. Then we could define the set of solutions to
consist of, for example, mappings S such that S(v) = 1 if node v has an odd number of
neighbours of an odd degree and S(v) = 0 otherwise. However, for illustrative purposes
it was beneficial the use a colouring instead.
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6 Conclusions
By combining our results in Sections 3 and 4 with the trivial subset relations, we obtain
that the complexity classes studied in this work form the following linear orders:
SB ( MB = VB ( SV = MV = VV ( VVc,
SB(1) ( MB(1) = VB(1) ( SV(1) = MV(1) = VV(1) ( VVc(1).
This is depicted in Figure 1b.
In addition, we have shown that the simulation technique used to prove SV = MV is
optimal in the following sense: breaking symmetry between incoming messages is always
possible in time 2∆− 1, and there are graphs where 2∆− 1 rounds is strictly required.
Furthermore, we have constructed a graph problem for which the difference in running
time between algorithms in SV andMV is linear in ∆.
It is worth noting that by using results of Hella et al. [30], our lower-bound result
can be recast in terms of modal logic (see Section 2.4.1). In a certain class of structures,
when given a formula φ of graded multimodal logic, we can find an equivalent formula ψ
of multimodal logic, but in general, the modal depth md(ψ) of ψ has to be at least
md(φ) + ∆− 1.
6.1 Open Problems
While the results presented in this work settle the questions related to the classes SV
andMV to a large degree, one can come up with more fine-grained questions.
First, we can consider message size. The simulation technique of Section 3.1 makes the
messages sent by the simulating algorithm quite large, essentially growing exponentially
in ∆. Our lower-bound results show that the messages need to contain information from
a distance linear in ∆, but this does not necessarily imply that they need to contain all
possible information up to that distance. Thus we can ask the following.
Problem 50. What is the minimum overhead in message size required to simulate
algorithms inMV by algorithms in SV?
Second, we can consider the simulation strictly from the perspective of graph problems.
While Theorem 30 gives a tight lower bound for the simulation problem, there does not
seem to be a way to define a graph problem with a simulation overhead of 2∆− 2 rounds.
Indeed, in the problem given by Theorem 31, the lower bound is only ∆− 1. Hence it
seems plausible that there exists a more indirect way to construct simulating algorithms
in SV with a smaller overhead. We state this in the following conjecture.
Conjecture 51. Let Π be a graph problem and let T : N× N→ N. Assume that there
is an algorithm A ∈MV that solves Π in time T . Then there is an algorithm B ∈ SV
that solves Π in time T ′, where T ′(n,∆) = T (n,∆) + ∆− 1.
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