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i
Abstract
The main goal of this dissertation is to construct a better understanding of the subtleties that arise in
the holographic computation of extremal correlators. It is well known that these computations, in the
gravitational description, suffer from divergences, but the interpretation and origin of these divergences
is unclear. The study starts with detailed computations of two- and three-point functions of a scalar field
minimally coupled to gravity on Euclidean AdSd space, three-point functions of two giant gravitons and
one light graviton, and three-point functions of the Kaluza-Klein gravitons, using supergravity theory.
Further, we also give the computation of these same correlators in the dual CFT . These involve novel
techniques in the matrix model, including methods that employ Schur polynomials in the dual gauge
theory analysis. By employing the usual AdS/CFT dictionary, we argue that extremal correlators are
naturally related to collinear particles. There are divergences that arise in collinear amplitudes as a
consequence of the fact that the particles momenta are parallel. We therefore reach the suggestive
idea that the divergences in extremal correlator computations are linked to collinear divergences. Much
remains to be done to really establish this connection.
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1. Introduction
Correlation functions are the basic observables of interest in quantum field theory (QFT) as well as in
string theory. Their computation is not an easy task. One significant complication is that correlation
functions are often divergent and this divergence must be understood and interpreted before the corre-
lation function can be determined. Another key difficulty is that most computations of correlators must
be performed using a weak coupling expansion. For this reason the computation of correlators in the
strongly coupled limit of QFT is usually not possible.
The idea of the holographic principle, as realized in the Anti-de Sitter/Conformal Field Theory (AdS/CFT)
correspondence (Maldacena, 1999; Witten, 1998; Gubser et al., 1998), has related correlators computed
in string theory to correlators computed in field theory. A weak coupling expansion in the string theory
then gives insight into the strong coupling limit of the QFT. However, the weak coupling string theory
computations are still plagued by divergences. Our principal motivation in this study is to give a general
understanding of the subtleties arising as a result of these divergences, in the holographic computations
of extremal correlation functions. These subtleties were first found in Freedman et al. (1999), D’Hoker
et al. (1999) and Caputa et al. (2012).
This dissertation is organised as follows:
In Chapter 2, we introduce a matrix model with one Hermitian N × N matrix M that is needed in
Chapter 3 to construct a complex matrix model and and then extend it to a model with any number
of matrices. This first chapter will consider a free matrix model and then an interacting one. Different
approaches are used to compute the correlators in this model. First we use a generating function, then
we use the so called Schwinger-Dyson equations and finally we use the techniques of ribbons graphs
which are Feyman diagram techniques used to evaluate correlators in field theories. What makes the
study of the matrix model interesting is that it is related to the dynamics of strings. We will give an
argument that reaches this conclusion. We will show that the large N limit gives the classical limit of
the string theory.
In Chapter 3, we present some basic group theory and representation theory that is used to compute the
correlators of a complex matrix model with field Z. The representations of the symmetric group Sn using
Young tableau play a central role for this, so one section of this chapter is dedicated to the construction
of their matrix representations. The computation of correlators is achieved by working on the tensor
product of n copies of the vector space on which the complex matrix field Z acts. On this tensor vector
space the action of the symmetric group is defined naturally. The idea of projection operators in group
theory allows us to build a set of projection operators that are related to the construction of the Schur
polynomial operators. These polynomial operators are a complete set of orthogonal operators. Any
multi-trace structure can be written as a linear combination of them. Another section is used to show
how a complex matrix model can be obtained from a model with 2 Hermitian matrices M1 and M2.
In Chapter 4, we will use the idea of holography to compute two-point functions of scalar fields from
supergravity on AdSd+1. We will show that there is a subtlety in the computation since two different
results will be obtained using two approaches which should be equivalent. We will decide which is
correct by appealing to a Ward identity. The resulting two-point function is in agreement with the
gauge theory. We will also present the computation of three-point functions of the gravity scalar field.
All the ingredients that are developed in this chapter will be reused in Chapter 6.
In Chapter 5, the correlator of giant gravitons both on the S5 and on the AdS5 are computed. We
perform the computations in the gauge theory using Schur polynomials and by using the D3-brane
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Dirac-Born-Infield action on the gravity side. Here again, the computation is subtle since the integrals
appearing in the computation are divergent. We present a regularization in which the values of the
correlators from gauge theory are in agreement with the computation from the gravity side. This
method of regularization is essentially chosen by comparison to the gauge theory. One may hope to do
better, by providing an understanding of how and why the divergence arises. With this understanding
one might be able to motivate what regularization should be chosen without appealing to the gauge
theory. This is a key motivation for our study.
In Chapter 6, we will discuss the computation of a three-point function of the scalar gravity field dual
to the chiral primary operators in gauge theory. Extremal and non-extremal correlators are considered
following D’Hoker et al. (1999). The computation of the extremal correlators is achieved in two different
ways on the gravity side by considering an analytic continuation of the non-extremal case and secondly
by using the bulk-to-boundary propagator in Fourier space which involves a modified Bessel function as
we have seen in Chapter 4. Here however, its index is an integer.
In Chapter 7, motivated by the connection between R-charge of operators in gauge theory and angular
momentum of the dual particle states in string theory, we suggest that the divergences that appear in
extremal correlators maybe related to collinear divergences. We explain how the cancellation of IR- and
collinear-divergences (achieved by summing over degenerate states) may be useful for understanding the
divergences in extremal correlators. We conclude this work in Chapter 8.
Appendices A and B show how to contract the indices of symmetric traceless tensors, and give the
relevant properties of spherical harmonics that are needed for the analysis carried out in Chapter 6.
2. Correlation functions from Matrix model
2.1 Matrix model
The central set of ideas explored in this dissertation involve the duality between Yang-Mills theories and
string theories. This discussion can be carried out, in a simpler setting, by considering a matrix model
(Corley et al., 2002; Balasubramanian et al., 2002; de Mello Koch et al., 2007b) instead of Yang-Mills
theory.
In the following, we are going to give an argument supporting the idea that any matrix model is a theory
of strings. We start with a discussion of the computation of correlation functions in scalar quantum
field theory. With this discussion complete, we then enumerate the modifications to the quantum field
theory of a scalar field needed to build the matrix model. Then we will compute correlators using the
generating function as in field theories. After this we derive the Feyman rules, called ribbon graph
diagrams, from which we can explain the dynamics of the matrix model.
First of all, the generating function in field theories is defined as
Z =
∫
[dφ] eiS+
∫
d4xJ(x)φ(x). (2.1.1)
Using the functional derivative defined by
δJ(x)
δJ(y)
= δ(x− y), (2.1.2)
we easily obtain
δZ
δJ(y)
=
∫
[dφ] eiS+
∫
d4xJ(x)φ(x)φ(y). (2.1.3)
With the generating function we are able to compute the correlation function or correlator, which is
defined by
〈. . .〉 =
∫
[dφ] eiS . . .. (2.1.4)
In the above, . . . stands for any product of observables. From (2.1.3), correlators are given by taking
derivatives of the generating function, evaluated at J = 0, as follows
〈φ(x1) . . . φ(xn)〉 =
∫
[dφ] eiSφ(x1) . . . φ(xn) (2.1.5)
=
δ
δJ(x1)
. . .
δ
δJ(xn)
Z[J ]
∣∣
J=0
. (2.1.6)
To obtain the matrix model, we make the following modifications in the above discussion:
(1) Move to Euclidean space: iS → −S.
(2) Consider a matrix valued field: [dφ]→ [dM ] with M a Hermitian matrix such that M = M †. The
integral over the measure [dM ] means we have to integrate over all possible Hermitian matrices.
So we have to integrate over
3
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• all possible diagonal elements mii. This correspond to N real integrals,
• all possible imaginary parts of the elements miij above the diagonal, which contributes a further
1
2N(N − 1) real integrals,
• all possible real parts of the elements mrij above the diagonal, corresponding to 12N(N − 1)
real integrals.
We thus have
[dM ] = N
N∏
i
dmii
N∏
i<j
dmrijdm
i
ij , (2.1.7)
where N is a normalization for the measure.
(3) Move to 0-dimensions: we imagine the universe is a single point.
We will see that this toy model correctly captures the ideas of gauge/gravity duality.
2.2 Free matrix model
For free theory, the generating function takes the form
Z0[J ] =
∫
[dM ] e−
ω
2
Tr(M2)+Tr(JM), (2.2.1)
where
dJkl
dJij
= δikδjl (2.2.2)
and
dZ0[J ]
dJij
=
∫
[dM ] e−
ω
2
Tr(M2)+Tr(JM)Mji. (2.2.3)
The correlation functions are given by
〈. . .〉0 =
∫
[dM ] e−
ω
2
Tr(M2). . . (2.2.4)
The subscript 0 indicates that we are studying the free theory. Combining (2.2.4) and (2.2.3), we have
〈MijMkl . . .Mxy〉0 =
∫
[dM ] e−
ω
2
Tr(M2)MijMkl...Mxy
=
d
dJji
d
dJlk
. . .
d
dJyx
Z0[J ]
∣∣
J=0
. (2.2.5)
Here, we have fixed the normalization of the measure by
〈1〉0 = Z0[J ]
∣∣
J=0
=
∫
[dM ] e−
ω
2
Tr(M2) = 1. (2.2.6)
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2.2.1 Computation of correlators using the generating function. According to (2.2.5), one way to
compute correlators is to determine Z[J ]. The correlators are equal to derivatives of Z0[J ] evaluated
at J = 0. Our first goal is to compute Z0[J ].
We can perform the Gaussian integral in (2.2.3) by completing the square in the exponent. Towards
this end, note that
−ω
2
Tr
(
M2
)
+ Tr (JM) = −1
2
[
Tr
(
ωM2
)− 2Tr (JM)]
= −1
2
[
Tr
(
ωM2 − JM −MJ)]
= −ω
2
[
Tr
(
M2 − JM −MJ
ω
+
J2
ω
− J
2
ω
)]
= −ω
2
Tr
(
M2 − JM −MJ
ω
+
J2
ω2
)
+ Tr
(
J2
2ω
)
= −ω
2
Tr
([
M − J
ω
]2)
+ Tr
(
J2
2ω
)
. (2.2.7)
Therefore (in obtaining (2.2.8) we have used (2.2.6)))
Z0[J ] =
∫
[dM ] e
−ω
2
Tr
(
[M− Jω ]
2
)
+Tr
(
J2
2ω
)
= e
Tr
(
J2
2ω
) ∫
[dM ] e
−ω
2
Tr
(
[M− Jω ]
2
)
Z0[J ] = e
Tr
(
J2
2ω
)
. (2.2.8)
When we differentiate the expression for Z0[J ] in (2.2.8) with respect to Jij , we obtain
dZ0[J ]
dJij
=
1
ω
JjiZ0[J ]. (2.2.9)
Now, let us determine some correlators:
• 〈MijMkl〉0:
〈MijMkl〉0 =
d
dJji
d
dJlk
Z0[J ]
∣∣
J=0
=
[
d
dJji
(
1
ω
JklZ0[J ]
)]
J=0
=
1
ω
[(
δilδjkZ0[J ] +
1
ω
JklJijZ0[J ]
)]
J=0
. (2.2.10)
The second term in this expression vanishes when J = 0. Therefore it follows that
〈MijMkl〉0 =
1
ω
δilδjk. (2.2.11)
• 〈MijMklMmn〉0:
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We use the result found in (2.2.10) to obtain
〈MijMklMmn〉0 =
1
ω
[
d
dJnm
(
δilδjkZ0[J ] +
1
ω
JklJijZ0[J ]
)]
J=0
=
1
ω2
[(
δilδjkJmn + δnkδmlJij + Jklδniδmj +
1
ω
JmnJklJij
)
Z0[J ]
]
J=0
.
(2.2.12)
When J = 0, all terms in this expression vanish, so that
〈MijMklMmn〉0 = 0. (2.2.13)
• 〈MijMklMmnMpq〉0:
We use the result we obtained in (2.2.12) to find
〈MijMklMmnMpq〉0 =
1
ω2
[
d
dJqp
{(
δilδjkJmn + δnkδmlJij + Jklδniδmj +
1
ω
JmnJklJij
)
Z0[J ]
}]
J=0
.
(2.2.14)
The terms which do not vanish when J = 0 are the first three terms of this expression. The final
result is
〈MijMklMmnMpq〉0 =
1
ω2
(
δilδjkδqmδpn + δnkδmlδqiδpj + δqkδplδniδmj
)
. (2.2.15)
Using (2.2.11) and (2.2.15), we can compute
〈
Tr
(
M2
)〉
0
,
〈
Tr (M)2
〉
0
and
〈
Tr
(
M4
)〉
0
. The results
are
• 〈Tr (M2)〉
0
: 〈
Tr (M)2
〉
0
= 〈MiiMjj〉0
=
1
ω
δijδij
=
1
ω
δjj〈
Tr (M)2
〉
0
=
1
ω
N. (2.2.16)
•
〈
Tr (M)2
〉
0
: 〈
Tr (M)2
〉
0
= 〈MijMji〉0
=
1
ω
δiiδjj〈
Tr (M)2
〉
0
=
1
ω
N2. (2.2.17)
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• 〈Tr (M4)〉
0
:
〈
Tr
(
M4
)〉
0
=
1
ω2
(
δilδjjδilδnn + δnjδllδiiδnj + δijδnlδniδlj
)
=
1
ω2
(
δilδilN
2 + δnjδnjN
2 + δijδnlδniδlj
)
=
1
ω2
(
N3 +N3 + δnlδnjδlj
)
=
1
ω2
(
2N3 + δljδlj
)
〈
Tr
(
M4
)〉
0
=
1
ω2
(
2N3 +N
)
. (2.2.18)
2.2.2 Computation of correlators using the Schwinger-Dyson equation. The Schwinger-Dyson
equation is obtained by using the fact that correlators are invariant under the change of variable Mij →
Mij + δMij in the path integral. To derive the Schwinger-Dyson equation, let O be an arbitrarily
observable, with correlator given by
〈O〉0 =
∫
[dM ] e−
ω
2
Tr(M2)O =
∫
[dM ]F (M), (2.2.19)
where
F (M) = e−
ω
2
Tr(M2)O. (2.2.20)
Now, consider the transformation Mij →M ′ij = Mij + δMij . Note that
Mij = M
′
ij − δMij and [dM ] =
[
dM ′
]
, (2.2.21)
so that
〈O〉0 =
∫ [
dM ′
]
F (M ′ − δM). (2.2.22)
In this expression, we can expand F (M ′ − δM) as a Taylor series assuming that the δMij ’s are small.
The result is
〈O〉0 =
∫ [
dM ′
](
F (M ′)− δMij ∂F (M
′)
∂M ′ij
)
=
∫ [
dM ′
]
F (M ′)− δMij
∫ [
dM ′
] ∂F (M ′)
∂M ′ij
= 〈O〉0 − δMij
∫ [
dM ′
] ∂F (M ′)
∂M ′ij
. (2.2.23)
Since this last expression is true for any δMij , it follows that∫
[dM ]
∂F (M)
∂Mij
= 0, (2.2.24)
which is the Schwinger-Dyson equation. This equation allows us to easily compute the correlators. For
example
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(a)
〈
Tr (M )2
〉
0
= N ,
0 =
∫
[dM ]
∂
∂Mii
[
Tr (M) e−
1
2
Tr(M2)
]
=
∫
[dM ]
[
∂
∂Mii
Tr (M)− 1
2
Tr (M)
∂
∂Mii
Tr
(
M2
)]
e−
1
2
Tr(M2)
=
∫
[dM ] [δii − Tr (M)Mii] e−
1
2
Tr(M2)
=
〈
N − Tr (M)2
〉
0
. (2.2.25)
(b)
〈
Tr (M )4
〉
0
= 3N2,
0 =
∫
[dM ]
∂
∂Mii
[
Tr (M)3 e−
1
2
Tr(M2)
]
=
∫
[dM ]
[
3
(
∂
∂Mii
Tr (M)
)
Tr (M)2 − 1
2
Tr (M)3
∂
∂Mii
Tr
(
M2
)]
e−
1
2
Tr(M2)
=
∫
[dM ]
[
3δiiTr (M)
2 − Tr (M)3Mii
]
e−
1
2
Tr(M2)
=
〈
3NTr (M)2 − Tr (M)4
〉
0
=
〈
3N2 − Tr (M)4
〉
0
. (2.2.26)
(c)
〈
Tr (M )6
〉
0
= 15N3,
0 =
∫
[dM ]
∂
∂Mii
[
Tr (M)5 e−
1
2
Tr(M2)
]
=
∫
[dM ]
[
5
(
∂
∂Mii
Tr (M)
)
Tr (M)4 − 1
2
Tr (M)5
∂
∂Mii
Tr
(
M2
)]
e−
1
2
Tr(M2)
=
∫
[dM ]
[
5δiiTr (M)
4 − Tr (M)5Mii
]
e−
1
2
Tr(M2)
=
〈
5NTr (M)4 − Tr (M)6
〉
0
=
〈
15N3 − Tr (M)6
〉
0
. (2.2.27)
(d)
〈
Tr (M )2n+2
〉
0
= (2n+ 1)NTr (M)2n = (2n+ 1)(2n− 1)(2n− 3) · · · 1Nn+1,
0 =
∫
[dM ]
∂
∂Mii
[
Tr (M)2n+1 e−
1
2
Tr(M2)
]
=
∫
[dM ]
[
(2n+ 1)
(
∂
∂Mii
Tr (M)
)
Tr (M)2n − 1
2
Tr (M)2n+1
∂
∂Mii
Tr
(
M2
)]
e−
1
2
Tr(M2)
=
∫
[dM ]
[
(2n+ 1)δiiTr (M)
4 − Tr (M)2n+1Mii
]
e−
1
2
Tr(M2)
=
〈
(2n+ 1)NTr (M)2n − Tr (M)2n+2
〉
0
. (2.2.28)
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(e)
〈
Tr
(
M2
)〉
0
= N2,
0 =
∫
[dM ]
∂
∂Mij
[
Mije
− 1
2
Tr(M2)
]
=
∫
[dM ]
[
∂
∂Mij
Mij − 1
2
Mij
∂
∂Mij
Tr
(
M2
)]
e−
1
2
Tr(M2)
=
∫
[dM ] [δiiδjj −MijMji] e−
1
2
Tr(M2)
=
〈
N2 − Tr (M2)〉
0
. (2.2.29)
(f)
〈
Tr
(
M2
)2〉
0
= (N2 + 2)N2,
0 =
∫
[dM ]
∂
∂Mij
[
Tr
(
M2
)
Mije
− 1
2
Tr(M2)
]
=
∫
[dM ]
[(
∂
∂Mij
Tr
(
M2
))
Mij + Tr
(
M2
) ∂
∂Mij
Mij − 1
2
Tr
(
M2
)
Mij
∂
∂Mij
Tr
(
M2
)]
e−
1
2
Tr(M2)
=
∫
[dM ]
[
2MijMji + δiiδjjTr
(
M2
)− Tr (M2)MijMji] e− 12Tr(M2)
=
〈
(2 +N2)Tr
(
M2
)− Tr (M2)2〉
0
. (2.2.30)
(g)
〈
Tr
(
M2
)n+1〉
0
= (N2 + 2n)
〈
Tr
(
M2
)n〉
0
,
0 =
∫
[dM ]
∂
∂Mij
[
Tr
(
M2
)n
Mije
− 1
2
Tr(M2)
]
=
∫
[dM ]
[
nTr
(
M2
)n−1( ∂
∂Mij
Tr
(
M2
))
Mij + Tr
(
M2
)n ∂
∂Mij
Mij
− 1
2
Tr
(
M2
)n
Mij
∂
∂Mij
Tr
(
M2
)]
e−
1
2
Tr(M2)
=
∫
[dM ]
[
2nTr
(
M2
)n−1
MijMji + δiiδjjTr
(
M2
)n − Tr (M2)nMijMji] e− 12Tr(M2)
=
〈
(2n+N2)Tr
(
M2
)n − Tr (M2)n+1〉
0
. (2.2.31)
(h)
〈
Tr
(
M2
)3〉
0
= (N2 + 4)(N2 + 2)N2,
(i)
〈
Tr
(
M2
)4〉
0
= (N2 + 6)(N2 + 4)(N2 + 2)N2,
We have used the recursion relation in (g) to find (h) and (i).
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(j)
〈
Tr
(
M4
)〉
0
= 2N3 +N ,
0 =
∫
[dM ]
∂
∂Mij
[
(M3)ije
− 1
2
Tr(M2)
]
=
∫
[dM ]
[
∂
∂Mij
(M3)ij − 1
2
(M3)ij
∂
∂Mij
Tr
(
M2
)]
e−
1
2
Tr(M2)
=
∫
[dM ]
[
2∑
k=0
Tr
(
Mk
)
Tr
(
M2−k
)
− (M3)ijMji
]
e−
1
2
Tr(M2)
=
〈
2NTr
(
M2
)
+ Tr (M)2 − Tr (M4)〉
0
. (2.2.32)
(k)
〈
Tr (M ) Tr
(
M3
)〉
0
= 3N2,
0 =
∫
[dM ]
∂
∂Mij
[
Tr (M) (M2)ije
− 1
2
Tr(M2)
]
=
∫
[dM ]
[(
∂
∂Mij
Tr (M)
)
(M2)ij + Tr (M)
∂
∂Mij
(M2)ij − 1
2
Tr (M) (M2)ij
∂
∂Mij
Tr
(
M2
)]
e−
1
2
Tr(M2)
=
∫
[dM ]
[
δij(M
2)ij + 2NTr (M) Tr (M)− Tr (M) (M2)ijMji
]
e−
1
2
Tr(M2)
=
〈
Tr
(
M2
)
+ 2NTr (M)2 − Tr (M ) Tr (M3)〉
0
. (2.2.33)
(l)
〈
Tr
(
M6
)〉
0
= 5N4 + 10N2,
0 =
∫
[dM ]
∂
∂Mij
[
(M5)ije
− 1
2
Tr(M2)
]
=
∫
[dM ]
[
∂
∂Mij
(M5)ij − 1
2
(M5)ij
∂
∂Mij
Tr
(
M2
)]
e−
1
2
Tr(M2)
=
∫
[dM ]
[
4∑
k=0
Tr
(
Mk
)
Tr
(
M4−k
)
− (M5)ijMji
]
e−
1
2
Tr(M2)
=
〈
2NTr
(
M4
)
+ 2Tr (M) Tr
(
M3
)
+ Tr
(
M2
)2 − Tr (M6)〉
0
. (2.2.34)
(m)
〈
Tr (M )2 Tr
(
M4
)〉
0
= 2N5 +N3 + 12N2,
(n)
〈
Tr
(
M2
)
Tr
(
M4
)〉
0
= (N2 + 4)(2N3 +N),
(o)
〈
Tr
(
M2
)
Tr
(
M6
)〉
0
= (N2 + 6)(5N4 + 10N2),
(p)
〈
Tr
(
M4
)2〉
0
= 4N6 + 40N4 + 61N2.
Here, the value of ω was taken to be 1.
2.2.3 Computation of correlators using ribbon graphs. Yang-Mills theories are theories with local
gauge invariance. All physical observables must be invariant under the local gauge symmetry. For
the matrix model we declare that the local gauge symmetry is M → UMU †, where U is an unitary
matrix, and we require that all physical observables are invariant under this transformation. Therefore,
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observables are given by products of traces. We will now introduce ribbon graphs, which are diagrams
used to compute the correlators of observables in the matrix model, in the same way that we compute
correlators in scalar quantum field theory using Feynman diagrams. The rules to draw ribbon diagrams
are as follows:
• Each element Mij of the matrix becomes a pair of dots labeled i and j.
• Place the labeled pairs of dots on a line and join pairs of pairs of dots with a pair of lines, a
ribbon, without twisting the ribbon or crossing the line on which pairs live.
• Link dots which are labeled with same index by a solid line.
We state the following rules to compute the contribution from a particular ribbon graph
1. Each closed loop contributes a factor of N .
2. Each ribbon contributes a factor of 1ω .
N3
N3
N
N2
Tr(M4)
Tr(M2) Tr(M)
2
N
Figure 2.1: Ribbon graph diagrams used to compute
〈
Tr (M )2
〉
0
,
〈
Tr
(
M2
)〉
0
and
〈
Tr
(
M4
)〉
0
.
We remark that the number of ribbon graphs is equal to (n− 1)!! if n is the total number of matrices
in the observables in the correlator. This rule is evident in the correlator computations illustrated in the
Figures (2.1) and (2.2). Of course, the correlator is only non-zero if n is even.
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N4
N4
N2
N2
N2
N2
N4
N2
N2
N4
N4
N2 N2
N2
N2
Figure 2.2: Ribbon graph diagrams used to compute
〈
Tr
(
M6
)〉
0
.
2.3 Interacting model
Above we have developed the ribbon graph rules that can be used to compute correlators in the free
(Gaussian) matrix model. In this section our goal is to give a set of rules that can be used to compute
correlators even when interactions are turned on. To obtain an interacting matrix model we add a term
quartic in M . The correlators are defined as follows
〈. . .〉 =
∫
[dM ] e−
ω
2
Tr(M2)−gTr(M4). . ., (2.3.1)
where g is the coupling constant. The generating function associated with this model takes the form
Z[J ] =
∫
[dM ] e−
ω
2
Tr(M2)−gTr(M4)+Tr(JM). (2.3.2)
The normalization of the generating function is fixed by requiring that 〈1〉 = 1. To achieve this we
introduce a new generating function called Z˜[J ] such that
Z˜[J ] =
Z[J ]
Z[0]
. (2.3.3)
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In this case, we have the normalized correlators defined as
〈MijMkl . . .Mxy〉 = d
dJji
d
dJlk
. . .
d
dJyx
Z˜[J ]
∣∣
J=0
=
1
Z[0]
d
dJji
d
dJlk
. . .
d
dJyx
Z[J ]
∣∣
J=0
=
1
Z[0]
∫
[dM ] e−
ω
2
Tr(M2)−gTr(M4)MijMkl...Mxy. (2.3.4)
It is not possible to evaluate (2.3.4) exactly. We can however develop a perturbative approach by
assuming that g is small and expanding (2.3.4) as a power series in g. Thus for any observable O we
have
〈O〉 = 1
Z[0]
∫
[dM ] e−
ω
2
Tr(M2)−gTr(M4)O
=
1
Z[0]
+∞∑
n=0
(−g)n
n!
∫
[dM ] e−
ω
2
Tr(M2)[Tr (M4)]nO
=
1
Z[0]
+∞∑
n=0
(−g)n
n!
〈[
Tr
(
M4
)]nO〉
0
. (2.3.5)
Of course, the generating function itself can be expanded as
Z[J ] =
+∞∑
n=0
(−g)n
n!
∫
[dM ] e−
ω
2
Tr(M2)+Tr(JM)[Tr (M4)]n, (2.3.6)
which implies
Z[0] =
+∞∑
n=0
(−g)n
n!
∫
[dM ] e−
ω
2
Tr(M2)[Tr (M4)]n
=
+∞∑
n=0
(−g)n
n!
〈[
Tr
(
M4
)]n〉
0
. (2.3.7)
Finally, the correlator of any observable O can be written as
〈O〉 =
∑+∞
n=0
(−g)n
n!
〈[
Tr
(
M4
)]nO〉
0∑+∞
n=0
(−g)n
n! 〈[Tr (M4)]n〉0
. (2.3.8)
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Starting from (2.3.8), we can use perturbation theory to compute any correlators, to any order in g.
For example at order g2, we have
〈O〉 =
〈O〉0 − g
〈
Tr
(
M4
)O〉
0
+ g
2
2
〈[
Tr
(
M4
)]2O〉
0
+O(g3)
1− g 〈Tr (M4)〉0 + g
2
2
〈
[Tr (M4)]2
〉
0
+O(g3)
=
[
〈O〉0 − g
〈
Tr
(
M4
)O〉
0
+
g2
2
〈[
Tr
(
M4
)]2O〉
0
+O(g3)
]
×
[
1 + g
〈
Tr
(
M4
)〉
0
− g
2
2
〈[
Tr
(
M4
)]2〉
0
+O(g3)
]
= 〈O〉0 − g
{〈
Tr
(
M4
)O〉
0
− 〈O〉0
〈
Tr
(
M4
)〉
0
}
+
g2
2
{〈[
Tr
(
M4
)]2O〉
0
− 2 〈Tr (M4)O〉
0
〈
Tr
(
M4
)〉
0
− 〈O〉0
〈[
Tr
(
M4
)]2〉
0
}
+O(g3).
(2.3.9)
Since we have expressed everything in terms of correlators of the Gaussian matrix model, we can proceed
as we did before. For O = Tr (M)2, we have〈
Tr (M)2
〉
=
〈
Tr
(
M2
)〉
0
− g {〈Tr (M4)Tr (M2)〉
0
− 〈Tr (M2)〉
0
〈
Tr
(
M4
)〉
0
}
+O(g2)
= N2 − g(8N3 + 4N) +O(g2), (2.3.10)
where we have used the results (e), (n) and (j) from Section (2.2.1).
2.3.1 Ribbon graphs rules in the interacting model. First, the following rules are added to the
existing rules, to obtain the ribbon graph diagrams for the interacting theory
1. Each matrix element Mij becomes a pair of dots. Indices that are summed are connected by a
line.
2. To compute the order n contribution to the correlator, include n vertices that allow four ribbons
to meet at a point (see Figure (2.3)).
Figure 2.3: Figure showing a vertex.
3. Join pairs of dots, as well as the open ends of the vertices, with ribbons, without twisting the
ribbon.
With these rules:
1. Each ribbon contributes a factor of 1ω .
2. Each closed loop contributes a factor of N .
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3. Each vertex contributes a factor of −g.
4. There is a factor of 1n! for any diagram with n vertices.
5. Drop all terms which include vacuum diagrams.
All diagrams constructed just by joining vertices with ribbons are called vacuum diagrams. The normal-
ization in (2.3.3) removes all vacuum diagrams as illustrated in (2.3.9).
We will give the ribbon graph diagrams for the order g-contribution to O = Tr
(
M2
)
in the Figure
below. Without normalization, we have the diagrams shown in Figure (2.4) when we add one 4-vertex.
Figure 2.4: Ribbon graphs corresponding to
〈
Tr
(
M2
)〉
without the normalization.
We see that the vacuum diagrams are subtracted in (2.3.10) by the terms with coefficient −g.
2.3.2 Large N limit of the theory and ’t Hooft expansion. The computation of correlators using
a power series in g becomes problematic when N becomes large i.e when N → +∞. In fact, for each
increasing power of g we have an increasing power of N in the expansion. Thus the leading term is not
well determined. We can overcome this problem by setting gN = λ which is held fixed when N → +∞
and g → 0. This is known as the ’t Hooft expansion. For every observable O, the correlators take the
following form
〈O〉 =
∞∑
n=0
fn(λ)N
2−2n. (2.3.11)
We will now argue that the power of N in this expansion is related to the topology of some surface.
This further demonstrates how powerful ribbon graph techniques are for the study of matrix models. It
suggests that the summation is performed over all possible surfaces that we will identify as the worldsheet
of a string’s evolution. This gives an insight into the dynamics of the system modelled by our matrix
model.
To determine the N dependence of the ribbon graph diagram for large N , it is convenient to set M to
be equal to
√
NM ′. The generating function is then given by
Z[J ] =
∫ [
dM ′
]
e−
Nω
2
Tr(M ′2)+λNTr(M ′4)+Tr(J ′M ′). (2.3.12)
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From (2.3.12), we deduce that for each ribbon graph diagram:
1. Each ribbon contributes a factor of 1ωN .
2. Each vertex contributes a factor of λN .
3. Each closed loop contributes a factor of N .
Therefore, if we denote by E the number of ribbons, by V the number of vertices and F the number
of closed loops, we have
1
(ωN)E
(λN)VNF =
1
ωE
NF+V−EλV , (2.3.13)
in which χ = F + V − E is identified as the Euler characteristic of the topology of a surface. These
surfaces are triangulated by ribbon graphs. If each closed loop is considered as the boundary of a piece
of rubber then the surface is formed by gluing them together.
One can argue that smooth deformations leave χ invariant. Under the continuous operation of shrinking
an edge to nothing, two distinct vertices have been joined to one vertex and the number of faces does
not change as shown in Figure (2.5). The number of edges becomes E′ = E−1, the number of vertices
becomes V ′ = V − 1 with the number of faces unchanged F ′ = F . This gives
F ′ + V ′ − E′ = F + (V − 1)− (E − 1) = χ. (2.3.14)
Another continuous deformation is given by shrinking a face to nothing. If m is the number of edges
bounding the face, after we shrink the number of edges will be E′ = E −m. The number of vertices
will be reduced by m − 1 since we have to join m vertices into one. Thus there are V ′ = V −m + 1
vertices. In this case, we have
F ′ + V ′ − E′ = (F − 1) + (V −m+ 1)− (E −m) = χ. (2.3.15)
An example of shrinking a face, with m = 5, is illustrated in Figure (2.6).
Shrinking an edge
Figure 2.5: Shrinking an edge to nothing.
2.3.3 Planar limit as a classical limit. In the preceding section (2.2.2) we have only considered the
free theory. In this case, it is easy to check that if N is large (i.e. N → +∞), the expectation value of
a product is equal to the product of the expectation values〈∏
i
Tr (Mni)
〉
0
=
∏
i
〈Tr (Mni)〉0 ni = 2, 4, 6, . . . , 2k. (2.3.16)
This result holds for the large N limit of any matrix model. In this case, the only ribbon graph diagrams
that contribute to the value of the correlators are ribbon graph diagrams that can be drawn on the
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Shrinking a face
Figure 2.6: Shrinking a face to nothing
surface of a sphere. These diagrams are called planar diagrams. Consider the example of
〈
Tr
(
M2
)〉
0
,〈
Tr
(
M4
)〉
0
and
〈
Tr
(
M6
)〉
0
. We have〈
Tr
(
M2
)〉
0
= N2 (2.3.17)〈
Tr
(
M4
)〉
0
= 2N3 +N −→ 2N3 (2.3.18)〈
Tr
(
M6
)〉
0
= 5N4 + 10N2 −→ 5N4. (2.3.19)
Consequently we can verify that factorization holds for
〈
Tr
(
M2
)
Tr
(
M4
)〉
0
and
〈
Tr
(
M2
)
Tr
(
M6
)〉
0
:〈
Tr
(
M2
)
Tr
(
M4
)〉
0
= (N2 + 4)(2N3 +N) −→ 〈Tr (M2)〉
0
〈
Tr
(
M4
)〉
0
= 2N5 (2.3.20)〈
Tr
(
M2
)
Tr
(
M6
)〉
0
= (N2 + 6)(5N4 + 10N2) −→ 〈Tr (M2)〉
0
〈
Tr
(
M6
)〉
0
= 5N6. (2.3.21)
Factorization is a strong indication that the system is in a classical-like limit. To explain why factorization
is an indication that we are in a classical limit of the theory, we need to recall how correlators are
computed. Let O be an observable which takes the value O(i) when the system is in a given state i,
with a probability µi. Thus, the expectation value is given by
〈O〉 =
∑
i
µiO(i) with
∑
i
µi = 1, (2.3.22)
in which the sum is taken over all possible states of the system. Then, for any product of observables
Oj with j = 1, 2, . . . n, we have
〈O1O2 . . .On〉 =
∑
i
µiO1(i)O2(i) . . .On(i). (2.3.23)
Now, if factorization holds, the above equation is equal to
〈O1〉 〈O2〉 . . . 〈On〉 =
∑
i1
µi1O1(i1)
∑
i2
µi2O2(i2) · · ·
∑
in
µinOn(in) ∀n. (2.3.24)
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The equality of the Equations (2.3.23) and (2.3.24) implies that there exists only one state i′ of the
system such that
µi =
{
1 if i = i′
0 otherwise
, (2.3.25)
which means that only one configuration contributes to the value of the correlators. This corresponds
to the planar limit of our theory. Moreover, we have argued that corrections to the values of correlators
come from ribbon graphs that triangulate higher genus surfaces in the large N limit. These corrections
are due to fluctuations about the classical limit, so that we identify them with ~ corrections. In this
way we see that the matrix model suggests that we identify ~ = 1
N2
.
In summary, we have started by defining the generating function Z for our matrix model, in order to
compute correlators. There are different ways to evaluate correlators. For example, we can differentiate
the generating function, or use Schwinger-Dyson equations. In addition, we are able to draw diagrams
called ribbon graphs, to compute correlators. The description making use of ribbon graphs has suggested
an interpretation of the computation of correlation functions as a sum over surfaces. From this, we
have argued that our matrix model is related to a theory of strings with two parameters ~ = 1
N2
and
the ’t Hooft coupling λ = gN where g and N are respectively the coupling constant and the rank of
the gauge group in the matrix model. The large N limit of the matrix model gives the classical limit of
the dual string theory.
3. Group representation theory and Schur
polynomials
In the previous chapter we have developed methods allowing us to compute correlation functions in a
matrix model (Corley et al., 2002). We have found that in the large N limit, correlators are correctly
reproduced by summing only the planar diagrams. In fact, this conclusion is only true when the number
of matrices ∆ in our observable is held fixed as we take N →∞. If we scale ∆ with N , the sums over
huge numbers of ribbon graphs implies that non-planar diagrams contribute (de Mello Koch et al., 2009).
In this case, ribbon graph techniques are ineffective. Therefore, we have to develop new techniques to
study this limit of the theory. These new techniques use some basic notions from group theory and
representation theory.
3.1 Background group theory
3.1.1 Definition. A group is a set G together with a map · : G × G → G called group composition,
which verifies the following axioms:
1. The group composition is closed
g1 · g2 ∈ G, ∀g1, g2 ∈ G. (3.1.1)
2. There exists an element e called the identity of G such that
e · g = g · e = g, ∀g ∈ G. (3.1.2)
3. For every g ∈ G, there exists an element g−1 ∈ G called inverse of g such that
g · g−1 = g−1 · g = e. (3.1.3)
4. The group operation · is associative, which means
g1 · (g2 · g3) = (g1 · g2) · g3, ∀g1, g2, g3 ∈ G. (3.1.4)
3.1.2 Order of a group G. The order of the group G is the number of elements of G, denoted by |G|.
We say that the group G is finite if |G| is finite. Here are a few examples:
• Sn: The group of permutations of n objects is a finite group of order |G| = n!.
• GL(n,K): The group of all n×n invertible matrices whose matrix elements belong to a field K.
• U(N): The group of N ×N unitary matrices.
The last two groups listed are not finite.
19
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3.1.3 Multiplication Table. For any finite group G, we can construct a table which gives the compo-
sition of two elements belonging to the group.
3.1.4 Example. S2: Group of permutations of 2 objects. In this case we have two group elements: we
can swap the two objects or we do nothing. These two operations that we have performed correspond
to the elements of S2 which are the identity element, denote by () and the swap operation by (1, 2).
Thus, the group S2 can be written as
S2 =
{
(), (1, 2)
}
. (3.1.5)
Consider the multiplication table for S2. It is obvious that if we perform the swap operation twice, we
obtain the same configuration. Moreover, if we do nothing and then swap the result is the same as just
swapping the elements. Following the same reasoning, we obtain the following table.
() (1,2)
() () (1,2)
(1,2) (1,2) ()
Table 3.1: Multiplication table of S2.
The notation adopted here is the cycle notation. This notation is used to define any element of any
group of permutations of any number of objects. The notation σ = (a, b, c) means b takes the position
of a, c takes the position b and a takes the position of c and anything else does not change position.
Then, we can write
σ(a) = b, σ(b) = c, σ(c) = a and σ(d) = d for d 6= a, b, c. (3.1.6)
3.1.5 Example. S3: Group of permutations of 3 objects. Using the cycle notation to write the elements
of the group S3, we obtain
S3 =
{
(), (1, 2), (1, 2, 3), (1, 3, 2), (2, 3), (1, 3)
}
. (3.1.7)
The multiplication table for this group is given by the following table.
() (1,2) (1,2,3) (1,3,2) (2,3) (1,3)
() () (1,2) (1,2,3) (1,3,2) (2,3) (1,3)
(1,2) (1,2) () (2,3) (1,3) (1,2,3) (1,3,2)
(1,2,3) (1,2,3) (1,3) (1,3,2) () (1,2) (2,3)
(1,3,2) (1,3,2) (2,3) () (1,2,3) (1,3) (1,2)
(2,3) (2,3) (1,3,2) (1,3) (1,2) () (1,2,3)
(1,3) (1,3) (1,2,3) (1,2) (2,3) (1,3,2) ()
Table 3.2: Multiplication table of S3.
3.2 Matrix representations of a group
We recall that GL(n,K) is the set of all invertible n×n matrices whose entries are elements of a given
field K.
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3.2.1 Definition. A matrix representation of a group G is map Γ(·) : G → GL(n,K) such that:
Γ(g1)Γ(g2) = Γ(g1g2), ∀g1, g2 ∈ G. (3.2.1)
The product on the right hand side of this formula is the usual matrix multiplication. The product on
the left had side is the composition law of the group G.
3.2.2 Equivalent representations. We say that ΓR(·) and ΓS(·) are equivalent representations of the
group G if there exists an invertible matrix M such that
ΓR(g) = MΓS(g)M
−1 ∀g ∈ G. (3.2.2)
This implies that
Tr (ΓR(g)) = Tr (ΓS(g)) ∀g ∈ G. (3.2.3)
3.2.3 Characters of group elements. The character of group element g in representation R is given
by
χR(g) = Tr (ΓR(g)) . (3.2.4)
We point out that two representations are equivalent if and only if their characters are equal. To
prove that, let A1, A2, ..., AN stand for the matrices which represent the elements of a group G in
representation R and A′1, A′2, ..., A′N stand for the matrices of representation R
′. If R and R′ are
equivalent representation, we know that A′i = MAiM
−1 for i = 1 to N . We can see that the
characters in representation R and R′ are equal. To show that the equality of the characters in the two
representations is enough to prove the representations are equivalent, we need to argue that equality of
the characters is enough to prove that the trace of any product of matrices in representation R is equal
to the trace of any product of matrices in the representation R′. Indeed, this last statement is true if
and only if Ai and A
′
i are related by A
′
i = MAiM
−1 for i = 1 to N . But the product of matrices in a
given representation is the matrix which represents the product of the elements of the group. Thus this
proves that two representations are equivalent if and only if their characters are equal.
3.2.4 Direct sum of two representations. Let ΓR(·) and ΓS(·) be two representations of the group
G. The direct sum of ΓR(·) and ΓS(·) is another representation Γ(·) of G defined by
Γ(g) =
[
ΓR(g) Od1×d2
Od2×d1 ΓS(g)
]
, ∀g ∈ G. (3.2.5)
We denote the direct sum of ΓR(·) and ΓS(·) by
Γ(g) = ΓR(g)⊕ ΓS(g). (3.2.6)
3.2.5 Reducible representation. Any representation that is equivalent to a block diagonal represen-
tation is called a reducible representation. Any representation that is not reducible is called irreducible.
Let V be a d-dimensional vector space and V1 a subspace of V . We say that V1 is an invariant subspace
of G if
∀ |v〉 ∈ V1 ⇒ Γ(g) |v〉 ∈ V1, ∀g ∈ G. (3.2.7)
This means that Γ(·) is block diagonal which implies that any irreducible representation has no invariant
proper subspaces.
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3.3 Fundamental orthogonality relation
The fundamental orthogonality relation will play an important role when we apply group representation
theory to matrix models. Schur’s Lemmas play an important part in the proof of the fundamental
orthogonality relation. For that reason, we state (without proof) the two Lemmas in this section.
3.3.1 Schur lemma 1. Let R be an irreducible representation of G. If we have some matrix A satisfying
ΓR(g)A = AΓR(g), ∀g ∈ G , then A = λI with λ ∈ C.
3.3.2 Schur lemma 2. Let R and S be two inequivalent irreducible representations of G. The only
solution to ΓR(g)A = AΓS(g),∀g ∈ G is A = 0.
3.3.3 Fundamental orthogonality relation. To derive the Fundamental orthogonality relation, we
start by studying the collection of matrices
[B(R,S, b, α)]aβ =
∑
g∈G
ΓR(g
−1)abΓS(g)αβ. (3.3.1)
Choosing a specific value for R,S, b and α chooses a specific matrix from the collection. The row index
of this matrix is a and the column index is β. First, let us multiply by ΓS(g1)βγ to obtain
[B(R,S, b, α)]αβ ΓS(g1)βγ =
∑
g∈G
ΓR(g
−1)abΓS(g)αβΓS(g1)βγ
=
∑
g∈G
ΓR(g
−1)abΓS(gg1)αγ . (3.3.2)
Now, change the summation variable from g to g¯ = gg1 or g
−1 = g1g¯−1. Thus
[B(R,S, b, α)]αβ ΓS(g1)βγ =
∑
g¯∈G
ΓR(g1g¯
−1)abΓS(g¯)αγ
= ΓR(g1)ac
∑
g¯∈G
ΓR(g¯
−1)cbΓS(g¯)αγ
= ΓR(g1)ac [B(R,S, b, α)]cγ . (3.3.3)
Using Schur’s Lemmas, we conclude
[B(R,S, b, α)]cγ = δRSδcγλ(b, α,R) (3.3.4)
where
λ(b, α,R) =
|G|
dR
δRSδαb. (3.3.5)
This last value is obtained by evaluating the trace Tr (B(R,S, b, α)) by using (3.3.1) and then by using
(3.3.4). We now have the fundamental orthogonality relation∑
g∈G
ΓR(g
−1)abΓS(g)αβ =
|G|
dR
δRSδaβδαb. (3.3.6)
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The fundamental orthogonality relation could be used to derive an orthogonality relation for characters.
To see this, we set b = a and β = α and sum over α and a to obtain∑
aα
∑
g∈G
ΓR(g
−1)aaΓS(g)αα =
|G|
dR
δRS
∑
aα
δaαδαa
=
|G|
dR
δRS
∑
a
δaa. (3.3.7)
By identifying ∑
a
ΓR(g
−1)aa = Tr
(
ΓR(g
−1)
)
= χR(g
−1) (3.3.8)
and ∑
α
ΓS(g)αα = Tr (ΓS(g)) = χS(g), (3.3.9)
(3.3.7) becomes ∑
g∈G
χR(g
−1)χS(g) = δRS |G|. (3.3.10)
This is the orthogonality relation for characters. We can specialize this relation to a unitary representation
or to an orthogonal representation as follows
• For a unitary representation, Tr (ΓR(g−1)) = Tr (ΓR(g)−1) = Tr (ΓR(g)†) so that∑
g∈G
χ†R(g)χS(g) = δRS |G|. (3.3.11)
• For an orthogonal representation, Tr (ΓR(g−1)) = Tr (ΓR(g)−1) = Tr (ΓR(g)T ) = Tr (ΓR(g)) so
that ∑
g∈G
χR(g)χS(g) = δRS |G|. (3.3.12)
3.4 Matrix representations of the symmetric group Sn
3.4.1 Young diagrams. A Young diagram is a finite collection of boxes arranged in left-justified rows,
with the row lengths weakly decreasing. Young diagrams are used to label the complete set of inequiv-
alent irreducible representations of the symmetric group Sn, as well as the states in the carrier space of
these representations. With k = 6 boxes, the following diagrams are all of the valid Young diagrams
, , , , , , , , , , .
We immediately see that S6 has eleven inequivalent irreducible representations.
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3.4.2 Hook lengths. The hook length of a box x in Young diagram R, denoted by hook(x), is the
number of boxes that are in the same row to the right of x plus the number of boxes in the same column
below x plus one (for x itself).
3.4.3 The dimensions of an irrep of Sn. The dimension of an irreducible representation R of the
symmetric group Sn is given by
dR =
n!∏
x∈R hook(x)
. (3.4.1)
3.4.4 Young-Yamanouchi states. The Young-Yamanouchi states are obtained by decorating the Young
diagram. For a Young diagram with n boxes, the Young-Yamanouchi states are obtained by filling each
box in the Young diagram with an integer from 1 to n such that for each box the integers in the boxes
placed to the right and below it are less than the integer which labels the given box itself. These Young-
Yamanouchi states are basis vectors of the vector space in which we can construct the representation
of the symmetric group Sn. The Young-Yamanouchi states are a complete set, i.e. the number of
Young-Yamanouchi states is equal to the dimension of the irreducible representation.
We will now study two examples which illustrate the labeling of Young-Yamanouchi states.
3.4.5 Example. Consider R = which is an irreducible representation of S3. The dimension of this
representation is
d =
3!
3 1
1
= 2. (3.4.2)
This matches the fact that there are two possible Young-Yamanouchi states, which are given by∣∣∣ 3 12 〉, ∣∣∣ 3 21 〉.
3.4.6 Example. Our second example considers R = which is an irreducible representation of S6.
The dimension of this representation is
d =
6!
5 3 1
3 1
1
= 16. (3.4.3)
There are indeed 16 possible Young-Yamanouchi states given by∣∣∣∣ 6 3 15 2
4
〉
,
∣∣∣∣ 6 4 15 2
3
〉
,
∣∣∣∣ 6 5 14 2
3
〉
,
∣∣∣∣ 6 4 15 3
2
〉
,
∣∣∣∣ 6 5 14 3
2
〉
,
∣∣∣∣ 6 3 25 1
4
〉
,
∣∣∣∣ 6 4 25 1
3
〉
,
∣∣∣∣ 6 5 24 1
3
〉
,
∣∣∣∣ 6 4 35 1
2
〉
,
∣∣∣∣ 6 5 34 1
2
〉
,∣∣∣∣ 6 5 43 1
2
〉
,
∣∣∣∣ 6 4 25 3
1
〉
,
∣∣∣∣ 6 5 24 3
1
〉
,
∣∣∣∣ 6 4 35 2
1
〉
,
∣∣∣∣ 6 5 34 2
1
〉
,
∣∣∣∣ 6 5 43 2
1
〉
.
3.4.7 Matrix representations of the adjacent 2-cycles of Sn. To build the matrix representation of
the symmetric group Sn, we only need to compute the matrix representations of the adjacent 2-cycles
(i, i+ 1) for i = 1, 2, . . . (n−1) of Sn. This follows because any element of the group can be written as
a product of adjacent 2-cycles. To build the matrix representations ΓR(.) we need the action of these
matrices on each basis vector of the corresponding vector space. The action of ΓR((i, i + 1)) on the
Young-Yamanouchi state |Y Y 〉 is given by:
ΓR((i, i+ 1)) |Y Y 〉 = 1
ci − ci+1 |Y Y 〉+
√
1− 1
(ci − ci+1)2 |Y Y 〉(i,i+1) (3.4.4)
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where |Y Y 〉(i,i+1) is the state obtained by permuting the labels i and i + 1 in the state |Y Y 〉 and ci,
ci+1 are respectively the content of the box labelled by i and the content of the box labelled by i+ 1.
The content of each box is obtained as follows
• The content of the box in the left-top corner of the diagram is zero.
• The content of the box placed immediately on the right of a given box is equal to the content of
that box plus one.
• The content of the box placed immediately below a given box is equal to the content of that box
minus one.
3.4.8 Example. R = , a representation of S3.
Basis:
∣∣∣ 3 12 〉, ∣∣∣ 3 21 〉 .
Dimension of this space dR = 2.
Matrix representation of σi =
{
(1, 2), (2, 3)
}
:
ΓR((1, 2)) =
[
1
2
√
3
2√
3
2 −12
]
, ΓR((2, 3)) =
[ −1 0
0 1
]
.
We know that (1, 2)(1, 2) = () so that the above matrices must square to the identity. It is easy to see
that this is indeed the case.
3.4.9 Example. R = , a representation of S4.
Basis:
∣∣∣∣ 4 13
2
〉
,
∣∣∣∣ 4 23
1
〉
,
∣∣∣∣ 4 32
1
〉
.
Dimension of this space dR = 3.
Matrix representation of σi =
{
(1, 2), (2, 3), (3, 4)
}
:
ΓR((1, 2)) =
 13 2
√
2
3 0
2
√
2
3 −13 0
0 0 −1
, ΓR((2, 3)) =
 −1 0 00 12 √32
0
√
3
2 −12
, ΓR((3, 4)) =
 −1 0 00 −1 0
0 0 1
.
It is again easy to see that the above matrices square to the identity.
3.5 Complex matrix model and Schur polynomials
In this section, we start by introducing a model with one complex matrix Z. We will see that non-
vanishing correlators are of the form
〈
Zi1j1Zi2j2 · · ·ZinjnZ†k1l1Z†k2l2 · · ·Z†knln
〉
i.e. the number of Z
fields must equal the number of Z† fields. We will demonstrate how group theory is implemented in the
computation of correlators. We will first write the correlator
〈
Zi1j1Zi2j2 · · ·ZinjnZ†k1l1Z†k2l2 · · ·Z†knln
〉
as a sum over all possible permutations of the symmetric group Sn. This is achieved by considering a
tensor product of n copies of the vector space in which the matrix field Z is acting. In other words,
we work on the tensor vector space V ⊗nN if the matrix field Z is acting on VN . Thereafter, we argue
that any multi-trace structure can be written as a single trace on V ⊗nN . After that, we introduce a
set of projectors on the irreducible subspaces of V ⊗nN that are related to the construction of the Schur
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polynomials. Next, we define the Schur polynomials and argue that we can compute any correlators
using their linear combinations.
3.5.1 Complex matrix model. Using two Hermitian matrices M1 and M2, we can construct a free
complex matrix model. The model of two Hermitian matrices has the following generating function
ZC [J1, J2] =
∫
dM1 dM2e
− 1
2
Tr(M21 )− 12Tr(M22 )+Tr(J1M1)+Tr(J2M2). (3.5.1)
This generating function is, as usual, normalized so that
ZC [J1, J2]
∣∣
J1=J2=0
= 1. (3.5.2)
One can evaluate the integrations with respect to M1 and M2 independently. The use of the Gaussian
as we did in (2.2.8) gives
ZC [J1, J2] = Z0[J1]Z0[J2], (3.5.3)
where Z0[J ] is the generating function for single matrix model. Since, we have
ZC [J1, 0] = Z0[J1] (3.5.4)
ZC [0, J2] = Z0[J2] (3.5.5)
one can reproduce the value of the following correlator
〈(M1)ij(M1)kl〉 = d
(dJ1)ji
d
(dJ1)lk
Z0[J1]|J1=0
= δilδjk. (3.5.6)
Similarly for 〈(M2)ij(M2)kl〉, we find the same result
〈(M2)ij(M2)kl〉 = d
(dJ2)ji
d
(dJ2)lk
Z0[J2]|J2=0
= δilδjk. (3.5.7)
From (3.5.3), we can show that correlators of any operator built from one matrix alone, either M1 or
M2, agree with the correlators in the single matrix model.
Now consider operators involving the two matrices M1 and M2. First, we have
〈(M1)ij(M2)kl〉 = d
(dJ1)ji
d
(dJ2)lk
ZC [J1, J2]|J1,J2=0
=
d
(dJ1)ji
Z0[J1]|J1=0
d
(dJ2)lk
Z0[J2]|J2=0
= 0, (3.5.8)
which is expected. In fact, the correlator of any observable involving the two matrices is given by
〈(M1)i1j1(M1)i2j2 . . . (M1)injn(M2)k1l1(M2)k2l2 . . . (M2)kmlm〉
= 〈(M1)i1j1(M1)i2j2 . . . (M1)injn〉 〈(M2)k1l1(M2)k2l2 . . . (M2)kmlm〉 , (3.5.9)
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for the free theory. Introduce the complex matrix field defined by
Z =
1√
2
(
M1 + iM2
)
, (3.5.10)
with Hermitian conjugate given by
Z† =
1√
2
(
M1 − iM2
)
. (3.5.11)
We will use (3.5.6), (3.5.8) and (3.5.7) to find
〈ZijZkl〉 = 1
2
〈(
M1 + iM2
)
ij
(
M1 + iM2
)
kl
〉
=
1
2
〈(M1)ij(M1)kl〉 − 1
2
〈(M2)ij(M2)kl〉
= 0. (3.5.12)
Similarly, we have 〈
Z†ijZ
†
kl
〉
= 0 (3.5.13)〈
ZijZ
†
kl
〉
= δilδjk. (3.5.14)
The evaluation of correlators using Wick’s theorem proves that〈
Zi1j1Zi2j2 · · ·ZinjnZ†k1l1Z†k2l2 · · ·Z†kmlm
〉
= 0 if n 6= m. (3.5.15)
That is to say the number of Zs and Z†s appearing in the correlator should be equal since the contractions
Z-Z or Z†-Z† vanish. Therefore we need to compute correlators of the form〈
Zi1j1Zi2j2 · · ·ZinjnZ†k1l1Z†k2l2 · · ·Z†knln
〉
. (3.5.16)
The number of ways of contracting n of Z to n of Z† is equal to n!, which is exactly equal to the
number of ways of permuting n distinct objects. This already gives some insight into how we use group
theory in the computation of correlators. The next section will develop this idea to show how group
theory is used.
Another way of computing the correlators is using the generating function. From the two-matrix model
in (3.5.1), we obtain the generating function of the complex matrix model by changing fields from M1
and M2 to Z and Z
† according to (3.5.10) and (3.5.11). In fact, we have
dM1dM2 = |J |dZdZ† (3.5.17)
where J is the determinant of the Jacobian of the change of variables, which is a constant number.
Further, the integrand in (3.5.1) becomes
e−
1
2
Tr(M21 )− 12Tr(M22 )+Tr(J1M1)+Tr(J2M2) = e−Tr(ZZ
†)+Tr(J†Z)+Tr(JZ†) (3.5.18)
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where the sources J and J† are given by
J =
1√
2
(
J1 + iJ2
)
(3.5.19)
J† =
1√
2
(
J1 − iJ2
)
. (3.5.20)
The generating function (3.5.1), written in terms of Z and Z† is
ZC = |J |
∫
dZ dZ† e−Tr(ZZ
†)+Tr(J†Z)+Tr(JZ†). (3.5.21)
With this redefinition of fields, the correlators are given by
〈O〉 = |J |
∫
dZ dZ†e−Tr(ZZ
†)O. (3.5.22)
These can be computed by taking appropriate derivatives of (3.5.21) with respect to J and J† where
d
dJij
=
1√
2
(
d
(dJ1)ji
− i d
(dJ2)ji
)
(3.5.23)
d
dJ†kl
=
1√
2
(
d
(dJ1)kl
+ i
d
(dJ2)kl
)
. (3.5.24)
As an example, the correlators in (3.5.12), (3.5.14) and (3.5.13) are given by
〈ZijZkl〉
=
d
dJ†ij
d
dJ†kl
ZC |J=0 =
(
1√
2
)2( d
(dJ1)ji
+ i
d
(dJ2)ji
)(
d
(dJ1)kl
+ i
d
(dJ2)kl
)
ZC [J1, J2]J1,J2=0
(3.5.25)〈
Z†ijZ†kl
〉
=
d
dJij
d
dJkl
ZC |J=0 =
(
1√
2
)2( d
(dJ1)ji
− i d
(dJ2)ji
)(
d
(dJ1)kl
− i d
(dJ2)kl
)
ZC [J1, J2]J1,J2=0
(3.5.26)〈
ZijZ
†
kl
〉
=
d
dJ†ij
d
dJkl
ZC |J=0 =
(
1√
2
)2( d
(dJ1)ji
+ i
d
(dJ2)ji
)(
d
(dJ1)kl
− i d
(dJ2)kl
)
ZC [J1, J2]J1,J2=0,
(3.5.27)
where ZC [J1, J2] is the generating function for the two-matrix model in (3.5.1) and ZC the generating
function for the complex matrix model in (3.5.3). Since we know how to obtain ZC [J1, J2], any
correlators can be computed. In view of the number of derivatives we have to perform, this is a tedious
and long computation. Ribbon graphs can be used to obtain the correlators but it is also not practical
when the number of fields in the correlators increase.
As a remark, the generalization to the multi-matrix model (Bhattacharyya et al., 2008a) can be achieved
using a similar approach. From a model with 2p Hermitian matrices M1,M2, N1, N2, · · · , we can define
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p complex fields Z, Y, · · · such that
Z =
1√
2
(M1 +M2) , Z
† =
1√
2
(M1 −M2) (3.5.28)
Y =
1√
2
(N1 +N2) , Y
† =
1√
2
(N1 −N2) , (3.5.29)
and so on. The generating function will be given by
ZC = |J |
∫
dZ dZ† e−Tr(ZZ
†)−Tr(Y Y †)+Tr(J†Z)+Tr(JZ†)+Tr(R†Y )+Tr(RY †)+··· (3.5.30)
= ZC [J1, J2, R1, R2, · · · ], (3.5.31)
where J is the determinant of the Jacobian matrix from the change of variables and ZC [J1, J2, R1, R2, · · · ]
is the generating function of the model with 2p Hermitian matrices. It is clear that
ZC [J1, J2, R1, R2, · · · ] = Z0[J1]Z0[J2]Z0[R1]Z0[R2] · · · (3.5.32)
with Z0[J ] the generating function of a free matrix model with sources J1, J2, R1, R2, · · · which are
the sources for the fields M1,M2, N1, N2, · · · . We can also introduce sources for the complex fields as
follows
J =
1√
2
(
J1 + iJ2
)
, J† =
1√
2
(
J1 − iJ2
)
(3.5.33)
R =
1√
2
(
R1 + iR2
)
, R† =
1√
2
(
R1 − iR2
)
, (3.5.34)
and similar equations for the other sources.
Using the identity (3.5.32) the computation of correlators is straightforward, by taking appropriate
derivatives with respect to J, J†, R,R†, · · · .
3.5.2 Correlation functions using group theory. We will compute correlators using group theory,
following Corley et al. (2002). In the following, we use Zij to denote the matrix element of Z in the ith
row and jth column. Let us also introduce the following notation
(Z⊗n)IJ = Z
i1
j1
. . . Zinjn (3.5.35)
σIJ = δ
i1
jσ(1)
. . . δinjσ(n) , σ ∈ Sn. (3.5.36)
Using the above notation, the correlator
〈
Zi1j1 . . . Z
in
jn
Z†k1l1 . . . Z
†kn
ln
〉
is expressed as a sum over all
possible permutations of Sn〈
Zi1j1 . . . Z
in
jn
Z†k1l1 . . . Z
†kn
ln
〉
=
〈
(Z⊗n)IJ(Z
†⊗n)KL
〉
=
∑
σ∈Sn
σIL(σ
−1)KJ . (3.5.37)
As an example, consider the case where n = 3. This computation uses the action of S3 on the space
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V ⊗3N . Thus, for the correlators, we have〈
Zi1j1Z
i2
j2
Zi3j3Z
†k1
l1
Z†k2l2 Z
†k3
l3
〉
=
〈
(Z⊗3)IJ(Z
†⊗3)KL
〉
=
∑
σ∈S3
(σ)IL(σ
−1)KJ
= (1)IL(1
−1)KJ + ((1, 2))
I
L((1, 2)
−1)KJ + ((1, 2, 3))
I
L((1, 2, 3)
−1)KJ
+ ((1, 3, 2))IL((1, 3, 2)
−1)KJ + ((2, 3))
I
L((2, 3)
−1)KJ + ((1, 3))
I
L((1, 3)
−1)KJ
= (1)IL(1)
K
J + ((1, 2))
I
L((1, 2))
K
J + ((1, 2, 3))
I
L((1, 3, 2))
K
J
+ ((1, 3, 2))IL((1, 2, 3))
K
J + ((2, 3))
I
L((2, 3))
K
J + ((1, 3))
I
L((1, 3))
K
J ,
(3.5.38)
where, by (3.5.36), we have
(1)IL(1)
K
J = δ
i1
l1
δi2l2 δ
i3
l3
δk1j1 δ
k2
j2
δk3j3
((1, 2))IL((1, 2))
K
J = δ
i1
l2
δi2l1 δ
i3
l3
δk1j2 δ
k2
j1
δk3j3
((1, 2, 3))IL((1, 3, 2))
K
J = δ
i1
l2
δi2l3 δ
i3
l1
δk1j3 δ
k2
j1
δk3j2
((1, 3, 2))IL((1, 2, 3))
K
J = δ
i1
l3
δi2l1 δ
i3
l2
δk1j2 δ
k2
j3
δk3j1
((2, 3))IL((2, 3))
K
J = δ
i1
l1
δi2l3 δ
i3
l2
δk1j1 δ
k2
j3
δk3j2
((1, 3))IL((1, 3))
K
J = δ
i1
l3
δi2l2 δ
i3
l1
δk1j3 δ
k2
j2
δk3j1 .
This is an explicit demonstration that the sum over Wick contractions can be realized as a sum over
permutations. Now we give the argument that any multi-trace structure can be written as a single trace
on the space V ⊗nN . By allowing σ ∈ Sn to permute the factors of VN in V ⊗nN , we have
Tr
(
σZ⊗n
)
= (σ)IJ(Z
⊗n)JI
= δi1jσ(1) . . . δ
in
jσ(n)
Zj1i1 . . . Z
jn
in
= Zj1jσ(1) . . . Z
jn
jσ(n)
. (3.5.39)
Consider the case where σ = (1, 2) = (1, 2)(3). We have
Tr
(
σZ⊗3
)
= Tr
(
((1, 2)(3))Z⊗3
)
= Zi1i2Z
i2
i1
Zi3i3
= Tr
(
Z2
)
Tr (Z) . (3.5.40)
In general, for any permutation which belongs to conjugacy class with cycle structure
σ = σJ1σJ2 · · ·σJk , Ji ≥ 1 (3.5.41)
where σJi is a Ji-cycle (a permutation of length Ji), we have
Tr
(
σZ⊗n
)
= Tr
(
ZJ1
)
Tr
(
ZJ2
) · · ·Tr (ZJk) . (3.5.42)
Any multitrace structure can be written as a single trace in the tensor vector space V ⊗nN (Corley et al.,
2002).
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3.5.3 Remark. For any σ, τ ∈ Sn, we have
σIJτ
J
K = (τσ)
I
K . (3.5.43)
To prove this, note that
σIJτ
J
K = δ
i1
jσ(1)
δi2jσ(2) . . . δ
in
jσ(n)
δj1kτ(1)δ
j2
kτ(2)
. . . δjnkτ(n)
=
n∏
q=1
δ
iq
jσ(q)
n∏
p=1
δ
jp
kτ(p)
. (3.5.44)
Now, let p = σ(q). Then, we can write
σIJτ
J
K =
n∏
q=1
δ
iq
jσ(q)
δ
jσ(q)
kτ(σ(q))
=
n∏
q=1
δ
iq
kτ(σ(q))
= δi1kτσ(1)δ
i2
kτσ(2)
. . . δinkτσ(n)
= (τσ)IK . (3.5.45)
3.5.4 Projection operators. Previously, by enlarging the space we work in from VN to V
⊗n
N , any multi-
trace structure could be written as a single trace structure. In addition, the sum over Wick contractions
can be written in terms of the action of the symmetric group Sn on V
⊗n
N . Now, we introduce a suitable
set of projection operators on the space V ⊗nN so that we can construct an orthogonal basis of operators,
known as the Schur polynomials, which can be used to compute the correlators of any observables. We
will give some properties of these projection operators. We will then compute their trace on V ⊗nN .
The projection operators are given by
(PR)
I
J =
dR
n!
∑
σ∈Sn
χR(σ)σ
I
J , (3.5.46)
and they satisfy the general properties of any complete set of projectors
PRPS = δRSPS (3.5.47)
and ∑
R
PR = I (3.5.48)
in which the summation is taken over all possible inequivalent irreducible representations.
Besides the properties mentioned above, we also have the following the commutation relation
PRψ = ψPR, ∀ψ ∈ Sn. (3.5.49)
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These facts are proved as follows
(PR)
I
J(PS)
J
K =
dR
n!
∑
σ∈Sn
χR(σ)σ
I
J
dS
n!
∑
τ∈Sn
χS(τ)τ
J
K
=
dR
n!
dS
n!
∑
σ,τ∈Sn
χR(σ)χS(τ)σ
I
Jτ
J
K . (3.5.50)
Using (3.5.43), we have
(PR)
I
J(PS)
J
K =
dR
n!
dS
n!
∑
σ,τ∈Sn
χR(σ)χS(τ)(τσ)
I
K . (3.5.51)
Now, change variables from σ, τ to σ, ψ = τσ. We find τ = ψσ−1. Then, we have
(PR)
I
J(PS)
J
K =
dR
n!
dS
n!
∑
σ,τ∈Sn
χR(σ)χS(ψσ
−1)(ψ)IK
=
dR
n!
dS
n!
∑
σ,ψ∈Sn
ΓR(σ)iiΓS(ψ)jkΓS(σ
−1)kj(ψ)IK . (3.5.52)
By the Fundamental Orthogonality Relation, we have∑
σ∈Sn
ΓR(σ)iiΓS(σ
−1)kj =
n!
dR
δRSδijδik
=
n!
dR
δRSδjk. (3.5.53)
Therefore, we obtain
(PR)
I
J(PS)
J
K =
dS
n!
∑
ψ∈Sn
ΓS(ψ)jkδRSδjk(ψ)
I
K
=
dS
n!
∑
ψ∈Sn
ΓS(ψ)kkδRS(ψ)
I
K
= δRS
dS
n!
∑
ψ∈Sn
ΓS(ψ)kk(ψ)
I
K
= δRSPS . (3.5.54)
The commutation relation [PR, ψ] is proved as follows
(PR)
I
J(ψ)
J
K =
dR
n!
∑
σ∈Sn
χR(σ)σ
I
J(ψ)
J
K . (3.5.55)
Now, let us change the summation variable from σ to τ where
σIJψ
J
K = ψ
I
Jτ
J
K (3.5.56)
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or,
σIJ = ψ
I
Lτ
L
K(ψ
−1)KJ
= ψIL(ψ
−1τ)LJ
= (ψ−1τψ)IJ . (3.5.57)
Then
(PR)
I
J(ψ)
J
K =
dR
n!
∑
τ∈Sn
χR(ψ
−1τψ)ψIJτ
J
K
=
dR
n!
∑
τ∈Sn
χR(τ)ψ
I
Jτ
J
K
= ψIJ
dR
n!
∑
τ∈Sn
χR(τ)τ
J
K
= ψIJ(PR)
J
K . (3.5.58)
In the above equations, we have used the fact that two conjugate elements have the same character.
The trace of the operator PR is given by:
Tr (PR) = dRDimR (3.5.59)
where
DimR =
factorR
HooksR
. (3.5.60)
To prove the result (3.5.59), we are using the fact that there are the commuting actions of the Symmetric
group Sn and the Unitary group U(N) on V
⊗n
N . Thus we can simultaneously diagonalize the actions
of Sn and U(N) in the space V
⊗n
N . Moreover, the space V
⊗n
N decomposes into subspaces labelled
by Young diagrams R with at most N rows, such that each subspace has basis vectors labelled by
a symmetric group label (i.e the Young-Yamanouchi symbols YY) and a unitary group label (i.e the
Gelfand-Tsetlin pattern GT). Thus each basis vector has the form |Y Y,GT 〉. In the subspace labelled
by Young diagram R, the total number of Young-Yamanouchi symbols is dR, while the total number of
Gelfand-Tsetlin patterns is DimR. Consequently, the dimension of the subspace labelled by R is dRDimR
and the number of states in V ⊗nN is
Nstates =
∑
R
dRDimR, (3.5.61)
which is equal to Nn, the dimension of the whole space V ⊗nN . Secondly, the projection operator PR is
projecting into the subspace labelled by R of V ⊗nN whose dimension is dRDimR. Therefore, the trace
to PR is equal to dRDimR. As an example, consider the actions of S4 and U(2) on V
⊗4
2 . Then, the
subspaces are labelled by R = , and .
• For R= :
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factorR=
N N + 1 N + 2
N - 1
and HooksR =
4 2 1
1 ,
DimR =
1
8
(N + 2)(N + 1)(N − 1)N = 1
8
(2 + 2)(2 + 1)(2− 1)2 = 3,
dR = 3. (3.5.62)
• For R= :
factorR=
N N + 1
N - 1 N
and HooksR =
3 2
2 1 ,
DimR =
1
12
(N + 1)(N − 1)N2 = 1
12
(2 + 1)(2− 1)22 = 1,
dR = 2. (3.5.63)
• For R= :
factorR= N N + 1 N + 2 N + 3 and HooksR = 4 3 2 1 ,
DimR =
1
24
(N + 3)(N + 2)(N + 1)N =
1
24
(2 + 3)(2 + 2)(2 + 1)2 = 5,
dR = 1. (3.5.64)
As a result, we have ∑
R
dRDimR = 3× 3 + 2× 1 + 1× 5 = 16, (3.5.65)
which is equal to Nn = 24 = 16.
3.5.5 Schur polynomials. We will define the Schur polynomials (Corley et al., 2002). We will then
compute their correlators. After that we will argue that any multi-trace structure can be written as a
linear combination of Schur polynomials.
For a single complex matrix model, the Schur polynomial is defined by
χR(Z) =
1
n!
∑
σ∈Sn
χR(σ)(σ)
I
J(Z
⊗n)JI
=
1
n!
∑
σ∈Sn
χR(σ)Tr
(
σZ⊗n
)
. (3.5.66)
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Using (3.5.46), the Schur polynomial can be written as a single trace
χR(Z) =
1
dR
Tr
(
PRZ
⊗n) . (3.5.67)
Now, we can compute the following correlators〈
χR(Z)χ
†
S(Z)
〉
=
〈
1
dR
Tr
(
PRZ
⊗n) 1
dS
Tr
(
PSZ
†⊗n
)〉
=
1
dR
1
dS
〈
Tr
(
PRZ
⊗n)Tr(PSZ†⊗n)〉
=
1
dR
1
dS
〈
(PR)
I
J(Z
⊗n)JI (PS)
K
L (Z
†⊗n)LK
〉
=
1
dR
1
dS
(PR)
I
J(PS)
K
L
〈
(Z⊗n)JI (Z
†⊗n)LK
〉
. (3.5.68)
Using (3.5.37), we have 〈
(Z⊗n)JI (Z
†⊗n)LK
〉
=
∑
σ∈Sn
σJK(σ
−1)LI , (3.5.69)
so that (3.5.68) becomes〈
χR(Z)χ
†
S(Z)
〉
=
1
dR
1
dS
∑
σ∈Sn
(PR)
I
J(PS)
K
L σ
J
K(σ
−1)LI
=
1
dR
1
dS
∑
σ∈Sn
Tr
(
PRσPSσ
−1) . (3.5.70)
Now, we use the fact that PS commutes with σ to find〈
χR(Z)χ
†
S(Z)
〉
=
1
dR
1
dS
∑
σ∈Sn
Tr (PRPS)
=
n!
dRdS
Tr (PRPS) . (3.5.71)
Finally, (3.5.47) allows us to write〈
χR(Z)χ
†
S(Z)
〉
=
n!
dRdS
δRSTr (PS)
=
n!
dRdS
δRSdSDimS , (3.5.72)
where DimR is given by (3.5.60). Thus, we obtain〈
χR(Z)χ
†
S(Z)
〉
=
n!
dR
δRS
factorS
HooksS
. (3.5.73)
Now, using dR =
n!
HooksR
, (3.5.73) becomes〈
χR(Z)χ
†
S(Z)
〉
= δRSfactorS
HooksR
HooksS
= δRSfactorS . (3.5.74)
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The following will show that any multi-trace operator can be written in terms of a linear combination
of Schur polynomials. This will use the orthogonality relation in group theory and the definition of the
Schur polynomials. We have∑
R
∑
σ∈Sn
χR(σ)χS(σ)χR(Z) =
∑
R
∑
σ∈Sn
ΓR(σ)iiΓS(σ)jjχR(Z)
=
∑
R
n!
dR
δRSδijδijχR(Z)
= n!χS(Z)
=
∑
σ∈Sn
χS(σ)Tr
(
σZ⊗n
)
. (3.5.75)
This last identity shows that
Tr
(
σZ⊗n
)
=
∑
R
χR(σ)χR(Z), (3.5.76)
which is combined with (3.5.42) to complete the argument that any multi-trace structure can be written
as a linear combination of Schur polynomials.
3.5.6 Example. To illustrate the results obtained above, consider the symmetric group S3 and the
gauge group U(3). The symmetric group S3 has three conjugacy classes whose representatives are
(), (1, 2) and (1, 2, 3). There are three inequivalent irreducible representations associated to the groups
S3 and U(3). They are labelled by R = , and . The correlators of the Schur polynomials
in these representation are 〈
χ (Z)χ† (Z)
〉
= N(N − 1)(N − 2) (3.5.77)
〈
χ (Z)χ† (Z)
〉
= N(N + 1)(N + 2) (3.5.78)〈
χ (Z)χ† (Z)
〉
= N(N + 1)(N − 1). (3.5.79)
The table of characters is given below
R {()} {(1, 2), (2, 3), (1, 3)} {(1, 3, 2), (1, 2, 3)}
1 −1 1
1 1 1
2 0 −1
Table 3.3: Table of characters for S3 in a representation R
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Using the character table, the Schur polynomials are given by
χ (Z) =
1
6
(
Tr
(
Z3
)− 3Tr (Z) Tr (Z2)+ 2Tr (Z3)) (3.5.80)
χ (Z) =
1
6
(
Tr
(
Z3
)
+ 3Tr (Z) Tr
(
Z2
)
+ 2Tr
(
Z3
))
(3.5.81)
χ (Z) =
1
6
(
2Tr
(
Z3
)− 2Tr (Z3)) . (3.5.82)
The different multi-trace structures written as linear combinations of Schur polynomials are given by
Tr (Z)3 = Tr
(
()Z⊗3
)
= χ (Z) + χ (Z) + 2χ (Z) (3.5.83)
Tr (Z) Tr
(
Z2
)
= Tr
(
(1, 2)Z⊗3
)
= −χ (Z) + χ (Z) (3.5.84)
Tr
(
Z3
)
= Tr
(
(1, 2, 3)Z⊗3
)
= χ (Z) + χ (Z)− χ (Z). (3.5.85)
With these linear combinations and the use of the orthogonality of the Schur polynomials, we find the
correlators of the different multi-trace structures given in the table below.
O1O†2 Tr (Z)3 Tr (Z) Tr
(
Z2
)
Tr
(
Z3
)
Tr (Z)3 6N3 6N2 6N
Tr (Z) Tr
(
Z2
)
6N2 2
(
N2 + 2
)
N 6N2
Tr
(
Z3
)
6N 6N2 3
(
N2 + 1
)
N
Table 3.4: Correlators of multi-trace structures under the gauge group U(N = 3).
The results in this table are in agreement with the correlators of the Schur polynomials given in (3.5.79).
We can also find the results〈
Tr
(
ZJ
)
Tr
(
Z†J
)〉
= JNJ
(
1 +O
(
1
N2
))
(3.5.86)〈
Tr
(
ZJ
)
Tr
(
ZK
)
Tr
(
Z†J+K
)〉
= JK(J +K)NJ+K−1
(
1 +O
(
1
N2
))
(3.5.87)
even though, we have not considered N to be large. The general results for these correlators are stated
in Chapter (5). They will be used to compute correlators involving giant gravitons. It is also easy to
check that 〈
Tr (Z)J Tr
(
Z†
)J〉
= J !NJ , (3.5.88)
as shown in Table (3.4).
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3.6 Two-matrix model and restricted Schur polynomials
In this section, we add a new matrix field Y , which is acting on the same vector space VN as the previous
matrix field Z (Balasubramanian et al., 2005). We then consider observables of the form
Tr (Zn1Y m1Zn2Y m2 . . . ZnkY mk) . (3.6.1)
Let us study the case with n matrix fields Z and m matrix fields Y . For that, we work on V ⊗n+mN and
we introduce the following notation:
(Z⊗nY ⊗m)IJ = Z
i1
j1
Zi2j2 . . . Z
in
jn
Y
in+1
jn+1
Y
in+2
jn+2
. . . Y
in+m
jn+m
. (3.6.2)
We have also
Tr
(
ρZ⊗nY ⊗m
)
= Zi1iρ(1)Z
i2
iρ(2)
. . . Ziniρ(n)Y
in+1
iρ(n+1)
Y
in+2
iρ(n+2)
. . . Y
in+m
iρ(n+m)
, (3.6.3)
where ρ ∈ Sn+m.
The observable above is invariant under the action of Sn × Sm which follows because the Ys and Zs
are bosonic fields. Thus permutations of the Zs among each other and the Ys among each other is a
symmetry of the theory. We have
(σ)IJ(Z
⊗nY ⊗m)JK(σ
−1)KL = (Z
⊗nY ⊗m)IL, σ ∈ Sn × Sm ⊂ Sn+m. (3.6.4)
So
Tr
(
ρZ⊗nY ⊗m
)
= Tr
(
ρσ(Z⊗nY ⊗m)σ−1
)
(3.6.5)
= Tr
(
σ−1ρσ(Z⊗nY ⊗m)
)
. (3.6.6)
This argument shows that ρ and σ−1ρσ with σ ∈ Sn × Sm, give rise to the same observable. In the
following, we say that g and h are restricted conjugate if
g = σ−1hσ with g, h ∈ Sn+m, σ ∈ Sn × Sm. (3.6.7)
Consequently, the number of observables will equal the number of restricted conjugacy classes.
We know that after restricting to a subgroup, a given irreducible representation will decompose into a
number of irreducible representations of the subgroup in which more than one copy of a representation of
the subgroup may appear. We distinguish identical copies by adding a new label α, called the multiplicity
label. Moreover, to label the representation of Sn+m we need a Young diagrams R with n+m boxes,
another Young diagram r with n boxes to label a representation of Sn and another Young diagram s
with m boxes to label the representation of Sm. Thus the representation of Sn × Sm is labelled by
(r, s)α. Consequently, we denote states in the carrier space (r, s)α of the representation of Sn × Sm
by |R, (r, s)α, i〉 where the label i runs from 1 to drds in which dr and ds are the dimensions of the
representations labelled by s and r.
Now, we can define the restricted character of the group elements of Sn+m by (de Mello Koch et al.,
2007a)
χR,(r,s)αβ(σ) =
drds∑
i=1
〈R, (r, s)α; i|ΓR(σ) |R, (r, s)β; i〉 , σ ∈ Sn+m, (3.6.8)
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in which we restrict the trace by only summing over the indices that belong to the specific irreducible
representation of the subgroup Sn × Sm.
Next, we can define operators, the so called restricted Schur polynomials, which are single traces on
V ⊗n+m, by (Bhattacharyya et al., 2008a)
χR,(r,s)αβ(Z, Y ) =
1
n!m!
∑
σ∈Sn+m
χR,(r,s)αβ(σ)Tr
(
σZ⊗nY ⊗m
)
(3.6.9)
= Tr
(
PR,(r,s)αβZ
⊗nY ⊗m
)
, (3.6.10)
where
PR,(r,s)αβ =
1
n!m!
∑
σ∈Sn+m
χR,(r,s)αβ(σ). (3.6.11)
The operators PR,(r,s)αβ satisfy[
σ, PR,(r,s)αβ
]
= 0, σ ∈ Sn × Sm (3.6.12)
PR,(r,s)αβPT,(t,u)γδ = δRSδrtδsuδβγλPR,,(r,s)αδ, λ ∈ K = R,C (3.6.13)
Γ(r,s)α(σ)PR,(r,s)αβ = PR,(r,s)αβΓ(r,s)β(σ), σ ∈ Sn × Sm. (3.6.14)
Here, the correlation function
〈
(Z⊗nY ⊗m)IJ(Z
†⊗nY †⊗m)KL
〉
can be written in terms of permutations as〈
(Z⊗nY ⊗m)IJ(Z
†⊗nY †⊗m)KL
〉
=
∑
σ∈Sn×Sm
(σ−1)IL(σ)
K
J . (3.6.15)
So, by setting A = R, (r, s)αβ and B = T, (t, u)γδ, we have〈
χA(Z, Y )χB(Z, Y )
†
〉
=
∑
σ∈Sn×Sm
Tr
(
PAσPBσ
−1) (3.6.16)
= n!m!Tr (PAPB) . (3.6.17)
Then using (3.6.13), we see that χA(Z, Y ) and χB(Z, Y ) are orthogonal. Thus the computation of〈
χA(Z, Y )χB(Z, Y )
†〉 is easily achieved.
In conclusion, correlators involving operators constructed from order N fields were studied. In this
chapter we found that the correlation functions of any gauge theory operator can be computed exactly
using Schur polynomials. The orthogonality of these operators simplifies the computations. Further, we
can sum lots more than just the planar diagrams by using the new group theory methods.
4. Holographic computation of scalar field
correlation functions
In this chapter, we compute correlators of scalar fields using holography. The tools that are necessary for
these computations are introduced in the first section. We then consider two and three-point correlation
functions.
4.1 Holographic principle and the AdS/CFT correspondence
The AdSd+1/CFTd correspondence (Maldacena, 1999) is the correspondence between the theory of
gravity in (d + 1)-dimensional AdS space with conformal field theory on the d-dimensional space that
is the boundary of the AdS spacetime. The AdSd+1/CFTd correspondence is a realization of the
holographic principle which postulates the exact equality of a theory of gravity in a (d+ 1)-dimensional
bulk spacetime and quantum field theory on the d-dimensional boundary. Using the AdSd+1/CFTd
correspondence we can evaluate the correlation functions of the CFT side as follows:
a- Determine the bulk field φ dual to the operator O of dimension ∆. The boundary condition φ0 for
φ plays the role of a source for O. Indeed, the generating function ZAdS in the quantum gravity and
ZCFT in the CFT are related by (Witten, 1998)
ZCFT [O] =
〈
exp
(
i
∫
ddxφ0O
)〉
CFT
= ZAdS(φ0), (4.1.1)
where φ0 is the field configuration at the boundary of the AdS spacetime.
b- Minimize the action on the AdS side to obtain the equations of motion.
c- Solve the equations of motion for φ with boundary condition φ0.
d- Insert the solution into the action on the AdS side.
e- Take variational derivatives with respect to the boundary configuration φ0, which plays the role of a
source for the operator O.
Now, we may perform a Wick rotation and use the saddle point approximation to evaluate ZAdS so that
ZAdS(φ0) ≈ exp (−SEAdS(φ0)), (4.1.2)
where SEAdS(φ0) is the Euclidean action on the AdS side evaluated at the solution of the equation of
motion for φ with boundary configuration φ0. This approximation amounts to ignoring quantum gravity
corrections. In the dual CFT this corresponds to studying the N →∞ limit. The correlation functions
of the CFT side are finally obtained as follows
〈O(x1)O(x2) · · · O(xn)〉CFT =
δ
δφ0(x1)
δ
δφ0(x2)
· · · δ
δφ0(xn)
exp (−SEAdS(φ0))∣∣
φ0=0
. (4.1.3)
40
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4.2 Two-point correlation functions from the AdS side
According to the recipe outlined above, to compute correlation functions from the gravity side using the
AdSd+1/CFTd correspondence, we need the explicit expression for the action on the AdS side. Using
the action, we should derive the equations of motion and solve them. It will be useful to first consider
the metric on the AdS space. As a toy model, we couple one massive scalar field to gravity in the
(d+ 1)-dimensional AdS background.
4.2.1 The metric of AdS space. (Witten, 1998; Freedman et al., 1999; D’Hoker and Freedman,
2002) The space in which we work is the Euclidean continuation of AdSd+1, which can be written as
the surface
−(Y−1)2 + (Y0)2 +
d∑
i=1
(Yi)
2 = − 1
a2
, Y−1 > 0 (4.2.1)
in a (d+ 2)-dimensional embedding space with metric
ds2 = −dY 2−1 + dY 20 +
d∑
i=1
(dY )2i . (4.2.2)
This space has negative curvature
R = −d(d+ 1)a2. (4.2.3)
Now we change coordinates from Yi to zi as follows
zi =
Yi
a(Y−1 + Y0)
(4.2.4)
z0 =
1
a2(Y−1 + Y0)
, (4.2.5)
or, equivalently
zi
z0
= aYi for i 6= 0 (4.2.6)
z0 =
1
a2(Y−1 + Y0)
. (4.2.7)
Differentiate to find
adYi =
z0dzi − zidz0
z20
, (4.2.8)
and
dz0 = − dY0 + dYi
a2(Y−1 + Y0)2
. (4.2.9)
Then
(dYi)
2 =
1
a2z40
[
z20(dzi)
2 + z2i (dzi)
2 − 2z0zidz0dzi
]
=
1
a2z40
[
z20(dzi)
2 + z2i (dzi)
2 − z0dz0d(z2i )
]
, (4.2.10)
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and
(dz0)
2 =
(dY−1 + dY0)2
a4(Y−1 + Y0)4
= a4z40(dY−1 + dY0)
2. (4.2.11)
Thus, it follows that
d∑
i=1
(dY )2i =
1
a2z40
[
z20
d∑
i=1
dz2i + (dzi)
2
d∑
i=1
z2i − z0dz0d
(
d∑
i=1
z2i
)]
. (4.2.12)
Using
zi = az0Yi, (4.2.13)
we obtain
d∑
i=1
(dYi)
2 =
1
a2z40
[
z20
d∑
i=1
dz2i + a
2z20(dzi)
2
d∑
i=1
Y 2i − a2z30dz0d
(
d∑
i=1
Y 2i
)]
. (4.2.14)
Now, from (4.2.1) it follows that
d∑
i=1
(Yi)
2 = − 1
a2
+ (Y−1)2 − (Y0)2 (4.2.15)
d
(
d∑
i=1
(Yi)
2
)
= 2Y−1dY−1 − 2Y0dY0. (4.2.16)
And hence, (4.2.14) becomes
d∑
i=1
(dYi)
2 =
1
a2z40
[
z20
d∑
i=1
dz2i + a
2z20(dzi)
2
(
− 1
a2
+ (Y−1)2 − (Y0)2
)
− 2a2z30dz0 (Y−1dY−1 − Y0dY0)
]
=
1
a2z20
[
d∑
i=1
(dzi)
2 + (dz0)
2
]
+
1
z20
[
(dzi)
2
(
(Y−1)2 − (Y0)2
)− 2z0dz0 (Y−1dY−1 − Y0dY0)] .
(4.2.17)
Finally replace z0 and dz0 in the second term of the RHS of this equation with (4.2.5) and (4.2.9) to
obtain
d∑
i=1
(dYi)
2 =
1
a2z20
[
d∑
i=1
(dzi)
2 + (dz0)
2
]
− dY 20 + dY 2−1, (4.2.18)
which gives the induced metric in the form of the Lobaschevsky upper half-space:
ds2 =
1
a2z20
 d∑
µ=0
dz2µ
 . (4.2.19)
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4.2.2 The wave equation. For a free scalar field, of mass m, in flat (d + 1)-dimensional Minkowski
spacetime, the action is given by
S =
∫
dd+1xL, (4.2.20)
where the Lagrangian density is
L = 1
2
ηµν∂µφ∂νφ− 1
2
m2φ2, (4.2.21)
with dd+1x = dx0dx1 · · · dxd the measure and ηµν = ηµν = diag(1,−1, ...,−1) corresponds to the
Lorentzian metric tensor.
For any theory in a curved space, we use the invariant measure dd+1x
√
g = dd+1x
√
det(gµν), and we
replace the tensor metric ηµν of the flat space by the metric tensor gµν of the curved space. We have
to replace usual derivatives ∂µ by covariant derivatives ∇µ. Here, the usual derivative ∂µ coincides with
∇µ because we are considering a scalar field. Therefore, after a Wick rotation, we have the Euclidean
action for a massive scalar field given by (Freedman et al., 1999)
SE [φ] =
∫
dd+1x
√
gLE = 1
2
∫
dd+1x
√
g
[
gµν∂µφ∂νφ+m
2φ2
]
. (4.2.22)
We derive the equations of motion from the Euler-Lagrange equation which is
∂ρ
[
∂(
√
gLE)
∂(∂ρφ)
]
− ∂(
√
gLE)
∂φ
= 0, (4.2.23)
with
∂ρ
[
∂(
√
gLE)
∂(∂ρφ)
]
= ∂ρ
[
∂
∂(∂ρφ)
(√
g
2
[
gµν∂µφ∂νφ+m
2φ2
])]
= ∂ρ
(√
g
2
gµν [δµρ∂νφ+ δνρ∂µφ]
)
= ∂ρ
(√
g
2
[gρν∂νφ+ g
ρµ∂µφ]
)
= ∂ρ [
√
ggµν∂νφ] (4.2.24)
∂(
√
gLE)
∂φ
=
∂
∂φ
(√
g
2
[
gµν∂µφ∂νφ+m
2φ2
])
=
√
gm2φ. (4.2.25)
In the curved space, the equation of motion is
1√
g
∂µ [
√
ggµν∂νφ]−m2φ = 0. (4.2.26)
Now, use the metric of the AdS spacetime,{
gµν = z
−2
0 δµν
gµν = z20δµν
, µ, ν = 0, 1, · · · , d (4.2.27)
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to find
g = det (gµν) = det (z
−2
0 δµν) =
d∏
µ=0
(z−20 δνν) = z
−2(d+1)
0 . (4.2.28)
The equation of motion becomes
zd+10
∂
∂z0
[
z−d+10
∂
∂z0
φ(z0, ~z)
]
+ z20
∂2
∂~z2
φ(z0, ~z)−m2φ(z0, ~z) = 0, (4.2.29)
or, equivalently
z20
∂2
∂z20
φ(z0, ~z) + (−d+ 1)z0
∂
∂z0
φ(z0, ~z) + z
2
0
∂2
∂~z2
φ(z0, ~z)−m2φ(z0, ~z) = 0 (4.2.30)
and the Euclidean action SE is
SE =
1
2
∫
ddz dz0
zd+10
[
∂µφz
2
0∂µφ+m
2φ2
]
. (4.2.31)
4.2.3 The solution of the wave equation. The bulk-to-boundary Green’s function associated to the
equation of motion is given by (Witten, 1998)
K∆(z0, ~z, ~x) =
Γ(∆)
pi
d
2 Γ(∆− d2)
(
z0
z20 + (~z − ~y)2
)∆
, (4.2.32)
where
∆ =
d
2
+
√
d2
4
+m2 m2 = ∆(∆− d). (4.2.33)
We will now verify that the above bulk-to-boundary Green’s function exhibits the necessary singular
behaviour
z∆−d0 K∆(z0, ~z, ~x) −→z0→0
δ(~z − ~x) =
{ ∞ if ~z = ~x
0 otherwise
. (4.2.34)
Consider two cases
• For ~z 6= ~x:
z∆−d0 K∆(z0, ~z, ~x) =
Γ(∆)
pi
d
2 Γ(∆− d2)
z2∆−d0
[z20 + (~z − ~x)2]∆
−→
z0→0
0. (4.2.35)
• For ~z = ~x:
z∆−d0 K∆(z0, ~z, ~x) =
Γ(∆)
pi
d
2 Γ(∆− d2)
1
zd0
−→
z0→0
∞. (4.2.36)
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Moreover, we have∫
ddz z∆−d0 K∆(z0, ~z, ~x) =
Γ(∆)
pi
d
2 Γ(∆− d2)
∫
ddz
z2∆−d0(
z20 + (~z − ~x)2
)∆
= C∆
∫
ddz
z2∆−d0(
z20 + (~z)
2
)∆ , (4.2.37)
with
C∆ =
Γ (∆)
pi
d
2 Γ
(
∆− d2
) . (4.2.38)
We obtain the last line by employing the change of variables ~z′ = ~z − ~x, which leaves the measure
invariant. Now change to d-dimensional spherical coordinates such that
ddz = dz1 . . . dzd = r
d−1dr dΩd−1 (4.2.39)
~z2 = z21 + · · ·+ z2d = r2, (4.2.40)
where r is a radial coordinate and dΩd−1 is the measure for the angular variables. The integral over the
angular variables gives ∫
dΩd−1 =
2pi
d
2
Γ
(
d
2
) . (4.2.41)
Thus, we have ∫
ddz z∆−d0 K∆(z0, ~z, ~x) =
Γ(∆)
pi
d
2 Γ(∆− d2)
2pi
d
2
Γ
(
d
2
) ∫ ∞
0
dr
z2∆−d0(
z20 + r
2
)∆ . (4.2.42)
Now change coordinate, from r to u = r
2
z20+r
2 to find∫
ddz z∆−d0 K∆(z0, ~z, ~x) =
Γ(∆)
pi
d
2 Γ(∆− d2)
2pi
d
2
Γ
(
d
2
) ∫ 1
0
duu
d
2
−1(1− u)∆− d2−1. (4.2.43)
Finally, using the identity
β(p, q) =
Γ(p)Γ(q)
Γ(p+ q)
=
∫ 1
0
duup−1(1− u)q−1, (4.2.44)
we find that ∫
ddz z∆−d0 K∆(z0, ~z, ~x) = 1, (4.2.45)
which complete the proof that z∆−d0 K∆(z0, ~z, ~x) tends to the delta function δ(~z − ~x) as z0 → 0.
The solution to the equation of motion can be written using the bulk-to-boundary Green’s functions as
follows
φ(z0, ~z) =
∫
ddxK∆(z0, ~z, ~x)φ0(~x)
=
Γ(∆)
pi
d
2 Γ(∆− d2)
∫
ddx
(
z0
z20 + (~z − ~y)2
)∆
φ0(~x). (4.2.46)
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To demonstrate that this is a solution, we plug this expression into the wave equation. We need to
compute
∂
∂z0
K∆(z0, ~z, ~x) = K∆(z0, ~z, ~x)
[
∆
1
z0
(~z − ~x)2 − z20
z20 + (~z − ~x)2
]
(4.2.47)
∂2
∂z20
K∆(z0, ~z, ~x) = K∆(z0, ~z, ~x)
{
∆
∂
∂z0
[
1
z0
(~z − ~x)2 − z20
z20 + (~z − ~x)2
]
+
[
∆
1
z0
(~z − ~x)2 − z20
z20 + (~z − ~x)2
]2}
(4.2.48)
∂
∂zi
K∆(z0, ~z, ~x) = K∆(z0, ~z, ~x)
[
∆
−2(zi − xi)
z20 + (~z − ~x)2
]
(4.2.49)
∂2
∂z2i
K∆(z0, ~z, ~x) = K∆(z0, ~z, ~x)
{
∆
∂
∂zi
[ −2(zi − xi)
z20 + (~z − ~x)2
]
+
[
∆
2(zi − xi)
z20 + (~z − ~x)2
]2}
. (4.2.50)
After evaluating each derivative, we have
z20
∂2
∂z20
K∆ = K∆
{
∆
[
z40 − 4z20(~z − ~x)2 − (~z − ~x)4
]
+ ∆2
[
z40 − 2z20(~z − ~x)2 + (~z − ~x)4
]2[
z20 + (~z − ~x)2
]2
}
(4.2.51)
(−d+ 1)z0 ∂
∂z0
K∆ = K∆
{
∆(−d+ 1) (~z − ~x)
4 − z40[
z20 + (~z − ~x)2
]2
}
(4.2.52)
z20
d∑
i=1
∂2
∂z2i
K∆ = K∆
{
∆
[−2d(z40 + z20(~z − ~x)2)+ 4z20(~z − ~x)2]+ 4∆2z20(~z − ~x)2[
z20 + (~z − ~x)2
]2
}
(4.2.53)
−m2K∆ = K∆
{
−m2
[
z40 + 2z
2
0(~z − ~x)2 + (~z − ~x)4
][
z20 + (~z − ~x)2
]2
}
. (4.2.54)
Combining these terms we have
(−d+ 1)z0 ∂
∂z0
K∆ + z
2
0
∂2
∂z20
K∆ + z
2
0
d∑
i=1
∂2
∂z2i
K∆ −m2K∆
=
K∆[
z20 + (~z − ~x)2
]2 {z40[∆ + ∆2 −∆(−d+ 1)− 2d∆−m2]
+ z20(~z − ~x)2
[
− 4∆− 2∆2 − 2d∆ + 4∆ + 4∆2 − 2m2
]
+ (~z − ~x)4
[
−∆ + ∆2 + ∆(−d+ 1)−m2
]}
. (4.2.55)
The RHS of this equation vanishes after we replace m2 by ∆2 − d∆ as dictated by (4.2.33). Therefore
K∆ is a solution to (4.2.29).
4.2.4 The two-point correlation function in position space. Given the classical solution we can
evaluate the action and, thanks to (4.1.1) and (4.1.2), compute correlation functions of the CFT .
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They are given by taking derivatives of the generating function ZAdS . Thus, we now have〈
O( ~X)O(~Y )
〉
=
δ
δφ0( ~X)
δ
δφ0(~Y )
ZAdS(φ0)
∣∣
φ0=0
(4.2.56)
=
δ
δφ0( ~X)
δ
δφ0(~Y )
exp (−SEAdS(φ0))∣∣
φ0=0
(4.2.57)
= − δ
δφ0( ~X)
δ
δφ0(~Y )
SE(φ0)∣∣
φ0=0
. (4.2.58)
To evaluate this last expression, plug the solution φ(z0, ~z) =
∫
ddxK∆(z, ~x)φ0(~x), where z = (z0, ~z)
denotes the coordinates in the AdSd+1, into the classical action to obtain
SE =
1
2
∫
ddz dz0
zd+10
[
∂µ
(∫
ddxK∆(z, ~x)φ0(~x)
)
z20∂µ
(∫
ddyK∆(z, ~y)φ0(~y)
)
+m2
∫
ddxK∆(z, ~x)φ0(~x)
∫
ddyK∆(z, ~y)φ0(~y)
]
. (4.2.59)
We then need
δ
δφ0(~Y )
SE =
1
2
∫
ddz dz0
zd+10
[
∂µK∆(z, ~Y )
(
z20∂µ
∫
ddyK∆(z, ~y)φ0(~y) + z
2
0∂µ
∫
ddxK∆(z, ~x)φ0(~x)
)
+m2K∆(z, ~Y )
(∫
ddyK∆(z, ~y)φ0(~y) +
∫
ddxK∆(z, ~x)φ0(~x)
)]
and
δ
δφ0( ~X)
δ
δφ0(~Y )
SE =
1
2
∫
ddz dz0
zd+10
[
2∂µK∆(z, ~X)z
2
0∂µK∆(z, ~Y ) + 2m
2K∆(z, ~X)K∆(z, ~Y )
]
.
Finally, the 2-point correlator is given by
〈O(~x)O(~y)〉 = −
∫
ddz dz0
zd+10
(
∂µK∆(z, ~x)z
2
0∂µK∆(z, ~y) +m
2K∆(z, ~x)K∆(z, ~y)
)
. (4.2.60)
In this equation the variables ~X and ~Y are replaced by ~x and ~y. This can be rewritten as
〈O(~x)O(~y)〉 = −
∫
ddz dz0z
−d−1
0
(
∂0K∆(z, ~x)z
2
0∂0K∆(z, ~y)
+
d∑
i=1
∂iK∆(z, ~x)z
2
0∂iK∆(z, ~y) +m
2K∆(z, ~x)K∆(z, ~y)
)
. (4.2.61)
To evaluate the above expression, it proves useful to perform an integration by parts, to obtain∫
ddz dz0z
−d−1
0 ∂0K∆(z, ~x)z
2
0∂0K∆(z, ~y) =
∫
ddz dz0∂0K∆(z, ~x)z
−d+1
0 ∂0K∆(z, ~y)
=
∫
ddz
[
K∆(z, ~x)z
−d+1
0 ∂0K∆(z, ~y)
]∞
z0=→0
−
∫
ddz dz0K∆(z, ~x)∂0
[
z−d+10 ∂0K∆(z, ~y)
]
, (4.2.62)
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and ∫
ddz dz0z
−d−1
0 ∂iK∆(z, ~x)z
2
0∂iK∆(z, ~y) =
∫
ddz dz0∂iK∆(z, ~x)z
−d+1
0 ∂iK∆(z, ~y)
=
∫
dd−1z dz0
[
K∆(z, ~x)z
−d+1
0 ∂iK∆(z, ~y)
]zi=+∞
zi=−∞
−
∫
ddz dz0z
−d+1
0 K∆(z, ~x)∂i∂iK∆(z, ~y)
= −
∫
ddz dz0K∆(z, ~x)z
−d+1
0 ∂i∂iK∆(z, ~y). (4.2.63)
Using these results the correlators become
〈O(~x)O(~y)〉 = −
∫
ddz
[
K∆(z, ~x)z
−d+1
0 ∂0K∆(z, ~y)
]∞
z0=→0
+
∫
ddz dz0K∆(z, ~x)
(
−∂0
[
z−d+10 ∂0K∆(z, ~y)
]
−
d∑
i=1
z−d+10 ∂i∂iK∆(z, ~y) +m
2z−d−10 K∆(z, ~y)
)
= lim
→0
∫
ddz1−dK∆(, ~z, ~x)
∂
∂z0
K∆(z0, ~z, ~y)
∣∣
z0=
+
∫
ddz dz0 z
−d−1
0 K∆(z, ~x)
(
−zd+10
∂
∂z0
[
z−d+10
∂
∂z0
K∆(z, ~y)
]
− z20
∂2
∂~z2
K∆(z, ~y) +m
2K∆(z, ~y)
)
.
(4.2.64)
Using the free equation of motion for K∆, we have
〈O(~x)O(~y)〉 = lim
→0
∫
ddz1−dK∆(, ~z, ~x)
∂
∂z0
K∆(z0, ~z, ~y)
∣∣
z0=
. (4.2.65)
Given
∂
∂z0
K∆(z0, ~z, ~y) =
Γ(∆)
pi
d
2 Γ(∆− d2)
∂
∂z0
{(
z0
z20 + (~z − ~y)2
)∆}
=
Γ(∆)∆
pi
d
2 Γ(∆− d2)
∂
∂z0
{
z0
z20 + (~z − ~y)2
}(
z0
z20 + (~z − ~y)2
)∆−1
=
Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
(
(~z − ~y)2 − z20
[z20 + (~z − ~y)2]2
)(
z0
z20 + (~z − ~y)2
)∆−1
, (4.2.66)
we can write
〈O(~x)O(~y)〉 = Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
lim
→0
∫
ddz1−dK∆(, ~z, ~x)
(
(~z − ~y)2 − 2
[2 + (~z − ~y)2]2
)(

2 + (~z − ~y)2
)∆−1
=
Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
lim
→0
∫
ddz∆−dK∆(, ~z, ~x)
(
(~z − ~y)2 − 2
[2 + (~z − ~y)2]2
)(
1
2 + (~z − ~y)2
)∆−1
.
(4.2.67)
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Now, we use the fact that z∆−d0 K∆(z0, ~z, ~x)→ δ(~z − ~x) when z0 → 0. We finally obtain
〈O(~x)O(~y)〉 = Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
lim
→0
∫
ddzδ(~z − ~x)
(
(~z − ~y)2 − 2
[2 + (~z − ~y)2]2
)(
1
2 + (~z − ~y)2
)∆−1
=
Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
lim
→0
(
(~x− ~y)2 − 2
[2 + (~x− ~y)2]2
)(
1
2 + (~x− ~y)2
)∆−1
=
Γ(∆ + 1)
pi
d
2 Γ(∆− d2)
1
|~x− ~y|2∆ . (4.2.68)
This is precisely the form expected for the two point function of a scalar primary operators of dimension
∆ in CFT , that we have reproduced from a supergravity computation.
4.2.5 The two-point correlation function in momentum space. First, Fourier transform the variable
~z in (4.2.29), as follows (Witten, 1998)
φ(z0, ~z) =
1
(2pi)
d
2
∫
d~k ei
~k·~zφ(z0,~k). (4.2.69)
This gives
zd+10
∂
∂z0
[
z−d+10
∂
∂z0
1
(2pi)
d
2
∫
d~k ei
~k·~zφ(z0,~k)
]
+ z20
∂2
∂~z2
1
(2pi)
d
2
∫
d~k ei
~k·~zφ(z0,~k)
−m2 1
(2pi)
d
2
∫
d~k ei
~k·~zφ(z0,~k) = 0
zd+10
∂
∂z0
[
z−d+10
∂
∂z0
1
(2pi)
d
2
∫
d~k ei
~k·~zφ(z0,~k)
]
+ z20
1
(2pi)
d
2
d∑
j=1
∂2
∂z2j
∫
d~k ei
~k·~zφ(z0,~k)
−m2 1
(2pi)
d
2
∫
d~k ei
~k·~zφ(z0,~k) = 0
1
(2pi)
d
2
∫
d~k ei
~k·~z
[
zd+10
∂
∂z0
z−d+10
∂
∂z0
φ(z0,~k)− z20k2φ(z0,~k)−m2φ(z0,~k)
]
= 0, (4.2.70)
which implies
zd+10
∂
∂z0
[
z−d+10
∂
∂z0
φ(z0,~k)
]
− (z20k2 +m2)φ(z0,~k) = 0. (4.2.71)
The solution of this equation is given by
φ(z0,~k) = z
d
2
0 Fν(ik z0), (4.2.72)
where Fν is the solution of the Bessel equation of index
ν =
√
d2
4
+m2 = ∆− d
2
. (4.2.73)
To see this, begin by rewriting the Fourier space equation of motion (4.2.71) as
zd+10
[
(−d+ 1)z−d0
∂
∂z0
φ(z0,~k) + z
−d+1
0
∂2
∂z20
φ(z0,~k)
]
− (z20k2 +m2)φ(z0,~k) = 0. (4.2.74)
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Using the explicit form of the solution given in (4.2.72), we have
∂
∂z0
φ(z0,~k) =
d
2
z
d
2
−1
0 Fν(ik z0) + ik z
d
2
0
∂
∂(ikz0)
Fν(ik z0) (4.2.75)
∂2
∂(ikz0)2
φ(z0,~k) =
d
2
(
d
2
− 1
)
z
d
2
−2
0 Fν(ik z0) + 2ik
d
2
z
d
2
−1
0
∂
∂(ikz0)
Fν(ik z0)
+ (ik)2 z
d
2
0
∂2
∂(ikz0)2
Fν(ik z0). (4.2.76)
The Fourier space equation of motion becomes
d
2
(−d+ 1)z
d
2
0 Fν(ik z0) + ik (−d+ 1)z
d
2
+1
0
∂
∂(ikz0)
Fν(ik z0)
+
[
d
2
(
d
2
− 1
)
z
d
2
0 Fν(ik z0) + ik d z
d
2
+1
0
∂
∂(ikz0)
Fν(ik z0)
+ (ik)2 z
d
2
+2
0
∂2
∂(ikz0)2
Fν(ik z0)
]
− (z20k2 +m2)z
d
2
0 Fν(ik z0) = 0. (4.2.77)
Finally, regroup terms, and factor out z
d
2
0 to get
(ikz0)
2 ∂
2
∂(ikz0)2
Fν(ik z0) + (ikz0)
∂
∂(ikz0)
Fν(ik z0) +
[
(ikz0)
2 −
(
d2
4
+m2
)]
Fν(ik z0) = 0,
(4.2.78)
which is the Bessel equation of index ν =
√
d2
4 +m
2 = ∆ − d2 . For what follows it will be useful to
write the action in terms of Fourier components. The Fourier space action is
S =
1
2
∫
dz0 d~k d~k
′z−d+10 δ(~k + ~k
′)
[
∂
∂z0
φ(z0,~k)
∂
∂z0
φ(z0,~k
′) +
(
k2 +
m2
z20
)
φ(z0,~k)φ(z0,~k
′)
]
.
(4.2.79)
Integrate by parts with respect to z0 and use the solution of the wave equation to get
S =
1
2
∫
d~k d~k′δ(~k + ~k′) lim
z0→
z−d+10
[
φ(z0,~k)
∂
∂z0
φ(z0,~k
′)
]
. (4.2.80)
The solution to the classical equation of motion can be written as
φ(z0,~k) = K
(z0,~k)φb(~k), (4.2.81)
with
φb(~k) = φ(,~k) (4.2.82)
and
K(z0,~k) =
(z0

) d
2 Kν(kz0)
Kν(k) . (4.2.83)
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The function Kν is the modified Bessel function which vanishes as z0 → 0. The boundary conditions
for the field imply that  K
(z0,~k) −→
z0→
1
K(z0,~k) −→
z0→∞
0
. (4.2.84)
The two-point correlator in momentum space becomes〈
O(~k)O(~k′)
〉
= −−d+1δ(~k + ~k′) lim
z0→
∂
∂z0
K(z0,~k). (4.2.85)
To evaluate this limit, we need the expansion of Kν near-the boundary, which is
Kν(u) = u−ν
(
a0 + a2u
2 + . . .
)
+ uν
(
b0 + b2u
2 + . . .
)
(4.2.86)
K′ν(u) = u−ν−1
[−ν a0 + (2− ν)a2u2 + . . . ]+ uν−1 [ν b0 + (2 + ν)b2u2 + . . . ] . (4.2.87)
In this expansion, we only need a0 and b0, which are
a0 = 2
ν−1Γ(ν) (4.2.88)
b0 = −2−ν−1 Γ(1− ν)
ν
. (4.2.89)
We also need the expansion, valid for small z0
∂
∂z0
[
z
d
2
0 Kν(kz0)
]
= z
d
2
−1
0
[
d
2
Kν(kz0) + kz0K′ν(kz0)
]
(4.2.90)
= z
d
2
−1
0
{
(kz0)
−ν
[(
d
2
− ν
)
a0 +
(
2 +
d
2
− ν
)
a2(kz0)
2 + . . .
]
+ (kz0)
ν
[(
d
2
+ ν
)
b0 +
(
2 +
d
2
+ ν
)
b2(kz0)
2 + . . .
]}
. (4.2.91)
Using the above expansion we find
−d+1 lim
z0→
∂
∂z0
K(z0,~k) = 
−d
([
d
2
− ν + c2(k)2 + . . .
]
+ (k)2ν
b0
a0
[
2ν + d2(k)
2 + · · ·
])
,
(4.2.92)
where ci and di are constants. The final expression for the correlator in the momentum space is obtained
by dropping terms of integer power of k2 since they will be proportional to the delta function δ(~x− ~y)
and its derivatives in position space. These contact terms will not contribute to our correlator since we
only consider fields at non-coincident points. Only the first terms of the series of non-integer power of
k determine the physical correlator. Keeping only the leading term as → 0,
−d+1 lim
z0→
∂
∂z0
K(z0,~k) = 
−d(k)2ν
b0
a0
2ν
= −2(∆−d)2ν
(
k
2
)2ν Γ(1− ν)
Γ(1 + ν)
. (4.2.93)
Thus the correlator is 〈
O(~k)O(~k′)
〉
= δ(~k + ~k′)2(∆−d)2ν
(
k
2
)2ν Γ(1− ν)
Γ(1 + ν)
, (4.2.94)
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which can be written in position space as
〈O(~x)O(~y)〉 = 1
(2pi)d
∫
ddk ddk′ ei~k·~x+~k
′·~y
〈
O(~k)O(~k′)
〉
= 2(∆−d)
1
(2pi)d
∫
ddk ei
~k·(~x−~y)2ν
(
k
2
)2ν Γ(1− ν)
Γ(1 + ν)
=
1
pi
d
2
(2∆− d)Γ(∆)
Γ(∆− d2)
1
(~x− ~y)2∆ . (4.2.95)
To obtain this result we have used the inverse Fourier transform identity
1
(2pi)d
∫
ddk ei
~k· ~Xk2ν =
22ν
pi
d
2
Γ
(
ν + d2
)
Γ(−ν)
1
| ~X|2ν+d , (4.2.96)
and we have replaced ν by ∆ − d2 . Comparing the two results obtained in (4.2.68) and (4.2.95), they
differ by a factor
∆
2∆− d. (4.2.97)
Different results are also obtained if we evaluate the limit → 0 of the expression of the propagator in
(4.2.83) before we evaluate the derivative in (4.2.85). In this case we have
K(z0,~k) =
(z0

) d
2 Kν(kz0)
a0(k)−ν
. (4.2.98)
Then the correlator in the momentum space takes the form〈
O(~k)O(~k′)
〉
= δ(~k + ~k′)2(∆−d)
(
ν +
d
2
)(
k
2
)2ν Γ(1− ν)
Γ(1 + ν)
. (4.2.99)
This result again differs by a factor of
ν+ d
2
2ν =
∆
2∆−d when compared to (4.2.95).
In summary, we have computed the two-point function in two different ways. The results differ by a
factor of ∆2∆−d . This difference is explained by the way we drop terms when we evaluate the limit → 0.
This is a convincing demonstration that the computation of the two point function is indeed subtle.
Subtle means here we have to be careful on doing the computations. In fact, we have extracted the
value of two-point function from the subtraction of two divergent integrals.
4.2.6 The correct value of the two-point correlation function. It can be argued that the correct
value of the two point correlation function is given by (Freedman et al., 1999)
〈O(~x)O(~y)〉 = 1
pi
d
2
(2∆− d)Γ(∆)
Γ(∆− d2)
1
(~x− ~y)2∆ . (4.2.100)
Computations in Fourier space and in position space gave a different answer. We want to better
understand the origin of this subtlety when we evaluate the relevant integrals.
First, we can see that the computation of the two-point function in position space required the in-
troduction of a cutoff (4.2.62) to regulate the divergence of z−d+10 at the boundary. In addition, the
bulk-to-boundary Green’s function K∆ has a singular behaviour as described in (4.2.34). The compu-
tation of the two-point correlation function in momentum space, is also subtle, due to the cutoff.
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One can extract the two-point function from the Ward Identity for the three-point correlation function
of the conserved current Ji(~z) with the scalar operators O(~x) and O(~y) both of which are operators of
scale dimension ∆. The computation of the three-point function is not divergent and so can be carried
out without ever introducing a cut off. The Ward identity relating the three and two point correlation
functions 〈Ji(~z)O(~x)O(~y)〉 and 〈O(~x)O(~y)〉 confirms the result (4.2.100).
The three-point correlation function 〈Ji(~z)O(~x)O(~y)〉 will be computed from the AdS supergravity
side. The sources for the conserved flavor currents J ai (~x) are the boundary values Aai (~x) of the gauge
potentials Aaµ(x0, ~x). After coupling to the background gauge field, the action for the scalar becomes
S[φI , Aaµ] =
1
2
∫
dd+1x
√
g
[
gµν∇µφI∇νφI +m2φIφI
]
, (4.2.101)
with
∇µφI = ∂µφI − iAaµ(T a)IJφJ . (4.2.102)
In the equation above, (T a)IJ are the generators in a real representation of the SO(6) flavor group.
They are imaginary antisymmetric matrices.
In order to evaluate correlators from the gravity side, we again have to use the bulk-to-boundary Green’s
function K∆ in (4.2.32) for the two scalar operators OI(~x) and OJ(~y). We also need the Green’s
functions Gµi(z, ~x) which are the bulk-to-boundary Green’s functions for the gauge field. Using these
bulk-to-boundary Green’s functions, we will be able to write down gauge field solutions to the equation
of motion with boundary values Aai (~x). They are given by (Freedman et al., 1999)
Gµi(z, ~x) = Cd
zd−20[
z20 + (~z − ~y)2
]d−1Jµi(z − ~x)
= Cd
(
z0
z20 + (~z − ~y)2
)d−2
∂µ
(
(z − ~x)i
z20 + (~z − ~x)2
)
, (4.2.103)
with
Cd =
Γ(d)
2pi
d
2 Γ(d2)
. (4.2.104)
Using the AdSd+1/CFTd correspondence, we have〈J ai (~z)OI(~x)OJ(~y)〉 = δδAai (~z) δδφI0(~x) δδφJ0 (~y) exp (−S)∣∣φI0=φJ0 =Aai =0
= − δ
δAai (~z)
δ
δφI0(~x)
δ
δφJ0 (~y)
S∣∣
φI0=φ
J
0 =A
a
i
=0
. (4.2.105)
Expanding ∇µφK∇νφK we have
∇µφK∇νφK =
(
∂µφ
K − iAbµ(T b)KLφL
)(
∂νφ
K − iAcν(T c)KMφM
)
= ∂µφ
K∂νφ
K − i∂µφKAcν(T c)KMφM
− iAbµ(T b)KLφL∂νφK −Abµ(T b)KLφLAcν(T c)KMφM . (4.2.106)
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The only terms which contribute to (4.2.105) are the cubic vertices in (4.2.106), so that we obtain
〈J ai (~z)OI(~x)OJ(~y)〉 = (T a)IJ ∫ ddw dw0
wd+10
Gµi(w, ~z)w
2
0
[
K∆(w, ~x)
∂
∂wµ
K∆(w, ~y)
−K∆(w, ~y) ∂
∂wµ
K∆(w, ~x)
]
. (4.2.107)
To evaluate this integral we set first ~z = 0 and perform an inversion. The result is∫
ddw dw0
wd+10
Gµi(w, 0)w
2
0
[
K∆(w, ~x)
∂
∂wµ
K∆(w, ~y)−K∆(w, ~y) ∂
∂wµ
K∆(w, ~x)
]
=
∫
ddw dw0
wd+10
Cd
wd−20[
w20 + ~w
2
]d−1Jµi(w)w20[K∆(w, ~x) ∂∂wµK∆(w, ~y)−K∆(w, ~y) ∂∂wµK∆(w, ~x)
]
= Cd
∫
ddw′ dw′0
w′d+10
w′d−10
w′0
w2
~x′2∆~y′2∆
[
K∆(w
′, ~x′)
∂w′ρ
∂wµ
∂
∂w′ρ
K∆(w, ~y)−K∆(w′, ~y′)
∂w′ρ
∂wµ
∂
∂w′ρ
K∆(w
′, ~x′)
]
= Cd~x
′2∆~y′2∆
∫
ddw′ dw′0
w′0
Jµi(w)Jρµ(w)
[
K∆(w
′, ~x′)
∂
∂w′ρ
K∆(w, ~y)−K∆(w′, ~y′) ∂
∂w′ρ
K∆(w
′, ~x′)
]
=
Cd
~x2∆~y2∆
∫
ddw′ dw′0
w′0
δρi
[
K∆(w
′, ~x′)
∂
∂w′ρ
K∆(w, ~y)−K∆(w′, ~y′) ∂
∂w′ρ
K∆(w
′, ~x′)
]
=
Cd
~x2∆~y2∆
∫
ddw′ dw′0
w′0
[
K∆(w
′, ~x′)
∂
∂w′i
K∆(w, ~y)−K∆(w′, ~y′) ∂
∂w′i
K∆(w
′, ~x′)
]
. (4.2.108)
We now integrate the first term of the integral above by parts with respect to w′i to obtain〈J ai (~z)OI(~x)OJ(~y)〉 = −2(T a)IJ Cd~x2∆~y2∆
∫
ddw′ dw′0
w′0
K∆(w
′, ~y′)
∂
∂w′i
K∆(w
′, ~x′)
= 2(T a)IJ
Cd
~x2∆~y2∆
∫
ddw′ dw′0
w′0
K∆(w
′, ~y′)
∂
∂x′i
K∆(w
′, ~x′)
= 2(T a)IJ
Cd
~x2∆~y2∆
∂
∂x′i
∫
ddw′ dw′0
w′0
K∆(w
′, ~y′)K∆(w′, ~x′), (4.2.109)
where we have used the following identity
∂
∂w′i
K∆(w
′, ~x′) = − ∂
∂x′i
K∆(w
′, ~x′). (4.2.110)
The above integral can be evaluated using Feynman parameter methods. For example (Freedman et al.,
1999) ∫
ddzdz0
za0[
z20 + (~z − ~x)2
]b[
z20 + (~z − ~y)2
]c = I(a, b, c, d) |~x− ~y|1+a+d−2b−2c , (4.2.111)
with
I(a, b, c, d) =
pi
d
2
2
Γ
(
a
2 +
1
2
)
Γ
(
b+ c− d2 − a2 − 12
)
Γ
(
b
)
Γ
(
c
) Γ(a2 + 12 + d2 − b)Γ(a2 + 12 + d2 − c)
Γ
(
a+ 1 + d− b− c) . (4.2.112)
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Therefore, according to (4.2.111), the integral in (4.2.109) becomes
〈J ai (~z)OI(~x)OJ(~y)〉 = 2(T a)IJ CdC2∆~x2∆~y2∆ ∂∂x′i
∫
ddw′ dw′0
w′2∆−10[
w′20 + (~w′ − ~x′)2
]∆[
w′20 + (~w′ − ~y′)2
]∆
= 2(T a)IJ
CdC
2
∆
~x2∆~y2∆
I
(
2∆− 1,∆,∆, d) ∂
∂x′i
∣∣~x′ − ~y′∣∣d−2∆
= −2(T a)IJ CdC
2
∆
~x2∆~y2∆
I
(
2∆− 1,∆,∆, d)(2∆− d)(x′i − y′i) ∣∣~x′ − ~y′∣∣d−2∆−2
= −2(T a)IJ CdC
2
∆
~x2∆~y2∆
I
(
2∆− 1,∆,∆, d)(2∆− d)( xi
~x2
− yi
~y
)
~xd−2∆−2~yd−2∆−2
|~x− ~y|d−2∆−2 .
(4.2.113)
The last line is obtained by performing an inversion using the identity
1
(~x′ − ~y′)2 =
~x2~y2
(~x− ~y)2 . (4.2.114)
Now, perform a translation such that ~x→ ~x− ~z and ~y → ~y − ~z to find
〈J ai (~z)OI(~x)OJ(~y)〉 = −2(T a)IJ (2∆− d)CdC2∆I(2∆− 1,∆,∆, d)(~x− ~z)d−2(~y − ~z)d−2(~x− ~y)−d+2∆+2
(
xi − zi
(~x− ~z)2 −
yi − zi
(~y − ~z)2
)
= −(T a)IJ Γ(∆)Γ
(
d
2
)
pidΓ(∆− d2)
(
∆− d
2
)
× 1
(~x− ~z)d−2(~y − ~z)d−2(~x− ~y)−d+2∆+2
(
xi − zi
(~x− ~z)2 −
yi − zi
(~y − ~z)2
)
, (4.2.115)
where we have evaluated I
(
2∆−1,∆,∆, d) using (4.2.112). Compare this result with the computation
from the CFT side, which is given by〈J ai (~z)OI(~x)OJ(~y)〉 = −(Sai )IJ(~z, ~x, ~y)
= −(d− 2)(T a)IJ 1
(~x− ~z)d−2(~y − ~z)d−2(~x− ~y)−d+2∆+2
(
xi − zi
(~x− ~z)2 −
yi − zi
(~y − ~z)2
)
. (4.2.116)
We find
 =
Γ(∆)Γ
(
d
2
)
pid(d− 2)Γ(∆− d2)
(
∆− d
2
)
. (4.2.117)
Now, use the Ward identity relating
〈J ai (~z)OI(~x)OJ(~y)〉 and 〈OI(~x)OJ(~y)〉 which is
∂
∂zi
〈J ai (~z)OI(~x)OJ(~y)〉
= δ(~x− ~z)(T a)IK 〈OK(~x)OJ(~y)〉+ δ(~y − ~z)(T a)JK 〈OI(~x)OK(~y)〉
= 
(d− 2)2pi d2
Γ
(
d
2
) (T a)IJ [δ(~x− ~z)− δ(~y − ~z)] 1
(~x− ~y)2∆ . (4.2.118)
This Ward identity is satisfied if the two-point correlator is given by (4.2.100) with the same constant
 given in (4.2.117).
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To derive the Ward identity above, consider∫
[Dφ] exp (iS[φ])φI(x)φJ(y)−
∫
[Dφ′] exp (iS[φ′])φ′I(x)φ′J(y) = 0 (4.2.119)
where in the second term above we have made a change of variables
φI → φ′I = φI + δφI . (4.2.120)
Assume that the path integral measure is invariant under this change of variables. The change in the
action is
S[φ′] = S[φ] + δS[φ]. (4.2.121)
Thus we can write∫
[Dφ] exp (iS[φ]){φI(x)φJ(y)− (1 + iδS[φ])[φI(x) + δφI(x)][φJ(y) + δφJ(y)]} = 0. (4.2.122)
From the first order variation, we have∫
[Dφ] exp (iS[φ]){iδS[φ]φI(x)φJ(y) + δφI(x)φJ(y) + φI(x)δφJ(y)} = 0. (4.2.123)
For the transformation we consider, δφI is generated using the SU(4) R-symmetry of the CFT . Thus
we have
δS[φ] =
∫
ddw∂iα
aJ ai = −
∫
ddwαa∂iJ ai , (4.2.124)
and
δφI(x) = iαa(x)(T a)IKφK(x), (4.2.125)
where (T a)IK are the generators of the Lie algebra of SU(4). They are antisymmetric. Therefore,
(4.2.123) becomes
i
〈∫
ddwαa(w)∂iJ ai (w)φI(x)φJ(y)
〉
= i(T a)IK
〈
αa(x)φK(x)φJ(y)
〉
+ i(T a)JK
〈
φI(x)αa(y)φK(y)
〉
.
(4.2.126)
We finally choose αa to be
αa(x) = βaδ(x− z), (4.2.127)
where βa is a small constant parameter. We find then the following Ward identity〈
∂iJ ai (z)φI(x)φJ(y)
〉
= (T a)IKδ(x− z) 〈φK(x)φJ(y)〉+ (T a)JKδ(y − z) 〈φI(x)φK(y)〉 . (4.2.128)
To obtain (4.2.118), we use the antisymmetric property of the generators (T a)IJ and the conformal
form of the two-point correlators.
Note that we determined the correct normalization for the current J Ii using the fact that the associated
charge QI generates the symmetry transformation
φI(x)→ eiQIφI(x)e−iQI . (4.2.129)
The variation of the field φI is given by
δφI(x) = i[QI , φI(x)] (4.2.130)
for an infinitesimal transformation.
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4.3 Three-point correlation functions from the AdS side
Consider three scalar fields φI , I = 1, 2, 3 in the supergravity theory with mass mI and interaction
vertices of the form L1 = φ1φ2φ3 and L2 = φ1gµν∂µφ2∂νφ3. The corresponding three-point amplitudes
are
A1(~x, ~y, ~z) = −
∫
ddw dw0
wd+10
K∆1(w, ~x)K∆2(w, ~y)K∆3(w, ~z) (4.3.1)
A2(~x, ~y, ~z) = −
∫
ddw dw0
wd+10
K∆1(w, ~x)∂µK∆2(w, ~y)w
2
0∂µK∆3(w, ~z), (4.3.2)
where K∆I are the Green’s functions given in (4.2.32). The above correlators are conformally covariant
and are of the form required by conformal symmetry
Ai(~x, ~y, ~z) =
ai
|~x− ~y|∆1+∆2−∆3 |~y − ~z|∆2+∆3−∆1 |~z − ~x|∆3+∆1−∆2 , (4.3.3)
with
a1 = −
Γ
(
1
2 [∆1 + ∆2 −∆3]
)
Γ
(
1
2 [∆2 + ∆3 −∆1]
)
Γ
(
1
2 [∆3 + ∆1 −∆2]
)
2pidΓ(∆1 − d2)Γ(∆2 − d2)Γ(∆3 − d2)
Γ
(
1
2
[∆1 + ∆2 + ∆3 − d]
)
(4.3.4)
a2 = a1
[
∆2∆3 +
1
2
(
d−∆1 −∆2 −∆3
)(
∆2 + ∆3 −∆1
)]
. (4.3.5)
Use the translation symmetry to set one boundary point to 0, say ~z = 0. Then use inversion symmetry,
z′µ =
zµ
z2
, which is a discrete symmetry, to determine the three-point amplitudes. The measure in the
integral is invariant under translation and inversion. The bulk-to-boundary propagators transform as
K∆1(w, ~x) = K∆1(w
′, ~x′)|~x′|∆1 (4.3.6)
K∆2(w, ~y) = K∆2(w
′, ~y′)|~y′|∆2 (4.3.7)
K∆3(w, 0) = C∆3w
′∆3
0 . (4.3.8)
Thus we obtain
A1(~x, ~y, 0) = −|~x′|∆1 |~y′|∆2C∆3
∫
ddw′ dw′0
w′d+10
K∆1(w
′, ~x′)K∆2(w
′, ~y′)w′∆30
= −|~x′|∆1 |~y′|∆2C∆3C∆1C∆2
∫
ddw′ dw′0
w′∆3+∆1+∆2−d−10[
w′20 + (~w′ − ~x′)2
]∆1[w′20 + (~w′ − ~y′)2]∆2
= −|~x′|∆1 |~y′|∆2C∆3C∆1C∆2I(∆3 −∆1 −∆2 − d− 1,∆1,∆2, d)|~x′ − ~y′|∆3−∆1−∆2 .
(4.3.9)
Use the expression for I(∆3 − ∆1 − ∆2 − d − 1,∆1,∆2, d) given in (4.2.112) and for C∆i given in
(4.2.38) and perform an inversion such that (D’Hoker and Freedman, 2002)
1
|~x′ − ~y′|2 =
|~x|2|~y|2
|~x− ~y|2 (4.3.10)
|~x′|2 = 1|~x|2 (4.3.11)
|~y′|2 = 1|~y|2 (4.3.12)
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After a translation to bring the boundary point back to ~z, we obtain the three-point amplitude A1.
To compute A2 we can proceed similarly by knowing that ∂µK∆2(w, ~y)w
2
0∂µK∆3(w, ~z) is an invariant
contraction under inversion so that
∂µK∆2(w, ~y)w
2
0∂µK∆3(w, 0)
= |~y′|2∆2∂′µK∆2(w′, ~y′)w′20 ∂′µK∆3(w′, 0)
= |~y′|2∆2C∆2C∆3
∂
∂w′0
[
w′0
w′20 + (~w′ − ~y′)2
]∆2
w′20
∂
∂w′0
w′∆30
= ∆2∆3|~y′|2∆2C∆2C∆3w′∆+∆30
[
1
[w′20 + (~w′ − ~y′)2]∆2
− 2w
′
0
[w′20 + (~w′ − ~y′)2]∆2+1
]
. (4.3.13)
After using (4.2.112) we obtain the quoted result for A2.
In conclusion, the holographic principle is used to compute correlation functions in the strong coupling
limit of the CFT, by using supergravity on AdS5 × S5. The computation of two-point functions from
the gravity side is subtle due to divergences. The answer that was obtained is ambiguous. Using a Ward
Identity, we decided on the correct result. The origin of these divergences is still to be understood with
the hope that we can provide a well motivated regularization procedure. Indeed, we have already seen
that these divergences are boundary effects that require a cutoff near the boundary of the AdS space to
regulate the divergences. The result of the computation depends on the way this cutoff is manipulated.
5. Correlation functions of the giant gravitons
Previously, a divergence was found in the two-point function of operators with dimension of order 1. In
this chapter, we will see that there are also divergences in correlators of operators with dimension of
order N . Thus, these divergences are a rather general feature of the theory. Here we are considering
three-point function of two giant gravitons, both on the five-sphere and in the 5-dimensional Anti-de
Sitter space, and one point-like graviton. We use the D3-brane Dirac-Born-Infeld (DBI) actions on the
gravity side, and Schur polynomials and a single trace chiral primary in the gauge theory computation
(Bissi et al., 2011). The gauge theory and the string theory results in Bissi et al. (2011) do not match
since there were divergences as Lin (2012) pointed out in his paper. The extremal correlators of Schur
polynomials and single trace operators match exactly with string theory computations using analytic
continuation from non-extremal correlators to extremal correlators (Lin, 2012).
5.1 Correlation functions of giant gravitons from the CFT side
5.1.1 Giant gravitons and Schur polynomials. As we know, Schur polynomial operators, introduced
in Chapter (3), are specific combinations of traces of theN = 4 SYM scalars. Their correlation functions
are given by 〈
χR(Z)χR(Z
†)
〉
= δRS
∏
i,j∈R
(N − i+ j) = δRSfR (5.1.1)〈
χR(Z)χS(Z)χT (Z
†)
〉
= g(R,S, T )
∏
i,j∈T
(N − i+ j) = g(R,S, T )fT , (5.1.2)
where g(R,S, T ) is the Littlewood-Richardson coefficient which counts the multiplicity with which the
representation T appears in the tensor product of the representation R and S (Corley et al., 2002). The
product
∏
i,j∈R goes over all boxes of the Young tableau of the representation R with i denoting the
row number and j the column number. This product is defined as the product of the factors, denoted
by fR, of the Young tableau of the representation R.
The S5 giant gravitons of dimension k ≤ N are mapped to Schur polynomials in the representations
labelled by Young diagrams with one column of length k, known as the antisymmetric representation
with k boxes, while the dual AdS5 giants map to Schur polynomials in the representations labelled by
Young diagrams with one row of length k, known as the symmetric representation with k boxes (Corley
et al., 2002; Caputa et al., 2012). It is useful to note the following results obtained directly from (5.1.1)
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and (5.1.2),
〈
χk(Z)χk(Z
†)
〉
=
k∏
j=1
(N − 1 + j) (5.1.3)
〈
χ1k(Z)χ1k(Z
†)
〉
=
k∏
i=1
(N − i+ 1) (5.1.4)
〈
χJ(Z)χk−J(Z)χk(Z†)
〉
=
k∏
j=1
(N − 1 + j) (5.1.5)
〈
χ1J (Z)χ1k−J (Z)χ1k(Z
†)
〉
=
k∏
i=1
(N − i+ 1). (5.1.6)
5.1.2 Single trace chiral primaries. Single-trace operators built from a single complex scalar field Z
are dual to point-like strings moving along an equator of S5 with angular momentum J . The simplest
example of a chiral primary operator is
OJ(x) = Tr
(
ZJ(x)
)
. (5.1.7)
In zero-dimensions, their two-point and three-point functions are given by〈
Tr
(
ZJ
)
Tr
(
Z†J
)〉
=
1
J + 1
[
Γ(N + J + 1)
Γ(N)
− Γ(N + 1)
Γ(N − J)
]
= JNJ
[
1 +
(
J + 1
4
)
1
N2
+ . . .
]
, (5.1.8)
and 〈
Tr
(
ZJ
)
Tr
(
ZK
)
Tr
(
Z†J+K
)〉
=
1
J +K + 1
[
Γ(N + J +K + 1)
Γ(N)
− Γ(N + J + 1)
Γ(N −K)
+
Γ(N + 1)
Γ(N − J −K) −
Γ(N +K + 1)
Γ(N − J)
]
= JK(J +K)NJ+K−1
{
1 +
(
J +K − 1
2
)[(
J
2
)
+
(
K
2
)
− 1
]
1
3!N2
+ . . .
}
. (5.1.9)
The structure constant is given by
CJ,K,K+J =
〈OJOKO†J+K〉√
〈OJO†J〉 〈OKO†K〉 〈OJ+KO†J+K〉
=
√
JK(J +K)
N
[
1 +O
(
1
N2
)]
(5.1.10)
To compute these correlators, it is helpful to note that
Tr
(
σZ⊗n
)
=
∑
R`n
χR(σ)χR(Z). (5.1.11)
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We take σ ∈ SJ as an element of the conjugacy class of J-cycles so that
Tr
(
σZ⊗J
)
= Tr
(
ZJ
)
. (5.1.12)
Therefore 〈
Tr
(
ZJ
)
Tr
(
Z†J
)〉
=
∑
R`J
χR(σ)
∑
S `J
χS(σ)
〈
χR(Z)χS(Z
†)
〉
=
∑
R`J
∑
S `J
χR(σ)χS(σ)δRSfR
=
∑
R`J
[χR(σ)]
2fR. (5.1.13)
For a J-cycle σ ∈ SJ , the character χR(σ) is only non-zero for the representations R ` J corresponding
to Young tableaux with row length k and column length J − k for k = 1 to J . These are called hook
representations. The character of a J-cycle is either plus one or negative one for any hook representation
χR(σ) = χR(σ
−1) = ±1, (5.1.14)
and the corresponding product of factors fR for this representation is given by
fR =
k∏
j=1
(N + j − 1)
J−k∏
i=1
(N − i)(−1)J−K . (5.1.15)
We finally deduce that the correlator
〈
Tr
(
ZJ
)
Tr
(
Z†J
)〉
is equal to the sum of products of factors fR
over all representations R corresponding to Young tableaux with row length k and column length J − k
for k = 1 to J . Thus,
〈
Tr
(
ZJ
)
Tr
(
Z†J
)〉
=
J∑
k=1
k∏
j=1
(N + j − 1)
J−k∏
i=1
(N − i), (5.1.16)
which gives (5.1.8) after evaluating the summation over the index k. The three-point correlation function
in (5.1.9) is obtained with very similar manipulations.
5.1.3 The three-point correlation functions with two giant gravitons. The structure constant cor-
responding to a three-point function involving two giant gravitons moving on S5 with angular momenta
k− J and k wrapping an S3 ⊂ AdS5, and one light string dual to a chiral primary operator of the type
Tr
(
ZJ
)
is given by
〈
OJ,J
〉gauge
S
=
〈
Tr
(
ZJ
)
χk−J(Z)χk(Z†)
〉√
〈χk(Z)χk(Z†)〉 〈χk−J(Z)χk−J(Z†)〉 〈Tr (ZJ) Tr (Z†J)〉
. (5.1.17)
Similarly, the structure constant corresponding to a three-point function involving two giant gravitons
moving on S5 with angular momenta k− J and k wrapping an S3 ⊂ S5, and one light string dual to a
chiral primary operator of the type Tr
(
ZJ
)
is given by
〈
OJ,J
〉gauge
A
=
〈
Tr
(
ZJ
)
χ1k−J (Z)χ1k(Z
†)
〉√
〈χ1k(Z)χ1k(Z†)〉 〈χ1k−J (Z)χ1k−J (Z†)〉 〈Tr (ZJ) Tr (Z†J)〉
. (5.1.18)
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In order to compute these structure constants, we expand Tr
(
ZJ
)
in the basis of Schur polynomials
using
Tr
(
ZJ
)
= Tr
(
σZ⊗J
)
=
∑
R`J
χR(σ)χR(Z), (5.1.19)
where σ is a J-cycle permutation. Then, we have〈
Tr
(
ZJ
)
χk−J(Z)χk(Z†)
〉
=
∑
R`J
χR(σ)
〈
χR(Z)χk−J(Z)χk(Z†)
〉
(5.1.20)〈
Tr
(
ZJ
)
χ1k−J (Z)χ1k(Z
†)
〉
=
∑
R`J
χR(σ)
〈
χR(Z)χ1k−J (Z)χ1k(Z
†)
〉
. (5.1.21)
In these two equations above, only the completely symmetric representation (Young diagram with one
row of length J) and the completely antisymmetric representation (Young diagram of one column of
length J) contribute respectively in the first correlation function and the second one. With
χJ(σ) = 1 (5.1.22)
χ1J (σ) = (−1)J−1, (5.1.23)
we obtain 〈
Tr
(
ZJ
)
χk−J(Z)χk(Z†)
〉
=
k∏
j=1
(N − 1 + j) (5.1.24)
〈
Tr
(
ZJ
)
χ1k−J (Z)χ1k(Z
†)
〉
= (−1)J−1
k∏
i=1
(N − i+ 1). (5.1.25)
Using these results, we have
〈
OJ,J
〉gauge
S
=
∏k
j=1(N − 1 + j)√∏k
j=1(N − 1 + j)
∏k−J
j=1 (N − 1 + j) 〈Tr (ZJ) Tr (Z†J)〉
=
√√√√ ∏kj=1(N − 1 + j)∏k−J
j=1 (N − 1 + j) 〈Tr (ZJ) Tr (Z†J)〉
=
√∏k
j=k−J+1(N − 1 + j)
〈Tr (ZJ) Tr (Z†J)〉 , (5.1.26)
and
〈
OJ,J
〉gauge
A
=
∏k
i=1(N − i+ 1)√∏k
i=1(N − i+ 1)
∏k−J+1
i=1 (N − i+ 1) 〈Tr (ZJ) Tr (Z†J)〉
=
√ ∏k
i=1(N − i+ 1)∏k−J+1
i=1 (N − i+ 1) 〈Tr (ZJ) Tr (Z†J)〉
=
√∏k
i=k−J+1(N − i+ 1)
〈Tr (ZJ) Tr (Z†J)〉 . (5.1.27)
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We finally obtain the structure constants as
〈
OJ,J
〉gauge
S
=
1√
J
(
1 +
k
N
)J
2
(5.1.28)
〈
OJ,J
〉gauge
A
= (−1)J−1 1√
J
(
1− k
N
)J
2
, (5.1.29)
where we have used the following limits
N →∞ k →∞ k
N
finite J  k. (5.1.30)
These limits correspond to large Young tableaux and a small chiral primary operator.
5.2 Correlation functions of giant gravitons from the string theory side
5.2.1 Giant graviton on the five-sphere S5. The two-point function of a giant graviton can be
computed holographically at large N , by using a classical D-brane solution in string theory. We will
review the relevant solution in this section.
On AdS5 × S5, the metric gµν is
ds2 = − cosh2 ρ dt2 + dρ2 + sinh2 ρ dΩ˜23 + dθ2 + sin2 θ dφ2 + cos2 θdΩ23. (5.2.1)
The action for the D3-brane is
SD3 = − N
2pi2
∫
d4σ
(√−g − P [C4]), (5.2.2)
where σa = (σ0, σ1, σ2, σ3) are the worldvolume coordinates and P [C4] is the pull back of the 4-form
potential of the D3-brane (Grisaru et al., 2000). If we denote by xµ for µ = 0 to 9 the coordinates on
the target spacetime, we have
g = det
(
gµν
∂xµ
∂σa
∂xν
∂σb
)
, a, b = 0, . . . , 3
= det

gµν
∂xµ
∂σ0
∂xν
∂σ0
gµν
∂xµ
∂σ0
∂xν
∂σ1
gµν
∂xµ
∂σ0
∂xν
∂σ2
gµν
∂xµ
∂σ0
∂xν
∂σ3
gµν
∂xµ
∂σ1
∂xν
∂σ0
gµν
∂xµ
∂σ1
∂xν
∂σ1
gµν
∂xµ
∂σ1
∂xν
∂σ2
gµν
∂xµ
∂σ1
∂xν
∂σ3
gµν
∂xµ
∂σ2
∂xν
∂σ0
gµν
∂xµ
∂σ2
∂xν
∂σ1
gµν
∂xµ
∂σ2
∂xν
∂σ2
gµν
∂xµ
∂σ2
∂xν
∂σ3
gµν
∂xµ
∂σ3
∂xν
∂σ0
gµν
∂xµ
∂σ3
∂xν
∂σ1
gµν
∂xµ
∂σ3
∂xν
∂σ2
gµν
∂xµ
∂σ3
∂xν
∂σ3
 . (5.2.3)
The giant graviton on S5 has a worldvolume evolving on (R ⊂ AdS5) × (S3 ⊂ S5). The wordvolume
coordinates σa are chosen as follows (Grisaru et al., 2000)
σ0 = t, σi = χi, i = 1, 2, 3 (5.2.4)
where χi are angles covering the S
3 ⊂ S5. We also have
ρ = 0, φ = φ(t). (5.2.5)
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The 4-form potential C4 is proportional to the volume element Vol(Ω3)
Cφχ1χ2χ3 = cos
4 θVol(Ω3). (5.2.6)
In to order to write the action, we need the expression for g which is obtained by considering (5.2.4)
and (5.2.5). With
dΩ23 = dχ
2
1 + sin
2 χ1
(
dχ22 + sin
2 χ2dχ
2
3
)
(5.2.7)
as a metric on S3 where
χ1, χ2 ∈ [0, pi], χ3 ∈ [0, 2pi], (5.2.8)
we obtain
g = det

gµν
∂xµ
∂t
∂xν
∂t gµν
∂xµ
∂t
∂xν
∂χ1
gµν
∂xµ
∂t
∂xν
∂χ2
gµν
∂xµ
∂t
∂xν
∂χ3
gµν
∂xµ
∂χ1
∂xν
∂t gµν
∂xµ
∂χ1
∂xν
∂χ1
gµν
∂xµ
∂χ1
∂xν
∂χ2
gµν
∂xµ
∂χ1
∂xν
∂χ3
gµν
∂xµ
∂χ2
∂xν
∂t gµν
∂xµ
∂χ2
∂xν
∂χ1
gµν
∂xµ
∂χ2
∂xν
∂χ2
gµν
∂xµ
∂χ2
∂xν
∂χ3
gµν
∂xµ
∂χ3
∂xν
∂t gµν
∂xµ
∂χ3
∂xν
∂χ1
gµν
∂xµ
∂χ3
∂xν
∂χ2
gµν
∂xµ
∂χ3
∂xν
∂χ3

= det

−1 + φ˙2 sin2 θ 0 0 0
0 cos2 θ 0 0
0 0 cos2 θ sin2 χ1 0
0 0 0 cos2 θ sin2 χ1 sin
2 χ2

= −(1− φ˙2 sin2 θ) cos6 θ sin4 χ1 sin2 χ2. (5.2.9)
The action is then
S = − N
2pi2
∫
R×S3
dt dχ1 dχ2 dχ3
(
cos3 θ sin2 χ1 sinχ2
√
1− φ˙2 sin2 θ − φ˙ cos4 θ sin2 χ1 sinχ2
)
= −N
∫
dt
[
cos3 θ
√
1− φ˙2 sin2 θ − φ˙ cos4 θ
]
. (5.2.10)
The conserved angular momentum is
k =
δL
δφ˙
= N
 φ˙ cos3 θ sin2 θ√
1− φ˙2 sin2 θ
+ cos4 θ
 . (5.2.11)
We want to rewrite the action in terms of l = kN . Towards this end, we need to express φ˙ as a function
of l. From (5.2.11), we have
(
l − cos4 θ)2 = φ˙2 cos6 θ sin4 θ
1− φ˙2 sin2 θ (5.2.12)
which gives
φ˙ =
l − cos4 θ
sin θ
√(
l − cos4 θ)2 + sin2 θ cos6 θ . (5.2.13)
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Therefore the action becomes
S =
∫
dt
cos4 θ
sin θ
l − cos2 θ√(
l − cos4 θ)2 + sin2 θ cos6 θ . (5.2.14)
The energy is defined as
E = φ˙k − L. (5.2.15)
We replace φ˙, k and L by their expressions as functions of l, to obtain
E =
N
sin θ
√(
l − cos4 θ)2 + sin2 θ cos6 θ. (5.2.16)
We can see that the energy is minimized for
cos2 θ = l (5.2.17)
and that
Emin = k, Smin = 0. (5.2.18)
Further, we have
φ˙ = 1. (5.2.19)
5.2.2 Giant graviton on AdS5. The giant graviton on AdS5 has worldvolume on R×S3 embedded in
the AdS5. The worldvolume coordinates σ
a are choosen as follows
σ0 = t, σi = χ˜i, i = 1, 2, 3 (5.2.20)
where χ˜i are angles covering the S
3 ⊂ AdS5. We also have
ρ = constant, φ = φ(t). (5.2.21)
The action of the anti-D3-brane is given by
SD¯3 = −
N
2pi2
∫
d4σ
(√−g + P [C4]). (5.2.22)
The 4-form potential C4 is proportional to the volume element Vol(Ω˜3) on S
3 embedded in the AdS,
such that
Cφχ˜1,χ˜2,χ˜3 = − sinh4 ρVol(Ω˜3). (5.2.23)
The metric on the three-sphere S3 is the same as in (5.2.7) after replacing the χi by χ˜i. In this case,
we obtain
g = det

gµν
∂xµ
∂t
∂xν
∂t gµν
∂xµ
∂t
∂xν
∂χ˜1
gµν
∂xµ
∂t
∂xν
∂χ˜2
gµν
∂xµ
∂t
∂xν
∂χ˜3
gµν
∂xµ
∂χ˜1
∂xν
∂t gµν
∂xµ
∂χ˜1
∂xν
∂χ˜1
gµν
∂xµ
∂χ˜1
∂xν
∂χ˜2
gµν
∂xµ
∂χ˜1
∂xν
∂χ˜3
gµν
∂xµ
∂χ˜2
∂xν
∂t gµν
∂xµ
∂χ˜2
∂xν
∂χ˜1
gµν
∂xµ
∂χ˜2
∂xν
∂χ˜2
gµν
∂xµ
∂χ˜2
∂xν
∂χ˜3
gµν
∂xµ
∂χ˜3
∂xν
∂t gµν
∂xµ
∂χ˜3
∂xν
∂χ˜1
gµν
∂xµ
∂χ˜3
∂xν
∂χ˜2
gµν
∂xµ
∂χ˜3
∂xν
∂χ˜3

= det

− cosh2 ρ+ φ˙2 0 0 0
0 sinh2 ρ 0 0
0 0 sinh2 ρ sin2 χ˜1 0
0 0 0 sinh2 ρ sin2 χ˜1 sin
2 χ˜2

= −
(
cosh2 ρ− φ˙2
)
sinh6 ρ sin4 χ˜1 sin
2 χ˜2. (5.2.24)
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The action becomes
S = − N
2pi2
∫
R×S3
dt dχ˜1 dχ˜2 dχ˜3
(
sinh3 ρ sin2 χ˜1 sin χ˜2
√
cosh2 ρ− φ˙2 − sinh4 ρ sin2 χ˜1 sin χ˜2
)
= −N
∫
dt
[
sinh3 ρ
√
cosh2 ρ− φ˙2 − sinh4 ρ
]
. (5.2.25)
The conserved angular momentum is
k˜ =
δL
δφ˙
= N
φ˙ sinh3 ρ√
cosh2 ρ− φ˙2
. (5.2.26)
Following our treatment of the giant graviton on S5, we rewrite the action in terms of l˜ = k˜N , by
expressing φ˙ as a function of l˜. From (5.2.26), we have
φ˙ =
l˜ cosh ρ√
sinh6 ρ+ l˜2
. (5.2.27)
The action is now
S = −N
∫
dt sinh4 ρ
 sinh2 ρ cosh ρ√
sinh6 ρ+ l˜2
− 1
 (5.2.28)
with the energy defined as
E = φ˙k˜ − L = N
[
cosh ρ
√
sinh6 ρ+ l˜2 − sinh4 ρ
]
. (5.2.29)
The minimum of the energy is realized with
sinh2 ρ = l˜ (5.2.30)
such that
Emin = k˜, Smin = 0. (5.2.31)
Finally, we plug (5.2.30) into (5.2.27) to have
φ˙ =
l˜ cosh ρ√
l˜2(sinh2 ρ+ 1)
= 1. (5.2.32)
5.2.3 Structure constant of the antisymmetric giant graviton. The DBI part of the Euclidean
supergravity action is given by
SDBI =
N
2pi2
∫
d4σ
√
g. (5.2.33)
We will need the variation
δ
√
g = − 1√
g
δg =
1
2
√
ggabδgab, (5.2.34)
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where we have used the identity
δg = δ det gab = g g
abδgab. (5.2.35)
With
δgab = δgµν
∂xµ
∂σa
∂xν
∂σb
, a, b = 0, 1, 2, 3 µ, ν = 0, 1, . . . , 9 (5.2.36)
we find
δSDBI =
N
2pi2
∫
d4σ
1
2
√
ggabδgab
=
N
2pi2
∫
d4σ
1
2
√
ggab
∂xµ
∂σa
∂xν
∂σb
δgµν . (5.2.37)
Since the induced metric gab is diagonal, the inverse g
ab will also be diagonal. Thus we have
δSDBI =
N
2pi2
∫
d4σ
1
2
√
ggaa
∂xµ
∂σa
∂xν
∂σa
δgµν (5.2.38)
with
g00
∂xµ
∂σ0
∂xν
∂σ0
δgµν = g
00
[
δgtt +
(
∂φ
∂t
)2
δgφφ
]
= g00
(
δgtt − δgφφ
)
, (5.2.39)
g11
∂xµ
∂σ1
∂xν
∂σ1
δgµν = g
11δgχ1χ1 , (5.2.40)
g22
∂xµ
∂σ2
∂xν
∂σ2
δgµν = g
22δgχ2χ2 , (5.2.41)
g33
∂xµ
∂σ3
∂xν
∂σ3
δgµν = g
33δgχ3χ3 . (5.2.42)
Here, after the Wick rotation into Euclidean AdS5, we have
gttdt
2 → −gttdt2E = gtEtEdt2E (5.2.43)
∂φ
∂t
∂φ
∂t
→ − ∂φ
∂tE
∂φ
∂tE
. (5.2.44)
Thus, with ∂φ∂t = φ˙ = 1 and ρ = 0, one finds
gab = diag
(
cos2 θ, cos2θ, cos2 θ sin2 χ1, cos
2 θ sin2 χ1 sin
2 χ2
)
(5.2.45)
gab = diag
(
1
cos2 θ
,
1
cos2θ
,
1
cos2 θ sin2 χ1
,
1
cos2 θ sin2 χ1 sin
2 χ2
)
. (5.2.46)
The fluctuation of the metric and the 4-form potential are given by (Lee et al., 1998; Arutyunov and
Frolov, 2000; Zarembo, 2010; Bissi et al., 2011)
δgµν =
[
−6∆
5
gµν +
4
∆ + 1
∇(µ∇ν)
]
s∆(X)Y∆(Ω) (5.2.47)
δgαβ = 2∆gαβs
∆(X)Y∆(Ω) (5.2.48)
δCµ1µ2µ3µ4 = −4µ1µ2µ3µ4µ5∇µ5s∆(X)Y∆(Ω) (5.2.49)
δCα1α2α3α4 = 4α1α2α3α4α5s
∆(X)∇α5Y∆(Ω) (5.2.50)
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where the indices µ, ν are AdS5 and α, β are S
5 indices. s∆(X) is a scalar field propagating on AdS5
with mass squared equal to ∆(∆ − 4) and Y∆(Ω) are spherical harmonics on the five-sphere S5. The
traceless symmetric double covariant derivative is defined by
∇(µ∇ν) =
1
2
(∇µ∇ν +∇µ∇ν)− 1
5
gµνg
ρσ∇ρ∇σ. (5.2.51)
The variation of the DBI part of the Euclidean action is
δSDBI =
N
2pi2
∫
R×S3
dt dχ1 dχ2 dχ3 cos
2 θ sin2 χ1 sinχ2Y∆(Ω)
×
[(
−6∆
5
gtt +
4
∆ + 1
∇(t∇t) − 2∆ sin2 θ
)
+ 6∆ cos2 θ
]
s∆(X), (5.2.52)
where t is now the time coordinate in the Euclidean AdS5. To compute the double traceless symmetric
covariant derivative ∇(t∇t), we use the metric of the Euclidean AdS5 given by
ds2EAdS5 =
1
z2
[
(dx0)2 + (dx1)2 + (dx2)2 + (dx3)2 + (dz2)2
]
. (5.2.53)
From (5.2.51), we have
∇(t∇t)s∆(X) = ∇t∇ts∆(X)−
1
5
gttg
µµ∇µ∇µs∆(X), (5.2.54)
with
gx
ixi∇xi∇xis∆(X) = gx
ixi
(
∂2xi − Γzxixi∂z
)
s∆(X) = z2
(
∂2xi −
1
z
∂z
)
s∆(X), i = 0, 1, 2, 3 (5.2.55)
gzz∇z∇zs∆(X) = gzz
(
∂2zz − Γzzz∂z
)
s∆(X) = z2
(
∂2z +
1
z
∂z
)
s∆(X). (5.2.56)
In addition,
∂xis
∆(X) = 0, (5.2.57)
since the bulk-to-boundary propagator s∆(X) is function only of z. It is given by
s∆(X) =
∆ + 1
N∆
1
2 22−
∆
2
z∆
x2∆B
=
a∆z
∆
x2∆B
, a∆ =
∆ + 1
N∆
1
2 22−
∆
2
. (5.2.58)
It follows from (5.2.55) and (5.2.56) that
∇(t∇t)s∆(X) =
[
∂2t −
1
5
gtt
(− 3∆ + ∆(∆− 1))] s∆(X), gtt = 1. (5.2.59)
Therefore, (5.2.52) becomes
δSDBI =
N
2
cos2 θ
∫
dt Y∆(Ω)
(
4
∆ + 1
∂2t −
2∆(∆− 1)
∆ + 1
− 8∆ sin2 θ + 6∆
)
s∆(X)
= N cos2 θ
∫
dt Y∆(Ω)
(
2
∆ + 1
(
∂2t −∆2
)
+ 4∆ cos2 θ
)
s∆(X) (5.2.60)
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with
Y∆(Ω) =
sin∆ θ ei∆φ
2
∆
2
= Y˜∆e
∆t, Y˜∆ =
sin∆ θ
2
∆
2
. (5.2.61)
We have z = Rcosh t . Thus we find
∂ts
∆(X) = −∆ sinh t
cosh t
s∆(X) (5.2.62)
∂2t s
∆(X) =
[
∆2 −∆(∆ + 1) 1
cosh2 t
]
s∆(X). (5.2.63)
After evaluating the second derivatives of s∆(X) with respect to t and substituting the expressions for
Y∆(Ω) and s
∆(X) into (5.2.60), we obtain
δSDBI = a∆ cos
2 θ
∫
dt
(
4 cos2 θY˜∆
R∆e∆t
cosh∆ t
− 2Y˜∆ R
∆e∆t
cosh∆+2 t
)
. (5.2.64)
The variation of the WZ part in the action is
δSWZ = −i N
2pi2
∫
d4σP [δC4]
= −i N
2pi2
∫
dtdχ1dχ2dχ3
(
∂φ
∂t
4s∆(X)∂θY∆(Ω)
)
sin θ cos3 θ sin2 χ1 sinχ2
= −N cos2 θ
∫
dt
(
4 sin θ cos θ ∂θY∆(Ω)
)
s∆(X)
= −a∆N cos2 θ
∫
dt
(
4 sin θ cos θ ∂θY˜∆
)R∆e∆t
cosh∆ t
(5.2.65)
where the fluctuation of the 4-form potential is given in (5.2.50). The total variation in the action is
δS = δSDBI + δSWZ
= 4a∆ cos
2 θ
∫
dt
(
cos2 θY˜∆ − sin θ cos θ ∂θY˜∆
) R∆e∆t
cosh∆ t
− 2a∆ cos2 θ Y˜∆
∫
dt
R∆e∆t
cosh∆+2 t
.
(5.2.66)
In Bissi et al. (2011), the following terms was dropped
δSdiv = 4a∆ cos
2 θ
∫
dt
(
cos2 θY˜∆ − sin θ cos θ ∂θY˜∆
) R∆e∆t
cosh∆ t
(5.2.67)
since (
sin θ cos θ∂θ −∆ cos2 θ
)
Y˜∆ = 0, (5.2.68)
for Y˜∆ given in (5.2.61). They keep
δS = −cos
2 θ sin∆ θ(∆ + 1)
√
∆
2
∫
dt
R∆e∆t
cosh∆+2 t
= −(2R)∆ cos2 θ sin∆ θ
√
∆ (5.2.69)
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which is computed using the integral∫ ∞
−∞
dt
e∆t
cosh∆+2l t
= 2∆+2l−1
∫ ∞
−∞
dt
(
e2t
1 + e2t
)∆+2l
(e−2t)l
= 2∆+2l−1
∫ 1
0
duu∆+l−1(1− u)l−1
= 2∆+2l−1B(∆ + l, l)
= 2∆+2l−1
Γ(∆ + l)Γ(l)
Γ(∆ + 2l)
. (5.2.70)
The second line of this equation is obtained by performing the change of variable from t to u = e
2t
1+e2t
.
Therefore Bissi et al. (2011) found the structure constant of the three-point function equal to
〈
OJ,J
〉string
A
=
√
J
k
N
(
1− k
N
)J
2
(5.2.71)
which does not match with the computation from the gauge theory side. We will see in the following
section that this mismatch is due to the subtleties in the computation of the extremal correlators. There
are divergences that need to be regularized carefully.
5.2.4 Regularization procedure for the extremal correlators . Lin (2012) noticed that the integral
appearing in the variation of the action is subtle. In fact, the integral in (5.2.70) is divergent when the
limit l→ 0 is taken, since there is the factor Γ(l). Since the term (sin θ cos θ∂θ −∆ cos2 θ) Y˜∆ vanishes
in (5.2.68), it is clear that the total variation of the action δS = δSDBI + δSWZ contains a term of the
form 0 · ∞.
Lin (2012) computed the extremal correlators as the limit of the non-extremal correlators (Buchbinder
and Tseytlin, 2012). Instead of Y∆, he has used spherical harmonics (Appendix of Skenderis and Taylor
(2007)) that are expressed in terms of the hypergeometric function 2F1,
Y∆,j = c∆,j sin
j θ eijφ2F1(−l, j + l + 2, j + 1; sin2 θ)
= c∆,je
ijφF∆,j , F∆,j = sin
j θ 2F1(−l, j + l + 2, j + 1; sin2 θ) (5.2.72)
where the constant of normalization is given by
c∆,j =
Γ(j + l + 1)
√
(j + l + 1)(l + 1)2−
j
2
Γ(l + 2)Γ(j + 1)
√
j + 2l + 12l
(5.2.73)
with l = 0, 1, 2, 3, . . . and j = ∆− 2l. In this case, we notice that Y∆,j tends to the spherical harmonic
given in (5.2.61) as l→ 0 and(
∆ cos2 θ − sin θ cos θ∂θ
)
F∆,j
= 2l cos2 θ
[
F∆,j + sin
j+2 θ
j + l + 2
j + 1
2F1(−l + 1, j + l + 3, j + 2; sin2 θ)
]
, (5.2.74)
where the following property of the hypergeometric function has been used
d
dx
2F1(a, b, c;x) =
ab
c
2F1(a+ 1, b+ 1, c+ 1;x). (5.2.75)
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The integral in (5.2.67) that has been dropped in the calculation of Bissi et al. (2011) contributes
δSdiv = 4a∆c∆,j cos
2 θ
(
∆ cos2 θ − sin θ cos θ ∂θ
)
F∆,j
∫
dt
R∆ejt
coshj+2l t
∣∣∣∣
l→0
= (2R)∆ 1√
j
(
1 + j
k
N
)(
1− k
N
) j
2
, (5.2.76)
where we have used
2F1(−l, j + l + 2, j + 1; sin2 θ)
∣∣
l→0 = 1 (5.2.77)
2F1(−l + 1, j + l + 3, j + 2; sin2 θ)
∣∣
l→0 =
1
j + 2
[
j + 1
cos2 θ
+
1
cos4 θ
]
(5.2.78)
lΓ(l)|l→0 = 1 (5.2.79)
with[
F∆,j + sin
j+2 θ
j + l + 2
j + 1
2F1(−l + 1, j + l + 3, j + 2; sin2 θ)
]
l→0
=
sinj θ (1 + j cos2 θ)
cos4 θ(j + 1)
. (5.2.80)
Adding (5.2.76) to (5.2.71), Lin (2012) found the structure constant
〈
OJ,J
〉string
A
=
1√
J
(
1− k
N
)J
2
(5.2.81)
which is in perfect agreement with the gauge theory computation using Schur polynomials.
5.2.5 Structure constant of the symmetric giant graviton. For the symmetric giant graviton, the
variation of the DBI part of the action is again given by (5.2.60) but with the induced metric given by
gab = diag
(
sinh2 ρ, sinh2 ρ, sinh2 ρ cos2 ϑ, sinh2 ρ sin2 ϑ
)
. (5.2.82)
We are working on the Euclidean AdS5 × S5 space with metric
ds2EAdS5 = cosh
2 ρdt2 + dρ2 + sinh2 ρ
(
dϑ2 + cos2 ϑdφ21 + sin
2 ϑdφ22
)
. (5.2.83)
The coordinates on the worldvolume of the D3-brane are
σ0 = t, σ1 = ϑ, σ2 = φ1, σ
3 = φ2. (5.2.84)
We also mention that (
∂φ
∂t
)2
= −1 (5.2.85)
because we have performed a Wick rotation and we must obey the constraint on the motion of the
giant graviton given in (5.2.32). With these results in hand, we find
√
g = sinh4 ρ cosϑ sinϑ, (5.2.86)
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and
g00
∂xµ
∂σ0
∂xν
∂σ0
δgµν = g
00
(
δgtt − δgφφ
)
, (5.2.87)
g11
∂xµ
∂σ1
∂xν
∂σ1
δgµν = g
11δgϑϑ, (5.2.88)
g22
∂xµ
∂σ2
∂xν
∂σ2
δgµν = g
22δgφ1φ1 , (5.2.89)
g33
∂xµ
∂σ3
∂xν
∂σ3
δgµν = g
33δgφ2φ2 . (5.2.90)
The fluctuation of the metric is given in (5.2.47) and (5.2.48) such that
δgtt =
[
−6
7
gtt +
4
∆ + 1
∇(t∇t)
]
s
=
2
∆ + 1
[2∇t∇t −∆(∆− 1)gtt] s = htt, (5.2.91)
where we have used the definition of the traceless symmetric double covariant derivative in (5.2.51) in
which we compute the trace on the EAdS5 using the Poincare coordinate in (5.2.53) so that
gρσ∇ρ∇σs =
[
∆(∆− 1)− 3∆]s, s = s∆(X)Y∆(Ω). (5.2.92)
Using the same approach as above, we have
δgϑϑ =
2
∆ + 1
[2∇ϑ∇ϑ −∆(∆− 1)gϑϑ] s = hϑϑ, (5.2.93)
δgφ1φ1 =
2
∆ + 1
[2∇φ1∇φ1 −∆(∆− 1)gφ1φ1 ] s = hφ1φ1 , (5.2.94)
δgφ2φ2 =
2
∆ + 1
[2∇φ2∇φ2 −∆(∆− 1)gφ2φ2 ] s = hφ2φ2 . (5.2.95)
Therefore the variation of the DBI part of the action is
δSDBI =
N
2pi2
∫
d4σ
1
2
√
ggaa
∂xµ
∂σa
∂xν
∂σa
δgµν
=
N
2pi2
∫
d4σ
1
2
sinh4 ρ cosϑ sinϑ
[
1
sinh2 ρ
[
htt − 2∆s
]
+
1
sinh2 ρ
hϑϑ +
1
sinh2 ρ cos2 ϑ
hφ1φ1 +
1
sinh2 ρ sin2 ϑ
hφ2φ2
]
=
N
4pi2
∫ ∞
−∞
dt
∫ 2pi
0
dφ1
∫ 2pi
0
dφ2
∫ pi
0
dϑ sinh2 ρ cosϑ sinϑ
[
−2∆s+ htt + hϑϑ + hφ1φ1
cos2 ϑ
+
hφ2φ2
sin2 ϑ
]
(5.2.96)
where we have set
hµν =
2
∆ + 1
[2∇µ∇ν −∆(∆− 1)gµν ] s. (5.2.97)
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To compute the double covariant derivative we use the metric in (5.2.83) to determine the Christoffel
connection and we obtain
∇t∇ts = (∂2t + cosh ρ sinh ρ∂ρ)s, (5.2.98)
∇ϑ∇ϑs = (∂2ϑ + cosh ρ sinh ρ∂ρ)s, (5.2.99)
∇φ1∇φ1s = (∂2φ1 + cos2 ϑ cosh ρ sinh ρ∂ρ − cosϑ sinϑ∂ϑ)s, (5.2.100)
∇φ2∇φ2s = (∂2φ2 + sin2 ϑ cosh ρ sinh ρ∂ρ + cosϑ sinϑ∂ϑ)s. (5.2.101)
Here we have
Y∆(Ω) =
e∆t
2
∆
2
(5.2.102)
s∆(X) =
∆ + 1
N∆
1
2 22−
∆
2
R∆(
cosh ρ cosh t− cosϑ sinφ1 sinh ρ
)∆ , R∆ = ( Rx2B
)∆
(5.2.103)
s = s∆(X)Y∆(Ω) =
∆ + 1
22
√
∆N
R∆e∆t(
cosh ρ cosh t− cosϑ sinφ1 sinh ρ
)∆ . (5.2.104)
Using the fluctuation of the 4-form potential in (5.2.49), the variation of the WZ part of the action is
given by
δSWZ = −i N
2pi2
∫
d4σP [δC4]
= −i N
2pi2
∫ ∞
−∞
dt
∫ 2pi
0
dφ1
∫ 2pi
0
dφ2
∫ pi
0
dϑ(−i4∇ρs∆(X)Y∆(Ω)) cosh ρ sinh3 ρ cosϑ sinϑ
= −2N
pi2
∫ ∞
−∞
dt
∫ 2pi
0
dφ1
∫ 2pi
0
dφ2
∫ pi
0
dϑ cosh ρ sinh3 ρ cosϑ sinϑ∂ρs. (5.2.105)
Now we want to obtain the total variation. For this we need
∂t s
∆ = −∆s∆ cosh ρ sin tz, (5.2.106)
∂2t s
∆ = ∆s∆
(
(∆ + 1)(cosh ρ sinh t z)2 − cosh ρ cosh t z) , (5.2.107)
∂ϑ s
∆ = −∆s∆ sinϑ sinφ1 sinh ρ z, (5.2.108)
∂2ϑ s
∆ = ∆s∆
(
(∆ + 1)(sinϑ sinφ1 sinh ρ z)
2 − cosϑ sinφ1 sinh ρ z
)
, (5.2.109)
∂ρ s
∆ = ∆s∆(cosϑ sinhφ1 cosh ρ z − sinh ρ cosh t z), (5.2.110)
∂φ1 s
∆ = ∆s∆ cosϑ cosφ1 sinh ρ z, (5.2.111)
∂2φ1 s
∆ = ∆s∆
(
(∆ + 1)(cosϑ cosφ1 sinh ρ z)
2 − cosϑ sinφ1 sinh ρ z
)
, (5.2.112)
∂2φ2 s
∆ = 0. (5.2.113)
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Then we obtain
htt =
2
∆ + 1
{
2∆
[
(∆ + 1)(cosh ρ cosh t z)2 − (∆ + 1)(cosh ρ z)2 − cosh ρ cosh t z]
+ 2 cosh ρ sinh ρ ∂ρ −∆(∆− 1) cosh2 ρ
}
s (5.2.114)
hϑϑ =
2
∆ + 1
{
2∆
[
(∆ + 1)(sinφ1 sinh ρ z)
2 − (∆ + 1)(cosϑ sinφ1 sinh ρ z)2 − cosϑ sinφ1 sinh ρ z
]
+ 2 cosh ρ sinh ρ ∂ρ −∆(∆− 1) sinh2 ρ
}
s (5.2.115)
hφ1φ1
cos2 ϑ
=
2
∆ + 1
{
2∆
[
(∆ + 1)(cosφ1 sinh ρ z)
2 − sinφ1 sinh ρ z
cosϑ
]
+ 2
sinϑ
cosϑ
∂ϑ
+ 2 cosh ρ sinh ρ ∂ρ −∆(∆− 1) sinh2 ρ
}
s (5.2.116)
hφ2φ2
sin2 ϑ
=
2
∆ + 1
{
2 cosh ρ sinh ρ ∂ρ + 2
cosϑ
sinϑ
∂ϑ −∆(∆− 1) sinh ρ2
}
s.
Using these results we now easily find
− 2∆s+ htt + hϑϑ + hφ1φ1
cos2 ϑ
+
hφ2φ2
sin2 ϑ
= −2∆s+ 2
∆ + 1
{
2∆
[
(∆ + 1)(cosh ρ cosh t z)2 − (∆ + 1)(cosϑ sinφ1 sinh ρ z)2 − (∆ + 1)(cosh ρ z)2
+ (∆ + 1)(cosφ1 sinh ρ z)
2 − cosh ρ cosh t z − cosϑ sinφ1 sinh ρ z − sinφ1 sinh ρ z
cosϑ
]
− 2
(
sin2 ϑ− cos2 ϑ
sinϑ cosϑ
)
∂ϑ + 8 cosh ρ sinh ρ ∂ρ −∆(∆− 1)
[
cosh2 ρ+ 3 sinhρ
]}
s
= −2∆s+ 2
∆ + 1
{
2∆
[
(∆ + 1) cosh ρ cosh t z + (∆ + 1) cosϑ sinφ1 sinh ρ z − (∆ + 1)z2 − sinφ1 sinh ρ z
cosϑ
]
+ 2∆
(
1
cosϑ
− 2 cosϑ
)
sinφ1 sinh ρ z + 8 cosh ρ sinh ρ ∂ρ −∆(∆− 1)
[
cosh2 ρ+ 3 sinhρ
]}
s
= −2∆s+ 2
∆ + 1
{
2∆
[
∆ + 2(∆− 2) cosϑ sinφ1 sinh ρz − (∆ + 1)z2
]
+ 8 cosh ρ sinh ρ∂ρ −∆(∆− 1)
[
1 + 4 sinh2 ρ
]}
s
=
2
∆ + 1
{
2∆
[
2(∆− 2) cosϑ sinφ1 sinh ρz − (∆ + 1)z2
]
+ 8 cosh ρ sinh ρ∂ρ − 4∆(∆− 1) sinh2 ρ
}
s.
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The sum of the variation of the DBI part and the WZ part is
δL =
N
4pi2
sinh2 ρ cosϑ sinϑ
[
2
∆ + 1
{
2∆
[
2(∆− 2) cosϑ sinφ1 sinh ρz − (∆ + 1)z2
]
+ 8 cosh ρ sinh ρ∂ρ − 4∆(∆− 1) sinh2 ρ
}
s− 8 cosh ρ sinh ρ∂ρs
]
=
N
4pi2
sinh2 ρ cosϑ sinϑ
2
∆ + 1
{
2∆
[
2(∆− 2) cosϑ sinφ1 sinh ρz − (∆ + 1)z2
]
− 4(∆− 1) cosh ρ sinh ρ∂ρ − 4∆(∆− 1) sinh2 ρ
}
s
=
N
4pi2
sinh2 ρ cosϑ sinϑ
2
∆ + 1
{
2∆
[
2(∆− 2) cosϑ sinφ1 sinh ρz − (∆ + 1)z2
]
− 4∆(∆− 1)[ cosh2 ρ cosϑ sinhφ1 sinh ρz − cosh ρ sinh2 ρ cosh tz]− 4∆(∆− 1) sinh2 ρ}s
=
N
4pi2
sinh2 ρ cosϑ sinϑ
2
∆ + 1
{
2∆
[
2(∆− 2) cosϑ sinφ1 sinh ρz − (∆ + 1)z2
]
− 4(∆− 1) cosh ρ sinh ρ∂ρ − 4∆(∆− 1) sinh2 ρ
}
s
=
N
4pi2
sinh2 ρ cosϑ sinϑ
2
∆ + 1
{
2∆
[
2(∆− 2) cosϑ sinφ1 sinh ρz − (∆ + 1)z2
]
− 4∆(∆− 1)[− cosh2 ρ+ cosh ρ cosh tz]− 4∆(∆− 1) sinh2 ρ}s
=
N
4pi2
sinh2 ρ cosϑ sinϑ
2
∆ + 1
{
2∆
[
2(∆− 2) cosϑ sinφ1 sinh ρz − (∆ + 1)z2
]
− 4(∆− 1) cosh ρ sinh ρ∂ρ − 4∆(∆− 1) sinh2 ρ
}
s
=
N
4pi2
sinh2 ρ cosϑ sinϑ
2
∆ + 1
{
2∆
[− 2(∆− 2)− (∆ + 1)z2]
+ 4∆(∆− 1) cosh2 ρ− 4∆(∆− 1) sinh2 ρ
}
s
= − N
4pi2
sinh2 ρ cosϑ sinϑ 4∆z2s
= −
√
∆(∆ + 1)
4pi2
sinh2 ρ cosϑ sinϑ
R∆e∆t(
cosh ρ cosh t− cosϑ sinφ1 sinh ρ
)∆+2 . (5.2.117)
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Therefore the variation of the action becomes
δS = −
∫ ∞
−∞
dt
∫ 2pi
0
dφ1
∫ 2pi
0
dφ2
∫ pi
0
dϑ
× (∆ + 1)
√
∆
4pi2
cosϑ sinϑ sinh2 ρ
R∆e∆t(
cosh ρ cosh t− cosϑ sinφ1 sinh ρ
)∆+2
= −(∆ + 1)
√
∆
2pi
sinh2 ρ
∫ ∞
−∞
dt
∫ 2pi
0
dφ1
∫ 1
0
d(cosϑ)
× cosϑ R
∆e∆t(
cosh ρ cosh t− cosϑ sinφ1 sinh ρ
)∆+2
= −(∆ + 1)
√
∆
2pi
sinh2 ρ
cosh∆+2 ρ
∫ ∞
−∞
dt
∫ 2pi
0
dφ1
R∆e∆t
cosh∆+2 t
∫ 1
0
dλ
λ(
1− λ sinφ1 tanh ρcosh t
)∆+2 . (5.2.118)
Now, we use the fact that
1
(1− u)α =
∞∑
k=0
α(α+ 1) . . . (α+ k − 1)u
k
k!
=
∞∑
k=0
Γ(α+ k)
Γ(k + 1)Γ(α)
uk (5.2.119)
to find
δS = −(∆ + 1)
√
∆
2pi
sinh2 ρ
cosh∆+2 ρ
∫ ∞
−∞
dt
R∆e∆t
cosh∆+2 t
∫ 2pi
0
dφ1
∫ 1
0
dλ
×
∞∑
k=0
λk+1
Γ(∆ + k + 2)
Γ(k + 1)Γ(∆ + 2)
(
sinφ1 tanh ρ
cosh t
)k
= −(∆ + 1)
√
∆
2pi
sinh2 ρ
cosh∆+2 ρ
∫ ∞
−∞
dt
R∆e∆t
cosh∆+2 t
∫ 2pi
0
dφ1
×
∞∑
k=0
1
k + 2
Γ(∆ + k + 2)
Γ(k + 1)Γ(∆ + 2)
(
sinφ1 tanh ρ
cosh t
)k
. (5.2.120)
Using the integral ∫ 2pi
0
dx sink x =
{
0 k = 2p+ 1
(2p)!
22p(p!)2
pi k = 2p,
p ∈ N. (5.2.121)
we obtain
δS = −(∆ + 1)
√
∆
2
sinh2 ρ
cosh∆+2 ρ
∫ ∞
−∞
dt
R∆e∆t
cosh∆+2 t
×
∞∑
k=0
1
2k + 2
Γ(∆ + 2k + 2)
Γ(2k + 1)Γ(∆ + 2)
Γ(2k + 1)
22kΓ(k + 1)2
(
tanh ρ
cosh t
)2k
= −(∆ + 1)
√
∆
2
sinh2 ρ
cosh∆+2 ρ
∞∑
k=0
∫ ∞
−∞
dt
R∆e∆t
cosh∆+2k+2 t
× 1
22k
Γ(∆ + 2k + 2)
Γ(∆ + 2)Γ(k + 2)Γ(k + 1)
tanh2k ρ. (5.2.122)
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Now we need to evaluate∫ ∞
−∞
dt
e∆t
cosh∆+2k+2 t
= 2∆+2k+2
∫ ∞
−∞
dt
(
e2t
1 + e2t
)∆+2k+2
(e−2t)k+1
= 2∆+2k+1
∫ 1
0
duu∆+k(1− u)k
= 2∆+2k+1B(∆ + k + 1, k + 1)
= 2∆+2k+1
Γ(∆ + k + 1)Γ(k + 1)
Γ(∆ + 2k + 2)
(5.2.123)
in which we have again used the change of variable u = e
2t
1+e2t
. The variation of the action becomes
δS = −(∆ + 1)
√
∆
2
sinh2 ρ
cosh∆+2 ρ
∞∑
k=0
R∆2∆+2k+1 Γ(∆ + k + 1)Γ(k + 1)
Γ(∆ + 2k + 2)
× 1
22k
Γ(∆ + 2k + 2)
Γ(∆ + 2)Γ(k + 2)Γ(k + 1)
tanh2k ρ
= −(2R)∆ 1√
∆ cosh∆ ρ
∞∑
k=0
Γ(∆ + k + 1)
Γ(∆)Γ(k + 2)
tanh2k+2 ρ. (5.2.124)
Using the identity
cos2∆ x =
(
1
1− tanh2 x
)∆
=
∞∑
k=0
Γ(∆ + k)
Γ(∆)Γ(k + 1)
tanh2k x
= 1 +
∞∑
k=1
Γ(∆ + k)
Γ(∆)Γ(k + 1)
tanh2k x
= 1 +
∞∑
k=0
Γ(∆ + k + 1)
Γ(∆)Γ(k + 2)
tanh2k+2 x, (5.2.125)
we obtain
δS = −(2R)
∆
√
∆
(
cosh∆ ρ− cosh−∆ ρ). (5.2.126)
The structure constant of the symmetric giant graviton is (Bissi et al., 2011)
〈
OJ,J
〉string
S
=
1√
J
[(
1 +
k
N
)J
2
−
(
1 +
k
N
)−J
2
]
. (5.2.127)
This result perfectly matches the gauge theory computations in (5.1.29) when kN → ∞. For kN → 0,
the result tends to (5.1.10).
In conclusion, divergences are also found in extremal correlators of giant gravitons on AdS5. Thus
divergences appear in correlators of operators of scale dimensions ∆ of the order of the gauge parameter
N . Thus, the divergences appear to be a rather general feature of correlators of the theory. The
regularization that was chosen is the analytic continuation of the non-extremal correlators to the extremal
cases. This regularization allows to us extract the finite parts from the divergent integrals and with this
prescription the gauge theory and gravity side computations are in agreement. However, this is not yet
satisfactory since we do not have an independent way of fixing the regularization.
6. Correlation functions of Kaluza-Klein
gravitons
In this chapter, we will find divergences in higher point functions which again suggests that these
divergences are a general feature of the theory. A harmonic expansion in supergravity to determine the
Kaluza-Klein modes will be performed. Using these modes, we find that the calculation of extremal
correlators in supergravity is subject to the same subtlety of regularization.
6.1 Supergravity computation of 〈Ok1t,sOk2φ Ok3φ 〉
Starting from a theory of gravity in D = 10 dimensions, we compactify five of the dimensions on a
five-sphere to obtain a theory of gravity in 5 dimensions, such that the background metric is that of
AdS space. This dimensional reduction is achieved using a spherical harmonic decomposition of the
fluctuations of the background fields. We obtain the scalar Kaluza-Klein modes φk of the dilaton φ and
other scalar Kaluza-Klein modes tk and sk arising from the 4-form and the graviton with indices on the
sphere. Thereafter, we compute the three-point correlation functions 〈Ok1t Ok2φ Ok3φ 〉 and 〈Ok1s Ok2φ Ok3φ 〉,
using the AdS5/CFT4 correspondence, where Okt ,Oks ,Ok3φ are the SYM operators respectively dual
to the supergravity scalar fields φk, tk and sk. The calculation of 〈Ok1t Ok2φ Ok3φ 〉, for the non-extremal
case k1 < k2 + k3 and the extremal case k1 = k2 + k3 are performed following D’Hoker et al. (1999).
The metric Gmn of the whole 10-dimensional manifold, with a background metric gmn and a fluctuation
hmn, is given by (Kim et al., 1985; Lee et al., 1998; D’Hoker et al., 1999)
Gmn = gmn + hmn , (6.1.1)
where
hαβ = h(αβ) +
h2
5
gαβ, g
αβh(αβ) = 0, (6.1.2)
hµν = h
′
µν −
h2
3
gµν , h
′
µν = h
′
(µν) +
h′
5
gµν , g
µνh′(µν) = 0, (6.1.3)
F = F¯ + δF, δFijklm = 5∇[iajklm]. (6.1.4)
Here the Latin indices i, j, k, · · · are used for the 10-dimensional manifold. Indices α, β, γ are S5 indices,
while µ, ν, λ are AdS5 indices, F¯ is the background value of the F -field. The S
5 and AdS5 scales are
set to 1. The choice of gauge is
∇αhαβ = ∇αhµα = ∇αaαµ1m2m3m4 = 0. (6.1.5)
The expansions in terms of spherical harmonics of the fluctuations are
h′µν =
∑
Y kh′kµν , (6.1.6)
h2 =
∑
Y kh′k2 , (6.1.7)
aα1α2α3α4 =
∑
∇αY kαα1α2α3α4bk, (6.1.8)
φ =
∑
Y kφk. (6.1.9)
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The spherical harmonics obey
∇α∇αY k = −k(k + 4)Y k. (6.1.10)
The modes hk2 and b
k have coupled linear equations of motion (Kim et al., 1985; Lee et al., 1998;
D’Hoker et al., 1999), [
∇m∇mbk +
(
1
2
h′k − 4
3
hk2
)]
Y k = 0, (6.1.11)[
(∇m∇m − 32)hk2 + 80∇α∇αbk +∇α∇α
(
h′k − 16
15
hk2
)]
Y k = 0, (6.1.12)
with three constraint equations (
1
2
h′k − 8
15
hk2
)
∇(α∇β)Y k = 0, (6.1.13)[
∇µh′kµν −∇ν
(
h′k − 8
15
hk2 + 8b
k
)
− 8
4!
νµ1µ2µ3µ4akµ1µ2µ3µ4
]
∇αY k = 0, (6.1.14)[
akµ1µ2µ3µ4 + µ1µ2µ3µ4µ5∇µ5bk
]
∇αY k = 0. (6.1.15)
The constraint between hk2 and h
′k in (6.1.13) can also be rewritten as
h′k =
16
15
hk2, (6.1.16)
and so we find the following equations of motions,
∇m∇mb− 4
5
h2 = 0, (6.1.17)
(∇m∇mb− 32)h2 + 80∇α∇αb = 0. (6.1.18)
The fields h2 and h
′
µν are not independent. The trace part of h
′
µν and h2 are related by the equation
given in (6.1.16). The traceless part of h′µν is related to h2 by
h′(µν) = ∇(µ∇ν)
(
2
5(k + 1)(k + 3)
(hk2 − 30bk)
)
. (6.1.19)
Using the property of spherical harmonics Y k in (6.1.10), the equations of motions for hk2 and b
k take
the following forms
∇µ∇µbk = k(k + 4)bk + 4
5
hk2, (6.1.20)
∇µ∇µhk2 = k(k + 4)
[
80bk + hk2
]
+ 32hk2. (6.1.21)
The diagonal combinations are
sk =
1
20(k + 2)
[hk2 − 10(k + 4)bk], (6.1.22)
tk =
1
20(k + 2)
[hk2 + 10kb
k], (6.1.23)
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which satisfy
∇µ∇µsk = k(k − 4)sk, (6.1.24)
∇µ∇µtk = (k + 4)(k + 8)tk. (6.1.25)
To prove these equations, we compute ∇µ∇µsk and ∇µ∇µbk using (6.1.21) and (6.1.20). We have
∇µ∇µsk = 1
20(k + 2)
[∇µ∇µhk2 − 10(k + 4)∇µ∇µbk]
=
1
20(k + 2)
{[
k(k + 4)
[
80bk + hk2
]
+ 32hk2
]
− 10(k + 4)
[
k(k + 4)bk +
4
5
hk2
]}
= k(k − 4) 1
20(k + 2)
{
−10k(k + 4)bk + hk2
}
= k(k − 4)sk, (6.1.26)
and
∇µ∇µtk = 1
20(k + 2)
[∇µ∇µhk2 + 10k∇µ∇µbk]
=
1
20(k + 2)
{[
k(k + 4)
[
80bk + hk2
]
+ 32hk2
]
+ 10k
[
k(k + 4)bk +
4
5
hk2
]}
= (k + 4)(k + 8)
1
20(k + 2)
{
hk2 + 10kb
k
}
= (k + 4)(k + 8)tk. (6.1.27)
6.1.1 Cubic Action. The cubic vertices needed for the computation of the three-point function come
from the kinetic term for the dilaton in the 10-dimensional action, which is given by
S =
1
2κ210
∫
d10x
√
G
1
2
Gmn∂mφ∂nφ . (6.1.28)
The excitations related to the two-form fields and the axion can be ignored by setting
hµα ≡ 0 h(αβ) ≡ 0. (6.1.29)
Let us now expand this part of the action in terms of the fluctuations. The determinant of the metric is
G = det(Gmn) = det(gmn + hmn) = det(gmn) det(1 + g
mnhmn). (6.1.30)
Using the identity
ln(detM) = Tr(lnM), (6.1.31)
it follows that
√
G =
√
det gmn e
1
2
ln det(1+gmnhmn)
=
√
g e
1
2
Tr(ln(1+gmnhmn))
=
√
g e
1
2
Tr
((
gmnhmn− (g
mnhmn)
2
2
+···
))
=
√
gTr
(
1 +
1
2
gmnhmn + · · ·
)
. (6.1.32)
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Now use gmnhmn = g
µνhµν + g
αβhαβ and
√
g =
√
g1
√
g2 to find
√
G =
√
g1
√
g2 Tr
(
1 +
1
2
gµνhµν +
1
2
gαβhαβ + · · ·
)
=
√
g1
√
g2 Tr
(
1 +
1
2
gµν
(
h′µν −
h2
3
gµν
)
+
1
2
gαβ
(
h(αβ) +
h2
5
gαβ
)
+ · · ·
)
=
√
g1
√
g2
[
1− 1
3
h2 +
1
2
h′ + · · ·
]
(6.1.33)
where g1, g2 indicate the determinant of the background metric on AdS5 and S
5 respectively. Here the
previous choice h(αβ) = 0 is being used. The action can now be written as
S =
1
2κ210
∫
d10x
√
g
1
2
(
1− 1
3
h2 +
1
2
h′ + · · ·
)(
gmn − hmn + · · ·
)
∂mφ∂nφ
=
1
2κ210
∫
d10x
√
g
1
2
(
1− 1
3
h2 +
1
2
h′ + · · ·
)(
(gµν − hµν)∂µφ∂νφ+ (gαβ − hαβ)∂αφ∂βφ+ · · ·
)
=
1
2κ210
∫
d10x
√
g
1
2
(
1− 1
3
h2 +
1
2
h′ + · · ·
)(
∂µφ∂
µφ+ ∂αφ∂
αφ− hµν∂µφ∂νφ− hαβ∂αφ∂βφ+ · · ·
)
.
(6.1.34)
Next, use the decomposition given in (6.1.2) and (6.1.3) to write
S =
1
2κ210
∫
d10x
√
g
1
2
(
1− 1
3
h2 +
1
2
h′ + · · ·
)(
∂µφ∂
µφ+ ∂αφ∂
αφ
− h′µν∂µφ∂νφ+
h2
3
∂µφ∂
νφ− h2
5
∂αφ∂
αφ+ · · ·
)
(6.1.35)
which implies
S =
1
2κ210
∫
d10x
√
g
[
1
2
∇µφ∇µφ+ 1
2
∇αφ∇αφ
+
(
1
4
h′ − 4
15
h2
)
∇αφ∇αφ+ 1
4
h′∇µφ∇µφ− 1
2
h′µν∇µφ∇νφ+ · · ·
]
. (6.1.36)
6.1.2 Dimensional Reduction. The spherical harmonics (Appendix B.4.2) are normalized as∫
Y k1Y k2 = z(k)δk1k2 , (6.1.37)∫
Y k1Y k2Y k3 = a(k1, k2, k3)〈Ck1Ck2Ck3〉 , (6.1.38)
where
z(k) =
1
2k−1(k + 1)(k + 2)
, (6.1.39)
a(k1, k2, k3) =
ω5
(Σ + 2)!2Σ−1α1!α2!α3!
. (6.1.40)
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Here
α1 =
1
2
(k2 + k3 − k1), (6.1.41)
α2 =
1
2
(k1 + k3 − k2), (6.1.42)
α3 =
1
2
(k1 + k2 − k3), (6.1.43)
Σ =
1
2
(k1 + k2 − k3), (6.1.44)
and ω5 = pi
3 is the area of a unit five-sphere.
To compute the 3–point functions 〈Ok1t Ok2φ Ok3φ 〉 we need to consider excitations for which the fields sk
are zero. From the definition of sk and tk given in (6.1.23), and the decomposition in (6.1.2), we find
hk2 = 10(k + 4)b
k, (6.1.45)
hk2 = 10(k + 4)t
k. (6.1.46)
The field h′kµν can then be written as
h′kµν = h
′k
(µν) +
h′k
5
gµν
= ∇(µ∇ν)
[ 2
5(k + 1)(k + 3)
(hk2 − 30bk)
]
+
16
15
hk2
5
gµν
=
2
5(k + 1)(k + 3)
∇(µ∇ν)
(
hk2 −
30
10(k + 4)
hk2
)
+
16
15
hk2
5
gµν
=
2
5(k + 3)(k + 4)
∇(µ∇ν)hk2 +
16
15
hk2
5
gµν . (6.1.47)
By definition, the symmetric traceless covariant derivative of hk2 is given by
∇(µ∇ν)hk2 = ∇µ∇νhk2 −
1
5
gµν∇ρ∇ρhk2, (6.1.48)
which gives
h′kµν =
2
5(k + 3)(k + 4)
[
∇µ∇νhk2 −
1
5
gµν10(k + 4)∇ρ∇ρtk
]
+
16
15
hk2
5
gµν
=
2
5(k + 3)(k + 4)
[
∇µ∇νhk2 −
1
5
gµν10(k + 4)(k + 4)(k + 8)t
k
]
+
16
15
hk2
5
gµν
=
2
5(k + 3)(k + 4)
∇µ∇νhk2 −
2(k + 8)
25(k + 3)
gµνh
k
2 +
16
15
hk2
5
gµν
=
2
5(k + 3)(k + 4)
∇µ∇νhk2 +
2
15
k
k + 3
hk2gµν . (6.1.49)
Here, (6.1.46) and (6.1.25) were used.
Next evaluate the integral over the five-sphere in (6.1.36) to reduce the theory to 5-dimensions, using
the normalization of the spherical harmonics introduced earlier.
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The first term in (6.1.36) is∫
d10x
√
g1
√
g2
1
2
∇µφ∇µφ =
∫
d10x
√
g1
√
g2
1
2
∑
k1k2
Y k1Y k2∇µφk1∇µφk2
=
∫
d5x
√
g1
1
2
∑
k1k2
z(k)δk1k2∇µφk1∇µφk2
=
∫
d5x
√
g1
z(k)
2
∇µφk∇µφk. (6.1.50)
The second term in (6.1.36) is∫
d10x
√
g1
√
g2
1
2
∇µφ∇µφ =
∫
d10x
√
g1
√
g2
1
2
∑
k1k2
∇αY k1∇αY k2φk1φk2
=
∫
d10x
√
g1
√
g2
1
2
∑
k1k2
k2(k2 + 4)Y
k1Y k2φk1φk2
=
∫
d5x
√
g1
1
2
∑
k1k2
k2(k2 + 4)z(k)δk1k2φ
k1φk2
=
∫
d5x
√
g1
z(k)
2
k2(k2 + 4)φ
kφk . (6.1.51)
In this computation, we performed an integration by parts of ∇αY k1∇αY k2 as follows∫
S5
∇αY k1∇αY k2 = −
∫
S5
Y k1∇α∇αY k2 =
∫
S5
k2(k2 + 4)Y
k1Y k2 (6.1.52)
where the identity given in (6.1.10) has been used. The third term in (6.1.36) is∫
d10x
√
g1
√
g2
1
4
h′∇µφ∇µφ =
∫
d10x
√
g1
√
g2
1
4
∑
k1
16
15
Y k1hk12
∑
k2
Y k2∇µφk2
∑
k3
Y k3∇µφk3
=
∫
d10x
√
g1
√
g2
4
15
∑
k1,k2,k3
Y k1Y k2Y k310(k1 + 4)t
k1∇µφk2∇µφk3
= a(k1, k2, k3)
∫
d5x
√
g1
8
3
(k1 + 4)t
k1∇µφk2∇µφk3 . (6.1.53)
The fourth term in (6.1.36) is∫
d10x
√
g1
√
g2
(
−1
2
)
h′µν∇µφ∇νφ
=
∫
d10x
√
g1
√
g2
(
−1
2
) ∑
k1,k2,k3
Y k1
[
2∇µ∇νhk12
5(k1 + 3)(k1 + 4)
+
2
15
k1
k1 + 3
hk12 gµν
]
Y k2∇µφk2Y k3∇νφk3
=
∫
d10x
√
g1
√
g2
(
−1
2
) ∑
k1,k2,k3
[
4
(k1 + 3)
∇µ∇νtk1 + 2
15
k1
k1 + 3
10(k1 + 4)t
k1gµν
]
Y k1Y k2Y k3∇µφk2∇νφk3
= −a(k1, k2, k3)
∫
d5x
√
g1
[
2
(k1 + 3)
∇µ∇νtk1∇µφk2∇νφk3 + 2
3
k1
k1 + 3
(k1 + 4)t
k1∇µφk2∇µφk3
]
.
(6.1.54)
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Combining these terms, the dimensionally reduced form of (6.1.36) is
S =
1
2κ25
∫
d5x
√
g1
[
z(k)
2
(∇µφk∇µφk − k(k + 4)φkφk)
+ a(k1, k2, k3)
(
2
(k1 + 4)
2
(k1 + 3)
tk1∇µφk2∇µφk3 − 2
k1 + 3
∇µ∇νtk1∇µφk2∇νφk3
)]
. (6.1.55)
The gravitational coupling constant κ25 is related to the SYM parameter N by (D’Hoker and Freedman,
2002)
2κ25 =
8pi2
N2
. (6.1.56)
6.1.3 Evaluation of the Action. The first cubic term can be manipulated as follows∫
AdS5
tk1∇µφk2∇µφk3
=
∫
AdS5
tk1
1
2
[
∇µ∇µ(φk2φk3)−∇µ∇µ(φk2)φk3 −∇µ∇µ(φk3)φk3
]
=
∫
AdS5
tk1
1
2
∇µ∇µ(φk2φk3)−
∫
AdS5
1
2
(
m2φ(k2) +m
2
φ(k3)
)
tk1φk2φk3
=
∫
AdS5
1
2
[
∇µ∇µtk1φk2φk3 +∇µ
[
tk1∇µ(φk2φk3)
]−∇µ[∇µtk1φk2φk3]− (m2φ(k2) +m2φ(k3))tk1φk2φk3]
=
∫
AdS5
1
2
(
m2t (k1)−m2φ(k2)−m2φ(k3)
)
tk1φk2φk3 +
1
2
∫
∂(AdS5)
(
tk1Dn(φ
k2φk3)− φk2φk3Dntk1
)
(6.1.57)
where Dn indicates the outward normal derivative to the boundary and m
2
φ(k) and m
2
t (k) denote the
masses of the fields φk and tk, given by
m2φ(k) ≡ k(k + 4) m2t (k) ≡ (k + 4)(k + 8). (6.1.58)
These masses appear from the equations of motion of φk and tk. Using the divergence theorem, integrals
of a total derivative are written as boundary integrals. Following the argument given in D’Hoker et al.
(1999), the boundary integrals found in (6.1.57) cannot contributes to the three-point function for three
points that are disjoint. Consequently, these integrals can always be dropped in our computations.
The second terms in (6.1.55) is computed as follows. Defining the quantity
Pµν =
1
2
(
∇µφk2∇νφk3 +∇νφk2∇µφk3
)
− 1
2
gµν∇λφk2∇λφk3 (6.1.59)
that satisfies the relation
∇µPµν = 1
2
(
m2φ(k3)φ
k3∇νφk2 +m2φ(k2)φk2∇νφk3
)
, (6.1.60)
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we can write∫
AdS5
∇µ∇νtk1∇µφk2∇νφk3 =
∫
AdS5
∇µ∇νtk1
[
Pµν +
1
2
gµν∇λφk2∇λφk3
]
=
∫
AdS5
[
∇ν[∇µtk1Pµν]−∇µtk1∇νPµν + 1
2
∇µ∇µtk1∇λφk2∇λφk3
]
=
1
2
∫
AdS5
[
m2t (k1)t
k1∇λφk2∇λφk3 −
(
m2φ(k3)∇µtk1φk3∇µφk2 +m2φ(k2)∇µtk1φk2∇µφk3
)]
+
∫
∂(AdS5)
∇µtk1Pµn. (6.1.61)
The first term in the integral is computed in (6.1.57), with the result
1
4
∫
AdS5
m2t (k1)
(
m2t (k1)−m2φ(k2)−m2φ(k3)
)
tk1φk2φk3 (6.1.62)
The terms in parentheses can be written as
m2φ(k3)∇µtk1φk3∇µφk2 +m2φ(k2)∇µtk1φk2∇µφk3
= ∇µ
[
m2φ(k3)t
k1φk3∇µφk2 +m2φ(k2)tk1φk2∇µφk3
]
−
(
m2φ(k2) +m
2
φ(k3)
)
tk1∇µφk2∇µφk3
− tk1m2φ(k2)φk2∇µ∇µφk3 − tk1m2φ(k3)∇µ∇µφk2φk3 . (6.1.63)
Using the equations of motion for φk and the divergence theorem, the contribution from the terms in
parentheses is
1
4
∫
AdS5
[
−
(
m2φ(k2) +m
2
φ(k3)
)(
m2t (k1)−m2φ(k2)−m2φ(k3)
)
− 4m2φ(k2)m2φ(k3)
]
tk1φk2φk3 . (6.1.64)
Thus, combining (6.1.62) and (6.1.64), (6.1.61) yields∫
AdS5
∇µ∇νtk1∇µφk2∇νφk3
= −1
4
∫
AdS5
((
m2φ(k2)−m2φ(k3)
)2 −m4t (k1))tk1φk2φk3
− 1
2
∫
∂(AdS5)
(
−Dnφk3∇µφk1∇µφk2 −Dnφk2∇µφk1∇µφk3 +Dnφk1∇λφk2∇λφk3
)
. (6.1.65)
The total contribution from the action in (6.1.55) is
2κ25Scubic =
∫
AdS5
a(k1, k2, k3)t
k1φk2φk3
×
[(k1 + 4)2
k1 + 3
(
m2t (k1)−m2φ(k2)−m2φ(k3)
)
+
1
2(k1 + 3)
((
m2φ(k2)−m2φ(k3)
)2 −m4t (k1))]
+
∫
∂(AdS5)
a(k1, k2, k3)
k1 + 3
(
−Dnφk3∇µφk1∇µφk2 −Dnφk2∇µφk1∇µφk3 +Dnφk1∇λφk2∇λφk3
)
.
(6.1.66)
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Using the expressions for the masses, the action is
2κ25Scubic = −8
(Σ + 4)α1(α2 + 2)(α3 + 2)
k1 + 3
∫
AdS5
a(k1, k2, k3)t
k1φk2φk3+∫
∂(AdS5)
a(k1, k2, k3)
k1 + 3
(
−Dnφk3∇µφk1∇µφk2 −Dnφk2∇µφk1∇µφk3 +Dnφk1∇λφk2∇λφk3
)
.
(6.1.67)
6.1.4 The three–point function for k1 < k2 + k3. In this case, the three-point function for the
boundary CFT comes from the bulk integral contributing to (6.1.67). The contribution of this term to
the value of the three-point function is performed in (4.3.3) and is determined in terms of the conformal
dimensions of the fields. From (4.2.33) and (6.1.58), the conformal dimensions ∆i of t
k1 , φk2 and φk3
are found to be
∆1 = k1 + 8 ∆2 = k2 + 4 ∆3 = k3 + 4. (6.1.68)
Substituting the ∆i’s into (4.3.3), we find (D’Hoker et al., 1999)〈
Ok1t (x1)Ok2φ (x2)Ok3φ (x3)
〉
=
1
2κ25
4
pi4
a(k1, k2, k3)
x8+2α312 x
8+2α2
13 x
2α1
23
× (Σ + 4)(α2 + 2)(α3 + 2)
k1 + 3
Γ(α1 + 1)Γ(α3 + 4)Γ(α2 + 4)Γ(Σ + 6)
Γ(k1 + 6)Γ(k2 + 6)Γ(k3 + 2)
. (6.1.69)
There is a smooth limit as k1 → k2 + k3,
lim
k1−→k2+k3
〈
Ok1t (x1)Ok2φ (x2)Ok3φ (x3)
〉
=
1
2κ25
4
pi4
a(k2 + k3, k2, k3)
x8+2k212 x
8+2k3
13
× (k2 + 3)(k2 + 2)
2(k3 + 3)(k3 + 2)
2(k2 + k3 + 4)
(k2 + k3 + 3)
. (6.1.70)
6.1.5 The extremal case k1 = k2 + k3. For this case, the contribution to the three-point correlation
function comes from the boundary term of (6.1.67). The regulation of the boundary integral is achieved
by introducing a cutoff z0 =  near the boundary. The bulk-to-boundary propagator K

∆(z, x), satisfying
the Dirichlet boundary value problem, gives the solution for each field in the form
tk(z) =
∫
d4xK∆(z, x)t¯
k(x) (6.1.71)
where t¯k(x) is the boundary source for tk(z). A similar equation holds for φk(z) but with different
conformal dimensions. The three-point correlation function will be obtained by plugging these solutions
into (6.1.67) and then using the holographic dictionary.
The three-point correlation function is computed using the Fourier transform of K∆(z, x), which is given
by
K∆(p) =
z
d
2
0 K∆− d
2
(pz0)

d
2K∆− d
2
(p)
, (6.1.72)
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where Kν is the modified Bessel function of index ν, and d is the dimension of the boundary of AdSd+1.
We notice that ν is an integer for this case. The power series expansion of the modified Bessel function
of index ν = n ∈ N is given by
Kn(x) = (−1)n+1
∞∑
m=0
(x/2)n+2m
m!(n+m+ 1)!
ln
x
2
+
1
2
n−1∑
m=0
(x
2
)−n+2m (n−m− 1)!
m!
+ (−1)n+1 1
2
∞∑
m=0
(x/2)n+2m
m!(n+m)!
[
2C −
m+n∑
k=1
1
k
−
m∑
k=1
1
k
]
. (6.1.73)
Thus, we have
K∆− d
2
(pz0) = (−1)∆− d2 +1
∞∑
m=0
(pz0/2)
2m+∆− d
2
m!(∆− d2 +m+ 1)!
ln
pz0
2
+
1
2
∆− d
2
−1∑
m=0
(pz0
2
)−∆+ d
2
+2m (∆− d2 −m− 1)!
m!
+ (−1)∆− d2 +1 1
2
∞∑
m=0
(pz0/2)
∆− d
2
+2m
m!(∆− d2 +m)!
2C − m+∆− d2∑
k=1
1
k
−
m∑
k=1
1
k
 , (6.1.74)
which implies
z0
∂
∂z0
K∆(p)
∣∣∣∣
z0=
=
d
2z
d
2
0 K∆− d
2
(pz0) + z
d
2
0 (pz0)
∂
∂(pz0)
K∆− d
2
(pz0)

d
2K∆− d
2
(p)
∣∣∣∣
z0=
=
d
2
+ 2
pz0
2
∂
∂(pz0)
K∆− d
2
(pz0)
K∆− d
2
(p)
∣∣∣∣
z0=
. (6.1.75)
Introducing
Am =
[
m+
1
2
(
∆− d
2
)] (−1)∆− d2 +1
m!(∆− d2 +m+ 1)!
ln
p
2
+
[
m+
1
2
(
∆− d
2
)] 1
2
(−1)∆− d2 +1
m!(∆− d2 +m)!
2C − m+∆− d2∑
k=1
1
k
−
m∑
k=1
1
k
+ 2(−1)∆− d2 +1
m!(∆− d2 +m+ 1)!
,
Bm =
[
m− 1
2
(
∆− d
2
)] 1
2
(∆− d2 −m− 1)!
m!
,
Cm =
(p
2
)2(∆− d
2
)  (−1)∆− d2 +1
m!(∆− d2 +m+ 1)!
ln
p
2
+
1
2
(−1)∆− d2 +1
m!(∆− d2 +m)!
2C − m+∆− d2∑
k=1
1
k
−
m∑
k=1
1
k
 ,
Dm =
1
2
(∆− d2 −m− 1)!
m!
(6.1.76)
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we can rewrite (6.1.75) as
z0
∂
∂z0
K∆(p)
∣∣∣∣
z0=
=
d
2
+ 2
[(p
2
)2(∆+ d2 ) (A0 +A1 (p2 )2 + · · · ) + (B0 +B1 (p2 )2 + · · · )(p
2
)2(∆+ d2 ) (C0 + C1 (p2 )2 + · · · ) + (D0 +D1 (p2 )2 + · · · )
]
=
d
2
+ 2
B0
D0
[ (
1 + B1B0
(p
2
)
+ · · · )+ (p2 )2(∆+ d2 ) (A0B0 + A1B0 (p2 )+ · · · )(
1 + D1D0
(p
2
)
+ · · · )+ (p2 )2(∆+ d2 ) (C0D0 + C1D0 (p2 )+ · · · )
]
=
d
2
+ 2
B0
D0
[
1 +
B1
B0
(p
2
)
+ · · ·+
(p
2
)2(∆+ d2 ) (A0
B0
+
A1
B0
(p
2
)
+ · · · )][
1− D1
D0
(p
2
)
− · · · −
(p
2
)2(∆+ d2 ) (C0
D0
+
C1
D0
(p
2
)
+ · · · )]. (6.1.77)
We will not consider the terms with a positive integer power of p or the terms containing ln(p) times
higher powers of p. These term are either contact terms or are subleading. Thus, we only consider
z0
∂
∂z0
K∆(p)
∣∣∣∣
z0=
=
d
2
+ 2
B0
D0
+ · · ·+ 2
(p
2
)2(∆+ d2 ) A0
D0
+ · · ·
=
d
2
+ (−∆ + d
2
) + · · · − 2
(p
2
)2(∆+ d2 ) (−1)∆− d2 ln p2
1
2Γ
(
∆− d2
)2 + · · ·
= (d−∆) + · · ·+ (−1)
∆− d
2
+1
22(∆−
d
2 )−2Γ
(
∆− d2
)2 (p)2(∆− d2 ) ln(p) + · · ·
= (d−∆) + · · · a∆(p)2(∆− d2 ) ln(p) + · · · (6.1.78)
Here a∆(p)
2(∆− d
2
) ln(p) leads to the value of the two-point amplitude given in (4.2.95), namely
1
(x− y)2∆
(2∆− d)Γ(∆)
pi
d
2 Γ(∆− d2)
. (6.1.79)
The derivatives (6.1.67) wich are parallel to the boundary vanish faster than those in the normal direction
when → 0 (D’Hoker et al., 1999). Therefore the relevant term in the product of three propagators is
given by
DnK

∆2+∆3(p1)DnK

∆2(p2)DnK

∆3(p3)
=
[
(d−∆2 −∆3) + · · · a∆2+∆3(p1)2(∆2+∆3−
d
2
) ln(p1) + · · ·
]
× [(d−∆2) + · · · a∆2(p2)2(∆2− d2 ) ln(p2) + · · · ]
× [(d−∆3) + · · · a∆3(p3)2(∆3− d2 ) ln(p3) + · · · ]
= · · ·+ 2∆2+2∆3−2d(d−∆2 −∆3)a∆2a∆3p
2(∆2− d2 )
2 ln(p2)p
2(∆3− d2 )
3 ln(p3) + · · · (6.1.80)
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We finally find, for the three-point function〈
Ok1t (x1)Ok2φ (x2)Ok3φ (x3)
〉
= − 1
2κ25
a(k1, k2, k3)
k1 + 3
(d−∆2 −∆3)[
1
|~x1 − ~x2|2∆2
(2∆2 − d)Γ(∆2)
pi
d
2 Γ(∆2 − d2)
][
1
|~x1 − ~x3|2∆3
(2∆3 − d)Γ(∆3)
pi
d
2 Γ(∆3 − d2)
]
. (6.1.81)
Now, substitute k1 by k2 + k3 and use the expressions (6.1.68) for the ∆i. Thus with d = 4, we obtain〈
Ok2+k3t (x1)Ok2φ (x2)Ok3φ (x3)
〉
=
1
2κ25
4
pi4
a(k2 + k3, k2, k3)
x8+2k212 x
8+2k3
13
(k2 + 3)(k2 + 2)
2(k3 + 3)(k3 + 2)
2(k2 + k3 + 4)
(k2 + k3 + 3)
. (6.1.82)
This result is in agreement with the value of the three-point function obtained by analytic continuation,
given in (6.1.70). In D’Hoker et al. (1999), it is mentioned that there is a regularization that may give
a different result. This confirms the subtlety in the computation of the extremal correlators. D’Hoker
et al. (1999) show that the Ward identity of a current and an extremal combination of scalar operators
agrees with the extremal three-point correlation function.
6.2 Correlation functions from the gauge theory side
In this section, the corresponding correlation functions in the gauge theory are computed.
6.2.1 Chiral primary operators. The chiral primary operators (CPO) of SYM4 are operators of the
form
OI = CIi1···ikTr
(
φi1 · · ·φik) (6.2.1)
where i1, · · · ik are SO(6) vector indices, φi are six N×N matrices transforming in the adjoint of U(N),
and CIi1···ik are totally symmetric traceless rank k tensors of SO(6). Here the trace is taken over the
U(N) indices.
6.2.2 The propagator. The action is
S =
∫
d4x
1
2g2YM
Tr
(
F 2
)
+ · · · =
∫
d4x
1
4g2YM
F aµνF
aµν + · · · . (6.2.2)
The Yang-Mills coupling gYM and the string coupling gs are related by
g2YM = 4pigs. (6.2.3)
In this theory, the propagator is given by〈
φia(x1)φ
j
b(x2)
〉
=
g2YMδabδ
ij
(2pi)2x212
, (6.2.4)
where a, b, · · · are U(N) color indices.
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6.2.3 Correlators at large N . The correlators are computed using Wick’s theorem. In the large N
limit we only need to sum the planar diagrams. For the correlator of a product of two traces, we have〈
Tr
(
φi1(x1) · · ·φik(x1)
)
Tr
(
φj1(x2) · · ·φjk(x2)
)〉
=
Nkg2kYM
(
δi1j1δi2j2 · · · δikjk + cyclic)
(2pi)2kx2k12
. (6.2.5)
The complete set of planar diagrams follow by contracting the i’s and j’s in the same cyclic order in
which they appear in the traces.
Let OI1 and OI2 be two CPO specified by the tensors CI1i1···ik and C
I2
j1···jk . The correlator of the product
of these two operators is zero if their scaling dimensions are not equal. For k1 = k2 = k, we have〈OI1(x1)OI2(x2)〉
= CI1i1···ikC
I2
j1···jk
〈
Tr
(
φi1(x1) · · ·φik(x1)
)
Tr
(
φj1(x2) · · ·φjk(x2)
)〉
= CI1i1···ikC
I2
j1···jk
Nkg2kYM
(
δi1j1δi2j2 · · · δikjk + cyclic)
(2pi)2kx2k12
= CI1i1···ikC
I2
i1···ik
Nkg2kYM k
(2pi)2kx2k12
=
〈
CI1CI2
〉 λk k
(2pi)2kx2k12
(6.2.6)
where the t’Hooft coupling is given by
λ = Ng2YM (6.2.7)
and 〈
CI1CI2
〉
= CI1i1···ikC
I2
i1···ik . (6.2.8)
There are k possible cyclic permutations with k pairs of indices which is why we obtain the factor k
in the correlator above. The correlator of the 3-point function of CPOs is specified by three tensors of
rank k1, k2 and k3, as follows〈OI1(x1)OI2(x2)OI2(x3)〉
= CI1i1···ik1C
I2
j1···jk2C
I3
l1···lk3
〈
Tr
(
φi1(x1) · · ·φik1 (x1)
)
Tr
(
φj1(x2) · · ·φjk2 (x2)
)
Tr
(
φl1(x3) · · ·φlk3 (x3)
)〉
=
〈
CI1CI2CI3
〉 λΣ k1k2k3
N(2pi)2Σx2α312 x
2α1
23 x
2α2
31
(6.2.9)
where the contraction of the indices of the three symmetric traceless tensors is considered in Appendix
A, 〈
CI1CI2CI3
〉
= CI1i1···iα3j1···jα2C
I2
i1···iα3 l1···lα1C
I3
j1···jα2 l1···lα1 (6.2.10)
and
Σ =
1
2
(
k1 + k2 + k3
)
. (6.2.11)
Section 6.2. Correlation functions from the gauge theory side Page 91
The number of planar diagram is k1k2k3.
Rescaling the CPOs
OI = OI (2pi)
k
√
λ k
(6.2.12)
gives a normalized 2-point function,〈OI1(x1)OI2(x2)〉 = 〈CI1CI2〉 1
x2k12
, (6.2.13)
and the 3-point function becomes
〈OI1(x1)OI2(x2)OI2(x3)〉 = 〈CI1CI2CI3〉 √k1k2k3
Nx2α312 x
2α1
23 x
2α2
31
. (6.2.14)
Notice that we can choose the CI such that〈
CI1CI2
〉
= δI1I2 . (6.2.15)
The CPOs become orthonormal operators. The large N counting gives us
〈OI1OI2OI2〉{ = 0 if k1 ≥ k2 + k3≈ 1N if k1 ≤ k2 + k3 . (6.2.16)
In summary, the computation of extremal correlators is subtle and divergences appear in higher point
correlation functions.
7. Extremal correlators
In this chapter, we want to explore the subtlety in the computation of the extremal correlators. We will
suggest that there maybe a connection to divergences in collinear amplitudes in quantum field theory.
The comments we make in this chapter are simply suggestive. We have not had time to pursue them
to their logical conclusion.
7.1 Extremal three- and n-point functions
Let O∆ and O∆i , i = 1, 2 to n, be half-BPS chiral primary operators (CPOs) with dimension ∆ and
∆i. The extremal three-point function is of the form
〈O∆1(x1)O∆2(x2)O∆3(x3)〉 (7.1.1)
with ∆1 = ∆2 + ∆3. The supergravity coupling constant for the three-point interaction vanishes as
G(∆1; ∆2,∆3) ≈ ∆1 −∆2 −∆3 and the AdS5 bulk integral has a ”pole” at the extremal dimension
(D’Hoker et al., 1999; D’Hoker and Freedman, 2002),∫
AdS5
d5z
z50
3∏
i=1
z∆i(
z20 + (~z − ~xi)2
)∆i ≈ 1∆1 −∆2 −∆3 . (7.1.2)
The generalization of the extremal three-point function is of the form
〈O∆(x)O∆1(x1)O∆2(x2) · · · O∆n(xn)〉 (7.1.3)
with ∆ = ∆1 + ∆2 + · · · + ∆n. There is a conjecture (D’Hoker et al., 1999; D’Hoker and Freedman,
2002) that the associated supergravity bulk coupling must vanish as
G(∆1; ∆2, · · · ,∆n) ≈ ∆−∆1 −∆2 − · · · −∆n (7.1.4)
and the bulk integral exhibits a ”pole”∫
AdS5
d5z
z50
z∆0(
z20 + (~z − ~x)3
)∆ n∏
i=1
z∆i(
z20 + (~z − ~xi)2
)∆i ≈ 1∆−∆1 −∆2 − · · · −∆n . (7.1.5)
The pole in the z-integration and the zero of the supergravity coupling compensate one another and
consequently the analytic continuation in the dimension can be used to derive the value of the extremal
correlators. A careful analysis establishes that while the bulk contribution vanishes, there remains a
boundary contribution, as shown in the previous chapter 6. This provides a second way to compute
extremal correlators from the gravity side.
7.2 Mapping between R-charge and angular momentum
This section will explain why we expect that extremal correlators are related to collinear amplitudes. This
idea is based on a basic feature of the AdS/CFT correspondence which states that global symmetries
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in CFT are matched to isometries in the dual gravity. For example, the SO(4, 2) conformal symmetry
maps to the isometry group of AdS5; the SU(4) R-symmetry maps to the isometry group of S
5. In
fact, the SU(4) R-symmetry group is a double cover of the special orthogonal group SO(6), which
is an isometry of S5. This means that SU(4) also has spinor representations. Thus, when there are
fermions, we should use SU(4) rather than SO(6). The conserved charge associated with the isometry
of the sphere is angular momentum. This leads to the conclusion that R-charge of an operator in the
CFT maps to angular momentum of a state in the string theory. Using this correspondence, we can put
the modes arising from an expansion in spherical harmonics on the S5 into one-to-one correspondence
with operators of definite R-charge. Of course, if there are degeneracies this will complicate things.
As an example, chiral primary operators on the gauge theory side correspond to spherical harmonics
obtained from Klein-Kaluza reduction (appendix B of Semenoff and Young (2006)). This correspondence
between chiral primary operators and spherical harmonics was used (Chapters 5 and 6) where we compute
correlators involving giant gravitons and Klein-Kaluza gravitons.
With this picture in mind, we can now explain why we think extremal correlators are linked to the
scattering of particle states with parallel momenta. First, we can define three complex matrices using
the six scalars φi, with i = 1 to 6, of the SYM theory, transforming in the vector representation of the
SO(6) R symmetry group. These matrices, from which chiral primary operators can be formed, are
given by
Z = φ1 + iφ2, Z
† = φ1 − iφ2 (7.2.1)
Y = φ3 + iφ4, Y
† = φ3 − iφ4 (7.2.2)
X = φ5 + iφ6, X
† = φ5 − iφ6 (7.2.3)
We can label the generators (=angular momenta) of SO(6) as Lij with i, j = 1, 2, . . . , 6. The generator
Lij = −Lji perform an infinitesimal rotation in the ij-plane. These generators close the SO(6) Lie
algebra
[Lij , Lkl] = iδjkLil − iδikLjl − iδjlLik + iδilLjk. (7.2.4)
There is a basis of states in which L12, L34 and L56 are simultaneously diagonal. Indeed, this follows
because
[L12, L34] = 0 = [L12, L56] = [L34, L56]. (7.2.5)
Collect these three quantum numbers into a vector ~L ≡ (L12, L34, L56). We will now compute the ~L
quantum numbers of X,Y and Z. Under a rotation in the 12-plane
φ′1
φ′2
φ′3
φ′4
φ′5
φ′6
 =

cos θ sin θ 0 0 0 0
− sin θ cos θ 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


φ1
φ2
φ3
φ4
φ5
φ6
 . (7.2.6)
Thus
Z ′ = φ′1 + iφ
′
2
= cos θφ1 + sin θφ2 + i
(
cos θφ2 − sin θφ1
)
= e−iθ
(
φ1 + iφ2
)
= e−iθZ (7.2.7)
Y ′ = φ′3 + iφ
′
4 = φ3 + iφ4 = Y (7.2.8)
X ′ = φ′5 + iφ
′
6 = φ5 + iφ6 = X (7.2.9)
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Similarly, under a rotation in the 34-plane we have
Z ′ = Z, Y ′ = e−iθY, X ′ = X (7.2.10)
and under a rotation in the 56-plane we have
Z ′ = Z, Y ′ = Y, X ′ = e−iθX. (7.2.11)
For this we read off
~L = (1, 0, 0) for Z (7.2.12)
~L = (0, 1, 0) for Y (7.2.13)
~L = (0, 0, 1) for X (7.2.14)
An operator such as Tr (Zn1) Tr (Y n2) Tr (Xn3) is mapped to a three-particle state with the momenta
of the three particles given by (n1, 0, 0), (0, n2, 0) and (0, 0, n3). The three particles are moving in
different directions. The multi-trace operator of the form Tr (Zn1) Tr (Zn2) Tr (Zn3), which participates
in extremal correlators, corresponds to a three-particle state with momenta, (n1, 0, 0), (n2, 0, 0) and
(n3, 0, 0). Thus, the particles in this state are moving collinearly. Clearly then, extremal correlators, for
example 〈
Tr (Zn1) Tr (Zn2) Tr (Zn3) Tr
(
Z†n1+n2+n3
)〉
map to processes with collinear particles. Non-extremal correlators〈
Tr (Zn1) Tr (Y n2) Tr (Xn3) Tr
(
Z†n1Y †n2X†n3
)〉
are not related to states with collinear amplitudes. Having establish this connection, we will now explore
properties of collinear amplitudes in QFT.
7.3 Collinear and soft divergences
We have just argued that extremal correlators are closely related to collinear amplitudes. These am-
plitudes are associated to processes where the momentum of the particles that are being described are
parallel. In fact, it is well known that there are divergences associated with collinear amplitudes. This
suggests the very attractive possibility that perhaps the divergences associated with extremal correlators
can be interpreted as collinear singularities.
Collinear singularities are usually accompanied by soft or IR divergences. In this section our goal is to
give a brief description of these divergences, how they are interpreted and how they are cancelled out.
We hope that a similar approach to extremal correlators will resolve the subtleties we are studying in
this dissertation.
Feynman diagrams are known to produce various divergent (infinite) expressions. What do they mean?
Here, it is important to note that there are different sources of divergences and their meaning is very
different for the different sources.
”Infrared divergences” is the name for the infinities that emerge because we have to integrate over
arbitrarily long-wavelength (or low-energy) virtual particles (or quanta). They are produced when we
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send the minimum allowed momentum or energy of virtual particles to zero. In this case, loop diagrams
are infinite. What does it mean? To answer this question it is helpful to start by recalling that ultraviolet
(short-distance or high-energy) divergences usually imply that a quantum field theory is incomplete and
should be thought of as a limit of a more accurate theory. Infrared divergences are quite different. The
asymmetry between the two kinds of divergences arises because physics at long distances is derived from
the physics at short distances.
How should we interpret infrared divergences? It is important to know that quantum field theory has
two kinds of questions (with a whole continuum in between): questions that are are directly linked to the
results of measurements, that are easily interpreted experimentally as well as questions that are natural
and simple from a theoretical viewpoint, questions that are connected with fundamental concepts and
quantities in the theory. It is the second type of question that suggests calculations that may produce
infrared divergences.
A classic example in which IR divergences enter is in Quantum Electrodynamics, when we calculate
the cross section for the scattering of two charged particles. Perturbative quantum field theory will
produce a cross section that is a Taylor expansion in the fine-structure constant (or the electric charge).
The first term in this expansion comes from a tree diagram. The particles simply exchange one virtual
photon and it reproduces the predictions you could make using classical physics. Loop corrections
provide quantum corrections to the classical prediction. Already the one-loop corrections suffers from
infrared divergences. The amplitude includes a term proportional to ln(Emin) - where Emin is the
minimum allowed energy of a virtual photon in the loop. We should set this limit, Emin, to zero which
produces a divergence. Remarkably, this divergences is canceled if we do the computation carefully.
The quantity that will be compared with experiment is the cross section of an observable process,
which is obtained by squaring the amplitude the Feynman diagram computes. The squared amplitude,
[finite + ln(Emin)]
2, will produce terms like (finite2 + 2 finite ln(Emin) + ...). The dots contain higher
powers of the fine-structure constant. To see how the term proportional to ln(Emin) be canceled, note
that a real experiment can’t observe photons of arbitrarily low energies. We must actually compute the
inclusive cross section in which we allow an arbitrary number of low energy photons, that are invisible
to the experiment’s detectors. These photons have such a low energy that they can never be observed
by an detector. Thus, we must include diagrams with extra external low-energy (soft) photons. It’s so
soft that your device cannot see it. This extra diagram is also infrared divergent but, remarkably the
sum is finite. This method of dealing with soft divergences is called the Bloch and Nordsieck Theorem
(Bloch and Nordsieck, 1937). It says that as long as you sum over degenerate final states (the final
state plus other versions of it in which soft photons are included), the answer you get for any physical
quantity is free of infrared divergences.
The collinear divergences are a new effect, in which infinities are produced as a consequence of the fact
that the momenta of particles in the amplitude are parallel. The treatment of these divergences is very
similar to the treatment of soft divergences. Again by summing the correct classes of Feynman diagrams
one obtains a result that is free of any divergences. The theorem stating the result is due to Kinoshita
(1962), Lee and Nauenberg (1964). The theorem proves that if you sum over both degenerate final and
initial states, the answer you get for any physical quantity is free of infrared divergences.
To summarize the discussion, all the divergences ultimately cancel as long as you properly calculate
quantities that can be observed. In the cases we considered here, there are many degenerate states that
can’t be resolved and so to get a physical quantity you must sum over these degenerate possibilities.
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7.4 Extremal correlators and collinear divergences
To summarize our discussion in this chapter, we have established a close correspondence between
collinear amplitudes and extremal correlators. Further, we have reviewed the fact that collinear am-
plitudes display extra divergences, intimately related to the fact that the particles participating are
collinear. This immediately suggests that the singularities present in extremal correlators may be related
to collinear singularities. Assuming this is the case, what do we learn about the divergences in extremal
correlators?
The divergences in collinear amplitudes are eliminated once one sums over degenerate initial and final
states. One possible approach to the divergences in extremal correlators would entail exploring precisely
what degenerate states are relevant for the correlator, and then exploring the sum over these. What
effect would these sums have? An aspect that one would need to explore here would be the existence or
nonexistence of threshold bound states, which would definitely have implications for the precise nature
of the sets of degenerate states. Sadly, due to a lack of time, these interesting questions must be left
for the future
8. Conclusions
We have motivated the AdS/CFT correspondence by exploring the planar limit of matrix models in
Chapter 2. In Chapter 3 we have extended this analysis to explore the correlation functions of operators
with a dimension of order N in the matrix model. This was achieved by employing techniques that exploit
group representation theory, effectively allowing a study of finite N effects in the CFT . In Chapter 4
holographic methods of computing correlation functions have been introduced. These techniques allow
a study of CFT correlators in the strong coupling and large N limit of the CFT . There are divergences
that appear in the holographic evaluation of correlators, for the case of two point functions. For extremal
correlators the divergences are more severe, as has been review in Chapter 5 and 6. As we have reviewed
in these chapters, the correct values for the extremal correlators are obtained by performing an analytic
continuation of the non-extremal correlators to the extremal case. In this way it is possible to obtain a
perfect match of the gauge theory and gravity results.
This is however, far from a satisfactory understanding of the physics that is involved in these divergences.
We have not understood the origin of these divergences and without this, it is difficult to motivate the
analytic continuation that has been used. The key question we have explored in this MSc is an attempt
to develop an understanding of these divergences in order that we can provide a complete understanding
of these divergences.
In Chapter 7, exploiting the identification of R-charge in the CFT with angular momentum in the string
theory, we have suggested that extremal correlators are mapped to amplitudes involving particles with
parallel momenta. It is well known that collinear particles give rise to divergences so it is somewhat
natural to identify these divergences with the divergences in extremal correlators. The Kinoshita-Lee-
Nauenberg Theorem (Kinoshita, 1962; Lee and Nauenberg, 1964) states that all collinear divergences
are removed by summing over degenerate initial and final states. Our identification suggests that,
perhaps, by summing over degenerate initial and final states we can remove the divergences that appear
in the extremal correlators. Future work should explore these preliminary ideas and establish a rigorous
correspondence between the divergences that appear in extremal correlators and collinear divergences.
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AppendixA. Contractions of indices of three
symmetric traceless tensors
Consider the problem of contracting an arbitrary number of symmetric traceless tensors. Let npq be the
number of indices of the tensor CIp of rank kp contracted with the indices of C
Iq of rank kq. These
numbers satisfy the relations
npq = nqp, (A.0.1)
npp = 0, (A.0.2)
np1 + np2 + · · · = kp. (A.0.3)
Specializing to three tensors, we have the constraints
n12 + n13 = k1, (A.0.4)
n12 + n23 = k2, (A.0.5)
n13 + n23 = k3, (A.0.6)
which have a unique solution given by (Lee et al., 1998)
n12 = n21 =
1
2
(k1 + k2 − k3) = α3, (A.0.7)
n13 = n31 =
1
2
(k3 + k1 − k2) = α2, (A.0.8)
n23 = n32 =
1
2
(k2 + k3 − k1) = α1. (A.0.9)
We will denote this contraction of three tensors by
〈
CI1CI1CI1
〉
with〈
CI1CI2CI3
〉
= CI1i1···iα3j1···jα2C
I2
i1···iα3 l1···lα1C
I3
j1···jα2 l1···lα1 . (A.0.10)
Here any repeated index is summed from 1 to 6.
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AppendixB. Five-dimensional sphere and
spherical harmonics
B.1 System of coordinates and symmetries on the n-sphere
A parametrisation of the n-dimensional sphere is given by (Semenoff and Young, 2006)
x1 = cos θ1, (B.1.1)
x2 = sin θ1 cos θ2, (B.1.2)
x3 = sin θ1 sin θ2 cos θ3, (B.1.3)
x4 = sin θ1 sin θ2 sin θ3 cos θ4, (B.1.4)
x5 = sin θ1 sin θ2 sin θ3 sin θ4 cos θ5, (B.1.5)
x6 = sin θ1 sin θ2 sin θ3 sin θ4 sin θ5 cos θ6, (B.1.6)
· · · = · · · (B.1.7)
xn = sin θ1 sin θ2 sin θ3 sin θ4 sin θ5 · · · sin θn−1 cos θn, (B.1.8)
xn+1 = sin θ1 sin θ2 sin θ3 sin θ4 sin θ5 · · · sin θn−1 sin θn, (B.1.9)
with θ1, · · · , θn−1 ∈ [0, pi] and θn ∈ [0, 2pi]. These coordinates satisfy
n+1∑
k=1
(xk)2 = 1 (B.1.10)
The metric on the n-sphere is obtained from the metric of the (n+ 1)-dimensional Euclidean space. It
is given by
ds2Sn =
∂xµ
∂θi
∂xµ
∂θj
dθidθj = gijdθidθj (B.1.11)
where
gSn = gij =

1 0 0 · · · 0
0 sin2 θ1 0 · · · 0
0 0 sin2 θ1 sin
2 θ2 · · · 0
...
...
...
. . .
...
0 0 0 · · · sin2 θ1 sin2 θ2 · · · sin2 θn−1
 . (B.1.12)
Rotations are symmetries of the sphere. Further we can reparametrise the sphere using θi+θi0, for i = 1
to n, where θi0 are constant. For example, the parametrisation obtained by changing θn into θn + pi
changes the coordinate xn+1 into −xn+1. The measure dΩn = dθ1 · · · dθn
√
det gSn is invariant under
all of these transformations. Any permutation of the coordinates (x1, · · · , xn+1) leaves dΩn invariant
which follows immediately from the definition of the metric on the sphere.
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B.2 Volume and Area of an n-dimensional sphere
The volume Vn and the area Sn of an n-dimensional sphere are given by
Sn =
2pi
n+1
2 Rn
Γ(n+12 )
, (B.2.1)
Vn =
pi
n+1
2 Rn+1
Γ(n+32 )
, (B.2.2)
where R is the radius of the n-sphere.
n Sn Vn
0 S0 = 2 V0 = 2R
1 S1 = 2piR V1 = piR
2
2 S2 = 4piR
2 V2 =
4
3 piR
3
3 S3 = 2pi
2R3 V3 =
1
2 pi
2R4
4 S4 =
8
3 pi
2R4 V4 =
8
15 pi
2R5
5 S5 = pi
3R5 V5 =
1
6 pi
3R6
6 S6 =
16
15 pi
3R6 V6 =
16
105 pi
3R7
7 S7 =
1
3 pi
4R7 V7 =
1
24 pi
4R8
B.3 Integrals of polynomials on the five-sphere
Let x = (x1, · · · , x6) be coordinates on R6. Let dΩ5 be the measure on the 5-sphere. The area of the
unit 5-sphere is ∫
S5
dΩ5 = Ω5 = pi
3. (B.3.1)
We also have (Lee et al., 1998)
1
Ω5
∫
S5
dΩ5x
i1 · · ·xi2m = 1
2m−1(m+ 2)!
[all possible contractions]. (B.3.2)
This integral can be evaluated by using∫
S5
dΩ5x
i1 · · ·xi2m = δ
2m
δJi1 · · · δJi2m
∫
S5
dΩ5 e
J ·x. (B.3.3)
We will prove (B.3.2) by recursion. First notice that∫
S5
dΩ5x
i1 · · ·xi2m+1 = A2m+1 = 0. (B.3.4)
This is true because the measure on the S5 is invariant under the transformation Pi (see section (B.1))
which maps x = (· · · , xi, · · · ) into x′ = (· · · ,−xi, · · · ). Therefore we have
A1 =
∫
S5
dΩ5x
i = −
∫
S5
dΩ5x
i (B.3.5)
Section B.3. Integrals of polynomials on the five-sphere Page 102
which implies A1 = 0. Similarly, A2m+1 vanishes since the product x
i1 · · · · · ·xi2m+1 will be mapped to
−xi1 · · · · · ·xi2m+1 under the transformation Pi which maps x = (· · · , xi, · · · ) into x′ = (· · · ,−xi, · · · )
such that xi appears in the integrand an odd number of times.
We want to use the same reasoning for the evaluation of
∫
S5 dΩ5x
i1xi2 . We see that if i1 6= i2 we can
perform a transformation Pi1 so that x
i1xi2 is mapped to −xi1xi2 . Therefore the integral vanishes. For
i1 = i2, using the symmetry properties of the sphere, we have∫
S5
dΩ5 (x
i1)2 = A2 = constant, (B.3.6)
with i1 = 1, 2, · · · , 6. This constant can be computed using the fact that
6∑
ik=1
(xik)2 = 1.
Thus, we obtain
A2 =
1
6
6∑
ik=1
∫
S5
dΩ5 (x
ik)2 =
1
6
Ω5 =
1
21−1(1 + 2)!
Ω5. (B.3.7)
Therefore we can write ∫
S5
dΩ5x
i1xi2 = A2δ
i1i2 . (B.3.8)
Let us now consider the integral
∫
S5 dΩ5x
i1xi2xi3xi4 . This integral will be proportional to the following
contraction of indices.∫
S5
dΩ5x
i1xi2xi3xi4 = A4
(
δi1i2δi3i4 + δi1i3δi2i4 + δi1i4δi2i3
)
. (B.3.9)
For i1 = i2 = i3 = i4 = k, we have ∫
S5
dΩ5x
kxkxkxk = 3A4. (B.3.10)
For i1 = i2 = k 6= i3 = i4 = l, we have ∫
S5
dΩ5x
kxkxlxl = A4 (B.3.11)
These two equations are true for any k. Thus we can combine them to find
6∑
k=1
∫
S5
dΩ5x
kxkxlxl = 5A4 + 3A4 = 8A4. (B.3.12)
Using the defining equations of the sphere we now find
8A4 =
∫
S5
dΩ5x
lxl (B.3.13)
= A2, (B.3.14)
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which implies
A4 =
A2
8
=
1
22−1(2 + 2)!
Ω5. (B.3.15)
To proceed further we will derive a recursion relation between A2m and A2m+2. These quantities are
given by ∫
S5
dΩ5x
i1 · · ·xi2m−1xi2m = A2m
[
Contraction of the indices i1, · · · , i2m
]
, (B.3.16)∫
S5
dΩ5x
i1 · · ·xi2m+1xi2m+2 = A2m+2
[
Contraction of the indices i1, · · · , i2m+2
]
. (B.3.17)
For i1 = · · · = i2m+2 = k, the last integral equals to A2m+2(2m + 2)!!. If i1 = · · · = i2m = l 6=
i2m+1 = i2m+2 = k it will be equal to A2m+2(2m)!!. Thus, we obtain
6∑
k=1
∫
S5
dΩ5(x
l)2m(xk)2 = 5A2m+2(2m)!! +A2m+2(2m+ 2)!!. (B.3.18)
Again using the defining equation for the sphere we obtain
2(m+ 3)A2m+2(2m)!! =
∫
S5
dΩ5(x
l)2m = A2m(2m)!!, (B.3.19)
which implies
A2m+2 =
A2m
2(m+ 3)
. (B.3.20)
Solving this recursion relation, we find
A2m =
1
2m−1(m+ 2)!
Ω5. (B.3.21)
This completes the proof of (B.3.2).
B.4 Spherical harmonics on the five sphere
B.4.1 Definitions. By construction, the spherical harmonics on the n-sphere are homogeoneous har-
monic polynomials of the (n+1)-dimensional Euclidean space restricted to the n-sphere. Any polynomial
of the form
Y I,k = CIi1···ikx
i1 · · ·xik (B.4.1)
where CIi1···ik is a traceless symmetric tensor of rank k, defines a spherical harmonic on the n-sphere.
There are
dk = C
k
n+k − Ckn+k−2, Ckn =
n!
k!(n− k)! (B.4.2)
linearly independent spherical harmonics Y I defined in this way (Lee et al., 1998). Here Ckn is the
binomial coefficient. The label I is used to distinguish the different harmonics. The dimension of the
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subspace spanned by these spherical harmonics is exactly the number of linearly independent homo-
geneous harmonic polynomial of degree k restricted to the n-sphere. They are eigenfunctions of the
Laplacian operator ∇2Sn on the n-sphere
∇2SnY I,k = ∇α∇αY I,k = −k(k + n− 1)Y I,k. (B.4.3)
The set of spherical harmonics is an infinite dimensional space of continuous functions since any contin-
uous function can be approximated by polynomials. This fact allows us to perform the decomposition
of any continuous function into an infinite sum of spherical harmonics.
B.4.2 Integrals of Spherical harmonics . The integral of two spherical harmonics is given by∫
S5
dΩ5 Y
I1,k1Y I2,k2 = CI1i1···ik1C
I2
j1···jk2
∫
S5
dΩ5 x
i1 · · ·xik1xj1 · · ·xjk1 . (B.4.4)
We perfom this integral using (B.3.2). We obtain zero if the two tensors are not of the same rank i.e
if k1 6= k2. In fact, the contraction of two indices belonging to the same tensor will vanish because our
tensors are traceless. Thus, we only consider the case where k1 = k2 = k. In this case we have∫
S5
dΩ5 Y
I1,kY I2,k = CI1i1···ikC
I2
j1···jk
∫
S5
dΩ5 x
i1 · · ·xikxj1 · · ·xjk
= CI1i1···ikC
I2
j1···jk
1
2k−1(k + 2)!
Ω5
[
all possible contractions of i1, · · · , ik, j1, · · · , jk
]
= CI1i1···ikC
I2
j1···jk
1
2k−1(k + 2)!
Ω5
[
all possible contractions of i1, · · · , ik with j1, · · · , jk
]
= CI1i1···ikC
I2
11···ik
1
2k−1(k + 2)!
k!Ω5∫
S5
dΩ5 Y
I1,kY I2,k =
〈
CI1CI2
〉 1
2k−1(k + 1)(k + 2)
Ω5, (B.4.5)
where we have used the fact that the tensors CI1 and CI2 are symmetric and traceless. We have
introduced the notation 〈
CI1CI2
〉
= CI1i1···ikC
I2
i1···ik . (B.4.6)
In the above expressions, there are sums over i1, · · · ik from 1 to 6.
The integral of three spherical harmonics Y I1,k1 , Y I2,k2 and Y I3,k3 is performed in a similar way. We
find ∫
S5
dΩ5 Y
I1,k1Y I2,k2Y I3,k3 = CI1i1···ik2C
I2
j1···jk2C
I3
l1···lk3
∫
S5
dΩ5 x
i1 · · ·xik1xj1 · · ·xjk2xl1 · · ·xlk3 .
(B.4.7)
Use (B.3.2) with m defined by Σ = k1 + k2 + k3 = 2m we obtain∫
S5
dΩ5 Y
I1,k1Y I2,k2Y I3,k3
= CI1i1···ik1C
I2
j1···jk2C
I3
l1···lk3
1
2
1
2
Σ−1 (1
2Σ + 2
)
!
[
all possible constractions of i1 · · · ik2j1 · · · jk2jl · · · lk3
]
.
(B.4.8)
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Making use of Appendix A we have
CI1i1···ik1C
I2
j1···jk2C
I3
l1···lk3
[
all possible constractions of i1 · · · ik2j1 · · · jk2jl · · · lk3
]
= CI1i1···ik1C
I2
j1···jk2C
I3
l1···lk3
[
all possible ways by contracting α1 indices between C
I2 and CI3 ,
α2 indices between C
I3 and CI1 , α3 indices between C
I1 and CI2
]
=
〈
CI1CI1CI1
〉 k1!k2!k3!
α1!α2!α3!
. (B.4.9)
Therefore, the integral of three spherical harmonics is given by∫
S5
dΩ5 Y
I1,k1Y I2,k2Y I3,k3 =
〈
CI1CI1CI1
〉 k1!k2!k3!
α1!α2!α3!
1
2
1
2
Σ−1 (1
2Σ + 2
)
!
Ω5. (B.4.10)
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