Abstract. We extend some recent results of Lubinsky, Levin, Simon, and Totik from measures with compact support to spectral measures of Schrödinger operators on the half-line. In particular, we define a reproducing kernel S L for Schrödinger operators and we use it to study the fine spacing of eigenvalues in a box of the halfline Schrödinger operator with perturbed periodic potential. We show that if solutions u(ξ, x) are bounded in x by e ǫx uniformly for ξ near the spectrum in an average sense and the spectral measure is positive and absolutely continuous in a bounded interval I in the interior of the spectrum with ξ 0 ∈ I, then uniformly in
Introduction
In this paper we exploit the similarities between differential and difference equations to show a half-line Schrödinger operator analogue of recent results of Lubinsky, Levin, Simon, and Totik. Let dη = w(x)dx + dη s be a probability measure supported on [−1, 1] . Let the polynomials p n be orthonormal with respect to the L 2 (dη) inner product. The Christoffel-Darboux kernel K n , given by K n (x, y) = n k=0 p k (x)p k (y).
(1.1) (see for example [15] , [8] , [13] ), is characterized by the reproducing property, i.e. for all k < n, p k (y) = K n (x, y)p k (x)dη(x).
(1.
2)
The measure dη on a compact set e is regular [15] if for any ǫ > 0 there exist δ > 0 and a constant C so that sup dist(y,e)≤δ |p n (y, dη)| ≤ Ce ǫn .
(1.3)
Let I ⊂ (−1, 1) be a closed interval and dη is regular such that supp(dµ s ) ∩ I = ∅ and w is continuous and nonvanishing on I. Then Lubinsky [8] shows that for a, b ∈ R and uniformly for x 0 ∈ I . This result is interesting for both the study of orthogonal polynomials and of random matrices. It relates a fundamental object to the sine kernel and implies that the left hand side of (1.4) only depends on the continuity and positivity of the measure dη at x 0 and its essential support. Additionally, Levin-Lubinsky [7] obtain the asymptotic spacing of the zeros of orthogonal polynomials near x 0 from (1.4).
In this paper we provide definitions of a reproducing kernel S L and of regularity for half-line Schrödinger operators. We prove the analogous results for perturbed periodic half-line Schrödinger operators.
Let
be a Schrödinger operator on L 2 [0, ∞) with either Dirichlet or Neumann boundary condition at x = 0. We assume throughout that V is locally integrable and bounded from below. Let u, y be the standard fundamental solutions of the eigenvalue equation of the operator A:
Aφ(ξ, x) = ξφ(ξ, x) (1.6) with initial conditions u(ξ, 0) = 1 = y ′ (ξ, 0), u ′ (ξ, 0) = 0 = y(ξ, 0).
(1.7)
Throughout the paper, u ′ , y ′ denote the derivative with respect to x and e = σ ess (A). Our results are valid for both Dirichlet and Neumann boundary conditions, but we only give the proofs for the Neumann case. There is a shift of notation here, so x in our setup is analogous to n of the discrete case, and our ξ is the analogue of x of the discrete case.
We now define a reproducing kernel S L for Schrödinger operators.
Definition 1.1. Given a Schrödinger operator A as in (1.5) with the Neumann boundary condition we let the reproducing kernel be
u(ξ, t)u(ζ, t)dt.
(1.8)
There exists a measure dµ (Theorem 2.2.3 of [10] ; we change variables from Marchenko so that his √ ξ is our ξ) which makes the following two formulas hold for every function f ∈ L 2 [0, ∞):
f (x) = W (ζ, f )u(ζ, x)dµ(ζ).
(1.10)
Here dµ is the spectral measure of the operator A as in (1.5) . We see that the reproducing property is satisfied with respect to dµ:
We are primarily interested in the case where the potential V = q +p where p is periodic with period P and continuous. Definition 1.2. We call a perturbation q non-destructive if it leaves the essential spectrum unchanged and zero-average if
(1.12)
We assume throughout that the perturbation q is a non-destructive zero-average perturbation (e.g. q → 0 at ∞).
We can now state our main result:
dx 2 +p(x)+q(x) with periodic and continuous p and non-destructive zero-average q and let dµ(ξ) = w(ξ)dξ + dµ s be its spectral a measure. Let I ⊂ e int be a closed and bounded interval such that w is continuous and non-zero on I and supp(dµ s ) ∩ I = ∅. Let ξ 0 ∈ I and a, b, B ∈ R. Then uniformly in I and |a|, |b| < B 13) where ρ(ξ)dξ is the density of states.
Like in the discrete case, the asymptotic behavior of the kernel S L for the perturbed periodic operator A depends on the density of states ρ(ξ)dξ of the periodic operator A # , defined, for example, in BerezinShubin (Section 2.3 of [1] ). The measure ρ(ξ)dξ is the same for Dirichlet and Neumann boundary conditions.
It is well known that
This expression is called the Christoffel-Darboux formula, and we show its analogue in Section 3 for S L . From (1.13) and the ChristoffelDarboux formula (3.4) we deduce that the zeros of u ′ (−, L), scaled by the density of states, will be asymptotically equally spaced, like the zeros of the sine function. We adapt the definition from [6] :
* in an interval I, and number the zeros ξ N of u ′ (−, L) with increasing positive integers to the right of ξ * and decreasing negative integers to the left so that ... < ξ −1 < ξ * ≤ ξ 0 < .... We say there is strong clock behavior of zeros of u ′ at ξ * on an interval I if the density of states ρ(ξ)dξ is continuous and nonvanishing on I and for fixed n lim
and we say there is uniform clock behavior on I if the limit in (1.14) is uniform on I for fixed n.
This nomenclature comes from the theory of orthogonal polynomials on the unit circle. There, when zeros of polynomials exhibit clock behavior, they do indeed look like marks on a clock. In Section 6, we show Corollary 1.5. Let A, e, I, ξ 0 as in Theorem 1.3. Then there is uniform clock behavior of the zeros of u ′ and y on I.
It is well-known (e.g. Theorems 5.18, 5.20 of [16] ) that the spacing of eigenvalues for functions on [0, L] is the same as the spacing of zeros of y(ξ, L) in ξ in case of the Dirichlet boundary condition at 0 and L and of u ′ (ξ, L) in case of the Neumann boundary condition. In our setup, we use the space
as the analogue of the space of polynomials with degree less than or equal to n. Just like polynomial degree, when two functions with parameters L and N are multiplied, if the product is in H M for some M then M = L + N, since multiplying exponentials adds their exponents. The orthogonal polynomials with degree smaller than or equal to n are a basis for the space of polynomials with degree less than or equal to n. The analogous property of H L is
This follows easily from Marchenko (see (1.2.10), (1.2.10") of [10] ), which gives the existence of a continuous integral kernel M, such that
The space of polynomials of degree less than or equal to n is usually considered with the L 2 (dη) inner product. Analogously, we give H L the following inner product:
where dµ is the spectral measure. The minimizer of π(y) L 2 (dη) over polynomials π with deg π ≤ n and π(x) = 1 is equal to
and the minimum is equal to K n (x, x) −1 . This property is called the variational principle and we show its analogue for S L : Theorem 1.6. If µ is an unnormalized spectral measure, then 18) and the minimizer is given by
We give the minimum its own letter:
Returning to the orthogonal polynomials case for motivation, we summarize Lubinsky's method for showing (1.4 
n (x, y) can be computed directly. Then dη * = sup{dη # , dη} dominates both dη and dη # and a has similarly nice local behavior at x 0 with w * (x 0 ) = w(x 0 ). By the variational principle, the ratios of the diagonal kernels
and
both converge to 1, and Lubinsky's inequality and a comparison of the two resulting expressions yields the desired result. Simon [14] and Totik [18] extend this argument to measures with supp ess (dη) = ∪I j a finite union of intervals. In this paper we adapt all the steps to Schrödinger operators.
We adapt the regularity condition to spectral sets of half-line Schrödinger operators as follows: Definition 1.7. Suppose e ⊂ R is the essential support of a spectral measure dµ of a Schrödinger operator with Neumann boundary condtion. We say dµ satisfies regularity bounds if for any ǫ > 0 there exists
In Section 2 we show that a Schrödinger operator with potential of the form q(x) + p(x) with continuous periodic p and non-destructive zero-average q (as in Definition 1.2) satisfies regularity bounds.
Lubinsky's inequality carries over exactly to our setup, as we show in Section 6. Similar to Simon [14] and Lubinsky [8] , we need a measure dµ
, which corresponds to a Schrödinger operator A # and satisfies the following properties (we call such a measure a model)
(1) σ ess (µ # ) = e (2) w # is continuous and nonvanishing on e (3) For any compact interval I ⊂ e int and ǫ > 0 as L → ∞ uniformly on I
and this limit is uniform in I. We need these properties in the proof of Theorem 1.8. Theorem 5.3 immediately implies that the operator A # with periodic potential satisfies model conditions 3-4. In Theorem 5.1, we notice that model condition 5 is satisfied. Thus, A # is a model. We therefore can use the periodic potential as a model for e, whenever q is non-destructive.
The essential spectrum e of a periodic Schrödinger operator is a union of closed intervals. Let ∆ be the discriminant of the periodic Schrödinger operator
dx 2 + p (as in for example Chapter 2 of [9] ). The spectrum of A # is the preimage of [−2, 2] under ∆. We let
We call each [l n , r n ] a band and each interval in R\e a gap. When r n = l n+1 , we call the point ξ = r n a closed gap. The perturbed operator may have countably many eigenvalues in each gap, but the only limit points are the bands' endpoints. Furthermore, there exists a first band, so shifting q by a constant in energy, we can assume that min e = 0. When p is bounded, the size of the nth gap goes to 0 as n → ∞ (Lemma 2.9 of [9] ), so only finitely many gaps and finitely many eigenvalues do not lie in {ξ : dist(ξ, e) ≤ δ 1 } for any δ 1 > 0. The same is true for the comparison measure dµ * which we construct to dominate both dµ and dµ # and to be continuous and non-vanishing on I with w * (ξ 0 ) = w(ξ 0 ). We let dµ * be the sup of dµ, dµ # on a compact subset of R and dµ + dµ * on the rest of R. The comparison measure is a scalar multiple of a spectral measure, as we show in Section 6. We call such measures unnormalized spectral measures, as analogous to unnormalized measures on compact sets. If u, y is a fundamental system of solutions and S L the reproducing kernel associated to a spectral measure dµ, then for s > 0 we associate
, and the reproducing kernel
A spectral measure dµ must have a prescribed asymptotic at infinity (Theorem 2.4.2 of [10] ), which implies that the normalization constant s is unique and the reproducing kernel is well-defined. Henceforward, we use the letters dµ, dµ * to denote spectral measures which may be unnormalized and all results in Section 3 are shown for unnormalized spectral measures. Also, the definition of regularity bounds works just as well.
In Section 4, we show
s are unnormalized spectral measures with σ ess (dµ) = σ ess (dµ * ) = e. Suppose dµ, dµ * satisfy regularity bounds and have finitely many eigenvalues outside of {ξ : dist(ξ, e) < δ 1 } for any δ 1 > 0. Let I ⊂ e int be a closed and bounded interval such that w, w * are continuous and strictly positive on I and
In Section 5, we compute the universality limit of the kernel in the unperturbed periodic case to be
where ρ(ξ)dξ is the density of states corresponding to the periodic Schrödinger operator. To make this calculation, we use a standard formula to express the density of states in terms of the imaginary part of the diagonal Green's function, and then we express the Green's function in terms of the solution u. From Theorem 1.8 and adapted Lubinsky's inequality we deduce Theorem 1.3.
As an example we consider the case p = 0. In Section 7 we show by direct computation that given same conditions on the measure as in Theorem 1.3 we have
a − b which yields that the eigenvalues in a box of size L are spaced asymptotically as
The Perturbed Periodic Potential
Let e be the essential spectrum of a Schrödinger operator with period P periodic potential p and either Neumann or Dirichlet boundary condition. The goal of this section is to show Proposition 2.1. A Schrödinger operator with essential spectrum e and potential V (x) = p(x) + q(x) where p is periodic and continuous and 
separately for three cases of ξ, where C is uniform in ξ, L:
ǫ 2 , ξ in the interior of e, but slightly away from the endpoints of the intervals, i.e.
|V (t)|dt is bounded in x as x → ∞. Then the solutions u, y of the eigenvalue equation satisfy
Proof. Using successive approximations, we can perturb about the solutions with V = 0. This lemma indeed implies that for
Lemma 2.3. Let [l n , r n ] be a band of the spectrum for a Schrödinger
with periodic and continuous p and non-destructive zero-average q (Definition 1.2). Then the solution u of the eigenvalue equation with the Neumann boundary condition satisfies
ǫ 2 , and same holds for the solution with the Dirichlet boundary condition.
Proof. Let u p (ξ, x), y p (ξ, x) be the solutions of
By Floquet's theorem (for example Section 1.2 of [9] and Theorem XIII.89 of [11] ), there exists a solution f (ξ, x) = e iθ(ξ)x φ(ξ, x), where φ is periodic in x with period P . We normalize f ′ (ξ, 0) = 1. The exponent θ(ξ) is not 0 or π away from band endpoints, so that f is linearly independent of f for ξ ∈ ∪[l n + ǫ, r n − ǫ]. Then
We solve for a 1 , a 2 in terms of ξ. We get that
we get a 1 (ξ) = (2iℑf (ξ, 0))
Since f , f are independent, ℑf = 0 and, by Theorem XIII.89 of [11] , f is analytic in ξ on [l n + ǫ, r n − ǫ]. This implies that a 1 , a 2 are analytic as well. The function |f | is continuous in both x and ξ on
, therefore it achieves its maximum on this set. Since |f | is periodic and continuous in x with period P , the maximum of |f | in x for fixed ξ occurs on [0, P ]. This implies that
We use the method of variation of parameters about u p (ξ, −), y p (ξ, −) and Gronwall inequality. Let a, b be given by
Then we get that
where
p + |u p y p | is constant in x and ξ by the argument above. We apply the Gronwall inequality to this integral equation to get
Then we take the matrix norm in (2.4) and, recalling that 
We once again use the method of variation of parameters but this time about the solutions u p (−, l n + ǫ) and y p (−, l n + ǫ), i. e. the periodic solutions as before but at ξ = l n + ǫ fixed. Like in the previous lemma, u p (x, l n + ǫ), y p (x, l n + ǫ) < K where K is constant in x and ξ ∈ {l n , r n } n∈N ∩ 0,
. We get
As in proof of the previous lemma, applying Gronwall inequality and picking C appropriately we get (1.22).
The three lemmas imply Proposition 2.1. From Lemma 2.2 we get (1.22) for large ξ. This leaves only finitely many bands, so it suffices to consider the remaining bands one at a time as in Lemmas 2.4 and 2.3.
Variational Principle and the Christoffel-Darboux Formula
We let T L F (ξ) = F (ζ)S L (ξ, ζ)dµ(ζ), where dµ = d(sν) is a scalar multiple of a spectral measure dν. We show that T L is the orthogonal projection onto H L . We first show
Proof. Let u be the solution associated to dµ. There exists a continuous integration kernel M ([3], (1.2.5") [10] ) such that
Substituting this expression for
Here we use Fubini's theorem, the reproducing property of S L (noting that N ≤ L), and we recover the last equality again by (3.1).
We then show that
Proof. This is a straightforward calculation, using (3.1):
Here we make use of Fubini's theorem and the Lemma 3.1.
We substitute (3.1) for cos(
By Fubini and the reproducing property of the kernel, the first term is 0. The second term is [10] ). We next check that T is self-adjoint:
since our definition of S L is symmetric in ζ and ξ.
We now prove Theorem 1.6.
If φ = 0 is in some Hilbert space H, then
and the minimizer is given by φ φ 2 (Proposition 1.2.1 of [12] ). In our case, the Hilbert space is H L . The condition that π(ξ 0 ) = 1 is equivalent to
The proposition is applicable with φ(ξ) = S L (ξ, ξ 0 ) ∈ H L as shown above. Therefore the minimum is equal to 1
We show the analogue of the Christoffel-Darboux formula here:
Proof.
We subtract to get
Integrating both sides dx from 0 to L we get the desired formula. The left hand side has to be integrated by parts:
for any boundary condition given at 0 and independent of α, β, such as Dirichlet or Neumann.
On the diagonal, the Christoffel-Darboux formula becomes
Bounds on the Diagonal Kernel
We will show the analogue of Lemma 3.1 in Simon [14] . Assume regularity bounds (1.22) on the measure dµ. Let
be the minimizer in (3.2), then Lemma 4.1. Let dµ be a measure that satisfies regularity bounds. Then for all ǫ > 0 there exist
Proof. Fix ǫ. A regularity bound (1.22) on a measure dµ implies a bound on |S L (ξ, ξ 0 )| by Cauchy-Schwarz:
To show Lemma 4.3 we need the following fact about the spectral measure: Lemma 4.2. Let A be a self adjoint Schrödinger operator and dµ be a scalar multiple of its spectral measure. Then for n ≥ 2 there exists a constant K
Proof. This follows easily from Marchenko (Theorem 2.4.2 of [10] ) for the Neumann boundary condition and Section 6 of Gesztesy-Simon [4] for Dirichlet boundary condition.
are two unnormalized spectral measures with σ ess (dµ) = σ ess (dµ * ) = e. Suppose dµ, dµ * satisfy regularity bounds and have finitely many eigenvalues outside of {ξ : dist(ξ, e) < δ 1 } for any δ 1 > 0. Let I ⊂ e int be a closed and bounded interval such that w, w * are continuous and strictly positive on I and (supp(dµ s ) ∪ supp(dµ * s )) ∩ I = ∅. Let ξ 0 ∈ I and ξ(L) → ξ 0 as L → ∞. Then for all sufficiently small δ and all ǫ > 0 and all M there exist γ < 1, C, n such that for all N > n + 1
Proof. We use the methods of Lubinsky [8] and Simon [14] . Let Q M be the minimizing function for the measure µ and 4) where
. We notice that (1) |F (ξ 0 )| = 1 (2) |F (ξ)| < γ whenever |ξ − ξ 0 | ≥ δ, for some 0 < γ < 1 depending on δ, and
The function F is just
shifted so that 0 is at ξ 0 , scaled so that exactly one period of the sine happens between 0 and ξ 0 , then symmetrized to make it even, and then scaled by a factor of ]. Fix ǫ. Since the measures dµ and dµ * are essentially supported on the same set e, we can let δ 1 as in the definition of regularity bounds (1.22) for both measures. Let e δ 1 = {ξ : dist(ξ, e) < δ 1 }. We label the mass points of dµ * outside e δ 1 with {ξ 1 , ξ 2 , ξ 3 , ..., ξ n }. We can construct a polynomial P with zeros at ξ 1 , ..., ξ n and a local maximum at ξ 0 of P (ξ 0 ) = 1 with degree n + 1.
Then let
Since Q(ξ 0 ) = 1, by the minimizing property of λ L ,
We then find a bound on Q 2 H L (dµ * ) from above.
Both F and P have a local maximum of 1 at ξ 0 , so we see that
The measure µ * is pure point on R\e δ 1 and the zeros of P coincide with the mass points of µ * , so integrating |F N P | 2 over the set e δ 1 is the same as the integrating over R. We use (1.22) to show that the integral of |Q 2 | over |ξ − ξ 0 | ≥ δ is small for large N:
We have split the integral into two pieces: one that is close to ξ 0 and one that is far. For the close piece, since 1 is a maximum of F on [ξ 0 − 2, ξ 0 + 2] there exists γ < 1 such that F (ξ) < γ on {ξ : δ < |ξ − ξ 0 | ≤ 2}. Therefore,
For the second piece,
for N > n + 1. The last bound follows from Lemma 4.2. Since ξ 0 ∈ I ⊂ e int for a compact interval I and λ M (ξ 0 ) is continuous on I, we can choose C that is uniform in ξ 0 on I in Lemma 4.3.
We now prove Theorem 1.8 Suppose dµ * , dµ, I as in theorem and let ξ(L) → ξ 0 ∈ I. Fix δ, ǫ. Let δ 1 be small enough so that regularity bounds (1.22) hold for both µ, µ * on E δ 1 and let n be the number of mass points of µ * outside of E δ 1 . Pick N 1 , N 2 > (n + 1)/ǫ so that (1/2) N 1 < e −4 and γ N 2 < e −4 . Let N 3 = max{N 1 , N 2 } and N = 2N 3 Mǫ, so that Lemma 4.3 is applicable and the sum of the second and third terms in (4.3) is
(4.5) From regularity bounds (1.22) on µ and for fixed N, the second term on the right hand side tends to 0 as M → ∞:
Then we take inf |ξ−ξ 0 |<δ on both sides of (4.5) and we adjust the sup accordingly to get
We then let δ → 0, then M → ∞, and then ǫ → 0, we get by continuity and positivity of w that lim inf
.
To get the opposite inequality, we can interchange µ and µ * in (4.3), use the corresponding N given by the same formula, and divide by λ L (ξ 0 , µ * ). All arguments given are uniform in ξ 0 ∈ I.
Calculation of the reproducing kernel in the case of a periodic potential
As in Gesztesy-Zinchenko ((2.8) of [5] ), for z ∈ C\R let ψ(z, −) ∈ L 2 , with ψ(z, 0) = 1. Then the m-function is given by
Similarly letψ be the L 2 solution withψ ′ (z, 0) = 1. Then the corresponding m-function is given bỹ
dx 2 + p be a Schrödinger operator with continuous periodic potential p and either the Neumann or the Dirichlet boundary condition, and let ρ(ξ)dξ be its density of states. Let ξ 0 ∈ I ⊂ σ ess (A # ) int , where I is a closed and bounded interval. Then for a, b ∈ R uniformly in I
Proof. The methods used here are similar to [14] .
(1) We first show convergence then uniformity. We use the well known formula relating the ρ(ξ) and ℑG, where G is the Green's function. Gesztesy-Zinchenko ((2.18) of [5] ) gives the Green's function explicitly, so we compute:
Now, lim ǫ↓0 ℑm(ξ + iǫ) = w(ξ) a.e., so the equality holds a.e.. We use continuity to show equality everywhere and uniformity of convergence. We let ξ ∈ I ⊂ e int and f (ξ, x) = e iθ(ξ)x φ(ξ, x) be the Floquet solution normalized so that f ′ (ξ, 0) = 1. Here φ is periodic in x as in [9] . Then f (ξ, 0) / ∈ R, and we claim that
Since f , f are solutions of the eigenvalue equation, so is the right hand side of (5.5). Therefore it suffices to check that the right hand side satisfies the Neumann boundary conditions, and it does. Let
The Wronskian of e iθ(ξ)x g(ξ, x) and e −iθ(ξ)x g(ξ, x) is
Substituting (5.7) for u in (3.6) we get that
where O(1) is bounded uniformly in ξ ∈ I and L. Both 2θ ′ (ξ)iW (ξ) and
are continuous in ξ and equal a.e., meaning that
for all ξ ∈ I. The convergence in (5.3) is uniform. A similar argument yields the result for S L corresponding to the Dirichlet boundary condition.
(2) For the Floquet solution f normalized so that f ′ (ξ, 0) = 1 we have
By analytic perturbation theory (e. g. Theorems XII.13 and XII.3 of [11] ), f is real analytic in θ for θ ∈ (0, π) ∪ (π, 2π) and at closed gaps i.e. θ = π and ∆ ′ (θ) = 0. By Theorem XIII.89 of [11] , ξ(θ) is analytic and ξ ′ (θ) = 0, which implies that θ(ξ) is analytic on the interiors of the bands. The function θ(ξ) is also analytic at ξ 0 if ξ 0 is a closed gap. To see this we take the derivative of the discriminant equation
At a closed gap ξ 0 , the right hand side has a single zero and We can therefore take the Taylor series of θ(ξ), f (ξ, s), and f ′ (ξ, s) to get
Letting L = P k + s, we substitute this into (5.5) to get
From this we get the following by direct computation:
Then substituting into the left hand side of (5.4), we get
Here we have used that
which we get by substituting 13) in (5.9). An identical calculation yields the result for the Dirichlet boundary condition.
To show (1.25), let ǫ(L) → 0 as L → ∞. Since u is real analytic in ξ,
and since I is compact,
Off-Diagonal Kernel and Clock Behavior
The main goal of this section is to prove our main result Theorem 1.3. We start by proving Lubinsky's inequality, which is similar to the discrete case: Lemma 6.1. Let two measures dµ(ξ), dµ * (ξ) with dµ(ξ) ≤ dµ * (ξ) be unnormalized spectral measures of Schrödinger operators. Then for any ξ, β ∈ R,
Proof. The proof carries over from [8] . Expanding,
Using the variational principle for the Christoffel-Darboux symbol e.g. the minimizing property, for any π(ζ) ∈ H L and any β ∈ R
We then show Lemma 6.2. Let dµ, dµ * be unnormalized spectral measures with σ ess (dµ) = σ ess (dµ * ). If dµ(ξ) obeys regularity bounds and dµ(ξ) ≤ dµ * (ξ) then dµ * (ξ) also obeys regularity bounds.
By the variational principle, this implies that
* are the solutions of the eigenvalue equations corresponding to dµ, dµ * respectively, then
We now prove Theorem 1.3.
dx 2 +p(x) be Schrödinger operators with periodic continuous p and non-destructive zero-average q (Definition 1.2). Suppose the corresponding spectral measures dµ, dµ # satisfy regularity bounds. Suppose there exists a closed and bounded interval I ⊂ σ ess (A) int such that ξ 0 ∈ I, w is absolutely continuous and positive on I, and (σ ess (dµ s ) ∪ σ ess (dµ
. From µ, µ # we construct a new unnormalized spectral measure µ * which dominates µ, sµ # and is absolutely continuous on I with w * (ξ 0 ) = w(ξ 0 ). Let dµ * (ξ) = sup{sdµ # (ξ), dµ(ξ)}, for ξ < R and dµ * (ξ) = sdµ # (ξ) + dµ(ξ) for ξ ≥ R where R ∈ R with I ⊂ (−∞, R). We claim that µ * is an unnormalized spectral measure.
A measure dν is a spectral measure for a boundary value problem (Theorem 2.3.1 of [10] ) if and only if (1) The functional on H L given by the inner product −, π(ξ) dν is non-trivial for all non-trivial π.
is thrice continuously differentiable in x and Φ ′ (0+, ν) = 1.
Condition (1) is true for dµ * , since it is true for both µ and µ # . To
is in C 3 as a sum of C 3 functions, making Φ(x, µ * ) ∈ C 3 . By continuity of Φ ′ R (x) and the Dominated Convergence Theorem
Thus, dividing dµ * by 1 + s will yield a spectral measure. Additionally, the boundary condition of dµ * is the same as that for dµ, dµ # (Theorem 2.4.2 of Marchenko [10] ).
By Lemma 6.2 above, µ * obeys the regularity bound. Thus, by (1.8)
Dividing by S L (ξ 0 , ξ 0 ) and applying Lubinsky's inequality, we get that
which gives that
S L (ξ 0 , ξ 0 , sµ # ) .
The limit on the right is equal to (1.13) and all limits are uniform on I and |a|, |b| < B.
Like [14] , [7] , we can now deduce clock spacing of the zeros for a perturbed periodic potential. Here we prove Corollary 1.5.
Proof. Fix an interval I ⊂ e int and ξ * ∈ I. We want to show uniform clock behavior at ξ * of zeros of u ′ and y in ξ as L gets large. More precisely, if ξ n is a successive numbering of zeros with ...ξ −1 < ξ * ≤ ξ 0 < ξ 1 < ... then lim L L|(ξ n − ξ n+1 )|ρ(ξ * ) = 1.
By the Christoffel-Darboux formula (3.4), + o(1/L). The convergence in L is uniform on I, since (1.13) is uniform on I. The argument is the same for y.
Example: the Free Schrödinger Operator
The arguments in Section 2 apply also to non-destructive zeroaverage perturbations of the free Schrödinger operator, thus giving us the regularity bounds condition. We know the spectral measure for the free Schrödinger operator [17] , and it is indeed continuous and non- with the Neumann boundary condition is cos( √ ξx) < e ǫx on [0, ∞). We compute S L (ξ, β) and S L (ξ, ξ) directly:
Then model property (3) 
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