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Grover’s algorithm on pure states naturally generates entanglement during computation. For
pseudo-pure state implementations we show that not only is entanglement necessary to achieve a
speed-up, but it must be present throughout the computation. Despite the non-asymptotic character
of this result we nd that it only unambiguously applies to ensemble implementations, such as in
liquid-state NMR, for asymptotically large search spaces. This ambiguity and its implications for
interpreting a claimed speed-up in existing NMR based quantum searches is discussed.
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What will it take for quantum computers to surpass
their conventional classical counterparts in speed and ef-
ciency? The answer consists of algorithms and their e-
cient implementation. The rst promising algorithms for
quantum computers were discovered by Shor for factoring
[1] and by Grover for searching [2]. While the eciency
of these algorithms is today well established, the con-
ditions for achieving quantum eciencies have been the
subject of recent controversy [3]. Indeed, experimental
implementations of Grover’s algorithm on pseudo-pure
state machines using liquid-state Nuclear Magnetic Res-
onance (NMR) [4,5] have been claimed to already achieve
quantum eciencies [6{9] in spite of their apparent in-
ability in producing entanglement to date [10]. In a non-
asymptotic analysis we show that for quantum searching
on pseudo-pure state machines, not only is entanglement
necessary to achieve a speed-up, but it must be present
throughout the computation. (An exception occurs for
search spaces of size four provided the state purity is
larger than around 85%.) We discuss the implications
of this analysis for existing implementations of this algo-
rithm in NMR.
Typically, eciency is quantied by relative ‘speed’ or
how the number of steps needed to complete an algo-
rithm scales with the size of the ‘input’ the algorithm is
fed. Two ubiquitous ‘exponential’ problems are searching
and factoring: All known algorithms for solving them on
conventional computers scale roughly exponentially with
input size (e.g., the length of the list to be searched or
size of the number to be factored). Discoveries of ‘fast’
quantum algorithms [1,2] set new bounds on computa-
tional goals and standards.
In order to determine the eciency of an algorithm on
a quantum computer, the conventional measure of ‘speed’
must rst be re-evaluated. Clearly, for the scaling behav-
ior above to remain a sensible measure of eciency that
may be used to compare the performance of very dier-
ent kinds of computers, there must be no ‘hidden costs’
that grow in an unreasonable manner (i.e., faster than
the scaling itself). For example, the precision with which
the individual gates in the computer must be operated
should not grow too fast. Similarly, any increase in the
size of the computer itself, or number of resources it uti-
lizes relative to the input, should not exceed the scaling
of the number of steps.
Pseudo-pure state quantum computers are welcome
candidates for such re-valuations. Indeed, their eciency
has already been determined for asymptotically large sys-
tems (i.e., many qubits) for Shor’s factoring algorithm
[11]. In this limit, an absence of entanglement leads to
an exponential decrease in the probability for obtaining
the correct answer. Thus, if Shor’s algorithm were ever
to be implemented on such machines, an exponentially
large number of resources would be required to boost
this low probability. Because Shor’s algorithm provides
an exponential speed-up, it may not be so surprising that
the weirdest features of quantum mechanics, i.e., entan-
glement, are required for its implementation.
An important caveat of this analysis stems from the
extreme unlikelihood of constructing a suciently large
machine that could be subjected to such asymptotic anal-
ysis. For example, already in 1997, it was observed that
at least for liquid-state NMR implementations, the signal
scales as n/2n with increasing numbers n of qubits [12].
This inherent scaling problem suggests that regardless of
entanglement or speed-up there seems little hope of ever
reaching the asymptotic regime. In fact, Shor’s algorithm
has yet to be implemented on any pseudo-pure state ma-
chine, so the objections to entanglement-free quantum
computation remain somewhat moot.
The situation is very dierent for quantum searching.
First, Grover’s quantum algorithm provides a much more
modest quadratic (as opposed to exponential) speed-up
over any search on a conventional computer; thus one
might expect it to be more robust with respect to a loss
of entanglement. Secondly, there have now been several
experiments demonstrating this algorithm on small (few-
qubit) NMR machines and claiming quantum eciencies
[6{9]. For these experiments, the asymptotic signal scal-
ing mentioned above is not relevant, and the role of en-
tanglement remains an open question.
In fact, speed-up in Grover’s algorithm can be evalu-
ated quite naturally in terms of query complexity. The
query complexity formulation yields a non-asymptotic re-
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sult which may be applied to any size problem. We argue
that, in a pseudo-pure state implementation, if only sep-
arable (i.e., unentangled) states are accessed then the
speed-up predicted by Grover’s algorithm fails to mate-
rialize. (The implications of this for existing liquid-state
NMR experiments is discussed below.) Thus, we have
found support for the heuristic claim that in general en-
tanglement is necessary for a scalable quantum computa-
tion. Our conclusion is also consistent with the analysis
of Grover’s algorithm, implemented on a device exploit-
ing only superposition, but at the cost of scalability due
to exponentially growing resources [13].
We begin with a straight forward demonstration that
the pure state version of Grover’s algorithm involves en-
tanglement. Next, to determine the necessity of entangle-
ment in the pseudo-pure state version, two complemen-
tary criteria are derived: one for the presence of entan-
glement (as a function of the number of qubits) and one
for the query complexity speed-up relative to any clas-
sical algorithm. Finally, we impose these two criteria,
one at a time, and obtain a one-to-one relation between
entanglement and speed-up.
In the search problem, we are given an unknown bi-
nary function f(x), which returns 1 for a unique ‘target’
value x = y and 0 otherwise, where x 2 f1, . . . , Ng with
N = 2n. Our goal is to nd y such that f(y) = 1. In
Grover’s algorithm, the N inputs are mapped onto the
states of n qubits. The quantum problem thus becomes
one of maximizing the overlap between the state of these
n qubits and target state jyi. This is equivalent to maxi-
mizing the probability of obtaining the desired state upon
measurement. The initial state of these qubits is taken
to be an equal superposition of all possible bit strings.
The Grover operator, which is used repeatedly in the
algorithm, corresponds to a small rotation in the two-
dimensional subspace spanned by the initial and target
states. Each such rotation requires a single evaluation of
f . Thus, unlike a classical search, the quantum search
monotonically rotates the state towards the target.
Let us start by considering the pure-state version of





After k iterations of the Grover operator the state evolves
to [14]




jxi + sin θkjyi , (1)
where θk = (2k + 1)θ0 and θ0 satises sin θ0 = 1/
p
N .
The search is complete when θk ’ pi/2 which takes
O(
p
N) iterations of the Grover operator and hence this
many evaluations of the function f .
In order to test the presence of entanglement during
this evolution, we trace out all but one qubit (denoted
by the index `). The reduced density matrix is




(2jy`ihy`j+ jy`  1ihy`j+ jy`ihy`  1j) ,
where y` = 0, 1 is the `th bit of the target, H is the
Hadamard transformation, ak =
p
N/(N − 1) cos θk and
bk = sin θk − cos θk/
p
N − 1. Without loss of generality









2 θk + sin 2θkpN−1
N−2
N−1 cos
2 θk + sin 2θkpN−1
N−2
N−1 cos
2 θk + 2 sin2 θk
!
. (3)
In its diagonal form this reduced state has positive eigen-
values λ1, λ2 which are independent of `. These eigen-
values sum to one and their product is
λ1λ2 =
N(N − 2)
2(N − 1)2 sin
2(2kθ0) cos2 θk . (4)






λ2je0, gi , (5)
where fjei, jgig describes an orthonormal basis for the
`th qubit and fje0i, jg0ig is a pair of Hilbert space vectors
for the remaining n− 1 qubits. Thus although the initial
and target states are separable, the intermediate states
through which the system evolves are entangled.
Let us now consider quantum searching on pseudo-pure
state quantum computers, where the initial pure state
might be thought of as being mixed with the completely
random state [4,5]. After k iterations of the Grover search




1 N + jΨkihΨkj , (6)
where 1 N is the identity matrix of dimension N and 
[typically O(10−5) within current NMR implementations]
is the purity parameter [4{9].
In order to study the entanglement present in this
pseudo-pure state let us project it onto the 4-dimensional
subspace spanned by the set fjg0ijgi, jg0ijei, je0ijgi,
je0ijeig. The resulting 4-dimensional density matrix is
~ρk =
N
4 + (N − 4)
(1− 
N
1 4 + jΨkihΨkj

. (7)
The boundary between separability and entanglement for
such 4-dimensional states may be specied in terms of the
so-called delity F . The states in Eq. (7) are separable
when F  hΨ−j~ρkjΨ−i  12 and are entangled otherwise
[15]. Here jΨ−i / jg0, ei− je0, gi. Since projection onto a
subspace cannot create entanglement, it follows from this
condition that if the original unprojected state in Eq. (6)
is separable, then we must have
  k  11 + Npλ1λ2
. (8)
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Similarly, the original state (at stage k of the search) is
entangled whenever  > k.
Let us now return to a re-evaluation of what it means
for a pseudo-pure state implementation of Grover’s algo-
rithm to demonstrate a speed-up compared to a classical
search on a conventional computer. First, we note that
the important common element in either a quantum or
a classical search algorithm is the repeated need of eval-
uating the function f . Thus, we shall restrict our com-
parison to its number of evaluations. This is formally
known as studying the query complexity of the problem.
Second, since Grover’s algorithm is probabilistic, there is
no upper-bound to the worst-case number of evaluations.
Instead, we study the expected number of evaluations for
nding the target. To be fair then, we must compare this
with the expected number of function-evaluations on a
conventional computer. If we exclude the use of an expo-
nentially growing auxiliary memory to store failed trials
then this classical query complexity is
Nclass = (N + 2)(N − 1)2N , (9)
for nding a single object out of N entries. This value
may be achieved by systematically stepping through the
N possible locations for the object and evaluating f to see
if the object is there. If it is not found in this way by step
N − 1 then we would know it is at the nal location N .
(The specic value for classical query complexity quoted
in Ref. [9] for N = 8 can be obtained from our general
result Nclass above).
How does this compare to the expected number of
function evaluations for quantum search on pseudo-pure
state implementations? The probability of nding the
target state after k iterations is p(k) = hyjρkjyi =
[1 + (N sin2 θk − 1)]/N < 1. This probability must be
amplied statistically through repetitions. (This strategy
was advocated in Ref. [11]. Another strategy apparently
available for liquid-state NMR machines is discussed be-
low.) Therefore, the expected number of repetitions re-
quired to identify the target is just the reciprocal of this
probability. Each such repetition involves k function-
evaluations for each run of the algorithm, plus one to
test the result. In order to give Grover’s algorithm its
maximal advantage, we shall optimize the speed (rather
than the probability). Thus, the optimal expected num-





 kopt + 1)
p(kopt)
, (10)
where kopt is the optimal number of iterations of the
Grover operator. Thus, a pseudo-pure state quantum
computer can search faster than a conventional com-
puter, provided
Npseudo < Nclass . (11)
Let us now see what eect separability has on e-
ciency. From Eq. (8) separability throughout the search
implies   minkoptk=0 k. Thus, separability places an up-
per bound on the purity parameter (see values for this
bound in Ref. [10]) and hence a lower bound, N (min)pseudo, on
the quantum query complexity. This lower bound is given
in Table 1 for the optimized Grover algorithm for search
spaces up to n = 8 qubits. (The trend we nd continues
for arbitrarily large numbers of qubits.) The surprising
observation is that, for more than 4 qubits, the optimal
strategy is to put aside the pseudo-pure state quantum
computer entirely and simply guess the answer (i.e., sam-
pling the initial random state). Clearly, this is never as
good as a systematic conventional search.
Table 1
n N kopt N (min)pseudo Nclass
2 4 1 2 2.25
3 8 1 5.48 4.38
4 16 2 12.89 8.44
5 32 0 32 16.47
6 64 0 64 32.48
7 128 0 128 64.49
8 256 0 256 128.50
Curiously, we note that our table shows a speed-up
even without entanglement for the n = 2 qubit imple-
mentation. That this algorithm requires no entangle-
ment in this case, has also been noted for the pure-
state implementation of Grover’s algorithm [13] (with a
similar result for the two qubit implementation of the
Deutsch-Jozsa algorithm [16]). This occurs because the
separable target state can be reached by a single appli-
cation of the Grover operator from the separable initial
state; hence the evolution has passed through no entan-
gled states. Without entanglement in the two-qubit case
there is also no penalty to the eciency when enforcing
separability through a reduced purity parameter. De-
spite this curiosity, this speed-up is only possible for large
purity parameters,  > 23/27 ’ 0.852, where, for exam-
ple, the pseudo-pure description would no longer be valid
for liquid-state NMR implementations. This observation
and the above analysis naively suggest that entangle-
ment is necessary for obtaining a speed-up in Grover’s
algorithm on a liquid-state NMR machine relative to a
classical computer. However, a more detailed discussion
of the relevance of this result to such machines is given
below.
As we have seen, the presence of some entangle-
ment is essential to obtain a speed-up (except for the
two-qubit case). But how much of it? Let us im-
pose the speed-up condition in Eq. (11) to obtain a
lower bound speed−up(kopt) on the purity parameter for
pseudo-pure state machines. After iteration k, the condi-
tion in Eq. (8) implies entanglement is present whenever
speed−up(kopt) > k. Studying this relation numerically
for 2 < n  20 qubits with 0 < k  kopt  dpi/4θ0− 1/2e
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we nd that entanglement is present after every itera-
tion except possibly the last step of the algorithm when
θkopt > pi/2. Thus, we may draw the much stronger con-
clusion that, for more than two qubits, some degree of
entanglement is necessary during the entire computation
in order to obtain any speed-up for Grover’s algorithm
on a pseudo-pure state quantum computer.
Having analyzed the relation between speed-up and
entanglement for an idealized pseudo-pure state quan-
tum computer, let us now consider its relevance to ex-
isting liquid-state NMR implementations. One objection
to the above analysis could be that liquid-state NMR
machines are not exactly described by the pseudo-pure
state formalism, and hence the bounds we derive above
for entanglement and separability may not be applica-
ble. Indeed, corrections (due to additional terms from
the Boltzmann distribution describing the ensemble) are
necessary in the few-qubit regime, where the bound to the
purity parameter is high. However, in most likelihood,
these corrections will not alter our results and may even
strengthen them (by raising the lower bound for entan-
glement). Further, noting that existing liquid-state NMR
machines are remarkably far from reaching this range of
purity parameters, any possibility of escape from above
conclusions based on this objection is quite out of the
question.
Next, one might ague that the use of von Neumann
projections in our above analysis is inappropriate for real
NMR experiments where instead weak measurements are
used. The point is that projection measurements can
be used to obtain results independent of the particular
details of the measurement procedure. It is important
therefore to check that in doing so, we do not somehow
shortchange NMR quantum computers. Because of the -
nite number of molecules in the ensemble, any attempt to
identify the target state of a database search by studying
NMR spectra will be constrained by the size of its sta-
tistical fluctuations. A rough estimate of this constraint
shows that weak measurements are signicantly inferior
to projection valued measurements [17]. So in this regard
we have certainly been conservative.
Finally, the accounting scheme used above was based
on what might be thought of as a ‘time ensemble’ of stan-
dard pseudo-pure state quantum computers. However, in
liquid-state NMR a ‘spatial ensemble’ is queried in paral-
lel. Thus, it might be argued that NMR machines should
not be ‘taxed’ for every active molecule [for which there
are as many as O(1018)], but only once per ensemble or-
acle query. For conventional computers, one would not
expect more than one way of assigning the number of
queries used. Here, however, there appears to be some
freedom of choice. Based on ensemble accounting then,
NMR implementations apparently can achieve a speed-
up. Try as we might, we cannot fault this argument.
One should not read this discussion as a capitulation
to all the claims made relating to liquid-state NMR quan-
tum computation. The trick of ensemble accounting can
only be pushed so far. For any xed ensemble architec-
ture (i.e., a xed number of active molecules and pu-
rity parameter) one can only obtain a fixed probability
amplication. Further, this alternative accounting casts
no new light on how to interpret claims, for example,
of quantum teleportation [18] in the absence of entan-
glement. Could entanglement really be present at the
level of individual molecules even for separable ensemble
states? Unfortunately, quantum mechanics appears to
dictate that such an interpretation is untestable [19].
We conclude that a quantum computer in a non-
entangled pseudo-pure state requires more iterations
than a classical computer to perform a database search
based on a time ensemble accounting. In this case, en-
tanglement is essential throughout the computation and
a modest reduction of entanglement is tantamount to a
total loss of speed-up. However, in existing liquid-state
NMR set-ups, the possibility of spatial ensemble account-
ing could give a speed-up in Grover’s algorithm even in
the complete absence of entanglement.
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