We construct static and time dependent exact soliton solutions for a theory of scalar fields taking values on a wide class of two dimensional target spaces, and defined on the four dimensional space-time S 3 × IR. The construction is based on an ansatz built out of special coordinates on S 3 . The requirement for finite energy introduces boundary conditions that determine an infinite discrete spectrum of frequencies for the oscillating solutions. For the case where the target space is the sphere S 2 , we obtain static soliton solutions with non-trivial Hopf topological charges. In addition, such hopfions can oscillate in time, preserving their topological Hopf charge, with any of the frequencies belonging to that infinite discrete spectrum.
Introduction
In this paper we consider a non-linear theory of a complex scalar field u, on the spacetime S 3 × IR. Our considerations apply to a wide class of target spaces, but the case of most interest is that of the sphere S 2 , in which case the field u parametrizes a plane corresponding to the stereographic projection of S 2 . The action is the integral of the square of the pull-back of the area form on the target space. Therefore, it is quartic in derivatives, but only quadratic in time derivatives. The theory is integrable in the sense that it possesses a generalized zero curvature representation of its equations of motion and an infinite number of local conservation laws [1, 2] . The conserved currents are associated to the invariance of the theory under the area preserving diffeomorphisms on the target space.
We construct an infinite number of static and time dependent exact soliton solutions using an ansatz [3, 2] that reduces the four dimensional non-linear equations of motion into linear ordinary differential equations for the profile function. In the case of the target space S 2 the solitons carry non-trivial Hopf topological charges. Although the topology is the same as that of other models possessing hopfion solutions [3, 4, 5] , the Derrick's scaling arguments is circumvented in a different manner. The stability of the static three dimensional solutions comes from the fact that the physical space is S 3 and that introduces a length scale given by its radius. A model in Euclidean space where a similar stability mechanism occurs is discussed in [6] .
The requirement for finite energy leads to boundary conditions that determine an infinite discrete set of allowed frequencies for the oscillations of the solutions. Those solutions can be linearly superposed since the profile function satisfies a linear equation. It turns out that the energy of the superposed solution is the sum of the energies of the modes, and in this sense the modes are decoupled. However, the profile function can take values only on some intervals on the real line, which depend on the choice of the target space. Therefore, not all superpositions are allowed and that introduces some sort of coupling among the modes. The allowed superpositions for the case of the target space S 2 are discussed in detail. One of the most interesting superpositions corresponds to oscillating hopfion solutions. We show that it is possible to superpose to the static hopfion soliton any number of oscillating modes with any of the frequencies belonging to that infinite discrete spectrum. Although the solution oscillates in time, its topological Hopf charge is preserved. The only constraint on such superposition appears on the intensity of each mode.
The paper is organized as follows: in section 2 we introduce the model and discuss its integrability properties, in section 3 we propose the ansatz and construct the exact soliton solutions, in section 4 we discuss the energy, boundary conditions and allowed frequencies. The case of the target space S 2 is discussed in section 5.
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where ∂ µ denotes partial derivatives with respect to the four coordinates on S 3 × IR, namely ζ µ ≡ (t, z, ϕ 1 , ϕ 2 ), u is a complex scalar field, and γ ≡ γ (| u | 2 ), is a real functional of the squared modulus of u, and it defines the geometry of the target space. The metric on target space is given by
Some cases of interest are the following: a) γ = 1 corresponding to the plane with coordinates being the real and imaginary parts of u, b) γ = (1− | u | 2 ) 2 , with | u | 2 < 1, corresponding to the Poincaré hyperbolic disc, and c) γ = (1+ | u | 2 ) 2 corresponding to the sphere S 2 . In such case, u is related to the three dimensional unit vector n ( n 2 = 1) defining the sphere, through the stereographic projection
Notice that in the case of the target space being S 2 , the action (3) corresponds to the quartic term of the Skyrme-Faddeev action [4] which has been studied on the space-time S 3 × IR in [7] .
The Euler-Lagrange equations following from (3) are given by
together with its complex conjugate, and where
The model (3) possesses an infinite number of local conserved currents given by
where G is a function of u and u * but not of its derivatives. Using the equations of motion (7) and the identities
one can check that (9) is indeed conserved, i.e. ∂ µ J µ = 0. The symmetries associated to such conservation laws are the area preserving diffeomorphisms of the target manifold. Indeed, the tensor h µν /γ is the pull-back of the area form on the target space
Therefore, the action (3) is invariant under diffeomorphisms preserving the area (11), and (9) are the corresponding Noether currents [8, 2] .
The ansatz
Following [2, 3] we introduce the ansatz
where m i , i = 1, 2, are arbitrary integers, and f is a real profile function. Replacing it into the equation of motion (7) one gets
where
We now make a change of variable in the profile function, introducing a function g by
For instance, in the particular cases discussed below (5) we get that: a) for the plane where γ = 1 one has g = f 2 , and g ≥ 0; b) for the Poincaré hyperbolic disk where
, and g ≥ 1; c) for the sphere S 2 where
2 one has g = 1/ (1 + f 2 ), and 0 ≤ g ≤ 1.
So, with the change (15) one gets that (13) becomes a linear partial differential equation in g
The solutions can be obtained by separation of variables introducing
and then J and H have to satisfy
and
where ω 2 is the separation of variables constant, and where q is
The equation (19) is what is called a Heun equation [9] . It is a generalization of Gauss hypergeometric equation in the sense that it has one extra regular singular point. Inddeed, (19) reduces to the hypergeometric equation for q = 1. Notice that (19) is invariant under the joint transformations q ↔ 1/q and z ↔ 1 − z. Therefore, if H q,ω (z) is a solution of (19) for some value of q, so is
for the inverse value 1/q. One can obtain solutions of (19) in powers series around z = 0 and for 0 ≤ q ≤ 1. The solutions for q ≥ 1, are then obtained from those using the above symmetry. The power series solutions are given by
where the positive constants v q,ω are chosen such that the maximum absolute value of H q,ω (z) in the interval 0 ≤ z ≤ 1, is unity. The coefficients, for n ≥ 2, are determined by the recursion relation (with c 0 = 0, and c 1 = 1)
We will be interested in solutions with ω real, and therefore the solutions of (18) are trigonometric functions. Of course, if g is a solution of (16), so is α g + β, with α and β constants. We will then use the following normalization for the solutions of (16)
with H q,ω (z) given by (22). The advantage of such normalization is that the solutions (24) take values on the real line from zero to unity only. Therefore, they are admissible solutions for the case where the target space is the sphere S 2 (see discussion below (15)).
We normalize the static solutions of (16) as
So, g q,0 is a monotonic function varying from zero at z = 0 to unity at z = 1. Notice that g q,0 → z as q → 1. A decreasing function can be obtained by the interchange g q,0 → 1 − g q,0 . Therefore, (25) are also admissible solutions for the case where the target space is the sphere S 2 .
The admissible solutions for the cases of the plane or the Poincaré hyperbolic disk can then be written as
with α being a real and positive constant, and g q,ω being given either by (24) or (25).
The energy and boundary conditions
The energy for the solutions obtained through the ansatz (12), (15), is given by
where H is the Hamiltonian density associated to (3) . Using the equation of motion (16) one gets that the energy of static configurations is
Therefore, the energy of the static solutions (25) is
Notice that the solutions of (19), for ω = 0, which do not vanish at z = 0 or z = 1, have a logarithmic divergence on its first derivative, at those points. We then observe from (27) that such solutions do not have finite energy. Consequently, we shall impose the following boundary conditions
In addition, using the equation of motion (16) one obtains that
Therefore, the energy is conserved for the static solutions, and for those solutions (24) satisfying the boundary conditions (30). Multiplying (19) by H q,ω and integrating in z, one gets that
Consequently, the energy (27) for the solutions (24) satisfying (30) is
(34) The fact that Λ q,ω is invariant under q ↔ 1/q, follows from the symmetry (21). In Table  2 we give the values of Λ q,ω for some chosen values of q and some allowed frequencies ω. So, the energies (29) and (33) do not depend upon the signs of the integers m 1 and m 2 and it is invariant under the interchange m 1 ↔ m 2 (see (20)). Multiplying (19) by H q,ω , subtracting from the same relation with ω interchanged withω, and integrating in z, one gets that
Similarly, differentiating (19) w.r.t. z once, multiplying by H ′ q,ω , subtracting from the same relation with ω interchanged withω, and integrating in z, one gets that
Consequently, for the solutions (24) satisfying (30), and having finite first and second z-derivatives at z = 0 and z = 1, one gets the orthogonality relations
It then follows that the energy (27) of a linear combination of solutions (24) satisfying (30), is just the sum of the energies of each solution, i.e.
Therefore, in that sense, the modes for the same value of q are decoupled. However, the intensities in which they enter in the superposition are not independent. As discussed below (15) the real values that the profile function g can take depend on the target space under consideration. So, when we take linear combinations of the solutions we have to respect those constraints. In section 5 we discuss those constrained linear combinations in detail in the case where the target space is the sphere S 2 .
The boundary conditions (30) lead to a discrete spectrum of allowed frequencies ω. Indeed, for the case where q = 1 the series (22) truncates whenever
and the corresponding polynomials satisfy the boundary conditions (30). The first four of those polynomials are given by (with the normalization as in (22))
where the first index refers to q = 1 and the second to n (n + 1) as given by (39).
For q = 1 the series (22) does not truncate, and the frequencies ω leading to solutions satisfying (30) can be found numerically. We give in Table 1 the first three frequencies for some chosen values of q. In addition, the same frequencies hold true under the exchange q ↔ 1/q due to the symmetry (21). Therefore, the frequencies become smaller as q departs from unity, either to smaller or greater values than unity.
In Figure 1 we exemplify the shape of the functions H q,ω , by plotting the first three modes H q,ω i , for q = 3/4 and q = 1/10 and the frequencies ω i , i = 1, 2, 3, given in Table  1 . Due to the symmetry (21), H 1/q,ω i can be obtained by reflecting the plots around z = 1/2. Notice that the polynomial solutions for q = 1, given in (40), are invariant under (21). One observes that as q decreases, the functions H q,ω get deformed in a way that their first derivatives at z = 1 increase. For q > 1, it follows, due to (21), that the first derivative of H q,ω at z = 0 increases as q increases.
The case of S 2 as target space
According to the comments below (15), in the case where the target space is the two dimensional sphere S 2 , we have that γ = (1+ | u | 2 ) 2 , and so g = 1/ (1 + f 2 ) and 0 ≤ g ≤ 1. The ansatz (12) becomes
As we have discussed, the solutions (24) and (25) are admissible solutions for the case where the target space is S 2 . However, one can construct more admissible solutions, i.e. with 0 ≤ g ≤ 1, by taking linear combinations of the solutions (24) and (25). An interesting case corresponds to linear combinations of the static solution g q,0 given by (25), with one or more time dependent solutions of the type (24). It leads to oscillating (in time) hopfion solutions. Let us consider the case q ≤ 1 first. The static solution g q,0 vanishes at z = 0, and has z-derivative equals to (
, with H q,ω given by (22) and satisfying (30), has the same behaviour at z = 0 as g q,0 . In addition, c 2 given by (23), is negative for the case of H q,ω satifying (30), and so f q (z) grows slower than g q,0 for small z. We do not have a rigorous proof, but by careful direct inspection we found that, as z increases from zero to unity the absolute value of f q (z) never exceeds the value of g q,0 , which is a positive monotonic function of z. It then follows that the combination
with 0 ≤ α ≤ 1, takes values between zero and unity only, and so it is an admissible time dependent solution for the target space S 2 . Therefore, by adding up such of type of solutions and dividing by their number, one gets that the time dependent solutions
where N is the number of modes (frequencies) entering into the sum, and α i 's are real coefficients satisfying 0 ≤ α i ≤ 1, are admissible solutions for the target space S 2 . The energy of such solutions, according to (24), (25), (29), (33) and (38), is given by
with Λ q,ω i given by (34).
Solutions of the type (43) for q ≥ 1 can be obtained using the symmetry (21), i.e. g For any fixed time t our solutions define a map from the physical space S 3 to the target space S 2 , and so it is a Hopf map [10] . We now show that the Hopf invariant (the linking number) is independent of time for the admissible solutions we have constructed. In order to calculate de Hopf index of the solution we introduce
which defines another 3-sphere S 
Since u parametrizes the sphere S 2 through the stereographic projection (6), we have that (46) gives the map S 3 Φ → S 2 . So, the Hopf index is in fact evaluated through the map S 3 → S 3 Φ → S 2 , as we now explain. We introduce the potential
and the differential operator ∇ is the gradient on the physical space S 3 . The Hopf index is defined by the integral [10] 
where dΣ is the volume element on the physical space S 3 . Evaluating we get
Consequently we get that
Therefore, the solutions (25) have Hopf index
and so they are static hopfion soliton solutions. The time dependent solutions (24) are constant at z = 0 and z = 1 due to the boundary condition (30), i.e. g qω (t, 0) = g qω (t, 1) = 1/2. Therefore, they carry no Hopf number
The solutions (43) although time dependent, also have contant values at z = 0 and z = 1, determined by their static component. It then follows that
and so they do correspond to oscillating hopfion soliton solutions.
The Hopf index can also be calculated as the linking number of the pre-images of two points of S 2 [10] . Notice, from (6) , that the north pole of S 2 , n = (0, 0, 1), corresponds to u → ∞, and so from (41) to g = 0. On the other hand, the south pole of S 2 , n = (0, 0, −1), corresponds to u = 0, and so to g = 1. Therefore, from (45) and (48), we see that the pre-image on S Table 2 : Numerical values of Λ q,ω i , as defined in (34), for some chosen values of q and for the three frequencies given in Table 1 . Due to (21), Λ q,ω is invariant under the interchange q ↔ 1/q. Table 3 : Numerical values of the normalization constant v q,ω i , as defined in (22), for some chosen values of q and for the three frequencies given in Table 1 . Due to (21), v q,ω is invariant under the interchange q ↔ 1/q. (22), for q = 3/4 (top) and q = 1/10 (bottom) and for the three frequencies given in Table 1 . The number of zeroes increase with the increase of ω i . The plots of H q,ω and H 1/q,ω are related by reflection around z = 1/2 due to the symmetry (21).
