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A function s E Cn[q j?] is called a rational spline, ifs’*) is positive, and if there 
exist knots 01 = x0 < x1 < *** < x,,,+~ = /3 such that the restrictions s I [xi, xi+J 
are rational functions with nth-degree numerator and linear denominator. Let 
S&Y, ,!I] be the set of rational splines having at most k knots, and let &,[a, ,9] 
be its closure with respect to the topology of uniform convergence. It is shown 
that, for each f~ C[a, 81, there exists a best approximation s* E&&X, /3] (in the 
Chebyshev sense). The splines belonging to S,,[CE, g]\&&, /?I are characterized 
explicitly: They consist of rational functions, too, but have multiple knots, the 
number of which is bounded by k, if counted multiply. However, in contrast 
to polynomial splines, at most threefold knots occur. Finally, some results on 
the existence of best smooth approximations in case n = 2 are reported. 
1. EINLEITUNG 
Sei m E lW und J ein beliebiges Intervail. Mit R,(J) wird die Menge der 
rationalen Funktionen mit Zahlergrad <rn und Nennergrad < 1 bezeichnet, 
deren Nenner im Interval1 J nicht verschwindet und deren m-te Ableitung in 
J nicht negativ ist: 
R,(J) = {r : Y = p/q. p E 5&,, , q E ‘!l& , q(t) # 0 und r(“)(t) 3 0 fur alle t E J}. 
Eine Funktion Y E R,(J) heil3t ausgeartet, wenn sie zu )p,,-1 gehort, andern- 
falls heil3t sie regular. 1st r regular, so gilt rtm)(t) > 0 fur alle t E J, denn t-cm) 
hat die Form a/@ + ~t)~+l. Sei R,(J) die Menge der regularen Funktionen 
aus R,(J). 
Im folgenden sei II E N, IZ > 2, fest gewghlt. Mit S,(x, , x, ,..., xRfl) werde 
die folgende Menge rationaler Splines mit festen Knoten x0 < x1 < ... < 
x~+~ bezeichnet: 
&t% 9 Xl ,*-., xlc+J = {s : s E COIX”, x,+,1, 
s Ih 3 xi+11 ERJxj , %+A 0 <.I- d k1. 
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Schaback [5] , Werner [lo] und Braess und Werner [3] benutzten Splines 
aus &(x0 , x1 ,..., xk+J zur Interpolation bzw. Approximation. Allgemeinere 
nichtlineare Splines wurden von Schaback [6] und Arndt [ 1 ] zur Interpolation 
und von Runge [4] und Werner [I I] zur Lijsung von Anfangswertproblemen 
bei gewdhnlichen Differentialgleichungen herangezogen. 
Gegenstand dieser Arbeit ist die Tschebyscheff-Approximation mit 
Funktionen aus der Menge 
dabei sei Z = [cq p] ein kompaktes Intervall. S&Z) enthalt also rationale 
Splines mit positiver n-ter Ableitung und (hochstens) k freien Knoten. Da 
S,,(Z) in C(Z) nicht abgeschlossen ist beztiglich der Topologie der gleich- 
mal3igen Konvergenz (z.B. liegtfr 0 nicht in S&Z), wohl aber im Rand von 
S,,(Z)), mu13 man zur Approximation den AbschluO S,,(Z) zulassen. Es wird 
gezeigt, da13 zu jedem f E C(Z) eine beste Approximation in s,,(Z) existiert. 
Augerdem werden die zu &(Z)\S,,(Z) gehijrenden Funktionen explizit 
charakterisiert: Sie bestehen stiickweise aus rationalen Funktionen, die such 
ausgeartet sein konnen. Im Gegensatz zu polynomialen Splines treten bei 
rationalen Splines jedoch hbchstens dreifache Knoten auf. Die Vielfachheit 
eines Knotens richtet sich nicht nur nach der Differenzierbarkeit der Verhef- 
tung, sondern such nach der Ausartung der angrenzenden Teilfunktionen. 
Die Knotenzahl der Splines aus S&Z) ist durch k beschrankt, wenn man die 
Knoten entsprechend ihrer Vielfachheit und innere, ausgeartete Teilfunk- 
tionen wie einfache Knoten zahlt. Abschlierjend wird i.iber die Existenz bester 
differenzierbarer Approximationen berichtet. 
2. DER ABSCHLUSS VON S,,(Z) UND DIE EXISTENZ BESTER APPROXIMATIONEN 
Sei Z = [01, /3], 01 < /I, ein kompaktes Intervall. Im folgenden he& eine 
Funktion s E CY2(Z) rationaler Spline iiber Z, wenn s(“+~) schwach konvex ist 
und wenn es eine Zerlegung von Z der Form 01 = x0 < x1 < .** < x,,, = /3 
gibt mit 
s IL5 3 %+I1 Emk 7 Xi+J O<j<m, 
s I h-l 3 %+I1 $Rb,-I , %+A 1 <j<m. 
(Im Falle m = 0 ist die zweite Bedingung wegzulassen.) Die dadurch ein- 
deutig bestimmten Punkte x1 ,..., x, heiDen Knoten von s. 
Sei s ein rationaler Spline iiber Z mit Knoten 01 = x,, < x1 < **. < x~+~ = 
/3, und sei Zj = [ql , xi]. 
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Das Teilintervall Ij heiDt Ausartungsintervall von S, wenn s 1 Ij aus- 
geartet ist; es hei& inneres Ausartungsintervall von S, wenn zusatzlich 
Zj C [Xl , Xm] gilt. 
Ein Knoten xj von s heiDt 
-Knoten i-ter Art (1 < i < 3), wenn 
s I Ij U Ij+I E C”+i-3(Zj U Ij+l)\Cn+i-2(Zj u Ij+J gilt; 
-links (bzw. rechts) ausgeartet, wenn s I Zj ausgeartet und s 1 Ij+l regular 
(bzw. s 1 Zi regular und s / Ij+I ausgeartet) ist; 
-regular (bzw. beidseitig ausgeartet), wenn s / Zj und s ( Ij+I regular 
(bzw. ausgeartet) sind. 
Ein links ausgearteter oder rechts ausgearteter Knoten wird such einseitig 
ausgeartet genannt. 
Ein Knoten heiI3t 
-einfach, wenn er ein 
beidseitig ausgearteter Knoten 1. Art oder ein 
einseitig ausgearteter Knoten 2. Art oder ein 
regularer Knoten 3. Art ist; 
-zweifach, wenn er ein 
einseitig ausgearteter Knoten 1. Art oder ein 
regularer Knoten 2. Art ist; 
-dreifach, wenn er ein 
regularer Knoten 1. Art ist. 
TABELLE I 
Die Einteilung der Knotentypen rationaler Splines im Falle n = 2 
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Die Griinde fur diese Einteilung werden spater sichtbar. Tabelle I ver- 
anschaulicht die Einteilung im Falle n = 2. 
Fur x E I sei V(x, s) die Vielfachheit von x als Knoten von s: 
V(x, s) = i, falls x ein i-father Knoten von s ist (1 ,< i < 3), 
= 0, falls x kein Knoten von s ist. 
Ferner sei A(s) die Anzahl der inneren Ausartungsintervalle von s. Die durch 
s eindeutig bestimmte Zahl 
ord(s) = A(s) + c V(x, s) 
XEI 
heiDt Ordnung von s. Es wird sich zeigen, da13 ord(s) als die eigentliche 
Knotenzahl von s angesehen werden mu& Man beachte, dal3 innere Aus- 
artungsintervalle wie einfache Knoten gezlihlt werden. Sei s,,(Q die Menge 
der rationalen Splines iiber 1, deren Ordnung k nicht iiberschreitet: 
,!?,,(I) = (s : s ist rationaler Spline tiber Imit ord(s) ,< k}. 
Da Splines aus S,,(Z) hochstens k regulare, einfache Knoten besitzen, gilt 
&k(I) c &km. 
Wie iiblich heiDt eine Folge in C(ol, p) kompakt konvergent, wenn sie auf 
jedem kompakten Teilintervall von (CL, /3) gleichmaljig konvergiert. 
Die beiden folgenden S&e haben zentrale Bedeutung: 
SATZ I. Jede gleichml#ig beschriinkte Forge in S,,(I) enthiilt eine Teil- 
folge, die kompakt gegen ein s E s,,(Z) konvergiert. 
SATZ 2. Zu jedem s E s,,(I) gibt es eine Folge in S,,(Z), die gleichm$ig 
gegen s konvergiert. 
Zunachst sollen einige Folgerungen aus diesen beiden Satzen gezogen 
werden: 
Aus Satz 1 folgt S,,(l) C S&Z), wahrend Satz 2 umgekehrt $,(I) C S,,(Z) 
liefert; dabei sei s,,(l) der Abschlug von S,,(Z) beztiglich der Topologie der 
gleichmdDigen Konvergenz. Also hat man: 
KOROLLAR 3. Es gilt s,,(Z) = ??,,(I). 
Damit ist eine explizite Charakterisierung von S,,,(l) erreicht. 
1st I’ ein kompaktes Interval1 und g E C(r), so bezeichne 
II g IIr = sup iI gWl : t E I’> 
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die Tschebyscheff-Norm von g. Wie tiblich hei& s* E S,,(Z) eine beste 
Approximation zuf~ C(Z), wenn 
llf - s* !I1 = sopf(I) llf - s III 
n* 
erftillt ist. Nach Satz 1 und Korollar 3 enthalt jede gleichmaBig beschrtinkte 
Folge in S,,(Z) eine Teilfolge, die kompakt gegen ein s E &(Z) konvergiert. 
Mit Standardschhissen erhalt man daraus den folgenden Existenzsatz: 
SATZ 4. Jedes f E C(Z) besitzt eine beste Approximation in s,,(Z). 
Der Rest dieses Abschnittes befaI3t sich mit dem Nachweis der SSitze 1 und 
2. Aus Platzgrtinden konnen die Beweise einiger Hilfssatze nur angedeutet 
werden. 
LEMMA 5. Es sei I’ = [a’, 8’1, 01’ < t!I’, ein kompaktes Interval1 und 
{ fv> C Cm(Z) eine gleichmayig beschriinkte Folge. Ferner wachse f irn) fiir jedes 
v E N monoton. Dann gibt es zu jedem kompakten Teilintervall J von (a’, p’) 
eine Konstante K(J) mit 
IIf~m’ (lJ < K(J) fur aZZe v E N. 
Zum Beweis schatzt man f 1”) in dem kompakten Teilintervall J = [ol’ + y, 
8’ - 81 von (IX’, /I’) durch geeignete Differenzenquotienten von f in [a’, LY’ + 
r] und [p’ - 6, 8’1 ab. a 
LEMMA 6. Es sei m E N, m 2 1. Ferner sei I’ ein beschrtinktes offenes 
Interval1 und { fv} C P(Z’) eine Folge mit der Eigenschaft, daj zu jedem kom- 
pakten Teilintervall J volt I’ eine Konstante K(J) existiert mit 
IISY I/J, llf~m)llJ < K(J) fcr alle v E N. (1) 
Dann gilt: 
(a) Fur jedes jE{O,..., m - 1) und fur jedes kompakte Teilintervall J 
von I’ ist die Folge {f Jj’ I J} gleichma@g beschriinkt und gleichgradig stetig. 
(b) Die Folge {fv} enthtilt eine kompakt konvergente Teilfolge. 
(c) Die Grenzfunktion jeder kompakt konvergenten Teirfolge von {fv} 
gehiirt zu Cm-1(I’). 
Beweisskizze. Aussage (a) folgt mittels (1) aus einer Taylorentwicklung 
von f. Die Aussagen (b) und (c) folgen aus (a) unter Verwendung des Satzes 
von Arzela-Ascoli. # 
Das folgende Lemma faI3t einige Eigenschaften rationaler Funktionen mit 
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linearem Nenner zusammen. Es kann mit Standardmethoden aus der Theorie 
der rationalen Tschebyscheff-Approximation bewiesen werden: 
LEMMA 7. Es sei I’ = [CL’, /?I, cy’ < ,?J’, ein kompaktes Intervall, I” = 
[cY”, /3”], 01” < /3”, ein Teilintervall von I’ und Ii = [IX: , /$I, v E N, eine Foige 
von Intervallen mit lim Ii = I’ und I’ C Ii fur alle v E N. Ferner sei {rV) eine 
Forge rationaler Funktionen mit rV E R,(Ii) und (1 rV 11,; < K fur alle v E N, die 
auf I” gIeichm@ig gegen ein f E C(I”) konvergiert. Dann gilt: 
(a) Es gibt genau ein r E R,(I) mit r 1 I” =J: 
(b) Ist r regular, so gilt 
lim 11 r(j) - r!j’ //t,nl; = 0 fir alle j 6 N, . 
(c) Ist r ausgeartet, so existiert eine Teirfolge (1’y) von {ry} mit lim +,Y(ol:) 
= 0 oder es existiert eine Teifilge {r”,} von {r,,) mit lim r”,‘“‘@L) = 0. 
(d) 
fur alle j E N, 
fur jedes kompakte Teilintervall J von [IX’, p’). 
Gilt lim r,?)(&) = 0, so jidgt 
lim I[ r(j) - ry(i) IJJnr; = 0 fur alle j E N, 
fiir jedes kompakte Teilintervall J von (LX’, /3’]. 
LEMMA 8. Sei (s,} C S,,(I) eine gleichm$ig beschrankte Folge. Dann 
gibt es einen rationalen Spline s iiber I und eine Teilfolge (5) von is”}, die 
kompakt gegen s konvergiert. 
Beweis. Wegen sin) > 0 wachst sJn-l) monoton. Nach Lemma 5 gibt es 
zu jedem kompakten Teilintervall J von (a, /3) eine Konstante K(J) mit 
11 s(“-l) [lJ < K(J) f” ur alle v E N. Also erfiillt die Folge {sy} die Vorausset- 
z&gen von Lemma 6 mit m = n - 1. Sie enthalt daher eine kompakt 
konvergente Teilfolge {iv}. Es geniigt zu zeigen, da0 die in (01, /3) definierte 
Grenzfunktion f = lim & stetig auf I fortgesetzt werden kann und da13 die 
fortgesetzte Funktion ein rationaler Spline iiber I ist: 
Seien 01 = x,’ < x1” < *** < ~“p,+~ = /? die Knoten von f” . Nach Auswahl 
einer Teilfolge kann konstante Knotenzahl py = p und Konvergenz der 
Knotenfolgen {x0”}, {x1”),..., {x”,+~} gegen Punkte 01 = xg < x1 < .** < x,+~ 
= /? angenommen werden. Mit Hilfe von Lemma 7(a) folgt, da13 f stetig zu 
einer Funktion s E C(Z) fortgesetzt werden kann und da13 ferner s I[xj , 
xj+J E &[xi , xj+r] gilt fur 0 <,j < p. Nach Lemma 6(c) hat man s E Cn-2(Z). 
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Da alle SF-~) strikt konvex sind, ist s(‘+~) schwach konvex. Also ist s ein 
rationaler Spline iiber I. 1 
Bemerkung. Nach Lemma 8 konvergiert insbesondere jede gleichmaDig 
konvergente Folge {s,} C S,,(Z) gegen einen rationalen Spline iiber I. 
Lemma 8 enthalt noch keine Aussage fiber die Ordnung der Grenz- 
funktion. Diese kann mit Hilfe des folgenden Lemmas nach oben abgeschatzt 
werden: 
LEMMA 9. Es sei I’ = [CL’, /3’], CL’ < B’, ein kompaktes Zntervall. 
(a) Sei (s,} C &,(Z’) = R,(Z) eine gegen s gleichmti@g konvergente 
Folge. Dann gilt V(x, s) = 0 ftir alle x E I’. 
@I Sei {sJ C fW’)\&dZ’) eine gegen s gleichm6Jig konvergente Folge. 
Ftir die Knoten x” von s, gelte lim x” = x E (a’, ~3’). Dann ist V(x, s) < 1. Zm 
Falle lim sp)(x”) = 0 gilt sogar V(x, s) = 0 und s E ‘T$J+~ . 
(4 Sei {sJ C &2(O\&dZ’) eine gegen s gleichm@ig konvergente Folge. 
Fiir die Knoten 01’ < y” < z” < /3’ von s, gelte lim y” = lim zy = x E (a’, /3’). 
Dann ist V(x, s) G 2. Zm Falle lim s,!~)(JP’) = 0 gilt sogar V(x, s) < 1. 
(d) Gegeben seien zwei Zahlen i, j E { 1,2} und eine gegen s gleichmtijig 
konvergente Folge {s,} C S,,i+i(Z’)\S,,,+j-,(Z’). Fiir die Knoten 01’ < x1” < a** < 
x~+j</3’vons,geltelimxl”=xfiir 1 <l<iundlimxl”=yfiiri+ 1 < 
I< i + j mit CL’ < x < y < B’. AuJerdem sei V(x, s) = i und V(y, s) = j. 
Dann ist s i[x, y] regular. 
Beweis. (a) Wegen s E Z?,(Z’) hat s keinen Knoten. 
(b) Sei 6 = 4 min{x - 01’, p’ - x} und J = (01’ + 6, p - 6). Fur 
hinreichend grol3e v werden durch S,(t) = s,(t + x” - x), t E J, rationale 
Splines S, E ,!&((Y’ + 6, x, /3’ - S) definiert. Wegen der gleichgradigen 
Stetigkeit der Folge {s, ( .Z) gilt lim (1 s, - S, 11, = 0 und somit such lim 
(/ s - & llJ = 0. Also ist s 1 .Z Grenzfunktion einer gleichmal3ig konvergenten 
Folge rationaler Splines mit dem festen Knoten x. Femer hat man f>)(x) = 
sJ”)(x”). Nun entnimmt man die Behauptungen von (b) dem Beweis zu 
Satz 3.4 in [lo]. (Der zitierte Beweis ist nur fiir den Fall n = 2 ausgefiihrt, 
l%Bt sich aber unmittelbar fur beliebige n > 2 erweitem.) 
(c) Aus dem Beweis zu (b) geht hervor, daD ohne Einschrankung 
yV = x fur alle v E RJ vorausgesetzt werden kann. Angenommen, es sei 
V(x, s) = 3. Dann muD x ein regularer Knoten 1. Art von s sein, insbesondere 
gilt s 4 C+l(Z’). Nach Lemma 7(b) sind die Folgen {I] s,? Ilta,,yY~} und 
{I] sinI ]l[zV,s,~} beschrankt. Aus der Monotonie von sp) I[yy, Y] folgt, daD dann 
such die Folge (11 s,!“) III,} beschrgnkt ist. Nach Lemma 6(c) hat man daher 
s E Cn--l(Z’), ein Widerspruch. 
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Nun gelte lim s,?Q’) = 0. Aus Lemma 7(d) folgt, da13 s I[&, x] aus- 
geartet ist. Angenommen, es sei V(x, s) = 2. Dann mul3 x ein links aus- 
gearteter Knoten 1. Art von s sein, insbesondere gilt s @ C+l(Z’). Ahnlich 
wie soeben erkennt man mit Hilfe von Lemma 7(b) und (d), dal3 die Folge 
{,sin)} im Interval1 [((Y’ + x)/2, p’] gleichmal3ig beschriinkt ist. Mittels 
Lemma 6(c) ergibt sich wieder s E Cn-l(Z’), ein Widerspruch. 
(d) Angenommen, s ][x, ~1 sei ausgeartet. Wegen Lemma 7(c) kann 
nach Auswahl einer Teilfolge lim S,!*)(Y) = 0 oder lim sJ~)(JJ”) = 0, aus 
Symmetriegriinden lim sj’Q+‘) = 0 angenommen werden. Die bereits be- 
wiesenen Aussagen (b) und (c) liefern nun V(Y, s) < j, im Widerspruch zur 
Voraussetzung. 1 
Beweis van S&z 1. Sei {s”} C S&Z) eine beschrankte Folge. Nach 
Lemma 8 enthiilt {sy} eine Teilfolge {Sy), die kompakt gegen einen rationalen 
Spline s i.iber Z konvergiert. Es bleibt ord(s) < k zu zeigen: Seien OL < x1’ < 
.*+ < x’p, < j3 die Knoten S, . Nach Auswahl einer Teilfolge kann man 
konstante Knotenzahl py = p d k und konvergente Knotenfolgen {xi”} 
annehmen. 1st x ein i-father Knoten von s, so mtissen nach Lemma 9(a-c) 
mindestens i der Knotenfolgen {xi”} gegen x konvergieren. Lemma 9(d) 
besagt, dal3 ein inneres Ausartungsintervall .Z von s hiichstens dann entstehen 
kann, wenn zudtzlich mindestens eine weitere Knotenfolge gegen einen 
Punkt aus J konvergiert. Also gilt 
ord(s) = A(s) 4 c V(x, s) ,< p < k. 1 
s‘s 
Der Beweis von Satz 2 erfordert zwei weitere Hilfsstitze. Das folgende 
Interpolationslemma beweist man leicht durch vollstandige Induktion tiber 
die Zahl der Knoten: 
LEMMA 10. Gegeben seien Knoten x0 < xl < *-- -c xkfl und reel/e 
Zahh h ,... ,L1 , go ,..., gkflmitgi>OfiirO~i~k++. Danngibtes 
genau ein s E &(x0 , x1 ,..., xk+l) mit 
s(yxo) = fj ) O<j<n-1, 
Syxj) = gj ) O<jjk+f. 
Das nachste Lemma kann mit Hilfe von Korollar 5.4 in [l] bewiesen 
werden :
LEMMA 11. Sei [a’, /3’], cl < /I’, ein kompaktes Interval und r E R, 
[oL’, 8’1. Ferner sei A4, = (r(n)(Cy’))ll(n+l), Ml = (r(n)@‘))ll(n+l). Dann gilt 
rcndl)(pr) - rcn-l)(ar) = (/j’ _ a’)/n i JfojM~+l-j, 
j=l 
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Im nun folgenden Beweis von Satz 2 wird eine Beweisidee von H. Arndt 
auf freie Knoten iibertragen. 
Beweis von Satz 2. Sei s E g&Z) mit den Knoten 01 = x,, < xi < *** < 
X m+l = p, und sei p = ord(s). Durch vollstandige Induktion tiber p wird 
gezeigt: Es gibt eine Folge {s,} C S,,(Z), die gleichmal3ig egen s konvergiert. 
Znduktionsanfang. 1st p = 0, so hat s keinen Knoten und gehort daher 
sogar zu R,(Z). Die durch 
s,(t) = so>, 
= s(t) + P/v, 
falls s E R,(Z) 
falls s E vZnW1 
definierte Folge (s,} gehort zu R,(Z) = S,,(Z) und konvergiert gleichmaDig 
gegen s. 
Znduktionsshritt. Sei p > 0 und daher such m > 0. Es werde x = x~, 
I” = [CL, x], f = [x, ,3], S = s ( I” und $ = ord(f) gesetzt. Offenbar gilt # < p. 
Nach Induktionsvoraussetzung existiert eine Folge {Sy] C &,(f), die gleich- 
maDig gegen S konvergiert. Die gesuchten Splines s, werden nun durch 
Fortsetzung von &, auf Z konstruiert. Die Art der Fortsetzung richtet sich 
nach der Ausartung und Vielfachheit von x als Knoten von s. 
(A) Zunachst werden die Falle betrachtet, in denen s 1 [x,-~ , x] 
regular ist. Da dann [x,-~ , x] kein inneres Ausartungsintervall von s ist, gilt 
H = p - V(x, s). Ferner ist x ein regularer oder rechts ausgearteter Knoten 
von s. 
1. Fur v E N mit x + l/v < /3 wird s, definiert durch 
s,(t) = N, t E I, 
(2) 
= w, t E i, 
wobei 3, entsprechend em Knotentyp von x zu wahlen ist und durch Inter- 
polation gem50 Lemma 10 gewonnen wird. Die jeweils von d, zu erftillenden 
Bedingungen sind: 
(a) Falls x ein regularer einfacher Knoten von s ist: 
f” E &(x, P), (3) 
,cn(,) = f(yx) 
Y 3 O<j<n, (4) 
.+)(p) = s(“)@). ” (5) 
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(b) Falls x ein regularer zweifacher Knoten von s ist: 
J”, E XL& x + l/u, PI, 
Pyx + l/V) = P)(X + l/V) Y 
sowie (4), (5). 
(c) Falls x ein regularer dreifacher Knoten von s ist: 
f” E &(.% x + 1/P), x + l/h PI, 
$?‘(x + 1/(2V)) = (c . v)(n+l)‘n 




d”-1)(x+) - s c-(x-) = [c/(2n)][s’“‘(x+)‘/‘“fl’ + p)(X-)w+l)] (9) 
festgelegt. 
(d) Falls x ein rechts ausgearteter einfacher Knoten von s ist: 
p(p) = (l/“)“” (10) 
sowie (3), (4). 
(e) Falls x ein rechts ausgearteter zweifacher Knoten von s ist: 
fJqx + l/v) = (c * vp+l)‘n 01) 
sowie (4), (6), (10); die Konstante c in (I 1) sei durch 
d-(x+) - d-1) (x-) = (c/n)[j3 - x + dn)(X-yq (12) 
festgelegt. 
In allen Fallen gewahrleistet Lemma 10 die eindeutige Liisbarkeit der 
Interpolationsaufgaben. Man beachte dabei, da13 die Konstante c in den 
Fallen (c) und (e) jeweils positiv ist, da wegen der Konvexitat von s(~-~) in 
einem Knoten 1. Art stets s(+~)(x--) < .r(+l)(x+) gilt. 
Die gemal (2) gebildeten Splines s, besitzen in x aufgrund der AnschluB- 
bedingung (4) einen regularen einfachen (oder “zufallig” keinen) Knoten. Die 
Teilfunktionen S, und $ haben ebenfalls nur solche Knoten. In allen Fallen 
besitzt s, hiichstens V(X, s) Knoten mehr als & , d.h. ord(.sJ < fi + V(x, s) = 
p. Insgesamt ergibt sich daher {sy} C S,,(Z). Es geniigt zu zeigen, daB eine 
Teilfoge von {q} gleichmabig egen s konvergiert. 
2. Sei z E (x+~ , x). Dann gilt ord(? [[ol, z]) = ord(f) = 8, und die 
Folge {S;} konvergiert in [a, z] erst recht gleichmail3ig egen S: Aus dem 
Beweis zu Satz 1 ergibt sich daher ord(s; I [IX, z]) > J fur fast alle v. Mithin 
besitzen fast alle S, genau 4 Knoten, und diese liegen in [ar, z]. Man kann 
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daher in [z, x] Lemma 7(b) anwenden, welches zusammen mit (4) die Be- 
ziehung 
lim f(‘)(x) = lim f(‘)(x) = s(~‘(x---) Y Y 3 OGj<‘, (13) 
liefert. 
Nun wird gezeigt, da13 die Folge {$“-l)@) - $+-1)(x)} konvergiert. Sei 
dazu x z.B. ein rechts ausgearteter zweifacher Knoten von s. Aus (4), (lo), 
(11) und Lemma 11 folgt: 
f;“-“(p) - J”,‘“-qx) 
= [$-q/3) - tycn-1)(x + l/V)] + [$“-l’(x + l/V) - $yx)] 
=&X-l/V n 
n z (c * q/n (3,“+‘-1 
Hieran kann die Konvergenz unter Benutzung von (13) unmittelbar nach- 
geprtift werden. SinngemtiD geht man vor, wenn in x einer der tibrigen 
Knotentypen vorliegt. 
Wegen (13) konvergiert mit ($!“-1)(/3) - $“-l)(x)> such die Folge { $“-l@)}. 
Wegen der Monotonie von fLn-l) muI also die Folge (11 fjn-l) 111) beschrankt 
sein. Wegen (13) gilt dies dann such fur die Folgen {II 3” \\I} und {II fJ Ilrf. Man 
kann daher ohne Einschrankung die Konvergenz der Folge {$} und damit 
such die der Folge {s,} annehmen. Sei s” = lim 1, s* = lim s, . Es gilt 
s” E R,(f), da s” keinen Knoten haben kann. Nach Induktionsvoraussetzung 
hat man 
S*ILkSII”; (14) 
zu zeigen bleibt 
f = s / f. (15) 
3. Sei s such in f regulBr, z.B. sei x ein regularer zweifacher Knoten 
von s. Aus (5) bzw. (7) folgt dann lim $“)(Is> = @)(/I) > 0 bzw. lim P) 
(x + (l/v)) = @)(x+) > 0. Nach Lemma 7(c) ist also such s” regular. 
Aufierdem gilt 
p) s S(n) 1 p 9 (16) 
da P(“) - +) 1 f identisch verschwindet oder hochstens eine Nullstelle 
besitzt. Ahnlich ergibt sich (16) such, wenn x ein regularer ein-oder drei- 
father Knoten von s ist. 
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1st andererseits in f ausgeartet, so folgt aus (10) und Lemma 7(d), daD 
such s” ausgeartet ist. Insbesondere ist wieder (16) erftillt. 
Wegen S, s* E C”-2(Z) und (14) gilt neben (16) ferner 
f(i)(,) = s*‘i’(x+) = s’yx+), O<j,(n--2. (17) 
Es gentigt also nun, 
zu zeigen, denn (15) wiirde aus (16), (17), (18) und der Eindeutigkeitsaussage 
von Lemma 10 folgen. 
Zum Nachweis von (18) wird zunachst der Fall s I [xmS1 , /?I E P-l[x,-, , Is] 
betrachtet. 1st x etwa ein rechts ausgearteter infacher Knoten von S, so muB 
x wegen (14) und (16) such ein rechts ausgearteter Knoten von s* sein. Aus 
Lemma 9(b) folgt weiter V(x, s*) < 1. Also ist x such ein rechts ausge- 
arteter einfacher Knoten von s *, d.h. es gilt such s* ][x,,+.~, /3] E P-l 
h-l 3 PI- 
Zusammen mit (14) erhtilt man hieraus (18). Analog ergibt sich (18), wenn x 
ein regularer ein- oder zweifacher Knoten von s ist. 
Nun sei x ein Knoten 1. Art von s, etwa ein regulgrer dreifacher Knoten. 
Mit (4), (7), (8), (13) sowie den Lemmata 7(b) und 11 ergibt sich 
= lim[$“-l’(x + l/v) - Q-l’(x)] 
= lim[$“-l)(x + l/v) - @+‘)(x + 1/(2v))] 
+ lim[ijn-l)(x + 1/(2v)) - fJ”-l’(x)] 
= Jim & i (c * q/n s(“)(x + ]/V)(“+l-~)l(n+l) 
t lim & g $L+pL+1) (c . v)(n+l-d/n 
= & [SyX+)llln+l) + p(~-)ll(n+lq 
Wegen (9) hat man daher 
p-l,(~) - $+-lyx--) = +4(x+) - p-l)(p), 
Hieraus folgt (18). 
In ghnlicher Weise erhalt man (18) such, wenn x ein rechts ausgearteter 
zweifacher Knoten von s ist. 
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(B) Nun werden die Falle betrachtet, in denen [x,,-i , x] ein inneres 
Ausartungsintervall von s ist: 
s ILL-1 > xl E K-1 9 X,-l > CL 
Dann ist x ein links oder beidseitig ausgearteter Knoten von s, und fur die 
Ordnungen von % und s gilt: $ = p - V(x, S) - 1. 
Es sei X der Mittelpunkt von [x,-~ , x] und E, = P)(Z)licn+l). Wiederum 
liegen in jedem Interval1 der Form [x,,+~ + 6, x] die Knoten von hochstens 
endlich vielen S, . Mit Lemma 7(c) und (d) erhalt man dann (evtl. erst nach 
Auswahl einer Teilfolge) lim E, = 0 und 
lim f(j)(X) = S(~)(Z) Y 9 O<j<n. (19) 
FtirallevEI$V<VO, wobei x + E, < /I fur alle v > vO, wird s, nunmehr 
definiert durch 
s,(t) = co>, t E [(II, X] 
= W), tE[%Bl; 
dabei ist $ entsprechend em Knotentyp von x zu wahlen und wird durch 
Interpolation gem%3 Lemma 10 gewonnen. Die jeweils von $ zu erfiillenden 
Bedingungen sind: 
(a) Falls x ein links ausgearteter einfacher Knoten von s ist: 
f(j)(,) = ,(d(,) 
” Y 3 Odj<n, (21) 
f?‘(x) = P(x+), 
p(p) = s’“‘(p). (22) 
(b) Falls x ein beidseitig ausgearteter infacher Knoten von s ist: 
p’(x) = (C/E”)(n+l)‘n, 
(23) 
p'(p) = .;+1 
sowie (20), (21); die Konstante c in (23) sei durch 
s’“-1)(x+) - s (-1)(X--) = (c/n)(p - X) 
festgelegt. 
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(c) Falls x ein links ausgearteter zweifacher Knoten von s ist: 
sowie (21), (22), (23); die Konstante c in (23) sei dabei durch 
S(n-lyX+) - $?+I) (x-) = (c/n)[s’“‘(x+)“‘“” +x - 4 
festgelegt. 
Der weitere Beweis verlauft ahnlich wie in (A): Die obigen Interpolations- 
aufgaben sind eindeutig l&bar und die Folge {sy> gehdrt zu S,,(Z); wie in (A)2. 
erkennt man, dal3 ohne Einschrankung ihre Konvergenz angenommen 
werden kann. Sei wieder s* = lim s, . Wegen lim S(“)(z) = S(~)(T) = 0 folgt 
aus Lemma 9(b) zun&chst s* I[x,-~ , X] E )PnP1 ; beachtet man noch (19) und 
(21), so ergibt sich s* = s in [xmwl , x] und daher s* E s in f, Mit denselben 
Methoden wie in (A) 3. und 4. zeigt man sodann s* = s in f. 
(C) Die Behandlung des einzig tibrig gebliebenen Falles, namlich daI3 
[x,,-~ , x] ein am Rande gelegenes Ausartungsintervall von s ist, geschieht 
durch sinngemaSe Anwendung der obigen Methoden. i 
3. DIFFERENZIERBARE BESTE APPROXIMATIONEN IN s,,(Z) 
Splines aus s,,(Z) sind i.a. nur stetig. Man fragt deshalb nach Funktionen 
fo C(Z), die eine differenzierbare beste Approximation in s,,(Z) besitzen. 
Einfache Beispiele zeigen, daB dazu-anders als bei polynomialen Splines 
(vgl. [9])-die Differenzierbarkeit vonfnicht geniigt (vgl. [7]). Jedoch gilt: 
SATZ 12. Zu jeder strikt konvexen Funktion f c Cl(Z) existiert eine strikt 
konvexe beste Approximation in ?&(I) n Cl(Z). 
Der Beweis sttitzt sich auf eine Reihe von Hilfssatzen, mit deren Hilfe 
Knicke und lineare Teilstiicke einer besten Approximation zu f in S,,(Z) 
lokal geglattet und geringfiigig gekriimmt werden kbnnen, ohne die Approxi- 
mationsgiite zu verschlechtern. Wegen seiner Lange mu13 auf [7] verwiesen 
werden. 
Eine Verscharfung von Satz 12 ist nicht miiglich: 
SATZ 13. Zst k > 2, so gibt es eine strikt konvexe Funktion f e P(Z), die 
keine beste Approximation in S,,(Z) hat. 
Dies zeigt man ahnlich wie Theorem 3.8 in [9]. 
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