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Despite the prominence of Onsager’s point-vortex model as a statistical description of 2D classical turbulence,
a first-principles development of the model for a realistic superfluid has remained an open problem. Here we
develop a mapping of a system of quantum vortices described by the homogeneous 2D Gross-Pitaevskii equation
(GPE) to the point-vortex model, enabling Monte-Carlo sampling of the vortex microcanonical ensemble. We
use this approach to survey the full range of vortex states in a 2D superfluid, from the vortex-dipole gas at
positive temperature to negative-temperature states exhibiting both macroscopic vortex clustering and kinetic
energy condensation, which we term an Onsager-Kraichnan condensate (OKC). Damped GPE simulations
reveal that such OKC states can emerge dynamically, via aggregation of small-scale clusters into giant OKC-
clusters, as the end states of decaying 2D quantum turbulence in a compressible, finite-temperature superfluid.
These statistical equilibrium states should be accessible in atomic Bose-Einstein condensate experiments.
PACS numbers: 03.75.Lm 47.27.-i 67.85.De
The importance of the point-vortex model as a statistical
description of two-dimensional (2D) classical hydrodynamic
turbulence was identified by Onsager [1], who predicted that
the bounded phase-space of a system of vortices implies the
existence of negative-temperature states exhibiting clustering
of like-circulation vortices [2]. This model provides great in-
sight into 2D classical turbulence (CT) [3], and much sub-
sequent work has focused on the point-vortex model as an
approximate statistical description of decaying 2DCT [4–8].
While classical fluids cannot directly realize the point-vortex
model, atomic Bose-Einstein condensates (BECs) — which
present an emerging theoretical [9–23] and experimental [24–
26] paradigm system for the study of quantum vortices and
2D quantum turbulence (2DQT) — offer the possibility of
physically realizing Onsager’s negative-temperature equilib-
rium states. A concrete realization of the point-vortex model
in an atomic superfluid will broaden our understanding of the
universality of 2D turbulence by enabling new studies of spec-
tral condensation of energy at large scales [27–30], statistical
mechanics of negative-temperature states [31–33], the dynam-
ics of macroscopic vortex clustering [34], and the inverse en-
ergy cascade [35–38], previously confined to 2DCT.
In this letter we develop an analytic statistical description
of the microstates of 2D quantum vortices within the homoge-
neous Gross-Pitaevskii theory, and show that macroscopically
clustered vortex states emerge from small-scale initial clus-
tering as end products of decaying 2DQT. As in CT, the ho-
mogeneous system offers the clearest insight into the underly-
ing physics, and is increasingly relevant experimentally [39].
Consequently, our results describe physics relevant to a wide
range of possible vortex experiments in atomic BECs. By
systematically sampling the microcanonical ensemble for the
vortex degrees of freedom, we give a detailed, unifying view
of the properties of vortex matter in a homogeneous 2D su-
perfluid. We characterize the emergence of macroscopic clus-
ters of quantum vortices at negative temperatures, linked with
spectral condensation of energy at the system scale. In the
context of 2DQT we call this the Onsager–Kraichnan con-
densate (OKC), as it represents a physically realizable state
that unifies Onsager’s negative-temperature point-vortex clus-
ters with the spectral condensation of kinetic energy predicted
in 2DCT by Kraichnan [27].
Atomic BECs support quantum vortices subject to thermal
and acoustic dissipative processes that may be detrimental to
the observation of an OKC. We assess the accessibility of the
excited states comprising an OKC via dynamical simulations
according to the damped Gross-Pitaevskii equation (dGPE).
We find that our statistical approach describes the end-states
of decaying 2DQT that emerge dynamically from low-entropy
initial states. Even for relatively small positive point-vortex
energies, the OKC emerges as a result of statistically driven
transfer of energy to large length scales.
To map the Gross-Pitaevskii theory to the point-vortex
model, we introduce an ansatz wavefunction for N vortices
in a homogeneous periodic square BEC of side L, with posi-
tions r j and circulations hκ j/m defined by charges κ j = ±1
(
∑N
j=1 κ j = 0),
ψ(r, {r j}, {κ j}) = eiθ(r,{r j},{κ j})
N∏
p=1
χ
(
|r − rp|
)
, (1)
where χ(r) is the radial profile of an isolated quantum vor-
tex core, obtained numerically [19]. Unlike the velocity field
for point-vortices in a doubly-periodic domain [31, 32], the
associated quantum phase θ does not, to our knowledge, ap-
pear in the literature. We present an expression for θ as a
rapidly convergent sum, obtained from a poorly convergent
sum over periodic replica vortices, in the Supplemental Ma-
terial [41]. The phase θ yields a periodic superfluid veloc-
ity v = (~/m)∇θ very close to the point-vortex velocity, but
consistently modified by the boundary conditions such that
θ(x+ηxL, y+ηyL) = θ(x, y)+ζ2pi, for all ηx, ηy, ζ ∈ Z, remains
a well-defined quantum phase. To ensure that χ(r) is accurate,
we enforce a minimum-separation constraint |rp − rq| ≥ 2piξ,
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FIG. 1. (color online). Properties of neutral N-vortex states in statistical equilibrium, corresponding to the end-states of decaying 2DQT. (a):
Clustering measures fc and cB and structure function w(ε); vertical grey lines indicate the expected energy (〈ε〉) and the boundary between
positive- and negative-temperature states (ε∞). (b): Average and maximum cluster charges (|κc|) and radii (rc) obtained using the RCA (see
text). (c): IKE spectrum in the point-vortex-like approximation [Eq. (3)] (solid black line, grey shaded area), and obtained from the GPE
wavefunctions [13, 19] (magenta circles). Straight lines show analytical k−3 and k−1 power laws (see text). Inset: typical vortex configurations
(field of view L × L): dots indicate vortices, which have been sorted into dipoles, free vortices and clusters by the RCA (see legend). Lines
show the minimal spanning tree of clusters and identify dipoles. (d): Distribution of Nκc . Shaded areas behind curves in (a,b,c) indicate the
width of the equilibrium distribution (±1 standard deviations). Ensemble sizes are given in [40].
where ξ = ~/
√
µm is the healing length (for BEC chemical
potential µ and atomic mass m), and 1 ≤ p , q ≤ N.
Up to an additive constant, the total kinetic energy in the
point-vortex model is NΩ0ξ2ε({r j}, {κ j}). Here, the dimen-
sionless point-vortex energy (per vortex) is given by [32]
ε({r j}, {κ j}) = 1N
N−1∑
p=1
N∑
q=p+1
κpκq f
(rp − rq
L
)
, (2)
where f (r) ≡ f (x, y) = 2pi[|y|(|y| − 1) + 1/6] − log{∏∞s=−∞[1 −
2 cos(2pix) exp(−2pi|y + s|) + exp(−4pi|y + s|)]}, and Ω0 =
pi~2n0/mξ2 is the unit of enstrophy for 2D homogeneous su-
perfluid density n0 [19]. Accounting for compressible effects
with the core ansatz χΛ(r) = [n0r2/(r2+ξ2Λ−2)]1/2, the incom-
pressible kinetic energy (IKE) spectrum of Eq. (1) at scales
below the system size L is well approximated by [19, 41]
Ei(k) = Ω0ξ3FΛ(kξ)
N + 2 N−1∑
p=1
N∑
q=p+1
κpκqJ0(k|rp − rq|)
 ,
(3)
where FΛ(kξ) = Λ−1g(kξΛ−1), g(z) = (z/4)[I1(z/2)K0(z/2) −
I0(z/2)K1(z/2)], Λ = ξ2n
−1/2
0 dχ(0)/dr ≈ 0.825 and Jα (Iα,
Kα) are (modified) Bessel functions. Equation (3) leads to a
universal ultraviolet (UV, k  ξ−1) k−3 power-law, Ei(k) =
C(kξ)−3, where C = Λ2NΩ0ξ3 [17, 19]. In the infrared (IR,
k . ξ−1) the average spectrum of N-vortex configurations
with randomly distributed vortices is equal to the sum of N
independent single-vortex spectra, giving the k−1 power-law
Ei(k) = C(kξ)−1/Λ2 [17, 19, 21].
The wavefunction ψ [Eq. (1)] is set entirely by the vor-
tex configuration, allowing us to adopt a statistical treat-
ment where, for each configuration ({r j},{κ j}), ψ defines a
microstate of the 2D BEC [42]. Aside from the minimum-
separation constraint, the phase θ in Eq. (1) establishes a one-
to-one correspondence between the N-vortex states of a 2D
BEC and the microstates of the classical point-vortex model.
The set of all microstates ψ at fixed point-vortex energy ε
[Eq. (2)] defines a microcanonical ensemble; the measure of
this set is the structure function W(ε) [which defines the sys-
tem entropy S (ε) = kB ln(W(ε))]. The normalized structure
function, w(ε) ≡ W(ε)(∫ dεW(ε))−1, is obtained numerically
as a histogram of ε for random vortex configurations. We sam-
ple the microcanonical ensemble at energy ε numerically, us-
ing a random walk to generate many N-vortex configurations
having energies within a given tolerance [40]. Related mi-
crocanonical sampling techniques have previously been ap-
plied to the classical point-vortex model [31–34]. Averages
of observables over this ensemble are dominated by the most
likely (highest-entropy) configurations. For large N (ensur-
ing ergodicity [31, 32]) ensemble averages define a statistical
equilibrium corresponding to time-averaged properties of the
end-states of decaying quantum vortex turbulence at energy ε.
3To demonstrate that quantum vortices in a 2D BEC can pro-
vide a physical realization of negative-temperature states ex-
hibiting macroscopic vortex clustering, we sample the GPE
microstates of the 2D BEC, compute the IKE spectrum, and
decompose the vortex configurations into dipoles and clus-
ters using the recursive cluster algorithm (RCA) developed in
Ref. [23]. For each cluster the RCA yields the cluster charge
κc and average radius rc (average distance of constituent vor-
tices from the cluster center of mass). We define the clustered
fraction fc =
∑
s |κc,s|/N, where κc,s is the charge of the sth
cluster. We also define Nκc as the total number of vortices
participating in all clusters of charge ±|κc|. Finally, we in-
troduce the correlation functions cB =
∑N
p=1
∑B
q=1 κpκ
(q)
p /BN,
where κ(q)p is the charge of the qth nearest-neighbor to vortex
p. These are directly related to the functions CB introduced in
Ref. [20]; a value of cB > 0 (< 0) indicates (anti-)correlation
between vortex charges, up to nearest neighbours of Bth order.
Figure 1(a) shows w(ε) for N = 384 vortices in a doubly pe-
riodic box of side L = 512ξ. The boundary between positive-
and negative-temperature states, ε∞, lies at the maximum of
W(ε), where the temperature T = W(∂W/∂ε)−1/kB → ∞. We
find ε∞ ≈ −0.255 and the mean energy 〈ε〉 = 0 known from
the point-vortex model [32] despite the minimum-separation
constraint. Figure 1 also shows the averages of the clustering
measures [Fig. 1(a,b)], the IKE spectrum [Fig. 1(c)], and the
distribution of Nκc [Fig. 1(d)] as a function of ε. At ε = 0,
cB ( fc) is equal to 0 (1/2), indicating an uncorrelated vortex
distribution. The distribution of Nκc is strongly skewed to-
wards small clusters, with |κc|max < 20 and rmaxc < 50ξ  L,
and the IKE spectrum follows the k−1 law in the IR-region.
At energies ε < 0 (where T > 0 for ε ≤ ε∞), cB ( fc) drops
below 0 (1/2), indicating proliferation of vortex dipoles and
reduced number, charge, and radius of vortex clusters. As
ε → −3 one obtains a vortex-dipole gas with approximately
the minimal spacing 2piξ [see Fig. 2(a)]. The IKE spectrum
lies below the k−1 law at large scales. At energies ε > 0
(where T < 0) Fig. 1 shows macroscopic vortex clustering
and spectral condensation of IKE. While low-order measures
of clustering (cB, fc) increase slowly with ε, the distribution of
vortices bifurcates, revealing the appearance of two (opposite-
sign) macroscopic clusters. Spectrally, the energy associated
with these clusters manifests itself as an OKC lying above the
k−1 power-law at large scales. The charge and radius of clus-
ters (|κc|max and rmaxc ) grows more rapidly with ε than 〈|κc|〉
and 〈rc〉 up to ε ∼ 50, highlighting the utility of the RCA for
the characterization of point-vortex states. Above this energy,
clusters increase in charge less rapidly, and absorb further en-
ergy by shrinking in radius. For ε & 200 two clusters contain
all the vortices, illustrating the phenomenon of superconden-
sation [28]; in this regime the k−1 spectrum vanishes.
In contrast to the UV-divergent point-vortex model, the uni-
versal k−3 UV asymptotic of the IKE spectrum [Eq. (3)] im-
plies a physical transition energy for the emergence of the
OKC, given by E0 ≡ Eitot(ε = 0), where Eitot(ε) ≡
∫
dkEi(k).
An analytic estimate of E0 follows from the second term in
Eq. (3) averaging to zero at ε = 0 (cB = 0 for all B); cor-
rectly accounting for the discrete nature of the spectrum [41]
yields E0 ≈ 4.735NΩ0ξ2, in good agreement with the numer-
ical value E0 ≈ 4.821NΩ0ξ2 obtained from ψ, which does not
rely on the core ansatz used to obtain Eq. (3). We find that the
total IKE is very well predicted by Eitot(ε) = E0 + εNΩ0ξ
2.
Thus, the appearance of the OKC is due to saturation of ex-
cited states: IKE exceeding E0 accumulates near the system
scale, forming the spectral feature lying above the k−1 spec-
trum. Note that the OKC is a (quasi-)equilibrium phenomenon
distinct from the classical scenario of condensation in forced
turbulence, where the k−5/3 spectrum of the inverse energy
cascade (IEC) gives way to k−3 at low k associated with the
dynamical condensate [29, 30, 43].
To demonstrate that Fig. 1 provides a quantitative descrip-
tion of decaying QT in a 2D BEC, and that statistically-driven
transfers of energy to large length scales can occur in a com-
pressible quantum fluid, we consider the dynamics of non-
equilibrium states in the dGPE [44–46]. For a 2D BEC (sub-
ject to tight harmonic confinement in the z-direction with os-
cillator length lz) this can be written as
i~
∂ψ(r, t)
∂t
= (1 − iγ)
(
−~
2∇2⊥
2m
+ g2|ψ(r, t)|2 − µ
)
ψ(r, t) , (4)
where g2 =
√
8pi~2as/mlz, m is the atomic mass, and as is
the s-wave scattering length. The dimensionless damping rate
γ describes collisions between condensate atoms and non-
condensate atoms, an important physical process in real 2D
superfluids that leads to effective viscosity [19] and suppres-
sion of sound energy at high k. We use the experimentally
realistic value γ = 10−4 [25] in our simulations. We use a ran-
dom walk to obtain a neutral configuration of N′ = 24 vortices
in a periodic box of length L′ = 128ξ at energy ε′. A 42 tiling
of this configuration, with each vortex subject to Gaussian
position noise (variance ξ), provides a non-equilibrium, low-
entropy state of N = 384 vortices in a box with L = 512ξ and
energy ε (found by adjusting ε′). This state is then evolved
to time 104~/µ in the dGPE, over which time we find that the
compressible energy does not increase [and ε(t) does not de-
cay] significantly, supporting our statistical description [47].
Figure 2 shows the time evolution of the vortex config-
uration for three different initial energies [Fig. 2(a)] with
IKE spectra [Fig. 2(b)] and clustering measures [Fig. 2(c-
e)] determined by short-time averaging of individual runs of
the dGPE. While approach to complete equilibrium is slow,
Fig. 2(e) shows that the charge of the largest cluster equi-
libriates more rapidly (by t ∼ 2000~/µ). For ε(0) = −3,
the dynamics consists largely of dipole-dipole collisions and
vortex-antivortex annihilation (increasing the energy per vor-
tex ε, [32]), and exhibits a time-invariant IKE spectrum; these
positive-temperature point-vortex states have no analog in
2DCT [32]. For ε(0) = 0, the approach to equilibrium in-
volves significant dipole-cluster interactions that redistribute
the cluster charges, decreasing fc and cB while increasing
|κc|max. This redistribution transfers energy to large scales,
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FIG. 2. (color online). Dynamical dGPE evolution of non-equilibrium neutral N-vortex states towards statistical equilibrium (see also anima-
tions in [41]). (a): RCA decomposition after equilibriation (t = 9500~/µ), with initial conditions inset. Streamlines show the incompressible
velocity field. Field of view is L × L. (b): IKE spectrum, compared to the statistical equilibrium distribution from Fig. 1(c) (grey solid line,
thickness indicates ±1 standard deviations). Other symbols in (a,b) as in Fig. 1(c). (c): Clustered fraction fc. (d): Correlation function c2. (e):
Absolute charge, |κc|, of the largest vortex cluster. Spectra and measures are shown as a moving average from t to t + 500~/µ, and Ei(k) is nor-
malized by N(t); decay of N(t) for ε(0) > −3 is negligible (. 5%). Horizontal shading in (c–e) shows the statistical equilibrium distributions
from Fig. 1(a,b) (shaded areas indicate ±1 standard deviations). Note that we compare the ε(0) = −3 evolution to the statistical equilibrium at
ε = −2.5, since dipole annihilation [for ε = −3, N(104) = 178] leads to ε(104) ≈ −2.5.
producing an approximate k−1 power-law in the IR [note that
the time-averaged spectrum is expected to fluctuate relative
to the 104-configuration average in Fig. 1(c)]. For ε(0) = 6
the dynamics is reminiscent of 2DCT. Energy transfer to large
scales builds an OKC, with the vortices grouping into two
macroscopic clusters [48]. Although a steady k−5/3 spectrum
is absent (and would require continuous forcing and damp-
ing to establish a steady inertial range [23]) some intermittent
k−5/3 behaviour is evident [41]. The equilibrium distribution
of vortices outside of the OKC closely resembles the uncorre-
lated (ε = 0) state [2] and has a low level of clustering. As the
initial condition contains many small clusters, this counterin-
tuitively causes low-order measures of clustering [ fc and c2 in
Fig. 2(c,d), and all cB for B . 10] to decay during OKC forma-
tion. Thus, high-order clustering information provided by the
RCA is vital in identifying OKC: the rapid increase of |κc|max
for ε(0) = 6 in Fig. 2(e) contrasts with the cases ε(0) = 0,−3,
indicating the emergence of the OKC. The demonstration of a
statistically driven transfer of kinetic energy to large scales un-
derpins the existence of an IEC in far-from-equilibrium 2DQT
in scenarios with appreciable vortex clustering [19, 23], and is
complementary to the direct energy cascade identified in sce-
narios dominated by vortex-dipole recombination [13, 49].
We have developed a first-principles realization of On-
sager’s point-vortex model in a 2D superfluid, and observe
the upscale energy transfer of 2DCT in decaying 2DQT de-
scribed by the damped Gross-Pitaevskii equation. Configu-
rational analysis of the vortex states and associated energy
spectra demonstrate the emergence of an Onsager–Kraichnan
condensate of quantum vortices occurring at negative temper-
atures in equilibrium, and as the end states of decaying 2DQT.
The microcanonical sampling approach opens a new direction
in the study of 2DQT, enabling systematic studies of far-from-
equilibrium dynamics, energy transport, inertial ranges, and
other emergent phenomena in 2DQT, and points the way to
experimental realization of Onsager–Kraichnan condensation.
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SUPPLEMENTAL MATERIAL
I. CONSTRUCTION OF THE QUANTUM PHASE OF AN
N-VORTEXWAVEFUNCTION IN A PERIODIC SQUARE
DOMAIN
Here, we construct the phase θ(r, {r j}, {κ j}) associated with
an ansatz wavefunction for a neutral system of N superfluid
vortices with positions r j and circulations hκ j/m (charges κ j =
±1) in a homogeneous periodic square 2D BEC of side L.
The phase associated with the velocity field of a single
point-vortex j is given by
θ j = κ jatan2(y − y j, x − x j) , (1)
where the four-quadrant arctangent function is defined by
atan2(y, x) =

atan(y/x), x > 0
atan(y/x) + pi, x < 0, y > 0
atan(y/x) − pi, x < 0, y < 0
(2)
Because we only require θ j to within an arbitrary multiple of
2pi, we may gain a substantial notational convenience by not-
ing that the simplified definition
θ j = κ jatan(y − y j, x − x j) + piH(x − x j) , (3)
where H(x) is the Heaviside unit-step function, is equivalent
to Eq. (1) to within such a multiple. Due to the infinite ex-
tent of this phase field, to obtain the phase due to N point-
vortices in a doubly-periodic square domain it is necessary to
sum over the entire infinite periodic array of vortices (i.e., not
only over the periodic unit cell, but over the infinite periodic
lattice). Implemented directly, such a summation is poorly
convergent. Summing over too few unit cells of the infinite
lattice introduces spurious boundary effects at the edge of the
central unit cell; in particular the nucleation of undesired ex-
tra vortices at the boundaries leading to subsequent large-scale
compressible flows. While this problem can be to some extent
mitigated by a short evolution in imaginary time, by perform-
ing such an evolution one relinquishes control over the exact
FIG. 1. Diagram illustrating summation over the infinite periodic ar-
ray of vortices corresponding to a single vortex dipole in the unit cell.
The black dot indicates a test position (x, y) at which we compute the
phase due to the dipole formed by a positive-circulation vortex at
(x+k , y
+
k ) and a negative-circulation vortex at (x
−
k , y
−
k ).
number and positions of the vortices. However, when comput-
ing the phase on a large simulation grid, even for small num-
bers of vortices (< 10), we find that summing over a sufficient
number of unit cells to eliminate spurious boundary effects
is computationally infeasible. In the following we overcome
this challenge by analytically reducing the poorly-convergent,
doubly-infinite sum to a single convergent summation. The
final form for θ we present allows exact vortex positioning,
eliminates boundary effects entirely, and leads to very short
computation times even on large grids.
We begin by working in a periodic unit cell with coordi-
nates 0 ≤ x, y < 2pi for simplicity (the extension to the gen-
eral periodic cell 0 ≤ x˜, y˜ < L is straightforward and fol-
lows subsequently). Figure 1 illustrates the geometry of the
problem for the kth vortex dipole (any neutral configuration
of N vortices can be arbitrarily partitioned into N/2 dipoles).
This vortex dipole is formed by a positive vortex located at
(x+k , y
+
k ) and a negative vortex located at (x
−
k , y
−
k ). To deter-
mine the phase at a test point (x, y) it is convenient to in-
troduce the auxilliary variables (X+k ,Y
+
k ) = (x − x+k , y − y+k )
and (X−k ,Y
−
k ) = (x − x−k , y − y−k ). In the present treatment
we shall assume that |x+k − x−k |, |y+k − y−k | < pi; this restric-
tion can always be met by an appropriate translation of the
unit cell and provides a considerable notational convenience.
However, note that when computing the phase due to a given
N-vortex configuration it is in fact somewhat easier to fol-
low the procedure developed here for each vortex pair with-
out enforcing this requirement: Instead one can subsequently
7transform the phase θk for each vortex dipole according to
θk → θk − xH(|y+k − y−k | − pi) + yH(|x+k − x−k | − pi) to obtain
the correct result.
We proceed by first reducing the doubly-infinite summation
to a singly-infinite one by analytically summing over all pe-
riodic replicas of the unit cell in the x-direction. Explicitly
considering just the central row of unit cells in the figure, we
have for periodic replicas of the positive vortex
θ(row)k,+ (x, y) =
∞∑
m=0
atan
(
Y+k
2pim + X+k
)
−
∞∑
m=1
atan
(
Y+k
2pim − X+k
)
+ piH(X+k ) + f
+(y) . (4)
The penultimate term above represents the adjustment to the
angle obtained when “passing” a vortex in the x-direction [see
Eq. (3)]. The final term reflects the fact that the phase is only
defined up to a, possibly y-dependent, constant. Rearranging
the sums in Eq. (4) under a single summation sign we obtain
θ(row)k,+ (x, y) =
∞∑
m=1
[
atan
(
Y+k
2pim + (X+k − pi) − pi
)
−atan
(
Y+k
2pim − (X+k − pi) − pi
)]
+ piH(X+k ) + f
+(y) . (5)
This summation can be evaluated using a formula due to Ra-
manujan [56], giving
θ(row)k,+ (x, y) = −atan
[
tanh
(
Y+k
2
)
tan
(
X+k − pi
2
)]
+ piH(X+k ) + f
+(y) . (6)
An equivalent treatment for the negative vortex yields
θ(row)k,− (x, y) = atan
[
tanh
(
Y−k
2
)
tan
(
X−k − pi
2
)]
− piH(X−k ) + f −(y) . (7)
Summing over all the rows of unit cells (i.e., summing over
the y-direction) leads to the singly-infinite sum for the total
phase due to the dipole and all its periodic replicas
θk(x, y) =
∞∑
n=−∞
{
atan
[
tanh
(
Y−k + 2pin
2
)
tan
(
X−k − pi
2
)]
−atan
[
tanh
(
Y+k + 2pin
2
)
tan
(
X+k − pi
2
)]
+pi
[
H(X+k ) − H(X−k )
] }
+ f (y) , (8)
where f (y) = f +(y) + f −(y). The correct f (y) is determined
by the requirement that the phase be periodic in y, in the sense
that
θk(x, y + 2pi) = θk(x, y) + s2pi , (9)
for integer s. Keeping in mind this requirement, we differen-
tiate Eq. (8) w.r.t. y, yielding the y-component of the velocity
field
vyk(x, y) =
1
2
∞∑
n=−∞
[ − sin(X+k )
cos(X+k ) − cosh(2npi + Y+k )
+
sin(X−k )
cos(X−k ) − cosh(2npi + Y−k )
]
+ f ′(y) . (10)
Note that this differs from the standard point-vortex result [31]
only by the term f ′(y). To obtain appropriate point-vortex
physics, we therefore require that f ′(y) be equal to a con-
stant. Physically, this constant appears because of the restric-
tion [Eq. (9)] that θk should be a well-defined quantum phase,
a requirement not present in the classical point-vortex model.
Equation (10) can be integrated over a single period in y to
obtain the change in phase over the unit cell in this direction,
∆θk =
∫ 2pi
0
dyvyk(x, y)
=
1
2
∫ ∞
−∞
dy
[ − sin(X+k )
cos(X+k ) − cosh(Y+k )
+
sin(X−k )
cos(X−k ) − cosh(Y−k )
]
+
∫ 2pi
0
dy f ′(y) , (11)
where we have used the periodicity of vyk in order to replace
the infinite sum in Eq. (10) with infinite limits in the integral.
Evaluating both integrals, for constant f ′(y), gives
∆θk = x+k − x−k + 2pi f ′(y) . (12)
Hence, the minimal choice to recover periodicity in y is
f ′(y) = −(x+k − x−k )/2pi, yielding the final expression
θk(x, y) =
∞∑
n=−∞
{
atan
[
tanh
(
Y−k + 2pin
2
)
tan
(
X−k − pi
2
)]
−atan
[
tanh
(
Y+k + 2pin
2
)
tan
(
X+k − pi
2
)]
+pi
[
H(X+k ) − H(X−k )
] }
− x
+
k − x−k
2pi
y . (13)
In practice the sum in Eq. (13) converges rapidly, such that∑∞
n=−∞ →
∑5
n=−5 is sufficient.
Using the dipole result above for the case L = 2pi, the total
phase due to a neutral configuration of N vortices in a periodic
box of arbitrary side length L, with coordinate system (x˜, y˜) ≡
r˜, can be obtained by an appropriately scaled sum over all
dipoles
θtotal(x˜, y˜) =
N/2∑
k=1
θk(x, y) , (14)
where (x, y) = 2pi(x˜, y˜)/L, and the implicit vortex position
arguments to θk should also be appropriately scaled (i.e.,
8r j = 2pir˜ j/L). We have tested this expression for a wide vari-
ety of numbers, N, and individual configurations of vortices.
We find that the result is periodic with period L and, impor-
tantly, the velocity field ~∇θtotal/m associated with the phase
agrees exactly with the point-vortex result of Ref. [31], up to
the small velocity shift required to obtain a well-defined quan-
tum phase.
Finally, using Eq. (13) and Eq. (14) we construct the GPE
ansatz state for a neutral configuration of N vortices in a peri-
odic box of arbitrary side length L
ψ(x˜, y˜) = eiθtotal(x˜,y˜)
N∏
p=1
χ
(√
(x˜ − x˜p)2 + (y˜ − y˜p)2
)
, (15)
where χ(r˜) is the radial profile of an isolated quantum vor-
tex core [19], which we obtain numerically. To ensure the
cores are indeed suitably isolated, we enforce a minimum ini-
tial separation between vortices of 2piξ, where ξ is the heal-
ing length. Evolving this initial condition in the undamped
GPE, with no preparatory imaginary-time evolution or other
smoothing, leads to negligible density fluctuations during the
first part of the ensuing vortex dynamics, and no unphysical
dynamics at the boundary of the periodic cell. Hence, Eq. (14)
provides a suitable ansatz for an arbitrary N-vortex state (with
minimum inter-vortex distance 2piξ) in the homogeneous, pe-
riodic GPE.
II. POINT-VORTEX ENERGY SPECTRUM IN A PERIODIC
SQUARE DOMAIN
For N vortices at positions ri with charges κi in a periodic
square box of side Lξ, the stream function ϕ(r) obeys
− ∇2ϕ(r; {ri, κi}) = 2piξc
N∑
i=1
κiδ
(2)(r − ri), (16)
where 2piξc = h/m is the quantum of circulation and δ(2)(r) is
the two-dimensional Dirac delta.
Green’s functions provide a powerful method for obtaining
the stream function for superfluid vortices [57]. The stream
function can be derived as a sum of single-vortex Green’s
functions which obey
− ∇2G(r, ri, κi) = κiδ(2)(r − ri). (17)
Equation (17) has general solution under our periodic bound-
ary conditions
G(r, ri, κi) = κi
∑
k,0
eik·(r−ri)
L2ξ2k2
, (18)
where k = 2pi(nx, ny)/Lξ for nx, ny ∈ Z. Hence, the stream
function ϕ is given by
ϕ(r; {ri, κi}) =
N∑
i=1
∑
k,0
2piξcκi
eik·(r−ri)
L2ξ2k2
. (19)
The two dimensional velocity field v = ∇ × ϕzˆ is thus
v(r; {ri, κi}) =
N∑
i=1
∑
k,0
κi
2pic
L2ξ
ieik·(r−ri)
k2
(
ky
−kx
)
. (20)
Fourier transforming Eq. (20) to obtain
w(k; {ri, κi}) = 12pi
Lξ∫
0
Lξ∫
0
dr v(r; {ri, κi})e−ik·r, (21)
yields
w(k; {ri, κi}) =
N∑
i=1
κicξ
ie−ik·ri
k2
(
ky
−kx
)
. (22)
Hence the kinetic energy spectrum E(k) = mn0|w(k)|2/2, for
background superfluid number density n0, is given by
E(k) =
mn0c2ξ2
2k2
∣∣∣∣∣∣∣
N∑
i=1
κie−ik·ri
∣∣∣∣∣∣∣
2
,
=
mn0c2ξ2
2k2
N + 2 N−1∑
i=1
N∑
j=i+1
κiκ j cos[k · (ri − r j)]
 ,
=
NΩ0ξ4
2pi(kξ)2
1 + 2N
N−1∑
i=1
N∑
j=i+1
κiκ j cos[k · (ri − r j)]
 , (23)
where Ω0 = pi~2n0/mξ2 is the quantum of enstrophy [19].
While Eq. (23) gives the full form of the kinetic energy
spectrum, it is typically more practical to consider the an-
gularly integrated spectrum E(k). By assuming a continuum
limit and substituting kx = k cos(θk), ky = k sin(θk), and
xi − x j = ri j cos(θi j), yi − y j = ri j sin(θi j), one can obtain
the angularly integrated spectrum
E(k) = k
∫ 2pi
0
dθk E(k),
=
NΩ0ξ3
kξ
1 + 2N
N−1∑
i=1
N∑
j=i+1
κiκ jJ0(kri j)
 . (24)
To obtain an incompressible kinetic energy with the correct
ultraviolet asymptotics for vortices in a compressible quantum
fluid, one can follow the procedure of Ref. [19] and use an
ansatz for the vortex core density. This procedure leads to
an overall envelope function on the spectrum which is exactly
equivalent to the replacement (kξ)−1 → FΛ(kξ). Hence
Ei(k) = NΩ0ξ3FΛ(kξ)
1 + 2N
N−1∑
i=1
N∑
j=i+1
κiκ jJ0(kri j)
 , (25)
is the appropriate kinetic spectrum for N superfluid vortices
in a periodic square box, in the Gross-Pitaevskii description.
9III. ESTIMATES OF THE ONSAGER–KRAICHNAN
CONDENSATION ENERGY
Since, unlike the point-vortex model, the Gross-Pitaevskii
description of superfluid vortices is UV-convergent, it is inter-
esting to consider the predicted transition energy, E0, at which
the Onsager–Kraichnan condensate emerges. At the transition
point, ε = 0 , vortices are uncorrelated and the Bessel part of
the spectrum Eq. (25) averages to zero, leaving N times the
single-vortex spectrum. That is,
Eiε=0(k) = NΩ0ξ
3FΛ(kξ) . (26)
Integrating up to the largest available scale, one obtains the
estimate for the transition energy E0 = Eitot(ε = 0):
E0 =
∫ ∞
2pi/L
Ei(k)dk ≈ 4.324NΩ0ξ2 . (27)
However, this estimate neglects the discrete nature of the
modes around k = 2pi/L, and hence does not give a partic-
ularly accurate value for E0. A better estimate is obtained
by applying the core ansatz to renormalize the spectrum as a
function of k:
Ei(k) =
NΩ0ξ4FΛ(kξ)
2pikξ
1 + 2N
N−1∑
i=1
N∑
j=i+1
κiκ j cos(k · ri j)
 ;
(28)
similarly neglecting the cosine terms and summing over
the discrete modes k = (2pinx/L, 2piny/L) yields E0 ≈
4.735NΩ0ξ2. This estimate compares well with the average
value obtained directly from the uncorrelated N-vortex ansatz
state ψ (which uses the correct numerical vortex core solu-
tion, rather than the approximate ansatz implicit in FΛ) of
E0 ≈ 4.821NΩ0ξ2.
IV. DYNAMICAL EVOLUTION AND ROLE OF DAMPING
A. Damped Gross–Pitaevskii model
We model the dynamics of a compressible two-dimensional
BEC within the framework of the damped Gross-Pitaevskii
equation (dGPE) [44–46]
i~
∂ψ(r, t)
∂t
= (1 − iγ)
(
−~
2∇2⊥
2m
+ g2|ψ(r, t)|2 − µ
)
ψ(r, t) , (29)
where g2 =
√
8pi~2as/mlz, m is the atomic mass, as is the s-
wave scattering length, µ is the chemical potential, and lz is the
oscillator length associated with the (tightly confining) exter-
nal harmonic trap in the z-direction. As stated in our letter, the
dimensionless damping rate γ describes collisions between
condensate atoms and non-condensate atoms with chemical
potential µ. These collisions are an important physical process
in real 2D superfluids. A wide-ranging theoretical framework
FIG. 2. Dynamical PGPE evolution of a non-equilibrium neu-
tral 384-vortex configuration (initial point-vortex energy per vortex
ε(t = 0) = 6) towards an OKC state (see Fig. 2 of the main text).
(a): IKE spectrum, compared to the statistical equilibrium distribu-
tion for ε = 6 (grey shaded line, thickness indicates ±1 standard
deviation). The solid black line and magenta circles show the time-
averaged (over 500 natural time units µ/~) IKE spectrum obtained
from the PGPE simulation using the point-vortex spectrum (Eq. 3 of
main text) and the GPE, respectively. The dashed black line and cyan
squares show the equivalent quantities from the dGPE simulation at
the same time. (b): RCA decomposition (see main text) of the wave-
function in the PGPE simulation at time t = 4740µ/~: the emerging
OKC is clearly visible in the center of the field of view. (c): Compar-
ison of the ratios of the total incompressible (Ei) and compressible
(Ec) kinetic energies to the total kinetic energy Ei + Ec in the PGPE
(solid lines) and dGPE (dashed lines) simulations. In both cases, the
initial compressible kinetic energy is extremely small and fluctua-
tions due to numerical noise at high-k are visible in the spectrum.
At later times the compressible kinetic energy begins to grow, with
faster growth occurring in the PGPE case. However, in both cases
the compressible energy constitutes well below 5% of the total ki-
netic energy throughout the simulation. (d): Time-averaged absolute
charge of the largest vortex cluster, |κc|max, for the PGPE (solid line)
and dGPE (dashed line) simulations. Although the exact dynamics
are different due to the chaotic nature of the vortex trajectories, both
simulations show |κc|max clearly moving toward the values expected
in statistical equilibrium (shaded area).
for dealing with these effects at different levels of approxima-
tion is provided by c-field theory [46]. Within this framework,
the dGPE is obtained as a low-temperature approximation to
the simple growth form [58] of the stochastic projected Gross-
Pitaevskii equation (SPGPE) [59] by neglecting thermal noise,
but retaining dissipation in the form of the rate γ.
The dGPE, with γ treated as a more-or-less phenomeno-
logical parameter, has been widely-used as a description of
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finite-temperature Bose-Einstein condensates. Viewed phe-
nomenologically, the dGPE’s key advantage is that it incorpo-
rates some of the dissipative physics lying beyond the zero-
temperature GPE, while remaining computationally tractable
even for large, complex systems [60]. Within such a phe-
nomenological treatment one can also attempt to heuristically
include other effects by adjusting γ; for example in the case of
the 2D dGPE considered here one might expect that the effects
of coupling to compressible dynamics in the tightly-trapped z-
direction could be phenomenologically captured by a higher
effective damping rate γ. However, we emphasize that within
the c-field approach γ can be calculated a priori from exper-
imental parameters, and typically has a value of order 10−4
[19]. In this context, the dGPE simulations presented in our
letter go beyond a phenomenological description. Indeed, re-
cent works have shown that the dGPE can still give a qualita-
tively accurate picture of vortex dynamics in oblate-geometry
persistent current formation experiments even at considerably
high temperatures compared to Tc [25, 61].
The dynamical effects of the dissipation in the dGPE in the
presence of quantum vortices are twofold: Firstly, the dissi-
pation introduces a direct correction to the equations of mo-
tion for quantum vortices in a completely homogeneous back-
ground [62], introducing a velocity correction for each vor-
tex proportional to γ times the original (Hamiltonian) veloc-
ity. Secondly, the dissipation suppresses compressible energy
at high wavenumbers k. Indeed, this effect is in some ways
analogous to the effect of viscosity in the classical Navier-
Stokes equations [19]. The appearance of dissipative effects
predominantly at wavenumbers k > ξ−1 was confirmed nu-
merically in simulations of beyond-mean-field dynamics us-
ing the Hartree-Fock-Bogoliubov description [63]. For the
small value of γ = 10−4 used in our simulations the first of
these effects is expected to be negligible over the integration
time we consider (t < 104µ/~). Thus, we expect damping to
leave the vortex dynamics largely unaffected, while supress-
ing sound energy at high k, and we expect our dGPE results
for the vortex degrees of freedom to correspond closely to the
Hamiltonian case.
B. Relation to Hamiltonian (projected Gross–Pitaevskii) model
While the dissipative finite-temperature effects captured by
the dGPE are likely to be present to some degree in any experi-
mental realization of dynamical OKC formation, it is nonethe-
less interesting to consider what happens in the Hamiltonian
case γ = 0 numerically. Doing so provides confirmation that
the vortex dynamics remain quantitatively similar in their sta-
tistical properties, and that dynamic OKC formation remains
possible, in the limit of zero-temperature.
However, simulating the Hamiltonian evolution in a large,
highly turbulent system is a significant numerical challenge.
In the absence of damping, compressible energy transferred
to high k by the turbulent dynamics is not dissipated and must
continue to be spatially and temporally resolved by the nu-
merical method. This numerical challenge is similar to that
of simulating condensate formation and inverse energy cas-
cade in two-dimensional classical fluids [29, 43, 64, 65]. As
the central numerical difficulty lies in the aliasing of high-k
modes by the pseudospectral method [66], the projected GPE
(PGPE) [53–55] is the appropriate framework for long-time
simulations of Hamiltonian turbulence in a BEC. Within a c-
field framework, the projector in the PGPE formally arises
from quantum mechanical considerations; however, it is also
directly connected to dealiasing procedures used in turbulent
Navier–Stokes simulations (often in conjunction with a phe-
nomenological hyperviscosity) [66–68].
Due to the large amount of computational time necessary
for Hamiltonian simulations [69] we have integrated the equa-
tions of motion up to the time t ' 5000µ/~, by which time
the onset of OKC is clear in several measures. Figure 2
shows our results for the case ε(0) = 6, obtained using a
Fourier pseudospectral method for the undamped PGPE on
a 40962-point spatial grid with adaptive 4th–5th order Runge-
Kutta timestepping (relative error tolerance 10−6). See also the
movies of dGPE and PGPE evolution accompanying this sup-
plemental material. These results confirm the predictions of
the dGPE [computed on a spatial grid of 20482 points without
a projector, with the same timestepping scheme], illustrating
that dynamical OKC formation also occurs in the Hamiltonian
case.
