The inverse problem for Schrödinger operators on metric graphs is investigated in the presence of magnetic field. Graphs without loops and with Euler characteristic zero are considered. It is shown that the knowledge of the Titchmarsh-Weyl matrix function (Dirichletto-Neumann map) for just two values of the magnetic field allows one to reconstruct the graph and potential on it provided a certain additional no-resonance condition is satisfied.
Introduction
Differential operators on metric graphs is a rapidly developing area of modern mathematical physics attracting the attention of a large scientific community, especially during recent years. Such operators were used by theoretical physicists in order to describe quantum transport in small rings and in other simple networks, for example in the presence of magnetic field [4, 5, 6, 19, 20, 69, 71, 73] . Quantum oscillations discovered in such systems have now been observed experimentally (see for example [34, 68, 72] ). Many papers are devoted now to rigorous studies of second order differential operators on graphs and their spectral and scattering properties are rather well-understood from the mathematical point of view [22] [23] [24] [25] 29 [12, 45, 46, 64] . These studies show clearly that methods originally developed for both ordinary and partial differential operators can be applied successfully. One may observe a striking similarity to differential operators on Riemannian manifolds, but operators on graphs possess non typical properties as well. We mention just two such phenomena:
(i) The operators on graphs may have eigenfunctions vanishing on certain edges, i.e. the null-sets may have non-zero Lebesgue measure. (ii) The scattering matrices may exhibit total reflection, i.e. the reflection coefficients may have absolute value equal to one.
To solve inverse problems one may use different techniques originally developed for partial and ordinary differential equations, but certain modifications are needed. In our opinion many difficulties in solving the inverse problem are related to the special properties of equations on graphs mentioned above. This paper, devoted to the solution of the inverse problem for graphs with zero Euler characteristic, is an illustration to the above statement. The inverse problems for differential operators on graphs have been studied from the beginning of the 80s. Such problems in fact contain three entirely connected problems:
(i) reconstruction of the metric graph; (ii) reconstruction of the differential operators on the edges (real potentials in the case of the Schrödinger operator); (iii) reconstruction of the boundary conditions at the vertexes.
It has been realized that the inverse problem in general does not have unique solution [11, 33, 50] . Several articles are devoted to the solution of the inverse problem in the case of trees [2, 7, 8, 10, 16, 29, 30, 36, 37, 41, 74-76] and this problem is rather well developed, even if certain questions still remain open. For example it is not clear how to reconstruct the boundary conditions in the case other than the star graph. The methods used to solve this problem are almost one-dimensional, which is related to the fact that on trees one may consider Cauchy problem (which is often impossible if the graph possess cycles). An illustration to this statement is the article [2] , where it has been shown that the inverse problem for trees can be solved if the reduced by one dimension Titchmarsh-Weyl function (Dirichlet-to-Neumann map) (see Section 4·1 for the precise definition) is known, i.e. the Titchmarsh-Weyl matrix function associated with all except one boundary vertex. That paper is based on the generalization of Boundary Control method [9] , which in the case of dimension one is closely connected with the inverse scattering approach based on the A-amplitude [3, 31, 65, 70] .
The inverse problem for graphs with cycles is not so well understood and only few partial results are known. Probably the most interesting result obtained so far is that the spectrum of the Laplace operator (differential operator −d 2 /dx 2 on the edges with standard matching conditions (2·3) at the vertexes) uniquely determines the underlying graph, provided the lengths of the edges are rationally independent. This fact was first proved by B. Gutkin, T. Kottos and U. Smilansky in [33, 44] and improved later by P. Kurasov and M. Nowaczyk in [47, 49, 59] . To prove this fact, the trace formula, first considered by J.-P. Roth [67] , has been used. Rigorous treatment of the problem allowed one to establish another important fact, namely that the spectrum of a Schrödinger operator on a compact finite graph determines the Euler characteristic of the underlying geometric graph. The Euler characteristic χ is equal to M − N , where M is the number of vertexes and N is the number of edges. It gives in particular the number of generators in the fundamental group and is deeply connected with the index theory [26] . In addition the total length of the graph can trivially be calculated from the spectral asymptotics which is of Weyl type. One may say that the size and complexity of the graph is uniquely determined by the spectrum of the Schrödinger operator on it. It has been proved by V. Kostrykin and R. Schrader [43] , that for almost all boundary conditions the scattering matrix uniquely determines the graph and its metric structure. Similarly L. Freidlander proved in [25] , that the spectrum of operators on metric graphs is generically simple. These papers do not give any explicit criteria which guarantees the unique solvability of the inverse problem.
The situation with the second inverse problem mentioned above (concerning recovering of the potential) is even more complicated. Of course the Titchmarsh-Weyl matrix allows one to calculate the potential on all boundary edges and even on all branches (this follows directly from the results of [2] ). On the other hand calculation of the potential on the graph's kernel (the part of the graph which remains when all branches are cut away, see Section 2·1 for details) is a difficult problem. The only fact known to the author is that in general the potential cannot be reconstructed if the graph has a loop [62] , or if the kernel has internal symmetries [13, 50] .
The problem to recover the matching conditions in the presence of cycles has been studied in [43] , where it was shown that the boundary conditions generically can be recovered up to trivial gauge transformation. As will be shown for magnetic Schrödinger operators, introduction of the magnetic potential is equivalent to a certain change in the matching conditions. Therefore in this paper we restrict our consideration to the case of standard matching conditions.
We note that for a class of second order differential operators the inverse problem has been considered in [21] . Any differential operator on a metric graph can also be seen as a multichannel operator. The corresponding inverse problem was studied recently by Yu. I. Lyubarskii and V. A. Marchenko [53] .
In this paper we suggest a completely new approach to the inverse problem for graphs. Since the Titchmarsh-Weyl matrix, or Dirichlet-to-Neumann map, appeared to be an efficient tool to solve the inverse problem on graphs, we are going to discuss the possibility of recovering the graph and potential on it from this matrix which is going to play the role of spectral data. As the counterexamples show, these data are not enough to solve the inverse problem [13, 33, 62] . Therefore we are going to extend the set of spectral data by introducing a magnetic field. It is not so hard to show that the spectrum of the magnetic Schrödinger operator on a metric graph does not depend on the particular form of the magnetic field, but does depend on the fluxes of the magnetic field through the cycles in the graph (see Proposition 2·1). Therefore it is natural to ask the question whether the inverse problem can be solved if the Titchmarsh-Weyl function is known for different values of the magnetic flux. One may think about an experimenter measuring the Dirichlet-to-Neumann map for graphs first without any magnetic field, and then in the presence of the magnetic field. We give an exhausting answer to this problem in the case of the simplest graphs having just one cycle (i.e. Euler characteristic equal to zero). It appears that if the graph contains a loop, then the potential on the loop in general cannot be recovered even from the extended set of spectral data described above, also the freedom allowed is reduced. On the other hand, for graphs without loops the potential is determined by the new spectral data, but under certain no-resonance conditions. It is striking that this no-resonance condition is closely related to the properties of differential operators on graphs described above (see Section 7·2). We consider our studies as a first step in the research programme aiming to solve the inverse problem for graphs with arbitrary Euler characteristic. One may see direct relations between our studies and classical inverse spectral results in dimension one. It is well known that the potential in the Sturm-Liouville operator on a finite interval is uniquely determined by two spectra: Dirichlet-Dirichlet and Dirichlet-Neumann spectra for example [14, 15, 51, 52, 54, 55, 63]. As we have already mentioned, introduction of the magnetic field corresponds to the change in the boundary condition. Therefore our results can also be formulated as the potential that the graph is uniquely determined by the Titchmarsh-Weyl function given for different matching conditions, but allowed change in the matching conditions is not arbitrary and this makes the problem difficult. (Otherwise one may consider the matching conditions decomposing the graph into the set of independent intervals and use the above mentioned classical result for finite intervals.)
Our approach is based on the combination of the Boundary Control method applied to trees, as it was developed in [2] , and the classical inverse spectral problem for periodic Schrödinger operator developed by V. A. Marchenko and I. V. Ostrovsky [56, 57] and extended later in [27, 28] . Therefore, after presenting the main definitions in Section 2 we describe the fascinating Marchenko-Ostrovsky theory in Section 3. We do not plan to prove all necessary facts, but we try to explain the motivation behind and reformulate the main theorem in the form suitable for our purposes. In Section 4 rigorous definition of the Titchmarsh-Weyl function is given and its relations to the dynamical Dirichlet-to-Neumann map are clarified. Using the response operator we prove in Section 5 that the branches of the graph and the potential there can be recovered from the Titchmarsh-Weyl function. In Section 6 we consider the two simplest graphs having cycles proving that potential in general cannot be reconstructed even using the described set of spectral data. Section 7 is devoted to our main example: the graph formed by one cycle and two edges attached to it. It appears that this graph and the potential on it can be reconstructed uniquely under a certain mild no-resonance condition. Relations between the no-resonance condition and scattering properties of the graph are discussed as well. In the last section we discuss generalization of these uniqueness theorem to the case of arbitrary graphs with Euler characteristic zero. It is important to underline that we not only prove uniqueness results, but give explicit reconstruction algorithms.
Magnetic Schrödinger operator

2·1. General definitions
In this section we give a definition for the magnetic Schrödinger operator with standard matching conditions. Let be a metric graph obtained by taking N intervals (edges) j = [x 2 j−1 , x 2 j ] ⊂ R and separating the set of end points
The equivalence classes will be called vertexes and the endpoints belonging to the same equivalence class are identified. Since every interval is a subset of the real line R, one natural distance can be introduced on leading to the natural notion of a continuous function. Note that even functions discontinuous at the vertexes will be considered. For such functions f (x j ), j = 1, 2, . . . , 2N will denote the limits taken from inside the corresponding interval. A graph is called connected if there is a continuous path connecting any two points on it. Almost all graphs considered in this paper are formed by a finite number of compact intervals. The space of square integrable functions L 2 ( ) possesses the decomposition
and therefore does not 'feel' the connectivity of the graph.
The number of elements in an equivalence class (vertex) V m is called valence and in the case of no loops it is equal to the number of intervals that are meeting each other in the vertex. By a loop we mean an edge with both endpoints belonging to the same vertex (see Figure 2) .
Geometric properties of a graph are characterized first of all by the number of connected components, the Euler characteristic χ = M − N and the total length L = Every finite metric graph can be seen as a kernel (containing no vertexes of valence one) and several branches (metric trees) attached to it. The graph's kernel can be obtained by pruning the original graph and sometimes is called reduced graph.
Definition 1. The boundary ∂ of a metric graph is the set of all vertexes having valence one, i.e. connected to a single edge.
All edges connected by one end point to a boundary vertex are called boundary edges. The operation of deleting all boundary edges in a graph is called pruning. It will be convenient to agree that pruning the graph formed by just one edge we get the trivial graph formed by just one vertex and having no edges. It is clear that pruning does not change the Euler characteristic of the graph. Applying pruning several times we get a graph without vertexes of valence one. This graph to be denoted by ker is uniquely determined by and is called the kernel of , or reduction of . For trees the kernel is given by the trivial graph.
The vertexes of the kernel to which some of the deleted during pruning edges were attached will be considered as contact vertexes, i.e. the vertexes through which the graph can be investigated (see Section 4·1 for definition). Consider any deleted edge connected by one end point to the kernel. Let us identify all deleted edges connected to the other end of this edge. Continue this procedure to get a metric tree having the first edge as a root. Every such tree will be called branch. Hence the original graph can be obtained by adding a finite number of branches to its kernel. Note that several branches may be attached to the same contact point.
Another way to see the kernel is using basic cycles. Every graph can be turned to a tree by deleting several edges. Let us associate with each such edge the minimal cycle lying on the original graph. Then the kernel of contains all basic cycles and all shortest paths connecting them.
All vertexes on the graph are divided into two non intersecting classes: boundary and internal vertexes. These classes of vertexes are going to play slightly different roles in our studies. The differential operator will be defined on the set of functions satisfying certain conditions at the vertexes of both types. We are going to investigate the dependence of the spectrum upon the conditions at the boundary. Conditions at the internal vertexes will be fixed. In order to underline this difference conditions at internal vertexes will be called matching conditions, whereas the name boundary conditions will be reserved for the conditions at the boundary vertexes.
The magnetic Schrödinger operator L = L q,a is determined by (electric) potentials q and magnetic potential a
It is defined by the differential expression
on the domain of functions ψ from the Sobolev space W 
where ∂ψ(x j ) is the extended derivative at the point x j defined as follows
Note that these derivatives include the values of the magnetic field at the end points of the interval in contrast to normal derivatives which are suitable to describe matching conditions in the case of zero magnetic field (see formula 2·9 below for definition). Standard boundary conditions (i.e. at the boundary vertexes) imply that the corresponding extended derivatives are zero and do not provide any restriction on the function's value. The operator so defined is self-adjoint and its spectrum is pure discrete, since this operator is a finite rank perturbation (in the resolvent sense) of the orthogonal sum of operators on separated intervals with say Dirichlet boundary conditions at the end points [1] .
2·2. 'Elimination' of the magnetic field
It is well known that magnetic field does not play any essential role in dimension one, i.e. it may be eliminated by a certain unitary transformation. Therefore consider the following unitary transformation in
(2·5) Let us calculate the differential operator obtained by the corresponding similarity transformation
Direct calculations show that the differential expression transforms as follows
On the other hand we have
e. x j is a left end point, and
e. x j is a right end point. Here we introduce the following notations:
(i) the phase φ n is the integral of the magnetic field over the interval
(ii) ∂ n denote the normal derivatives 
Summing up the operator U L q,a U −1 is given by the differential expression with zero magnetic field, but as a compensation the functions from the domain satisfy conditions (2·10) instead of the standard conditions (2·3), unless φ n = 0|mod2π. We have proved that the spectrum of the operator L q,a does not depend on the particular form of the magnetic potential a, but is determined by its integrals φ n = n a(x) dx. It is natural to introduce the following notation
The inverse problem for the operator L q,{φ n } will be studied in what follows. The unitary transformation (2·5) is defined without paying any attention to the connectivity of and therefore is not optimal for certain classes of graphs. For example for trees it is natural to consider the following transformation. Let us denote by x 1 one of the boundary vertexes to be called the root. Then points on the edges can be parameterized by the distance from the root x 1 . Consider the unitary transformation
where the integral is taken along the shortest path connecting x 1 and x. The operator
coincides with the Schrödinger operator −d 2 /dx 2 + q defined on the functions from W 2 2 ( \ V) satisfying standard matching/boundary conditions (2·3) at all vertexes. In other words the operators L q,0 and L q,a are unitary equivalent and therefore all operators L q,a with different magnetic potentials a and the same potential q have the same spectrum. We have just proved that in the case of trees the magnetic field can be eliminated completely.
The described transformation cannot be uniquely extended for graphs with cycles and moreover is not always the most appropriate one. The reason is that the corresponding Titchmarsh-Weyl matrix function is different for the operators L q,a and L q,{φ n } (see Subsection 4·1 for the definition of Titchmarsh-Weyl function for graphs). For the studies involving Titchmarsh-Weyl function it is more convenient to consider such parameterization of that all boundary vertexes are given by x j with odd values of j. In this case transformation (2·5) preserves the Titchmarsh-Weyl matrix.
The following statement is rather straightforward (see [42] where similar results are discussed).
PROPOSITION 2·1. Let be a finite compact metric graph and let the potentials q and a satisfy (2·1). Then the spectrum of the magnetic Schrödinger operator L q,a is pure discrete and does not depend on the particular form of the magnetic field, but just on the fluxes j of the magnetic field through the cycles C
j j = C j a(x) dx.(2·14)
On the inverse spectral problem for the periodic Sturm-Liouville operator
In what follows we shall see that the spectral problems on graphs are entirely connected with the spectral problems for corresponding periodic Sturm-Liouville operators. Therefore we are going to use the language developed for such operators to study the inverse spectral problems on graphs. For the sake of simplicity we consider the interval [0, π] in this subsection and assume that q ∈ L 2 ([0, π]). The potential q can be extended periodically with the period π to a real valued locally square integrable function on the whole axis R. The corresponding Sturm-Liouville operator will be denoted by L To study the spectrum of this operator one introduces the transfer matrix T (a, b; k) connecting the Cauchy data at points a and b
where ψ is any solution to the eigenfunction equation
The transfer matrix has unit determinant. The trace of the transfer matrix Tr (T (0, π; k)), so-called Lyapunov function, plays a very important role in the spectral theory of the operator L per q , therefore we introduce the notations
where t i j are the entries of the matrix T. (In what follows writing the matrix T and its entries we are going to omit the first two arguments for simplicity.) The functions u ± (k) are even entire functions of exponential type not larger than π, real on the real axis. The operator L per q commutes with the translations over the period and therefore all its eigenfunctions are quasiperiodic
where θ ∈ [−π, π] is the quasimomentum. The spectrum of the periodic operator is pure absolutely continuous and is formed by several bands separated by a finite or infinite number of forbidden gaps. A point λ = k 2 belongs to the spectrum of L per q if and only if there exists a real θ such that e iθ is an eigenvalue of the transfer matrix T (k)
In other words the spectrum of L per q is determined by the Lyapunov function and coincides with the set of positive λ satisfying
To calculate the spectrum of the operator L per q it is enough to study the spectra of different boundary problems for differential equation (3·2) on the interval [0, π].
In the rest of section we are going to discuss different eigenvalue problems associated with (3·2). Let us denote byμ 0 , μ 2 ,μ 2 , . . . , μ 2k ,μ 2k , . . .
the eigenvalues of the corresponding periodic
and antiperiodic
problems respectively. Then the sequence of intervals
form the spectrum of the operator L per q . Note that few or even all forbidden gaps may be empty. In accordance with the assumptionμ 0 = 0.
Let us denote by
. . the eigenvalues of the Dirichlet-Dirichlet problem
The numbers k j are precisely the zeroes of the function t 12 (k). It is possible to prove that Dirichlet-Dirichlet eigenvalues are situated in the forbidden gaps
In the case of vanishing gap the corresponding eigenvalues of the periodic or antiperiodic and Dirichlet-Dirichlet problems coincide. In [56] the following theorem is proved:
For the sequences
to be the spectra of periodic and antiperiodic boundary value problems generated on the
is necessary and sufficient that there exist a sequence of real numbers h j
such that
where the function z(θ) effects a conformal mapping of the region
into the upper half-plane, normalized by the conditions
We refer to [56] for the proof which is based on the investigation of the function
The function θ(k) generalizes the notion of the quasimomentum introduced in (3·4). The hard analysis consists in proving that there exists a potential q such that u + is its Lyapunov function, i.e. it is related to the corresponding transfer matrix via (3·3). It has been shown by B. M. Levitan and M. G. Gasymov [52] that the potential can be reconstructed from the spectra of the Dirichlet-Dirichlet (see (3·10)) and Dirichlet-Neumann
problems. The eigenvalues of the Dirichlet-Neumann problem are given by the zeroes of the entire function t 22 (k). Hence, the potential q is uniquely determined by the functions t 22 and t 12 .
Assume the Lyapunov function u + is known. The eigenvalues of the Dirichlet-Dirichlet problem are not determined by it and therefore can be chosen as parameters describing the family of potentials having the same Lyapunov function. Consider arbitrary real points λ j = k 2 j satisfying (3·11). At these points both the sum and the product of the functions t 11 (k j ) and t 22 (k j ) are known
Then the values of the function u − at the same points k j can be recovered up to the sign ν j
Choosing the signs ν j , j = 1, 2, . . . in arbitrary way we may reconstruct the function u − (k), since it is an entire function of exponential type not larger than π. Then the main result of [56] can also be formulated as (see also [57, 
can be uniquely parameterized by the sequence of λ j of arbitrary real numbers satisfying (3·11) and by the sequence of signs ν j = ±1. The numbers λ j coincide with the eigenvalues of the Dirichlet-Dirichlet problem and ν j determine the signs of u − (k j ), k 2 j = λ j . This, a slightly stronger, Proposition is proved in [56] , but the result is not formulated explicitly there. It was suggested in [57] to call the following two sets the spectral data for the Hill operator
and
Note that the spectral pointsμ 0 , μ j ,μ j , j = 1, 2, . . . , cannot be chosen arbitrarily but have to satisfy the restriction given by Proposition 3·1. (See [27, 28] where this arbitrariness is discussed in details.) On the other hand the sequences {λ j } and {ν j } can be chosen arbitrarily, of course subject to the condition (3·11).
In the case where a forbidden band disappears (μ j 0 = μ j 0 ) the corresponding DirichletDirichlet eigenvalue is uniquely determined λ j 0 = μ j 0 and u − (k j 0 ) = 0, which implies that no extra sign parameter is needed. Hence in the case of finite-zone potentials the corresponding family is described by a finite number of parameters. (Periodic Schrödinger operators with a finite number of forbidden gaps have been studied by A. R. Its and V. B. Matveev [38, 39] .) Otherwise the number of parameters is infinite. Remark 1. Proposition 3·2 implies that the potential is uniquely determined by the Lyapunov function u + and the Dirichlet-Dirichlet spectrum only in the case of constant potential. In the case of finite-zone potentials the number of equivalent potentials is also finite.
Titchmarsh-Weyl matrix and the dynamical response operator
To solve the inverse problem for the Schrödinger operator on a metric graph one may use the relation between the Titchmarsh-Weyl matrix and the dynamical response operator. In this section we are going to define these notions rigorously and discuss their properties.
4·1. The Titchmarsh-Weyl matrix
The classical Titchmarsh-Weyl function describes the relation between the boundary values for a square integrable solution to the stationary Schrödinger equation on the half-axis. It is a Nevanlinna function and it encodes all spectral properties of the differential operator. We are going to generalize this definition for the case of metric graphs. The TitchmarshWeyl function is nothing else than the Dirichlet-to-Neumann map proved to be an efficient tool in solving inverse problems. Assume that the graph can be investigated by looking at the values of the functions at several vertexes from a subset V ⊂ V. These vertexes will be called contact vertexes and can be seen as the vertexes through which the graph may be approached. Let us denote these vertexes by γ j , j = 1, 2, . . . , M, M M. Consider the solution to the differential equation
satisfying the standard matching/boundary conditions (2·3) at all vertexes from V \ V and the following conditions at the contact vertexes
where δ i j is Kronecker's delta. This solution exists and is unique, since the homogeneous problem (corresponding to the boundary conditions ψ j (γ i , λ) = 0, i = 1, 2, . . . , M) has only trivial solution. Let us denote by M i j (λ) the sums of extended derivatives (given by (2·4)) of the function ψ j at the contact vertex γ i
We introduce the boundary maps B 0,1 defined on the functions that are continuous and are C 1 in a neighborhood of the boundary, respectively
connects the boundary values of any function ψ solving (4·1) and satisfying standard matching/boundary conditions (2·3) at all vertexes from V \ V
The matrix M(λ) is called the Titchmarsh-Weyl matrix function for the graph , or in short TW-function. From the definition we see that the TW-function is nothing else than the Dirichlet-to-Neumann map for the boundary value problem associated with the operator L q,a . M(λ) is a Nevanlinna matrix function. To prove that it has positive imaginary part for Iλ > 0, take any function ψ as above, then it holds
The last formula implies that IM(λ) 0 provided Iλ > 0, since the vector B 0 ψ can be chosen arbitrarily.
TW-function's dependence on the magnetic field is rather simple: it is independent of the particular form of the magnetic field, but do depend on the integrals φ n given by (2·8). This can be seen by applying the unitary transform (2·5). Note that the TW-function may be changed under such transformation. If all contact vertexes belong to the boundary of the graph (and the graph contains more than one edge), then parameterizing the boundary edges in the direction inside the graph we get operator L q,{φ n } with precisely the same TW-function as the original operator. The TW-function for the operator L q,{φ n } = U L q,a U −1 is defined analogously by considering the solutions to the equation
satisfying matching/boundary conditions (2·10) at vertexes from V \ V and condition (4·2) at the contact points. Then the matrix element M i j (λ) is given by formula similar to (4·3) with the extended derivatives substituted by the normal ones. Every such function possesses Riesz-Herglotz representation ([32, theorem 5·4])
where C = C * , D 0 and is a matrix valued positive measure satisfying
Then the following estimate holds
where C( ) ∈ R + is a certain positive constant.
4·2. The response operator
Consider the solution to the wave equation on the graph
satisfying trivial initial data
standard matching/boundary conditions (2·3) at all vertexes from V \ V and the Dirichlet boundary control (4·12) is unique and can be constructed by considering waves on the intervals like it has been done in [2] . It depends on the vector
4·3. On the relation between the Titchmarsh-Weyl matrix and the dynamical response operator
Consider any vector valued function f ∈ C ∞ 0 ((0, T ), C M ) and its inverse Fourier transform
The function F is analytic in Ik > 0 and decreases faster than any polynomial, i.e. the following estimate holds
for any α > 0 and a certain C α ∈ R + . Let ψ be a solution to the differential equation
that satisfies matching/boundary conditions (2·10) at all vertexes from V \ V and conditions
on V. The vector B 1 ψ(k) (of 'extended' derivatives) can be calculated using TW-matrix
On the other hand this function allows one to solve the problem (4·10), (4·11), (4·12)
and therefore to calculate the dynamical response operator
The convergence of the integral follows from estimates (4·9) and (4·14). Hence the Titchmarsh-Weyl matrix M(λ) and the dynamical response operator R T taken for all T > 0 are in one-to-one correspondence.
It is straightforward to see that the response operator may be used to reconstruct the potential on the boundary edges [2, 3] . In the following section we are going to show, that it determines all branches of the graph and potential there if the set V includes all boundary points. In this way we shall prove that the TW-function determines the branches on the graph and essentially determines the TW-function associated with graph's kernel.
Reconstruction of the branches from the response operator
It was shown that in the case of trees, standard matching conditions and no magnetic field to reconstruct the graph and the potential q it is enough to know the TW-function reduced by one dimension [2] . In this section we generalize these results for the case where the magnetic field is present and the graphs may have cycles. We follow ideas from [2] , but certain obvious modifications of the results presented there are needed. It will be shown that the knowledge of the TW-function allows one to reconstruct graph's branches and the potential q there. In addition the TW-function corresponding to the kernel of the graph can be reconstructed up to similarity transformation including a certain diagonal unitary matrix. The problem to reconstruct graph's kernel and potential on it will be discussed in the following sections.
We start by extending The proof is almost identical to the proof of [2, lemma 3·1]. One needs just to carry out the unitary transformation (2·5) and take into account that the reflection from the vertex described by matching conditions (2·10) and standard ones are identical.
Hence the knowledge of the diagonal part of the response operator allows one to reconstruct all boundary edges, the potential q on these edges and valencies of all vertexes which are end points of the boundary edges. In the next step we need to identify which boundary edges are connected to each other forming sheafs. 
where T is taken sufficiently large. In this way we may identify the whole sheaf of boundary edges attached to the vertex containing x 2 . If the propagation time is equal to d 1 , then the graph consists of just one edge. If no neighboring edges are found, then the shortest edge is attached directly to the kernel of the graph . The sheaf consists of just one edge in this case.
Repeating the same procedure for the remaining boundary edges we get the next set of boundary edges having the same end point. Finally all possible connections will be identified and we end up with separating all boundary edges into equivalence classes which we call sheafs.
This Lemma implies that we may determine the number of vertexes in the pruned graph obtained by cutting away all boundary edges from . The vertexes in to which the sheafs of boundary edges from were attached will be considered as contact vertexes, denoting the corresponding set by V . For sure all boundary points from ∂ belong to the set V , but it may happen that few of the contact vertexes are internal vertexes for . We may also determine which of the contact vertexes do not belong to ∂ . This can be done by comparing the number of edges in the sheaf with the valence of the vertex to which the sheaf is attached.
Having in mind applying pruning procedure several times it is natural to use the following convention. Assume that is a metric graph with the set of contact vertexes V which includes all boundary vertexes. Consider the pruned graph . We shall agree that the set of contact points V contains all vertexes to which the cut off edges were attached as well as all internal contact points from V. It is clear that with this convention the set of internal contact vertexes is increasing at the same time as the number of boundary points is decreasing. This shows another one time that pruning a graph sufficiently many times we shall get a graph without boundary edges, but with several internal contact vertexes.
The boundary control method allows one to reconstruct the Titchmarsh-Weyl matrix for the pruned graph but up to a certain unitary diagonal matrix.
LEMMA 5·3. Let be a metric graph with at least one boundary point. Let L q,a be a magnetic Schrödinger operator in L 2 ( ), V be a set of contact vertexes which includes all boundary vertexes V ⊃ ∂ and M(λ) be the corresponding Titchmarsh-Weyl matrix function. Then the Titchmarsh-Weyl function for the pruned graph is uniquely determined up to similarity transformation with a certain diagonal unitary matrix.
Proof. Without loss of generality we may assume that the sheafs of boundary edges are cut away one after another. Let us denote by γ 1 , γ 2 , . . . , γ M the contact vertexes in . Consider the graph˜ obtained from by deleting the sheaf of boundary edges connected to the last l boundary points. The contact vertexes for˜ arẽ
i.e. just one contact vertex is new andM = M − l + 1 is the number of contact vertexes in˜ .
It will be convenient to use the parametrization so that the edges forming the disappearing sheaf are n = [x 2n−1 , x 2n ], n =M, . . . , M. The end points with odd indexes are the boundary points γ n ,M n M and the end points with even indexes belong to the same vertex to be denoted by V 1 , which is becoming the contact vertexγM for the graph˜ .
Consider the functions ψ j andψ j , which are used to calculate the entries M i j (λ) andM i j , respectively. These functions are solutions to equation (4·1) on (respectively˜ ) satisfying the boundary conditions ψ j (γ i ) = δ i j (respectivelyψ j (γ i ) = δ i j ). Lemma 5·2 states that the diagonal of the Titchmarsh-Weyl function determines the potential on the boundary edges including n , n =M, . . . , M. Consider the solutions u nj to the second order differential equations on the boundary edges
satisfying the same Cauchy data as the functions ψ j
These functions allow us to calculate the value of the functions ψ j (V 1 ) provided at least one of the phases φ n =
To calculate the last column inM(λ) let us take into account that the functionψM is proportional to ψ MψM
It follows that the last column is given bỹ
where the phases φ n − φ M are given by (5·2). The second formula follows directly from the balance of extended derivatives at V 1
Note that formula (5·4) contains one unknown phase φ M . To calculate the other entries inM(λ) consider the functions ψ j , j = 1, 2, . . . ,M − 1 and ψ M . The solutionψ j is given bỹ
To verify this equality one should take into account that the function on the right hand side is equal to zero atγM and satisfies the necessary conditions at all other contact vertexes of . The remaining entries ofM(λ) can be determined now:
The TW-functionM(λ) is not reconstructed uniquely but rather depends on the phase 4 ) is uniquely determined up to multiplication by the factor including the integral of the magnetic potential along the path connecting the contact vertexγ j to the boundary ∂ . Hence the corresponding TW-functionM(λ) is calculated up to similarity transformation including unitary diagonal matrix, as it has been shown for graphs pruned just one time.
Generalization of this method to the case where a finite number of prunings is needed is straightforward.
Remark 2. The theorem holds also in the case where the contact vertexes for include certain internal vertexes.
The theorem implies that operators on trees can be reconstructed from the reduced TWmatrix obtained from M(λ) by deleting say the last column and the last row associated with root of the tree. The reconstruction includes just one unknown parameter equal to the integral of the magnetic potential between the root and any other boundary vertex.
Remark 3. The theorem not only states that the TW-function for the kernel can be calculated up to the described similarity transformation, but it also shows that this non-uniqueness is intrinsic in the following sense: for any nontrivial graph there exist two different operators L q,a and L q ,a leading to the same TW-function M(λ) and two different TW-functions for the kernel.
On the inverse problem for elementary graphs with cycles
In this section we are going to study the problem to reconstruct the potential function q in the magnetic Schrödinger operator from the described data measured for different values of the magnetic potential. Here we study just two graphs with cycles: ring and lasso graphs. We show that in general potential can not be reconstructed neither from the spectrum of the ring graph nor from the TW-function for the lasso graph.
6·1. Ring graph
Consider the graph 1 formed by the interval [x 1 , x 2 ] with the end points identified. Without loss of generality we assume that the length is equal to π. This graph can be viewed as a ring (see Fig. 1 ).
Let L q,a be a magnetic Schrödinger operator in L 2 ( 1 ). As always we assume that the potentials are real and satisfy (2·1) and the functions from the domain of L q,a satisfy standard matching conditions at the unique vertex.
As we have already shown the spectrum of the operator L q,a is pure discrete and does not depend on the form of the magnetic potential a, but rather on the total flux ≡ φ 1 = 
The spectrum of the operator L q, is pure discrete and tends to +∞. As for the periodic Schrödinger operator, the spectrum of L q, can be calculated using the corresponding trans-
2 is an eigenvalue of the operator L q, if and only if the transfer matrix has eigenvalue e
In other words, a point E is an eigenvalue of L q, if and only if it belongs to the interval of the absolutely continuous spectrum of the operator L per q (studied in Section 3) and the corresponding quasimomentum θ is equal to (compare formulas (3·5) and (6·1)).
For sake of completeness let us discuss the inverse (spectral) problem to reconstruct the potential q and the flux from the set of eigenvalues {E n ( )} ∞ n=0 . It is clear that this problem does not have a unique solution, since rotating the potential q one gets an operator with precisely the same spectrum. (This transformation corresponds to the translation of the potential in the periodic Schrödinger operator.) Therefore it is natural to ask the question whether it is possible to reconstruct the potential q up to such rotations. The answer to this [56] ), that to reconstruct the potential one needs to know in addition the spectrum of the corresponding Dirichlet problem. This spectrum is lying arbitrarily inside the forbidden gaps and is uniquely determined by the function Tr T (k) if and only if all forbidden gaps are degenerated, i.e. the potential q is a constant function.
Proposition 3·2 not only implies that if q is not a constant function, then it cannot be reconstructed uniquely, but an explicit parametrization of all possible potentials is given using the spectrum of the Dirichlet-Dirichlet problem and the corresponding sequence of signs. The Dirichlet-Dirichlet eigenvalues are situated arbitrarily inside the forbidden gaps for the periodic operator. Therefore this reconstruction in general contains an infinite number of real parameters. Only in the case of finite gap potentials the number of parameters is also finite. We note that such potentials have been studied in connection with periodic solutions of the KdV equation [38] .
6·2. Lasso graph (ring with one wire)
In this section we consider the graph 2 formed by a ring and one finite interval attached to it (see Fig. 2 ). (Similar graphs have been considered for example in [69] .) This graph can be defined as a union of two intervals [x 1 , x 2 ] and [x 3 , x 4 ] with the endpoints x 1 , x 2 , and x 4 identified. Hence the graph has two vertexes V 1 = {x 1 , x 2 , x 4 } and V 2 = {x 3 }. The vertex V 2 is the only boundary vertex. We assume that the length of the interval [x 1 , x 2 ] is again equal to π.
Consider the magnetic Schrödinger operator L q,a defined on the functions from W 2 2 ( 2 \ V 1 ) and satisfying standard matching conditions at the vertex V 1 . We are going to study the possibility to reconstruct potential q from the knowledge of the TW-function M (λ, 2 ) associated with the boundary vertex V 2 . Here we indicate the dependence on the magnetic flux by the lower index.
The kernel of the graph 2 is the ring 1 with one contact vertex γ 1 = {x 1 , x 2 }. (We keep the same notation 1 hoping that no misunderstanding will arise. The graph 1 considered in the previous subsection has no contact vertexes, while the graph 1 considered here has one contact vertex.) We have proved (Theorem 6·1), that the knowledge of the TW-matrix M (λ, 2 ) allows one to calculate the TW-matrix for the kernel up to similarity transformation, but in the case under consideration the TW-function is scalar and therefore is uniquely determined. In other words M (λ, 2 ) determines M (λ, 1 ) 
The first condition in (2·10) gives
Solving the linear system we get
where is the flux of the magnetic field through the cycle. We are ready now to prove that the potential in general is not determined by M (λ, 2 Proof. We have already shown that the TW-functions M (λ, 2 ) and M (λ, 1 ) (given by (6·4)) are in one-to-one correspondence. The function M (λ, 1 ) depends only on the functions u + = Tr T /2 and t 12 . Proposition 3·2 implies that the knowledge of these two functions in general is not enough to calculate the potential q.
In fact Proposition 3·2 allows not only to prove that reconstruction of the potential q in general is not unique, but characterize the corresponding arbitrariness. Assume that M φ 1 (λ, 1 ) is known for two different values of the flux, say = 0, π. Then formula (6·4) implies
and the functions u + = Tr T /2 and t 12 can be calculated To calculate the potential in the general case one needs to know the function u − , or the sequence of signs already mentioned in Proposition 3·2.
If the TW-function is known for just one value of the magnetic flux, say = 0, then even the function u + in general is not determined.
Ring with two wires
In this section we are going to study the possibility to calculate the potential q from the TW-function for the graph formed by ring and two wires attached to it. Transfer properties of such graphs have been considered in [17, 19, 20, 72] , but the corresponding inverse problem has not been investigated.
7·1. Notations and reduction to the kernel
Consider the graph 3 shown in Figure 3 which is formed by four intervals 4 form the boundary of 3 . The kernel of 3 is the graph 4 formed by the intervals [x 1 , x 2 ] and [x 3 , x 4 ] with the end points building the contact vertexesγ 1 
Let us calculate the TW-function for the kernel 4 in terms of the transfer matrices T 1 and T 2 for the intervals [x 1 , x 2 ] and [x 3 , x 4 ] respectively. We eliminate the magnetic field using transformation (2·5). The values of the functionψ are related as follows
where
a(y)dy. Solving this system of six linear equations we get the TW-function 
As we have already discussed in Section 5 the knowledge of the TW-function M(λ, 3 ) allows one to reconstruct the TW-function for the kernel, i.e. the function M(λ, 4 
The phases appearing in the similarity transformation are equal to the integrals of the magnetic field along the boundary edges φ 3 = 4 ] can be exchanged without changing the TW-function. Therefore it is reasonable to study the possibility to reconstruct the graph and the real potential q up to such transformation. We are going to show that the knowledge of the TW-function for different values of the total flux allows one to reconstruct the graph and the potential q. Therefore we are going to indicate this dependence using the lover index, ignoring the dependence of M upon the other phases.
7·2. On the resonance condition
Since the potential on the branches can be reconstructed with the help of Boundary Control method using the response operator, the restriction of the differential operator to the kernel of the graph is going to play central role in the solution of the inverse problem. In what follows we are going to introduce a certain new no-resonance condition which is sufficient for the solvability of the inverse problem. We are going to formulate this condition for the graph 3 here, but it will be generalized later for arbitrary graphs with Euler characteristic zero. It will be shown that this condition is deeply connected with the special properties of the differential operators on graphs already discussed in the introduction.
Let L q,a be a magnetic Schrödinger operator in
satisfying Dirichlet boundary conditions at the contact vertexes. Note that the operator L q,a | ker 3 is not a restriction of the operator L q,a in the standard linear operator sense.
Observe that the operator L q,a | ker 3 can be seen as the orthogonal sum of two operators in
with Dirichlet boundary conditions at the end points. The magnetic potential can be eliminated, i.e. the operator L q,a | ker 3 is unitary equivalent to the operator L q | ker 3 = L q,0 | ker 3 . The spectra of the two operators appearing in the orthogonal decomposition are pure discrete and are given by eigenvalues of multiplicity one. In what follows we are going to use the following No-resonance condition 1. We say that the no-resonance condition is satisfied if and only if the spectrum of the self-adjoint operator L q,a | ker 3 is simple, i.e. no multiple eigenvalue occurs.
In other words the no-resonance conditions is satisfied if and only if the spectra of the two Schrödinger operators on the intervals [x 1 , x 2 ] and [x 3 , x 4 ] do not intersect. If the no-resonance condition is violated for λ = E, i.e. both operators have eigenvalue E, then we are going to say that the operator L q,a has a resonance with the energy E.
It is clear that generically the no-resonance condition is satisfied. The following two lemmas give the corresponding necessary and sufficient conditions. LEMMA 7·1. Assume that the operator L q,a in L 2 ( 3 ) has an eigenvalue with the corresponding eigenfunction having support separated from the boundary of the graph, then the no-resonance condition is not satisfied.
Proof. Assume that conditions of the lemma are satisfied. Every eigenfunction having support separated from the boundary is identically equal to zero on the two boundary edges. It follows that every such eigenfunction is supported by the kernel ker 3 = 4 and satisfies Dirichlet boundary conditions at the contact vertexes. This implies directly that the operator L q,a | ker 3 has a double eigenvalue, i.e. the no-resonance condition is violated.
Note that the no-resonance condition may be violated even if L q,a has no eigenfunction supported by the kernel of the graph. Such eigenfunction exists for a suitable magnetic flux if and only if the following two conditions are satisfied:
and |t
The first condition implies that the operator L q,a | ker 3 has a double eigenvalue, but the second condition provides additional restrictions on the potential q and does not follow from the first one. It appears that sufficient condition for the resonance can be formulated conveniently using the scattering matrix. The scattering matrix associated with a compact graph with contact vertexes γ j , j = 1, 2, . . . , M can be defined as follows. Consider the extended non-compact graph ext obtained from by attaching semiaxes [γ j , +∞), j = 1, 2, . . . , M to all contact vertexes and extend the potentials q and a to the whole ext by putting q ext \ = a ext \ = 0. Then the corresponding magnetic Schrödinger operator L q,a ( ext ) is determined by the standard boundary conditions at all vertexes. Its spectrum contains the branch of absolutely continuous spectrum [0, ∞) with the multiplicity equal to the number M of contact vertexes in . Consider solutions ψ l (λ, x), l = 1, 2, . . . , M to the differential equation
satisfying standard boundary conditions at all vertexes and having the following asymptotics
The corresponding matrix S(λ) is a unitary M × M matrix and is precisely the scattering matrix for the operator L q,a ( ext ) and the operator L 0 q,a ( ext ) given by the same differential expression and Neumann boundary conditions at all contact vertexes γ j and standard boundary conditions at all other vertexes.
The scattering matrix S and TW-matrix M are connected by the rational transformation For example the 2 × 2 scattering matrix for the graph 4 (with two contact vertexes) is given by
where we used the following identities
LEMMA 7·2. Assume that the operator L q,a has a resonance with the energy E, then either the operator L q,a has an eigenfunction with the same energy supported by the kernel of the graph (equivalently, has support separated from the boundary) or the corresponding scattering matrix S(E) is diagonal.
Proof. The graph 3 has two contact vertexes γ 1 = {x 5 } and γ 2 = {x 7 } and two internal vertexes V 1 = {x 1 , x 4 , x 6 } and V 2 = {x 2 , x 3 , x 8 }. The extended graph ext 3 is presented in Figure 4 .
Consider the case of zero magnetic flux. Assume that there is a resonance with the energy k 2 = E and consider the function ψ 1 (k, x) having asymptotics (7·8). This function is equal to zero, or different from zero at the internal vertexes V 1 and V 2 simultaneously.
Assume first that ψ 1 is different from zero at the internal vertexes. Taking into account that in the case of resonance (7·5) is satisfied we get
and hence 
This is precisely the condition, which guarantees that the operator L q,a ( ) has an eigenfunction supported by the kernel of . It remains to study the case where 
, ∞) defined on the functions satisfying Dirichlet conditions at x 6 . It follows that |s 11 (E)| = 1 and hence the unitary 2 × 2 scattering matrix S(E) is diagonal.
The case of non-zero magnetic potential can be treated similarly. The only difference is that instead of condition (7·10) we have
which implies (7·6).
Note that reformulation of this lemma in terms of the TW-function is not straightforward, since this matrix function is singular in the case of the resonance.
We observe here an interesting phenomena typical for embedded eigenvalues, which are usually extremely unstable (compare for example with the case of Wigner-von Neumann potential in [66] ). The eigenfunction supported by the cycle is also unstable in the sense that it may exist for just one value of the magnetic flux, while for all other values the scattering matrix is diagonal. It might be interesting to compare the our results with [18] , where bound states for Aharonov-Bohm rings are studied.
7·3. Solution to the inverse problem
We are ready to prove the main result in this section and may be the central result in the whole article: THEOREM 7·3. Let L q,a ( 3 ) be a magnetic Schrödinger operator on the graph 3 with the real square integrable potential q ∈ L 2 ( 3 ) and the real continuous magnetic potential a ∈ C( 3 ). Assume that the No-resonance condition 1 is satisfied, then the potential q on Proof. We have already discussed that the potential on the boundary edges is uniquely determined by the TW-function. Therefore it remains to prove, that the potential on the kernel 4 can be recovered.
Consider the matrix M (λ) defined by (7·4), where the subindex indicates again the value of the total flux through the ring. The entry (12) for this matrix taken for = 0, π implies the following equalities
Hence the analytic functions t The exchange corresponds to the exchange of the intervals and therefore we conclude that the functions t Consider now the entry (11) for the matrix M (λ) given by (7·4). Since this entry is independent of , we choose = 0 to get the relation
i.e. the analytic function 12 is uniquely determined by M 0 (λ). On the other hand the same function is equal to 
Then the function t Note that the reconstruction has been carried out without knowledge of the phases φ 3 and φ 4 . This Theorem can be proved even if the TW-function is known for some other than 0 and π values of the total flux. In the following section we are going to generalize this result for arbitrary graphs having Euler characteristic 0.
It is natural to ask the question whether the knowledge of the TW-function for just one value of the magnetic flux is enough to reconstruct the potential. The first problem that we face is how to calculate the functions t 2 12 are also equal. It is natural to introduce the following notations:
Under these assumptions the TW-function for the kernel of the graph takes the following form M(λ, 4 4 ] have different lengths. Such examples can be constructed using the interplay between the two quasimomenta. On the other hand our example shows clearly that the resonance does not guarantee that there exist two different potentials leading to the same TW-function.
On the inverse problem for arbitrary graphs with Euler characteristic zero
In this section we are going to generalize the results obtained in the previous section to cover the case of arbitrary graphs, but so far having Euler characteristic equal to zero. Every such graph can be seen as one cycle (the kernel) with several branches attached to it, since the case of loops will be excluded from our considerations. We have already seen that the potential on the branches can be reconstructed, but in order to guarantee the possibility to reconstruct the potential on the kernel we need a certain generalization of the No-resonance condition 1.
Let L q,a be a magnetic Schrödinger operator on a graph with the Euler characteristic equal to zero. Consider the kernel ker , which is a cycle divided byM contact points ker has pure discrete spectrum and can be decomposed into the orthogonal sum of two differential operators.
No-resonance condition 2. We say that the no-resonance condition is satisfied if and and only if the spectrum of at least one of the self-adjoint operators L q,a | j,k ker is simple, i.e. no multiple eigenvalue occurs.
Generically the operator L q,a has no resonance. It is clear that the second no-resonance condition is a generalization of the first one and therefore it is straightforward to obtain generalizations of Lemmas 7·1 and 7·2, but we prefer to turn directly to our final result in this article. Proof. Theorem 5·4 implies that the knowledge of M (λ) allows one not only to restore the branches and the potential q there, but to calculate the TW-function associated with the kernel of the graph up to the similarity transformation involving unitary diagonal matrix. Hence it remains to solve the inverse problem for the kernel.
The problem is already solved in the case where the kernel of the graph has just two contact vertexes (see Theorem 7·3). In this case No-resonance conditions 1 and 2 just coincide.
Consider the case of more than two contact vertexes. The spectrum of the operator L q,a restricted to the set of functions from the space ⊕ Let us pick up any two such points, sayγ 1 = {x 1 , xM} andγ 2 = {x 2 , x 3 }, so that the spectrum of the operator L q,a | 12 ker is simple. (To check that the spectrum is simple we need to calculate the functions t 12 for the two intervals and see that they do not have common zeroes. Take another contact points if this is not the case.) Let us denote by T 1 and T 2 the transfer matrices corresponding to the intervals [x 1 , x 2 ] and [x 2 , xM] respectively. The 2 × 2 TW-matrix function corresponding to the same potential and just two contact pointsγ 1 andγ 2 may be obtained from theM ×M TW-function M (λ, ker ) using the following simple method. For any λ, Iλ > 0 the function M is invertible, hence consider the matrix function M −1 (λ, ker ). Then the main 2 × 2 block of this matrix is nothing else than the inverse TW-function associated with the kernel of and just two contact pointsγ 1 andγ 2 . It follows that since the spectrum of L q,a | 12 ker is simple the potential on the cycle can be reconstructed uniquely.
It remains to describe how all other contacts points should be placed on the cycle. If the pointsγ 1 andγ 2 do not divide the cycle into two intervals of equal lengths, then the other contact points can be uniquely placed on the cycle using just the distances between them. Consider the case whereγ 1 andγ 2 do divide the cycle into two equal intervals. Then checking the distances we find precisely two possible positions for the pointγ 3 . In what follows we are going to prove that the TW-matrices corresponding to different choices ofγ 3 are different and therefore comparing them with the given TW-function we may identify the correct position of the point.
To prove that the TW-functions corresponding to different positions of the contact point γ 3 cannot coincide is the same as to prove that the corresponding scattering matrices have to be different. It is clear that it is enough to solve the problem how to place just one further contact point. Let us denote by x 0 and x 0 two possible positions of the contact point (so that x 0 ∈ [x 1 , x 2 ], x 0 ∈ [x 3 , x 4 ]). Let us build two extended graphs ext and ext by attaching semiaxes to corresponding triples of contact points. Choose any zero of the function t It would be interesting to study possible generalizations of the above theorem for the case of graphs with several cycles (other values of the Euler characteristic). Most probably one should consider TW-functions corresponding to different values of the magnetic flux through each cycle. It is also possible to weaken the No-resonance condition formulating it in geometric terms, but it is not clear whether this formulation will be as simple as it is now. We are planning to return to this problem in one of the future publications.
