Scenarios for a manned mission to Mars call for astronaut extravehicular activity teams to be accompanied by semi-autonomous rovers. These rovers must be able to safely follow the astronauts over a variety of terrain with minimal assistance. We propose a color-based visual tracking system as a high-speed robust sensory approach for astronaut following and present a quantitative analysis of its accuracy over a spectrum of astronaut motion profiles.
INTRODUCTION
When humans go to Mars, they will undoubtedly take robots with them.
Robotic assistants can greatly enhance crew productivity, either by autonomously completing tasks on their own or assisting the astronauts in some way [1] . Astronauts on surface extravehicular activities (SEVAs) will certainly find rover assistants to be useful. A rover can carry cumbersome tools and heavy samples. It can also provide an additional measure of safety if it carries extra life support and communications equipment.
Such a rover will ideally have a multitude of operational modes. The astronauts may wish to ride on it and drive to a remote site. They may desire to direct the rover to autonomously approach a marker or beacon and perform some arduous task such as core sample extraction.
The rover could be teleoperated by a crewmember at the base camp. At least some of the time, we expect that the SEVA crew will be walking over the Martian surface and will want the rover to follow them around. For instance, if astronauts ride the rover to a remote site to take samples, they may wish to disembark to look for interesting rocks. It will be very useful if the rover can follow them about, keeping a variety of tools handy, taking detailed in situ data on the samples before their removal, and then accepting the samples from the astronaut.
In this paper, we describe a color-based tracking system to enable such behavior. We have tested our design on a simulator that emulates the changes in relative position and velocity between the astronaut and rover.
A computer-controlled, rail-mounted cart with a 5m range of translational motion provides changes in the distance between the two. A pan-tilt unit (PTU) generates perceived changes in relative heading. The "astronaut" marker is placed on the cart, while the "rover camera" is mounted on the PTU. We show that the vision system we are using can accurately determine the astronaut's position. This information will be used to implement closed-loop control to allow the rover to track and follow the astronaut.
BACKGROUND
The Mars Reference Mission defines at least three types of rovers needed for planetary exploration [2] . The first class is for use in the near vicinity of the base camp and may be nothing more than wagons or carts. The second class is the unpressurized rover similar to the Apollo lunar rover that would be used for a six to eight hour sortie away from base. The third class is the mobile pressurized habitat, allowing crew to undertake ten-day missions far from the base. While this third sort is to have robotic arms for sample collection, it also has an airlock, so that astronauts may disembark. It may be desirable for both rovers of the second and third class to follow a mobile astronaut over the planetary surface.
Current NASA experiments using the Marsokhod rover are testing the "follow the astronaut" paradigm [3] . These tests show that the rover is useful only if it can keep up with the astronaut. Otherwise, the astronaut must spend a great deal of precious SEVA time waiting for the rover to catch up. This means the rover needs to travel at speeds of about 1.4 m/s. (This is an average walking speed for an unencumbered human on earth, and it is unlikely that a suited astronaut will exceed it.) Previous rover research testbeds combined teleoperation with autonomous navigation and obstacle avoidance using stereo vision. Such systems could achieve speeds of around 0.5 m/s [4, 5] , too slow for following an astronaut at a "natural" gait.
An astronaut in SEVA is already performing navigation and some obstacle avoidance as he or she traverses the Martian terrain. We wish to take advantage of advanced human perception capabilities to augment rover navigation. In "following" mode, the rover does not need to perform extensive analyses of the surrounding terrain if it can rely on its human partner to pick a safe path. It needs only to record that path and then follow it while maintaining a safe distance between itself and the astronaut. How will it observe and record that path?
Color blob tracking is a simple and fast vision process. While it is sensitive to certain lighting conditions, it can be surprisingly robust for a range of light intensities. For these very reasons, color vision processing was successfully used to track a hyper-redundant arm and estimate its pose in research done at Rice University [6] . The Cognachrome Vision System TM was designed as a hardware-based solution to robust color tracking. It provides useful information about a given object, such as its centroid and the area of the image on the screen. In our simulator, we can relate the centroid to heading and the area to range. The Cognachrome TM System is able to process up to 60 video frames per second and minimizes processor overhead on the navigation computer. It has been proven to be fast, accurate, and robust in several robotics competitions [7] .
ASTRONAUT-ROVER SIMULATOR
Because an astronaut and rover were not readily available for testing, we constructed a simulator for our tracking experiments. Its purpose was to model the changes in relative position and velocity between an astronaut and a rover. Polar coordinates were used to determine the astronaut's position relative to the rover ( Figure 1 ).
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The simulator itself (Figure 2 ) consisted of a camera mounted on a computer-controlled pan-tilt unit (PTU) and a computer-controlled cart mounted on a rail. The camera on the PTU simulated a camera on the rover. The colored object to be tracked (a green ball, in this case) was placed on the cart to simulate a target on the astronaut. We assumed that the astronaut would either wear some sort of appropriate tracking target on his spacesuit, or that the spacesuit's rounded helmet can be separately tracked. The cart was moved radially to model changes in range r between the rover and astronaut. The PTU panned to simulate changes in heading θ, moving in the opposite direction of the desired astronaut movement. For example, if the astronaut was to move +30 The Cognachrome Vision System TM implemented the color blob tracking used to determine astronaut range and heading. It filtered out background noise and identified only the tracked object. Figure 2 shows the area around the simulator. The background was quite cluttered and included reflective surfaces and light sources. Figure 3 shows the camera view after processing by Cognachrome TM . Only the tracked object -the ball -remains. We chose a spherical object so that its aspect ratio would remain 1.0 as long as the object remained entirely on the screen. With an oblong object, a change in aspect ratio could indicate that either its angle with respect to the camera had changed or that it had moved partially off-screen.
According to the manufacturer, Cognachrome TM works best with highly saturated ("neon") colors. Thinking that green, being opposite the artists' "color wheel" from red, would give the best contrast to the ruddy Martian environment, we chose a bright green ball. TM data for the area of the tracked object and its centroid were recorded for known ranges. The tracked object occupied between 60% and 0.03% of the screen. For a non-dimensional percentile measure of error, we used:
When the object occupied at least 1% of the screen, this error in the area data was kept below 2% ( Figure 4) . In general, centroid data was much more reliable than area data ( Figure 5 ). Error remained very low even when the tracked object occupied less than 0.5% of the screen, then became very large. When the tracked object became extremely small on the screen, it approximated the size of noise spots picked up by the system, and sometimes the centroid of the noise was reported instead. These results are not discouraging. When the astronaut is far away from the rover (but still close enough that his beacon occupies more than 0.5% of the screen), the rover can still accurately determine in which direction to move to catch up. As the rover gets closer to the astronaut, it is better able to determine their separation, and it is at these closer ranges that better accuracy is needed for safety. When the tracked object fills the screen, we are no longer able to determine if it moves closer. To maximize the range at which our area data is accurate, we would like this "filled screen" condition to occur when the object is as close to the camera as we would ever want it to get. We chose 1.0 m as a "danger range". If the rover detects that the astronaut is within 1.0 m, it will stop immediately. Then, by choosing an appropriate lens and tracked object, we were able to frame the object image so that it just touches the edges of the frame when the object was 1.0 m from the camera and centered in the field of view. Other relative headings will have larger ranges at which they touch the edges of the screen. Thus it becomes desirable to move the camera to track the ball and keep it centered on screen.
VISION SYSTEM CALIBRATION -Once we had characterized our sensor system and selected an appropriate lens and ball to minimize our errors, we experimentally calibrated it. We took data for a series of known ranges and headings. Using Microsoft Excel TM , we generated equations correlating Cognachrome VISION SYSTEM TESTING -From the data collected for each range and heading, we were able to derive equations that would relate Cognachrome TM output to object position. Then we wanted to verify that these equations, derived from data taken from static readings, would still hold when the system was in motion.
To this end, we created two test trajectories to represent an astronaut moving around the stationary rover. Each isolated one of the components of our coordinate system, range and heading. In the range test, the tracked object moved away from the camera and then back towards it, as if the astronaut were walking away from, and then towards, the rover. In the heading test, the object stayed a fixed distance from the camera, but the camera panned back and forth, as if the astronaut were circling the rover. Note that we were not attempting at this stage to follow the astronaut, but merely to accurately predict his location.
Both tests showed similar trends with respect to velocity and length of test path. Results were always best for longer, slower, smoother paths.
Changes in Range -The first series of tests involved change in range only. Changes in range varied from 0.5-4.0 m, and speeds of 0.5-1.75 m/s were attempted initially. This was meant to bracket possible astronaut walking speeds, nominally considered to be around 1.4 m/s. There were two problems. First, the rail and cart system proved incapable of speeds over 1.25 m/s. Additionally, at achievable high speeds, slippage in the physical gears and belts linking the motor to the cart increased. Motor encoder data showed that the motor was still performing as desired; however, visual monitoring of the test revealed erratic motion of the cart. As speed increased, so did slippage such that the cart digressed farther and farther away from its desired trajectory.
To verify that high-speed slippage was causing the discrepancies, a series of tests were run at very slow speeds (0.05-0.32 m/s).
At low speeds the error between encoder position and actual position was only a few centimeters, and as cart speeds increased, it grew to meters. This lends credence to the idea that the problem was mechanical slippage, which we will work to remedy in future testing.
The Cognachrome Figure 9 shows the same distance traversed at 0.32 m/s, where some slippage can already be seen. In Figure 10 , the velocity was increased to 1.0 m/s, and the slippage is quite pronounced. Modification of the rail and cart system is needed to handle speeds near 1.4 m/s, which represents a brisk walk. This is needed in cases where the astronaut has come to a full stop, and the rover is still approaching at full speed. However, many useful tests can be performed in the meantime.
In most cases, the astronaut will only be increasing or decreasing his speed a little with respect to the rover. This system is, as Figure 8 shows, perfectly able to move the cart as desired.
Changes in Heading -For these tests, the range was held constant as the pan angle and pan speed were varied. Tests were done at ranges from 1.0 -5.0 m. Pan angles ranged from 3 -9 degrees, and pan speeds were varied to simulate an astronaut walking at 0.10 -1.00 m/s. The PTU's zero position was dead ahead; we had it pan from the positive pan angle to the negative pan angle for a symmetric motion.
We found that longer, smoother pan maneuvers resulted in less offset error. Figure 11 shows the results from a test done with 3.0m separation, a pan angle of 3 degrees, and an astronaut walking speed of 0.15 m/s. There is a noticeable offset error. Figure 12 shows the results for a test performed at the same separation and speed, but with a pan angle of 9 degrees. The offset is much reduced. The heading tracking was much less sensitive to changes in speed than the range tracking. Figure 13 shows a test done at 5.0m separation, 9 degree pan angle and an astronaut walking speed of 0.30 m/s. The results correlate very well, except for a small offset error.
(Possibly, the system needed a re-calibration). When the astronaut's walking speed was increased to 1.0 m/s, there was scarcely any change at all in the results (Figure 14) . When considered together with the previous results, this indicates that the smoothness of the trajectory is more important to heading tracking than the speed of the trajectory. Very good early results have been seen in a startup scenario involving only the PTU. This scenario assumed the astronaut is ready to go out on SEVA and has called the rover to "heel." We simulated variable relative startup positions by turning the PTU away from the tracked object. Then the Cognachrome TM system estimated that change in heading. This estimate was then sent to the PTU as a position command. Errors as small as 1/20th of a degree were seen when the initial heading was only about 1-5 degrees away from the zero position. When parts of the tracked object started offscreen, final error was on the order of 1-2 degrees from zero. This final error can be handled by iteratively correcting offset errors in future tests.
CONCLUSION
The data provided by simple and fast color blob tracking can be used to determine the range and heading of a known object in an unknown environment with a high degree of accuracy.
The area of the blob could be found with as little as 2% error when it occupied at least 1% of the screen. The centroid of the blob was found with similar accuracy when the blob occupied a mere 0.5% or more of the screen. Data was dependable and repeatable, allowing for highly accurate correlations between area and range and between centroid and heading. R-squared values for these relationships were 0.998 and 0.942, respectively. Dynamic tests proved that the system could determine the actual position of the tracked object within a few centimeters.
For a
Mars rover equipped with several different cameras, visual tracking is an attractive option. The position information gleaned from the camera(s) can be used in a control system to enable the rover to follow the astronaut over unknown terrain. In this way, we take advantage of the astronaut's superior navigation and planning abilities and free the rover from a timeconsuming analysis of the local terrain and its hazards. Since the path the astronaut has taken is known to be safe, the rover can follow at velocities on the order of human walking speed, allowing it to keep pace with its human teammate.
FUTURE WORK
Further work on characterizing tracking behavior is our next goal. We will first incorporate a change in initial range into our "heel" scenario. From there, we will want to test dynamic tracking.
The system described in this paper will command the rover to maintain a constant distance and bearing between itself and the astronaut. This method allows a rover to travel directly toward the astronaut at any instant in time, an effective approach provided that the straightline path is a sufficient approximation of the actual route. However, if the astronaut were to detour, around a crater, for instance, the rover might try to cut across it to catch up, and the results could be disastrous. In the future, we would like to augment the rover's behaviors with a memory of the astronaut's path so that the rover follows the path rather than the astronaut. We also would like to perform object windowing to provide better noise rejection, particularly when the astronaut is far away.
Additionally, we would like to conduct a study on the effects of lighting on the system. We are interested both in the variance in lighting that the color tracking system will allow, and the effects of Martian lighting conditions on the selection of color for the tracked object.
