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Cap´ıtulo 1
Resumen
El proyecto busca validar el nuevo paradigma SDN (Software Defined Networking) para
determinar si es posible o no y bajo que´ condiciones trasladar una red convencional tipo
core de operador de servicios a este nuevo modelo, accediendo a los beneficios de todas
las ventajas teo´ricas propuestas. El concepto de Software Defined Networking ha sido
propuesto y desarrollado desde los an˜os 90’ pero en sus fases iniciales experimento´ un
rechazo por parte de los principales fabricantes de dispositivos y equipos de telecomu-
nicaciones, ya que implicaba contar simplemente con un hardware gene´rico y realizar
actualizaciones a trave´s de un upgrade en el software, y as´ı soportar nuevas tecnolog´ıas
(aspecto que podr´ıa afectar directamente el volumen de ventas para los fabricantes). En
los u´ltimos an˜os el concepto ha presentado una buena adopcio´n y aceptacio´n por parte
de estos fabricantes y empresas l´ıderes en el sector de las TICs (Cisco Systems, Juni-
per Networks, Huawei, Alcatel, Intel, IBM, Oracle, Ericsson, Telefo´nica, Fujitsu, Tilera,
Xilinx, etc), al observar que las ventajas y flexibilidad que ofrece este nuevo modelo
realmente no pueden ser ofrecidas y soportadas por el paradigma convencional.
El proyecto consiste en la implementacio´n de varias pruebas de laboratorio comprobando
inicialmente si el modelo ofrece la capacidad de virtualizar e independizar los recursos
de la red (switches, puertos, enlaces e informacio´n de conmutacio´n). En una segunda
implementacio´n se busca determinar si es posible ejecutar una red core SDN bajo el
protocolo BGP coexistiendo con nodos que ejecutan el mismo protocolo pero en el mo-
delo convencional. En la tercera etapa se busca comprobar si SDN permite realizar o
construir tu´neles de capa 2 mediante etiquetas vac´ıas, de VLAN o de MPLS para aprovi-
sionamiento de clientes corporativos independientes sobre una sola red core. En la etapa
final se busca comprobar si el modelo ofrece la posibilidad de programar libremente los
flujos de datos de la red, tomando como informacio´n de entrada todas las cabeceras del
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paquete y decidiendo libremente la accio´n a aplicar sobre e´l (eliminarlo, conmutarlo a
trave´s de un puerto espec´ıfico o enviarlo al controlador).
Se obtienen resultados positivos y negativos para la virtualizacio´n de redes y programa-
cio´n de flujos de datos. Por otro lado se obtienen pruebas exitosas para la implementacio´n
de BGP y VPLS (con todos los tipos de etiquetas) en la red nu´cleo SDN. En el desarro-
llo de este documento se explicara´ co´mo los resultados negativos obtenidos podr´ıan ser
superados en el mediano plazo.
Con estos resultados se podra´ argumentar te´cnicamente a los operadores de servicio sobre
el nuevo rumbo a tomar en relacio´n a la infraestructura y paradigma que soportara´ las
futuras demandas de su modelo de negocio.
Palabras Claves: Paradigma, Software, Networking, core, Protocolos.
Cap´ıtulo 2
Abstract
The project seeks to validate the new SDN (Software Defined Networking) paradigm
to determine if it is possible and under what conditions to move a conventional service
operator type core network to this new model, accessing the benefits of all theoreti-
cal advantages. The concept of Software Defined Networking has been proposed and
developed since 1990s, but in its early stages experienced a rejection by the main ma-
nufacturers of devices and telecommunications equipment, as it involved simply having
generic hardware and making updates through an upgrade in software, supporting new
technologies (aspect that could directly affect the volume of sales for manufacturers).
In recent years the concept has been well adopted and accepted by these leading manu-
facturers and companies in the ICT sector (Cisco Systems, Juniper Networks, Huawei,
Alcatel, Intel, IBM, Oracle, Ericsson, Telefonica, Fujitsu, Tilera, Xilinx, etc.), observing
that the advantages and flexibility offered by this new model can not really be offered
and supported by the conventional paradigm.
The project consists of the implementation of several laboratory tests, initially checking
if the model offers the ability to virtualize and independent the resources of the network
(switches, ports, links and switching information). In a second implementation it is
sought to determine if it is possible to execute a core SDN under BGP protocol coexisting
with nodes that execute the same protocol but in the conventional model. The third step
is to verify if SDN allows to realize or construct layer 2 tunnels using empty tags, VLANs
or MPLS for provisioning of independent corporate clients on a single core network. The
final stage, it is sought to verify if the model offers the possibility to freely program the
data flows in the network, taking as input data all packet headers and deciding freely
the action to be applied on it (to eliminate it, to switch it through a specific port or
send it to the controller).
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Positive and negative results are obtained for network virtualization and data flow pro-
gramming. On the other hand, successful tests are obtained for the implementation of
BGP and VPLS (with all types of tags) in the SDN core network. The development of
this document will explain how the negative results obtained could be overcome in the
medium term.
With these results it will be possible to technically argue the service operators on the
new course to take in relation to the infrastructure and paradigm that will support the
future demands of their business model.
Keywords: Paradigm, Software, Networking, Core, Protocols.
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Cap´ıtulo 3
Introduccio´n
El tema principal de investigacio´n para este proyecto es la validacio´n de las herramientas
y el nivel de madurez que ofrece SDN para considerar implementaciones reales de una
red nu´cleo de un operador de servicios de internet, con el objetivo de acceder a todas
las ventajas evolutivas propuestas.
La motivacio´n para realizar este proyecto consiste en desarrollar un contenido que per-
mita lograr un alcance a los nuevos conocimientos y tecnolog´ıas en las redes de datos, ya
que en el programa de ingenier´ıa de sistemas y computacio´n no se dispone de asignatu-
ras donde se imparta por lo menos la parte conceptual y teo´rica de este nuevo modelo,
que basado en sus propuestas teo´ricas y en los resultados de las pruebas de laborato-
rio obtenidas en el desarrollo de este proyecto, es sin duda el futuro en las redes de
comunicaciones.
Se pretende determinar si es posible migrar una red nu´cleo de un operador de servicios
del modelo actual al modelo SDN, revisando si existen etapas de transicio´n intermedias
que generen la menor cantidad de traumatismos. De ser posible la migracio´n al modelo,
el desarrollo de este proyecto generar´ıa impactos positivos en aspectos como generacio´n
de nuevos conocimientos para el programa acade´mico, nuevas tecnolog´ıas, reduccio´n
de costos, independencia de los fabricante y reduccio´n de desechos tecnolo´gicos para
el medio ambiente. Este proyecto se encuentra asociado a la l´ınea de profundizacio´n
de la maestr´ıa en ingenier´ıa de sistemas y computacio´n titulada “Redes de Datos y
Telecomunicaciones”.
Los alcances de este proyecto se encuentran delimitados para implementaciones en am-
bientes de laboratorios compuestos por emuladores de red sin incluir equipos reales que
ejecuten el protocolo SDN. Este proyecto pertenece a otro proyecto ma´s amplio presen-
tado en la convocatoria del an˜o 2016 de la Vicerrector´ıa de Investigaciones, Innovacio´n y
13
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Extensio´n de la Universidad Tecnolo´gica de Pereira, que s´ı incluye entre sus alcances las
pruebas en equipos reales (3 switches marca HP modelo 5130) que ejecutan OpenFlow
1.3.
Se desarrollan seis etapas principales donde se selecciona el mejor controlador SDN, el
protocolo southbound ma´s adecuado, una verificacio´n de la virtualizacio´n de los recursos
de red, una implementacio´n BGP en SDN, la construccio´n de tu´neles independientes de
conectividad con varios modelos de etiquetado y la programacio´n libre de flujos de datos
para la red.
Cap´ıtulo 4
Marco Teo´rico y Estado del Arte
Antes del establecimiento de SDN como un paradigma prometedor e innovador la in-
dustria de red y los centros de investigacio´n realizaron aportes tecnolo´gicos en busca del
mejoramiento de las redes tradicionales con tecnolog´ıas como Ipsilon’s General Switch
Management Protocol de ATM, Path Computation Element y The Tempest que bus-
caban automatizar las redes de telecomunicaciones. Adema´s, otros aportes importantes
fueron el mejoramiento del rendimiento del hardware y el desarrollo de medios de trans-
misio´n de alta capacidad y velocidad como la fibra o´ptica. Aplicaciones como Vlans,
VPN y MPLS han sido formas tempranas de virtualizar las redes y optimizar los recur-
sos, sin embargo, las redes padec´ıan de osificacio´n y su desarrollo avanzaba lentamente
en comparacio´n a otras a´reas como los sistemas distribuidos y los DataCenters. El ca-
mino a SDN se puede establecer en 3 etapas que inician desde mediados de los an˜os 90
hasta la actualidad [15]:
4.1. Active Networking
A mediados de los an˜os noventa Active Networking represento´ un enfoque radical para
el control de las redes conceptualizando una interfaz programable (API) donde los dis-
positivos de red no solo procesan paquetes de datos sino que tambie´n ejecutan tareas
de alto nivel en base a co´digo transportado en los paquetes, este paradigma acun˜o por
primera vez caracter´ısticas programables y flexibles en las redes de telecomunicaciones
[16]. La flexibilidad permite que los dispositivos puedan adoptar nuevos protocolos y
servicios, adema´s, de la posibilidad de personalizar el comportamiento general de la red.
Esta tecnolog´ıa contradice la simplicidad de las redes tradicionales al albergar mayor
complejidad tanto en nodos como en paquetes. Existen dos modelos para el concepto de
Active Networking:
15
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El modelo ca´psula: los paquetes transportan co´digo para ser ejecutado en los no-
dos, estos pasan de ser equipos de procesamiento dedicado a ser dispositivos de
procesamiento de alto nivel como los computadores. Los enrutadores procesan pa-
quetes activos en vez de procesar paquetes pasivos como se realiza en las redes
tradicionales.
El modelo router/switch programable: a diferencia del modelo anterior, el co´digo
esta´ establecido en los mecanismos de los router/switches y no en los paquetes.
Martin Casado, autor del enfoque SDN, afirma que Active Networking se ha centrado
ma´s en la flexibilidad idealizada que en el sentido pra´ctico como lo hace ATM [17]. El
concepto Active Networking a pesar de contar con muchos esfuerzos investigativos no
tuvo un desarrollo comercial que lo posicionara como una tecnolog´ıa prometedora pero
aporta varias ideas para el enfoque SDN.
4.2. Separacio´n del plano de datos y de control
Los dispositivos de red operan con base a un plano de control que administra los dife-
rentes protocolos y funcionalidades del dispositivo de red y un plano de datos que es
el encargado del reenv´ıo de paquetes segu´n lo determine el plano de control. A partir
del an˜o 2000 la comunidad acade´mica e industrial de red se centro´ en la separacio´n del
plano de datos y de control con el objetivo de simplificar los procesos de administracio´n,
flexibilizar los sistemas de comunicacio´n, mejorar la seguridad, automatizar el funcio-
namiento e impulsar el desarrollo de tecnolog´ıas de red de nueva generacio´n. Adema´s,
La separacio´n de los planos busca adoptar las ventajas de los sistemas distribuidos y la
simplicidad de un sistema centralizado.
El art´ıculo titulado “The Case for Separating Routing from Routers” en el an˜o 2004
[18] es un importante ejemplo del esfuerzo temprano para separar las funcionalidades
de enrutamiento de los routers, este articulo propone RCP (Remote Control Platform)
como mecanismo para alcanzar una adecuada separacio´n de funcionalidades de red.
La arquitectura 4D [19] fue presentada en 2005 como un redisen˜o que separa lo´gicamente
las funcionalidades y propo´sitos de un dispositivo de red, esta arquitectura esta´ compues-
ta por el plano de decisio´n, diseminacio´n, descubrimiento y de datos. Como objetivos la
arquitectura 4D buscaba mejorar el control y administracio´n de la red, ser compatible
con el formato de paquetes de datos de las redes tradicionales e incentivar la innovacio´n
en las redes de telecomunicacio´n; objetivos que inspiraron tecnolog´ıas actuales como
SDN.
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4.3. SDN - Software Defined Networking
OpenFlow es un protocolo que materializo´ en el an˜o 2007 el concepto de SDN y comer-
cializo´ una aplicacio´n real para alcanzar las caracter´ısticas de flexibilidad, centralizacio´n
y automatizacio´n; separo´ el plano de control y el plano de datos centralizando el control
en un dispositivo de alto nivel nombrado controller ofreciendo flexibilidad y una visio´n
global de la red. Adema´s, generalizo´ el manejo de hardware de cualquier fabricante por
medio de la estandarizacio´n de una API que comunica el hardware de los dispositivos
de red con el controller. La abstraccio´n es otro valor agregado en el que se basa Open-
Flow, actualmente este protocolo esta´ siendo desarrollado por la ONF (Open Networking
Foundation).
La virtualizacio´n de las redes es un factor paralelo a las anteriores etapas descritas:
Active Networking, separacio´n de planos y OpenFlow. La virtualizacio´n ha jugado un
papel muy importante en el aporte de ideas para el desarrollo de SDN.
4.4. Virtualizacio´n de Redes de Datos
La virtualizacio´n de las redes es un enfoque que busca flexibilizar la operacio´n de las
redes de telecomunicaciones apuntando hacia el desarrollo de tecnolog´ıas de nueva ge-
neracio´n y el acceso a un entorno de red de mayor rendimiento, fa´cil administracio´n
y mayor aprovechamiento de los recursos f´ısico-tecnolo´gicos. Este enfoque fue el primer
desarrollo para construir una plataforma de red que permitiera a los investigadores crear
redes personalizables con el fin de evaluar nuevas tecnolog´ıas y arquitecturas de red [20].
La virtualizacio´n es una propuesta de solucio´n a la osificacio´n de las redes, este endu-
recimiento se ha originado por la ausencia de cooperacio´n entre las partes interesadas
(Fabricantes, ISP), lo cual no ha permitido cambios radicales en la arquitectura de in-
ternet. La NV (virtualizacio´n de las redes) ha surgido como una idea innovadora que
permite mu´ltiples redes heteroge´neas coexistir en un substrato f´ısico compartido [21] y
permite el desacoplamiento de algunas funciones en la operacio´n de las redes.
La NV esta´ definida por el desacoplamiento entre el aprovisionamiento de los servicios
y los mecanismos espec´ıficos de transporte de datos, es decir, usa los recursos asignados
de una infraestructura f´ısica subyacente para ofrecer servicios de red personalizables de
extremo a extremo. Cada red virtual es una coleccio´n de nodos virtuales conectados por
un conjunto de enlaces virtuales que forman una topolog´ıa virtual, la cual es esencial-
mente un subconjunto de la topolog´ıa f´ısica subyacente [22]. La NV es una estrategia
para crear un nu´mero determinado de plataformas o recursos independientes (ma´quinas
virtuales) a partir de un mismo recurso o plataforma f´ısica (Anfitrio´n o host) buscando
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como objetivo albergar diferentes sistemas o funcionalidades y la integracio´n de varias
plataformas o recursos f´ısicos como un solo sistema [23].
En la NV se presenta el desacoplamiento de los roles tradicionales de los proveedores
de servicios (ISP) en 2 entidades independientes: proveedores de infraestructura (InPs);
quienes administran la infraestructura f´ısica y los proveedores de servicios (SPs); quienes
gestionan las redes virtuales (VNs) ofreciendo servicios de extremo a extremo aprove-
chando los recursos de mu´ltiples
InPs [24] [25]. En la parte inferior de la Figura 3. Infraestructura de red virtualizada
se observa los dispositivos y enlaces de la capa f´ısica de red y 3 redes virtuales. La
virtualizacio´n de las redes esta´ relacionada con la abstraccio´n de recursos f´ısicos y su
representacio´n lo´gica siendo descrita como una metodolog´ıa para dividir los recursos
f´ısicos (dispositivos, memoria, almacenaje, red, etc.) en diferentes ambientes de ejecucio´n.
La tecnolog´ıa de virtualizacio´n puede encontrarse basada en software teniendo como
desventajas una significativa latencia, degradacio´n del servicio y retos en el rendimiento.
Las redes virtuales basadas en hardware ofrecen un soporte especial de rendimiento, sin
embargo, tienen como desventaja la complejidad y falta de flexibilidad correspondiente
a un ambiente programable.
En la industria los modelos t´ıpicos de virtualizacio´n [26] [27] son:
Emulacio´n: enfoque de software que imita completamente una capa f´ısica con el
objetivo de correr software disen˜ado espec´ıficamente para un hardware diferente
al del host anfitrio´n.
Virtualizacio´n por Hardware Asistido: esta tecnolog´ıa esta´ basada en la arquitec-
tura de hardware, especialmente por soporte de un procesador especializado.
Paravirtualizacio´n: esta te´cnica de virtualizacio´n permite que cada ma´quina virtual
obtenga un normal acceso a los recursos del hardware subyacente. Provee una
interfaz (API) para ofrecer las caracter´ısticas de un hardware compartido.
Virtualizacio´n basada en sistemas operativos: esta virtualizacio´n esta´ basada en
el concepto de contenedor, alberga en una misma ma´quina varios sistemas opera-
tivos corriendo al mismo tiempo. Este me´todo de virtualizacio´n es implementado
al agregar recursos de administracio´n y mecanismos de separacio´n dentro de la
infraestructura de administracio´n de procesos existentes para sistemas operativos
Linux.
Virtualizacio´n de redes: es un paradigma con el objetivo de operar una red lo´gica
independiente a una capa f´ısica, ofreciendo caracter´ısticas de flexibilidad, abstrac-
cio´n, automatizacio´n y optimizacio´n de recursos f´ısicos.
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Figura 4.1: Infraestructura de Red Virtualizada
En las redes de telecomunicacio´n el enfoque de virtualizacio´n es ma´s reciente a la virtua-
lizacio´n de computadores. El art´ıculo [28] hace una analog´ıa entre un sistema operativo
y una red: el sistema operativo es el software que controla los recursos f´ısicos y ofrece
una plataforma para las aplicaciones. Las redes son una plataforma f´ısica que por medio
de protocolos permite la comunicacio´n de datos de extremo a extremo. Tanto el sistema
operativo como la red tienen consumo de recursos f´ısicos, administrados por controlado-
res o gestores. La diferencia entre ambos sistemas es el grado de flexibilidad donde las
redes carecen en gran proporcio´n de este para´metro.
Existen dos paradigmas de la virtualizacio´n de redes [29]:
Nativas: esta´n basadas en el enfoque de Redes Definidas por Software (SDN); este
separa el plano de control y de datos y centraliza la administracio´n de la red en
un controller basado en software.
No nativas: las cuales se basan en la creacio´n de capas lo´gicas de recursos hete-
roge´neos.
Relacio´n de NV con SDN: NV no requiere de SND, de igual forma SDN no implica una
virtualizacio´n de red. Una simbiosis entre la NV y SDN ha emergido impulsando nuevas
a´reas de investigacio´n.
Estos enfoques se relacionan de 3 formas:
Primero, SDN es un habilitador de la tecnolog´ıa de virtualizacio´n de redes. La compu-
tacio´n en la nube contiene virtualizacio´n de redes ya que los proveedores necesitan formas
de permitir mu´ltiples redes personalizables que compartan una misma infraestructura.
Segundo, NV para evaluacio´n y pruebas de SDN. La capacidad de desacoplar una aplica-
cio´n de control SDN desde el substrato del plano de datos hace posible probar y evaluar
SDN en ambientes virtualizados antes de su despliegue.
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Tercero, virtualizando (Slicing) SDN. En las redes convencionales, virtualizar un router
o switch es complicado, porque cada componente necesita correr su propia instancia
de plano de control. En contraste, virtualizar un switch SDN es ma´s simple. El uso de
capas en los dos enfoques permite una mejor organizacio´n, despliegue, simplicidad y
especializacio´n de las funciones de dichos slices.
4.5. Investigaciones Similares Encontradas
En [30] se plantea la implementacio´n de un software de co´digo abierto llamado Route-
Flow, que se presenta como un componente ma´s en una arquitectura de implementacio´n
SDN, ya que requiere que sea instalado en un servidor aparte y tenga comunicacio´n
directa con un controlador, que para este caso es POX. Routeflow construye implemen-
taciones de nivel superior que son enviadas al controlador e interpratadas para poder ser
enviadas mediante OpenFlow al plano de datos. En este trabajo se informa de numerosos
problemas encontrados a la hora de realizar las pruebas pra´cticas de laboratorio.
En [31] se realiza un estudio de la cantidad de mensajes enviados con OpenFlow para
poder insertar entradas de flujos en las tablas de los switches SDN. Se recomienda
dimensionar muy cuidadosamente los anchos de banda de los enlaces para poder soportar
el tra´fico de produccio´n neto de los clientes ma´s el tra´fico de control generado (en este
caso se evaluo´ el controlador OpenDaylight con la aplicacio´n reactive forwarding). En el
estudio se observa un crecimiento exponencial del tra´fico de control de SDN en relacio´n
al nu´mero de usuarios por POP (Point of Presence) en la topolog´ıa f´ısica.
En [32] se presentan unas recomendaciones de tecnolog´ıas y estrategias claves para poder
migrar una red ISP desde el modelo convencional, recomendando siempre conservar un
h´ıbrido constante de los dos modelos, al menos mientras SDN presenta un grado de
madurez lo suficientemente so´lido. Se realizan recomendaciones pero no se presentan
pruebas pra´cticas de laboratorios y resultados.
En [33] se presenta un framework llamado ReServNet enfocado a la reserva y administra-
cio´n de recursos para porciones virtuales de una red sustrato f´ısica. ReServNet permite
consolidar los conceptos de oferentes de servicio en proveedores de infraestructura, pro-
veedores de redes virtuales, operadores de redes virtuales y finalmente los operadores de
servicio.
ReServNet se presenta como una plataforma para prueba de conceptos, de propo´sitos
experimentales, que necesita de mayor desarrollo para ser llevada a implementaciones
reales de virtualizacio´n de recursos. En el estudio afirman que la virtualizacio´n de redes
basada en SDN au´n se encuentra en una etapa de infancia.
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En las pruebas realizadas con ReServNet se presentan cortes de servicio durante la etapa
de mapeo de nuevos recursos virtuales sobre el f´ısico compartido. La magnitud de los
cortes de servicio depende de la complejidad de la red f´ısica (nu´mero de host, nodos y
enlaces).
En [34] se presenta una metodolog´ıa y algoritmos para migrar progresivamente una red
de un ISP desde el modelo convencional hacia SDN. Propone que´ nodos migrar y cuando,
todo esto en relacio´n a unas variables de costos financieros proyectadas en el tiempo para
las empresas propietarias del ISP.
En [35] se presenta una metodolog´ıa (incluyendo algoritmos) y estrategia implementada
en emuladores de red (Mininet) para determinar el consumo de energ´ıa en relacio´n al
porcentaje de nodos migrados al modelo SDN. Se concluye que si se logra migrar el 50 %
de los nodos de una red de un ISP convencional hacia SDN, se generar´ıan ganancias en
el ahorro de energ´ıa similares a las obtenidas para una red SDN completa.
Cap´ıtulo 5
Planteamiento del Problema
Actualmente las redes de datos de los operadores de servicio de internet se componen
de una red de transporte y otra de nu´cleo, en las que se implementan comu´nmente
tecnolog´ıas MetroEthernet para transporte y MPLS/IP con BGP para la red de nu´cleo.
El incremento de nuevas aplicaciones, mayores demandas de anchos de banda, niveles de
calidad de servicio ma´s exigentes, independizacio´n y personalizacio´n del tra´fico y flujos
de datos, y la necesidad de realizar los aprovisionamientos de una manera ma´s a´gil y
eficiente hace que el modelo convencional para estas redes de datos no cuente con las
herramientas necesarias para cumplir con las exigencias actuales y futuras.
Para responder a estos nuevos retos y demandas se propone el nuevo paradigma de redes
de datos definidas por software o redes programables (en ingle´s SDN – Software Defined
Networking). El problema a resolver es evaluar con pruebas de laboratorio si este nuevo
paradigma puede ofrecer lo que actualmente ofrecen las redes convencionales en los
operadores de servicio, y adicionalmente si como esta´ propuesto desde sus inicios ofrece
las herramientas extras para satisfacer las demandas actuales de cada vez ma´s usuarios
interconectados con un gran ecosistema de aplicaciones y un conjunto de necesidades
espec´ıficas y personalizadas.
A trave´s de las implementaciones de laboratorio se pretende comprobar si las redes
de datos definidas por software efectivamente pueden ser programadas libremente por
cualquier programador sin la dependencia o autorizacio´n de los fabricantes, igualmente
si es posible manipular de forma personalizada los flujos de datos, virtualizar nodos y
enlaces, generar enrutamiento libre y basado en los campos de las cabeceras de capa 2
a 7, todo desde un u´nico dispositivo controlador, algo que en el modelo convencional no
es posible de realizar ni siquiera a la fecha en las u´ltimas versiones de los protocolos y
sistemas operativos de switches y routers.
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Como nuevo paradigma, el problema que plantea para este proyecto es comprobar si en el
estado actual de evolucio´n que se encuentra es posible considerar migrar completamente
una red de datos del modelo convencional al modelo SDN, que sea transparente para los
usuarios y ofrezca beneficios adicionales que no son posibles au´n en las redes vigentes.
Se comprobara´ mediante pruebas de laboratorio las herramientas s´ımiles que ofrece SDN
para tecnolog´ıas como BGP, MPLS y MetroEthernet, concluyendo en cada caso el nivel
de madurez que ofrece y las limitaciones si existen.
Cap´ıtulo 6
Justificacio´n
La justificacio´n de la ejecucio´n de este proyecto sera´ definida a trave´s de los siguientes
ı´tems:
Tiempo - Con el paradigma SDN los tiempos de implementacio´n y aprovisio-
namiento pueden ser considerablemente reducidos, ya que las aplicaciones o al-
goritmos se realizar´ıan en un controlador central desde el que se automatizar´ıa la
distribucio´n de las configuraciones de los flujos de datos a todos los nodos de la red.
Actualmente en las redes convencionales las configuraciones deben ser realizadas
nodo por nodo lo que acarrea una gran cantidad de tiempo y mayor probabilidad
para la produccio´n de errores. Aunque no se cuenta con una medida o funcio´n de
ahorro de tiempo entre SDN y el modelo convencional, se considera que entre ma´s
grande sea el nu´mero de nodos de red a configurar, mayor sera´ la agilidad lograda
en SDN.
Dinero - En el paradigma SDN un simple switch de capa 2 podr´ıa convertirse
en un dispositivo capaz de trabajar hasta la capa 7 del modelo de referencia OSI,
trasladando todas las posibilidades de ana´lisis de paquetes a la capa de software
gestionada por el controlador. Es decir, que un operador de servicios de internet no
estar´ıa obligado a adquirir plataformas de capa 3 de altos costos para su nube de
enrutamiento y transporte, e incluso las funciones de seguridad o firewall podr´ıan
ser ejecutadas en el mismo switch. Adicionalmente el operador de servicios ser´ıa
independiente de algu´n fabricante espec´ıfico, situacio´n en la que sostienen como
premisa el garantizar la compatibilidad ya que en SDN estar´ıa so´lo a nivel de
software.
Flexibilidad - SDN a diferencia del paradigma convencional ofrece la posibili-
dad de tomar decisiones de transporte o enrutamiento tomando como entrada los
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campos de las cabeceras de capa 2 hasta capa 7 del modelo de referencia OSI.
Estas cabeceras pueden ser usadas como condicionales para enviar cada paquete
de manera personalizada hacia cualquier puerto, enlace o nodo de destino. En las
redes convencionales so´lo es posible revisar las cabeceras de destino de capa 2, 2.5
y 3 para el transporte y enrutamiento, limitando la personalizacio´n de los flujos
de datos en la red.
Nuevos Servicios - Al permitir a cualquier programador crear libremente aplica-
ciones y flujos personalizados, se generan posibilidades para disen˜ar nuevos servi-
cios y cubrir necesidades especiales (servicios temporales, por demanda, por tarifas,
aplicar inteligencia artificial sobre los flujos y el tra´fico, etc). Crear nuevos servicios
en las redes convencionales genera un desaf´ıo y consumo superior de recursos (y es
completamente dependiente del desarrollo de los fabricantes o adopcio´n de nuevos
esta´ndares).
Centralizacio´n - Toda la programacio´n, configuracio´n, administracio´n, resolucio´n
de problemas y seguridad se encontrar´ıa en una sola ubicacio´n central, simplifi-
cando las labores de ingenier´ıa y gestio´n de la red de datos.
Estad´ısticas de Tra´fico - SDN al ser programable a trave´s de lenguajes de
programacio´n de alto nivel, ofrece la posibilidad de almacenar todo el tra´fico de
la red o flujos espec´ıficos para posteriormente realizar un data-science sobre los
datos y encontrar insights, algo que no es posible de programar o implementar en
las redes convencionales.
En el caso que fuera posible migrar una red tipo carrier grade del modelo convencional
a SDN, el desarrollo de este proyecto representar´ıa un fuerte impacto en la industria
de las telecomunicaciones y en especial para las redes principales de los operadores de
servicio de internet.
Cap´ıtulo 7
Objetivos
7.1. Objetivo General
Validar si el nuevo paradigma de redes de datos definidas por software (o redes de
datos programables), ofrece la posibilidad de migrar una red de datos tipo carrier
grade en su red de transporte y nu´cleo, garantizando la continuidad y estabilidad
de sus servicios actuales.
7.2. Objetivos Espec´ıficos
Determinar si los controladores y protocolos de southbound disponibles para la
implementacio´n de una red SDN son los apropiados para la ejecucio´n de las im-
plementaciones de laboratorio con un enfoque para redes de datos de operadores
de servicio.
Evaluar si el paradigma SDN ofrece la posibilidad real de virtualizar libremente
los nodos y enlaces de una topolog´ıa f´ısica tipo operador de servicio.
Verificar si es posible programar dina´micamente los flujos de datos en la red ana-
lizando los campos de entrada y alternativas de conmutacio´n disponibles.
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Metodolog´ıa
Se realizara´ inicialmente una bu´squeda en las bases de datos cient´ıficas acerca del estado
del arte del nuevo paradigma SDN. Despue´s se procedera´ a clasificar la informacio´n de
acuerdo a su nivel de pertinencia respecto a los objetivos del proyecto. Se revisara´n los
principales controladores disponibles tanto de licencia comercial como no comercial. La
bu´squeda se centrara´ en los controladores no comerciales ya que ofrecen licencias que no
representan costos adicionales para la ejecucio´n del proyecto; lo mismo se realizara´ con
el protocolo para el componente southbound.
Una vez seleccionado el software para usar como controlador y el protocolo southbound,
se procedera´ a realizar el montaje de laboratorio en el espacio del grupo de investigacio´n
Nyquist, el cua´l a la fecha y gracias a convocatorias vigentes en las que se encuentra
trabajando cuenta con equipos para instalar el software controlador (equipos estaciones
de trabajo y servidores). Cuenta tambie´n con tres switches HP con soporte completo
para OpenFlow versio´n 1.0 hasta 1.4. Para poder implementar topolog´ıas ma´s complejas
se trabajara´ con el simulador de redes de datos Mininet, que a la fecha permite la creacio´n
de topolog´ıas completas con switches emulados con soporte para diferentes versiones de
OpenFlow, es decir un laboratorio suficiente para realizar las pruebas
Con el laboratorio montado y listo para realizar implementaciones se procedera´ con la
ejecucio´n de las diferentes pruebas para determinar si es posible migrar una red tipo
carrier grade del paradigma convencional en este laboratorio SDN. Se iniciara´ con la
implementacio´n de una red MetroEthernet y una virtualizacio´n de nodos y enlaces para
hacer una comparativa entre las posibilidades que ofrece una red metro versus una
virtualizacio´n total de los recursos de red.
En una etapa posterior se implementara´ el enrutamiento programando los para´metros
y definiendo los flujos personalizados para cada host o conjunto de host de la red. En
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esta etapa se comprobara´ si es posible jugar completamente con los flujos de la red o el
enrutamiento (a diferencia de lo que es posible en las redes convencionales).
Finalmente se implementara´ una red VPLS, programando el encapsulamiento y revisan-
do la asignacio´n coherente de las etiquetas.
Una vez terminadas las pruebas se podra´ determinar si el paradigma SDN en cada una
de las implementaciones realizadas ofrece las herramientas necesarias para suplir las
necesidades tecnolo´gicas de una red tipo carrier grade (redundancia, tolerancia a fallos,
seguridad, escalabilidad, calidad de servicio, independencia de enrutamiento y transporte
para cada cliente, anchos de banda y gestio´n de los usuarios de la red).
En cada implementacio´n se realizara´ un comparativo detallado de lo que ofrecen las
redes convencionales y si SDN puede ofrecer o no lo mismo en cada aspecto. Tambie´n
se revisara´ si es posible que para cada caso pueda entregar valores agregados o incluso
permita definir valores extras a trave´s de la programacio´n.
Como parte final de la ejecucio´n del proyecto se realizara´ el montaje de una red t´ıpica de
un operador de servicio bajo SDN, donde se pueda comprobar si solamente con este nuevo
paradigma ser´ıa posible soportar los servicios que actualmente prestan a sus clientes.
Para cada una de las implementaciones de laboratorio se debe comprobar la existencia
de la conectividad y latencias de cada paquete mediante la aplicacio´n ping, al igual
que la ruta exacta que siguen los paquetes de datos mediante la aplicacio´n traceroute o
mediante la revisio´n manual de las tablas de flujos en cada nodo de la red. Se tomara´n
capturas de pantalla y se digitalizara´n los datos relevantes para la creacio´n de curvas
segu´n sea el caso.
Los resultados sera´n presentados para cada implementacio´n teniendo en cuenta cada
uno de sus componentes:
Topolog´ıa f´ısica (diagrama).
Topolog´ıa lo´gica (especificacio´n descriptiva de la capa virtual - documento).
Algoritmos, configuraciones y definiciones de flujos implementadas en el controla-
dor (en forma de documentos).
Capturas de pantalla de las salidas de la CLI en la consulta de las tablas de flujo
en los nodos de la red (capturas de pantalla – ima´genes).
Ana´lisis del tra´fico y los valores validados en los paquetes de datos (archivos de
captura de tra´fico y documentos).
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Curvas para los datos (Gra´ficas – ima´genes).
Se usara´n las siguientes herramientas para los estudios de laboratorio:
ICMP esta´ndar (ping y traceroute)
Wireshark (captura y ana´lisis de tra´fico)
CLI
Mininet
GNU/Linux Ubuntu
XML y/o JSON
Java
Se usara´n los siguientes elementos f´ısicos
Estacio´n de trabajo o servidor
Cables de red UTP
Switches HP con soporte para SDN
8.1. Actividades a Desarrollar
8.1.1. Objetivo No 1
Se realizara´ una bu´squeda de art´ıculos en las principales bases de datos cient´ıficas. Se
usara´ la herramienta para la construccio´n de estados del arte llamada Tree of Science de
la Universidad Nacional de Manizales, que es una herramienta soportada en la teor´ıa de
grafos y que presenta la informacio´n en forma de a´rbol, ra´ız para los primeros estudios
en el tema, tronco para la informacio´n que se convierte en base de ese conocimiento, y
las hojas que representan los u´ltimos estudios en el tema. Se realizara´ un estudio de los
controladores comerciales y no comerciales. Se revisara´n los controladores SDN existentes
a la fecha de licencias comerciales y no comerciales, analizando aspectos como lenguaje
de programacio´n, protocolos soportados, tipo de licencia, documentacio´n, arquitectura,
plataformas soportadas, interfaz de usuario, soporte de multihilo, etc.
Se estudiara´n las alternativas de protocolos para el componente Southbound, comparan-
do para´metros como soporte de controladores, dispositivos y prestaciones.
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Se seleccionara´ cual es el controlador o conjunto de controladores ma´s adecuados para
la ejecucio´n del proyecto. La expectativa es elegir un solo controlador para garantizar
consistencia entre las diferentes pruebas de laboratorio. Se realizara´ lo mismo para el
componente Southbound que sera´ el usado para la implementacio´n en todas las pruebas
de laboratorio. Se hara´ un ana´lisis comparativo.
8.1.2. Objetivo No 2
Se implementara´ en el laboratorio SDN sobre una red tipo carrier grade una VPLS
(similar a MPLS). Se definira´ en primer lugar la topolog´ıa f´ısica (nodos y conexiones
f´ısicas), y en segundo lugar la topolog´ıa lo´gica y los nodos o cantidad de redes e interco-
nexiones para determinar la cantidad de capas virtuales de enrutamiento a crear en la
red. Sobre la misma topolog´ıa carrier grade anterior, se implementara´ un enrutamiento
convencional sobre BGP de manera centralizada en el controlador (sin configurar cada
nodo de la red por separado). Se verificara´ el funcionamiento correcto y coherente de las
rutas en toda la red. Se construira´ una topolog´ıa f´ısica altamente interconectada sobre
la que se puedan construir diferentes redes virtuales, virtualizando los nodos y enlaces,
para comprobar la independencia del enrutamiento y la personalizacio´n de los flujos de
datos para cada red virtual.
8.1.3. Objetivo No 3
Se estudiara´ y realizara´ una gu´ıa compacta de co´mo se pueden programar de forma
personalizada cada uno de los flujos y sentencias de enrutamiento y conmutacio´n para
cada paquete de datos. Se implementara´ la programacio´n de unos flujos de datos definidos
libremente, donde se pueda observar que es posible establecer la programacio´n de la red
de forma arbitraria y posiblemente sin limitaciones.
Cap´ıtulo 9
Comparativa Controladores para
SDN
La tabla 9.1 presenta un cuadro comparativo para los diferentes controladores disponibles
y viables de eleccio´n para la ejecucio´n de este proyecto. Se revisara´n los siguientes ı´tems
para la comparativa:
Lenguaje de programacio´n soportado.
Interfaz gra´fica.
Calidad de la documentacio´n.
Modularidad.
Si es de arquitectura distribuida o centralizada.
Plataformas o sistemas operativos soportados.
Protocolos Southbound soportados.
API para la interfaz Northbound.
Soporte para OpenStack.
Dominio de aplicacio´n.
Al revisar la tabla 9.1, se observa ra´pidamente co´mo dos de los controladores se destacan
sobre el resto debido a la integralidad en los aspectos de la comparativa. ONOS y
OpenDaylight presentan soporte para todas las plataformas de sistemas operativos, de
arquitectura distribuida, con interfaz gra´fica v´ıa Web, y sobresalen en dos de los items
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Lenguaje
de Pro-
grama-
cio´n
Interfaz
Gra´fi-
ca
Documen
tacio´n
Modula
ridad
Arquitec
tura
Sistema
Opera-
tivo
API
South-
bound
API
North-
bound
Comunidad
Multi
hilo
Open
stack
Dominio
Apli-
cacio´n
ONOS Java Web Buena Alta
Distri
buido
Linux,
MAC
OS y
Win-
dows
Openflow
1.0 - 1.3,
NET-
CONF
REST
API
ON LAB,
AT&T,
Ciena,
Cisco,
Ericsson,
Fujitsu,
Huawei,
Intel, Nec,
NsfNtt
Communi-
cation, Sk
Telecom
S´ı No
Centros
de Da-
tos,
WAN
y
Trans-
porte
Open
Day-
light
Java Web
Muy
Buena
Alta
Distri
buido
Linux,
MAC
OS y
Win-
dows
Openflow
1.0 - 1.4,
NET-
CONF/-
YANG,
OVSDB,
PCEP,
BG-
P/LS,
LISP,
SNMP
REST
API
Linux
Founda-
tion con
miembros
que cu-
bren cerca
de 40
compan˜´ıas
como Cis-
co, IBM y
NEC
S´ı S´ı
Centros
de Da-
tos
NOX C++
Python
+ QT4
Escasa Baja
Centra
lizado
Linux
Openflow
1.0
REST
API
Nicira
NOX
MT
No Campus
POX Python
Python
+ QT4
Escasa Baja
Centra
lizado
Linux,
MAC
OS y
Win-
dows
Openflow
1.0
REST
API
Nicira No No Campus
RYU Python S´ı Justa Justa
Centra
lizado
Linux
Openflow
1.0 - 1.4,
NET-
CONF,
OF-
CONFIG
REST
para
South-
bound
Nippo
Telegraph
and Te-
lephone
Corpora-
tion
S´ı S´ı Campus
Beacon Java Web Justa Justa
Centra
lizado
Linux,
MAC
OS y
Win-
dows
Openflow
1.0
REST
API
Universidad
de Stan-
ford
S´ı No
Investi
gacio´n
Maestro Java – Escasa Justa
Centra
lizado
Linux,
MAC
OS y
Win-
dows
Openflow
1.0
REST
API
RICE,
NSF
S´ı No
Investi
gacio´n
Flood
Light
Java Web Buena Justa
Centra
lizado
Linux,
MAC
OS y
Win-
dows
Openflow
1.0, 1.3
REST
API
Big Switch
Networks
S´ı No Campus
Iris Java Web Justa Justa
Centra
lizado
Linux,
MAC
OS y
Win-
dows
Openflow
1.0, 1.3,
OVSDB
REST
API
ETRI S´ı No ISP
MUL C Web Justa Justa
Centra
lizado
Linux
Openflow
1.0 - 1.4,
OVSDB,
OF-
CONFIG
REST
API
Kulcloud S´ı S´ı
Centros
de Da-
tos
Runos C++ Web Justa Justa
Distri
buido
Linux
Openflow
1.3
REST
API
ARCCN S´ı No
WAN
y Cen-
tros de
Datos
Lib-
Fluid
C++ – Justa Justa – Linux
Openflow
1.0, 1.3
– ONF S´ı No –
tabla 9.1: Comparativa de Controladores para SDN [1]
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ma´s importantes para su eleccio´n, la calidad de la documentacio´n y las entidades u
organizaciones que los soportan.
Para el caso particular de este proyecto, y por estar orientado a validar el paradigma para
redes de proveedores de servicio, se seleccionara´ ONOS como el controlador apropiado
por presentar las siguientes caracter´ısticas [1]:
Su dominio de aplicacio´n esta´ orientado a redes de transporte y gran taman˜o.
Su documentacio´n presenta un buen nivel (dentro de lo posible ya que es fre-
cuente encontrar dificultades en las documentaciones oficiales por tratarse de un
paradigma au´n en etapas de desarrollo).
Es un controlador altamente modular y extensible.
Es soportado por las principales plataformas de sistemas operativos (Microsoft
Windows, GNU/Linux y Mac OS).
Soporta las u´ltimas versiones del protocolo OpenFlow (comprobado hasta la 1.3).
Presenta un set especial de aplicaciones de red enfocadas a redes de operadores de
servicios como BGP, MPLS, VPLS, SDNIP, FWD, Router BGP, Virtualizacio´n de
Switches y Carrier Ethernet.
9.1. Ancho de Banda de los Controladores SDN
En la figura 9.1 se observan las curvas de ancho de banda para cada controlador en
funcio´n de la cantidad de switches hasta alcanzar un total de 100. En este aspecto es
importante tener presente que el lenguaje en el que esta´ escrito el controlador afecta
considerablemente su rendimiento. Para este caso se observa como MUL y LIBFLUID
muestran un mayor rendimiento debido a que el lenguaje en el que fueron escritos corres-
ponden a ANSI C y C++ respectivamente (lenguajes compilados). ONOS y OpenDay-
light presentan un bajo rendimiento en comparacio´n, ya que esta´n escritos en el lenguaje
de programacio´n JAVA (lenguaje compilado con interpretacio´n por medio de ma´quina
virtual); esto no significa que un controlador escrito en este lenguaje sea una eleccio´n
inapropiada (java presenta una gran adopcio´n y reconocimiento en la industria).
Sobre este aspecto se considera solamente el ancho de banda soportado entre los switches
y el controlador. Este rendimiento puede ser mejorado con un hardware ma´s potente en
el servidor o servidores que actu´en como controladores. Este rendimiento no representa
el rendimiento total de la red de datos, ya que este tambie´n depende en buena medida
de la capacidad de computo del plano de reenv´ıo de cada switch.
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ONOS y OpenDaylight presentan casos de uso de implementaciones reales que muestran
un funcionamiento adecuado (la informacio´n se encuentra disponible a trave´s de los sitios
Web oficiales de ambos controladores).
La estacio´n de trabajo que fue usada para la ejecucio´n de estas pruebas presenta las
siguientes caracter´ısticas [1]:
Procesador Intel Core i7 3630QM a 2.4 GHz, 4 nu´cleos, 8 hilos - en formato single
socket
16 GB de memoria RAM DDR3
Sistema Operativo Ubuntu 14.04 LTS 64 Bits
Figura 9.1: Ancho Banda Soportado por cada Controlador [1]
9.2. Latencia de los Controladores SDN
En el apartado de latencias (figura 9.2) se presenta una mayor homegeneidad en las
curvas. Dos controladores en particular como lo son RYU y POX presentan un ba-
jo rendimiento respecto a los dema´s. Nuevamente juega un papel vital el lenguaje de
programacio´n en el que han sido construidos, que para ambos casos es el lenguaje de
programacio´n Python, un buen lenguaje pero completamente interpretado [1].
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Figura 9.2: Latencias para cada Controlador [1]
9.3. Soporte Multihilo de los Controladores SDN
En la figura 9.3 se presentan las curvas de cada controlador para el ancho de banda en
funcio´n de la cantidad de hilos o procesos independientes. Para este caso se obseva un
buen soporte en los controladores Beacon y MUL. Este aspecto demuestra que el rendi-
miento en multihilo depende ma´s de la ingenier´ıa del software o disen˜o de arquitectura
(a nivel de software) que del lenguaje de programacio´n como tal, ya que se trata de dos
lenguajes diferentes como JAVA y ANSI C.
9.4. Conclusiones del Cap´ıtulo
Sin duda el controlador que aparece como ganador general de las curvas presentadas
(throughput vs cantidad de switches, throughput vs cantidad de hilos, y latencia vs
cantidad de switches) es MUL, principalmente debido al lenguaje en el que se encuentra
desarrollado (ANSI C). Existen otras caracter´ısticas a parte del rendimiento bruto que
son igual o ma´s relevantes para la seleccio´n de un buen controlador, como las sen˜aladas
en la seleccio´n de ONOS como el controlador ideal para un operador de servicios que
pretenda migrar del modelo convencional. Java por su parte presenta un rendimiento
adecuado para el controlador ONOS, condicio´n que sera´ menos visible en la medida en
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Figura 9.3: Rendimiento Multihilo para cada Controlador [1]
que el hardware sea cada vez ma´s potente, sin mencionar las mejoras en el rendimiento
que podr´ıa imprimir la creacio´n de un clu´ster de controladores (pero este es un tema
que no es del dominio de este proyecto).
En el siguiente cap´ıtulo se estudiara´n los protocolos sothbound ma´s relevantes, determi-
nando las caracter´ısticas a evaluar, con el objetivo de decidir sobre cua´l sera´ el protocolo
adecuado para la ejecucio´n de las implementaciones pra´cticas del proyecto.
Cap´ıtulo 10
Comparativa Protocolos
Southbound para SDN
En este cap´ıtulo se analizara´n diferentes protocolos que han sido propuestos como com-
ponente Southbound para la arquitectura SDN. Se trabajara´n los mismos ı´tems de com-
paracio´n para cada uno, con una tabla final que permita realizar una comparativa ra´pida
de sus caracter´ısticas, orientado a la seleccio´n de la mejor alternativa para la ejecucio´n
de este proyecto. Este cap´ıtulo presenta una estructura y objetivo similar al realizado
para los controladores.
10.1. NETCONF/YANG
10.1.1. Descripcio´n del Protocolo
NETCONF es un protocolo que permite definir mediante XML la configuracio´n de la
red. NETCONF permite transportar la informacio´n de configuracio´n especificada en un
plano de control hacia los dispositivos de red (switches y routers) [2].
NETCONF usa un mecanismo basado en RPC para facilitar la comunicacio´n entre clien-
te y servidor. El cliente puede ser un script o aplicacio´n t´ıpica. El servidor normalmente
es un dispositivo t´ıpico de red.
Una sesio´n mediante NETCONF es una conexio´n lo´gica entre un administrador de red
o aplicacio´n para configuracio´n de red y un dispositivo de red. El dispositivo de red
debe soportar al menos una sesio´n NETCONF o mu´ltiples sesiones. Los atributos de
configuracio´n global pueden ser cambiados mediante cualquier sesio´n autorizada y los
37
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cambios sera´n visibles en todas las sesiones. Los atributos espec´ıficos de cada sesio´n
afectan so´lo la sesio´n en la cual han sido modificados.
NETCONF puede ser conceptualmente estructurado en cuatro capas, la capa de trans-
porte, la capa de mensaje, la capa de operacio´n y la capa de contenido. En la Figura
10.1 se observa la estructuracio´n conceptual del protocolo NETCONF.
Figura 10.1: Modelo de Capas - NETCONF [2]
La capa de transporte seguro provee una ruta de comunicacio´n entre cliente y servidor,
soporta SSH, TLS, BEEP/TLS, SOAP/HTTP/TLS, etc.
La capa de mensajes provee un mecanismo simple e independiente para codificar RPCs
y notificaciones.
La capa de operaciones define un conjunto de operaciones ba´sicas de protocolo invocadas
como me´todos RPC con para´metros codificados en XML.
La capa de contenido no esta´ descrita oficialmente en la RFC 6241, pero se espera que
a futuro sea estandarizado el modelo de datos para NETCONF.
YANG por su parte es un lenguaje de modelado de datos para NETCONF, es decir que
permite modelar configuraciones y datos de estado que son manipulados por NETCONF.
YANG se relaciona con las capas de contenido y operacio´n especificadas en NETCONF.
YANG esta´ especificado en la RFC 6020 de septiembre del 2010.
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10.1.2. Origenes - Quie´n o Quie´nes lo Soportan
NETCONF ha sido desarrollado gracias a un trabajo colaborativo entre academia (Ja-
cobs University), industria (Juniper Networks, Tail-f Systems y Brocade) y la IETF
(Internet Engineering Task Force).
10.1.3. Licencia
NETCONF es un estandar propuesto para la industria, por lo tanto no cuenta con una
licencia espec´ıfica o comercial para su uso.
10.1.4. Controladores que lo Soportan
ONOS
OpenDaylight
RYU
10.1.5. Fabricantes de Hardware que Soportan el Protocolo
Juniper Networks - Junos OS
Cisco Systems - Cisco IOS 15
Huawei - CloudEngine Switches (Core Newtwork)
NEC - Core Switches
Hewllet Packard Networking - Core Switches
10.1.6. Tipo u Orientacio´n de Aplicacio´n del Protocolo
Puede ser usado para enviar y recibir configuraciones parciales y completas a los dispo-
sitivos de red. La limitante esta´ relacionada con el soporte de la versio´n del protocolo,
las APIs, lenguajes de descripcio´n (YANG) y controladores. El protocolo se encuentra
abierto para la especificacio´n de nuevos esta´ndares que puedan ser definidos en docu-
mentos adjuntos a la RFC principal. Dos de los principales controladores OpenDaylight
y ONOS soportan las versiones actuales de NETCONF. No sera´ del objetivo de este
proyecto comprobar la validez de NETCONF para las redes de operadores de servicio.
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10.1.7. Versiones del Protocolo y Estado Actual
El protocolo actualmente y segu´n la especificacio´n de su RFC 6241, se encuentra en la
versio´n 1.1. El estandar mantiene abierta la posibilidad para proponer nuevas extensiones
y actualizaciones.
10.2. ForCES - Forwarding and Control Element Separa-
tion
10.2.1. Descripcio´n del Protocolo
En la figura 10.2, se observa la arquitectura propuesta para el protocolo ForCES. CE
hace referencia a un Control Element y FE a un Forwarding Element. La figura muestra
las estructuras conceptuales para cada componente y conexio´n en el diagrama. Es simple
identificar nuevamente la separacio´n que se plantea entre los planos de control (Control
Element) y env´ıo (Forwarding Element). Existen dos elementos externos al dispositivo
de red (switch o router SDN), que corresponden al CE Manager y al FE Manager, que
en conjunto representan todo el plano de control de la red [3].
En la figura 10.3, se desagregan los componentes CE y FE, permitiendo entender cua´l
es el objetivo de cada componente. En la parte superior se observan aplicaciones t´ıpicas
de red como OSPF, RIP, BGP, etc, mientras que en la parte inferior correspondiente
al componente FE, se observan aspectos directamente asociados a la conmutacio´n de
datagramas. Solo precede la interfaz o puerto f´ısico del dispositivo de red (switch o
router) para entregar la informacio´n hacia el medio de transmisio´n.
10.2.2. Origenes - Quie´n o Quie´nes lo Soportan
El desarrollo de ForCES nace tambie´n del trabajo conjunto entre academia e indus-
tria. En lo acade´mico participan Lulea University of Technology y Zhejiang Gongshang
University, mientras que por la industria participan Znyx, IBM, Intel y Nokia [3].
10.2.3. Licencia
Al igual que NETCONF, ForCES es un esta´ndar y no presenta licencias espec´ıficas o
comerciales para su uso.
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Figura 10.2: Arquitectura ForCES [3]
Figura 10.3: Funciones CE y FE [3]
10.2.4. Controladores que lo Soportan
ForCES se presenta como un Framework sobre el que se puede construir un controlador
indpendiente. Por lo tanto en la documentacio´n de los controladores revisados en este
documento no figura soporte directo para ForCES solamente como protocolo.
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10.2.5. Fabricantes de Hardware que Soportan el Protocolo
En los sitios oficiales de los fabricantes mas relevantes de la industria (Juniper Networks,
Cisco Systems, Huawei, NEC, HP Networking), no figura informacio´n oficial de soporte
de los equipos de comunicaciones (switches y routers) para alguna versio´n del protocol
o framework ForCES.
10.2.6. Tipo u Orientacio´n de Aplicacio´n del Protocolo
Debido al disen˜o inicial propuesto para ForCES [3], y al tratarse de una arquitectura
enfocada en separar plano de control y de env´ıo, esta´ abierto para cualquier campo
de aplicacio´n, como internet de las cosas, operadores de servicio o redes corporativas
en general (LAN, MAN y WAN). Los desarrollos realizados sobre ForCES no esta´n
ajustados a un campo o dominio de aplicacio´n espec´ıfico.
10.2.7. Versiones del Protocolo y Estado Actual
La versio´n actual de la especificacio´n se encuentra en la versio´n 1.0 [3]. La RFC no presen-
ta actualizaciones relevantes desde su especificacio´n 5810 a excepcio´n de las RFCs 7121
y 7391 de 2014.No se observan modificaciones o aportes posteriores a la fecha o alguna
organizacio´n que soporte constantemente su desarrollo, adopcio´n e implementacio´n.
10.3. SoftRouter
10.3.1. Descripcio´n del Protocolo
SoftRouter al igual que ForCES se presenta no directamente como un protocolo Sout-
bound sino como una arquitectura que separa los planos de control y datos de los dispo-
sitivos de comunicaciones [4]. En la terminolog´ıa de SoftRouter, los elementos de control
son referenciados como CEs (Control Elements) y los de datos como FEs (Forwarding
Elements).
A continuacio´n se presentan las figuras correspondiente a un modelo de arquitectura
convencional de enrutador Figura 10.4, el modelo conceptual propuesto Figura 10.5
y al modelo real que implementa SoftRouter Figura 10.6. Se observa inicialmente el
bloque conceptual convencional de un enrutador donde el plano de control y de datos
se encuentra en el mismo dispositivo y la comunicacio´n entre ambos se realiza a trave´s
de una API propietaria. En la imagen siguiente se observa la separacio´n de los planos,
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convirtiendo el concepto de API propietaria en un protocolo esta´ndar de comunicacio´n.
En la imagen final se observa el modelo basado en servidor en la que aparecen unos
elementos diferentes en el plano de control, el servidor para el elemento de control que
ejecuta funciones de enrutamiento convencional como RIP, OSPF, BPG, IS-IS, etc, y
el servidor de caracter´ısticas encargado de funciones como QoS, VPN, movilidad IP y
aplicaciones espec´ıficas de red.
Figura 10.4: Arquitectura Router Convencional [4]
Figura 10.5: Arquitectura Conceptual SoftRouter [4]
Figura 10.6: Arquitectura Actual SoftRouter [4]
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10.3.2. Origenes - Quie´n o Quie´nes lo Soportan
SoftRouter es soportado principalmente por Lucent Technologies Inc ubicada en New
Jersey en Estados Unidos, Quie´n a la fecha es propietaria de la patente Europea.
10.3.3. Licencia
La arquitectura para SoftRouter cuenta con una patente Europea activa con identifica-
cio´n EP1653690 que puede ser encontrada en la base de datos dispuesta en el sitio oficial
de la FPO (Free Patents Online).
10.3.4. Controladores que lo Soportan
Al tratarse de una arquitectura similar a ForCES, no se encuentra un controlador ac-
tual que implemente directamente la arquitectura propuesta. Es una arquitectura, y a
partir de ella se puede implementar un controlador, protocolo soutbound o realizar una
integracio´n de los componentes con otros elementos compatibles con las especificaciones
oficiales de SoftRouter [36].
10.3.5. Soporte de los Fabricantes de Hardware
Similar a ForCES, al tratarse de una arquitectura no se observa documentacio´n o soporte
directo en los sitios oficiales de los principales fabricantes sobre la implementacio´n directa
de esta arquitectura.
10.3.6. Tipo u Orientacio´n de Aplicacio´n del Protocolo
Similar a ForCES, SoftRouter presenta una arquitectura abierta para cualquier aplica-
cio´n, siendo esta dependiente de la implementacio´n espec´ıfica por cada fabricante que la
adopte (operadores de servicio, redes LAN, MAN, WAN, internet de las cosas, etc).
10.3.7. Versiones del Protocolo y Estado Actual
En la documentacio´n [4] [36] no registra una versio´n oficial de una versio´n de la especi-
ficacio´n. Se entiende como una propuesta de plataforma sin versiones especificas.
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10.4. LISP
10.4.1. Descripcio´n del Protocolo
LISP por sus siglas en ingles de Locator/ID Separation Protocol presenta los concep-
tos en la Figura 10.7. Emplea dos dominios de nombres para dos de sus componentes
de arquitectura, una para los host o dispositivos finales denominada EIDs (Endpoint
Identifiers) y otra para las subredes intermedias que se denominan RLOC (Routing
Locators).
En la Figura 10.7 si el host A desea comunicarse con el host B, el primer proceso que
se presenta es en el que el host A identifica que el host B se encuentra en un EID
diferente, enviando los paquetes al router X. Cuando llegan al router X este consulta el
Mapping System que puede estar conformado por un cluster o conjunto de servidores
donde existe una asociacio´n entre EIDs y RLOCs (similar a subredes destino y saltos
siguientes en las rutas de las redes convencionales). El router X recibe una respuesta
del Mapping System donde le informa que debe encapsular el paquete para enviarlo
mediante el RLOC asociado al tunel para el router Y quie´n esta´ en el camino hacia el
EID del host B [5]. El proceso se repite para el router Y hasta entregar debidamente
el paquete al host B. Despue´s de este proceso los routers X y Y almacenan en cache la
relacio´n EID-RLOC para futuras comunicaciones entre host A y B, similar a un proceso
de aprendizaje MAC en capa 2 de las redes convencionales.
En [5] se propone tambie´n a LISP como una arquitectura que pueda estar en l´ınea con
el paradigma SDN, representando el plano de control o controlador con el concepto
de Mapping System y los dispositivos de datos o reenv´ıo de paquetes con el concepto
de network fabric [5] para los dispositivos encargados solamente de la conmutacio´n de
paquetes.
10.4.2. Origenes - Quie´n o Quie´nes lo Soportan
Este protocolo es soportado por la IETF (Internet Engineering Task Force) y The LISP
Working Group [37].
10.4.3. Licencia
LISP puede ser usado libremente como estandar OpenLisp [38] , y en su implementacio´n
libre LispMob [39].
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Figura 10.7: Conceptos de LISP [5]
Cisco presenta tambie´n una versio´n propietaria desarrollada a partir del estandar deno-
minada Cisco LISP [40].
10.4.4. Controladores que lo Soportan
El u´nico controlador que soporta LISP como protocolo soutbound actualmente es Open-
Daylight.
10.4.5. Soporte de los Fabricantes de Hardware
Cisco Systems en los sistemas operativo IOS, IOS-XR y NX-OS.
AWM.
OpenWRT.
Android (Diferentes Fabricantes, soporte a nivel de software)
10.4.6. Tipo u Orientacio´n de Aplicacio´n del Protocolo
Al tratarse de un protocolo southbound que se integra con el controlador OpenDaylight,
su enfoque esta´ orientado a redes corporativas (LAN, MAN y WAN), internet de las
cosas y aplicaciones de terceros. Su enfoque en [5] no muestra caracter´ısticas orientadas
a las redes de operadores de servicio. No obstante al tratarse de un protocolo esta´ndar
puede ser complementado para satisfacer las demandas y requerimientos para este tipo
de redes.
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10.4.7. Versiones del Protocolo y Estado Actual
Es importante destacar que en el sitio oficial de OpenLisp [38], las actualizaciones o
entradas mas recientes llegan solamente hasta el an˜o 2011, reflejando una evolucio´n no
muy constante en el protocolo y arquitectura. Caso contrario cuando se visita el sitio
oficial de LispMob [39], donde se observan entradas hasta el an˜o 2016. Esto muestra
una evolucio´n constante del software que implementa al protocolo LISP pero no muchos
cambios en el protocolo como tal.
OpenLisp se encuentra en la versio´n 0.2.0 [38]. En este caso se observa que no se han
presentado numerosas versiones o mejoras del protocolo (por el nu´mero de versio´n de la
especificacio´n).
10.5. PCEP
10.5.1. Descripcio´n del Protocolo
PCEP por sus siglas en ingles de Path Computation Element Protocol, es un protocolo
southbound definido en [7] y [41]. Presenta dos componentes principales, el PCE (Path
Computation Element) y el PCC (Path Computation Client). El PCE es una entidad
(componente, aplicacio´n o nodo de la red) que es capaz de calcular una ruta de red
basada en un grafo de red, aplicando restricciones computacionales. Un PCC es cualquier
aplicacio´n cliente que solicita un ca´lculo de ruta a un PCE. El protocolo PCE (PCEP)
es el encargado de la comunicacio´n entre los componentes PCE y PCC como se presenta
en los diagramas de las figuras 10.8 y 10.9.
PCEP es un protocolo TCP que define un conjunto de mensajes y objetos usados para
mantener las sesiones entre PCEs y PCCs, y para solicitar y enviar rutas para LSPs de
tra´fico multidominio. PCEP incluye reportes de los estados de los LSP enviados por el
PCC hacia el PCE y las actualizaciones PCE para los LSPs externos [6].
PCEP se presenta como un protocolo southbound ya que implementa un modelo donde
los dispositivos de red (PCC) solicitan a los dispositivos de computo (PCE) el ca´lculo
de rutas en un dominio mu´ltiple de enrutamiento. No es una propuesta de protocolo
soutbound para SDN en su totalidad, ya que esta´ ma´s orientado a la aplicacio´n sobre
redes MPLS y GMPLS [41] para trabajo sobre tu´neles IP [42].
Entre las funciones propuestas para el protocolo PCEP se encuentran:
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Sincronizacio´n para los estados de los tu´neles LSP entre PCCs y PCEs. Cuando
una conexio´n hacia un PCE se encuentra activa, el PCC delega todos los LSPs a
ese PCE en un procedimiento llamado sincronizacio´n de estado LSP.
Delegacio´n para el control sobre los tu´neles LSP. Un PCE activo controla uno o
mas atributos LSP para el ca´lculo de rutas, como el ancho de banda, el para´metro
ERO (Explicit Route Objects - Objetos Expl´ıcitos de la Ruta) y la prioridad.
Control del tiempo y la secuencia para el ca´lculo de las rutas. Un PCE puede
modificar uno o mas atributos LSP, como el ancho de banda, atributo ERO y
prioridad. El protocolo PCEP comunica estos nuevos estados de los atributos LSP
desde un PCE hacia el PCC, despue´s de esto el PCC vuelve a sen˜alar el LSP en
la ruta espec´ıfica.
Figura 10.8: Modelo PCEP - En una red MPLS RSVP-TE [6]
Figura 10.9: Modelo PCEP - RFC [7]
10.5.2. Origenes - Quie´n o Quie´nes lo Soportan
El protocolo fue desarrollado y soportado por el Network Working Group de la IETF
compuesto por participantes de Cisco Systems, France Telecom y Huawei Technologies.
10.5.3. Licencia
Es un esta´ndar y no cuenta con una licencia comercial [7] [41].
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10.5.4. Controladores que lo Soportan
So´lo es soportado por el controlador OpenDaylight. El controlador ONOS tambie´n lo im-
plementa pero solamente como un plugin southbound y no como un protocolo completo
como tal [42].
10.5.5. Soporte de los Fabricantes de Hardware
Cisco Systems
Juniper Networks
Huawei Technologies
10.5.6. Tipo u Orientacio´n de Aplicacio´n del Protocolo
PCEP es un protocolo con una arquitectura SDN orientado a la aplicacio´n para tu´neles
IP sobre MPLS y GMPLS [7] [41].
10.5.7. Versiones del Protocolo y Estado Actual
PCEP se encuentra en la versio´n 1.0 [7] desde el an˜o 2009.
10.6. OpFlex
10.6.1. Descripcio´n del Protocolo
OpFlex es un protocolo southbound desarrollado inicialmente por Cisco Systems [43],
disen˜ado no como un protocolo SDN ma´s sino como una propuesta de disen˜o basada en
un modelo declarativo y no imperativo (quie´n delega todas las actividades de control y
procesamiento al controlador principal, como es el caso del famoso protocolo OpenFlow
que sera´ revisado ma´s adelante).
En [8] se plantea una analog´ıa sencilla para entender cual es el enfoque de OpFlex y
por que´ se diferencia respecto a las dema´s iniciativas. La analog´ıa consiste en pensar en
las actividades que realizan los controladores de vuelo en un aeropuerto, es decir, los
controladores se encargan de indicar a cada avio´n cuando despegar y donde aterrizar,
pero nunca le indican a cada avio´n la manera exacta en co´mo deben realizarlo. Ajustar la
velocidad, manipular los alerones, desplegar el tren de aterrizaje y ubicar espec´ıficamente
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la aeronave son actividades y responsabilidades de cada equipo de pilotaje y no de los
controladores de vuelo.
Para el caso de OpFlex, los controladores se encargan de presentar un FrameWork pa-
ra especificacio´n de pol´ıticas ma´s que de instrucciones como tal. Estas pol´ıticas son
enviadas a los dispositivos de red (switches y routers) quie´nes son encargados de inter-
pretarlas y ejecutar las actividades espec´ıficas a bajo nivel, y en caso de ser necesario
reportar anomal´ıas o consultas directas a los controladores. Este enfoque permite una
mayor concentracio´n en la definicio´n de las pol´ıticas ma´s que en el detalle de saber que´
instrucciones a bajo nivel deben ser enviadas a los dispositivos de red. Esto garantiza
escalabilidad controlada y un buen rendimiento [9].
En la figura 10.10, se presenta el modelo conceptual del protocolo OpFlex. En la parte
superior del diagrama se encuentran las definiciones de las pol´ıticas de la red, que son
enviadas a un agente OpFlex que se ejecuta en un controlador (para este caso OpenDay-
light, quie´n a la fecha presenta una mayor adopcio´n del protocolo [44]). Posteriormente
el agente usa el protocolo OpFlex para enviar las pol´ıticas a los dispositivos de red
(switches y routers) quie´nes a trave´s de otro agente que se encuentra instalado en los
dispositivos procesa y ejecuta las rutinas de bajo nivel asociadas a la pol´ıtica definida.
En la figura 10.11, se encuentra el modelo lo´gico del protocolo, donde se observan los
mismos conceptos de la figura 10.10, pero esta vez a un nivel ma´s detallado de bloques
y transiciones. Se observa en esta figura como el dispositivo de red realiza un render o
sintetizacio´n de la pol´ıtica en rutinas de bajo nivel para ejecutar a trave´s del hardware
de red.
La figura 10.12, establece un comparativo de los enfoques en protocolos southbound
SDN, el imperativo y el declarativo. Se presentan ventajas para el modelo declarativo,
tales como:
Mayor agilidad y tiempo de implementacio´n en la red - Al centrarse en la defi-
nicio´n de pol´ıticas en un framework de alto nivel, otorga a los programadores y
administradores de red un menor tiempo para llevar a produccio´n aplicaciones de
red.
Mayor escalabilidad a nivel de controladores - Si el controlador principal falla, los
dispositivo de red podr´ıan continuar en funcionamiento ya que cierta complejidad
y funciones son delegadas a los dispositivos de red.
Motiva la innovacio´n en los fabricantes - Permite una heterogeneidad de fabrican-
tes, entregando la libertad a cada uno de realizar implementaciones en sus agentes
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que permitan realizar funciones particulares [9] (ya que caso contrario a lo que ocu-
rre en el modelo imperativo, el modelo declarativo distribuye cierta complejidad a
los dispositivos de red (switches y routers)).
Figura 10.10: Modelo Conceptual Protocolo OpFlex [8]
Figura 10.11: Modelo Lo´gico Protocolo OpFlex [8]
10.6.2. Origenes - Quie´n o Quie´nes lo Soportan
OpFlex fue propuesto como un protocolo abierto y esta´ndar por Cisco Systems, Ci-
trix, IBM, Microsoft y Sungard Availability Services [43], y actualmente se encuentra
presentado a la IETF como un draft [9].
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Figura 10.12: Comparativa Enfoques SDN - Imperativo y Declarativo [9]
10.6.3. Licencia
Es un esta´ndar abierto, por lo tanto no cuenta con una licencia comercial.
10.6.4. Controladores que lo Soportan
OpenDaylight es el u´nico controlador [8] que a la fecha presenta la adopcio´n de un agente
OpFlex para su interfaz northbound.
10.6.5. Soporte de los Fabricantes de Hardware
El u´nico fabricante que a la fecha presenta un soporte y propuesta para un modelo
declarativo es Cisco Systems [8].
Otros fabricantes que soportan el protocolo son marcas como Microsoft, Red Hat, Citrix
y F5 (balanceadores de carga). La mayor´ıa de estas marcas no fabrican dispositivos
espec´ıficos de red como switches y routers [8].
10.6.6. Tipo u Orientacio´n de Aplicacio´n del Protocolo
Al tratarse de una propuesta para un modelo declarativo, el esquema de implementacio´n
a trave´s de definicio´n de pol´ıticas permitira´ una aplicacio´n para cualquier tipo de redes
(corporativas y de ISPs) [9].
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10.6.7. Versiones del Protocolo y Estado Actual
En [43] al tratarse de un “Internet Draft”para la IETF, no cuenta con una nomenclatura
para sus nu´meros de versiones y releases.
10.7. OpenFlow
10.7.1. Descripcio´n del Protocolo
OpenFlow es un framework originalmente desarrollado en la Universidad de Stanford
y bajo esta´ndares activos propuestos por la ONF (Open Networking Foundation) [45],
que inicio la liberacio´n de su primera versio´n 0.2.0 en marzo 28 del an˜o 2008 [45]. El
objetivo inicial de OpenFlow fue el de proveer a los investigadores una manera de ejecutar
protocolos experimentales en una red en produccio´n [46].
En la figura 10.13, se observa el concepto general del OpenFlow. Se presenta una capa
de aplicacio´n donde se encuentran las aplicaciones de red construidas en un lenguaje de
programacio´n de alto nivel o a trave´s de lenguajes de etiquetas como XML o formato
ligero de intercambio como JSON. Esta capa permite el desarrollo libre de cualquier
tipo de aplicacio´n y es independiente del fabricante. En la siguiente etapa y como en
los dema´s protocolos southbound se encuentran el componente controlador, donde las
aplicaciones son ejecutadas y enviadas a los dispositivos de red a trave´s del protocolo
OpenFlow.
En la figura 10.14 se observan los componentes conceptuales de un switch con soporte
para OpenFlow. El primer componente es un canal de comunicacio´n directo entre el
switch y el controlador a trave´s de un protocolo de transporte seguro en la capa 4
del modelo OSI (TLS por ejemplo). En la figura 10.15 se observan las tablas de flujo
al interior de un switch OpenFlow, producto de una sintetizacio´n en el controlador
mediante las aplicaciones que se ejecutan sobre e´l. Un switch OpenFlow puede contener
una cantidad variable de tablas de flujo, lo que permite personalizar el enrutamiento y
conmutacio´n para cada flujo de comunicaciones de la red (limitado so´lo por la cantidad
de memoria y potencia de procesamiento f´ısico de cada switch).
10.7.2. Origenes - Quie´n o Quie´nes lo Soportan
OpenFlow es soportado principalmente por la ONF (Open Networking Foundation) y
la Universidad de Stanford [45].
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Figura 10.13: Modelo Conceptual OpenFlow [10]
Figura 10.14: Componentes Principales de un Switch OpenFlow [10]
10.7.3. Licencia
OpenFlow es un estandar por lo tanto no cuenta con una licencia comercial.
10.7.4. Controladores que lo Soportan
OpenFlow es el u´nico protocolo southbound que es soportado por la gran mayor´ıa de
controladores comerciales y no comerciales. Entre ellos se encuentran [1]:
ONOS.
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Figura 10.15: Flujo de un Paquete a trave´s de las Tablas de Flujo [10]
OpenDaylight.
NOX.
POX.
RYU.
Beacon.
Maestro.
Flood-Light.
Iris.
MUL.
Runos.
Lib-Fluid.
10.7.5. Soporte de los Fabricantes de Hardware
OpenFlow es ampliamente soportado por los principales fabricantes de hardware pa-
ra equipos de switching y routing como Huawei Technologies, Cisco Systems, Juniper
Networks, HP Networking, NEC, Pica8, Alcatel Lucent, etc.
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10.7.6. Tipo u Orientacio´n de Aplicacio´n del Protocolo
OpenFlow se presenta como un protocolo para soportar cualquier tipo de implementa-
cio´n, desde redes de datos corporativas y de operadores de servicio hasta el internet de
las cosas (IoT)[10].
10.7.7. Versiones del Protocolo y Estado Actual
OpenFlow inicio´ con la versio´n 0.2.0 en el an˜o 2008 y actualmente se encuentra en la
versio´n 1.5.0 de diciembre del an˜o 2014. Esta evolucio´n constante de versiones perfila
a OpenFlow como un protocolo con un amplio y constante desarrollo para soportar el
paradigma SDN [10].
10.8. Cuadro Comparativo Protocolos Southbound
La tabla 10.1 presenta de forma compacta la comparativa entre los protocolos south-
bound disponibles. Al igual que en el cap´ıtulo dedicado a la comparativa de los controla-
dores en los que se destacaron dos de ellos principalmente (ONOS y OpenDaylight), en
este caso los protocolos OpenFlow y OpFlex se destacan sobre el resto. OpenFlow logra
destacarse al estar soportado por todos los controladores analizados, implementado en
todos los fabricantes l´ıderes de equipos de telecomunicaciones (switches y routers), por
ser un esta´ndar y de dominio de aplicacio´n abierto, que muestra una constante evolu-
cio´n en el desarrollo de sus versiones. En segundo lugar se presenta el protocolo OpFlex,
importante por el disen˜o de su arquitectura y por ser propuesto como un esta´ndar por
parte de Cisco Systems. El inconveniente que presenta para su eleccio´n es que so´lo es
soportado hasta la fecha por equipos de ese fabricante y es implementado solamente en
el controlador OpenDaylight en una versio´n inicial.
Se selecciona a OpenFlow como el protocolo southbound SDN ma´s apropiado para la
ejecucio´n de este proyecto.
Se determina usar ONOS como software controlador que sera´ instalado en una estacio´n
de trabajo del laboratorio Nyquist-UTP, Mininet como emulador para switches Open-
Flow y tres switches HP con soporte para OpenFlow hasta la versio´n 1.3.0.
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Quie´nes lo
Soportan
Licencia
Controladores
que lo Sopor-
tan
Fabricantes
que lo Sopor-
tan
Dominio de
Aplicacio´n
Versiones
NETCONF/YANG
Jacobs Uni-
versity,
Juniper Net-
works, Tail-f
Systems,
Brocade,
IETF
Esta´ndar
ONOS,
OpenDay-
light, RYU
Juniper
Networks,
Cisco Sys-
tems, Huawei
Technologies,
NET, HP
Networking
Abierto 1.1
ForCES
Lulea Uni-
versity of
Technology,
Zhejiang
Gongshang
University,
Znyx, IBM,
Intel
Esta´ndar N/A N/A Abierto 1.0
SoftRouter
Lucent Tech-
nologies
Patente
EP1653690
N/A N/A Abierto N/A
LISP
IETF, The
LISP Wor-
king Group
Esta´ndar
OpenLisp,
Versio´n libre
LispMob,
Comercial
Propietaria
(Cisco LISP)
OpenDaylight
Cisco Sys-
tems, AWN,
OpenWRT,
Android (Fa-
bricantes que
soportan el
SO)
Centros de
Datos, Redes
Corporativas
LAN, MAN
y WAN, In-
ternet de las
Cosas (IoT)
0.2.0
PCEP
Network
Working
Group (Cisco
Systems,
France Te-
lecom y
Huawei
Technolo-
gies)
Esta´ndar
OpenDaylight,
ONOS (so´lo
como plugin
para tu´neles
IP sobre
MPLS y
GMPLS)
Cisco Sys-
tems, Juni-
per Net-
works,
Huawei
Technologies
Tu´neles IP 1.0
OpFlex
Cisco Sys-
tems, Citrix,
IBM, Micro-
soft, Sungard
Availability
Services
(presentado
a IETF como
un Draft)
Esta´ndar OpenDaylight
Cisco Sys-
tems, F5
Abierto
N/A (Inter-
net Draft pa-
ra la IETF)
Openflow
ONF (Open
Networking
Foundation),
Stanford
University
Esta´ndar
ONOS,
OpenDay-
light, NOX,
POX, RYU,
Beacon,
Maestro,
Floodlight,
Iris, MUL,
Runos
Cisco Sys-
tems, Huawei
Technologies,
Juniper Net-
works, HP
Networking,
NEC, Pi-
ca8, Alcatel
Lucent
Abierto
Desde la
0.2.0 hasta la
1.5.0
tabla 10.1: Comparativa de Protocolos Southbound para SDN
10.9. Linea de Tiempo Desarrollo Tecnolog´ıas SDN
En la figura 10.16 se presenta en una l´ınea de tiempo desde el an˜o 1998 hasta el 2013
los desarrollos en tecnolog´ıas relacionadas con el modelo SDN. Se observa como ONOS,
OpenDaylight y OpenFlow presentan desarrollos ma´s recientes y que se mantienen en
la actualidad (hasta el primer trimestre del an˜o 2017 [11]).
10.10. Conclusiones del Cap´ıtulo
Despue´s de revisar los protocolos southbound disponibles para las implementaciones
pra´cticas de este proyecto, se identifica como principal opcio´n de la comparativa al
protocolo OpenFlow por las siguientes razones:
Es un esta´ndar.
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Figura 10.16: L´ınea de Tiempo Desarrollo de Tecnolog´ıas para SDN [11]
Es el u´nico protocolo soportado por todos los controladores analizados en el cap´ıtu-
lo anterior.
De dominio de aplicacio´n abierto.
Con constantes desarrollos que pueden ser comprobado a trave´s de sus liberaciones
(releases) desde la versio´n 0.2.0 hasta la versio´ 1.5.0.
Soportado en los equipos de los principales fabricantes de la industria de las tele-
comunicaciones (Cisco Sytems, Huawei Technologies, Juniper Networks, HP Net-
working, NEC, Pica8, Alcatel, etc).
Soportado principalmente por la ONF (Open Networking Foundation) y sus socios
como Ciena, Comcast, T-Mobile, Ericsson, Fujitsu, Google, Huawei, Intel, NEC,
Nokia, NTT, Radisys, Samsung, Verizon, etc [47].
En el siguiente cap´ıtulo se realizara´ la primera implementacio´n pra´ctica de laboratorio
para comprobar si el paradigma SDN permite adecuadamente virtualizar los recursos de
la red en una topolog´ıa nu´cleo simple de operador de servicios.
Cap´ıtulo 11
Implementacio´n Red Virtual
En este cap´ıtulo se revisara´ la integracio´n y conexio´n inicial de un conjunto de topo-
log´ıas ba´sicas en mininet con el controlador ONOS. Despue´s se analizara´ la forma de
crear topolog´ıas personalizadas a trave´s del lenguaje de programacio´n Python, revisan-
do la correcta abstraccio´n de la topolog´ıa en el controlador. Una vez el controlador y el
emulador tengan conectividad total y la topolog´ıa en ambos sea coherente, se procedera
a revisar los requerimientos para lograr conectividad entre todos los nodos de la red
inicialmente (a trave´s de la activacio´n de una aplicacio´n de red) y despue´s de manera
personalizada entre so´lo un par o un subconjunto espec´ıfico de dispositivos mediante la
creacio´n directa de intents que modifican las tablas de flujo. Existe una consideracio´n
especial para lograr la conectividad en este u´ltimo caso y sera´ debidamente revisada.
Tambie´n se detallara´n las consideraciones especiales para el caso de topolog´ıas redun-
dantes con bucles f´ısicos o lo´gicos.
Una vez clara la forma en como el controlador se conecta con una topolog´ıa cualquiera
y la forma de activar la conectividad global o personalizada, se procedera´ a realizar la
virtualizacio´n de una porcio´n de esa red f´ısica, virtualizando switches, puertos, enlaces y
hosts. Despue´s se revisara´ la forma de activar la aplicacio´n de conectividad entre todos
los hosts de la red virtual y entre un par o subconjunto de hosts pertenecientes a esa
red virtual.
En la parte final del cap´ıtulo se revisara´n los resultados al tratar de implementar esta
misma red virtual usando tres switches f´ısicos HP modelo 5130 con soporte para Open
Flow 1.3 (en lugar del emulador Mininet). Algunos comportamientos no esperados en
esta implementacio´n real sera´n debidamente presentados.
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11.1. Integracio´n de Mininet y ONOS
11.1.1. Topolog´ıas ba´sicas de Mininet Conectadas con el Controlador
Para todas las emulaciones de este cap´ıtulo se dara´ por hecho que el controlador ONOS
se encuentra en ejecucio´n de manera correcta. Se probara´n las topolog´ıas linear, minimal,
single, tree y torus, y se analizara´ la topolog´ıa interpretada por el controlador ONOS en
cada caso.
11.1.1.1. Topolog´ıa Linear
Para implementar la topolog´ıa linear se puede usar el siguiente comando desde la shell
(bash shell)
sudo mn –controller=remote –topo=linear, k=a, n=b
Donde a es el nu´mero de swithes y b nu´mero el nu´mero de hosts por cada switch
En la figura 11.1 se observa la forma de ejecutar Mininet con una topolog´ıa linear con
6 switches y 4 hosts por cada switch. Se observa que no es posible conectarse con el
controlador, a pesar que el controlador se encuentra en ejecucio´n segu´n la figura 11.2.
Figura 11.1: Topolog´ıa Linear Mininet
Para poder observar la topolog´ıa en la interfaz gra´fica de ONOS se requiere activar
el servicio de OpenFlow directamente. Podr´ıa pensarse por lo´gica que el proceso se
encuentra activo al iniciar el controlador, pero este debe ser activado como una aplicacio´n
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Figura 11.2: Estado Correcto del Controlador
ma´s de red. La activacio´n de OpenFlow se realiza como se muestra en la figura 11.3.
Despue´s de activar OpenFLow en el controlador, se puede observar en la figura 11.4 que
en esta ocasio´n se establece una correcta conexio´n con el controlador. En la figura 11.5
se observa finalmente la topolog´ıa interpretada por el controlador.
Figura 11.3: Activacio´n Servicio OpenFlow
Se realiza una prueba de conectividad entre todos los hosts de la red desde el emulador
Mininet como se muestra en la figura 11.6, donde ninguna prueba de conectividad tiene
e´xito. Para el funcionamiento correcto de la conectividad total se debe activar la aplica-
cio´n ONOS Reactive Forwarding (onos.onosproject.fwd), que garantiza la conectividad
total entre todos los hosts de la red como se muestra en la figura 11.7. Una vez activado,
las pruebas de conectividad empiezan a ser exitosas entre todos los nodos de la red 11.8,
visualizandolos tambie´n en la interfaz gra´fica del controlador 11.9.
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Figura 11.4: Conexio´n Correcta Mininet-ONOS
Figura 11.5: Nodos en la GUI ONOS
Los flujos de todos los switches de la topolog´ıa han sido poblados despue´s de la activacio´n
de la red como se muestra en la figura 11.10, indicando para cada direccio´n MAC origen
y destino a que puerto debe ser conmutado.
Para las siguientes topolog´ıas, solamente se presentara´n las figuras correspondientes a la
ejecucio´n en Mininet y la visualizacio´n en la interfaz gra´fica del controlador ONOS. Lo
pasos de activacio´n de OpenFlow y FWD son ide´nticos para las siguientes topolog´ıas.
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Figura 11.6: Hots sin Conectividad
Figura 11.7: Activacio´n de la Aplicacio´n ONOS Reactive Forwarding
11.1.1.2. Topolog´ıa Minimal
Esta topolog´ıa consiste simplemente en un switch con dos host conectados a e´l.
11.1.1.3. Topolog´ıa Single
Esta topolog´ıa es similar a la topolog´ıa anterior (single), pero en este caso se puede
especificar el nu´mero espec´ıfico de host que tendra´ conectados el switch (el u´nico en la
red).
sudo mn –controller=remote –topo=single, k=a
Donde a es el nu´mero de hosts conectados al switch
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Figura 11.8: Pruebas de Conectividad Exitosas
Figura 11.9: Hosts Visualizados en la GUI ONOS
11.1.1.4. Topolog´ıa Tree
Esta topolog´ıa consiste en una topolog´ıa en a´rbol, donde se puede especificar la cantidad
de hijos en cada nodo y el nivel de profundidad.
sudo mn –controller=remote –topo=tree, depth=a, fanout=b
Donde a es la profundidad o niveles del a´rbol y b es el nu´mero de nodos hijos por
cada nivel.
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Figura 11.10: Flujos en los Switches SDN de la Topolog´ıa
Figura 11.11: Topolog´ıa Minimal Mininet
11.1.1.5. Topolog´ıa Torus
Consiste en una malla interconectada de switches.
sudo mn –controller=remote –topo=torus, x=a, y=b
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Figura 11.12: Topolog´ıa Minimal en ONOS
Figura 11.13: Topolog´ıa Single Mininet
Donde a es el nu´mero de switches en el eje x y b es el nu´mero de switches en el
eje y (como si se tratara de una matriz convencional).
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Figura 11.14: Topolog´ıa Single en ONOS
Figura 11.15: Topolog´ıa Tree en Mininet
11.1.1.6. Topolog´ıa Personalizada
Para construir una topolog´ıa personalizada en Mininet, con cualquier cantidad de swit-
ches, enlaces por switch y cantidad de hosts por switch, se hace necesario realizar el uso
del lenguaje de programacio´n Python. Se puede construir cualquier topolog´ıa mediante
la instanciacio´n de una clase a trave´s de la API de Mininet, como se muestra en la figura
11.19.
A continuacio´n se implementa la topolog´ıa en Mininet como se muestra en la figura 11.20,
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Figura 11.16: Topolog´ıa Tree en ONOS
Figura 11.17: Topolog´ıa Torus en Mininet
observando la correcta interpretacio´n en el emulador y la representacio´n adecuada en el
controlador ONOS como se muestra en la figura 11.21.
Para comprender de una mejor manera lo que se presentara´ en el apartado de creacio´n
de red virtual, se mostrara´ co´mo alcanzar la conectividad total entre todos los hosts de
la red personalizada, y posteriormente co´mo generar la conectividad solamente entre un
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Figura 11.18: Topolog´ıa Torus en ONOS
par o subconjunto de hosts espec´ıficos, analizando la creacio´n de intents y co´mo estos
alteran las tablas de flujo en cada uno de los switches.
Una vez implementada la topolog´ıa en Mininet e interpretada correctamente por el
controlador, se presenta en la figura 11.22 el estado de las tablas de flujo en los switches,
posterior a la activacio´n de la aplicacio´n FWD (ONOS org.onosproject.fwd) y sin la
ejecucio´n de pruebas de ping en Mininet. Se observa como las tablas de flujo aparecen
vac´ıas sin claridad alguna de co´mo tratar los paquetes o el tra´fico de red. Una vez se
ejecutan pruebas de conectividad mediante Ping en el emulador Mininet, la aplicacio´n
FWD (ONOS Reactive Forwarding) inicia su funcionamiento poblando las tablas de
flujo de los cuatro switches de la topolog´ıa, indicando claramente que´ hacer con cada
datagrama como se muestra en las figuras correspondientes a las tablas de flujo de los
switches 1 a 4 11.23, 11.24, 11.25, 11.26.
En este punto la lista de intents en el controlador se encuentra totalmente vacia, es decir
que no hay implementaciones manuales para alterar el tra´fico de la red.
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Figura 11.19: Clase en Python para Creacio´n de Topolog´ıa
Figura 11.20: Creacio´n Topolog´ıa Personalizada Mininet
A continuacio´n se desactiva la aplicacio´n FWD (ONOS Reactive Forwarding) y se im-
plementa un intent o regla de flujo manual, indicando a la red que solamente se desea
activar la concectividad entre dos hosts espec´ıficos. Se observara´ la informacio´n que
aparecera´ del intent en el controlador y co´mo este construye los flujos necesarios en
los switches de la red para la comunicacio´n. Se tomara´n los host con las direcciones IP
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Figura 11.21: Topolog´ıa Personalizada Interpretada por ONOS
10.0.0.1 y 10.0.0.7 y se creara´ el intent espec´ıfico para estos dos dispositivos.
En la figura 11.27 se observa que ninguna prueba de conectividad es exitosa despues de
la desactivacio´n de la aplicacio´n FWD y antes de la creacio´n del intent manual.
En la figura 11.28 se observan todas las posibilidades que el controlador y el paradigma
ofrecen para la creacio´n de un intent, que no solo ofrece la posibilidad de analizar mu-
chos campos de las cabeceras como direcciones origen y destino MAC, IP y puertos de
servicio, sino la posibilidad de cambiarlos o modificarlos a preferencia o necesidad de la
administracio´n de la red, algo que es completamente imposible en las redes convencio-
nales (en este aspecto se observa mucha flexibilidad en el modelo).
Se procede a crear el intent espec´ıfico en el controlador ONOS como se muestra en
la figura 11.29. Despue´s de implementar este intent, las tablas de flujo de los switches
presentan el comportamiento mostrado en la figura 11.30.
Se realiza la prueba de conectividad nuevamente en los dispositivos de la red, pero esta
prueba falla nuevamente. Para que el intent pueda funcionar es necesario activar la
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Figura 11.22: Flujos Iniciales Switches SDN
Figura 11.23: Tabla de Flujo Switch No 1
aplicacio´n de ARP para ONOS llamada org.onosproject.proxyarp, que permite al intent
manual resolver las traducciones MAC-IP. En este momento la prueba de conectividad
tiene exito solamente entre los dispositivos relacionados en el intent como se muestra en
la figura 11.31.
De lo anterior se observa la forma de activar la conectividad entre todos los dispositivos
de la red mediante la aplicacio´n FWD o entre un par o subconjunto espec´ıfico de hosts,
situacio´n que no es posible de realizar en el modelo de red convencional.
Se procedera´ a implementar una red virtual sobre esta topolog´ıa f´ısica, con el objetivo
de virtualizar switches, puertos, enlaces y hosts. Se intentara´ realizar la activacio´n de la
aplicacio´n FWD sobre esta´ red virtual y posteriormente se realizara´ un intent manual
para verificar si el comportamiento es coherente y similar al presentado sobre la red
sustrato.
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Figura 11.24: Tabla de Flujo Switch No 2
Figura 11.25: Tabla de Flujo Switch No 3
11.2. Red Virtual
Sobre la topolog´ıa implementada a trave´s del lenguaje de programacio´n Python y la
API de Mininet, se procedera´ a realizar la creacio´n de una red virtual sobre la red sus-
trato f´ısica. En la figura 11.32, se observa la red inicial f´ısica sobre la que se trabajara´.
Se creara´ una red virtual sobre los switches identificados como of:0000000000000001,
of:0000000000000002 y of:0000000000000004 virtualizando los puertos y enlaces aso-
ciados a las conexiones 1-2 y 2-4, finalizando con la virtualizacio´n de dos hosts, uno
conectado al switch 1 y otro al switch 4.
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Figura 11.26: Tabla de Flujo Switch No 4
Figura 11.27: FWD e Intent no implementados
Antes de virtualizar cualquier dispositivo se hace necesario crear un Tenant o hue´sped
en primer lugar y luego la red virtual para esa tenant, como se observa en la figura 11.33.
Esto crea un identificador inmediato para la red virtual sobre la que se construira´n las
virtualizaciones de los recursos f´ısicos.
11.2.1. Virtualizacio´n de Switches
En la figura 11.34 se observa la forma de virtualizar los switches a trave´s de la CLI del
controlador ONOS.
11.2.2. Virtualizacio´n de Puertos
En la figura 11.35 se observa la forma de virtualizar los puertos. Se observa en este paso
como se crea la asociacio´n entre switches y puertos virtuales con switches y puertos
f´ısicos.
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Figura 11.28: Opciones para Crear un Intent
11.2.3. Virtualizacio´n de Enlaces
En la figura 11.36 se observa la forma de virtualizar los enlaces entre los switches 1-2 y
2-4.
11.2.4. Virtualizacio´n de Hosts
En la figura 11.37 se observa la forma de virtualizar los host conectados a los switches vir-
tuales 10 y 40 (switches virtuales de los f´ısicos of:0000000000000001 y of:0000000000000004).
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Figura 11.29: Intent Manual entre Dos Hosts Espec´ıficos
Figura 11.30: Flujos Generados por el Intent
Figura 11.31: Prueba Conectividad Existosa entre Dos Hosts
11.2.5. Activacio´n de la Aplicacio´n FWD sobre la Red Virtual
Ahora se procede a activar la aplicacio´n ONOS Reactive Forwarding (FWD) sobre la
red virtual creada como se muestra en las figuras 11.38 y 11.39. Se observan los intents
generados por la aplicacio´n y ma´s importante au´n los flujos instalados en los switches
de la red virtual. Sobre esta pra´ctica se destacan los siguientes puntos:
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Figura 11.32: Red Sustrato Inicial (Red F´ısica)
Figura 11.33: Creacio´n de Tenant para Red Virtual
La interfaz del controlador permite implementar la aplicacio´n sobre la red virtual
sin problemas
Al revisar cuidadosamente los flujos generados en los switches, se observa que las
entradas de flujo son coherentes con los switches comprometidos en la ruta, pero no
se crea una ruta correcta entre los hosts como s´ı se logra sobre la red personalizada
f´ısica de la prueba anterior.
Se revisa la documentacio´n oficial de ONOS y los foros oficiales en Google Groups
sobre el tema, pero no se registra mucha documentacio´n al respecto. Se entiende
que es una propuesta en desarrollo que au´n presenta falencias para un administra-
dor de red que desee implementar este tipo de aprovisionamientos.
Lo positivo sobre esta prueba es que indica hacia donde se dirige el paradigma en
este tipo de escenarios, es decir, a virtualizar y permitir crear tantas capas virtuales
como se necesiten y poder implementar enrutamiento o conexiones personalizadas
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Figura 11.34: Creacio´n de Switches Virtuales
Figura 11.35: Creacio´n de Puertos Virtuales
en cada capa (similar a lo que se hace en MPLS sobre redes convencionales para
independizar las necesidades de conectividad de cada cliente).
En el momento en que se pueda tratar a una red virtual de igual manera que
una red sustrato, se podra´ afirmar que el modelo es muy flexible al punto de
permitir realmente crear una red independiente para cada cliente del operador de
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Figura 11.36: Creacio´n de Enlaces Virtuales
servicios, sin la complejidad y nivel de conocimientos espec´ıficos que actualmente
se requieren para operar una red core IP/MPLS.
11.2.6. Implementacio´n de Intent Manual sobre la Red Virtual
Se realiza la implementacio´n de un intent manual entre los dos hosts virtuales como se
muestra en las figuras 11.40 y 11.41. En este caso e igual que en el anterior con FWD,
se crean los intents para los dos hosts, uno especificando el host A como origen y el host
B como destino y otro en sentido contrario (segu´n la pra´ctica sobre la red sustrato, so´lo
es necesario especificar el host A y B sin indicar quien es origen y destino para crear un
flujo bidireccional correcto). Sobre esta pra´ctica se destacan los siguientes puntos:
Se actualizan coherentemente los flujos en los switches comprometidos en la ruta
entre los hosts origen y destino.
Nuevamente no se construye una ruta correcta que permita la conectividad entre
ambos extremos
La interfaz del controlador permite crear adecuadamente el intent sobre la red
virtual.
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Figura 11.37: Creacio´n de Hosts Virtuales
Esta pra´ctica muestra el enfoque del paradigma, al permitir implementar intents,
aplicaciones espec´ıficas (propias del controlador o desarrolladas por terceros) sobre
redes virtuales independientes
Una conclusio´n que se puede obtener de las practicas realizadas sobre la virtualizacio´n
de redes de datos mediante la API vnet de ONOS, es que au´n se presentan fallas en la
construccio´n correcta de rutas y conexiones sobre las porciones virtuales de la red, algo
que no sucede para nada cuando se trabaja sobre la red f´ısica o sustrato. Se realizaron
tres implementaciones ma´s que no se relacionan en este documento, sobre las que se
intento´ hallar un comportamiento coherente y correcto, pero tampoco se encontro´.
Se espera que en corto tiempo se puedan superar estas fallas en la API de virtualizacio´n
del controlador ONOS, ya que en el momento que suceda se podra´n realizar implemen-
taciones que ofrezcan soluciones profesionales y flexibles de conectividad.
11.3. Conclusiones sobre el Cap´ıtulo
Despue´s de las implementaciones realizadas se puede observar que a pesar de estar
orientado a la virtualizacio´n de recursos y ofrecer una API completa para realizarlo, au´n
se presentan comportamientos incoherentes en las implementaciones y conectividades
esperadas para cada red virtual. Lo importante en este punto es considerar la ruta de
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Figura 11.38: Aplicacio´n FWD sobre Red Virtual
trabajo trazada por ONOS para virtualizar recursos y la gran importancia que tendra´
en el momento en que se puedan superar estas falencias; en ese momento permitira´ a los
operadores de servicios abandonar implementaciones convencionales con MPLS.
En el siguiente cap´ıtulo se realizara´ la implementacio´n de una red nu´cleo SDN sobre
BGP en un entorno conectado con redes convencionales sobre el mismo protocolo, ob-
servando co´mo se traducen las rutas BGP del paradigma convencional (rutas de la tabla
de enrutamiento) a flujos en los switches SDN. Es una implementacio´n que busca de-
mostrar las bondades de SDN para brindar herramientas que permitan una transicio´n
ma´s simple y ra´pida hacia el nuevo paradigma.
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Figura 11.39: Intents y Flujos Generados para la Red Virtual
Figura 11.40: Intent Manual sobre la Red Virtual
Figura 11.41: Intent y Flujos para la Red Virtual
Cap´ıtulo 12
BGP de una Forma SDN (BGP
in a SDN Way)
En este cap´ıtulo se revisara´ la forma de implementar y mezclar una red convencional
BGP conformada por varios ASs con una red SDN. Esta implementacio´n es importante
para revisar co´mo el nuevo paradigma SDN ofrece las condiciones necesarias para reali-
zar la transicio´n de una red convencional al nuevo modelo, permitiendo la convivencia
temporal de los dos enfoques sin afectar la disponibilidad de servicio de la red de datos.
12.1. Arquitecturas para un Escenario con BGP y SDN
En la figura 12.1 se presentan las posibles arquitecturas de las implementaciones de redes
BGP convencionales que se pueden integrar con una red SDN y convivir sin inconve-
nientes, al menos mientras se realiza el paso completo al nuevo paradigma.
Se observa una red core o nu´cleo compuesta completamente por switches SDN que
presentan interconexiones con sistemas auto´nomos externos compuestos por routers BGP
convencionales. En la parte superior se observa el controlador en forma solitaria o de
cluster (para redundancia y/o rendimiento).
El objetivo principal de este apartado consiste en demostrar que se puede implementar
una red nu´cleo solamente bajo el modelo SDN y que es posible integrarla e interconec-
tarla con redes BGP nu´cleo convencionales. Como todo en SDN se realiza a trave´s de
aplicaciones de red en la interfaz Northbound, en este cap´ıtulo se mostrara´ como imple-
mentarla, permitiendo que la informacio´n BGP de los routers externos viaje a trave´s de
la red SDN sin problemas (comunicacio´n directa entre los peers BGP convencionales), y
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que esta informacio´n BGP sea interpretada e intercambiada correctamente entre el con-
trolador SDN y los peers BGP para posteriormente ser trasladada o traducida a trave´s
de OpenFlow a los switches core SDN [12].
En la figura 12.2 se presenta el esquema conceptual de la transicio´n de rutas convencio-
nales BGP a intents en los switches SDN mediante el controlador ONOS [13].
Figura 12.1: Arquitectura BGP Transicio´n a SDN [12]
Figura 12.2: Esquema Conceptual Rutas BGP a Intents SDN [13]
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12.2. Topolog´ıa de la Implementacio´n
En la figura 12.3, se presenta la topolog´ıa que sera´ usada para la implementacio´n. Esta´
compuesta por una red core de seis switches SDN interconectados con enlaces redundan-
tes. El switch con id:00000000000000a3 se encuentra directamente conectado al controla-
dor SDN (ONOS en este caso), quien actu´a como un BGP Speaker para comunicarse con
los routers R1 hasta R4 que se encuentran en los extremos de la topolog´ıa, que conectan
con los AS 65001 hasta 65004 con acceso a las subredes 192.168.1.0/24, 192.168.2.0/24,
192.168.3.0/24 y 192.168.4.0/24 respectivamente.
Figura 12.3: Topolog´ıa BGP-SDN
Para construir esta topolog´ıa personalizada se debe usar la API de Python en Mininet,
en la que se especifica la interconexio´n con cuatro enrutadores que ejecutara´n instancias
independientes de Quagga (correspondientes a los cuatro routers BGP convencionales).
A continuacio´n se presenta el co´digo en Python para construir esta topolog´ıa espec´ıfica
[48].
12.2.1. Topolog´ıa Escrita en Python para Mininet
#!/ usr/bin/python
from mininet.topo import Topo
from mininet.net import Mininet
from mininet.cli import CLI
from mininet.log import setLogLevel , info , debug
from mininet.node import Host , RemoteController
QUAGGA_DIR = ’/usr/lib/quagga ’
#Debe existir y ser de propiedad del usuario quagga (quagga:quagga por defecto en Ubuntu)
QUAGGA_RUN_DIR = ’/var/run/quagga ’
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CONFIG_DIR = ’configs ’
#Clase para las instancias de los hots de la red
class SdnIpHost(Host):
def __init__(self , name , ip, route , *args , ** kwargs ):
Host.__init__(self , name , ip=ip, *args , ** kwargs)
self.route = route
def config(self , ** kwargs ):
Host.config(self , ** kwargs)
debug(" configuring route %s" % self.route)
self.cmd(’ip route add default via %s’ % self.route)
#Clase para los routers Quagga que heredan de la clase Host
class Router(Host):
def __init__(self , name , quaggaConfFile , zebraConfFile , intfDict , *args , ** kwargs ):
Host.__init__(self , name , *args , ** kwargs)
self.quaggaConfFile = quaggaConfFile
self.zebraConfFile = zebraConfFile
self.intfDict = intfDict
def config(self , ** kwargs ):
Host.config(self , ** kwargs)
self.cmd(’sysctl net.ipv4.ip_forward =1’)
for intf , attrs in self.intfDict.items ():
self.cmd(’ip addr flush dev %s’ % intf)
if ’mac ’ in attrs:
self.cmd(’ip link set %s down ’ % intf)
self.cmd(’ip link set %s address %s’ % (intf , attrs[’mac ’]))
self.cmd(’ip link set %s up ’ % intf)
for addr in attrs[’ipAddrs ’]:
self.cmd(’ip addr add %s dev %s’ % (addr , intf))
#Llamado a quagga para ejecutar en las intancias de los host
self.cmd(’/usr/lib/quagga/zebra -d -f %s -z %s/zebra %s.api -i %s/zebra %s.pid ’ %
(self.zebraConfFile , QUAGGA_RUN_DIR , self.name , QUAGGA_RUN_DIR , self.name))
self.cmd(’/usr/lib/quagga/bgpd -d -f %s -z %s/zebra %s.api -i %s/bgpd %s.pid ’ %
(self.quaggaConfFile , QUAGGA_RUN_DIR , self.name , QUAGGA_RUN_DIR , self.name))
def terminate(self):
self.cmd("ps ax | egrep ’bgpd %s.pid|zebra %s.pid ’ | awk ’{print $1}’ | xargs kill" %
(self.name , self.name))
Host.terminate(self)
class SdnIpTopo( Topo ):
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"SDN -IP tutorial topology"
#Instancias para los switches de la red
def build( self ):
s1 = self.addSwitch(’s1 ’, dpid = ’00000000000000a1 ’)
s2 = self.addSwitch(’s2 ’, dpid = ’00000000000000a2 ’)
s3 = self.addSwitch(’s3 ’, dpid = ’00000000000000a3 ’)
s4 = self.addSwitch(’s4 ’, dpid = ’00000000000000a4 ’)
s5 = self.addSwitch(’s5 ’, dpid = ’00000000000000a5 ’)
s6 = self.addSwitch(’s6 ’, dpid = ’00000000000000a6 ’)
zebraConf = ’ %s/zebra.conf ’ % CONFIG_DIR
#Switches que van conectados a los routers BGP de Quagga
attachmentSwitches = [s1, s2, s5, s6]
for i in range(1, 4+1):
name = ’r %s’ % i
eth0 = { ’mac ’ : ’00:00:00:00:0 %s:01’ % i,
’ipAddrs ’ : [’10.0. %s.1/24’ % i] }
eth1 = { ’ipAddrs ’ : [ ’192.168. %s.254/24 ’ % i] }
intfs = { ’ %s-eth0 ’ % name : eth0 ,
’ %s-eth1 ’ % name : eth1 }
quaggaConf = ’ %s/quagga %s.conf ’ % (CONFIG_DIR , i)
router = self.addHost(name , cls=Router , quaggaConfFile=quaggaConf ,
zebraConfFile=zebraConf , intfDict=intfs)
host = self.addHost(’h %s’ % i, cls=SdnIpHost ,
ip= ’192.168. %s.1/24’ % i,
route = ’192.168. %s.254’ % i)
self.addLink(router , attachmentSwitches[i-1])
self.addLink(router , host)
#Configuracion del speaker BGP
bgpEth0 = { ’mac ’: ’00:00:00:00:00:01 ’ ,
’ipAddrs ’ : [ ’10.0.1.101/24 ’ ,
’10.0.2.101/24 ’ ,
’10.0.3.101/24 ’ ,
’10.0.4.101/24 ’ ,] }
bgpEth1 = { ’ipAddrs ’ : [ ’10.10.10.1/24 ’] }
bgpIntfs = { ’bgp -eth0 ’ : bgpEth0 ,
’bgp -eth1 ’ : bgpEth1 }
bgp = self.addHost( "bgp", cls=Router ,
quaggaConfFile = ’ %s/quagga -sdn.conf ’ % CONFIG_DIR ,
zebraConfFile = zebraConf ,
intfDict=bgpIntfs )
self.addLink( bgp , s3 )
#Conectar el speaker BGP al espacio de nombres de la r a z para que pueda
#comunicarse con el controlador
root = self.addHost( ’root ’, inNamespace=False , ip = ’10.10.10.2/24 ’ )
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self.addLink( root , bgp )
#Crear los enlaces entre los switches de la red
self.addLink( s1, s2 )
self.addLink( s1, s3 )
self.addLink( s2, s4 )
self.addLink( s3, s4 )
self.addLink( s3, s5 )
self.addLink( s4, s6 )
self.addLink( s5, s6 )
topos = { ’sdnip ’ : SdnIpTopo }
if __name__ == ’__main__ ’:
setLogLevel(’debug ’)
topo = SdnIpTopo ()
net = Mininet(topo=topo , controller=RemoteController)
net.start()
CLI(net)
net.stop()
info("done\n")
12.2.2. Configuracio´n de Direccionamiento en JSON
{
"addresses" : [
{
"dpid" : "00:00:00:00:00:00:00: a1",
"port" : "1",
"ips" : ["10.0.1.101/24"] ,
"mac" : "00:00:00:00:00:01"
},
{
"dpid" : "00:00:00:00:00:00:00: a2",
"port" : "1",
"ips" : ["10.0.2.101/24"] ,
"mac" : "00:00:00:00:00:01"
},
{
"dpid" : "00:00:00:00:00:00:00: a5",
"port" : "1",
"ips" : ["10.0.3.101/24"] ,
"mac" : "00:00:00:00:00:01"
},
{
"dpid" : "00:00:00:00:00:00:00: a6",
"port" : "1",
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"ips" : ["10.0.4.101/24"] ,
"mac" : "00:00:00:00:00:01"
}
]
}
12.2.3. Configuracio´n de la GUI en JSON
{
"hosts" : [
{ "mac": "00:00:00:00:00:01" , "vlan": -1, "location ": "of :00000000000000 a3/1",
"ip": "10.0.1.101 , 10.0.2.101 , 10.0.3.101 , 10.0.4.101" ,
"annotations ": { "type": "bgpSpeaker" } },
{ "mac": "00:00:00:00:01:01" , "vlan": -1, "location ": "of :00000000000000 a1/1",
"ip": "10.0.1.1" ," annotations ": { "type": "router" } },
{ "mac": "00:00:00:00:02:01" , "vlan": -1, "location ": "of :00000000000000 a2/1",
"ip": "10.0.2.1" ," annotations ": { "type": "router" } },
{ "mac": "00:00:00:00:03:01" , "vlan": -1, "location ": "of :00000000000000 a5/1",
"ip": "10.0.3.1" ," annotations ": { "type": "router" } },
{ "mac": "00:00:00:00:04:01" , "vlan": -1, "location ": "of :00000000000000 a6/1",
"ip": "10.0.4.1" ," annotations ": { "type": "router" } }
]
}
12.2.4. Configuracio´n de los Routers Quagga R1 hasta R4 y ONOS
BGP
! BGP configuration for r1
!
hostname r1
password sdnip
!
router bgp 65001
bgp router -id 10.0.1.1
timers bgp 3 9
neighbor 10.0.1.101 remote -as 65000
neighbor 10.0.1.101 ebgp -multihop
neighbor 10.0.1.101 timers connect 5
neighbor 10.0.1.101 advertisement -interval 5
network 192.168.1.0/24
!
log stdout
! BGP configuration for r2
!
hostname r2
password sdnip
!
router bgp 65002
bgp router -id 10.0.2.1
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timers bgp 3 9
neighbor 10.0.2.101 remote -as 65000
neighbor 10.0.2.101 ebgp -multihop
neighbor 10.0.2.101 timers connect 5
neighbor 10.0.2.101 advertisement -interval 5
network 192.168.2.0/24
!
log stdout
! BGP configuration for r3
!
hostname r3
password sdnip
!
router bgp 65003
bgp router -id 10.0.3.1
timers bgp 3 9
neighbor 10.0.3.101 remote -as 65000
neighbor 10.0.3.101 ebgp -multihop
neighbor 10.0.3.101 timers connect 5
neighbor 10.0.3.101 advertisement -interval 5
network 192.168.3.0/24
!
log stdout
! BGP configuration for r4
!
hostname r4
password sdnip
!
router bgp 65004
bgp router -id 10.0.4.1
timers bgp 3 9
neighbor 10.0.4.101 remote -as 65000
neighbor 10.0.4.101 ebgp -multihop
neighbor 10.0.4.101 timers connect 5
neighbor 10.0.4.101 advertisement -interval 5
!network 192.168.4.0/24
!
log stdout
!
hostname bgp
password sdnip
!
!
router bgp 65000
bgp router -id 10.10.10.1
timers bgp 3 9
!
neighbor 10.0.1.1 remote -as 65001
neighbor 10.0.1.1 ebgp -multihop
neighbor 10.0.1.1 timers connect 5
neighbor 10.0.1.1 advertisement -interval 5
!
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neighbor 10.0.2.1 remote -as 65002
neighbor 10.0.2.1 ebgp -multihop
neighbor 10.0.2.1 timers connect 5
neighbor 10.0.2.1 advertisement -interval 5
!
neighbor 10.0.3.1 remote -as 65003
neighbor 10.0.3.1 ebgp -multihop
neighbor 10.0.3.1 timers connect 5
neighbor 10.0.3.1 advertisement -interval 5
!
neighbor 10.0.4.1 remote -as 65004
neighbor 10.0.4.1 ebgp -multihop
neighbor 10.0.4.1 timers connect 5
neighbor 10.0.4.1 advertisement -interval 5
!
! ONOS
neighbor 10.10.10.2 remote -as 65000
neighbor 10.10.10.2 port 2000
neighbor 10.10.10.2 timers connect 5
!
log stdout
12.2.5. Configuracio´n del Direccionamiento para los Routers BGP y
el BGP Speaker en ONOS
{
"bgpPeers" : [
{
"attachmentDpid" : "00:00:00:00:00:00:00: a1",
"attachmentPort" : "1",
"ipAddress" : "10.0.1.1"
},
{
"attachmentDpid" : "00:00:00:00:00:00:00: a2",
"attachmentPort" : "1",
"ipAddress" : "10.0.2.1"
},
{
"attachmentDpid" : "00:00:00:00:00:00:00: a5",
"attachmentPort" : "1",
"ipAddress" : "10.0.3.1"
},
{
"attachmentDpid" : "00:00:00:00:00:00:00: a6",
"attachmentPort" : "1",
"ipAddress" : "10.0.4.1"
}
],
"bgpSpeakers" : [
{
"name" : "bgp",
"attachmentDpid" : "00:00:00:00:00:00:00: a3",
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"attachmentPort" : "1",
"macAddress" : "00:00:00:00:00:01" ,
"interfaceAddresses" : [
{
"interfaceDpid" : "00:00:00:00:00:00:00: a1",
"interfacePort" : "1",
"ipAddress" : "10.0.1.101"
},
{
"interfaceDpid" : "00:00:00:00:00:00:00: a2",
"interfacePort" : "1",
"ipAddress" : "10.0.2.101"
},
{
"interfaceDpid" : "00:00:00:00:00:00:00: a5",
"interfacePort" : "1",
"ipAddress" : "10.0.3.101"
},
{
"interfaceDpid" : "00:00:00:00:00:00:00: a6",
"interfacePort" : "1",
"ipAddress" : "10.0.4.101"
}
]
}
]
}
Lo que se presentara´ a continuacio´n sera´n las pruebas de las implementaciones realizadas
en la topolog´ıa. Primero se presentara´n los intents y las tablas de flujos de los switches
core SDN antes de iniciar la aplicacio´n del BGP Speaker en el controlador ONOS fi-
guras 12.4 y 12.5 (para evidenciar que se encuentran sin informacio´n inicial). Luego se
procedera´n a activar las aplicaciones necesarias en el controlador figura 12.6 para que la
informacio´n BGP no so´lo pase a trave´s de la red SDN sino que sea intercambiada, in-
terpretada y llevada a los switches SDN por el controlador ONOS mediante el protocolo
OpenFlow. Para verificar este u´ltimo punto se presentara´n los intents y las tablas de
flujo de los switches core SDN luego que el proceso de convergencia BGP haya terminado
figura 12.7 y 12.8. Se observara´ entonces co´mo los flujos y la informacio´n de conmutacio´n
se activa en el core SDN para alcanzar las subredes de los diferentes sistemas auto´nomos
del diagrama de la topolog´ıa inicial figura 12.9. Se deja la subred del router BGP R4 sin
anunciar para verificar que la ruta no se presenta en el controlador ONOS figura 12.11,
luego se realiza la conexio´n mediante Quagga al router R4 para anunciar la subred IP
192.168.4.0/24 figura 12.10, observando que la ruta aparece esta vez en el controlador
ONOS permitiendo una prueba final exitosa figura 12.12.
Sobre esta pra´ctica se pueden concluir varios puntos, en primer lugar la disposicio´n
que presenta el nuevo paradigma para convivir con el modelo convencional y permitir
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Figura 12.4: Intents y Tablas de Flujo Iniciales
una transicio´n no tan trauma´tica. En segundo lugar se presenta una red nu´cleo SDN
compuesta solamente por switches con soporte para OpenFlow en cuyo caso representar´ıa
una reduccio´n notable en costos de inversio´n inicial (CAPEX) y costos de operacio´n
(OPEX) al tratarse de una plataforma centralizada, y en tercer lugar y quiza´s el aspecto
ma´s importante, es que muestra co´mo es posible controlar totalmente la red solamente
bajo la implementacio´n de aplicaciones programadas por terceros que son simplemente
ejecutadas en el o los controladores principales de la red. Se concluye entonces que para
el nuevo paradigma SDN es posible convivir con una red convencional (obteniendo los
servicios tradicionales) permitiendo a la vez explotar su flexibilidad y dinamismo.
Cuando se hace referencia a los costos reducidos en el CAPEX, es cuando se comparan
equipos de enrutamiento de nu´cleo vs equipos de conmutacio´n de nu´cleo en el mismo
fabricante, as´ı:
Routers ASR 9000 de Cisco Systems y T4000 Core Router de Juniper Networks
con precios que inician desde los USD $50.000.
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Figura 12.5: Pruebas de Conectividad Iniciales
Figura 12.6: Activacio´n Aplicaciones BGP Speaker Controlador ONOS
Cisco Catalyst 9500 Series Switches vs QFX10000 Switch de Juniper Networks con
precios que inician desde USD $10.000.
Lo anterior plantea un ahorro de gastos en equipos de comunicaciones co´mo mı´nimo
del 50 % (revisio´n con base a listas pu´blicas de precios, sin cotizaciones oficiales de
proveedores autorizados).
12.3. Conclusiones del Cap´ıtulo
Una vez terminada la implementacio´n pra´ctica de BGP sobre SDN, se puede observar
co´mo el nuevo paradigma permite la construccio´n desde cero de una red nu´cleo con
switches OpenFlow que puede integrarse con las redes convencionales que ejecutan BGP,
intercambiando informacio´n y traduciendo en ambos sentidos los datos de enrutamiento
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Figura 12.7: Intents Despue´s de Estado de Convergencia BGP
o conmutacio´n (rutas convencionales a flujos SDN y viceversa). Esto permite alentar
a los operadores de servicio a migrar sus redes del modelo convencional pasando por
una etapa de transicio´n con traumatismos menores, evitando un cambio abrupto en los
dispositivos y modelos lo´gicos de la red de datos en vigencia.
En el siguiente cap´ıtulo se realizara´ la implementacio´n pra´ctica de redes VPLS sobre
SDN, con el objetivo de revisar si SDN ofrece las herramientas necesarias para crear
tu´neles de conmutacio´n de capa 2 con independencia en las capas.
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Figura 12.8: Tablas de Flujos Despue´s de Estado de Convergencia BGP
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Figura 12.9: Pruebas de Conectividad Despue´s del Estado de Convergencia BGP
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Figura 12.10: Anuncio de Ruta en Router R4
Figura 12.11: Rutas BGP en Controlador ONOS
Figura 12.12: Prueba de Conectividad Final
Cap´ıtulo 13
Implementacio´n de una Red
VPLS sobre SDN
13.1. Arquitectura de VPLS para SDN
La implementacio´n de VPLS para SDN permite crear redes superpuestas de capa 2 bajo
demanda, implementadas de manera centralizada en el controlador, otorgando la opcio´n
de etiquetado mediante ids de VLAN, tags de MPLS o etiquetas vac´ıas [49].
En la figura 13.1, se presenta la arquitectura general para la implementacio´n de la
aplicacio´n VPLS en el controlador ONOS. Se observa co´mo a trave´s del administrador
de configuracio´n para VPLS (VPLS Config Manager) y mediante la CLI, se accede a la
interfaz principal que permite crear, remover y actualizar las VPLS en el controlador.
Por u´ltimo se observa co´mo recaen en el componente final de almacenamiento donde
todas las relaciones de VPLSs a interfaces y nodos son almacenadas.
En la figura 13.2, se presenta el esquema del proceso de implementacio´n de las diferentes
VPLSs creadas en el controlador y sus operaciones, es un esquema conceptual que sera´
ejecutado implicitamente en las implementaciones pra´cticas de este cap´ıtulo.
Finalmente en la figura 13.3 se presenta una propuesta particular de la documentacio´n
oficial donde se propone una topolog´ıa f´ısica (o red sustrato) y una topolog´ıa lo´gica
identificando con cada color (verde y rojo en este caso) cada VPLS que se implementa
sobre la topolog´ıa. Es importante aclarar que se pueden crear tantas VPLS y asociaciones
de nodos particulares como se requieran.
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Figura 13.1: Arquitectura Implementacio´n VPLS-SDN en ONOS [14]
Figura 13.2: Esquema para el Administracio´n de Operaciones VPLS-SDN en ONOS
[14]
13.2. Implementacio´n de la VPLS-SDN en ONOS
Para realizar la implementacio´n completa de VPLS-SDN se presentara´ inicialmente la
topolog´ıa propuesta y el co´digo en Python para su creacio´n, despue´s se procedera´n a
crear las interfaces o asociaciones de hosts a VLANs segu´n la topolog´ıa, en este punto se
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Figura 13.3: Topolog´ıa Lo´gica para una Implementacio´n tipo VPLS-SDN [14]
procedera´ a crear cada una de las VPLSs asociando correctamente a cada host de la red,
se probara´ la conectividad entre cada VPLS para cada tipo de etiquetado incluyendo tag
por ID de VLAN, MPLS o ninguno, mostrando en cada caso los intents y flujos creados
en los dispositivos de red core (switches SDN).
Se vera´ finalmente co´mo el controlador permitira´ la conectividad de los hosts pertene-
cientes a cada VPLS sin importar incluso si pertenecen o no a la misma VLAN cla´sica
de capa 2.
13.3. Topolog´ıa Propuesta y Redes VPLS
En la figura 13.4 se presenta la topolog´ıa propuesta para realizar una implementacio´n
VPLS sobre SDN. Al crear una VPLS-SDN, esta permite la conectividad entre interfaces
o dispositivos finales (subredes) que se encuentren ya sea en la misma VLAN, diferente
VLAN o sin ID de VLAN. Por esta razo´n en la topolog´ıa se presentan las VPLSs que
sera´n creadas en el controlador identifica´ndolas con cuatro colores (rosado, azul, gris y
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verde), dentro de las que se presentara´n todos los hosts incluyendo en cada caso su ID
de VLAN.
Figura 13.4: Topolog´ıa Propuesta para VPLS-SDN
13.3.1. Co´digo en Python para la Creacio´n de la Topolog´ıa
Se presenta el co´digo en Python para construir la topolog´ıa core propuesta en el emulador
de redes Mininet:
#!/ usr/bin/python
from mininet.topo import Topo
class triangleTopo( Topo ):
def __init__( self ):
Topo.__init__(self)
#Instancias de los host de la red
h51 = self.addHost ("h51")
h52 = self.addHost ("h52")
h53 = self.addHost ("h53")
h61 = self.addHost ("h61")
h62 = self.addHost ("h62")
h63 = self.addHost ("h63")
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h71 = self.addHost ("h71")
h72 = self.addHost ("h72")
h73 = self.addHost ("h73")
h81 = self.addHost ("h81")
h82 = self.addHost ("h82")
h83 = self.addHost ("h83")
h91 = self.addHost ("h91")
#Instancias de los switches de la red
s1 = self.addSwitch ("s1")
s2 = self.addSwitch ("s2")
s3 = self.addSwitch ("s3")
s4 = self.addSwitch ("s4")
s5 = self.addSwitch ("s5")
s6 = self.addSwitch ("s6")
s7 = self.addSwitch ("s7")
s8 = self.addSwitch ("s8")
s9 = self.addSwitch ("s9")
#Instancias de los enlaces para switches y hosts
self.addLink(s1,s2)
self.addLink(s1,s2)
self.addLink(s1,s3)
self.addLink(s1,s4)
self.addLink(s1,s5)
self.addLink(s1,s5)
self.addLink(s1,s9)
self.addLink(s2,s4)
self.addLink(s2,s6)
self.addLink(s2,s6)
self.addLink(s2,s9)
self.addLink(s3,s4)
self.addLink(s3,s7)
self.addLink(s3,s7)
self.addLink(s3,s9)
self.addLink(s4,s8)
self.addLink(s4,s8)
self.addLink(s5,h51)
self.addLink(s5,h52)
self.addLink(s5,h53)
self.addLink(s6,h61)
self.addLink(s6,h62)
self.addLink(s6,h63)
self.addLink(s7,h71)
self.addLink(s7,h72)
self.addLink(s7,h73)
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self.addLink(s8,h81)
self.addLink(s8,h82)
self.addLink(s8,h83)
self.addLink(s9,h91)
topos = {’mytopo ’: (lambda: triangleTopo () ) }
En la figura 13.5 se presenta la topolog´ıa interpretada por el controlador ONOS despue´s
de ejecutar el co´digo anterior en Python. Se observa co´mo la topolog´ıa es coherente con
la del diagrama inicial.
Figura 13.5: Topolog´ıa Interpretada por el Controlador ONOS
13.3.2. Creacio´n de Interfaces y Asociaciones de Hosts a VLANs
En la figura 13.6 se presenta la creacio´n de las interfaces en el controlador ONOS y su
asociacio´n a cada switch core de la red incluyendo su puerto de conexio´n.
13.3.3. Creacio´n de las VPLS en el Controlador ONOS
En la figura 13.7 se presenta la creacio´n de cada VPLS y su asociacio´n con cada conjunto
de hosts de la red. En la figura 13.8 se presenta una s´ıntesis de la implementacio´n creada
en el controlador donde se verifica la correcta asociacio´n de cada VPLS segu´n la topolog´ıa
propuesta. Se observa como la encapsulacio´n aparece en el estado ”NONE”para las
cuatro VPLS, es decir que no sera´ usado el etiquetado con ID de VLAN o MPLS al
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Figura 13.6: Creacio´n de Interfaces y Relacio´n a Nodos de la Red
interior de la red core SDN. En la siguiente seccio´n se revisara´n los intents y las tablas
de flujo para las VPLSs creadas cuando la etiqueta o tag es nulo.
Figura 13.7: Creacio´n de las Cuatro VPLS
13.3.4. Intents, Tablas de Flujo y Pruebas de Conectividad para Tags
Vac´ıos
En la figura 13.9 se presentan los intents creados en el controlador para las cuatro VPLSs
creadas, observando los puntos de conexio´n y relacio´n a identificadores MAC para cada
flujo de comunicacio´n de la red (se omite parte de la salida del comando intents debido a
su taman˜o). En la figura 13.10 se muestran las tablas de flujos creadas en los switches core
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Figura 13.8: S´ıntesis de las VPLSs Implementadas en el Controlador
SDN despue´s de implementar las VPLS, en este punto no se observa ninguna variable
con asociacio´n de nu´meros de etiquetas o tags (se omite parte de la salida del comando
flows debido a su taman˜o). En la figura 13.19 se presentan finalmente las pruebas de
conectividad para toda la red. Se observa como la prueba de ping sobre ICMP es exitosa
solamente entre los miembros de cada VPLS.
13.3.5. Intents, Tablas de Flujo y Pruebas de Conectividad para Tags
VLAN
En la figura 13.12 se establece que el etiquetado para las VPLSs sera´ establecido mediante
IDs de VLAN. En la figura 13.13 se presentan los intents creados en el controlador para
las cuatro VPLSs creadas, observando los puntos de conexio´n y relacio´n a identificadores
MAC para cada flujo de comunicacio´n de la red, observando en este caso que existe un
tag de VLAN resaltado en la imagen (se omite parte de la salida del comando intents
debido a su taman˜o). En la figura 13.14 se muestran las tablas de flujos creadas en los
switches core SDN despue´s de implementar las VPLS con etiquetado VLAN, en este
punto se observa resaltado en la imagen la variable de etiqueta asociada al nu´mero de
VLAN interno para la creacio´n de los mapas VPLS, cuyos IDs de VLAN son manipulados
arbitrariamente por el controlador y aplicacio´n de red para crear los mapas o caudales
de conexio´n (se omite parte de la salida del comando flows debido a su taman˜o). En
la figura 13.19 se presentan finalmente las pruebas de conectividad para toda la red
con etiquetado por VLAN. Se observa como la prueba de ping sobre ICMP es exitosa
solamente entre los miembros de cada VPLS con etiquetado VLAN.
Implementacio´n de una red VPLS sobre SDN 107
Figura 13.9: Intents para VPLS con Etiquetado NONE
13.3.6. Intents, Tablas de Flujo y Pruebas de Conectividad para Tags
MPLS
En la figura 13.16 se establece que el etiquetado para las VPLSs sera´ establecido mediante
tags MPLS. En la figura 13.17 se presentan los intents creados en el controlador para las
cuatro VPLSs creadas, observando los puntos de conexio´n y relacio´n a identificadores
MAC para cada flujo de comunicacio´n de la red, observando en este caso que existe
un tag MPLS resaltado en la imagen (se omite parte de la salida del comando intents
debido a su taman˜o). En la figura 13.18 se muestran las tablas de flujos creadas en los
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Figura 13.10: Flujos SDN para los Switches Core sin Etiquetado
switches core SDN despue´s de implementar las VPLS con etiquetado MPLS, en este
punto se observa resaltado en la imagen la variable de etiqueta asociada a la etiqueta
MPLS interna para la creacio´n de los mapas VPLS, cuyos nu´meros son manipulados
arbitrariamente por el controlador y aplicacio´n de red para crear los mapas o caudales
de conexio´n MPLS (se omite parte de la salida del comando flows debido a su taman˜o).
En la figura 13.19 se presentan finalmente las pruebas de conectividad para toda la red
con etiquetado por VLAN. Se observa como la prueba de ping sobre ICMP es exitosa
solamente entre los miembros de cada VPLS con etiquetado VLAN.
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Figura 13.11: Pruebas de Conectividad para las VPLSs sin Etiquetado
Figura 13.12: Establecimiento de Etiquetado Mediante ID de VLAN
13.3.7. Conclusiones sobre VPLS-SDN
La implementacio´n de VPLS para SDN permite la construccio´n de redes lo´gicas indepen-
dientes sobre una red sustrato u´nica (f´ısica), que ofrece la posibilidad de independizar el
tra´fico para cada red cliente soportada por la red nu´cleo SDN (core SDN). VPLS-SDN
permite el etiquetado mediante VLAN, MPLS y etiquetas vac´ıas, lo que representa un as-
pecto de seguridad importante al evitar la implementacio´n de redes o VLANs extendidas.
Despue´s de las pruebas realizadas se observa co´mo es posible construir varias VPLSs con
implementaciones sencillas y ra´pidas en el controlador, sin incurrir en la configuracio´n
equipo por equipo de la red core, evitando la gestio´n manual de los grandes volu´menes
de etiquetas lo´gicas o identificadores producidos por el controlador y que constituyen
los mapas para los flujos de la red, reduciendo las afectaciones sobre el servicio causadas
por fallas humanas.
En esta pra´ctica se puede evidenciar co´mo el paradigma SDN cumple con su cometido
al permitir implementaciones simples, ra´pidas, centralizadas e independientes para cada
red lo´gica construida, esto si se le compara con las pra´cticas actuales de VPLS sobre
redes convencionales (no centralizadas, con procesos redundantes y gestio´n manual de
los disen˜os para la construccio´n de los flujos de red).
En el siguiente cap´ıtulo se revisara´ la programacio´n de flujos de datos a trave´s de XML,
para comprobar si efectivamente como lo propone SDN, es posible revisar todos los datos
de las cabeceras de un paquete y usarlos como validaciones para conmutarlo libremente
a trave´s de cualquier puerto en cualquier switch de la red.
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Figura 13.13: Intents con Etiquetado de VLAN
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Figura 13.14: Tablas de Flujo con los Tags de ID de VLAN Internos
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Figura 13.15: Pruebas de Conectividad para las VPLSs con Etiquetado VLAN
Figura 13.16: Establecimiento de Etiquetado Mediante Tag MPLS
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Figura 13.17: Intents con Etiquetado MPLS
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Figura 13.18: Tablas de Flujo con los Tags de MPLS Internos
Figura 13.19: Pruebas de Conectividad para las VPLSs con Etiquetado MPLS
Cap´ıtulo 14
Programacio´n de Flujos de Datos
en SDN
14.1. Que´ es la programacio´n de Flujos
La programac´ıo´n de flujos es la capacidad que ofrece el nuevo paradigma SDN [50] para
programar libremente los flujos de la red, tomando como datos de entrada para la toma
de decisiones todas las cabeceras desde capa 2 en adelante y permitiendo establecer las
acciones que se realizaran con ese paquete espec´ıfico en la red.
La programacio´n de flujos presenta dos componentes principales, los bloques match y
action. Los bloques match permiten establecer los campos y valores que deben cumplirse
para aplicar las sentencias action. Estas sentencias action ofrecen la libertad de enviar
el paquete de datos por cualquier puerto o interfaz lo´gica. Esta programacio´n es tan
flexible que permite crear programaciones de flujos independientes para cada tabla de
flujo dentro de cada switch SDN, algo completamente versa´til y que no presenta un s´ımil
ni siquiera cercano en el paradigma convencional [50].
14.2. Co´mo Programar los Flujos de Datos de la Red
A continuacio´n se presenta un ejemplo de programacio´n de flujo de datos para un switch
SDN en su tabla de flujo 0 (cero), donde se establece que si un paquete proviene de
la direccio´n MAC origen 00:00:00:00:23:AE y va hacia la direccio´n MAC de destino
20:14:29:01:19:61, este paquete o trama de datos sea enviada directamente hacia el puerto
nu´mero 2 de ese switch SDN [50] [51].
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<?xml version ="1.0" encoding ="UTF -8" standalone ="no"?>
<flow xmlns ="urn:opendaylight:flow:inventory">
<strict >false </strict >
<instructions >
<instruction >
<order >0</order >
<apply -actions >
<action >
<order >0</order >
<output -action >
<output -node -connector >2</output -node -connector >
</output -action >
</action >
</apply -actions >
</instruction >
</instructions >
<table_id >0</table_id >
<id >1</id>
<cookie_mask >255 </ cookie_mask >
<match >
<ethernet -match >
<ethernet -destination >
<address >20:14:29:01:19:61 </ address >
</ethernet -destination >
<ethernet -source >
<address >00:00:00:00:23:ae </address >
</ethernet -source >
</ethernet -match >
</match >
<hard -timeout >12</hard -timeout >
<cookie >1</cookie >
<idle -timeout >34</idle -timeout >
<flow -name >L2-Flow </flow -name >
<priority >2</priority >
<barrier >false </barrier >
</flow >
En el co´digo XML anterior se establece claramente en las sentencias match y action
lo que se debe cumplir y hacer con el paquete de datos, pero en ningu´n apartado se
observa co´mo indicar para que´ switch SDN y para que´ tabla de flujo esta´ destinada esta
programacio´n. Para implementar esta programacio´n en un switch SDN y una tabla de
flujo espec´ıficos, se debe hacer a trave´s de un RESTCONF con un me´todo PUT, por
ejemplo:
http :// localhost :8181/ restconf/config/opendaylight -inventory:nodes
/node/openflow :1/ table /0/ flow/1
Indicando que esta programacio´n de flujo esta´ destinada para el switch SDN 1 y la tabla
de flujo nu´mero cero.
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A continuacio´n se presenta el esquema general para establecer la programacio´n para
cualquier switch SDN y tabla de flujo.
http :// controller -ip :8181/ restconf/config/opendaylight -inventory:nodes
/node/{node -id}/table/{table -id}/flow/{flow -id}
Se presenta otro ejemplo de programacio´n de flujo que analizara´ las cabeceras de capa
2 para encontrar un ethertype 0x800 (es decir que en la cabecera de capa 3 se presente
un paquete IPv4), verificando que la IP de destino se encuentre dentro de la subred
10.0.10.0/24, enviando el paquete al puerto nu´mero uno del switch SDN.
<?xml version ="1.0" encoding ="UTF -8" standalone ="no"?>
<flow xmlns ="urn:opendaylight:flow:inventory">
<hard -timeout >0</hard -timeout >
<idle -timeout >0</idle -timeout >
<priority >2</priority >
<flow -name >flow1 </flow -name >
<match >
<ethernet -match >
<ethernet -type >
<type >2048 </type >
</ethernet -type >
</ethernet -match >
<ipv4 -destination >10.0.10.0/24 </ ipv4 -destination >
</match >
<id >1</id>
<table_id >0</table_id >
<instructions >
<instruction >
<order >0</order >
<apply -actions >
<action >
<output -action >
<output -node -connector >1</output -node -connector >
</output -action >
<order >0</order >
</action >
</apply -actions >
</instruction >
</instructions >
</flow >
El paradigma SDN permite analizar todos los campos de las cabeceras de un datagrama
para la toma de decisiones (direcciones MAC, IP, campos de protocolos, nu´meros de
puerto, flags, identificadores de VLAN, tu´neles, tags, y valores especiales de cabeceras 2,
3 y 4). Esto garantiza tener flexibilidad y versatilidad a la hora de programar los flujos
de datos, permitiendo ”jugar”libremente con el comportamiento de la red.
Se presentara´n algunos ejemplos adicionales para demostrar la versatilidad y flexibilidad
de la programacio´n de flujos [51].
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La siguiente programacio´n de flujo valida que el host con direccio´n MAC origen 00:00:00:11:23:CD,
IP origen 17.1.2.3 y que ejecuta un navegador Web (puerto 25364) que se conecta a un
servidor Web (8080) en la IP 172.168.5.6, y que adicionalmente ingrese por el puerto 1
del switch SDN, simplemente le sea reducido su campo TTL en una unidad (en este caso
no se le indica al switch que debe conmutar el paquete a un puerto espec´ıfico o pasar a
una tabla de flujo de siguiente nivel).
<?xml version ="1.0" encoding ="UTF -8" standalone ="no"?>
<flow xmlns ="urn:opendaylight:flow:inventory">
<strict >false </strict >
<instructions >
<instruction >
<order >0</order >
<apply -actions >
<action >
<order >0</order >
<dec -nw -ttl/>
</action >
</apply -actions >
</instruction >
</instructions >
<table_id >2</table_id >
<id >131 </id >
<cookie_mask >255 </ cookie_mask >
<match >
<ethernet -match >
<ethernet -type >
<type >2048 </type >
</ethernet -type >
<ethernet -destination >
<address >ff:ff :29:01:19:61 </ address >
</ethernet -destination >
<ethernet -source >
<address >00:00:00:11:23:cd </address >
</ethernet -source >
</ethernet -match >
<ipv4 -source >17.1.2.3/8 </ ipv4 -source >
<ipv4 -destination >172.168.5.6/16 </ ipv4 -destination >
<ip-match >
<ip-protocol >6</ip-protocol >
<ip-dscp >2</ip-dscp >
<ip-ecn >2</ip-ecn >
</ip -match >
<tcp -source -port >25364 </tcp -source -port >
<tcp -destination -port >8080 </tcp -destination -port >
<in-port >0</in-port >
</match >
<hard -timeout >1200 </hard -timeout >
<cookie >8</cookie >
<idle -timeout >3400 </idle -timeout >
<flow -name >FooXf8 </flow -name >
<priority >2</priority >
<barrier >false </barrier >
</flow >
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Se pueden cambiar las etiquetas tcp-source-port y tcp-destination-port por udp-source-
port y udp-destination-port para hacer referencia al protocolo de capa de transporte
UDP.
En la programacio´n de flujo siguiente, se validara´ un paquete de datos que proviene de
la direccio´n MAC origen 00:00:00:00:23:1F, IP origen 10.1.2.3, que va para la direccio´n
MAC Broadcast e IP 20.4.5.6, cuyo tipo ethernet (34887) corresponde a una cabecera
MPLS y que ingresa por el puerto 1, con la u´nica intencio´n de decrementar el campo
TTL dentro del dominio MPLS en una unidad.
<?xml version ="1.0" encoding ="UTF -8" standalone ="no"?>
<flow xmlns ="urn:opendaylight:flow:inventory">
<strict >false </strict >
<instructions >
<instruction >
<order >0</order >
<apply -actions >
<action >
<order >0</order >
<dec -mpls -ttl/>
</action >
</apply -actions >
</instruction >
</instructions >
<table_id >2</table_id >
<id >128 </id >
<cookie_mask >255 </ cookie_mask >
<match >
<ethernet -match >
<ethernet -type >
<type >34887 </type >
</ethernet -type >
<ethernet -destination >
<address >ff:ff:ff:ff:ff:ff </address >
</ethernet -destination >
<ethernet -source >
<address >00:00:00:00:23:1F</address >
</ethernet -source >
</ethernet -match >
<ipv4 -source >10.1.2.3/24 </ ipv4 -source >
<ipv4 -destination >20.4.5.6/16 </ ipv4 -destination >
<in-port >0</in-port >
</match >
<hard -timeout >12</hard -timeout >
<cookie >5</cookie >
<idle -timeout >34</idle -timeout >
<flow -name >FooXf5 </flow -name >
<priority >2</priority >
<barrier >false </barrier >
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</flow >
Se presenta el u´ltimo ejemplo de programacio´n de flujo en el que se valida un paquete
IPv4 (ethertype 2048) que ingresa por el puerto 1 del switch, cuyo destino es la IP
10.0.0.4, para generar una accio´n en tres bloques que busca la etiqueta MPLS nu´mero
27 para removerla y enviar el paquete por el puerto nu´mero 2 de ese switch SDN.
<?xml version ="1.0" encoding ="UTF -8" standalone ="no"?>
<flow
xmlns="urn:opendaylight:flow:inventory">
<flow -name >push -mpls -action </flow -name >
<instructions >
<instruction >
<order >3</order >
<apply -actions >
<action >
<push -mpls -action >
<ethernet -type >34887 </ ethernet -type >
</push -mpls -action >
<order >0</order >
</action >
<action >
<set -field >
<protocol -match -fields >
<mpls -label >27</mpls -label >
</protocol -match -fields >
</set -field >
<order >1</order >
</action >
<action >
<output -action >
<output -node -connector >2</output -node -connector >
</output -action >
<order >2</order >
</action >
</apply -actions >
</instruction >
</instructions >
<strict >false </strict >
<id >100 </id >
<match >
<ethernet -match >
<ethernet -type >
<type >2048 </type >
</ethernet -type >
</ethernet -match >
<in-port >1</in-port >
<ipv4 -destination >10.0.0.4/32 </ ipv4 -destination >
</match >
<idle -timeout >0</idle -timeout >
<cookie_mask >255 </ cookie_mask >
<cookie >401 </ cookie >
<priority >8</priority >
<hard -timeout >0</hard -timeout >
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<installHw >false </installHw >
<table_id >0</table_id >
</flow >
14.3. Conclusiones del Cap´ıtulo
Con los ejemplos presentados se observa la gran versatilidad del paradigma SDN para la
libre programacio´n de flujos que puede ser integrada o complementada con la ejecucio´n
de aplicaciones de red (como fwd, sdnip, vpls, etc).
Los controladores Brocade y OpenDaylight soportan actualmente la implementacio´n de
programacio´n de flujos a trave´s de un RESTCONF. El controlador ONOS actualmente
(desde el 26 de abril del an˜o 2016) se encuentra desarrollando el soporte para este tipo
de programacio´n de flujos con una integracio´n a trave´s del Framework NBI basado en
YANG [52].
Cap´ıtulo 15
Conclusiones y Recomendaciones
Finales
La hipo´tesis inicial que se planteo´ antes de iniciar con el desarrollo de este proyecto fue
la siguiente:
¿Ofrece el nuevo paradigma de redes de datos definidas por software las he-
rramientas y componentes necesarios para considerar migrar completamente
una red de un operador de servicios desde el modelo convencional?
Existen tecnolog´ıas de red necesarias para soportar una red nu´cleo en el modelo con-
vencional como lo son BGP, MPLS y MetroEthernet. Tecnolog´ıas que han sido usadas
por los operadores de servicio para poder albergar a todos sus clientes (sean de internet
corporativo, canales de datos, etc). Estas tecnolog´ıas han sido probadas en un amplio
conjunto de laboratorios desarrollados por el grupo de investigacio´n Nyquist en el CIDT-
UTP, con emulaciones en una plataforma real compuesta por diez estaciones de trabajo
con capacidad de emulacio´n de hasta 80 routers nu´cleo. Se cuenta entonces con la ex-
periencia y criterios adecuados para decidir los puntos sobre los que se realizar´ıan las
pruebas sobre el nuevo paradigma SDN en relacio´n con las tecnolog´ıas convencionales,
BGP con BGP-SDN, MPLS con VPLS con etiquetas MPLS y virtualizacio´n de redes
y MetroEthernet con VPLS con etiquetas de VLAN. Adicionalmente la programacio´n
libre de flujos de datos, un componente necesario en el modelo convencional pero que
no es posible de implementar bajo ningu´n arreglo de configuraciones complejas y que s´ı
ofrece SDN.
Con el estado actual de madurez que presenta SDN se podr´ıa considerar migrar una red
nu´cleo del modelo convencional de manera parcial teniendo en cuenta que´:
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Se podr´ıa empezar por evitar la compra futura de equipos costosos de enrutamien-
to. Una vez falle un equipo convencional de la red nu´cleo, se podr´ıa reemplazar con
un equipo SDN que puede convivir en un dominio BGP cla´sico sin inconvenientes.
El problema en este punto radicar´ıa en que au´n no existe una aplicacio´n para rea-
lizar la transicio´n entre una red MPLS convencional y una SDN-VPLS con tags
MPLS (pero existe una ruta de trabajo en ONOS para conseguirlo).
Si se dispone de la capacidad de construir una red nu´cleo compuesta solamente
por switches SDN, se podr´ıa ejecutar BGP para integrarse con redes antiguas y
ejecutar VPLS con etiquetas MPLS para soportar a todos los clientes de manera
independiente, con el adicional de poder programar los flujos para cada cliente que
requiera condiciones espec´ıficas o especiales para sus comunicaciones (en el tema de
programacio´n de flujos ONOS presenta tambie´n una ruta de trabajo para lograrlo,
al igual que lo implementan controladores como Brocade y OpenDaylight).
Es posible virtualizar completamente los recursos de red, pero los flujos creados
sobre estas capas virtuales au´n presentan comportamientos incoherentes. Es im-
portante considerar que en el momento en que se superen estas dificultades no
existir´ıan obsta´culos para migrar de manera exitosa una red nu´cleo convencional.
Debido a la flexibilidad del paradigma comprobado en el desarrollo de este proyec-
to, se estima que en el mediano plazo las redes del modelo convencional empiecen
a desaparecer para dar lugar a la versatilidad y eficiencia de SDN.
Migrar la red de datos ya no dependera´ directamente del desarrollo de los fabri-
cantes, controladores o aplicaciones de red. El modelo ofrece la posibilidad a cada
operador de servicios de programar sus propias aplicaciones de red permitie´ndole
ser duen˜o de su propio desarrollo, obviamente esto implicar´ıa una profunda capa-
citacio´n de todo el personal de ingenier´ıa en la inmersio´n sobre la arquitectura del
modelo para posteriormente disen˜ar y construir sus propias aplicaciones.
Si se supera el problema con la API de virtualizacio´n y se logra contar con una apli-
cacio´n de transicio´n MPLS convencional a SDN-VPLS con tags MPLS, se podr´ıa
afirmar sin dudas que cualqueir operador de servicios estar´ıa en la capacidad de
migrar completamente su red convencional sin afectar el servicio actual para sus
clientes. Esto sumado a las implementaciones propias que pueda desarrollar su
personal de ingenier´ıa, ya que en el modelo convencional solamente pueden espe-
rar por algu´n release del fabricante ma´s una capacitacio´n para poder implementar
cambios o mejoras en la red de datos. Cabe anotar el soporte a futuro que otorgara´
ONOS para la programacio´n de flujos mediante NBI (YANG).
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Como trabajo futuro se plantea realizar un estudio comparativo de las latencias que
imprime este nuevo modelo en los procesos de conmutacio´n en una red nu´cleo y co´mo
afecta a los para´metros de calidad de servicio (QoS). Lo anterior es un aspecto que puede
ser mitigado a futuro con los avances en el desarrollo de hardware cada vez ma´s potente
y de menor costo.
El desarrollo de este proyecto cuenta actualmente con un art´ıculo en etapa de revisio´n
en la revista de categor´ıa B ”Logos, Ciencia y Tecnolog´ıa”, con una ponencia aprobada
que se realizara´ el 1 de noviembre de 2017 en la sala magistral 1 del bloque Y de la
Universidad Tecnolo´gica de Pereira y con otra ponencia en etapa de evaluacio´n en el
”Simposio de Investigacio´n USTAMED”de la universidad Santo Tomas en la ciudad de
Medell´ın a celebrarse el d´ıa 17 de noviembre del an˜o 2017.
Anexos
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.1. Instalacio´n del Controlador y Emulador Mininet
.1.1. Instalacio´n del Controlador ONOS - Open Network Operating
System
Existen dos formas de realizar la instalacio´n del controlador ONOS. Se analizara´n los
pasos necesarios en cada una de ellas. En la Wiki oficial de ONOS se recomienda el uso
del sistema operativo Ubuntu 14.04 o 16.04, versiones en las que el controlador ha sido
probado de manera adecuada [53].
.1.1.1. Alternativa de Instalacio´n con Karaf y Maven por Separado
Esta alternativa es la ma´s extensa, con mayor nu´mero de pasos y con ma´s consumo de
tiempo en la instalacio´n. Los pasos para la instalacio´n del controlador son los siguientes:
Todos los pasos que se muestran a continuacio´n deben ser ejecutados desde una Shell
(bash shell) en el sistema operativo Ubuntu (versiones 14.04 o 16.04).
1. Obtener el software del controlador
Estando en el directorio home del usuario, clonar el repositorio as´ı:
git clone https://gerrit.onosproject.org/onos
2. Crear los directorios Downloads y Applications - Descargar Karaf y
Maven
cd; mkdir Downloads Applications
cd Downloads
wget http://archive.apache.org/dist/karaf/3.0.5/apache-karaf-3.0.5.tar.gz
wget http://archive.apache.org/dist/maven/maven-3/3.3.9/binaries/apache-
maven-3.3.9-bin.tar.gz
tar -zxvf apache-karaf-3.0.5.tar.gz -C ../Applications/
tar -zxvf apache-maven-3.3.9-bin.tar.gz -C ../Applications/
3. Instalacio´n de Java
sudo apt-get install software-properties-common -y
sudo add-apt-repository ppa:webupd8team/java -y
sudo apt-get update
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sudo apt-get install oracle-java8-installer oracle-java8-set-default -y
4. Establecer los Valores de las Variables JAVA y MAVEN
El paquete descargado de ONOS en los pasos anteriores cuenta con un ar-
chivo llamado bash profile que contiene las configuraciones correctas para las
variables de Java, Maven y Karaf. En el siguiente paso se describe como agre-
garlas a las variables de entorno y que se ejecuten cada vez que el sistema
operativo arranque nuevamente.
echo ”. onos/tools/dev/bash profile”>> .bashrc
source /home/user/.bashrc
5. Instalacio´n del Controlador
mvn clean install -DskipTests
6. Salida en Pantalla del Proceso de Instalacio´n
Ver figura 1
7. Ejecutar el Controlador - Alternativa 1
Se ingresa al directorio de onos en el home y se ejecuta el archivo onos-karaf
./onos-karaf
8. Ejecutar el Controlador - Alternativa 2
Ingresar al directorio de onos en el home y ejecutar:
ok clean
9. Salida de Pantalla Ejecucio´n Correcta del Controlador
Independiente de las alternativas 1 o 2 tomadas para ejecutar el controlador,
debe aparecer en pantalla algo muy similar a la figura 2.
10. Observaciones sobre esta Alternativa de Instalacio´n
Se pueden presentar numerosos errores en el paso nu´mero 5. En ocasiones es
necesario realizarlo varias veces hasta que funciona correctamente. Este es el
proceso ma´s demorado en toda la instalacio´n.
Funciona correctamente con las versiones de ONOS 1.7.0 y 1.8.0.
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Figura 1: Instalacio´n Correcta de ONOS
.1.1.2. Alternativa de Instalacio´n Simple
1. Requerimientos Iniciales
Crear un usuario sdn
sudo adduser sdn –system –group
Instalar Java, complementos y curl
sudo apt-get install software-properties-common -y
Instalacio´n del Controlador y Software de Emulacio´n 129
Figura 2: Ejecucio´n Correcta de ONOS
sudo add-apt-repository ppa:webupd8team/java -y
sudo apt-get update
echo “oracle-java8-installer shared/accepted-oracle-license-v1-1 select true”|
sudo debconf-set-selections
sudo apt-get install oracle-java8-installer oracle-java8-set-default -y
sudo apt-get install curl
2. Proceso de Instalacio´n
Crear el directorio opt y acceder a e´l
sudo mkdir /opt
cd /opt
Descargar el controlador ONOS reemplazando $ONOS VERSION con la ver-
sio´n que se desee instalar (1.7.0, 1.8.0, 1.9.0, etc)
sudo wget -c http://downloads.onosproject.org/release/onos-$ONOS VERSION.tar.gz
Desempaquetar el archivo descargado
sudo tar xzf onos-$ONOS VERSION.tar.gz
sudo mv onos-$ONOS VERSION onos
Ejecutar ONOS
• Use el siguiente comando para ejecutar el controlador ONOS
• sudo /opt/onos/bin/onos-service start
• Se debe observar algo muy similar a la figura 2 de la alternativa de
instalacio´n anterior.
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3. Observaciones sobre esta Alternativa de Instalacio´n
Esta alternativa de instalacio´n so´lo aparece disponible desde el 20 de enero
del an˜o 2017.
Siempre que se cierra la sesio´n en el controlador, es necesario borrar todo el
directorio y desempaquetar nuevamente para que se puedan usar los comandos
de activaciones de aplicaciones como “app activate onos.onosproject.app”, de
lo contrario no funcionara correctamente. Este problema se presento´ en ambas
versiones del sistema operativo Ubuntu (14.04 y 16.04).
.1.2. Instalacio´n del Emulador de Redes de Datos - MININET
1. Clonar el Repositorio de Git
git clone http://github.com/mininet/mininet
cd mininet
git tag
El paso anterior muestra todas las versiones disponibles de Mininet para
instalar. Seleccionamos la versio´n 2.2.2 por estabilidad.
git checkout 2.2.2
2. Instalar Mininet
Ingresar al directorio /util dentro de mininet y ejecutar el comando:
./install.sh -a
El comando anterior instalara´ todo lo que esta´ incluido en Mininet VM. Para
verificar que la instalacio´n fue correcta ejecutar el comando:
sudo mn –test pingall
Si todo va bien debe mostrase en pantalla algo similar a la figura 3
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Figura 3: Ejecucio´n Correcta de Mininet
Glosario y Acro´nimos 132
.2. Glosario
Active Networking - Red de datos en la que los nodos esta´n programados para realizar
operaciones personalizadas en los mensajes que pasan por los nodos.
BGP Speaker - Dispositivo de red que puede intercambiar informacio´n de enrutamiento
con un enrutador que ejecuta el protocolo BGP.
Brocade Controller - Controlador SDN desarrollado por la empresa Brocade Com-
munications Systems.
Clu´ster - Conjunto de componentes similares que permanecen unidos mediante una
relacio´n espec´ıfica.
Computation Element - Componente de hardware, aplicacio´n o nodo que puede cal-
cular una ruta basado en los grafos de una red de datos.
Core Network - Red nu´cleo o red principal de un operador de servicios de internet.
Es la red encargada de soportar la totalidad de clientes.
Flow Entries - Reglas de conmutacio´n insertadas en las tablas de un switch SDN.
Host - Dispositivo de una red de datos donde inicia o termina una comunicacio´n.
Intent - Intento de conectividad implementado en un controlador SDN cuya informacio´n
es usada posteriormente para construir un flujo de datos en una tabla de conmutacio´n
de un switch.
Karaf - Apache-Karaf es una plataforma empresarial moderna que ofrece un contenedor
polimo´rfico que provee una administracio´n y despliegue dina´micos.
Maven - Es una herramienta de software para la gestio´n y construccio´n de proyectos Ja-
va creada por Jason van Zyl, de Sonatype, en 2002. Presenta un modelo de configuracio´n
ma´s simple basado en un formato XML.
MetroEthernet - MetroEthernet es una red de transporte Ethernet que proporciona
servicios de conectividad punto a punto o multipunto a trave´s de una red de a´rea me-
tropolitana (MAN). Ethernet se origino´ como una tecnolog´ıa LAN y se convirtio´ en un
sustituto de las tecnolog´ıas WAN de baja velocidad.
Mininet - Software emulador de redes de datos que puede ser ejecutado en una maquina
convencional, con una API de personalizacio´n en el lenguaje de programacio´n Python.
Networking - Te´rmino utilizado para referirse a las redes de telecomunicaciones en
general y a las conexiones existentes entre ellas.
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Northbound - Interfaz de software para la comunicacio´n entre un controlador SDN y
las aplicaciones de red.
OpenDaylight - Controlador SDN escrito en el lenguaje de programacio´n Java, orien-
tado a redes corporativas y a la internet de las cosas (IoT).
OpenFlow - Protocolo de interfaz southbound ampliamente utilizado en las redes de
datos bajo el paradigma SDN.
OpenStack - OpenStack es una iniciativa de co´digo abierto de infraestructura como
servicio (IaaS), para crear y administrar grandes grupos de servidores privados virtuales
en un centro de datos.
Southbound - Interfaz lo´gica que permite la conexio´n entre un controlador y los dis-
positivos de red SDN.
Tags - Etiquetas lo´gicas para la identificacio´n de circuitos o rutas virtuales de comuni-
cacio´n.
The Tempest - Framework para redes de datos seguras, con recursos programables y
garantizados.
Multi-Threads Controllers - Soporte multihilos para los controladores SDN (varios
procesos del controlador ejecutados en paralelo sobre la misma CPU f´ısica en una compu-
tadora o servidor de red).
Throughput - Ancho de banda soportado por un dispositivo (software, equipo o interfaz
f´ısica) medido en bps (bits por segundo).
YANG - Lenguaje de modelado de datos para la definicio´n de datos enviados sobre el
protocolo de configuracio´n de redes NETCONF.
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.3. Acro´nimos
API - Application Programming Interface
AS - Autonomous System
ATM - Asynchronous Transfer Mode
BGP - Border Gateway Protocol
CAPEX - Capital Expenditures
CLI - Command Line Interface
EIDs – Endpoint Identifiers
FPO – Free Patents Online
GMPLS - Generalized Multiprotocol Label Switching
IETF – Internet Engineering Task Force
IP - Internet Protocol
IS-IS - Intermediate System to Intermediate System
ISP - Internet Service Provider
JSON - JavaScript Object Notation
LAN - Local Area Network
LSP - Label Switched Path
MAC - Media Access Control
MAN - Metropolitan Area Network
MPLS - Multiprotocol Label Switching
NV – Network Virtualization
ONF – Open Networking Foundation
ONOS - Open Network Operating System
OPEX - Operating Expense
OSI - The Open System Interconnection
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OSPF - Open Shortest Path First
PCC – Path Computation Client
PCE – Path Computation Element
QoS - Quality of Service
RCP – Remote Control Platform
RIP - Routing Information Protocol
RLOC – Routing Locators
SDN - Software Defined Networking
TLS - Transport Layer Security
TTL - Time to Live
VLAN - Virtual LAN
VPLS - Virtual Private LAN Service
VPN - Virtual Private Network
WAN - Wide Area Network
XML - Extensible Markup Language
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