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Abstract 
 
Wireless Body Area Network (WBAN) has become an important field of research that 
could provide cost effective solution for ubiquitous health care monitoring of human body. In 
recent past, it has attracted attention from several researchers due to its potential applications in 
various disciplines including health care, sports-medicine, entertainment, etc. It is rapidly replacing 
wired counterparts due to its several attractive features such as light-weight easy portability, 
support for real time remote monitoring, ease of use, etc. Users of WBANs are increasing 
exponentially as more people are embracing wearable monitoring devices for numerous health care 
causes.  Interference is considered to be one of the major issues in WBANs, which arises primarily 
due to close proximity of other WBANs, random human mobility, and distributed nature of people 
carrying WBANs. 
 Coexisting WBANs have great chance of interference, which might degrade the network 
performance. If left unchecked, interference can cause serious threat to reliable operation of the 
network.  It could cause to loss of critical medical data of patients, which might even prove to be 
life threatening. The primary motivation behind this dissertation is to avoid such a situation by 
using various interference mitigation techniques. Graceful coexistence could be ensured by 
scheduling the transmissions between co-existing WBANs. MAC layer is responsible for 
scheduling data transmissions and coordinating nodes’ channel access that avoids possible 
collisions during data transmissions.  
In this dissertation, we have attempted to address intra-WBAN and inter-WBAN 
interference issues. We model a fuzzy logic based inference engine to make decisions while 
scheduling transmissions in isolated WBANs. For coexisting WBANs, due to its distributed nature 
and lack of central coordinator, we propose a QoS based MAC scheduling approach that avoids 
inter-WBAN interference. Our proposed MAC scheduling scheme can be used for improving 
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network performance, which is also confirmed from the results. We also discuss one of the 
important challenges in modeling such a MAC schemes, which is random human mobility. 
In this dissertation we also discuss leveraging big data technology for healthcare. The use 
of wearable devices is growing tremendously so is the data generated from it. In order to efficiently 
convert this big data into a useful resource of information, which can be used for diagnosis or 
prognosis, a need for distributed parallel framework arises. Using the latest big data solutions we 
can efficiently store and process the healthcare sensor data. This offers a cheaper, reliable and faster 
computation as compared to traditional database management systems. Various analytic methods 
for clinical prediction can be used with this framework to enable automated learning and accurate 
prediction.  
We discuss in this dissertation, the emerging technologies for WBAN such as implant 
medical sensor devices and the communication standards associated with them. The emerging 
technologies Near field communication and Beacon can be harnessed to develop a smart medicine 
management mobile application. We conclude this dissertation by identifying future directions on 
data security in WBANs and implementation of personalized medicine. 
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Chapter 1 
 
Usefulness  of  evolving  Wireless  Body  Area 
Networks  in  healthcare 
 
 
1.1 Importance of WBAN in healthcare 
 
  Recent global healthcare research has been focusing on maintaining a healthy 
population by providing good quality of healthcare services. In the early approaches of healthcare, 
treatment started after the patient observed some manifestation of the disease symptoms. For some 
diseases, which progress rapidly, delay in diagnosis could prove to be fatal for the patient. 
However, this reactive approach of healthcare is rapidly changing with the use of emerging 
technologies of wearable wireless sensor devices and data analytics. People today are proactively 
embracing Wireless Body Area Networks (WBAN) due to its potential medical applications [1]. 
The use of Big Data technologies is transforming the traditional ways of data storage, availability 
and analysis [2]. This informative approach is extensively being used by several people from 
various disciplines including healthcare, sports and recreation due to its plethora of advantages, 
including real time monitoring, accuracy and low cost. 
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Many research groups around the world have initiated a range of clinical and ambulatory 
monitoring projects for several health conditions [3]. For example, remote monitoring of elderly, 
continuous monitoring of patients with movement disorders, recognizing human activities for 
people suffering from cognitive disorders, etc., have been proposed [4]. Each day, more medical 
devices are adopting “wireless” technology, from pulse-oximeter to more complex patient vital 
signs monitors, and ventilators [5]. The main reason behind this is ease of use for the patient. With 
the remote monitoring applications, patients no more need to visit a doctor’s clinic frequently. The 
doctors or the medical experts can remotely monitor vital parameters of the patients and can also 
evaluate the effect of prescribed dosage by observing patient’s physiological parameters such as 
heart rate, blood pressure, body temperature, etc.  These devices aid in providing a better quality of 
life and ambulatory freedom even when worn, as compared to traditional wired counterparts [5]. 
Thus, wearable devices are thus becoming very popular day by day. 
As the data obtained from monitoring applications is growing exponentially, the 
traditional methods of storing, indexing and extracting data are transforming [2]. It is no longer 
possible to store and process the data on single server. Also, the continuous monitoring applications 
require faster computation for diagnosis or prognosis. Thus a need for parallel and distributed 
architecture is needed which can store and process the data in less time. With the advent of big data 
technology, a low cost solution to parallel distributed computation can be achieved [2]. Cheaper 
commodity hardware can be used for storing massive amounts of data, which reduces the 
organization’s cost of buying expensive computational resources. Public, private or hybrid cloud 
services could be used for data storage and computation, which provides use of virtually infinite 
resources such as memory, storage, processors, etc. from its pool of shared resources [6]. Thus, 
enabling the computation on large datasets faster and cheaper.  
In Section 1.2, we will discuss WBAN architecture to be used in healthcare applications. 
Section 1.3 explains the motivation behind research, which is interference mitigation in WBANs 
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and usefulness of big data technology for WBAN. In Section 1.4 we explain the design challenges 
for WBAN to be used in healthcare applications. The available wireless communication standards 
for WBAN are discussed in Section 1.5. We conclude this chapter by giving the organization 
details of this dissertation in Section 1.6. 
   
1.2 WBAN for remote monitoring 
 
WBAN is a network of tiny low powered sensor devices, connected together for 
continuous monitoring of physiological parameters such as Electrocardiogram (ECG), heart rate, 
blood pressure, body temperature, blood glucose etc. [1]. These devices may be mounted on the 
human being or embedded inside the human body through invasive techniques. They may also be 
integrated in the surrounding area for monitoring ambient parameters such as temperature, light, 
humidity, etc. Such a prospective network can be used for prognostic, diagnostic, and rehabilitative 
monitoring in numerous healthcare applications. 
The primary components of WBAN architecture are sensor nodes worn on-body or 
implanted in the human body, personal smart phone or PDA and a remote medical server as shown 
in Figure 1.1 [7]. The modified cloud based architecture of WBANs is discussed in Chapter 4. 
Sensor node senses the physiological data and store it in its memory until it is ready to transmit to 
the smart phone. It is capable of wirelessly communicating the sensed information to other sensor 
nodes or PDA, through a single-hop or multi-hop wireless link. Wireless communication among the 
sensor nodes or with PDA is based on IEEE standards such as ZigBee 802.15.4 and a more recent 
standard proposed by the IEEE workgroup known as IEEE 802.15.6 TG6 [8, 9].  
The personal device also known as base station (BS) is a powerful controller, which 
collects and forwards the sensed data to a remote medical server where it is stored, monitored and 
analyzed. It also controls the transmission, sleep and wake-up schedules of the nodes belonging to 
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its network. The doctors use this data as a means of prescribing further medications or course of 
treatment to the patients. Also, since the data is monitored continuously, an emergency condition 
can be detected, leading to a timely care [3].   
 
   Figure 1.1: WBAN for remote monitoring 
 
1.3 Motivation for research and related previous research 
 
1.3.1 Mitigating interference in WBANs 
 
Since the number of WBAN users is increasing exponentially, likelihood of more 
WBANs coexisting in limited spaces is growing. Statistics suggest that in the year 2014, there will 
be 420 million active units of wearable devices [10]. Many WBANs could be present at same time 
in facilities such as hospitals, sports arena, or in any social get together [11]. This can cause the 
BS 
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WBANs to overlap due to close proximity and random human movement causing interference. 
Interference is a critical issue, which could lead to the following problems: 
x Critical data loss, which can prove to be life threatening for patients using these devices for 
health monitoring.  
x Severe threat to reliability of the network functioning. 
x Security threat for the patient's personal data. 
WBAN primarily operates at 2.4 GHz-2.485GHz Industrial Scientific and Medical (ISM) 
band [14]. This band is not licensed and free for use. Many wireless devices based on Wi-Fi or 
Bluetooth also tend to use this band and can cause severe interference to WBANs [10]. Figure 1.2 
shows the usage of ISM band by various technologies [12]. Also, with the increasing number of co-
existing WBANs, current wireless technology such as Zigbee, which has 16 channels at 2.4GHz to 
2.4835 GHz [12], will not have adequate channels to be allocated to WBANs in order to avoid co-
channel interference. 
 
 
 
 
 
 
 
 
        Figure 1.2: Usage of ISM band [14] 
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WBANs have random mobility and there is no common coordinator between the 
networks to control the use of channel access [13]. When a person moves, all the nodes belonging 
to that WBAN can come within the communication range of other networks, present in the 
proximity. This moving in and out of other network can either be for a short duration, such as 
people crossing each other in some place, or for a longer duration such as elderly people living in 
assisted communities, etc. It is quite possible that two or more WBANs within each other's 
communication range use same frequency band for communicating with their coordinator and may 
interfere with each other. 
Thus, in order to have graceful co-existence of WBANs and optimize the network 
utilization, it is necessary to address interference issues in WBANs with a cost effective and energy 
efficient way [13]. This will ensure that WBAN users can experience seamless operation with 
guaranteed QoS, as expected from the application.  Two possible interference issues that occur in 
WBANs are intra WBAN interference, which occurs between sensor nodes in a single WBAN and 
the other, is inter WBAN interference, which occurs between multiple WBANs [14]. The prime 
motivation behind this research is to address both the problems by introducing appropriate MAC 
protocols for controlling the channel access. 
 
1.3.2 Previous research in interference mitigation in WBAN 
Although extensive studies addressing scheduling in WSNs have been performed, 
challenges involved in scheduling rapidly changing neighboring WBANs have not been addressed 
yet. Prabh and Hauer [15] discuss opportunistic packet scheduling for WBAN, where a selected 
user gets an opportunity to transmit data in a particular slot so as to maximize the throughput of the 
entire network. But, this scheme has an underlying disadvantage, such as the sensor nodes have to 
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keep listening to the medium, so that data can be transmitted immediately as soon as a slot is 
allocated to nodes. This results in high energy consumption and is not suitable for ubiquitous 
functioning of WBANs due to its limited battery capacity. 
   In order to reduce the losses in data transmission variable TDMA scheduling algorithm 
has been proposed by Tseilshchev et al. [16], which decides the order of transmissions in real time. 
Markov model is used as a means of formulating the optimization problem of maximizing the 
network throughput. However, the paper does not address the role of human movements on the 
transmission losses. Cheng et al. [17] have proposed two approaches of random coloring and 
incomplete coloring in order to achieve optimal tradeoff between the convergence and high 
utilization of the channels.  
    None of the above models use IEEE 802.15.6 wireless communication standard, which 
is designed specifically for WBAN. Although the scheduling issues in WBANs has been researched 
previously, very limited studies have focused on QoS based interference avoidance schemes. Many 
distributed queuing channel access protocols (DQ-MAC) in WBANs have been developed similar 
to 802.11b MAC. A DQ-MAC protocol can adapt itself to work under different traffic scenarios 
and with variations in the number of competing body sensors, employing seamless transitions.  
Researchers Lin and Campbell have [18] proposed a scheduling approach based on 
distributed queuing called as DQRAP, for transmitting voice packets in one shared channel. The 
base station works as a broadcaster for all the signals received while communicating with multiple 
wireless nodes sharing same channel. The broadcast from the base station contains information 
about the status of slots in the next round of communication, although no concept of a frame is 
suggested. Collision resolution and data transmission are served through different queues. Jesus et 
al. [19] proposed collision avoidance MAC protocol similar to DQRAP, with additional cross-layer 
scheduling. These protocols do not take the performance parameters of different uplinks into 
account while scheduling the transmission. 
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Researchers have [20] also proposed a DQBAN protocol for WBANs, in which the body 
sensors are equipped with a fuzzy-logic system to generate an informed demand for a “collision-
free” transmission slot, when desired, or to decide on backing off from transmission if poor link 
condition exists. However, this protocol does not consider any possibility of intelligent scheduling 
at the WBAN coordinator’s end for scheduling. The WBAN coordinator selects the CFP slots for 
allowing transmissions from the sensors on body to the PDA or smartphone. If it receives more 
requests for slots, than it can handle in a single superframe, say, during heavy traffic, it has to 
assign the slots on the basis of some priority scheme. 
 
1.3.3 Usefulness of big data technology and clinical prediction for WBAN 
 
With the growing use of sensor devices, generated data is growing very large. A WBAN 
healthcare monitoring application generates unstructured data, which may be in the form of 
numeric or plain text, images or sound. The data is continuously accumulated and it quickly grows 
to a very high volume. A major challenge is to cope up with the explosion of this data and 
converting it into a valuable resource of information, which can be further used for prognosis or 
diagnosis of diseases [4]. An effective data processing solution for storing, indexing and 
distribution is needed for accurate analysis, which should also meet the end user’s Quality of 
Service (QoS) requirements. Traditional relational database management systems (RDBMS) do not 
provide a cost effective solution for analyzing massive healthcare sensor data. We find that big data 
technology offers a cost effective solution for handling such voluminous and unstructured data. We 
use Hadoop ecosystem, which is reliable and cheaper way of data storage and processing [2].  
The data processing (storing, indexing and analysis) can assist in diagnosis, prognosis or 
rehabilitation for healthcare applications [21]. Thus, the sensor data analytics field for solving 
healthcare problems is recently gaining attention from various researchers and organizations. Along 
 Chapter 1: Usefulness of evolving Wireless Body Area Networks in healthcare 9 
with the researchers, governments of various nations are embracing new and cost effective 
healthcare solutions. The government has recently launched a Precision Medicine initiative, which 
will leverage advances in monitoring a person’s lifestyle, genomics, and emerging technologies for 
managing and analyzing large datasets [22]. Sensor data analytics thus has become an important 
part of the WBAN applications, which needs to be addressed in order to provide a complete 
solution to the healthcare problems. In order to provide an end-to-end healthcare solution it is 
necessary to study the use of big data technology and clinical data analytics methods for WBAN. 
 
1.3.4 Previous research in the use of big data for WBAN  
 
Various data analytic techniques have been proposed for healthcare applications [4]. 
However, not all of these techniques are useful for WBANs. Analyzing electronic medical records 
(EMR) of the patients to assist decision system in operating room is an example of clinical data 
processing [4]. Bayesian network models are used in order to simulate the data gathered from the 
various stations in ICU, to assist the future doctors and clinicians to interpret data [23]. Non-clinical 
applications of sensor data analytics include: analysis of data from sensors: infrared, video, 
proximity, etc. for location tracking and other surveillance applications [24].  
Quwaider and Jaraweh [25] have proposed a cloudlet based data collection model. An 
approach to minimize power and delay by increasing the number of virtual machines is proposed 
using CloudSim network simulator [26]. In a survey paper by Martino et al. [6] various steps 
involved in data analysis are discussed. They also discuss various cloud models such as Software as 
a service (SaaS), Platform as a Service (Paas), and Infrastructure as a Service (IaaS) [6]. They 
discuss the dependency of each model and its use. A survey of various big data functionalities for 
providers such as, Cloudera, Rackspace, Amazon EC2, etc. is discussed. Our proposed approach 
makes a critical evaluation of the system by using a realistic public dataset for physiological 
activity monitoring, which most of the existing researches fail to evaluate. Also, our proposed 
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approach uses Cloudera’s distribution of Hadoop (CDH), which is a complete and reliable Hadoop 
distribution [27]. We discuss the mapper and reducer algorithms for our proposed approach, which 
can be scaled for use in large dataset analysis. 
 
1.4 Design characteristic and performance expectation for 
WBANs in healthcare 
 
 WBAN is rapidly replacing wired healthcare devices due to its versatility such as ease 
of use and low power requirements. Looking at the current increasing healthcare cost, these devices 
can provide an affordable solution for pervasive health monitoring. Existing deployment of long-
term monitoring has revealed a number of issues that may impede wider acceptance of WBANs. 
Many problems associated with WBANs can be summarized as [7]: reliability; insufficient battery 
life; intermittent network coverage in rural areas; secure communication of personal data; 
standardization and interoperability; motion artifacts and sensitivity to sensor placements. All these 
challenges and performance expectations have led to the following design characteristics for 
WBAN [3]:  
x Portability: Sensor devices should be designed small in size and light in weight for easy 
portability. Person’s mobility should not get affected on wearing them.  
x Interoperability: In order to meet QoS requirements for WBAN, sensor devices should 
flawlessly allow data communication through various communication standards such as 
Zigbee, IEEE 802.15.6, Bluetooth, WiFi, etc. [29]. 
x Data acquisition in real time: The medical sensors have to be placed on body surface or 
implanted inside the body in order to capture the vital physiological signals. Thus, there is 
very little or no redundancy in the sensor data as compared to the traditional wireless 
sensor networks [7]. Hence, receiving accurate real-time data from each sensor is critical in 
order to guarantee the quality of service (QoS) promised by WBAN. 
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x Ultra-low powered: The need of WBAN to operate in a highly dynamic surrounding 
makes power management for data processing and transmission important [3]. As batteries 
power sensor nodes, they have limited power supply. Thus, sensors out to be designed to be 
ultra-low powered so as to optimize the amount of energy consumed in sensing and 
communication [7]. The network lifetime could be increased using some energy harvesting 
techniques. 
x Intelligent monitoring for elderly: Some applications such as detecting freezing of gait 
(FoG) in Parkinson's disease patients and detecting a fall in the elderly patients can be done 
remotely without visiting doctor's clinic. These applications generate the data based on the 
occurrence of events, which can be transmitted from patient's home to medical server [29]. 
The doctors could suggest dosage and treatment based on the analysis of received remote 
data. 
x Security of patient data: It is an important challenge [7] to provide secured 
communication from sensor nodes to BS and then to a medical server and protect personal 
information of those wearing these devices.  
x Interference:   In a restricted space, if several WBANs are available at the same time, they 
might experience severe degradation of network performance due to interference. Thus, 
loss of data [30] results from interference among multiple WBANs. This loss can be 
avoided by use of proper MAC scheduling schemes, which we will discuss in details in 
Chapter 2. 
x Reliability: Depending on the nature of monitoring applications, the amount of data varies 
and so does the QoS requirement. The packets generation interval can vary from 1ms to 
1000s as shown in Table 1.1 [31]. Reliability [28] is provided in terms of the parameter, Bit 
Error Rate (BER) and depends on the data rate of sensor devices. Devices that have low 
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data rate can cope up with high BER whereas for devices with high data require low BER 
[28]. 
            Table 1.1:  Data rates for WBAN healthcare applications [31] 
 
 
1.5 Wireless communication standards supporting WBAN 
 
 WBAN is being explored extensively at its different layers such as Physical and 
Medium Access Control (MAC) Layers for different reasons such as efficient data transmission and 
energy consumption. Technologies Wi-Fi and Bluetooth are designed in order to provide high data 
rates and thus they consume more power [32]. ZigBee technology, a high-level communication 
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protocol, based on IEEE 802.15.4 [8] is used for personal area networks including WBAN. As 
recently stated, ZigBee HealthCare Standard can be used to monitor patients and elderly with a low 
power consumption mechanism [32, 8]. This protocol is designed specially for applications in 
which sensor nodes can transmit data and sleep when transmission is done. Another transmission 
protocol that is being researched uses human body as a communication channel [32]. Although 
there are some advantages of this method such as low power consumption and less RF interference, 
there are many limitations such as lower bandwidth and unknown health effects by the use of 
continuous electrical signals passing through the body [32].  IEEE 802.15.6, is the most recent 
standard for WBAN [9]. 
IEEE 802.15.6 communication standard has defined standards for the Physical and MAC 
layer applicable to a WBAN [9] and has recommended use of star, mesh and hybrid network 
topologies as shown in Figure 1.3. In a star topology, all the sensor nodes communicate with the BS 
using one hop wireless link. In a mesh topology, the sensor nodes can reach BS in multiple hops, 
thereby leading to energy saving since low transmission powers can be set for the sensor nodes. In a 
hybrid network topology, some nodes are more powerful than others and capable of aggregating 
data. These nodes are connected by one hop wireless link to BS and other nodes communicate with 
them. This approach inherits advantages of both star and mesh topology.  
Due to high mobility of the WBAN, the network topology keeps changing, thereby 
encouraging researchers to determine routing algorithms that would allow smooth functioning of a 
WBAN in a highly mobile environment. Thapa et al. [33] have compared both the standards as 
shown in Table 1.2 based on the frequency, data rate, transmission range, energy etc.  
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Figure 1.3: Topologies recommended by IEEE 802.1 5.6 standard [3] 
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 1.6 Organization of Thesis 
The remainder of this dissertation is organized into the following chapters:  
Chapter 2 explains the superframe structures of both communication standards used for 
WBAN. These standards assist in seamless functioning of WBANs. In this chapter, we discuss 
various approaches to mitigate interference in WBANs. A fuzzy logic based inference engine is 
used to make intelligent transmission decisions. These decisions are based on the link properties 
and are useful for mitigating intra-WBAN interference. A time division multiple access based 
scheduling approach for mitigating interference in coexisting WBANs, along with simulation 
results is also discussed. A mobility model pertinent for WBAN, which moves the nodes of 
network relative to a fixed point, is discussed. A simulation of moving coexisting WBANs based 
on various human activities is explained. We evaluate the performance of our proposed MAC 
protocol by comparing it with the existing schemes.  
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Chapter 3 covers various analytic techniques for clinical data prediction. We discuss 
use of supervised or unsupervised machine learning techniques for WBAN applications. We 
illustrate the use of various linear regression models for WBAN. We also show the use of 
coefficient of correlation to estimate predicted values of physiological parameter. With the help of 
stepwise regression we are able to eliminate the features that do not participate in prediction.  
Chapter 4 explains the usefulness of big data technology for WBAN applications. The 
three V’s of big data namely variety, velocity and volume are all applicable for WBAN. In this 
chapter we discuss the major concerns in using RDBMS and why the organizations are switching 
to big data. We discuss the Hadoop ecosystem and explain its two important components HDFS 
and MapReduce framework for healthcare data analysis. We analyze a large dataset for 
physiological activity recognition to extract useful information from the data. We also explain the 
scalability of our proposed for larger datasets. A section on using MapReduce for learning 
algorithms is also discussed. We conclude this chapter by giving future directions for model real 
time monitoring applications.  
Chapter 5 discusses two emerging technologies for WBAN. The first one is the implant 
medical sensor. We discussed the communication standards for implant medical devices and 
provide details on computing the losses inside body tissues by giving simulation results. We also 
explain the use of near field communication (NFC) and Beacon for healthcare application and 
illustrate its use with a medicine management mobile application. 
Chapter 6 discusses the summary of our contributions and future directions for data 
security in cloud based WBANs application. We also discuss how research in personalized 
medicine is gaining attention of researchers as well as government. We conclude our discussion 
by giving future directions on how to develop algorithm for, “right dose for right people”, using 
continuous monitoring and data analytics. 
! 
 
Chapter 2 
 
Mitigating interference in WBAN 
 
 
2.1 Introduction to interference mitigation in WBANs 
 
 
 Interference in WBAN is a challenging issue, which arises primarily due to coexistence 
with other WBANs in close proximity and unpredictable human mobility. In order to receive 
critical data accurately, without any loss and to meet the desired QoS requirements guaranteed by 
the WBAN application, a proper interference mitigation scheme is necessary. The new wireless 
communication standard, IEEE 802.15.6 expects, seamless functioning of up to 10 coexisting 
WBANs, which might be distributed randomly in a volume of 6 cubic meters [9]. In places such as 
elevators, sports arena, hospitals, etc., where more than 10 WBANs coexist in a limited space, 
resolving interference becomes a difficult task. Thus, we have to coordinate the channel access of 
different WBANs using various multiple channel access techniques for mitigating co-channel 
interference and enhancing network performance [13].  
As discussed in Chapter 1, there are two types of interference observed in WBANs: intra 
WBAN interference, which occurs in single WBAN and inter WBAN interference, which occurs in 
multiple WBANs [13]. We address both the issues by proposing MAC based scheduling schemes to 
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mitigate interference. Researchers have tried to address this problem in past but very few studies 
use the IEEE 802.15.6 standard for communication. Researchers in [34] have proposed a 
comparative study of various multiple access techniques such as time division multiple access 
(TDMA), frequency division multiple access (FDMA) and code division multiple access, which are 
suitable for interference mitigation in co-existing WBANs. These schemes have been compared 
based on the signal to interference and noise ratio (SINR), collision probability and bit error rate 
(BER). Based on both the theoretical and experimental observations, the authors concluded [34] 
that CDMA scheme has the lowest potential in mitigating interference in uncoordinated WBANs. 
The reason being that the same frequency and time is used to access the channel and there is no 
guarantee that the set of selected codes are orthogonal. Thus, in such asynchronous systems, there 
might be a high potential for increased number of collisions and performance degradation, if 
CDMA is used. Also, their results show that both TDMA and FDMA provide better performance 
than the CDMA and are better suited for mitigating interference in coexisting WBANs [34]. 
Amongst these three schemes, TDMA is considered to be the best one as it has an additional 
advantage of reducing overall power consumption [34]. 
Thus, with an appropriate channel access scheme, it is possible to avoid data 
transmissions collisions in distributed WBANs. An efficient MAC protocol, with appropriate 
scheduling scheme, could achieve optimal tradeoff between an acceptable latency and the reliability 
in a network, while ensuring promised QoS by the WBAN application [30]. For medical 
applications, latency should be less than 125ms, whereas for nonmedical applications such as 
interactive gaming, it should not exceed beyond 250ms [9].  
Data reliability is also a critical parameter for a WBAN. It is acceptable that mobility of 
WBANs could reduce the data capacity of the network. However, the total loss of data is not 
acceptable; such situation could be life threatening for the patients. Before we formulate the 
problem of interference mitigation in WBANs, it is necessary to understand the superframe 
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structure of IEEE 802.15.6 standards.  This standard will assist in seamless communication between 
WBANs and help in understanding the interference issues. 
 In Section 2.2 we discuss wireless communication standard IEEE 802.15.6 along with its 
superframe structure. In Section 2.3, we propose various schemes to mitigate intra and inter-WBAN 
interference along with simulation results. In Section 2.4, we evaluate the effects of different body 
postures on interference. We also evaluate the performance of our proposed MAC based scheme 
considering the mobile WBANs based on realistic body postures. We summarize our observations 
in Section 2.5.  
!
2.2 Wireless communication standard IEEE-802.15.6  
 
As discussed in chapter 1, IEEE 802.15.6 is the latest communication standard, which 
supports WBAN [9]. It is a wireless standard for short range communication. This standard 
supports low power consumption and very high data rates [9]. In order to meet the QoS 
requirements, the MAC layer needs to support a superframe structure as shown in Figure 2.1 [9]. 
The frame is divided as: active period and an inactive period. Active period of the superframe 
comprises of: beacon signal sent at the start of the superframe, priority transmission slot for sending 
emergency data, contention access period and a contention free period, which needs to be 
scheduled.  In the inactive period, devices of WBAN can enter into the sleep mode. This period can 
be used by the coordinator to transmit data to a medical server (non-emergency data can be logged 
in the coordinator's memory and transmitted later, after fixed intervals, to the medical server) or can 
be used by other WBANs. The beacon period is controlled by the coordinator and can be used for: 
• WBAN identification. 
• Allocating transmission slots to all devices in WBAN. 
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• Determining the operating mode of WBAN. 
• Clock synchronization.  
 
 
   WBAN can operate in one of the following two modes: beacon enabled, in which 
beacon is transmitted with every superframe and non-beacon enabled, in which beacon is not sent 
with every superframe [9]. In a beacon enabled mode, WBAN coordinator broadcasts the beacons 
regularly in the beginning of a superframe to all the sensor devices belonging to its network. This 
beacon packet contains configuration information of superframe structure such as, duration and 
number of slots present in the active and inactive periods of superframe along with control 
information, such as transmission, sleep and awake cycles of the sensors in a WBAN, etc. 
Depending on the application requirements, the sensors can keep listening to every beacon or in 
order to conserve energy or can even skip listening for a specified duration. This mode of WBAN 
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operation is more suitable when the coordinator has to periodically control on-body sensor devices, 
belonging to its network.  
 Non-beacon enabled mode of WBAN operation is appropriate for implanted sensor 
nodes operating with medical implant communication service (MICS) [9, 35] at frequency range 
402-405 MHz, as these systems do not need to listen to the beacons periodically. We will discuss in 
details about the implant sensors in Chapter 5. PTS supports the transmission of very high priority 
data, such as, emergency alarms for medical applications. For example, if the blood pressure rises 
beyond a certain limit, an alarm should be raised to transmit this data in the PTS. PTS and CAP use 
slotted ALOHA access mechanism for robust data transmission [9].  
WBANs are specifically designed for medical applications. So, in order to ensure reliable 
data transmission during emergency situations, traffic is categorized based on the user-defined 
priorities, as illustrated in Table 2.1, where 0 is the lowest priority and 7 as highest priority, 
reserved for an emergency data [9]. Each type of traffic has a different probability of acquiring the 
CAP period to transmit. The number of retransmissions is fixed in CFP based on the user priority 
and a guaranteed slot is reserved for periodical data such as medical waveforms [30]. 
 
2.3 Mitigating interference with scheduling schemes 
 
As discussed earlier, interference is one of the major issues that can hinder seamless 
functioning of WBANs. Not only it causes network performance degradation due to packet loss, but 
might even prove to be life threatening for critical patients using medical WBAN applications. 
Coexistence with other WBANs and wireless devices based on Wi-Fi or Bluetooth technology 
might be the primary sources of interference. WBANs are mobile with no common coordinator to 
control the channel access, which adds to the challenges in mitigating the interference. So, the key 
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feature is to propose MAC scheduling schemes that can help in mitigating interference in intra-
WBAN and inter-WBAN communication.  
Table 2.1: Traffic Prioritization by IEEE 802.15.6 [9] 
Priority User Priority Traffic designation 
Low 0 Background 
 1 Best Effort 
 4 Video 
 5 Voice, Medical Waveform 
 6 Control information 
High 7 Emergency Alarm 
 
 
 
 2.3.1   Fuzzy based system for intra-WBAN interference mitigation 
In order to mimic the human control in making transmission decisions, we propose a 
fuzzy scheme that utilizes a fuzzy inference engine for deciding on slot allocation or deference 
based on three important link-quality parameters. The fuzzy logic system, introduced by Lofti 
Zadeh [36] can handle human logic involving linguistic knowledge and numerical data at the same 
time by implementing a nonlinear mapping of an input vector to a scalar output. Zadeh introduced 
the concept of gradual transitioning from a ‘NO’ to a ‘YES’ or vice versa by allowing uncertainty 
in decision making. We can arrive at distinct output values using inference rules based on vague 
inputs [36].  Due to human mobility and changes in body posture, link parameters can change 
frequently. This makes scheduling transmission decisions a challenging task.  
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Thus, we use fuzzy logic system with link parameters, SNR, BER, and Eb/N0 as three 
input parameters to the fuzzy inference engine, which provides output transmission decision for the 
current slot under allocation as schedule, defer, or forward. Figure 2.2 illustrates a basic Fuzzy 
logic system [37]. The system provides a mapping of crisp inputs into crisp outputs, expressed as   
y = f(x). The system has four components: the fuzzifier, inference rules, the inference engine, and 
the defuzzifier. Fuzzifier converts the crisp input real values into linguistic variables. The fuzzy 
logic controller makes a decision based on the linguistic fuzzy rules. The fuzzy inference performs 
a matching between the linguistic input variables and the linguistic rules, finally assigning them to 
the members of the linguistic output variable set. A defuzzifier may be required to make a reverse 
conversion at the receiving end, on the basis of similar knowledge. 
 
     Figure 2.2: Fuzzy Logic System [37] 
The inference system is based on the Mamdani Fuzzy model [36]. The inputs to system 
are three variables for all n sensors of the WBAN in the design [14]. The inputs are as follows: 
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The normalized SNR per bit is important because of different bands of transmission that 
can be used under the IEEE 802.15.6 standard. Our system does not use a defuzzifier because of 
unique output called decision, which maps to any of the three possibilities, namely, ‘defer’, 
‘schedule’ or ‘forward’ [38]. 
We need to normalize the inputs as follows: 
BERk *(tk) = BERk(tk) – BERkmin       (ratio value),    (2.1) 
SNRk *(tk) = SNRk(tk) – SNRkmin      ( decibels), and   (2.2) 
Eb/N0k *(tk) = Eb/N0k(tk) – Eb/N0kmin            (decibels).    (2.3) 
 The normalized inputs are then fed to the fuzzifier. Each input can have three different states, 
which determine the state of the output. There are 27 possible output decisions based on the 
proposed fuzzy-logic rules. 
 BER ⊂ {too high, acceptable, good}, 
SNR ⊂ {dangerous, just-okay, better}, and 
Eb/N0 ⊂ {critical, boundary, superior} 
Triangular membership functions are used in our fuzzy logic system for arriving at the 
mapping, and are adjusted as a function of the boundary values. The choice of function is made due 
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to its low processing power and costs, which is highly desirable for WBANs, due to its limited 
battery resources. The output variable ‘Decision’ could be a subset of the given set: 
Decision ⊂ {defer, schedule, forward}  
 The fuzzy inference table for the ‘Decision’ is shown in Table 2.2. The decision to defer 
transmission of packet until next time superframe is made under many situations, one of which is 
when the BER is too high, SNR has boundary values or Eb/N0 is boundary values too. A decision to 
send the packet on scheduled slot is made under many cases, one of which is, when BER and SNR 
are at least acceptable. In the section 2.3.2 we will show the computer simulations for fuzzy based 
system for making intelligent transmission decisions in WBAN. The ranges of all the input 
variables are chosen considering the medical applications of WBAN. 
!
!
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 2.3.2 Simulation: Fuzzy model for intra-WBAN interference mitigation 
 
We performed simulations using the fuzzy inference engine based on the rules explained 
in previous section. ECG is one the most vital parameters, which is nonlinear and is has a non-
stationary signal [38]. In order to detect heart abnormalities and myocardial infarction, it is 
necessary that ECG signal should not be contaminated with any noise. We consider a WBAN 
having ECG sensors and other sensors for monitoring body temperature and blood pressure 
connected to a coordinator wirelessly, in a star topology.  
The three inputs are SNR, BER and Eb/N0 and the output is the ‘Decision’ to defer, 
schedule or forward the transmission in the same superframe or in the next one. The minimum and 
maximum ranges of all the input parameters are selected considering the ECG signal, blood 
pressure, and body temperature. Figures 2.3 and 2.4 shows the decision scenario considering two 
inputs at a time, based on inference rules given in Table 2.2. Thus, leading to a conclusion that, with 
the use of fuzzy inference engine for intra-WBAN scheduling, we can achieve transmission 
decisions based on important link quality parameters: SNR, BER and Eb/N0. Thus, the packet 
transmission is affected based on the combined decisions and there is no or little chance of 
collisions and hence, no wastage of energy in retransmissions. Also, the energy of the sensor nodes 
is conserved as the coordinator takes all transmission decisions. 
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!!
 
 2.3.3  Mitigating inter-WBAN interference 
 
In the systems where multiple WBANs coexist, such as measuring specific parameters for 
athletes in a sports center, obtaining physiological parameters for critical patients in a hospital, etc., 
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it is necessary to study the effects of inter-WBAN interference and propose ways to mitigate. In 
order to harmonize the system when several WBANs co-exist in the close vicinity, we propose a 
scheduling algorithm, which uses minimum weight matching scheme to mitigate interference [13]. 
The coordinator, which has more computation power than the sensor nodes, keeps computing the 
received signal to interference and noise (SINR) values from the sensor nodes. When two or more 
WBANs transmit using same frequency band and their TDMA schedules overlap, the received 
SINR at the coordinator, from these sensors degrades, below an acceptable value [13]. When the 
SINR reaches a certain threshold, the coordinator sends a request to its interfering WBAN 
coordinator to exchange its TDMA schedule. When the schedules are exchanged, an interleaved 
scheduled among interfering WBANs is prepared and broadcasted. Successful reception of new 
TDMA schedule is acknowledged and WBAN having sensors with minimum SINR value are given 
first available GTS in CFP of the new schedule. This ensures that no further retransmission is 
required.  Although, an overhead of exchanging TDMA schedules exists, the system will perform 
better when WBANs coexist for considerably longer duration.  When a number of WBANs join and 
leave the network frequently, the assignment problem becomes very challenging. Although the 
network allows 256 sensor nodes connected to a coordinator, in real life not more than 30 sensors 
will be placed on human body, thus the problem can solved by exploring the use of minimum 
weight matching problem [14].  
Coexisting WBANs can be modeled as a set {WBk| k= 1,...,N}, where N is the number of 
WBANs coexisting at a given time and k denotes the WBAN id. Each WBAN has M sensors 
represented by set {Sik | i=1,...,M}, which are capable of monitoring physiological parameters, such 
as heart rate, body temperature, limb movement, blood pressure etc. This sensed data can be 
transmitted either in a single hop or multi-hop to the coordinator, which is a powerful device 
capable of collecting all the sensed information and transmitting it to a remote medical server as 
illustrated in Figure 2.5. WBANs use IEEE 802.15.4 or IEEE 802.15.6 superframe structure to 
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ensure guaranteed access to the channel during transmission. Sensors make a request for guaranteed 
time slot to their WBAN coordinator. Superframe synchronization is achieved among coexisting 
WBANs before starting the transmission, so as to avoid collision between data frame of one 
WBAN and the control frame of other WBAN. However, the transmission in CFP, between 
WBANs could still suffer from co-channel interference. Figure 2.6 shows interference between two 
WBANs along with their superframe structures. The slots in the CFP are the ones that need to be 
scheduled. 
If there is an overlap between the two or more WBANs, the received signal to 
interference and noise ratio (SINR) at the coordinator, will degrade below a certain threshold.  The 
coordinator is responsible for collecting information of channel state, such as the received signal 
strength values (RSSI) from the sensors belonging to its network and the additional received 
interference signal strength from the sensors transmitting concurrently, belonging to the interfering 
WBAN. 
!
!
 
Figure 2.5 WBAN nodes sending data to remote medical server 
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!
RSSI from the sensors to its WBAN coordinator is defined as a set, {aik|i=1,...,M}, which 
contains sets of RSSI values received from each sensor at the coordinator of the WBAN. Received 
interference signal strength is the combined RSSI from the sensors of the coexisting WBANs, 
which transmit concurrently with Sik, received at the desired WBAN's coordinator. The inter-
WBAN received interference signal strength is defined as {biN-k | i=1...M}, where the set contains 
combined RSSI values of the interfering sensors. Thus SINR can be calculated with equation 2.4, 
where n0  is the variance of additive white Gaussian noise (AWGN) [39].   
!
!
!
!!"#$ = !!(!ik!/!(!iN-k!+!!0))       (2.4) 
The SINR is periodically calculated at the coordinator, as the coordinator may not have 
any severe power constraints and is a computationally powerful device. Equation 2.5 gives 
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probability of collision of one WBAN with other WBANs, using TDMA scheme, when channel is 
accessed randomly and independently as given by Zhang et al. [34], where Pc is the collision 
probability, Nc is the number of channels and N is the number of coexisting WBANs.   
  Pc= !1 − ! Nc − 1 N-1/ NcN-1                   (2.5) 
Thus, for WBANs using Zigbee technology that operates at 2.4GHz frequency band with 
16 channels, 915 MHz band with 10 channels and 868 MHz band with 1 channel [8], as the number 
of WBANs increases, the probability of collision also increases as shown in Figure 2.7. From the 
figure we can conclude that, as number of users increase, the probability of collision increases at 
2.4GHz and 915MHz, whereas the probability of collision is always 1 when the N>1 for 868MHz 
band with 1 channel. 
!
!
Figure 2.7: Probability of collision of WBANs in three frequency bands 
! !
The coordinator has a SINR threshold decider module, which can decide whether the 
signal has been received correctly or not. If the value of SINR is above threshold value, the signal is 
received correctly, otherwise interference could be suspected. Co-channel interference degrades the 
system performance if it is left unchecked. In order to avoid system degradation, an interleaved 
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TDMA schedule is created between the interfering WBANs. The sensors, which suffered more 
interference, are given priority to transmit in the modified TDMA transmission schedule.  This 
schedule is advertised along with the sensor's degraded SINR values. An interleaved TDMA 
schedule is created based on minimum weight matching algorithm [13].  
The coordinators, corresponding to two WBANs in each other's communication range can 
hear this schedule, and save it in its buffer and a minimum weight matching is created based on 
SINR values. The interfering WBANs can be visualized as a bipartite graph, where one set contains 
set of all sensor ids from the interfering WBANs and other set contains set of available transmission 
slots in the modified schedule. No two sensor nodes are allowed to match with the same time slot in 
the same transmission round as it will cause collision. A perfect minimum match is obtained when 
an interfering sensor id with minimum SINR is mapped to first available time slot. In this way, we 
propose a solution of finding an appropriate transmission slot for interfering sensor node by using a 
weighted bipartite graph, where weights on the edges indicate SINR received by the coordinator. 
The objective function of this optimization problem is to minimize inter-WBAN interference by 
assigning sensors with lower SINR to GTS in CFP.  
For such an optimization, we associate a cost matrix (cij)NxN  by assigning a weight ci(j) to 
each edge connecting a sensor node i to jth transmission slot based on SINR at the coordinator. The 
resulting binary matching matrix for a perfect match is given by (mij)nxn where mij=1 if and only if 
the sensor node i transmits in time slot j during that round; otherwise mij=0 [40].  
Let pi be the probability that the transmission of node i is successful in time slot j for 
round number K. The expected number of successful transmissions E, in the next round can be 
given by equation 2.6 [11], where Di is the number of slots passed after the node i transmitted and 
K(i) indicates that the node i transmits in Kth round.  
 ! = !! !! + ! ! !!!!! !!!!!!!!!!!!!!!!!                           (2.6) 
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We propose to achieve an effective scheduling by obtaining assignment with an ideal 
match scheduling and thereby reducing the packet drop rate. Therefore, instead of fixed TDMA 
with many unused data slots, we employ our matching algorithm to increase the system throughput. 
We use rate of packet drop per second as a performance evaluation parameter. Following steps are 
performed in order to suppress inter-WBAN interference. 
• Each coordinator generates TDMA transmission schedule for its end devices based on 
the priority of the network traffic. 
• Coordinators constantly compute received SINR from the nodes in its network. 
• When two or more WBAN’s transmission schedule overlaps, interference causes drop 
in SINR. A drop below certain threshold is unacceptable, as the signal is 
undistinguishable from interference and noise. 
• TDMA schedules of interfering nodes along with degraded SINR are advertised to 
interfering coordinators. 
• A matching of bipartite graph containing nodes with minimum SINR values and 
available transmission slot based on highest to lowest interference expected by all node 
created using Hungarian algorithm [40]. 
 
 2.3.4 Simulation: Mitigating inter-WBAN interference  
 
We used Shox network simulator [41] to set up multiple coexisting WBANs scenario. We 
placed 25 sensor nodes in 10m X 10m area simulation area, out of which three nodes were 
designated as coordinators and other sensor nodes were normal sensing nodes. The allowable data 
rates for sensors were up to 250kbps. The properties of Physical and MAC layer set according to 
IEEE-802.15.4 standards. The nodes movement is decided using Random Waypoint model 
(RWPM) with a minimum speed of 1m/s. A variable disc model is used in which the receiver 
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receives packet with a signal strength of s(rx) = s(tx) / dÂ², where d is the Euclidean distance 
between a sender and a receiver pair) [41]. An Added Noise Mangler is used as bit mangling 
model, where a packet is dropped if the SINR falls below 0 db. Coordinator stores the SINR values 
in the interference queue along with the sensor ids. The lowest SINR sensor gets first priority to 
transmit, where as other interfering sensors are delayed until next available time slot and so on until 
all sensors transmit in a superframe. Hungarian algorithm is implemented in order to find perfect 
matching between interfering nodes and transmission slots [13]. The modified TDMA schedule 
queue is broadcast to all coordinators so that each one has the collision free transmission schedule. 
Although there is an overhead of transmitting messages the sensors are not deprived of additional 
energy as the coordinator performs the scheduling. 
!
 Out of the 25 sensor nodes, 22 nodes were sensing nodes and remaining three were 
coordinator nodes. Using the built in MAC scheduler we obtained the results as shown in Figure 
2.8. The position of nodes was fixed by giving X and Y coordinates in 2D simulation setup. We 
simulated the scenario of packet drop rate at all the three coordinators (in the simulation we name 
these coordinators as LC1, LC2 and LC3), before and after the application of proposed scheduling 
scheme.  On right side Y-axis, we show dropped packet per second, which is indicated by triangular 
wave, whereas on left side Y axis shows number of messages exchanged between coordinators 
indicated by the curve. X-axis represents simulation time in milliseconds.  
We then repeat the simulation by adding the interference mitigation technique discussed 
in the above section in the Application layer, MAC layer and Physical layer for the same scenario 
and observed the results shown in Figure 2.9. Although we were not able to completely avoid 
packet drop, interference was observed only at the LC3. We are able to mitigate interference in LC1 
and LC2. Figure 2.9 shows that the number of messages exchanged between the interfering nodes 
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are considerably high so as to mitigate inter-WBAN interference. Thus, we can justify that the 
scheduling using minimum weight match helps in alleviating the interference.  
 
Figure. 2.8: Packet drop due to interference without MAC scheduling.!
!
 
Figure 2.9: Interference suppression using minimum weight match 
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As the nodes move according to random waypoint model, human movement pattern 
cannot be mimicked. When a person moves all the nodes attached to him should move in a group. 
We tried to evaluate the performance of our proposed MAC scheduling algorithm, when the 
mobility of nodes replicated human postures. This model was proposed by Nabi et al. [42] and is 
suitable for WBANs. 
!
2.4 Evaluation of proposed MAC based scheduling with 
realistic human postures  
 
 
The type of node mobility affects the network performance and inter-WBAN interference; 
this is because the link quality changes depending on the position of the sensor nodes and their 
coordinator. Also, an unpredictable mobility of WBANs causes frequent changes in link quality. A 
MAC protocol should be flexible to take into account this type of node mobility and accordingly 
support the WBAN functioning. Not many MAC protocols researched earlier consider the mobility 
of WBANs that mimics human movements such as running, walking, sitting, standing, etc. [43,44]. 
In general, the topology of WBAN will change with any changes in the posture.!
The senor nodes placed on head and chest are less mobile as compared to other nodes, 
which are present on the limbs.  A vast range of mobility models has been proposed for adhoc sensor 
networks. A survey of available models and their applications is presented in [45].  However, none 
of them are applicable to WBANs. The RWPM discussed in the earlier section belongs to single 
node mobility. It is a modification of random walk mobility model (RWMM). A desired destination 
in the area of simulation is randomly chosen and the node then moves towards this destination within 
a random speed in the chosen range. Thus, the nodes could possibly suffer from accumulation in any 
arbitrary area, generally near the center of the simulation area [46]. With these mobility models, we 
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cannot mimic the posture patterns. Nabi et al. has proposed another model for mobile WBANs [42], 
based on reference point group mobility model (RPGMM). The movement of each node is 
calculated with respect to its group and also with respect to random fixed point. A Markov model is 
used to determine the natural order of activities and probabilities are assigned to activities based on 
realistic scenario [42]. 
 
 2.4.1  Realistic posture transition using Markov Model 
 
A set of postures for any typical WBAN  includes: walking, siting, lying down, standing, 
and running. Whenver a decision on posture selection has to be made at any given instant, a  prior 
posture and transition probability matrix has to be defined [42].  Depending on the application, the 
user can set transition probability matrix, which indicates the probability of transition from one 
posture to another [42]. The seclection of any new posture depends on the previous posture. For 
instance, if the person is lying down, the next posture cannot be directly running, it has to be sitting, 
standing and then running. For example, matrix P in equation 2.7 shows the transition probability 
matrix, based on values in Table  2.3, suitable for patients in a hospital area, where multiple 
patients stay together for few hours after surgery. Matrix P is user defined and is WBAN 
application specific [42].  These patients have very limited mobility, the postures to be selected will 
be mostly, lying down, sitting, standing, and limited walking.   
P=
0.5 0.3 0.2 0 00.4 0.3 0.4 0.3 00.1 0.3 0.3 0.4 0.60 0.10 0.1 0.3 0.40 0 0 0 0   .    (2.7) 
We can see that, the probability of transition from any posture to running posture is 0. 
The transition probability that orginates from any particular posture should sum up to 1 [42]. We 
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feed values from equation 2.7 to the simulator, in order generate more realistic postures required for 
WBAN simulation. We will discuss these simulations in details in Section 2.4.2. 
      Table 2.3 Posture Transition probability for patients in hospital 
!
!
 2.4.2 Simulation: 2 WBANs and 20 Ambient Nodes 
 
  We use OMNeT++ network simulator, which is a discrete event based simulator, 
designed to simulate various wireless and wired networks [47]. We perform simulation to evaluate 
the performance of our proposed MAC scheme on realistic postures in mobile WBANs. A WBAN 
mobility framework, as proposed in [42], is the only framework that supports various body postures, 
which can be integrated into the OMNeT++ framework.  We simulated a scenario of two WBANs, 
each having 12 sensor nodes and one coordinator node and set of 20 ambient nodes, which are 
placed in a rectangular grid topology. The simulation area selected is 10m x 10m. The transition 
probability matrix is written in the WBAN configuration file, which has different transition 
probabilities for various postures such as lying down, walking, standing, sitting, running and is used 
during the node initialization phase.  
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!
Figure 2.10: Simulation of 2 WBANs with realistic postures 
 
 For every posture, each node is a given set of distinct coordinates and initial speed and 
radius for individual mobility. The mobility of WBAN nodes is computed based on the RPGMM as 
discussed in Section 2.4.1. In the non-static postures such as walking and running, all the nodes 
move towards some destination, with respect to the WBAN's logical center, whereas for 
comparatively stable postures, such as sitting and lying down, the nodes move with reduced speed in 
the circle with predefined radius. Figure 2.10 shows the screenshot of simulation set up with two 
WBANs and 20 ambient nodes. 
The PHY and MAC layers of WBAN are set according to standard IEEE 802.15.4 with a 
CC2420 transceiver. Simple path loss model is used and a SNR threshold decider is used to check if 
the strength of the signal received is above the sensitivity threshold of the radio, depending on which 
it can be sent up to the MAC layer or can be dropped. Figure 2.11 shows the statistics of average 
number of frames dropped, for 5 runs of 400 simulation seconds, sent by the sensor nodes with ids 1 
to 20, placed in a rectangular topology. 
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Figure 2.11: Frames dropped due to interference for ambient nodes with RWMM 
 
Figure 2.12 and 2.13, shows reduce in the number of frames dropped at WBAN1 and 
WBAN2 due to use of mobility model based on RPGMM, for the same simulation time and number 
of runs. This simulation shows that RPGMM is better and realistic for WBAN nodes than RWPM.!
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 2.4.3 Simulation: 5 WBANs in hospital scenario 
  
We simulated a scenario of 5 coexisting WBANs in a hospital as shown in Figure 2.14.  
Each WBAN carries 12 sensor nodes and one coordinator. The transition probability matrix along 
with the steady state probabilities is set as discussed in Section 2.4.1. Due to limited mobility, the 
posture patterns of, lying down, restricted walking, sitting, and standing are repeated more often. All 
the coordinators control the channel access of the sensors in their WBANs. The simulation area is 
selected as 10m x 10m. In this scenario, we are not ignoring the effect of ambient nodes. The radio 
properties are set according to standard IEEE802.15.4. The mobility of nodes is set as in previous 
simulation according to RPGMM, which is suitable for WBAN.  
A simple path loss model is used and a simulation is carried without setting SNR 
threshold in the decider module and simple MAC scheme is used. SNR threshold decider, considers 
SNR as a fraction, where the signal is assumed to be received correctly if above threshold. In our 
simulation, we set this value as 0.12589254117942 as discussed in the mobility model simulation 
document [42].  Figure 2.15 shows increase in the number of frames dropped using simple MAC 
scheme with no scheduling, whereas on applying the MAC scheme proposed in section 2.3.3, we 
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observe reduction in number of frames dropped, which is an improvement in the performance of 
network as shown in figure 2.16. 
!
!
!!
! Chapter 2: Mitigating interference in WBAN  43!
We decide the length of a slot in simulation. Some slots are reserved for high priority 
data. The packet drop statistics at the network layer are as shown in Figure 2.17. The minimum 
possible bit error rate is set as 10-8. Transmission power of all the sensor nodes is set to be 
minimum at 1mW. Physical header length is specified as 48 bits, compatible with the standard.  
Figure 2.18 shows the comparison of effect of inter-WBAN interference, when simple MAC 
scheme and modified MAC scheme is used. It is encouraging to see an improvement in the network 
performance with our modified MAC scheme. !
!
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Figure 2.17: Packets dropped using proposed MAC scheduling 
 
 
Figure 2.18: Frames dropped with simple MAC and modified MAC approach 
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2.5 Summary of Interference Mitigation in WBANs 
 
     In this chapter, we discussed in details both 802.15.6 and 802.15.4 IEEE 
standards which support WBAN architecture. Then, we discussed the Fuzzy based inference engine 
which can help to make intelligent decisions in packet transmission. This scheme can be used to 
mitigate intra-WBAN interference and reduces the number of retransmission. In the later section, 
we proposed a TDMA based MAC protocol, which uses co-operative approach based on SINR 
values to mitigate inter-WBAN interference.  
         Later, we describe the use of reference point group mobility model to be more 
suitable for WBANs on comparing it with Random Waypoint mobility model. We simulate a 
scenario of coexisting WBANs in hospital area, with WBANs having different realistic postures 
and observe that when proposed MAC scheme is not applied, the network performance degrades 
and with application of proposed scheme network performance improves. We thus address the 
issues of intra-WBAN and inter-WBAN interference mitigation.  
!
Chapter 3 
  
Sensor Data Analytics for Ubiquitous 
Healthcare  
 
 
3.1 Introduction 
 
Global healthcare is focusing on providing high quality and cost effective healthcare 
services to the increasing population. The demand for highly sophisticated consumer 
electronics for healthcare monitoring is increasing tremendously. People are becoming more 
aware of the latest trends in wearable technology. Along with the advancements in the sensor 
fabrications technologies, efforts are being made by the world’s industrial nations to convert 
the data obtained from sensors into a useful resource of information [4, 22]. This data can be 
used for assisting in diagnosis, prognosis or rehabilitation. Thus, the sensor data analytics 
field for solving healthcare problems is recently gaining attention from various researchers 
and organizations. Along with the researchers, governments of various nations are embracing 
new and cost effective healthcare solutions. 
The government has recently launched a Precision Medicine initiative, which will 
leverage advances in monitoring a person’s lifestyle, genomics and emerging technologies 
for managing and analyzing large datasets [22]. Until now one-size-fits-all approach has been 
used while prescribing drugs, which makes patients to have different recovery periods. 
Precision medicine initiative has been allocated a funding of $215 million in US President’s 
2016 budget [48]. Within this initiative, an effort will be made on harnessing data and 
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knowledge generated by monitoring applications and variability of genomes to prescribe 
right drug for the right patient at a right dosage [2]. Sensor data analytics has become an 
important part of the WBAN applications, which needs to be addressed in order to provide a 
complete solution to the healthcare problems. Use of low cost, high performance sensor 
devices, using the latest wireless communication standards, produces enormous amount of 
data [4]. A complete healthcare solution would thus include: conversion of this data into 
valuable information by using most sophisticated data analytics techniques for accurate 
diagnosis or prognosis. In this chapter, we discuss about the biomedical data collected by the 
sensors in details, various data analytics techniques used in pervasive healthcare and analysis 
of physiological activity monitor dataset. 
 
 
3.2 Related research in sensor data analytics 
 
Researchers have extensively used inertial sensors to recognize human activities such as 
sitting, standing, walking, running, etc. [49]. For example, data from dual axes accelerometer along 
with the light sensor data has been analyzed using the supervised techniques to recognize human 
activities [50].  The activities such as standing, sitting, running can be easily differentiated from 
each other using the basic data analytic techniques, while activities such as, walking, climbing are 
hard to distinguish from each other as they appear similar [50]. However, use of 3D accelerometers 
and magnetometers can make this recognition more accurate [51]. 
Senor data analytics is widely used in clinical decision system as well as in nonclinical 
systems [4]. Analyzing electronic medical records (EMR) of the patients to assist decision system 
in operating room is an example of clinical data analytics [4]. The data in EMR could be from the 
physiological sensors. Bayesian network models are used in order to simulate the data gathered 
from the stations in ICU and assist the future doctors and clinicians to interpret data [23]. Non-
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clinical applications of sensor data analytics include analysis of data from sensors: infrared, video, 
proximity, etc., for location tracking and other surveillance applications [24].  
Sensor data analytics is useful for detecting falls in elderly, continuous monitoring 
applications, etc. [3]. Based on the statistical methods used for anomaly detection, emergency 
situations can be avoided. Algorithms for temporal correlation between the different events and 
activities performed are used to detect medical anomalies [52].  
The remaining sections of this chapter are organized as follows. Section 3.3 explains the 
types of challenges in sensor data analytics. Section 3.4 covers various data analytics techniques 
used in healthcare. We will also discuss the mathematical models of univariate and multivariate 
regression for clinical prediction. We consider various regression statistics by seeing benchmarked 
datasets. We will address the issues of uncorrelated features by performing stepwise regression. 
Finally, in section 3.5 we summarize our observations. 
  
3.3 Challenges in biomedical sensor data analytics 
In order to effectively analyze the sensor data for healthcare applications it is important to 
study different types of physiological and ambient sensors. Body sensors, connected to a wireless 
transceiver can be worn noninvasively or embedded inside the body to sense [3].  The different 
types of biomedical sensors are as follows: 
x Temperature sensors: It is one simplistic sensor, which conveys the wellbeing of a 
human. Presence of most of infections or diseases is manifested by rise in body temperature.  
x Electrocardiogram (ECG) sensors: Due to electrical activity inside the heart, ECG 
signals are generated [4]. These signals can be captured using 12 ECG electrodes placed at 
predefined positions on chest, arms and back. These signals are monitored to detect abnormal 
functioning of heart or presence of cardio vascular diseases (CVD). 
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x Inertial Sensors:  Three-dimensional Accelerometers and Gyroscopes capture the 
direction and orientation in 3D space. These sensors have been extensively used to study the human 
activity recognition, fall detection in elderly [53]. These sensors are also embedded in smartphone 
and can be used effectively. 
x Pulse Oximeter: It detects the levels of oxygen saturation in hemoglobin, which can be 
worn noninvasively on earlobe or finger. 
There are several other sensors such as, Electromyogram (EMG) sensors to monitor the 
muscle fatigue, and speech sensors to detect abnormalities in speech [4]. Also, some ambient 
sensors such as humidity, CO sensors, proximity, video sensors, etc., can be used which will assist 
in healthy living conditions. We now discuss various challenges involved in sensor data mining as 
follows: 
x Aggregation of sensor data and storage: Due to heterogeneous sensor data coming 
from various sources such as body sensors and ambient sensors, the volume of data quickly grows 
big. Aggregating such huge size data and performing real time analysis is a major challenge. 
Recently, big data technologies are used for storing, aggregating and analyzing healthcare sensor 
data. Also, due to the absence of unique communication standards and protocols for different sensor 
devices data aggregation becomes non trivial. 
x Data cleaning and preprocessing: This is the next step after data acquisition. There is 
inherent noise in the signals captured from the body sensors. Various data filtering and cleaning 
techniques are used to remove noise and prepare the data for analysis. The data is not in a single 
format and hence various sophisticated techniques should be used that can handle the 
heterogeneous and loosely structured data. 
x Feature extraction: This step is critical and it depends on the usability of the 
application. If an application is to be used to assist elderly to navigate without fall hazards, the 
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inertial sensor data and proximity sensor data features are more important. These features could be 
extracted from rest of the collected sensor data. 
x Determining the machine-learning model: Several supervised and non-supervised 
learning techniques are found useful in identifying data patterns [4]. Models are developed based 
on healthcare problems such as detecting abnormalities in data, activity monitoring, predicting the 
correlation and association between data, survival analysis, etc. [4]. Since WBANs are distributed 
modeling becomes nontrivial. Also, due to data privacy and security modeling such an application 
becomes a complex task. 
 
3.4 Analytic techniques for healthcare 
 
  In the recent years, machine learning techniques are widely utilized for mining 
sensor database for the healthcare applications. These algorithms have grown out of the work in the 
field of Artificial Intelligence (AI). They give an extra capability to the real world applications to 
learn from the training datasets. Machine learning algorithms are broadly classified into two 
categories namely: supervised and unsupervised machine learning [54]. Supervised learning 
algorithms train the machine by observing training data and its specific outcomes, based on which, 
a prediction model is constructed. For example, supervised algorithms have been used in many 
healthcare applications such as activity recognition based on 2D accelerometer and light sensor data 
[50], predicting the disease outbreak [4], processing electronic health records for disease diagnosis 
[4], etc. Figure 3.1 shows different steps involved in supervised learning algorithms. Unsupervised 
learning algorithms discover new trends in data without need of any labeled data [54]. Clustering 
algorithms are unsupervised learning algorithms and are used in healthcare for recognizing 
sequence of activities [54]. In this chapter, we will focus our discussion on supervised learning 
algorithms, as they are very useful in pervasive healthcare monitoring [4]. 
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Figure 3.1:  Steps in supervised learning techniques. 
 
3.4.1 Supervised learning in healthcare  
 
   Supervised learning algorithms can be categorized broadly as classification and 
regression techniques [54]. If the label predicted is discrete, it is known as classification and if it is 
continuous it is called regression technique. The main objective of these techniques is to describe a 
relation between given set of features and the response. The response is a dependent on features and 
it changes according to the variation in features. Features, on the other hand, are independent. 
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Response can be categorized into five subtypes as continuous, binary, survival, categorical and 
ordinal [4]. For instance in healthcare applications presence of cardio vascular disease (CVD) could 
be influenced by several factors such as blood pressure, cholesterol, age, gender, weight, etc. The 
application analyzing heart disease data, can express disease progression with the scale from 1 to 5 
or it can be simply record a binary value 0, indicating absence and 1 indicating presence of the 
disease. Thus, depending on what response is expected by an application, the learning model is 
selected [4]. For example, in WBAN applications, if we need to predict the heart rate based on 
current body temperature, we can use linear regression technique. Body temperature is the simplest 
indicator of any infections inside the body. Sudden increase in body temperature can increase the 
heart rate, which may trigger heart attack for patients suffering with heart disease.  
We will discuss in details about mathematical modeling of univariate and multivariate 
linear regression and its applications in WBANs. Similarly, if the expected outcome is to classify 
the human daily activities we can use logistic regression or Bayesian models [4]. There are many 
other techniques such as decision trees, neural network and support vector machines [54], which are 
beyond the scope for use in WBANs. Thus we will limit our discussion to linear regression 
techniques, which has use in healthcare monitoring. 
 
3.4.2 Data analysis with linear regression 
 
         Machine learning algorithms are becoming a popular choice for data analytics in 
remote monitoring and pervasive healthcare applications. Various body sensors as used to monitor 
physiological parameters. Most of these parameters are interdependent. Such as body temperature 
affects heart rate, which may increase blood pressure and the person will have to seek emergency 
care. In order to avoid such alarming situations, if these parameters can be predicted beforehand 
based on the predictor variables, the emergency situation can be avoided. Thus, use of machine 
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learning techniques is an important aspect of WBAN application [4]. The learning algorithms can 
reside on the person’s PDA and can alarm if a certain abnormality is predicted, based on current 
trend of predictor variables. Linear regression is one of the simplistic algorithms that can be 
implemented on a patient’s PDA, considering the linear complexity and fast convergence of the 
algorithm.   
         If the prediction involves single response and predictor variable, it is known as 
univariate linear regression [11]. For example, a person may be interested in knowing the 
association between total cholesterol (measured in mg/dl) and body mass index (measured as 
kg/m2) for which we can use univariate linear regression. We have to predict the value of dependent 
variable based on the association with independent variable. For which we give a hypothesis 
function hθ(x), which can accurately map our input data (x) to output data (y) given by the 
equation 3.1 [55].   
hθ(x) = θ
Tx = θ0 + θ1x                                                                                     (3.1) 
The accuracy of hypothesis function is measured using the cost function given in 
equation 3.2. The cost function is half of the mean of square of difference between predicted value 
and actual value, where m is the number of output samples in the training dataset. This function is 
also called the mean squared error.   
J(θ) = ( 1
2m
) ∑ (hθ(x)
(i) − (y)i(i))2mi=1                                                                   (3.2) 
We then are able measure the accuracy of predictor based on the seen data and with 
which we can predict new results. We have to improve the hypothesis function automatically, so we 
use a gradient descent equation as given in equation 3.3 [54].  We plot θ0 on X-axis θ1 on the Z-
axis and the cost function J(θ)is plotted on Y-axis. When the value of cost function is reached 
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minimum, we consider that we have succeeded in finding the best hypothesis function and we stop 
further calculating the values of theta. 
repeat until convergence: 
            θj ≔ θj  − α ∗
𝛿
𝛿θj 
 J(θ0, θ1)                                                                                      (3.3) 
for j=0 and j=1.  
In this equation we take derivative of the cost function. The slope of tangent drawn at any 
particular point in the function will determine its derivative at that point and we get a direction to 
move forward. On solving equation 3.3 for univariate linear regression we get equation 3.4 and 3.5. 
Values of θ0 and θ1change simultaneously and (x)
(i), (y)(i)are the input and output values 
respectively from the training dataset having sample size m. To summarize, we do this to make the 
hypothesis function accurate for prediction.  
    repeat until convergence{ 
            θ0 ≔ θ0 − α ∗
1
m
∑ (hθ(x)
(i) − (y)(i)) mi=1                                                         (3.4) 
            θ1 ≔ θ1 − α ∗
1
m
∑ (hθ(x)
(i) − (y)i)𝑥(i)mi=1                                        (3.5) 
                    } 
Since we are interested in the physiological signals collected from body sensors, we 
performed simple regression for predicting the heartrate (in bpm) with the body temperature (in 
degree C). When body’s immune system fights with the bacteria or virus the body temperature 
increases and as a result heartbeat also increases. People suffering from abnormal heart conditions 
or CVD should take special care during infections in order to avoid emergency hospitalization and 
keep a constant watch on body temperature and heart rate.  
With the help of available dataset from Dyrad [56], we tried to assess the relation 
between heart rate and body temperature using simple linear regression. Heart rate is the dependent 
variable and body temperature is the independent variable. With this analysis we assume that there 
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is some association between the two parameters and try to compute the correlation coefficient. 
Figure 3.2 is the scatter plot describing the relation between heart rate and body temperature. From 
the plot, it can be seen that there is positive association between heart rate and body temperature; 
that means heart rate increases per degree change in body temperature. With the help of linear 
regression statistics we will be able to find exact correlation between the two parameters. 
 
               
            Figure 3.2: Plot of Body temperature (C) Vs. Heart Rate (bpm) 
We used linear regression analysis described in the section 3.4.2 for estimating the 
association between these two variables. The curve fit shown in Figure 3.3 describes the line that 
best explains the association between heart rate and body temperature based on the training data.  
 
 
Chapter 3: Sensor Data Analytics for Ubiquitous Healthcare 56 
 
   Figure 3.3: Linear regression curve fitting for predicting heart rate 
The equation of line that best described the association is given in equation 3.5. 
𝑌 = −183.8 + 7.552 𝑋                          (3.5) 
Here, Y is the predicted value of heart rate in bpm and X is the predictor, which is body 
temperature. From this equation, we can say that the heart rate is -183.8 when body temperature is 
zero, which is meaningless. Hence Y-intercept does not provide any information, whereas slope of 
7.6 indicates that with one-degree change in body temperature, the heart beat changes by 
approximately 8 beats per minute. Equation 5 can be used to estimate the heart beat at 36 °C. The 
estimated value is 88 bpm. The regression statistics are given in Table 3.1. From R2 parameter, we 
can say that body temperature is able to explain over 16% changes in heart rate, which is not very 
significant. Looking at the pval for the overall model and independent variable body temperature, 
which is less than 0.015, body temperature is one of the significant predictor in heart rate 
estimation. The root mean square error (RMSE), which indicates the deviation from actual values 
of y from the regression line is calculated as 15.5. In order to get a more accurate regression model 
we should add more samples to the training data set or add more predictors, which can affect heart 
rate such as blood pressure, age, weight etc. and perform a multivariate linear regression analysis.  
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Table 3.1: Linear regression statistics for estimating heart rate based on Body temperature 
 
 
                       
 
3.4.3 Linear regression with multiple variables 
 
In this section, we will discuss about the mathematical model of multivariate linear 
regression analysis and we discuss one working example, which can be used for prediction in 
WBAN applications. In this regression model, there could be one or more dependent variables and 
more than one independent predictors. The dependent variable can be explained as a linear function 
of predictor features. Suppose for a sample size of m, we have n features and x(i)  is the input 
features vector of the ith training example and xji  denotes the jth feature in that vector. The 
hypothesis function can be given by equation 3.6. θ is n+1 dimensional vector [13].  
hθ(x) = θ
TX = θ0 + θ1x1 + ⋯ + θnxn                                                                     (3.6)                 
To measure the accuracy of hypothesis function, we use cost function given in equation 
3.7. The cost function is half of the mean of square of difference between predicted value and 
actual value, where m is the number of output samples in the training dataset [55].  
J(θ0 , θ1 , … . , θn) = (
1
2m
) ∑ (hθ(x)
(i) − (y)i(i))2mi=1                                                     (3.7) 
We have to improve the hypothesis function automatically, so we use a gradient descent 
equation as given in equation 3.8.   
repeat until convergence: 
Intercept Slope R2 adjrsquare RMSE pval 
-183.8 7.552 0.16 0.15 15.5 5.3e-07 
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         θj ≔ θj  − α ∗
𝛿
𝛿θj 
 J(θ0 , θ1 , … . , θn)                                                 (3.8) 
The values of theta are updated simultaneously for j=0,..,n. In this equation, we take 
derivative of the cost function. The slope of tangent drawn at any particular point in the function 
will determine its derivative at that point and we get a direction to move forward. When n>=1 that 
is when number of features is more than 1, new equation for gradient descent is given by 3.9, where 
the values of theta for all j’s are updated simultaneously. 
    repeat { 
          θj ≔ θj − α ∗
1
m
∑ (hθ(x)
(i) − (y)(i)) mi=1  xj
(i)
                                  (3.9) 
                    } 
        It is necessary to scale the features so that the gradient descent algorithm converges 
faster. So all the continuous features should be in the range of -1 <x <1. Also, as a rule of thumb, 
the number of features selected should be not more than square root of the sample size so that we 
are able to extract right amount of information from the dataset [57].  
With the help of available heart disease dataset from UCI Machine learning datasets [58] 
we tried to assess if heart disease can be predicted along with its severity based on 12 features. We 
used the Cleveland heart disease dataset as it had processed data ready for use [58]. The 
independent features included, Age (in years), resting blood pressure, cholesterol, maximum heart 
rate achieved, ST depression which was induced due to exercise, slope of the ST segment, number 
of major vessels, fasting blood glucose, exercise induced angina, gender, resting ECG, and type of 
defect. Out of these features, some were continuous and some were categorical. In a previous 
research [57], it has been shown that the inclusion of categorical predictors in multivariate 
regression is legitimate. For such features, the regression coefficient measures the average shift in 
response between the categories. In our regression model, we compute the regression statistics and 
hypothesis function for 12 features then using the stepwise regression we will eliminate the features 
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that do not contribute in estimation.  The detailed description of the features is given in the dataset 
[58, 59]. The hypothesis function is given in Equation 3.9. The input sample size of the training 
data set is 302. For sake of simplicity we write these features in terms of X and Y as shown in 
Table 3.2. 
Table 3.2: Representation of features in terms of X and Y  
Severity 
CVD 
(dependent) 
Age Rest 
BP 
Cholesterol Thalach 
 
Oldpeak 
ST 
segment 
Slope 
ST 
ca  Fasting 
blood 
sugar 
Exang. 
Y X1 X2 X3 X4 X5 X6 X7 X8 X9 
 
Gender RestECG Thal 
X10 X11 X12 
 
Y= 0.25 + 0.09X1 + 0.03 X2 + 3.19e -4 X3 – 0.007X4 + 0.18X5+ 0.149X6 + 0.46 X7 – 
0.11 X8 + 0.33X9 + 0.13 X10 + .01X11 + 0 X12                                                                 (3.10) 
As per the multivariate regression in equation 3.10, we can predict the severity of heart 
disease based on the above features. Most of the features can be extracted from the body sensors 
such as BP, fasting glucose, etc. Logistic regression has been used in past for such a dataset in order 
to detect absence or presence of heart disease [4]. The regression statistics for this dataset are given 
in Table 3.3.  
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          Table 3.3: Multivariate regression statistics for heart disease dataset 
      
 
      
      From the regression statistics above, it is clear that the regression model is able to 
explain the 55% changes in severity of heart disease considering the above 12 features. While some 
of the features are not good predictors of heart disease, we can perform a stepwise regression 
analysis to eliminate those features. Stepwise regression allows adding the predictors to the model 
in a stepwise manner, making sure that we add significantly contributing parameters whose pvals 
<0.015 and the R2 does not decrease significantly as shown in figure 3.4. From the stepwise 
regression, we were able to get the new equation of predicting Y based on 6 features namely 
maximum heart rate, old ST peak, CA, Exang., rest ECG, Thal given by equation 3.11. Resulting 
statistics are given in Table 3.4.  
Y= 0.351 – 0.0066 X4 + 0.23 X5 + 0.4216 X7 + 0.35589 X9 + 0.1149 X11 + 0.17 X12          (3.11) 
 
                Table 3.4: Regression statistics after stepwise regression 
 
 
 
Intercept R2 adjrsquare Overall 
pval 
0.25 0.5507 0.5317 1.25e-
42 
Intercept R2 adjrsquare Overall 
pval 
0.351 0.546 0.5317 3.2e-46 
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Figure 3.4: Stepwise regression Analysis 
To summarize our discussion, we implemented multivariate linear regression to predict the 
severity of heart disease based on different independent variables. We also implemented stepwise 
regression to remove the features that do not contribute in the prediction.  
 
3.5 Summary of Contributions 
 
In this chapter, we discussed use of sensor data analytics for WBAN applications. Various 
available physiological sensors are discussed which are used for healthcare applications. Many 
challenges are involved in sensor mining due to the heterogeneous and unstructured nature of sensor 
data. We discussed analytic methods that could be used in clinical prediction and are suitable for 
WBAN. We compared the use of supervised and unsupervised learning techniques to be used for 
WBAN and described the mathematical models for linear regression with one variable and 
multivariable analysis. Using available datasets we were able illustrate the use of regression models 
in order to draw statistical inferences from the data. We showed that multivariate linear regression 
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could be used to predict the heart disease and its progression based on different predictors. Finally, 
we eliminate the features, which did not contribute in the prediction by performing stepwise 
regression. Thus, we conclude our discussion of sensor data analytics by stating that depending on 
the expected outcome of WBAN application we can choose different supervised or unsupervised 
machine-learning techniques. 
Chapter 4 
  
Harnessing Big Data Technologies for 
WBAN  
 
 
4.1 Introduction  
 
A WBAN healthcare monitoring application generates unstructured data, which 
may be in the form of numeric, alphanumeric, plain text, images or sound. The data is 
continuously accumulated which quickly grows to a very high volume. With an increasing 
use of wearable sensor devices, a major challenge is to cope up with the explosion of this 
data and converting it into a valuable resource of information, which can be further used for 
prognosis or diagnosis of diseases. It is estimated that within next five years, around 50 TB of 
clinical signal data will be generated by a medical center, having the capacity of 
approximately 200 patient care units [21]. An effective data processing solution for storing, 
indexing and distribution is needed for accurate analysis, which should also meet the end 
user’s Quality of Service (QoS) requirements [26]. Traditional relational database 
management systems (RDBMS) do not offer such solution for analyzing massive healthcare 
sensor data. Also, the cost of data storage and analysis is very high with RDBMS as 
compared to public, private or hybrid cloud based data warehousing and mining solutions.  
Clinical data processing demands intensive computing and optimal utilization of 
computational resources. Cloud computing provides a model for conveniently accessing a 
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shared pool of virtually infinite computing resources, which includes: network servers, data 
storage, software applications, and services [25]. Many tech companies like Amazon, 
Microsoft, Apple and Google offer on demand cloud computing and storage services [25]. 
An organization can use them whenever needed and are billed based on the amounts of 
usage. This offers several advantages over the traditional RDBMS system; for instance, time 
spent to buy and setup new servers is reduced to minimal, as setting up a new cluster of 
computational nodes online takes only few hours. Also, the cost of buying highly 
sophisticated infrastructure is reduced as the shared resources from the pool can be used. The 
use of these services also makes it easy to scale up or down the data storage requirements any 
time during the project [60].   
As already discussed, WBAN applications generate loosely structured data. It could 
be a combination of plain text, numbers, images, or sound. This data cannot be fed to 
traditional RDBMS, as it requires a predefined schema [2].  Also, the sensor data written 
once hardly needs to be updated; we just need to read it many times for analysis. So, a write 
once read many times model is best suitable for WBAN applications [2]. The data stored in 
the cloud is very big and is hardly moved. Only the application for analyzing this data is 
moved to where the data resides [61]. This data locality offers high network performance 
network bandwidth, which is one of most important resources that need to be optimally 
utilized [2,61]. 
The primary components of cloud based WBAN architecture as shown in Figure 4.1 
are: sensor nodes worn on-body or implanted in human body, personal smart phone or PDA, 
and an enterprise cloud service (cluster of a master node and group of data nodes) for data 
processing. This data can then be visualized by the patient, doctors, or other authorized users. 
For applications such as remote monitoring or activity recognition, data quickly outgrows the 
storage capacity of a physical machine. Thus, it becomes necessary to distribute data across a 
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number of machines. For achieving faster computation, the machines should be connected in 
parallel across the network. Thus, the need for distributed file system arises and efficient 
management of data storage across different nodes on the network becomes a primary 
concern. However, achieving this manually is a very complex task [61].  This intricate 
operation can be handled efficiently using Cloudera’s Distribution of Hadoop (CDH), which 
provides Hadoop distributed file system (HDFS) and MapReduce framework for parallel-
distributed computation [27]. In the following section, we discuss about CDH and Apache 
Hadoop’s ecosystem in detail, which will give us an insight on how to store and analyze data 
on cloud. 
                                    
Figure 4.1: Cloud based WBAN architecture. 
 
Overview of HDFS and MapReduce framework is discussed in Section 4.2. Related 
work and its challenges are discussed in section 4.3. In Section 4.4, we discuss our proposed 
use of CDH for storing and accessing physiological monitoring dataset, along with the 
Mapper and Reducer algorithms. In Section 4.5, we will discuss how MapReduce framework 
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can be leveraged for supervised learning algorithms. Summary of our contributions and 
directions for further research are given in Section 4.6. 
 
4.2 HDFS and MapReduce Framework  
 
Apache Hadoop has two main modules: HDFS and MapReduce framework, which 
provides a simpler parallel computational model for big data. This framework is mainly 
based on two white papers namely, MapReduce and Google file System from Google [2]. 
HDFS is used for data storage while MapReduce is used for data analysis. A programmer 
defines two functions namely, mapper and reducer based on the application requirements. 
Mapping is the data preparation step for the Reduce operation, in which a mapper function 
maps a set of input <Key, value> pairs to another set of <Key, value>. This intermediate 
<Key, Value > pairs is then given to reducer to generate final output.  
The inherent framework of MapReduce applies the same algorithm to small as well 
as large datasets [2]. Although the job processing time increases as the size of dataset 
becomes massive, increasing the size of cluster can help to run a job faster [2]. However, a 
tradeoff between the processing time and the cost of cluster is to be maintained in order to 
meet QoS requirements of the application [62]. It also provides a high level abstraction to the 
users by hiding all the pertinent details of data distribution and message passing among the 
nodes. For example, a cluster can be created using Amazon’s Elastic Cloud Computing 
(EC2) web service within minutes [63].  The cluster comprises of a master node also known 
as Name node and a number of slave nodes or data nodes. The name node contains tree 
structure and metadata of the file system present on the data nodes. It has a job tracker to 
coordinate and schedule tasks on data nodes [2]. Data is stored on the data nodes by 
replicating it on sufficient number of nodes to cope up with the loss, in case of any node 
failure(s). The data stored on HDFS is available on the data nodes for computing. This 
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colocation of data on the computing nodes makes it easily accessible during computation [2]. 
 
4.3 Related research in big data for healthcare 
Although extensive studies including WBAN architecture have been proposed for a 
decade now, very few studies focus on the using big data technologies for WBAN 
applications. Nyguen et al. have proposed an approach for archiving and processing clinical 
signal data [21]. They propose use of an integrated system, equipped with components: 
Apache HBase (data storage), MongoDB (storing metadata), MapReduce programming, and 
a web based data visualization to process clinical signals. However, a critical evaluation of 
the system using actual data and corresponding results are not presented. Wan et al. propose a 
cloud based mobile computing model (WMCC) for pervasive healthcare [64]. Technical 
challenges involved in integrating the WBAN architecture with mobile cloud computing are 
discussed in their work. They also discuss directions for achieving improvements in the QoS, 
such as: use of energy efficient routing protocols for WBANs, data security for personal 
critical information, efficient resource allocation on cloud, etc. However, this paper fails to 
provide the actual system model or any simulation results to evaluate the system. 
Quwaider and Jaraweh [25] have proposed a cloudlet based data collection model 
for WBAN applications. An approach to minimize power and delay by increasing the number 
of virtual machines is proposed using CloudSim network simulator. In a survey paper by 
Martino et al., various steps involved in data analysis are discussed [6]. They discuss the 
dependency of each model and its use. A survey of various big data functionalities for 
various providers like Cloudera, Rackspace, Amazon EC2, etc. is also discussed. Our 
proposed approach makes a critical evaluation of the system by using a realistic public 
dataset for physiological activity monitoring, which most of the existing researches fail to 
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evaluate. Also, our proposed approach uses CDH, which is a complete and reliable Hadoop 
distribution. We give the mapper and reducer algorithms, which can be easily scaled for large 
datasets. 
 
4.4 Model for harnessing big data for WBAN applications 
 
 We propose architecture for WBAN applications as given in Figure 4.1. The 
wireless sensor devices sense physiological signals such as heart rate, blood pressure, ECG, 
3D Acceleration, etc., required for pervasive health monitoring and send it to a mobile 
coordinator, which can be a PDA or smart phone. This data is then transferred using WiFi or 
4G LTE communications standard to the distributed file system (HDFS). We implement our 
data management and analysis system using Cloudera’s distribution of Hadoop (CDH), 
which is open source software [27]. It offers reliable solution for unified batch processing and 
distributed computing along with the user interface. 
The sensor data is accumulated faster over time and its size grows to about hundreds 
of Gigabytes or Petabytes. Thus making it difficult to store it in a central server. So, we use 
Hadoop’s distributed file system, which provides storage for large datasets and faster data 
access solutions. A streaming data access pattern is provided, which is writing once and 
reading many times. The data is stored in a cluster of cheaper commodity machines [2].  
Figure 4.2 shows the HDFS having namenode and datanodes. HDFS has five 
services running in background, three master services: Namenode, Secondary Namenode, 
and Job Tracker. The other two slave services are Datanode and Task Tracker [2]. The data 
stored on HDFS has a block size of 64MB [2]. For instance, input file of size 200MB, would 
be stored in 4 blocks, three of which are of size 64MB and one of size 8MB. The remaining 
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space in block 4 is given to other files. The namenode maintains metadata about the input file 
such as its name, size or number of input splits, etc. It also contains information about the 
datanodes having free space. So, when the HDFS client application contacts namenode, it 
responds with the datanodes’ number having free space. The client can then access file 
system on those datanodes. Without namenode, the client would not know which datanode to 
access. Namenode is thus single point of failure, unless a secondary namenode contains 
backup of metadata [2]. The datanodes persistently send a message to namenode, also known 
as heartbeat, which conveys the amount of free space available. At least three copies of all 
blocks are stored on the datanodes so as to reduce the risk of data loss and ensure data 
availability. 
 
                                            Figure 4.2: General HDFS architecture 
Use of HDFS for real time WBAN applications is not recommended, as HDFS is 
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not designed for applications demanding extremely low latency [2]. In such WBAN 
applications, use of HBase is recommended. Instead, we can use HDFS for activity 
monitoring applications, where medical data is recorded, stored and analyzed on a daily 
basis. In the following sections, we will explain about map and reduce tasks along with a 
working example of activity monitoring from public dataset.  
 
4.4.1 Physiological Monitoring Analysis using HDFS and MapReduce 
We use a benchmarked public dataset, which contains actual recorded clinical and 
inertial signals from monitoring of 9 subjects, based on the ‘Physical Activity Monitoring for 
Aging People (PAMAP)’ project [65, 66]. This dataset contains readings from heart and 
inertial sensors recorded for 9 subjects performing activities given in Table 4.1 [66]. The 
sensors were placed on chest, wrist of dominating hand and ankle. The specifications of 
sensors, subject information is given in the supporting documents of the dataset [65, 66]. The 
goal of this dataset is to recognize physical activities based on the signal readings. The 
activities are classified based on metabolic equivalent of different activities [66].   
The data for each person is stored in ASCII format as separate files in HDFS using 
the Hue editor [2]. Each line in the file is considered to be a single record. Each record can be 
split into individual sensor readings using delimiter character. The total size of dataset is 
approximately 1GB. The dataset had many missing entries for heart rate as the data was 
collected every 0.01s since the inertial sensors had sampling frequency of 100Hz [65, 66]. 
However, the heart rate sensor had sampling frequency of 9Hz, so the missing values were 
recorded as NaN. We do not need to preprocess the dataset, as the bad data would be filtered 
out during the mapping phase.  
 
 
Chapter 4: Harnessing Big Data Technologies for WBAN 71 
Table 4.1:  Protocol of activities  
 
 
 
 
D 
 
 
 
 
 
 
 
 
4.4.2 Mapping Phase 
 
Mapping is done prior to reduce in every MapReduce job. A query is called as a job 
in MapReduce framework. The input to the map function is the file containing sensor data for 
every person. Every line in the file is considered as a single record. The input keys are Byte 
offset or line numbers of input file and the text in each line is the value. We extract the 
activity number and heart rate from every record, since these are the two fields we are more 
Activity Duration [Min] 
 
Activity Duration 
[Min] 
 
Lie 3 Des. Stairs 1 
Sit 3 Break 2 
Stand 3 NormalWalk 3 
Iron 3 Break 1 
Break 1 Cycle 3 
Vacuum Clean 3 Break 1 
Break 1 Run 3 
Ascend Stairs 1 Break 2 
Break 2 Rope Jump 2 
Descend Stairs 1   
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interested in. The output of map function is <key, value> pair such that key is the activity id 
and value is a vector containing heart rates during that activity.  Suppose a sample file of size 
200 MB is split into 4 blocks, we need 4 mappers. The number of mappers is equal to the 
number of input splits, as each input split needs one mapper to process data. Each mapper 
will run once for every line. The mapper processes every record and the input to mapper is 
<Byteoffset, EntireLine>. Once the mapper gets this input, it will extract heart rate for every 
activity id and the output of mapper is as shown in the Figure 4.3. The intermediate output of 
all mappers is combined and may contain duplicate keys. This output is then given to the 
reducer function. The algorithm of Mapper is given in Figure 4.4.  
  
       Figure 4.3: Flowchart of MapReduce job for finding maximum heart rate 
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                 Figure 4.4: Algorithm for mapper 
 
       4.4.3 Reduce Phase 
 
The output of Mapper is given to the reducer function. Before going to reducer it is 
sent to shuffle and sort and then it goes to the reducer. Unique keys and vector of values are 
passed to the reducer for finding maximum value for each key. The output of reducer is 
stored in an output file and contains Activity id and maximum heart rate for that activity. 
Since we have one reducer, output of all the mappers is combined and passed to the reducer. 
The algorithm of reducer is given below in Figure 4.5. Once the MapReduce job is 
successful, the job statistics can be viewed on the hue editor.  The sample output of reducer is 
shown in Figure 4.3. 
 
Algorithm MapperHeartRateMax Extends basic_Mapper 
    Input:  <Key:Byte offset value of every line, Value: entire line > 
    Output: ActivityId, Integer [] HeartRate 
    Record:= Value.toString // Converts the value to string  
    String [ ] tokens := Record.split(“  “) // split line delimited by space      
    ActivityId:= token[2] 
    HeartRate:= token[3] 
    if (tokens[ ] is not null and ActivityID not equal to 0) 
            Call output collector (ActivityId, HeartRate ) 
    end if 
     
end MapperHeartRateMax //Mapper will run once for every record. 
 
 
 
Chapter 4: Harnessing Big Data Technologies for WBAN 74 
 
Figure 4.5: Algorithm for reducer 
 
Modifying this algorithm, we also evaluated mean of heart rate for different 
activities for four subjects as shown in Figures 4.6. It shows that subject 1 has high heart rate 
performing different activities as compared to other three subjects. Figure 4.7 and 4.8 show 
mean of 3D Acceleration and 3D Gyroscope data for subject 1 for all the activities 
performed. The data can be compared with the BMI index given in the supporting documents 
for further clinical analysis.  Similarly, we can perform different types of analysis using this 
dataset. 
Algorithm ReducerHeartRateMax Extends basic_Reducer 
 Input:  <Key:ActivityID,  Integer[] HeartRate> 
Output: Activity Id, Maximum_HeartRate 
 maxHeartRate:=Interger.minValue  //Initialize maximum value with min value of 
integers 
 for each i in HeartRate 
    if maxHeartRate < HeartRate[i] 
           maxHeartRate:= HeartRate[i] 
    end if 
 end for 
 Call output collector (ActivityID, maxHeartRate) 
    
end ReduerHeartRateMax //Reducer will run for number of mapper outputs. 
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Figure 4.6:  Mean Heart Rate (bpm) for 4 subjects 
 
 
 
                  Figure 4.7: Mean 3D acceleration for Subject 1 for 12 activitites 
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  Figure 4.8: Mean 3D Gyroscope data for Subject 1 for 12 activitites. 
 
4.5 MapReduce for supervised learning 
 
MapReduce is used for fitting in a linear regression model.  We already discussed 
the gradient descent algorithm in Chapter 3. The gradient descent algorithm can be given by 
equation 4.1. The large datasets has a sample size m that could be a very large number. In 
order to evaluate the summation for large m, it would be impossible on a single machine. So, 
we use MapReduce framework to evaluate the summation part of the equation 4.1 by 
splitting the training data into subsets. 
          θj ≔ θj − α ∗ 1
m
∑ (hθ(x)(i) − (y)(i))
 m
i=1  xj
(i)                                        (4.1) 
We then perform the summation computation in parallel for each subset as shown in 
equation 4.2, where P is the machine number and N is the size of the training subset. When 
all the values of tempp j are calculated, they are sent to the combiner in the master node to 
update the values of θj  as given by equation 4.3. 
tempPj =    ∑ (hθ(x)(i) − (y)(i)) Ni=1  xj(i)     (4.2) 
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  θj ≔ θj − α ∗ 1
m
∑ tempi
PP
j=1                                                                    (4.3) 
Since the training set is split into a number of subsets, the speed of computation 
increases. Learning algorithms, which can be expressed as summation over the training set 
could implement MapReduce when the size of training dataset is very large. 
 
4.6 Summary of Contributions 
 
In this chapter, we discussed benefits of leveraging big data technology for WBAN 
applications. Traditional RDBMS is not suitable for WBAN applications due to high cost of storage, 
analyzing and unstructured nature of sensor data. Apache Hadoop ecosystem and MapReduce 
framework provides a parallel and distributed architecture for storing and processing data. Our 
proposed approach using CDH for WBAN applications is discussed along with mapper and reducer 
algorithms. Mapping is the data preparation step and reducing step gives the final output. 
The MapReduce flowchart explains the input and output to mapper and reducer. We 
discuss how data is stored and different statistics could be generated using the benchmark dataset. 
We also discussed use of MapReduce framework for learning algorithms. For the learning 
algorithms that could be expressed as summation MapReduce can increase the processing speed by 
splitting the computation on parallel processors. We thus conclude our discussion on harnessing big 
data for WBAN application, which is a very booming research field and is observed to be very 
helpful for healthcare data analysis. 
 
Chapter 5 
 
    Emerging technologies for WBAN !
 
 
5.1 Introduction  
 
In this chapter, we discuss major emerging technologies for WBANs:  advancement 
in wireless implant medical sensor devices and applications of Near Field Communication, 
and Beacon technology for healthcare. Use of medical implant sensors is increasing rapidly, 
as the growing population continues to face several health challenges such as cardiovascular 
diseases, diabetes, hearing disabilities, etc. Implanted pacemakers and insulin pumps are 
commercially available [67]. The need for wireless monitoring of such patients has become 
an important research field.  An implantable heart sensor device is equipped with radio, 
which sends the electrical signal from heart to the external receiver, which could be a 
person’s smart phone or any PDA [67].  
This data is then sent securely to the medical server for further analysis using secure 
Wi-Fi or cellular networks. If an alarming condition is seen arising, the doctors can be 
immediately notified so that an appropriate treatment can start immediately. For example, if 
an implanted sensor detects the presence of rising levels of cardiac enzyme troponin in the 
blood, an alarm could be generated. Cardiac troponin is one of the biomarkers for detecting 
heart’s dysfunction [68]. The doctor may decide an immediate line of treatment based on 
patient’s medical history and current ECG data [68]. This prognosis can prevent further 
damage to heart tissues and thus prevent life threatening conditions. For example, Figure 5.1 
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shows elevated levels of cardiac troponin from lab reports of a patient having symptoms of 
shortness of breath. This is one of the key indicators in diagnosing myocardial infraction in 
the patient.  
Component Value Normal Range 
Troponin l 260 0.00-0.05 ng/mL 
 
                     Figure 5.1: Elevated levels of cardiac Troponin. 
We discuss the background research in wireless implant sensors in Section 5.2. In 
Section 5.3 the channel model and antenna properties for implant sensors are discussed. We 
also discuss how the IEEE 802.15.6 standard is useful for wireless communication in medical 
implant. In Section 5.4, we discuss the two emerging technologies near field communication 
and beacon and its applications. We also discuss a medicine management mobile application 
in Section 5.5. In the concluding Section 5.6, we summarize our observations and propose 
future directions for research. 
 
 
5.2 Background Research 
 
Medtronics, a healthcare solution provider has developed world’s smallest, pill sized 
wireless pacemaker, which could be implanted near the heart wall for patients suffering from 
arrhythmia [69]. This device can be used to pace heart if it beats slow, typically less than 60 bpm 
and notifies the doctors if a life threatening condition arises. Medtronics has also developed a 
smallest implantable device for monitoring heart activity, which can be placed just beneath the 
chest skin [70]. This device is very small and can transmit the heart’s electrical signals to a 
receiver, which can be sent to doctor. This data can be used for continuous monitoring of heart and 
detect abnormalities. This enables ease to patients as they do not have to visit doctors frequently. 
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For knowing their heart activity more accurately [70], even healthy people can get this monitor 
implanted with the help of simple surgical procedures.  
Glucose monitoring sensors can be implanted under the skin to monitor glucose levels in 
the blood and can send this data continuously to a smartphone [71]. A tiny tube connected to insulin 
pump can also be implanted, so as to avoid the use of a syringe. Researchers in Cambridge are 
developing an automated body glucose management system [71]. The insulin pump and glucose 
monitoring sensors are connected wirelessly to a smartphone. A controlled algorithm is run on 
patient’s smartphone with glucose data as input and amount of insulin dosage required as output. 
Based on the algorithm the insulin dosage will be calculate and released automatically from the 
insulin pump [71]. This would eliminate the patient or doctor intervention and the process can be 
automated using wireless communication. Also, trends in blood sugar can be studied which will 
assist a patient to maintain a healthy lifestyle. 
Considering the tremendous use of wireless devices for monitoring health, the Food and 
Drug Administration (FDA) has given guidelines in August 2013 to the wireless implantable 
medical devices manufactures, which includes the quality of service requirements, device 
performance in the presence of other wireless devices, data security, etc. [72]. These guidelines 
would ensure uniformity in manufacturing standards.  Although there are many commercially 
available implantable devices, extensive research is still going on to develop products, protocols 
and algorithms for wireless medical implants that would facilitate ease of use. Following are the 
important considerations in manufacturing implantable medical sensors [67].  
• The wireless implant devices should be able to operate by consuming very low power 
ensuring longer battery lifetime. As these devices are implanted using surgical procedures, 
it is often difficult to replace battery.  
! Chapter 5: Emerging Technologies for WBAN!81!
• The size of external device to which the data is relayed using MICS band in short 
telemetric systems should be small. This will allow freedom of movement to the user. 
• These devices should allow optimal data rates, as faster data rates make the battery power 
drain faster and having too low data rates might not detect alarming events.  
• Cost of these devices should be affordable for people to use it. 
! 
5.3 Channel models and antennas for implant sensors 
!
 The channel and antenna properties of implant medical wireless sensors are 
intricate topics and one of the important fields of research for WBAN applications. Implant 
sensors can be placed inside human body, either deep in the tissues or close to body surface. For 
example, a pacemaker can be made to transmit heart rate and other real time data to a BS or to 
central server, implantable skin sensors can provide health and fitness data. For nodes with complex 
human body tissues structure, a simple path loss model is non trivial [35]. It is necessary to study 
the dielectric properties of human body tissues at various frequency ranges, as body tissues consists 
of conductive materials that can make wireless transmission challenging. The data for dielectric 
properties of all the tissues in human body is available online [73]. 
The antennas have to be placed inside the human body, thus the channel modeling (CM) 
should be done considering the effect of radio propagation through the human body [35]. Table 5.1 
shows a channel model in various scenarios of communication in WBANs. We are interested in 
CM1 and CM2 channel models [35]. Although, the antenna and radio propagation characteristics in 
implantable WBANs are different from on-body sensors, the specific absorption rate (SAR) should 
be within the allowable range, as it should not harm the body tissues. SAR is defined as rate of 
absorption of energy by the body tissues due to exposure to radio frequency [35]. 
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   Table 5.1 Channel models for various communication scenarios in WBAN 
 
 Federal Communication Commission (FCC) has given several standards for data 
transmission in wireless medical implant devices [72]. For short-range transmissions such as 
pacemakers and defibrillators, sensing the heart activity and sending to external device takes place 
in Medical implant communication service (MICS) frequency band [67]. These devices operate in 
the 401-406MHz-frequency band [72]. For WBANs having implant sensors, the IEEE 802.15.6 
standard suggests operation in non-beacon enabled mode [9]. The difference between beacon and 
non-beacon enabled mode of operation of WBAN has been explained in Chapter 2. The implant 
devices with a longer lifetime, are not required to periodically listen to the transmitted beacons sent 
by the coordinator. In non-beacon mode of operation, a superframe structure does not exist. Thus, 
communication between coordinator and sensor takes place by initiating a handshake, either by the 
device or by the coordinator and then transmitting the data in fixed durations [9].   
When the coordinator initiates a handshake, the sensor device can enter a state, where it 
can receive a poll. As soon as a poll is received, it will send an ACK back to the coordinator and 
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then the data transmission starts. However, as the implant device is unsure of which channel the 
coordinator will use for handshake, it has to try listening to several possible channels. In case of 
implant devices, the handshake has to be initiated by the device itself rather than the coordinator. 
The reason being, if multiple implants are present, a handshake from the coordinator can wake up 
all the devices, which is not desirable. The channel is accessed using pure-ALOHA mechanism. In 
case the handshake is not successful, an exponential backoff is done until next period [9]. 
Neva EM FDTD WBAN toolbox for MATLAB has been made available for research 
purposes [74], which is based on finite difference time domain technique. This model is helpful in 
studying the antenna characteristics and propagation losses through various body tissue layers. 
Different types of antennas for transmission and reception can be used in simulation such as TX 
Dipole, TX coil, TX voltage source, RX dipole, RX coil, E-field probe, and H-field probe [74]. The 
position and number of antennas in the simulations can be changed depending on the body surface. 
This simulator will be helpful to model different combinations of antennas, frequency ranges and 
different body surface, which is very difficult to perform by conducting real life experiments.  
This study will be useful for critical medical and military applications in order to 
precisely understand the properties of implant wireless sensor devices and antenna sizes and 
directions. Figure 5.2 (a) shows magnetic generated around back of human when two antennas are 
implanted. First antenna is a transmitting horizontal coil antenna close to body surface and another 
is a receiving coil antenna implanted inside body. Figure 5.2 (b) shows electric field generated due 
to transmitter over the head surface and a receiver coil antenna implanted inside head. By doing 
variations in the size of computational domains the generated waveforms will vary. These studies 
are useful for studying path loss modeling in complex body tissue structures. The power at the 
receiver can be calculated from the equation 5.1 [67]. 
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!
        Figure 5.2 (a) Magnetic field generated due to back implants [74]. (b) Electric field generated 
due to head implants [74]. 
 
 In this equation, LB is the path losses within the body tissues, PRX is the power received 
in (dBm), PTX is the power transmitted (dBm), GTX is the gain of transmitting antenna, GRX is the 
gain of receiving antenna, and LFS is the losses in free space.   
PRX = PTX + GTX + LFS + GRX +LB                               (5.1) 
The losses within body tissues will vary according to the depth of implant under layer of 
fat. The power radiated from devices operating in MICS band is -16dbM [67]. Also, the losses in 
free space could be calculated based on the distance between transmitter and receiver. The 
combined gain of transmitting and receiving antenna is approximately in the range of 7-10 dBm 
[67]. Thus, we can calculate received power by substituting these values.  This concludes our 
discussion on wireless medical implants. 
!
(a) (b) 
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5.4 Use of Near Field Communication and Beacons for 
Medical WBANs 
!
! Near field communication (NFC) is a wireless technology, which is an extension of 
radio frequency identification (RFID) technology [75]. NFC works via magnetic field induction 
technology and operates on an unlicensed radio frequency band [76]. NFC is attracting attention of 
various researchers exploring WBANs. It allows transfer of data between two devices, such as a 
NFC enabled mobile phone and NFC tag or between two NFC enabled mobile phones or tablets. 
 Most of the smartphones today, have support for NFC and have built-in NFC readers. It 
provides a very short-range communication up to few centimeters, maximum allowable range being 
20cms [75]. It also allows a very user-friendly way of exchanging information, just by touching the 
smartphones or starting the radio communication between two devices by keeping them in close 
proximity. NFC tags supports variable data rates of 106, 212 and 424kbps [75]. Smart phone acts as 
an active device, which generates a magnetic field to induce electric current in antenna of NFC 
tags, which powers it. This in turn generates more magnetic fields, which can be read by 
smartphone thus data transfer takes place [75].  
NFC tags are easy to program and have wide range of applications. Although NFC is 
considered to be very user friendly and is technically less complex, it has some shortcomings, such 
as, it is more prone to interference, either conditional or unconditional, and also, security of data is 
a major concern due to its short range nature [75]. Looking at the interesting features of NFC, we 
developed an android application using NFC which will function as a smart personal medicine 
management system. 
Beacons are low power emitting transmitters based on Bluetooth low energy (BLE) 
technology, which used as indoor proximity sensors [77]. These devices keep emitting a unique 
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identifier known as UUID, which can be received by smartphones having android operating system 
4.3 or up. Also, the UUID can be received by devices having iOS operating systems 7 or up. The 
receiving device has software, which can receive UUID, and based on its proximity from user’s 
device it can generate push notifications on user’s phone. Similar to passive RFID, beacons just 
transmit their own identity; they do not send any notifications by themselves [78]. It is the software 
at the receiving end that receives this UUID and can send notifications to user's cell phone. Beacons 
are vastly used in retail for generating sales coupons in stores [79]. In our mobile application, we 
will use beacons for indoor proximity detection to remind user about the medicine dosage. 
          
         5.5 Features of Mymed mobile application 
!
Mymed application is a medicine management portal for storing patient’s medicine 
dosage information and daily log of medicine consumed. This application is different from other 
medicine management applications, as it makes use of NFC and beacons for smart medicine 
management. Medicines names are stored in phone or web database along with quantity. The user 
can interact with the application to add or remove medicines.  On clicking a particular medicine, the 
user can see the prescribed dosage times and on selecting the dosage times from a given set, a 
response can be saved. This data gets stored along with the timestamp in a csv file. This file resides 
on user’s mobile memory and can be shared through applications such as email, chats with the 
doctor. After a week, this file is deleted from local memory to preserve phone’s storage. The daily 
log or weekly log data can assist doctors to check if the patient missed any dosage and can decide 
further line of treatment.  
This application maintains log of medicines taken and the remaining number of pills. If 
the remaining pills are low, an alert message is shown in application for prescription refill. We 
determine the threshold by calculating the quarter of total pill quantity. The users can then contact 
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pharmacy before the supply completely gets exhausted. The general architecture of application is 
shown in Figure 5.3. 
 
             Figure 5.3 Architecture of medicine management application. 
We placed NFC tags on the medicine bottles in the medicine closet. We used TecTiles, 
which are designed to work on Samsung Android smartphones that comply with MIFARE™ 
technology, including Samsung Galaxy S IV and Galaxy SIII [80]. The re-programmability of a 
Tag is claimed at over 100,000 programming cycles. Samsung TecTile is loaded with 1KB 
memory, which performs predefined activities when the smartphone is placed near a TecTile. We 
programmed these tags to store name of medicine and quantity of pills prescribed. When the user 
taps his phone on the medicine bottle, NFC reader in phone reads the tag and displays the dosage 
times for that medicine. The user can save the response of medicine consumed by clicking the save 
button as discussed earlier.  
Beacons are placed near the medicine cabinet and keep emitting UUID. We set the 
transmission range of beacons low. Whenever the user comes in the proximity of beacons say at 5 
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to 10 feet range a push notification is generated on user’s phone asking if the dosage has been taken 
or not. We can change the transmission power of beacons as per user needs. Beacons run on 
batteries and typically can last up to one year. The flowchart of app is shown in Figure 5.4. The app 
has three activities: welcome activity, which is initiated as user starts the application. Next is the 
MedList activity, which could be reached from welcome activity. Based on list section a third 
activity named Timings is started. An NFC can also trigger activity whenever the name on NFC tag 
matches name in medicine list.  
 
Figure 5.4: Mymed application flowchart. 
Figure 5.5 shows application screens. Screen 1 is the welcome screen; screen 2 shows list 
of medication. The list is populated from the database and new medicines can be added in the list or 
deleted using user interface. Screen three can be reached from screen two whenever a particular 
medicine name is selected or directly by tapping NFC stickled on the medicine bottle, on to the 
smartphone. On consuming dose, user can select time from the checkboxes and click to save 
response. User response is saved in a comma separated vector file inside phone memory, which can 
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be shared by email with doctors or authorized persons. To ensure data security we can also encrypt 
the data. Each record contains name of medicine, dosage time and system time stamp. This log can 
be examined later by the doctor in-charge to decide further line of treatment or counter measures in 
case of missed dosage. 
            
                              Figure 5.5: Mymed smart Medicine management Application Screens 
 
Figure 5.6 shows a push notification generated when a smart phone comes in proximity 
of beacon. It reminds the user if he has taken medications and does not save any response in 
database. This application is developed from research perspective and for achieving user desired 
functionality.  With the help of graphic designers the app design can be modified to enhance the 
user experience. With this we conclude our discussion on NFCs, beacons and Mymed application.  
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    Figure 5.6: Push notification based on beacon proximity 
 
5.6 Summary of Contributions 
!
In this chapter, we discussed about the advancements in wireless implant body sensors. 
Many new miniature size wireless implant devices are gaining popularity such as cardio monitors, 
pacemakers, glucose sensors, etc. There are several challenges in manufacturing implant sensor 
devices such as, low power consumption, multiple coexistence, cost effective and size to support 
portability and ease of mobility. FDA and FCC have laid out guidelines for manufacturers and have 
given the available communication standards and frequency bands for data communication in their 
guidelines. The channel and antenna properties of implant medical sensors are very important topics 
to study, so as to prevent damage of body tissues due to SAR. There are very few simulators, which 
take into consideration of dielectric properties of body tissue in order to study the pathloss model. 
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Our simulation results shows variation in electric and magnetic field around the antennas due to 
implant devices. We thus concluded discussion on implant medical sensors. 
Near field communication is gaining popularity for WBAN applications due to its cost 
effective and user-friendly features. NFC tags are passive devices, which get power to transmit data 
in the presence of active device such as smartphone. Almost every smart phone available today is 
equipped with NFC readers. Beacons are based on Bluetooth low energy technology and are very 
popular in retail for indoor proximity detection. We then initiated our discussion on both NFC and 
beacon technologies to develop a smart medicine management mobile application. We have 
implemented all the functionalities of the application and given future research directions. Thus we 
conclude our discussion on emerging technologies for WBAN. 
!
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Chapter 6 
 
Conclusions and Future Work 
 
 
6.1 Conclusions 
 
Wireless Body Area Network (WBAN) is an important field of research that has potential 
applications in various disciplines including health care, sport medicine, entertainment, etc. It is 
rapidly replacing wired networks due to its several attractive features such as, lightweight, easy 
portability, support for real time remote monitoring, ease of use, etc. [1]. Users of WBANs are 
increasing exponentially as more people are embracing wearable monitoring devices for numerous 
health care causes. However, WBANs are subjected to intra-WBAN and inter-WBAN interference, 
which degrades the network performance by causing loss of critical data [13, 14]. Inter-WBAN 
interference is considered to be one of the major issues in WBANs, which arises primarily due to 
close proximity of other WBANs, random human mobility of WBANs. We have addressed these 
issues by proposing MAC based scheduling schemes for mitigating interference. 
Also, handling growing sensor data, which is heterogeneous in nature, for performing 
effective data analysis is one of the most enticing research topics today [4]. Extracting useful 
information from data needs sophisticated data analytic techniques and clinical prediction methods 
[4].  We also show the usefulness of big data technology for healthcare sensor data analysis with 
the help of Hadoop ecosystem. We will now summarize our observations. 
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In Chapter 2, we have attempted to address intra-WBAN and inter-WBAN interference 
issues. A fuzzy logic based inference engine is used to make smart decisions while scheduling 
transmissions for isolated WBANs [13]. The decision to transmit, defer or forward is taken based on 
instantaneous values of link parameters namely: SNR, BER and Eb/No. With the help of simulation 
results, we observe that this approach is very effective in mitigating intra-WBAN interference and 
reducing the number of retransmissions. Since WBANs are distributed, it becomes hard to define a 
common transmission schedule that would avoid interference. For coexisting WBANs, we proposed 
a QoS based MAC scheduling approach that avoids inter-WBAN interference [14].  A cooperative 
TDMA based MAC scheduling approach, which uses the IEEE 802.15.6 superframe structure in 
order to mitigate interference. The simulation results show that our proposed approach improves the 
network performance by reducing the number of packets dropped. 
Another important challenge in modeling such a MAC schemes is random human mobility. 
In order to address this issue, we used realistic human mobility models available in the network 
simulator [42] and compared the performance of our proposed MAC scheduling scheme for 
mitigating interference in mobile WBANs. We simulated a scenario of coexisting WBANs in 
hospital area, with different realistic postures and observed that when proposed MAC is applied 
application the network performance improves.  
In Chapter 3, we discussed use of sensor data analytics for WBAN. Considering various 
challenges involved in sensor data analytics due to the heterogeneous and unstructured nature of 
data, we discussed various analytic methods that could be useful in clinical data prediction. With the 
help of available datasets we were able to draw statistical conclusions using linear regression models. 
Using multivariate linear regression analysis, we were able to estimate the severity of heart disease 
based on predictors. In order to eliminate the features that did not contribute in the prediction, we 
used stepwise regression [57]. Finally, we summarized our discussion of sensor data analytics by 
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stating that depending on the expected outcome of WBAN application we make a choice of 
supervised or unsupervised machine-learning technique.  
In Chapter 4, we discussed usefulness of big data technology for WBAN applications. 
Almost every organization is transitioning from traditional database management system to Hadoop 
[2]. Massive sensor data is stored on private or community healthcare clouds and is expected to grow 
rapidly within next few years [6]. We proposed an approach using Cloudera’s Distribution of 
Hadoop for WBAN applications [27]. With help of modified mapper and reducer algorithms we 
were able to analyze the dataset stored on HDFS.  
Based on a working example we illustrated how different statistical inferences could be 
drawn from this approach. We also discussed usefulness of MapReduce framework for supervised 
learning algorithms, which can be expressed as summation over the training set. This would make 
the learning algorithms run faster for a large dataset and the estimated values of medical parameters 
could be predicted faster. The proposed work can be extended by using HBase and Hadoop for real 
time data analytics and is suitable for low latency WBAN applications. 
In Chapter 5, we discussed about emerging technologies in WBAN. Development of 
miniature size wireless implant medical sensors is gaining lot of attention from researchers and 
product development companies. FCC and FDA have given guidelines on wireless communication 
standards for implant medical devices looking at the tremendous demands for implant and wearable 
sensors [72]. Considering the uses of implant sensors in healthcare, we studied channel and antenna 
properties of implant devices using the MATLAB based simulator [74]. 
The use of NFC tags and beacon helped us develop a smart medicine management mobile 
application. With this application, we are able to present the use of near field communication and 
indoor proximity detection for personal medicine management.  A further extension to this 
application would be designing a similar application for smart watches.  
! Chapter 6: Conclusions and Future Work!95!
 
 
6.2 Future Work 
 
Although WBANs have been researched for a decade now, there are many open problems 
that still need to be addressed. We propose the following as a part of our future work. 
 
6.2.1 Data security in WBAN  
!
Data security is one of the key features for WBAN applications. Results from our initial 
attempts to address a secured communication in WBAN by using modified elliptic curve 
cryptography (MECC) were encouraging [81]. Secured communication in WBANs is one of the 
primary concerns. Although many researchers are trying to address this problem, very few solutions 
actually address the problem in its entirety.  Some basic expectations from WBANs are as follows: 
• The confidentiality of data needs to be preserved. As the data is personal, it should be kept 
confidential and protected from unauthorized access from users or surrounding networks [1].  
 
• It is important to prevent the data from alteration by the malicious users. The malicious users can 
modify or add some data packets, which can lead to incorrect diagnosis and can prove to be fatal 
for patients suffering critical illness.  Thus data integrity, so as to prevent it from modification by 
the unauthorized user should be incorporated as security feature.  
 
• In order to confirm the source from where the data originated, data authentication in WBAN is 
necessary. The intruder can pretend to be the originator and send malicious packets in the 
network. Thus it is necessary to authenticate the legitimate node that sends data into the network. 
A message authentication code can be used for data authentication in WBAN [1]. 
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• It is necessary to prevent the intruder sniffing and recording the data packets, which are 
confidential to the sender and receiver, sent on the channel. The intruder can record the critical 
data packets and replay the old messages as new data. 
 
• Some of the applications require knowing the patients location. Accurate location information can 
be found by implementing localization schemes in sensor nodes. 
 Elliptic curve cryptography (ECC) is an efficient Public Key Cryptography (PKC) 
scheme due to its fast computation speed, lower public key size and small digital signature [82]. 
WBANs are characterized with the presence of low powered computing units. More emphasis is 
placed on energy efficiency rather than computation. They generally lack a full-fledged instruction 
set for complex mathematical operations. The computational overhead for ECC is much lower as 
compared any other PKCs. Moreover, ECC provides the same level of security with lesser bits as 
compared to RSA. Therefore, it is highly suitable for its use in securing data being transmitted in a 
WBASN. A comparison of the key sizes in bits for different cryptographic schemes is shown in 
Table 6.1. 
               Table 6.1:  Public key sizes for various PKC schemes 
 
Security 
(Bits) 
 
Symmetric 
Encryption 
Algorithm 
Minimum Size (Bits) of Public Keys 
DSA/DH RSA ECC 
80 Skipjack 1024 1024 160 
112 3DES 2048 2048 224 
128 AES-128 3072 3072 256 
192 AES-192 7680 7680 384 
256 AES-256 15360 15360 512 
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In our previous work we used MECC for WBANs, for obtaining secured communication 
in home-based patients monitoring system [81]. When the patient visits the hospital for the first 
time, a unique identifier will be generated based on patient's id and data from finger printing. This 
can be used as private key for the patient, which will be stored securely with the hospital. The 
public key of the hospital for the patient will be embedded in the base station, which is installed in 
the patient’s residence. This combination guarantees a unique, public-private key pair for each 
patient registered with the hospital, based on MECC. Data from various body sensors is sent to the 
base station. The base station combines the received data and uses the public key of the server to 
encrypt it. A digital signature is put on every packet for further authentication at the hospital. The 
Base Station now sends the data over Wi-Fi to the server, located remotely. Once the encrypted 
data reaches hospital, it can be decrypted using private key of patient. A digital signature 
verification algorithm is used at the hospital to ensure that data arrives from an authentic source.  
We used TinyECC library for our encryption and decryption purposes [81]. The 
TinyECC library provides reduction and optimization mechanisms such as Barrett reduction and 
Curve Specific Optimizations to enable efficient encryption and decryption. Our experiments are 
based on using TinyECC at the base station and decryption at the remote server. We tried to 
compare the results from the encryption performed by TinyECC with no encryption. We observed a 
considerable increase in the size of packet sent which cause increase in energy consumption.  
The employed MECC approach can be used for secured communication of patient’s 
personal data in WBANs. Our initial results confirm that secure transmission of physiological data 
is possible in a real-time test environment without associating too much computational overhead. 
As an extension to our work on modified Elliptic curve cryptography for a centralized medical 
server; we would determine secure communication between sensor nodes and cloud storage. We 
propose a scheme to combine the unique patient id with the physiological parameter to generate 
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key.  On detection of malicious user or compromised node, a different key can be generated based 
on combination of physiological data and thus the old key can be made inactive. By implementing 
our system on community cloud rather than public cloud we would ensure the data security on 
cloud [83]. Data reliability and availability are important requirements for real time monitoring 
applications [1]. We would like to study the impact of using the proposed cloud based data security 
approach on latency and reliability.  
 
6.2.2 Personalized Medicine using data analytics!
The government launched Precision Medicine initiative recently (Jan. 2015), which is an 
approach to prevent and cure diseases based on: the variation in genes, the lifestyle and 
environment of an individual [22]. Until now, the drugs to cure most of the diseases were based on 
“one size fits all “approach. Due to which some people were cured fast and some took more time to 
cure. Thus, precision medicine initiative has been launched, which leverages the advances in 
genomics, life style of an individual and emerging data science technology for analyzing and 
managing large size datasets for the developing right drug for right people at right dose [48].  
In our previous research, we performed a study of finding the variation in genes of an 
individual for detecting and curing diseases. Genomic datasets are very large; storage and analysis 
of such datasets are very important from the personalized medicine perspective We performed 
hierarchical clustering on the breast cancer tumor tissues from 200 patients who have lymph node 
negative and did not receive any systemic chemotherapy or endocrine treatment after surgery, using 
a HDFS and MapReduce framework. We selected the top 2579 differentially expressed genes 
having descending values of coefficient of variation. The Mainz cohort clinical dataset was used for 
survival analysis [84]. The dominant effect of B-cell metagene on survival time was visualized 
using the Kaplan-Meier (KM) analysis in the Mainz study cohort.   From the clinical data, the 
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metastasis free survival time is selected in months. We first tried to find the association of B-cell 
metagene with the metastasis free survival time in months as shown in Figure 6.1.   From the 
Kaplan-Meier analysis in Figure 6.1, we found that the survival probability is better for patients 
having high expression of B-cell metagene and the survival probability decreases with the low B-
cell metagene expression for high proliferation tumors.  
                             
                     Figure 6.1: KM analysis for B–cell Metagene Expression  
Estrogen receptor and proliferative activity of breast cancer have been also been related to 
prognosis and are considered as prognostic markers [84]. We tried to co-relate them with the 
prognosis using the Kaplan-Meier analysis as shown in Figure 6.2. We observe that patients with 
ER-positive carcinomas have a better prognosis than patients with ER-negative carcinomas. This 
critical analysis can be performed within a short duration for large genome datasets by using 
emerging big data technologies and cloud computation model.  
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                               Figure 6.2. Relation of Estrogen Receptors with Prognosis 
 
An emphasis on testing how mobile devices can encourage healthy behaviors is another 
important aspect of personalized medicine. According to ABI research, around 5 million units of 
disposable wireless sensor devices will be shipped by the end of this year [1]. Such sensor devices 
are already used for monitoring physiological parameters of human beings such as heart rate, body 
temperature, blood pressure etc. Along with them video sensors, temperature sensors will be 
deployed in a person’s surrounding. Also, smart watches and activity trackers have embedded 
sensors. All these devices generate a large amount of data, which is unstructured and heterogeneous 
in nature such as text, video, etc. A traditional RDBMS will not able to handle such data growing 
data. Thus, a high performance cloud-computing model is required which will address the challenge 
of efficient transformation of this data into a valuable and meaningful knowledge.  
Combining both the studies of genome variation analysis and analysis of data obtained 
from monitoring health and activities of individual, we could try to determine algorithm for “right 
dosage at right time, for right people. This research is very promising and would revolutionize the 
healthcare industry. Thus, we conclude our discussion on future work.  
!
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