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Abstract. The algebra Sn in the title is obtained from a polynomial algebra Pn in n
variables by adding commuting, left (but not two-sided) inverses of the canonical generators
of Pn. Ignoring the non-Noetherian property, the algebra Sn belongs to a family of algebras
like the Weyl algebra An and the polynomial algebra P2n. The group of automorphisms Gn
of the algebra Sn is found:
Gn = Sn ⋉ Tn ⋉ Inn(Sn) ⊇ Sn ⋉ Tn ⋉GL∞(K) ⋉ · · ·⋉GL∞(K)
︸ ︷︷ ︸
2n−1 times
=: G′n,
where Sn is the symmetric group, Tn is the n-dimensional algebraic torus, Inn(Sn) is the
group of inner automorphisms of Sn (which is huge), and GL∞(K) is the group of invertible
infinite dimensional matrices. This result may help in understanding of the structure of the
groups of automorphisms of the Weyl algebra An and the polynomial algebra P2n. An analog
of the Jacobian homomorphism: AutK−alg(P2n)→ K
∗, the so-called global determinant is
introduced for the group G′n (notice that the algebra Sn is noncommutative and neither left
nor right Noetherian).
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1. Introduction
Throughout, ring means an associative ring with 1; module means a left
module; N := {0, 1, . . .} is the set of natural numbers; K is a field and K∗
is its group of units; Pn := K[x1, . . . , xn] is a polynomial algebra over K;
∂1 :=
∂
∂x1
, . . . , ∂n :=
∂
∂xn
are the partial derivatives (K-linear derivations) of
Pn.
Definition ([4]). The algebra Sn of one-sided inverses of Pn is an algebra
generated over a field K by 2n elements x1, . . . , xn, yn, . . . , yn that satisfy the
defining relations:
y1x1 = · · · = ynxn = 1, [xi, yj] = [xi, xj ] = [yi, yj] = 0 for all i 6= j,
where [a, b] := ab− ba, the commutator of elements a and b.
By the very definition, the algebra Sn is obtained from the polynomial alge-
bra Pn by adding commuting, left (or right) inverses of its canonical generators.
The algebra S1 is a well-known primitive algebra [7, p. 35, Ex. 2]. Over the field
C of complex numbers, the completion of the algebra S1 is the Toeplitz algebra
which is the C∗-algebra generated by a unilateral shift on the Hilbert space
l2(N) (note that y1 = x∗1). The Toeplitz algebra is the universal C
∗-algebra
generated by a proper isometry.
Example ([4]). Consider a vector space V =
⊕
i∈NKei and two shift operators
on V , X : ei 7→ ei+1 and Y : ei 7→ ei−1 for all i ≥ 0, where e−1 := 0. The
subalgebra of EndK(V ) generated by the operators X and Y is isomorphic to
the algebra S1 (X 7→ x, Y 7→ y). By taking the n’th tensor power V ⊗n =⊕
α∈Nn Keα of V we see that the algebra Sn is isomorphic to the subalgebra of
EndK(V
⊗n) generated by the 2n shifts X1, Y1, . . . , Xn, Yn that act in different
directions.
It is an experimental fact ([4]) that the algebra S1 has properties that are a
mixture of the properties of the polynomial algebra P2 in two variable and the
first Weyl algebra A1, which is not surprising when we look at their defining
relations:
P2 = K〈x, y〉 : yx− xy = 0;
A1 = K〈x, y〉 : yx− xy = 1;
S1 = K〈x, y〉 : yx = 1.
The same is true for their higher analogs: P2n = P
⊗n
2 , An := A
⊗n
1 (the n’th
Weyl algebra), and Sn = S⊗n1 . For example,
cl.Kdim(Sn)
[4]
= 2n = cl.Kdim(P2n),
gldim(Sn)
[4]
= n = gldim(An), (char(K) = 0)
GK(Sn)
[4]
= 2n = GK(An) = GK(P2n),
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where cl.Kdim, gldim, and GK stand for the classical Krull dimension, the
global homological dimension, and the Gelfand-Kirillov dimension respectively.
The big difference between the algebra Sn and the algebras P2n and An is that
Sn is neither left nor right Noetherian and is not a domain either.
The algebras Sn are fundamental non-Noetherian algebras, they are univer-
sal non-Noetherian algebras of their own kind in a similar way as the polyno-
mial algebras are universal in the class of all the commutative algebras and the
Weyl algebras are universal in the class of algebras of differential operators.
The algebra Sn often appears as a subalgebra or a factor algebra of many
non-Noetherian algebras. For example, S1 is a factor algebra of certain non-
Noetherian down-up algebras as was shown by Jordan [8] (see also Benkart and
Roby [5]; Kirkman, Musson, and Passman [11]; Kirkman and Kuzmanovich
[10]); and Sn is a subalgebra of the Jacobian algebra An (see below) [1].
The aim of this paper is to find the group Gn := AutK−alg(Sn) of automor-
phisms of the algebra Sn.
• (Theorem 5.1) Gn = Sn ⋉ Tn ⋉ Inn(Sn).
• (Lemma 7.8) Gn ⊇ G′n := Sn ⋉ T
n ⋉GL∞(K)⋉ · · ·⋉GL∞(K)︸ ︷︷ ︸
2n−1 times
,
where Sn is the symmetric group, Tn is the n-dimensional algebraic torus,
Inn(Sn) is the group of inner automorphisms of the algebra Sn, and GL∞(K)
is the group of all the invertible infinite dimensional matrices of the type
1 +M∞(K), where the algebra (without 1) of infinite dimensional matrices
M∞(K) := lim−→
Md(K) =
⋃
d≥1Md(K) is the injective limit of matrix alge-
bras. A semidirect product H1 ⋉H2 ⋉ · · ·⋉Hm of several groups means that
H1 ⋉ (H2 ⋉ (· · ·⋉ (Hm−1 ⋉Hm) · · · )).
The proof of Theorem 5.1 is rather long (and nontrivial) and based upon
several results proved in this paper (and in [4]) which are interesting on their
own. Let me explain briefly the logical structure of the proof. There are two
cases to consider when n = 1 and n > 1. The proofs of both cases are based
on different ideas. The case n = 1 is a kind of a degeneration of the second
case and is much more easier. The key point in finding the group G1 is to use
the index of linear maps in infinite dimensional vector spaces and the fact that
each automorphism of the algebra Sn is determined by its action on the set
{x1, . . . , xn} (or {y1, . . . , yn}):
• (Theorem 3.7) (Rigidity of the group Gn) Let σ, τ ∈ Gn. Then the
following statements are equivalent.
1. σ = τ .
2. σ(x1) = τ(x1), . . . , σ(xn) = τ(xn).
3. σ(y1) = τ(y1), . . . , σ(yn) = τ(yn).
For n > 1, one of the key ideas in finding the group Gn is to use the action
of the group Gn on the set H1 of all the height 1 prime ideals of the algebra
Sn. The set H1 = {p1, . . . , pn} is finite and is found in [4]. It follows that the
group
Gn = Sn ⋉ StGn(H1)
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is the semidirect product of the symmetric group Sn and the stabilizer of the
set H1 in Gn,
StGn(H1) := {σ ∈ Gn | σ(p1) = p1, . . . , σ(pn) = pn}.
The group StGn(H1) contains the n-dimensional torus T
n. Using a Membership
Criterion (Theorem 6.2) for elements of the algebra Sn, it follows that
StGn(H1) = T
n ⋉ stGn(H1),
where
(1) stGn(H1) = {σ ∈ StGn(H1) | σ(xi) ≡ xi mod pi, σ(yi) ≡ yi mod pi,
i = 1, . . . , n}.
Moreover,
• (Corollary 5.5) stGn(H1) = Inn(Sn).
One of the key points of the proof of Theorem 5.1 and Corollary 5.5 is the fact
that
• ([4, Cor. 3.3]): Pn is the only simple, faithful Sn-module (up to iso-
morphism),
and so the algebra Sn can be seen as a subalgebra of the endomorphism algebra
En := EndK(Pn) of all the linear maps from the vector space Pn to itself and
we can visualize the group Gn via the group AutK(Pn) of units of the algebra
En as follows:
• (Theorem 3.2) Gn = {σϕ | ϕ ∈ AutK(Pn) such that ϕSnϕ−1 = Sn},
where σϕ(a) := ϕaϕ
−1, a ∈ Sn.
To represent the group Gn via linear maps in an infinite dimensional space
helps not much unless we have a criterion of when a linear map belongs to the
group Gn (or to the algebra Sn). Several membership criteria are proved in
Section 6 which are used at the final stage of the proof of Theorem 5.1:
• (Theorem 6.2) Let ϕ ∈ EndK(Pn). Then ϕ ∈ Sn if and only if [x1, ϕ] ∈
ϕp1 + p1, . . . , [xn, ϕ] ∈ ϕpn + pn.
• (Corollary 6.7) Let Fn :=
⋂n
i=1 pi. Then
{ϕ ∈ EndK(Pn) | [xi, ϕ] ∈ Fn, [yi, ϕ] ∈ Fn, i = 1, . . . , n}
=
{
S1, if n = 1,
K + Fn, if n > 1.
The structure of the group G1 = T1 ⋉GL∞(K) is yet another confirmation of
“similarity” of the algebras P2, A1, and S1. The groups of automorphisms of
the polynomial algebra P2 and the Weyl algebra A1 were found by Jung [9],
van der Kulk [14], and Dixmier [6] respectively. These two groups have almost
identical structure, they are “infinite GL-groups” in the sense that they are
generated by the torus T1 and by the obvious automorphisms: x 7→ x + λyi,
y 7→ y; x 7→ x, y 7→ y+λxi, where i ∈ N and λ ∈ K; which are sort of “elemen-
tary infinite dimensional matrices” (i.e. “infinite dimensional transvections”).
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The same picture as for the group G1. In prime characteristic, the group of
automorphism of the Weyl algebra A1 was found by Makar-Limanov [12] (see
also Bavula [3] for a different approach and for further developments). More
on polynomial automorphisms the reader can find in the book of van den Essen
[13].
There is an important homomorphism from the group AutK−alg(P2n) of
automorphisms of the polynomial algebra P2n to the group K
∗, the so-called
Jacobian (map or homomorphism):
J : AutK−alg(P2n)→ K
∗, σ 7→ det
(
∂σ(xi)
∂xj
)
.
Note that the Jacobian homomorphism is a determinant. In this paper (Sec-
tion 8), its analog is introduced for the algebra Sn which is called the global
determinant :
det : G′n → K
∗, σ 7→ det(σ).
It is a group homomorphism (Corollary 8.7) which is defined as follows. By
Lemma 7.8, each element σ of G′n is a unique product σ = τtλσ1 · · ·σ2n−1,
where τ ∈ Sn, tλ ∈ Tn, λ = (λ1, . . . , λn) ∈ K∗n, and σi ∈ GL∞(K). Then
(2) det(σ) := sgn(τ) ·
n∏
i=1
λi ·
2n−1∏
j=1
det(σj),
where sgn(τ) is the parity of the permutation τ and det(σj) is the “usual”
determinant of the element σj of the group GL∞(K). It is an interesting
question of whether it is possible to extend the global determinant to the
group Gn.
The paper is organized as follows. In Section 2, some useful results from [4]
are collected which are used later.
In Section 3, several subgroups of the group Gn are introduced, a useful
description (Theorem 3.2) of the group Gn is given, and a criterion of equality
of two elements of the group Gn is proved (Theorem 3.7).
In Section 4, the group G1 is found (Theorem 4.1).
In Section 5, the group Gn is found (Theorem 5.1). Several corollaries are
obtained. It is proved that the groups Gn and Inn(Sn) have trivial center
(Corollary 5.6).
In Section 6, several Membership Criteria are proved for the algebras Sn,
Pn + Fn and K + Fn (Theorem 6.2, Corollaries 6.6 and 6.7).
In Section 8, the global determinant is extended to a certain monoid Sn ⋉
Tn ⋉ Mn, the group of units of which is isomorphic to the group G′n (Corol-
lary 8.12.(1)). Moreover,
• (Corollary 8.12.(2)) G′n ≃ {a ∈ Sn ⋉ T
n ⋉Mn | det(a) 6= 0}.
Intuitively, the pair (Sn ⋉ Tn ⋉Mn, G′n), a monoid and its group of units, is
an infinite dimensional analog of the pair (Md(K),GLd(K)). Theorem 8.6.(3)
shows that the global determinant can be computed effectively (in finitely
many steps).
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In Section 9, the stabilizers in the group Gn of several classes of ideals of the
algebra Sn are computed. In particular, the stabilizers of all the prime ideals
of Sn are found (Corollary 9.2.(2) and Corollary 9.9).
The ideal an := p1 + · · ·+ pn is a prime idempotent ideal of the algebra Sn
of height n, [4].
• (Theorem 9.7) The ideal an is the only nonzero, prime, Gn-invariant
ideal of the algebra Sn.
• (Theorem 9.10) Let p be a prime ideal of Sn. Then its stabilizer
StGn(p) is a maximal subgroup of the group Gn if and only if n > 1
and p is of height 1, and, in this case, [Gn : StGn(p)] = n.
• (Corollary 9.12) Let a be a proper ideal of Sn. Then its stabilizer
StGn(a) has finite index in the group Gn if and only if a
2 = a.
• (Corollary 9.4) If a is a generic idempotent ideal of Sn then its stabilizer
is written via the wreath products of the symmetric groups:
StGn(a) = (Sm ×
t∏
i=1
(Shi ≀ Sni))⋉ T
n ⋉ Inn(Sn).
In Section 10, we classify all the algebra endomorphisms of Sn that sta-
bilize the elements x1, . . . , xn and show that each such endomorphism is a
monomorphism but not an isomorphism provided it is not the identity map
(Corollary 10.1). Therefore, an analogous question to the Question of Dixmier,
namely, is a monomorphism of the algebra Sn is an automorphism? has a neg-
ative answer. The original Question/Problem of Dixmier states [6]: is every
homomorphism of the Weyl algebra An an automorphism? The Weyl algebra
An is a simple algebra, so any homomorphism is automatically a monomor-
phism. In [6], Dixmier poses this question only for the first Weyl algebra A1.
2. Preliminaries on the algebras Sn
In this section, we collect some results without proofs on the algebras Sn
from [4] that will be used in this paper, their proofs can be found in [4].
Clearly, Sn = S1(1) ⊗ · · · ⊗ S1(n) ≃ S⊗n1 , where S1(i) := K〈xi, yi | yixi =
1〉 ≃ S1 and
Sn =
⊕
α,β∈Nn
Kxαyβ,
where xα := xα11 · · ·x
αn
n , α = (α1, . . . , αn), y
β := yβ11 · · · y
βn
n , β = (β1, . . . , βn).
In particular, the algebra Sn contains two polynomial subalgebras Pn and
Qn := K[y1, . . . , yn] and is equal, as a vector space, to their tensor product
Pn⊗Qn. Note that the Weyl algebra An is also the tensor product (as a vector
space) Pn ⊗K[∂1, . . . , ∂n] of its two polynomial subalgebras.
When n = 1, we usually drop the subscript “1” if this does not lead to
confusion. So, S1 = K〈x, y | yx = 1〉 =
⊕
i,j≥0Kx
iyj . For each natural
number d ≥ 1, let Md(K) :=
⊕d−1
i,j=0KEij be the algebra of d-dimensional
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matrices, where {Eij} are the matrix units, and
M∞(K) := lim−→
Md(K) =
⊕
i,j∈N
KEij
be the algebra (without 1) of infinite dimensional matrices. The algebra S1
contains the ideal F :=
⊕
i,j∈NKEij , where
(3) Eij := x
iyj − xi+1yj+1, i, j ≥ 0.
For all natural numbers i, j, k, and l, EijEkl = δjkEil, where δjk is the
Kronecker delta function. The ideal F is an algebra (without 1) isomorphic to
the algebra M∞(K) via Eij 7→ Eij . For all i, j ≥ 0,
(4) xEij = Ei+1,j , yEij = Ei−1,j (E−1,j := 0),
(5) Eijx = Ei,j−1, Eijy = Ei,j+1 (Ei,−1 := 0).
(6) S1 = K ⊕ xK[x]⊕ yK[y]⊕ F,
the direct sum of vector spaces. Then
(7) S1/F ≃ K[x, x−1] =: L1, x 7→ x, y 7→ x−1,
since yx = 1, xy = 1− E00 and E00 ∈ F .
The algebra Sn =
⊗n
i=1 S1(i) contains the ideal
Fn := F
⊗n =
n⊗
i=1
F (i) =
⊕
α,β∈Nn
KEαβ ,
where
Eαβ :=
n∏
i=1
Eαiβi(i), Est(i) = x
s
i y
t
i − x
s+1
i y
t+1
i ,
and F (i) :=
⊕
s,t∈NKEst(i). Note that EαβEγρ = δβγEαρ for all elements
α, β, γ, ρ ∈ Nn, where δβγ is the Kronecker delta function.
• Fna 6= 0 and aFn 6= 0 for all nonzero elements a of the algebra Sn.
• Fn is the smallest (with respect to inclusion) nonzero ideal of the al-
gebra Sn (i.e. Fn is contained in all nonzero ideals of Sn); F 2n = Fn;
Fn is an essential left and right submodule of Sn; Fn is the socle of the
left and right Sn-module Sn; Fn is the socle of the Sn-bimodule Sn and
Fn is a simple Sn-bimodule.
The involution η on Sn. The algebra Sn admits the involution
η : Sn → Sn, xi 7→ yi, yi 7→ xi, i = 1, . . . , n,
i.e. it is a K-algebra anti-isomorphism (η(ab) = η(b)η(a) for all a, b ∈ Sn) such
that η2 = idSn , the identity map on Sn. So, the algebra Sn is self-dual (i.e. it
is isomorphic to its opposite algebra, η : Sn ≃ Sopn ). The involution η acts on
the “matrix” ring Fn as the transposition,
(8) η(Eαβ) = Eβα.
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The canonical generators xi, yj (1 ≤ i, j ≤ n) determine the ascending filtra-
tion {Sn,≤i}i∈N on the algebra Sn in the obvious way (i.e. by the total degree
of the generators): Sn,≤i :=
⊕
|α|+|β|≤iKx
αyβ, where |α| = α1 + · · · + αn
(Sn,≤iSn,≤j ⊆ Sn,≤i+j for all i, j ≥ 0). Then dim(Sn,≤i) =
(
i+2n
2n
)
for i ≥ 0,
and so the Gelfand–Kirillov dimension GK(Sn) of the algebra Sn is equal to
2n. It is not difficult to show that the algebra Sn is neither left nor right
Noetherian. Moreover, it contains infinite direct sums of left and right ideals
(see [4]).
• The algebra Sn is central, prime, and catenary. Every nonzero ideal of
Sn is an essential left and right submodule of Sn.
• The ideals of Sn commute (IJ = JI); and the set of ideals of Sn satisfy
the a.c.c.
• The classical Krull dimension cl.Kdim(Sn) of Sn is 2n.
• Let I be an ideal of Sn. Then the factor algebra Sn/I is left (or right)
Noetherian if and only if the ideal I contains all the height one primes
of Sn.
The set of height 1 primes of Sn. Consider the ideals of the algebra Sn:
p1 := F ⊗ Sn−1, p2 := S1 ⊗ F ⊗ Sn−2, . . . , pn := Sn−1 ⊗ F.
Then Sn/pi ≃ Sn−1 ⊗ (S1/F ) ≃ Sn−1 ⊗ K[xi, x−1i ] and
⋂n
i=1 pi =
∏n
i=1 pi =
F⊗n. Clearly, pi 6⊆ pj for all i 6= j.
• The set H1 of height 1 prime ideals of the algebra Sn is {p1, . . . , pn}.
Let an := p1 + · · ·+ pn. Then the factor algebra
(9) Sn/an ≃ (S1/F )⊗n ≃
n⊗
i=1
K[xi, x
−1
i ] = K[x1, x
−1
1 , . . . , xn, x
−1
n ] =: Ln
is a skew Laurent polynomial algebra in n variables, and so an is a prime ideal
of height and co-height n of the algebra Sn. The algebra Ln is commutative,
and so
(10) [a, b] ∈ an for all a, b ∈ Sn.
That is [Sn, Sn] ⊆ an. In particular, [S1, S1] ⊆ F . Since η(an) = an, the
involution of the algebra Sn induces the automorphism η of the factor algebra
Sn/an by the rule:
(11) η : Ln → Ln, xi 7→ x
−1
i , i = 1, . . . , n.
It follows that η(ab)− η(a)η(b) ∈ an for all elements a, b ∈ Sn.
3. Certain subgroups of AutK−alg(Sn)
Recall that Gn := AutK−alg(Sn) is the group of automorphisms of the al-
gebra Sn. In this section, a useful description of the group Gn is given (Theo-
rem 3.2), an important (rather peculiar) criterion of equality of two elements
of Gn (Theorem 3.7) is found, and several subgroups of Gn are introduced that
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are building blocks of the group Gn. These results are important in finding
the group Gn.
Proposition 3.1 ([4]). The polynomial algebra Pn is the only (up to isomor-
phism) faithful simple Sn-module.
In more detail, SnPn ≃ Sn/(
∑n
i=0 Snyi) =
⊕
α∈Nn Kx
α1, 1 := 1+
∑n
i=1 Snyi;
and the action of the canonical generators of the algebra Sn on the polynomial
algebra Pn is given by the rule:
xi ∗ x
α = xα+ei , yi ∗ x
α =
{
xα−ei , if αi > 0,
0, if αi = 0,
and Eβγ ∗ x
α = δγαx
β ,
where e1 := (1, 0, . . . , 0), . . . , en := (0, . . . , 0, 1) is the canonical basis for the
free Z-module Zn =
⊕n
i=1 Zei. We identify the algebra Sn with its image
in the algebra EndK(Pn) of all the K-linear maps from the vector space Pn
to itself, i.e. Sn ⊂ EndK(Pn). Let AutK(Pn) be the group of units of the
algebra EndK(Pn). AutK(Pn) is the group of all the invertible K-linear maps
from Pn to itself. Each element ϕ ∈ AutK(Pn) yields an inner automorphism
ωϕ : f 7→ ϕfϕ−1 of the algebra EndK(Pn). Suppose that the automorphism
ωϕ respects the subalgebra Sn, that is ωϕ(Sn) = Sn, then its restriction σϕ :
ωϕ|Sn : a 7→ ϕaϕ
−1 is an automorphism of the algebra Sn.
The next result shows that all the automorphisms of the algebra Sn can be
obtained in this way.
Theorem 3.2. Gn = {σϕ | ϕ ∈ AutK(Pn) such that ϕSnϕ−1 = Sn}, where
σϕ(a) := ϕaϕ
−1, a ∈ Sn.
Proof. Let σ ∈ Gn. The twisted by the automorphism σ module Pn, denoted
σPn, is simple and faithful. Recall that as a vector space the module
σPn
coincides with the module Pn but the action of the algebra Sn is given by the
rule: a · p := σ(a) ∗ p, where a ∈ Sn and p ∈ Pn. By Proposition 3.1, the Sn-
modules Pn and
σPn are isomorphic. So, there exists an element ϕ ∈ AutK(Pn)
such that ϕa = σ(a)ϕ for all a ∈ Sn, and so σ(a) = ϕaϕ−1, as required. 
Theorem 3.3 ([4]). The ideal an is the smallest ideal of the algebra Sn such
that the factor algebra Sn/an is commutative.
Lemma 3.4. σ(an) = an for all σ ∈ Gn.
Remark. We will see that the ideal an is the only nonzero, prime, Gn-invariant
ideal of the algebra Sn (Theorem 9.7).
Proof. For each element σ ∈ Gn the map
Sn/an → Sn/σ(an), a+ an 7→ σ(a) + σ(an),
is an isomorphism of algebras. By Theorem 3.3, σ(an) = an for all σ ∈ Gn
since Sn/an is a commutative algebra. 
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The automorphism η̂ ∈ Aut(Gn). The involution η of the algebra Sn
yields the automorphism η̂ ∈ Aut(Gn) of the group Gn:
(12) η̂ : Gn → Gn, σ 7→ ηση
−1.
Clearly, η̂2 = e and η̂(σ) = ηση since η2 = e. By Lemma 3.4, we have the
group homomorphism (recall that Ln = Sn/an):
(13) ξ : Gn → AutK−alg(Ln), σ 7→ (σ : a+ an 7→ σ(a) + an).
The homomorphisms η̂ and ξ will be used often in the study of the group Gn.
We can easily find the group AutK−alg(Ln) of algebra automorphisms of the
Laurent polynomial algebra Ln. We are interested in finding the image and
the kernel of the homomorphism ξ (Corollary 5.3). We will see that the image
of ξ is small (and the homomorphism ξ is far from being surjective).
Next, several important subgroups of Gn are introduced, they are building
blocks of the group Gn (Theorem 5.1).
The group Inn(Sn) of inner automorphism of Sn. Let S∗n be the group
of units of the algebra Sn. The center Z(Sn) of the algebra Sn is K, [4]. For
each element u ∈ S∗n, let ωu : Sn → Sn, a 7→ uau
−1, be the inner automorphism
associated with the element u. Then the group of inner automorphisms of the
algebra Sn,
Inn(Sn) = {ωu | u ∈ S∗n} ≃ S
∗
n/K
∗,
is a normal subgroup of Gn. It follows from
(14) η̂(ωu) = ωη(u)−1 , u ∈ S
∗
n,
that η̂(Inn(Sn)) = Inn(Sn). The factor algebra Sn/an = Ln is commutative,
and so ξ(Inn(Sn)) = {e}.
The torus Tn. The n-dimensional algebraic torus Tn := {tλ | λ = (λ1, . . . , λn) ∈
K∗n} is a subgroup of Gn, where
tλ(xi) = λixi, tλ(yi) = λ
−1
i yi, i = 1, . . . , n.
The algebraic torus Tn := {tλ | λ ∈ K∗n} is also a subgroup of the group
AutK−alg(Ln), where
tλ(xi) = λixi, i = 1, . . . , n.
Then η̂(Tn) = Tn and η̂(tλ) = t−1λ = tλ−1 , where λ
−1 := (λ−11 , . . . , λ
−1
n );
ξ(Tn) = Tn and ξ(tλ) = tλ. So, the maps η̂ : Tn → Tn and ξ : Tn → Tn are
group isomorphisms. Note that
(15) tλ(Eαβ) = λ
α−βEα,β ,
where λα−β :=
∏n
i=1 λ
αi−βi
i .
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The symmetric group Sn. The group Gn contains the symmetric group Sn
where each elements τ of Sn is identified with the automorphism of the algebra
Sn given by the rule:
τ(xi) = xτ(i), τ(yi) = yτ(i), i = 1, . . . , n.
The group Sn is also a subgroup of the group AutK−alg(Ln), where
τ(xi) = xτ(i), i = 1, . . . , n.
Clearly, η̂(Sn) = Sn and η̂(τ) = τ for all τ ∈ Sn; ξ(Sn) = Sn and ξ(τ) = τ for
all τ ∈ Sn. Note that
(16) τ(Eαβ) = Eτ(α)τ(β),
where τ(α) := (ατ−1(1), . . . , ατ−1(n)).
The groups Gn and AutK−alg(Ln) contain the semidirect product Sn ⋉ Tn
since Tn ∩ Sn = {e} and
(17) τtλτ
−1 = tτ(λ), where τ(λ) := (λτ−1(1), . . . , λτ−1(n)),
for all τ ∈ Sn and tλ ∈ Tn. Clearly, the maps
η̂ : Sn ⋉ Tn → Sn ⋉ Tn,τtλ 7→ τt−1λ ,
ξ : Sn ⋉ Tn → Sn ⋉ Tn,τtλ 7→ τtλ,
are group isomorphisms.
Lemma 3.5. Sn ⋉ Tn ⋉ Inn(Sn) ⊆ Gn.
Proof. We know already that Inn(Sn) and Sn⋉Tn are subgroups of Gn. Since
Inn(Sn) ⊆ ker(ξ) and ξ : Sn⋉Tn ≃ Sn⋉Tn, we see that Inn(Sn)∩ (Sn⋉Tn) =
{e}, and the result follows. 
Let r be an element of a ringR. The element r is called regular if l.annR(r) =
0 and r.annr(r) = 0, where l.annR(r) := {s ∈ R | sr = 0} is the left annihilator
of r and r.annR(r) := {s ∈ R | rs = 0} is the right annihilator of r.
The next lemma shows that the elements x and y of the algebra S1 are not
regular.
Lemma 3.6 ([4]).
1. l.annS1(x) = S1E00 =
⊕
i≥0KEi,0 =
⊕
i≥0Kx
i(1− xy)
and r.annS1(x) = 0.
2. r.annS1(y) = E00S1 =
⊕
i≥0KE0,i =
⊕
i≥0K(1− xy)y
i
and l.annS1(y) = 0.
It follows from Lemma 3.6 that, for each i = 1, . . . , n,
(18)
l.annSn(xi) = Sn−1 ⊗ l.annS1(i)(xi) =
⊕
j≥0
Sn−1Ej,0(i) =
⊕
j≥0
Sn−1x
j
iE00(i),
(19)
r.annSn(yi) = Sn−1 ⊗ r.annS1(i)(yi) =
⊕
j≥0
E0,j(i)Sn−1 =
⊕
j≥0
E00(i)y
j
i Sn−1,
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where Sn−1 stands for
⊗
k 6=i S1(k).
For an algebra A and a subset S ⊆ A, CenA(S) := {a ∈ A | as = sa for
all s ∈ S} is the centralizer of the set S in A. It is a subalgebra of A. It was
proved in [4] that
(20) CenSn(x1, . . . , xn) = K[x1, . . . , xn], CenSn(y1, . . . , yn) = K[y1, . . . , yn].
Let En := EndK−alg(Sn) be the monoid of all theK-algebra endomorphisms
of Sn. The group of units of this monoid is Gn. The automorphism η̂ ∈
Aut(Gn) can be extended to an automorphism η̂ ∈ Aut(En) of the monoid
En:
(21) η̂ : En → En, σ 7→ ηση
−1.
The next (curious) result is instrumental in finding the group of automorphisms
of the algebra Sn.
Theorem 3.7. Let σ, τ ∈ Gn. Then the following statements are equivalent.
1. σ = τ .
2. σ(x1) = τ(x1), . . . , σ(xn) = τ(xn).
3. σ(y1) = τ(y1), . . . , σ(yn) = τ(yn).
Proof. Without loss of generality we may assume that τ = e, the identity
automorphism. Consider the following two subgroup of Gn, the stabilizers of
the sets {x1, . . . , xn} and {y1, . . . , yn}:
St(x1, . . . , xn) :={g ∈ Gn | g(x1) = x1, . . . , g(xn) = xn},
St(y1, . . . , yn) :={g ∈ Gn | g(y1) = y1, . . . , g(yn) = yn}.
Then
η̂(St(x1, . . . , xn)) = St(y1, . . . , yn), η̂(St(y1, . . . , yn)) = St(x1, . . . , xn).
Therefore, the theorem (where τ = e) is equivalent to the single statement
that St(x1, . . . , xn) = {e}. So, let σ ∈ St(x1, . . . , xn). We have to show that
σ = e. For each i = 1, . . . , n, 1 = σ(yixi) = σ(yi)xi and 1 = yixi. By taking
the difference of these equalities we see that ai := σ(yi)− yi ∈ l.annSn(xi). By
(18), ai =
∑
j≥0 λijEj0(i) for some elements λij ∈
⊗
k 6=i S1(k), and so
σ(yi) = yi +
∑
j≥0
λijEj0(i).
The element σ(yi) commutes with the elements σ(xk) = xk, k 6= i, hence all
λij ∈ K[x1, . . . , x̂i, . . . , xn], by (20). Since Ej0(i) = x
j
iE00(i), we can write
σ(yi) = yi + piE00(i) for some pi ∈ Pn.
We have to show that all pi = 0. Suppose that this is not the case. Then
pi 6= 0 for some i. We seek a contradiction. Note that σ−1 ∈ St(x1, . . . , xn),
and so σ−1(yi) = yi+ qiE00(i) for some qi ∈ Pn. Recall that E00(i) = 1−xiyi.
Then σ−1(E00(i)) = 1− xi(yi + qiE00(i)) = (1 − xiqi)E00(i), and
yi = σ
−1σ(yi) = σ
−1(yi + piE00(i)) = yi + (qi + pi(1 − xiqi))E00(i),
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and so qi+pi = xipiqi since the map Pn → PnE00, p 7→ pE00, is an isomorphism
of Pn-modules as it follows from (4). This is impossible by comparing the
degrees of the polynomials on both sides of the equality. 
Theorem 3.7 states that each automorphism of the noncommutative, finitely
generated, non-Noetherian algebra Sn is uniquely determined by its action on
its commutative, finitely generated subalgebra Pn. A similar result is true for
the ring D(Pn) of differential operators on the polynomial algebra Pn over a
field of prime characteristic. The algebra D(Pn) is a noncommutative, non-
finitely generated, non-Noetherian algebra.
Theorem 3.8 ([2], Rigidity of the group AutK−alg(D(Pn))). Let K be a field
of prime characteristic, and σ, τ ∈ AutK−alg(D(Pn)). Then σ = τ if and only
if σ(x1) = τ(x1), . . . , σ(xn) = τ(xn).
The above theorem does not hold in characteristic zero and does not hold
in prime characteristic for the ring of differential operators on a Laurent poly-
nomial algebra [2].
4. The groups AutK−alg(S1) and S∗1
In this section, the groups AutK−alg(S1) and S∗1 are found (Theorems 4.1
and 4.6). The case n = 1 is rather special and much more simpler than
the general case. It is a sort of a degeneration of the general case. Briefly,
the key idea in finding the group of automorphisms of the algebra S1 is to use
Theorem 3.7 and some properties of the index of linear maps in the vector space
P1 = K[x]. We start this section with a sketch of the proof of Theorem 4.1.
Then we prove necessary results about the index of certain elements of the
algebra S1, and using them we find the group S∗1 of units of the algebra S1
and the group Inn(S1) of inner automorphisms of S1; and finally we give the
proof of Theorem 4.1. The proof is constructive in the sense that for each
automorphism σ of the algebra S1 it gives explicitly the presentation σ = tλωϕ
of σ as the product of an inner automorphism ωϕ and and element tλ of the
torus T1 (Corollary 4.7).
Theorem 4.1. AutK−alg(S1) = T1 ⋉ Inn(S1) ≃ T1 ⋉GL∞(K).
Sketch of the Proof. Step 1. Let σ ∈ G1. By Lemma 3.5, we have to show
that σ ∈ T1 ⋉ Inn(S1). Using some properties of the index of linear maps of
EndK(P1) that have finite dimensional kernel and cokernel, we show that
σ(x) ≡ λx mod F,
σ(y) ≡ λ−1y mod F,
for some element λ ∈ K∗.
Step 2. Changing σ for tλ−1σ we may assume that λ = 1.
Step 3. Changing σ for ωϕσ for a suitable choice of a unit ϕ of the algebra
S1 we may assume that σ(y) = y.
Step 4. Then, by Theorem 3.7, σ = e. 
Mu¨nster Journal of Mathematics Vol. 6 (2013), 1–51
14 Vladimir V. Bavula
Remark. The multiplication in the skew product T1⋉GL∞(K) is given by the
rule:
(22) ϕtλ · ψtµ = ϕtλ(ψ)tλµ,
where tλ, tµ ∈ T1; ϕ, ψ ∈ GL∞(K); and tλ(ψ) is defined in (15).
The index ind of linear maps and its properties. Let C = C(K) be the
family of all K-linear maps with finite dimensional kernel and cokernel.
Definition. For a linear map ϕ ∈ C, the integer
ind(ϕ) := dim ker(ϕ)− dim coker(ϕ)
is called the index of the map ϕ.
Example. Note that S1 ⊂ EndK(P1). One can easily prove that
(23) ind(xi) = −i and ind(yi) = i, i ≥ 1.
Lemma 4.2 shows that C is a multiplicative semigroup with zero element (if
the composition of two elements of C is undefined we set their product to be
zero).
Lemma 4.2. Let ψ :M → N and ϕ : N → L be K-linear maps. If two of the
following three maps: ψ, ϕ, and ϕψ, belong to the set C then so does the third;
and in this case,
ind(ϕψ) = ind(ϕ) + ind(ψ).
Proof. For an arbitrary K-linear map f : V → U , we use the following nota-
tion: fV := ker(f) and Uf := coker(f). The result follows from the long exact
sequence of K-linear maps (where all the maps are natural):
(24) 0→ ψM → ϕψM
ψ
→ ϕN → Nψ
ϕ
→ Lϕψ → Lϕ → 0.
In particular, taking the Euler characteristic of the long exact sequence (24)
gives the identity ind(ψ)− ind(ϕψ) + ind(ϕ) = 0. 
Lemma 4.3. Let
0 // V1 //
ϕ1

V2 //
ϕ2

V3 //
ϕ3

0
0 // U1 // U2 // U3 // 0
be a commutative diagram of K-linear maps with exact rows. Suppose that
ϕ1, ϕ2, ϕ3 ∈ C. Then
ind(ϕ2) = ind(ϕ1) + ind(ϕ3).
Proof. The Snake Lemma yields the long exact sequence:
0→ ker(ϕ1)→ ker(ϕ2)→ ker(ϕ3)→ coker(ϕ1)→ coker(ϕ2)→ coker(ϕ3)→ 0
Taking its Euler characteristic gives ind(ϕ1)− ind(ϕ2) + ind(ϕ3) = 0. 
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Each nonzero element u of the Laurent polynomial algebra L1 = K[x, x
−1]
is a unique sum u = λsx
s + λs+1x
s+1 + · · ·+ λdxd, where all λi ∈ K, λd 6= 0,
and λdx
d is the leading term of the element u. The integer degx(u) = d is
called the degree of the element u. It is an extension to L1 of the usual degree
of polynomials in K[x]. The next lemma explains how to compute the indices
of the elements S1 \F using the degree function degx and shows that the index
is a G1-invariant concept. Note that F ∩ C = ∅.
Lemma 4.4.
1. S1 \ F ⊆ C (recall that S1 ⊂ EndK(P1)) and, for each element a ∈ S1 \ F ,
ind(a) = − degx(a),
where a = a+ F ∈ S1/F = L1.
2. ind(σ(a)) = ind(a) for all σ ∈ G1 and a ∈ S1 \ F .
Proof. 1. Let a ∈ S1 \ F and d := degx(a). The element of the algebra S1,
b :=
{
yda, if d ≥ 0,
ax−d, if d < 0,
does not belong to the ideal F (since b = x−da 6= 0), and degx(b) = 0. By
Lemma 4.2 and (23), it suffices to prove that ind(b) = 0 since then
0 = ind(b) = d+ ind(a),
that is ind(a) = − degx(a). The element b can be written as a sum b =
λ +
∑
i≥1 λiy
i + f for some elements λ ∈ K∗, λi ∈ K, and f ∈ F . Fix a
natural number m such that f ∈ Mm+1(K) (recall that F = ∪i≥1Mi(K)).
Abusing notation, let K[b] be the K-subalgebra of EndK(P1) generated by the
element b. Then V :=
⊕m
i=0Kx
i is a K[b]-submodule of P1, and U := P1/V
is the factor module. Let b1 and b2 be the linear maps that are determined by
the action of the element b on the vector spaces V and U respectively. Then
ind(b1) = 0 since dim(V ) <∞; and ind(b2) = 0 since b2 = λ+
∑
i≥1 λiy
i is a
bijection. Applying Lemma 4.3 to the commutative diagram
0 // V //
b1

P1 //
b

U //
b2

0
0 // V // P1 // U // 0
we have the result: ind(b) = ind(b1) + ind(b2) = 0.
2. By Theorem 3.2, ind(σ(a)) = ind(ϕaϕ−1) = ind(a), where σ = σϕ. 
The group of units (1 + F )∗ and S∗
1
. Recall that the algebra (without 1)
F =
⊕
i,j∈NKEij is the union M∞(K) :=
⋃
d≥1Md(K) = lim−→
Md(K) of the
matrix algebras Md(K) :=
⊕
0≤i,j≤d−1KEij , i.e. F =M∞(K).
For each d ≥ 1, consider the (usual) determinant detd = det : 1+Md(K)→
K, u 7→ det(u). These determinants determine the (global) determinant,
(25) det : 1 +M∞(K) = 1 + F → K, u 7→ det(u),
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where det(u) is the common value of all determinants detd(u), d ≫ 1. The
(global) determinant has usual properties of the determinant. In particular,
for all u, v ∈ 1 +M∞(K),
det(uv) = det(u) · det(v).
It follows from this equality and the Cramer’s formula for the inverse of a
matrix that the group GL∞(K) := (1 + M∞(K))
∗ of units of the monoid
1 +M∞(K) is equal to
(26) GL∞(K) = {u ∈ 1 +M∞(K) | det(u) 6= 0}.
Therefore,
(27) (1 + F )∗ = {u ∈ 1 + F | det(u) 6= 0} = GL∞(K).
The kernel
SL∞(K) := {u ∈ GL∞(K) | det(u) = 1}
of the group epimorphism det : GL∞(K) → K∗ is a normal subgroup of
GL∞(K).
Let V be an infinite dimensional vector space that has countable basis. A
sequence V of finite dimensional vector spaces in V , V0 ⊆ V1 ⊆ · · · ⊆ Vi ⊆ · · · ,
such that V =
⋃
i≥0 Vi is called a finite dimensional vector space filtration on
V . The next result reveals an invariant nature of the (global) determinant.
Lemma 4.5. Let V = {Vi}i≥0 be a finite dimensional vector space filtration on
the polynomial algebra P1 = K[x] and a ∈ M1 := 1+M∞(K). Then a(Vi) ⊆ Vi
for all i≫ 0, and det(a|Vi) = det(a|Vj ) for all i, j ≫ 0, where det(a|Vi) is the
determinant of the linear map a|Vi : Vi → Vi. Moreover, this common value of
the determinants, det(a) = detV(a), does not depend on the filtration V and,
therefore, coincides with the determinant defined in (25).
Proof. Let a ∈ M1. Then a = 1 +
∑d
i,j=0 λijEij for some scalars λij ∈ K and
d ∈ N. Note that the global determinant det(a), as defined in (25), is equal to
the usual determinant det(a|P1,≤i) for all i ≥ d, where {P1,≤i :=
∑i
j=0Kx
i}i∈N
is the degree filtration on P1. Then im(a − 1) ⊆ P1,≤d ⊆ Ve for some e ∈ N.
Since a = 1 + (a − 1), we have a(Vi) ⊆ Vi and det(a|Vi) = det(a|Ve) for all
i ≥ e. Note that this is true for an arbitrary finite dimensional vector space
filtration V . Consider the following finite dimensional vector space filtration
V ′ := {V ′i := P1,≤d, i = 0, . . . , e− 1; V
′
j := Vj , j ≥ e}.
Then
det(a) = det(a|P1,≤d) = det(a|V ′e−1) = det(a|V ′j ) = det(a|Vj ), j ≥ e.
This completes the proof of the lemma. 
The center of a group G is denoted Z(G).
Theorem 4.6.
1. S∗1 = K
∗ × (1 + F )∗ ≃ K∗ ×GL∞(K).
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2. Z(S∗1) = K
∗ and Z((1 + F )∗) = {1}.
3. Inn(S1) ≃ GL∞(K), ωu ↔ u.
Proof. 1. Note that S∗1 ⊇ K(1 + F )
∗ ≃ K∗ × (1 + F )∗ ≃ K∗ ×GL∞(K) since
K∗ ∩ (1 + F )∗ = {1}. It remains to prove the reverse inclusion. If an element
u is a unit of the algebra S1 then the element u = u+F is a unit of the factor
algebra L1 = S1/F , and so u = λxi for some λ ∈ K∗ and i ∈ Z. Therefore,
either u = λxi + f or u = λyi + f for some λ ∈ K∗, f ∈ F and i ∈ N. The
element u ∈ S1 \ F is a unit, hence u ∈ EndK(P1) is an invertible linear map
(recall that S1 ⊂ EndK(P1)), and so ind(u) = 0. By Lemma 4.4.(1) and (23),
i = 0, and so u ∈ K∗(1 + F )∗.
2. Note that Z(S∗1) = K
∗Z((1+F )∗). It suffices to show that Z((1+F )∗) =
{1}. Let z = 1 +
∑
λijEij ∈ Z((1 + F )∗), where λij ∈ K. For all k 6= l,
1 + Ekl ∈ (1 + F )∗ since det(1 + Ekl) = 1. Now, z(1 + Ekl) = (1 + Ekl)z for
all k 6= l if and only if
∑
i λikEil =
∑
j λljEkj for all k 6= l if and only if all
λij = 0 if and only if z = 1.
3. Inn(S1) ≃ S∗1/Z(S
∗
1) ≃ (K
∗ ×GL∞(K))/K∗ ≃ GL∞(K). 
Proof of Theorem 4.1. By Theorem 4.6.(3), T1 ⋉ Inn(S1) = T1 ⋉GL∞(K).
Let σ ∈ G1. By Lemma 3.5, in order to finish the proof of the theorem we
have to show that σ ∈ T1 ⋉ Inn(S1). By Lemma 3.4, σ(F ) = F , and so the
map
σ : L1 = S1/F → L1 = S1/F, a = a+ F 7→ σ(a) + F,
is an isomorphism of the Laurent polynomial algebra L1 = K[x, x
−1]. There-
fore, either σ(y) = λx−1 or, otherwise, σ(y) = λx for some scalar λ ∈ K∗.
Equivalently, either σ(y) = λy + f or σ(y) = λx + f for some element f ∈ F .
By Lemma 4.4, the second case is impossible since, by (23),
1 = ind(y) = ind(σ(y)) = ind(λx+ f) = − degx(λx) = −1.
Therefore, σ(y) = λy + f . Then tλσ(y) = y + g, where g := tλ(f) ∈ F since
tλ(F ) = F (Lemma 3.5). Fix a natural number m such that g ∈ Mm+1(K).
Then the finite dimensional vector spaces
V :=
m⊕
i=0
Kxi ⊂ V ′ :=
m+1⊕
i=0
Kxi
are y′-invariant, where y′ := tλσ(y) = y+ g. Note that y
′ ∗xm+1 = y ∗xm+1 =
xm since g ∗ xm+1 = 0. Note that P1 =
⋃
i≥1 ker(y
i) and dimkerP1(y) = 1.
Since the S1-modules P1 and tλσP1 are isomorphic, P1 =
⋃
i≥1 ker(y
′i) and
dimkerP1(y
′) = 1. This implies that the elements x′0, x
′
1, . . . , x
′
m, x
m+1 are a
K-basis for the vector space V ′, where
x′i := y
′m+1−i ∗ xm+1, i = 0, 1, . . . ,m;
and the elements x′0, x
′
1, . . . , x
′
m are a K-basis for the vector space V . Then
the elements
x′0, x
′
1, . . . , x
′
m, x
m+1, xm+2, . . .
Mu¨nster Journal of Mathematics Vol. 6 (2013), 1–51
18 Vladimir V. Bavula
are a K-basis for the vector space P1. The K-linear map
(28) ϕ : P1 → P1, x
i 7→ x′i (i = 0, 1, . . . ,m), x
j 7→ xj (j > m),
belongs to the group (1 + F )∗ = GL∞(K) and satisfies the property that
y′ϕ = ϕy,
the equality is in EndK(P1). This equality can be rewritten as follows:
ωϕ−1tλσ(y) = y, where ωϕ−1 ∈ Inn(S1).
By Theorem 3.7, σ = tλ−1ωϕ ∈ T1 ⋉ Inn(S1), as required. 
Corollary 4.7. Each automorphism σ of the algebra S1 is a unique product
σ = tλ−1ωϕ, where σ(y) ≡ λy mod F and ϕ ∈ (1 + F )
∗ = GL∞(K) is defined
as in (28).
Proof. The result was established in the proof of Theorem 4.1 apart from
the uniqueness of ϕ which follows from the fact that the center of the group
(1 + F )∗ = GL∞(K) is {1} (Theorem 4.6.(3)). 
Proposition 4.8. Each algebra endomorphism of S1 is either a monomor-
phism or, otherwise, its image is a commutative finite dimensional algebra. In
the second case, all positive integers occur as the dimension of the image.
Proof. Recall that F is the smallest nonzero ideal of the algebra S1, and S1/F ≃
K[x, x−1] (see (7)). If an algebra endomorphism σ of S1 is not a monomorphism
then F ⊆ ker(σ), and so σ(x) ∈ S∗1 = K
∗(1 + F )∗ (Theorem 4.6.(1)) since the
equalities yx = 1 and xy = 1 − E00 imply the equalities σ(y)σ(x) = 1 and
σ(x)σ(y) = 1; and im(σ) = K〈σ(x), σ(x−1)〉. Therefore, the image of σ is a
commutative finite dimensional algebra since the algebra K〈σ(x), σ(x−1)〉 can
be seen as a subalgebra of the matrix algebra Md(K) for some d. The image
of the endomorphism S1 → S1, x 7→ 1, y 7→ 1, is K, hence one-dimensional.
For each natural number n ≥ 2, the image of the endomorphism
σn : S1 → S1, x 7→ 1 + n, y 7→ (1 + n)−1, n :=
n−2∑
i=0
Ei,i+1,
has dimension n since the set 1, n, n2, . . . , nn−1 is a K-basis of the image of σn.

5. The group of automorphisms of the algebra Sn
In this section, the group Gn is found (Theorem 5.1). It is shown that the
groups Gn and Inn(Sn) have trivial center (Corollary 5.6).
By the very definition, the subset stGn(H1) of StGn(H1) (see (1)) is a sub-
group of StGn(H1).
Theorem 5.1. Gn = Sn ⋉ Tn ⋉ Inn(Sn).
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Proof. The group Gn acts in the obvious way, (σ, pi) 7→ σ(pi), on the set
H1 := {p1, . . . , pn} of all the height 1 prime ideals of the algebra Sn. In
particular, the symmetric group Sn, which is a subgroup of Gn, permutes the
ideals p1, . . . , pn, i.e. τ(pi) = pτ(i) for τ ∈ Sn. The stabilizer
StGn(H1) = {σ ∈ Gn | σ(p1) = p1, . . . , σ(pn) = pn}
is a normal subgroup of Gn such that Gn = Sn StGn(H1) and Sn∩StGn(H1) =
{e}, and so
(29) Gn = Sn ⋉ StGn(H1).
Clearly, Tn ⋉ Inn(Sn) ⊆ StGn(H1). So, in order to finish the proof of the
theorem we have to prove that the inverse inclusion holds.
Let σ ∈ StGn(H1). We have to show that σ ∈ T
n ⋉ Inn(Sn). Since σ(pn) =
pn, the automorphism σ induces the automorphism
σn : Sn/pn = Sn−1 ⊗ L1 → Sn/pn = Sn−1 ⊗ L1, a+ pn 7→ σ(a) + pn.
The restriction of the automorphism σn to the center Z(Sn−1 ⊗ L1) = K[xn,
x−1n ] of the algebra Sn/pn yields its automorphism, and so either σn(xn) = λxn
or σn(xn) = λx
−1
n for some scalar λ ∈ K
∗. Therefore, there are two options:
(i) σ(xn) = λnxn + pn, σ(yn) = λ
−1
n yn + qn;
(ii) σ(xn) = λnyn + pn, σ(yn) = λ
−1
n xn + qn;
for some λn ∈ K∗ and pn, qn ∈ pn. We aim to show that the second case is
impossible. This is true for n = 1, by Theorem 4.1. So, let n > 1. Suppose
that σ(xn) = λnyn+pn, wee seek a contradiction. By symmetry of the indices,
for each i = 1, . . . , n, there are two options:
(i) σ(xi) = λixi + pi, σ(yi) = λ
−1
i yi + qi;
(ii) σ(xi) = λiyi + pi, σ(yi) = λ
−1
i xi + qi;
for some λi ∈ K∗ and pi, qi ∈ pi. Since σ(p1 + · · · + pn−1) = p1 + · · · + pn−1
and Sn/(p1 + · · · + pn−1) ≃ Ln−1 ⊗ S1(n), where Ln−1 = K[x±11 , . . . , x
±1
n−1],
the automorphism σ of the algebra Sn induces an automorphism, say σ, of the
algebra Ln−1 ⊗ S1(n) such that either σ(xi) = λixi or σ(xi) = λix−1i for all
i = 1, . . . , n− 1. We see that σ(Ln−1) = Ln−1. Let γ be the restriction of the
automorphism σ to the algebra Ln−1. Then γ ⊗ idS1(n) is the automorphism
of the algebra Ln−1 ⊗ S1(n). Then σ˜ := (γ ⊗ idS1(n))
−1σ is the Ln−1-algebra
automorphism of the algebra Ln−1⊗S1(n) which can be uniquely extended to
a Frac(Ln−1)-automorphism of the algebra Frac(Ln−1)⊗S1(n) over the field of
fractions Frac(Ln−1) = K(x1, . . . , xn−1) of the algebra Ln−1. By Theorem 4.1
(or Corollary 4.7), we must have the case (i) for xn and yn.
By symmetry of the indices, it follows from the case (i) that
(30) σ(xi) = λixi + pi, σ(yi) = λ
−1
i yi + qi, i = 1, . . . , n,
for some scalars λi ∈ K∗ and some elements pi, qi ∈ pi.
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Changing σ for tλ−1σ, where λ = (λ1, . . . , λn), we may assume that λ1 =
· · · = λn = 1, that is, σ ∈ stGn(H1). It follows that Gn = SnT
n stGn(H1).
To finish the proof of the theorem it suffices to show that stGn(H1) ⊆ Inn(Sn)
since then, by Lemma 3.5, Gn = Sn ⋉ Tn ⋉ Inn(Sn) and also
(31) stGn(H1) = Inn(Sn).
Let σ ∈ stGn(H1). Then σ
−1 ∈ stGn(H1) since stGn(H1) is a group. By
Theorem 3.2, σ = σϕ for some element ϕ ∈ AutK(Pn) such that ϕSnϕ−1 = Sn.
For each number i = 1, . . . , n, pi := σ(xi) − xi ∈ pi since σ ∈ stGn(H1). By
multiplying this equality on the left by ϕ−1, we obtain the equality xiϕ
−1 =
ϕ−1(xi + pi) for each i = 1, . . . , n. By Theorem 6.2, ϕ
−1 ∈ Sn. Repeating the
same arguments for the automorphism σ−1 = σϕ−1 ∈ stGn(H1), we have ϕ ∈
Sn, that is ϕ ∈ S∗n, and so σ is an inner automorphism of the algebra Sn. 
Corollary 5.2. The group Out(Sn) := Gn/ Inn(Sn) of outer automorphisms
of the algebra Sn is isomorphic to the group Sn ⋉ Tn.
Proof. By Theorem 5.1, Out(Sn) = Sn⋉Tn⋉Inn(Sn)/ Inn(Sn) ≃ Sn⋉Tn. 
The next corollary describes the image and the kernel of the group homo-
morphism ξ : Gn → AutK−alg(Ln), see (13).
Corollary 5.3.
1. im(ξ) = Sn ⋉ Tn.
2. ker(ξ) = Inn(Sn).
Proof. By Theorem 5.1, Gn = Sn ⋉ Tn ⋉ Inn(Sn); Inn(Sn) ⊆ ker(ξ) since
Ln is a commutative algebra. Now, the results follow from the fact that the
homomorphism ξ maps isomorphically the subgroup Sn ⋉ Tn of Gn to the
subgroup Sn ⋉ Tn of AutK−alg(Ln). 
Corollary 5.4. The group Gn contains an isomorphic copy of each linear
algebraic group over K. In particular, Gn contains an isomorphic copy of each
finite group.
Proof. The result is obvious since the group Gn contains the group GL∞(K)
and any linear algebraic group can be embedded in GL∞(K). 
Corollary 5.5.
1. stGn(H1) = Inn(Sn).
2. (Characterization of the inner automorphisms Inn(Sn) via the height 1
primes of Sn) An automorphism σ ∈ Gn is an inner automorphism if and
only if σ(p1) = p1, . . . , σ(pn) = pn and
σ(x1) ≡ xi mod pi, σ(yi) ≡ yi mod pi, i = 1, . . . , n.
3. If σ ∈ Inn(Sn) then σ = ωϕ for a unique element ϕ ∈ S∗n/K
∗ and σ(xi) =
xi + pi, σ(yi) = yi + qi, where pi = [ϕ, xi]ϕ
−1 and qi = [ϕ, yi]ϕ
−1 for
i = 1, . . . , n.
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Proof. 1. See (31).
2. Statement 2 is equivalent to statement 1.
3.
ϕxiϕ
−1 = σ(xi) = xi + pi ⇔ pi = [ϕ, xi]ϕ
−1,
ϕyiϕ
−1 = σ(yi) = yi + qi ⇔ qi = [ϕ, yi]ϕ
−1. 
The inner automorphism σ ∈ Inn(Sn) can be defined in two different ways:
(i) σ = ωϕ for a unique element ϕ ∈ S∗n/K
∗; or
(ii) by the elements pi := σ(xi)− xi, qi := σ(yi)− yi, i = 1, . . . , n.
Corollary 5.5.(3) explains how to pass from (i) to (ii). The reverse passage,
i.e. from (ii) to (i), is more subtle. Suppose that the elements {pi, qi | i =
1, . . . , n} are given. Below, it is explained how to construct the element ϕ ∈
S∗n ⊆ En which is unique up to K
∗. By Theorem 3.2, the map ϕ : Pn → σPn is
an isomorphism of the Sn-modules Pn and σPn (which is unique up to K∗ since
EndSn(Pn) ≃ K, [4]). The isomorphism ϕ is determined by the polynomial
v := ϕ(1) ∈ Pn which is unique up to K∗:
Kv =
n⋂
i=1
kerPn(σ(yi)) =
n⋂
i=1
kerPn(yi + qi).
Then ϕ is the change-of-the-basis matrix
xα 7→
n∏
i=1
(xi + pi)
αi ∗ v.
Note that {xα}α∈Nn and {σ(xα) ∗ v =
∏n
i=1(xi + pi)
αi ∗ v}α∈Nn are two bases
for the vector space Pn.
The next corollary shows that the groups Gn and Inn(Sn) have trivial center
as well as some of the subgroups of Gn.
Corollary 5.6.
1. Z(Gn) = {e}.
2. Z(Tn ⋉ Inn(Sn)) = {e}.
3. Z(Inn(Sn)) = {e}.
4. Z(Sn ⋉ Tn) = {t(λ,...,λ) | λ ∈ K∗} ≃ T1.
5. Z(Sn ⋉ Inn(Sn)) = {e}.
Proof. 3. To prove statement 3 we use induction on n. The case n = 1 is
true (Theorem 4.6). So, let n > 1 and we assume that the statement holds
for all n′ < n. Since Inn(Sn) ≃ S∗n/K
∗, we have show that Z(S∗n) = K
∗. Let
z ∈ Z(S∗n). For each i = 1, . . . , n, let Sn−1,i :=
⊗
j 6=i S1(j) and consider the
obvious algebra homomorphisms:
Sn → Sn/pi ≃ K[xi, x−1i ]⊗ Sn−1,i → K(xi)⊗ Sn−1,i.
By induction, the center of the group of units of the algebra K(xi) ⊗ Sn−1,i
is K(xi)
∗, hence the image of the element z under the first map (a 7→ a+ pi)
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belongs to the Laurent polynomial algebra K[xi, x
−1
i ]. This implies that z ∈
L1(i) + pi, where L1(i) := (
⊕
j≥1Ky
j
i )
⊕
K
⊕
(
⊕
j≥1Kx
j
i ), and so
z ∈
n⋂
i=1
(L1(i) + pi) ⊆
n⋂
i=1
(K + pi) ⊆ K + Fn.
In particular, z ∈ Z((K + Fn)
∗) = K∗ since K + Fn ≃ K + M∞(K) and
Z((K +M∞(K))
∗) = K (see Theorem 4.6).
4. This is obvious.
2. Let z = tλωu ∈ Z(Tn ⋉ Inn(S)), where tλ ∈ Tn and ωu ∈ Inn(Sn). For
α ∈ Nn, we write α ≫ 0 if αi ≫ 0 for all i = 1, . . . , n. By Corollary 5.3.(2),
for all elements α, β ∈ Nn such that α, β ≫ 0, the elements u and v(α, β) :=
1 + Eαβ commute. Therefore, the elements tλ and ωv(α,β) commute. By (15),
tλ = e, and so z = ωu ∈ Z(Tn ⋉ Inn(S)) ∩ Inn(Sn) ⊆ Z(Inn(Gn)) = {e} (by
statement 3), hence z = e.
1. Let z ∈ Z(Gn). Then z = τtλωu for some elements τ ∈ Sn, tλ ∈ Tn and
ωu ∈ Inn(Gn). The element τ is the image of the element z under the group
epimorphism Gn → Gn/Tn ⋉ Inn(Sn) ≃ Sn. The element τ belongs to the
center of the group Sn which is equal to
Z(Sn) =
{
S2, if n = 2,
e, if n 6= 2.
Therefore, τ = e if n 6= 2. If n = 2 then the element τtλ is the image of
the element z under the group epimorphism G2 → G2/ Inn(S2) ≃ S2 ⋉ T2,
and so it belongs to the center of the group S2 ⋉ Inn(S2), and so τ = e, by
statement 4. Therefore, in general, τ = e, and so z ∈ Z(Gn)∩Tn ⋉ Inn(Sn) ⊆
Z(Tn ⋉ Inn(Sn)) = {e} (by statement 2), hence z = e.
5. Let z = τωu ∈ Z(Sn ⋉ Inn(Sn)). Using the same arguments as in the
proof of statement 2, the elements τ and ωv(α,β) commute for all elements
α, β ∈ Nn such that α, β ≫ 0. Then τ = e, by (16), and so z = ωu ∈ Z(Sn ⋉
Inn(Sn)) ∩ Inn(Sn) ⊆ Z(Inn(Sn)) = {e} (by statement 3), hence z = e. 
6. A membership criterion for elements of the algebra Sn
This section is independent of Section 5. In this section, membership criteria
for the algebras Sn, Pn + Fn and K + Fn are found in terms of commutators
(Theorem 6.2, Corollaries 6.6 and 6.7). The most difficult result of this section
is Theorem 6.2 which is used in the proof of Theorem 5.1. Corollary 6.7 is used
in the proof of Theorem 7.7. A general result of constructing algebras using
commutators is proved (Theorem 6.3) which shows that the obtained criteria
are rather special (and tight).
For each i = 1, . . . , n, equality (6) can be written as follows
(32) S1(i) = L1(i)
⊕
F (i),
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where
L1(i) :=
(⊕
j≥1
Kyji
)⊕
K
⊕(∑
j≥1
Kxji
)
=
⊕
j∈Z
Kvj(i),
where
vj(i) :=
{
xji if j ≥ 0,
y−ji if j < 0.
So, each element a ∈ S1(i) can be uniquely written as a sum
a =
∑
j≥1
λ−jy
j
i + λ0 +
∑
j≥1
λjx
j
i +
∑
k,l∈N
λklEkl(i) =
∑
j∈Z
λjvj(i) +
∑
k,l∈N
λklEkl(i)
where the coefficients are scalars. On the other hand, each element a ∈ S1(i)
is a unique sum a =
∑
k,l∈N µklx
k
i y
l
i, where µkl ∈ K. Using the formula (3)
the second presentation of the element a can be easily obtained from the first
one; and the other way round can be done using the formula (33) below.
For all i, j ∈ N,
(33) xiyj =
{
xi−j −
∑j−1
k=0 Ei−j+k,k, if i ≥ j,
yj−i −
∑i−1
k=0 Ek,j−i+k, if i < j.
It suffices to prove the equality (33) in the case when i ≥ j since then the
second case can be obtained from the first case: indeed, for i < j,
xiyj = xiyiyj−i =
(
1−
i−1∑
k=0
Ekk
)
yj−i = yj−i −
i−1∑
k=0
Ek,j−i+k .
To prove the first case we use induction on j. The result is obvious for j = 0.
So, let j > 0 and we assume that the formula (33) holds for all j′ < j. Using
induction and the equality xy = 1− E00, we have the result:
xiyj = xiyj−1y =
(
xi−j+1 −
j−2∑
k=0
Ei−(j−1)+k,k
)
y
= xi−j(1− E00)−
j−2∑
k=0
Ei−j+k+1,k+1 = x
i−j −
j−1∑
k=0
Ei−j+k,k .
Let Bn be the set of all functions f : {1, 2, . . . , n} → F2 := {0, 1}, where
F2 := Z/2Z is the field that contains two elements. Bn is a commutative
ring with respect to addition and multiplication of functions. For f, g ∈ Bn,
we write f ≥ g if and only if f(i) ≥ g(i) for all i = 1, . . . , n where 1 > 0.
Then (Bn,≥) is a partially ordered set. For each function f ∈ Bn, let |f | :=∑n
i=1 fi = #{i | fi = 1} and Sn,f :=
⊗n
i=1 S1,fi(i), where
S1,fi(i) :=
{
L1(i), if fi = 1,
F (i), if fi = 0.
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By (32) and Sn =
⊗n
i=1 S1(i), we have the direct sum
(34) Sn =
⊕
f∈Bn
Sn,f ,
and so each element a ∈ Sn is a unique sum
(35) a =
∑
f∈Bn
af ,
where af ∈ Sn,f . The vector space Ln :=
⊗n
i=1 L1(i) =
⊕
α∈Zn Kvα, where
vα :=
∏n
i=1 vαi(i), is not an algebra but it is an algebra modulo the ideal an
which is canonically isomorphic to the Laurent polynomial algebra Ln (via
vα + an ↔ xα): (Ln + an)/an = Sn/an = Ln. The elements {vα}α∈Zn have
remarkable properties which are used in the proof of the Membership Criterion
for the elements of the algebra Sn (Theorem 6.2).
(36) vα ∗ x
β =
{
xα+β , if α+ β ∈ Nn,
0, if α+ β 6∈ Nn,
(37) vα ∗ x
βxγ = xβvα ∗ x
γ , if α+ γ ∈ Nn.
There is an obvious (useful) criterion of when an element of the algebra Sn
belongs to the ideal Fn. It is used in the proof of Theorem 6.2.
Lemma 6.1. Let a ∈ Sn. Then a ∈ Fn if and only if a ∗ (
∑n
i=1 Pnx
d
i ) = 0 for
some d ∈ N.
Proof. (⇒) Trivial.
(⇐) Let Cn(d− 1) := {α ∈ Nn | α1 < d, . . . , αn < d} and, for each element
α ∈ Cn(d),
a ∗ xα =
∑
β∈Nn
λαβx
β =
( ∑
β∈Nn
λαβEβα
)
∗ xα
for some elements λαβ ∈ K, and so a =
∑
β∈Nn
∑
α∈Cn(d)
λαβEβα ∈ Fn since
we have the equality Pn = Cn(d− 1)
⊕
(
∑n
i=1 Pnx
d
i ). 
The next theorem is a criterion of when a linear map ϕ ∈ EndK(Pn) be-
longs to the algebra Sn in terms of commutators. This result is tight when
we compare it with general results of that sort, see Theorem 6.3 and Corol-
lary 6.4. It is not obvious from the outset that the linear maps that satisfy the
commutator conditions of Theorem 6.2 form an algebra.
Theorem 6.2 (A Membership Criterion). Let ϕ ∈ EndK(Pn). Then the
following statements are equivalent.
1. ϕ ∈ Sn.
2. [x1, ϕ] ∈ p1, . . . , [xn, ϕ] ∈ pn.
3. xiϕ = ϕ · (xi + pi) + qi, i = 1, . . . , n, for some elements pi, qi ∈ pi.
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Proof. (1 ⇒ 2) Let Sn−1,i :=
⊗
j 6=i S1(j). Recall that [xi, S1(i)] ⊆ F (i), by
(10), for n = 1. Then, for each i = 1, . . . , n,
[xi, Sn] ⊆ [xi, S1(i)]⊗ Sn−1,i ⊆ F (i)⊗ Sn−1,i = pi.
(2⇒ 3) Trivial.
(3⇒ 1) Suppose that a map ϕ satisfies the conditions of statement 3. The
key idea of the proof of the fact that ϕ ∈ Sn is to use a downward induction on
a natural number s starting with s = n and ϕ := ϕn+1 to construct elements
af ∈ Sn,f (0 6= f ∈ Bn), elements qi,s+1 ∈ pi (i = 1, . . . , n; s = 1, . . . , n), and
natural numbers dn ≤ dn−1 ≤ · · · ≤ d1 such that the maps ϕs := ϕ−
∑
|f |≥s af
satisfy the following conditions: for all s = 1, . . . , n,
(38)
xiϕs+1 = ϕs+1 · (xi + pi) + qi,s+1, pi, qi,s+1 ∈ Sn−1,i
⊗( ds−1⊕
k,l=0
KEkl(i)
)
,
i = 1, . . . , n,
(39) ϕs ∗
( ∑
0≤i1<...<is≤n
Pn(xi1 · · ·xis)
ds
)
= 0.
Note that ϕn+1 = ϕ and all the maps ϕs satisfy the assumptions of statement
3. Suppose that we have proved this fact then, for s = 1, the condition (39) is(
ϕ−
∑
|f |≥1
af
)
∗
( n∑
i=1
Pnx
d1
i
)
= 0.
Then, by Lemma 6.1, a0 := ϕ−
∑
|f |≥1 af ∈ Fn, and so ϕ =
∑
f∈Bn
af ∈ Sn,
as required.
For s = n, by the assumption, we can fix a natural number dn such that
(38) holds, that is
xiϕn+1 = ϕn+1 · (xi+pi)+ qi,n+1; pi, qi,n+1 ∈ Sn−1,i
⊗( dn−1⊕
k,l=0
KEkl(i)
)
,
i = 1, . . . , n,
where ϕ = ϕn+1 and qi,n+1 = qi. We have to construct the element af ∈ Sn,f =
Ln, where f = (1, . . . , 1) such that (39) holds. Let dn = (dn, . . . , dn) ∈ N
n.
Then
ϕ ∗ xdn =
∑
β∈Nn
λβx
β =
( ∑
β∈Nn
λβvβ−d
n
)
∗ xdn
for some scalars λβ ∈ K. Let af :=
∑
β∈Nn λβvβ−dn . Since pi ∗ x
α+dn = 0 and
qi,s+1 ∗ xα+dn = 0, we have (using the equalities in statement 3)
ϕ ∗ xα+dn = xαϕ ∗ xdn for all α ∈ Nn.
Mu¨nster Journal of Mathematics Vol. 6 (2013), 1–51
26 Vladimir V. Bavula
Using these equalities and (37), we see that
ϕn ∗ x
α+d
n = xαϕn ∗ x
d
n = xα(ϕ ∗ xdn − af ∗ x
d
n) = 0 for all α ∈ Nn,
and so the equality (39) holds for s = n and dn.
Suppose that s < n and we have found elements af ∈ Sn,f (|f | ≥ s + 1),
elements qi,t ∈ pi (t = s+1, . . . , n+1), and natural numbers dn ≤ dn−1 ≤ · · · ≤
ds that satisfy the conditions (38) and (39). Note that (38) holds automatically
for all natural numbers larger than ds. To prove the inductive step at s, it
remains to find the maps ϕs that satisfies (38) and (39). We may increase the
number ds. For each element f ∈ Bn with |f | = s, the element af is defined as
follows. The set {1, . . . , n} is the disjoint union of its two subsets {i1, . . . , is}
and {is+1, . . . , in}, where f(i1) = · · · = f(is) = 1 and f(is+1) = · · · = f(in) =
0. For each vector ν = (νs+1, . . . , νn) ∈ Nn−s with all νk < ds,
(40) ϕs+1 ∗
(
(xi1 · · ·xis)
dsx
νs+1
is+1
· · ·xνnin
)
=
∑
α∈Nn
λανx
α
= af ∗
(
(xi1 · · ·xis)
dsx
νs+1
is+1
· · ·xνnin
)
,
where λαν ∈ K and
(41)
af :=
∑
α∈Nn
λανvαi1−ds(i1) · · · vαis−ds(is)Eαis+1 ,νs+1(is+1) · · ·Eαin ,νn(in).
By (38), for all elements α = (α1, . . . , αs) ∈ Ns,
(42) ϕs+1 ∗ (x
α1
i1
· · ·xαsis (xi1 · · ·xis)
dsx
νs+1
is+1
· · ·xνnin )
= xα1i1 · · ·x
αs
is
ϕs+1 ∗ ((xi1 · · ·xis)
dsx
νs+1
is+1
· · ·xνnin ).
This equalities hold for any new ds which is not smaller than the old ds.
Define ϕs := ϕs+1 −
∑
|f |=s af and choose a new number ds which is not
smaller than the old ds and such that (38) holds for the map ϕs. Using the
equalities (42) (for all possible choices of f with |f | = s) and for the new
choice of ds together with (37), the equality (39) follows at once: the ideal∑
0≤i1<···<is+1≤n
Pn(xi1 · · ·xis+1)
ds is annihilated both by the map ϕs+1 (due
to (39) for s + 1 and ds ≥ ds+1) and by the element
∑
|f |=s af , by the choice
of ds, hence it is annihilated by the map ϕs (each element af , where |f | = s,
annihilates this ideal). In order to prove (39) it is sufficient to show that the
map ϕs annihilates the monomials of the type u = (xi1 · · ·xis)
dsx
νs+1
is+1
· · ·xνnin ,
but this is obvious since
ϕs ∗ u = (ϕs+1 −
∑
|g|=s
ag) ∗ u = (ϕs+1 − af ) ∗ u = 0,
by (40), since ag(u) = 0 for all g 6= f . 
Theorem 6.3. Let A ⊆ B be K-algebras and M be a faithful B-module (and
so A ⊆ B ⊆ EndK(M)). Suppose that I is a left ideal of the algebra B such
that I ⊆ A. Then
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1. the set A′ := {b ∈ B | [b, A] ⊆ I} is a subalgebra of B. If [A,A] ⊆ I then
A ⊆ A′.
2. If I is also an ideal of the algebra A, and {as}s∈S is a set of K-algebra
generators for A then A′ = {b ∈ B | [b, as] ∈ I for all s ∈ S}.
Proof. 1. The set A′ is a vector space over the field K, to prove that A′ is an
algebra we have to show that A′A′ ⊆ A′. Let b, c ∈ A′. Then
[bc, A] ⊆ [b, A]c+ b[c, A] ⊆ Ic+ bI
⊆ [I, c] + cI + I ⊆ I.
If [A,A] ⊆ I then, obviously, A ⊆ A′.
2. Let A′′ := {b ∈ B | [b, as] ∈ I for all s ∈ S}. Then A′ ⊆ A′′. To prove the
reverse inclusion it is enough to show that [b, as1 · · · asm ] ∈ I for all products
u = as1 · · · asm of the generators {as}s∈S . We use induction on m to prove
this fact. The case m = 1 is obvious. So, let m > 1 and we assume that the
result is true for all m′ < m. Then
[b, as1 · · · asm ] = [b, as1 · · ·asm−1 ]asm + as1 · · ·asm−1 [b, asm ] ∈ Iasm + I ⊆ I.

Corollary 6.4. The set S′1 := {ϕ ∈ EndK(P1) | [x, ϕ] ∈ F, [y, ϕ] ∈ F} is a
subalgebra of EndK(Pn) such that S1 ⊆ S′1. In fact, S1 = S
′
1, by Theorem 6.2.
Proof. This is a direct consequence of Theorem 6.3 where A = S1 = K〈x, y〉,
M = P1, B = EndK(P1), and I = F is an ideal of S1 such that [S1, S1] ⊆ F . It
is obvious that the ideal F of the algebra S1 is a left ideal of the endomorphism
algebra EndK(P1) since an element f ∈ Endk(P1) belongs to F if and only if
f ∗ P1xd = 0 for some d ∈ N. 
For all integers i, j ∈ N (where Ei,−1 := 0 and E−1,j := 0)
(43) [x, yi] = −E0,i−1, [y, x
i] = Ei−1,0,
(44) [x,Eij ] = Ei+1,j − Ei,j−1, [y, Eij ] = Ei−1,j − Ei,j+1.
For an algebra A and an element a ∈ A, let ad(a) := [a, ·] : b 7→ [a, b] = ab− ba
be the inner derivation of the algebra A determined by the element a. The
kernel ker ad(a) of the inner derivation ad(a) is a subalgebra of A.
Lemma 6.5.
1.
⋂n
i=1 ker ad(xi) = K[x1, . . . , xn].
2.
⋂n
i=1 ker ad(yi) = K[y1, . . . , yn].
Proof. 1. We use induction on n. Let n = 1 and a ∈ ker ad(x1). By (11),
a = a1 + a0 for unique elements a0 ∈ F and a1 =
∑
i≥1 λ−iy
i
1 + p, p ∈ K[x1].
Using the expressions for the commutators [x1, y
i
1] and [x1, Eij ] given by (43)
and (44), we deduce that a1 = p and a0 = 0, and so a ∈ K[x1]. This proves the
equality in the case n = 1. Let n > 1 and we assume that the result holds for
all n′ < n. By induction,
⋂n−1
i=1 kerSn−1 ad(xi) = Pn−1. Since Sn = Sn−1 ⊗ S1,
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we have
⋂n−1
i=1 kerSn ad(xi) = Pn−1 ⊗ S1(n), and finally
⋂n
i=1 ker ad(xi) = Pn
since kerS1(n) ad(xn) = K[xn].
2. Applying the involution η to statement 1 we obtain statement 2. 
Corollary 6.6.
{ϕ ∈ EndK(Pn) | [x1, ϕ] ∈ Fn, . . . , [xn, ϕ] ∈ Fn} =
{
S1, if n = 1,
Pn + Fn, if n > 1.
Proof. For n = 1, the result follows from Theorem 6.2. Let n > 1. Let L
and R denote the LHS and the RHS of the equality. Then Sn ⊇ L ⊇ R, by
Theorem 6.2. Let a ∈ L, it remains to show that a ∈ R. For each i = 1, . . . , n,
let Sn−1,i :=
⊗
j 6=i S1(j) and Fn−1,i :=
⊗
j 6=i F (j).
Note that Sn = S1 ⊗ Sn−1,1 and [x1, S1] ⊆ F (see (10) for n = 1). The
inclusion [x1, a] ∈ Fn implies that a ∈ K[x1] ⊗ Sn−1,1 + S1 ⊗ Fn−1,1. The
conditions [xj , a] ∈ Fn for j = 2, . . . , n, imply that a ∈ K[x1] ⊗ Sn−1,1 + Fn
(see (44)). Then a ∈ K[xi]⊗Sn−1,i+Fn for all i (by symmetry of the indices),
and
a ∈
n⋂
i=1
(K[xi]⊗ Sn−1,i + Fn) = Pn + Fn.

Corollary 6.7 (A Membership Criterion for Fn).
{ϕ ∈ EndK(Pn) | [xi, ϕ] ∈ Fn, [yi, ϕ] ∈ Fn, i = 1, . . . , n}
=
{
S1, if n = 1,
K + Fn, if n > 1.
Proof. This follows from Corollary 6.6 and (43). 
Remarks. 1. The set in Corollary 6.7 is, in fact, an algebra which is not obvious
from the outset. This fact can be deduced from Theorems 6.2 and 6.3: let L
be the LHS of the equality in Corollary 6.7. Since Fn ⊆ pi for all i, L ⊆ Sn,
by Theorem 6.2. Then L is a subalgebra of Sn by applying Theorem 6.3 in the
case A = B = Sn and I = Fn.
2. Corollaries 6.4 and 6.7 also show that in order to have the inclusion
A ⊆ A′ in Theorem 6.3.(1), the condition [A,A] ⊆ I cannot be dropped: for
n > 1, let L be as above. By Theorem 6.2, L ⊆ Sn, and so L = {b ∈ Sn |
[b, xi] ∈ Fn, [b, yi] ∈ Fn, i = 1, . . . , n}, I = Fn is an ideal of A = B = Sn. Since
[Sn, Sn] 6⊆ Fn and L = K + Fn 6⊇ A, we see that in Theorem 6.3 the condition
[A,A] ⊆ I cannot be dropped and still have the inclusion A ⊆ A′.
7. The groups M∗n and G
′
n
In this section, the subgroups M∗n and G
′
n of the groups S
∗
n and Gn re-
spectively are introduced. It is proved that the group M∗n has trivial center
(Corollary 7.6) and is a skew direct product of 2n − 1 copies of the group
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GL∞(K) (Theorem 7.2). An analog of the polynomial Jacobian homomor-
phism, the so-called global determinant, is introduced for the group M∗n. In
Section 8, the global determinant is extended to the group G′n.
For each nonempty subset I of the set of indices {1, . . . , n}, define the K-
algebra without 1,
F (I) :=
⊗
i∈I
F (i) =
⊕
α,β∈NI
KEαβ(I) ⊆ Sn, Eαβ(I) :=
∏
i∈I
Eαiβi(i),
where α = (αi)i∈I and β = (βi)i∈I . The algebra F (I) is isomorphic non-
canonically to the matrix algebra (without 1) M∞(K) =
⋃
d≥1Md(K) when
we fix a bijection b : Nm → N. Then the matrix unit Eαβ(I) becomes the
usual matrix unit Eb(α)b(β) of the matrix algebra M∞(K). The function b de-
termines the finite dimensional monomial vector space filtration Vb := {Vb,i :=∑
b(α)≤iKx
α}i∈N on Pn. The algebra (without 1) F (I) is an ideal of the
following algebra with 1,
FI := K + F (I) ⊆ Sn.
The algebra FI contains the multiplicative monoid MI := 1 + F (I) ≃ 1 +
M∞(K). We define the (global) determinant on MI as in (25):
(45) det = det
I,b
:MI → K, u 7→ det(u).
We will see that the determinant detI,b does not depend on the bijection b. The
(global) determinant has usual properties of the determinant. In particular,
for all elements u, v ∈MI ,
det(uv) = det(u) · det(v).
The group of units M∗I of the monoid MI is
(46) M∗I = {u ∈ MI | det(u) 6= 0} ≃ GL∞(K).
It contains the normal subgroup SM∗I = {u ∈ MI | det(u) = 1} ≃ SL∞(K)
which is the kernel of the group epimorphism det : M∗I → K
∗. The inversion
formula for u−1 is, basically, the Cramer’s formula for the inverse of a matrix
of finite size. The group of units F∗I of the algebra FI is
F∗I = K
∗M∗I ≃ K
∗ ×M∗I ≃ K
∗ ×GL∞(K).
Corollary 7.1. Let I be a nonempty subset of {1, . . . , n}. Then M∗I = {u ∈
MI | det(u) 6= 0} ≃ GL∞(K) and Z(M∗I) = {1}.
Proof. This follows from Theorem 4.6. 
Definition. Let Fn :=
⊗n
i=1 F{i} = K
⊕(⊕
∅ 6=I⊆{1,...,n} F (I)
)
⊆ Sn (this is
a subalgebra of Sn) and Mn := 1+
∑
∅ 6=I⊆{1,...,n} F (I), this is a multiplicative
submonoid of the algebra Fn.
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The group of units F∗n of the algebra Fn is
F∗n = K
∗M∗n ≃ K
∗ ×M∗n,
where M∗n is the group of units of the monoid Mn. The algebra Fn contains all
the algebras FI , the monoid Mn contains all the monoids MI , and the group
M∗n contains all the groups M
∗
I .
LetX1, . . . , Xm be nonempty subsets of a groupG andX1 · · ·Xn := {x1 · · ·xn |
xi ∈ Xi} be their ordered product. We sometime write set
∏n
i=1Xi for this
product in order to distinguish it from the direct product of groups. In general,
X1 · · ·Xn is not a subgroup of G. If each element of the product X1 · · ·Xn has
a unique presentation x1 · · ·xn, where xi ∈ Xi, then we say that the product
is exact and write X = exact
∏n
i=1Xi.
Theorem 7.2. M∗n ≃ GL∞(K)⋉ · · ·⋉GL∞(K)︸ ︷︷ ︸
2n−1 times
.
Proof. The theorem follows from the fact that there is a chain of normal sub-
groups of the group M∗n:
(47) M∗n =M
∗
n,1 ⊃M
∗
n,2 ⊃ · · · ⊃M
∗
n,i ⊃ · · · ⊃M
∗
n,n ⊃M
∗
n,n+1 = {1}
such that, for each number s = 1, . . . , n,
(48)
Mn,s = set
∏
|I|=s
M∗I ·M
∗
n,s+1 and M
∗
n,s/M
∗
n,s+1 ≃
∏
|I|=s
M∗I ≃ GL∞(K)
(ns),
where the first product is the product of subsets in the groupM∗n,s in arbitrary
order, and the second product is the direct product of groups (in particular,
the product of sets set
∏
|I|=sM
∗
I has trivial intersection with the groupM
∗
n,s+1,
i.e. {1}). The groups M∗n,s are constructed below, see (49). 
In their construction the following two lemmas are used repeatedly.
Lemma 7.3. Let R be a ring and I1, . . . , In be ideals of the ring R such that
IiIj = 0 for all i 6= j. Let a = 1+a1+ · · ·+an ∈ R, where a1 ∈ I1, . . . , an ∈ In.
The element a is a unit of the ring R if and only if all the elements 1 + ai are
units; and, in this case, a−1 = (1 + ai)
−1(1 + a2)
−1 · · · (1 + an)−1.
Proof. Note that the elements 1 + ai commute, and a =
∏n
i=1(1 + ai). Now,
the statement is obvious. 
Let R be a ring, R∗ be its group of units, I be an ideal of R such that I 6= R,
and let (1 + I)∗ be the group of units of the multiplicative monoid 1 + I.
Lemma 7.4. Let R and I be as above. Then
1. R∗ ∩ (1 + I) = (1 + I)∗.
2. (1 + I)∗ is a normal subgroup of R∗.
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Proof. 1. The inclusion R∗∩ (1+I) ⊇ (1+I)∗ is obvious. To prove the reverse
inclusion, let 1+a ∈ R∗∩(1+I), where a ∈ I, and let (1+a)−1 = 1+b for some
b ∈ R. The equality 1 = (1 + a)(1 + b) can be written as b = −a(1 + b) ∈ I,
i.e. 1 + a ∈ (1 + I)∗. This proves the reverse inclusion.
2. For all a ∈ R∗, a(1+I)a−1 = a(R∗∩(1+I))a−1 = aR∗a−1∩a(1+I)a−1 =
R∗ ∩ (1 + I) = (1 + I)∗. Therefore, (1 + I)∗ is a normal subgroup of R∗. 
The set F :=
⊕
∅ 6=I⊆{1,...,n} F (I) is an ideal of the algebra Fn = K + F .
There is the strictly descending chain of ideals of the algebra Fn,
F ⊃ F2 ⊃ · · · ⊃ Fs ⊃ · · · ⊃ Fn = Fn,
where Fs :=
⊕
|I|≥s F (I). The subalgebra K + F
s of Fn contains the multi-
plicative monoid Mn,s := 1 + Fs. For each number s = 1, . . . , n, let
(49) M∗n,s := (1 + F
s)∗
be the group of units of the monoid Mn,s, and so we have the chain of normal
subgroups (47) of the group M∗n.
For each number s = 1, . . . , n, consider the factor algebra (K+Fs)/Fs+1 =
K
⊕⊕
|I|=s JI , where
JI := (F (I) + F
s+1)/Fs+1 ≃ F (I)/F (I) ∩ Fs+1 ≃ F (I)/0 ≃ F (I)
are ideals of the factor algebra such that JIJI′ = 0 if I 6= I ′. By Lemma 7.3,
the group of units of the factor algebra (K + Fs)/Fs+1 is
K∗ ·
∏
|I|=s
(1 + JI)
∗ ≃ K∗ ×
∏
|I|=s
(1 + JI)
∗.
Then the group M∗n,s+1 is the kernel of the group homomorphism
(50) M∗n,s →
∏
|I|=s
(1 + JI)
∗, 1 + f 7→ 1 + f + Fs+1.
Note that M∗I ⊆ M
∗
n,s (where |I| = s), and the composition of the group
homomorphisms
M∗I →M
∗
n,s →
∏
|I′|=s
(1 + JI′)
∗ → (1 + JI′)
∗
is an isomorphism if I ′ = I and is the trivial homomorphism if I ′ 6= I (i.e.
M∗I → 1). Therefore, the image of the homomorphism (50) is isomorphic to
the direct product of groups
∏
|I|=sM
∗
I ≃ GL∞(K)
(ns), and (48) follows. This
completes the proof of Theorem 7.2.
For each number s = 1, . . . , n, let M∗n,[s] :=
set
∏
|I|=sM
∗
I be the product of
the sets M∗I , |I| = s, in the group M
∗
n in an arbitrary but fixed order. By (48),
there is a natural bijection between the sets
(51) M∗n,[s] →
∏
|I|=s
M∗I , u 7→
∏
|I|=s
ui,
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where the RHS is the direct product of groups. So, each element v of the set
M∗n,[s] is a unique product
∏
|I|=s vI (in the fixed order) of elements vI of the
groups M∗I .
Corollary 7.5. M∗n = M
∗
n,[1]M
∗
n,[2] · · ·M
∗
n,[n] and there is a natural bijection
(determined by (51)),
M∗n →
n
exact
∏
s=1
∏
|Is|=s
M∗Is , u 7→
n∏
s=1
∏
|Is|=s
uIs ,
where uIs ∈ M
∗
Is
. So, each element u of M∗n is a unique product u =
∏n
s=1∏
|Is|=s
uIs , where uIs ∈M
∗
Is
.
Proof. The result follows from (48) and (50). 
For a group G, let Z(G) denote its center. The next corollary shows that
the group M∗n has trivial center.
Corollary 7.6. Z(M∗n) = {1}.
Proof. This follows from (47), (48) and the fact that Z(GL∞(K)) = {1}. 
The next theorem gives a characterization of the subgroup Mn := {ωu |
u ∈M∗n} ≃M
∗
n, ωu ↔ u, of Gn. Clearly, Mn ⊆ Inn(Sn).
Theorem 7.7. The subgroup Mn := {ωu | u ∈ M∗n} of Gn is equal to {σ ∈
Gn | σ(xi) − xi, σ(yi) − yi ∈ Fn, i = 1, . . . , n}. Moreover, for each element
σ ∈Mn,
σ =
∏
|I1|=1
ωu(I1) ·
∏
|I2|=2
ωu(I2) · · ·
∏
|Is|=s
ωu(Is) · · ·
∏
|In|=n
ωu(In)
for unique elements u(Is) ∈M∗Is where the orders in the products are arbitrary
but fixed.
Proof. The inclusion {ωu | u ∈ M∗n} ⊆Wn := {σ ∈ Gn | σ(xi)−xi, σ(yi)−yi ∈
Fn, i = 1, . . . , n} is obvious since
ωu(xi)− xi = [u, xi]u
−1 ∈ Fn, ωu(yi)− yi = [u, yi]u−1 ∈ Fn, i = 1, . . . , n.
To prove the reverse inclusion it suffices to show existence of the product for
each element σ ∈ Wn.
Uniqueness follows from Corollaries 7.5 and 7.6 since the RHS is equal to
ωu, where
u =
∏
|I1|=1
u(I1) ·
∏
|I2|=2
u(I2) · · ·
∏
|Is|=s
u(Is) · · ·
∏
|In|=n
u(In).
It follows from the explicit action of the group Sn⋉Tn on the elements xi and
yi (i = 1, . . . , n) and the equalities Gn = Sn ⋉ Tn ⋉ Inn(Sn) and Inn(Sn) =
stGn(H1), that Wn = {σ ∈ Inn(Sn) | σ(xi)−xi, σ(yi)−yi ∈ Fn, i = 1, . . . , n}.
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Since Inn(Sn) = stGn(H1) and σ ∈ Wn, we have the inclusions (see Corol-
lary 5.5.(2))
(52) σ(xi) ∈ xi + F (i) + F (i)F , σ(yi) ∈ yi + F (i) + F (i)F , i = 1, . . . , n.
It remains to prove existence of the elements u(Is). We use induction on n.
The case n = 1 is obvious (Theorem 4.1). Let n > 1 and we assume that the
statement holds for all n′ < n. Let us find the elements u(I1), |I1| = 1, i.e.
the elements u(i), i = 1, . . . , n. Since σ ∈ Inn(Sn) = stGn(H1), σ(
∑
j 6=i pj) =∑
j 6=i pj for each number i = 1, . . . , n. Therefore, the automorphism σ induces
an automorphism, say σi, of the factor algebra
Sn/
∑
j 6=i
pj ≃ Ln,i ⊗ S1(i),
where Ln,i :=
⊗
j 6=i L1(j), such that σi(xj) = xj for all j 6= i, and σi(S1(i) ⊆
S1(i), by (52). Then
σi(S1(i)) = S1(i).
By induction, there exists an element u(i) ∈ (1 + F (i))∗ such that the inner
automorphism ωu(i) of the algebra Sn induces on the factor algebra Sn/
∑
j 6=i pj
the automorphism σi. Let ω[1] :=
∏n
i=1 ωu(i), where the order is fixed as in the
theorem, and let σ[2] := ω
−1
[1] σ. Then
σ[2](xi)− xi, σ[2](yi)− yi ∈
⊕
i∈I,|I|≥2
F (I), i = 1, . . . , n.
Suppose that s > 1 and we have already found the elements u(I), |I| < s, that
satisfy the following conditions: for all t = 2, . . . , s,
(53) σ[t](xi)− xi, σ[t](yi)− yi ∈
⊕
i∈I,|I|≥t
F (I), i = 1, . . . , n,
where σ[t] := ω
−1
[t−1] · · ·ω
−1
[1] σ and ω[r] :=
∏
|Ir|=r
ωu(Ir). To finish the proof of
the theorem by induction on s we have to find the elements u(Is), |Is| = s,
such that the automorphism σ[s+1] := ω
−1
[s] σ[s] satisfy (53) for t = s+1, where
ω[s] :=
∏
|I|=s ωu(I), the order as in the theorem.
Case (i): s < n. For each subset I of {1, . . . , n}, let CI denote its comple-
ment. Let |I| = s and pCI :=
∏
j∈CI pj . Then σ[s](pCI) = pCI . Therefore, the
automorphism σ[s] induces an automorphism σ[s],I of the factor algebra
Sn/pCI ≃ LCI ⊗ SI ,
where LCI :=
⊗
j∈CI L1(j) and SI :=
⊗
j∈I S1(j), such that σ[s],I(xj) = xj
for all j ∈ CI, and σ[s],I(SI) ⊆ SI , by (53). Therefore,
σ[s],I(SI) = SI .
Moreover,
σ[s],I(xi)− xi, σ[s],I(yi)− yi ∈ F (I) =
⊗
j∈I
F (j) ⊆ SI , i = 1, . . . , n.
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Since |I| = s < n, by induction on n, there is an element u(I) ∈ M∗I such that
the inner automorphism ωu(I) of the algebra Sn induces the automorphism
σ[s],I . The automorphism σ[s+1] = ω
−1
[s] σ[s] satisfies the condition (53) for
t = s+ 1, where ω[s] =
∏
|I|=s ωu(I), the order as in the theorem.
Case (ii): s = n. In this case, we cannot use the induction on n as we did
in the previous case. Instead, we are going to use the Membership Criterion
(Corollary 6.7) in the case n > 1. For s = n, the condition (53) states that
pi := σ[n](xi)− xi, qi := σ[n](yi)− yi ∈ Fn, i = 1, . . . , n.
Notice that σ[n](a) = ϕaϕ
−1 (where a ∈ Sn) for some element ϕ ∈ S∗n. Then
ϕxi = (xi + pi)ϕ and ϕyi = (yi + qi)ϕ, and so
[ϕ, xi] = piϕ = ϕϕ
−1piϕ = ϕσ
−1
[n] (pi) ∈ ϕσ
−1
[n] (Fn) = ϕFn ⊆ Fn
since σ−1[n] (Fn) = Fn (as Fn is the least nonzero ideal of the algebra Sn) and
ϕFn ⊆ Fn. Similarly,
[ϕ, yi] = qiϕ = ϕϕ
−1qiϕ = ϕσ
−1
[n] (qi) ∈ ϕσ
−1
[n] (Fn) = ϕFn ⊆ Fn.
By Corollary 6.7, ϕ ∈ (K + Fn)∗ = K∗ × (1 + Fn)∗, and so the element ϕ
can be taken from the group M{1,...,n} = (1 + Fn)∗. Then σ[n] = ωϕ, and the
automorphism σ[n+1] := ω
−1
ϕ σ[n] = e satisfies the condition (53) for t = n+ 1
which states that σ[n+1] = e. The proof of the theorem is complete. 
The group G′
n
and its generators. The monoid Mn is stable under the
action of the subgroup Sn ⋉ Tn of Gn, hence so is its group M∗n of units.
Therefore, G′n := Sn ⋉ T
n ⋉Mn is a subgroup of Gn.
Lemma 7.8. G′n ≃ Sn ⋉ T
n ⋉GL∞(K)⋉ · · ·⋉GL∞(K)︸ ︷︷ ︸
2n−1 times
.
Proof. G′n ≃ Sn⋉T
n⋉ (M∗n/Z(M
∗
n)) ≃ Sn⋉T
n⋉M∗n (Corollary 7.6) and the
statement follows from Theorem 7.2. 
For each element u ∈M∗n, let ωu : a 7→ uau
−1 be the inner automorphism of
Sn determined by the element u. It follows from Lemma 7.8 that the group G′n
admits the following set of generators (in the cases (i) and (ii) only nontrivial
action of automorphisms on the canonical generators is shown):
(i) for each pair i 6= j, where i, j ∈ {1, . . . , n},
sij : xi 7→ xj , yi 7→ yj , xj 7→ xi, yj 7→ yi;
(ii) for each i = 1, . . . , n and λ ∈ K∗,
tλ(i) : xi 7→ λxi, yi 7→ λ
−1yi;
(iii) for each nonempty subset I of {1, . . . , n}, elements k = (ki)i∈I , l =
(li)i∈I ∈ NI such that k 6= l, and a scalar λ ∈ K, the inner automorphism
ωu, where
u = u(I; k, l;λ) := 1 + λ
∏
i∈I
(xkii y
li
i − x
ki+1
i y
li+1
i );
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(iv) for each nonempty subset I of {1, . . . , n} and a scalar λ ∈ K \ {−1}, the
inner automorphism ωv, where
v = v(I, λ) := 1 + λ
∏
i∈I
(1− xiyi).
8. An analog of the Jacobian map - the global determinant
The aim of this section is to introduce an analog of the polynomial Jacobian
homomorphism, the so-called global determinant on G′n and to prove that it
is a group homomorphism from G′n to K
∗ (Corollary 8.7).
The determinant det on the group M∗
n
. By Corollary 7.5, each element
u ∈ M∗n is a unique ordered product (i.e. for fixed orders of the multiples in
each set M∗[n],i)
u =
n∏
s=1
∏
|Is|=s
uIs , uIs ∈M
∗
Is
,
and detIs,b(Is)(uIs) 6= 0.
Definition. The scalar det(u) :=
∏n
s=1
∏
|Is|=s
detIs,b(Is)(uIs) ∈ K
∗ is called
the global determinant of the element u (we will often drop the adjective
“global”).
We are going to prove that the determinant (map):
(54) det : M∗n → K
∗, u 7→ det(u)
is well-defined (i.e. it does not depend on the orders of the multiples in the
product for u, and the functions b(Is)), moreover, it is a group homomorphism
(Theorem 8.6).
The group GLn(K) is the semidirect product Un(K) ⋉ En(K) of its two
subgroups: Un(K) := {λE11 +E−E11 | λ ∈ K∗} ≃ K∗, λE11 +E−E11 ↔ λ,
where E is the n× n identity matrix, and En(K) is the subgroup of GLn(K)
generated by the elementary matrices {E + λEij | λ ∈ K, i 6= j}. The group
En(K) is the commutant [GLn(K),GLn(K)] of the group GLn(K). Apart
from the usual definition, the determinant det : GLn(K)→ K∗ can be defined
as the group epimorphism det : GLn(K) → GLn(K)/[GLn(K),GLn(K)] ≃
Un(K) ≃ K∗. Similarly, the determinant map (54) can be defined in this way
(see Theorem 8.6), and using this second presentation it is easy to prove that
the determinant map (54) is a group homomorphism.
The polynomial algebra Pn is equipped with the cubic filtration C := {Cm :=∑
α∈Cm
Kxα}m∈N, where Cm := {α ∈ Nn | all αi ≤ m}. The filtration C
is an ascending, finite dimensional filtration such that Pn =
⋃
m≥0 Cm and
CmCl ⊆ Cm+l for all m, l ≥ 0. In the case when I = {1, . . . , n}, the next
result shows that the determinant det, defined in (45), does not depend on the
bijection b.
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Theorem 8.1. Let V = {Vi}i∈N be a finite dimensional vector space filtration
on Pn and a ∈M{1,...,n} = 1 + Fn. Then a(Vi) ⊆ Vi and det(a|Vi) = det(a|Vj )
for all i, j ≫ 0. Moreover, this common value of the determinants does not
depend on the filtration V and, therefore, coincides with the determinant in
(45) for I = {1, . . . , n}.
Proof. Let a ∈ 1 + Fn. Then a = 1+
∑
α,β∈Cd
λαβEαβ for some λαβ ∈ K and
d ∈ N. Then a(Ci) ⊆ Ci for all i ≥ d. Note that the global determinant in (45),
for I = {1, . . . , n}, is equal to the usual determinant det(a|Ci) for i ≥ d; then
im(a− 1) ⊆ Cd ⊆ Ve for some e ∈ N. Since a = 1+ (a− 1), we have a(Vi) ⊆ Vi
and det(a|Vi) = det(a|Ve) for all i ≥ e. Note that this is true for an arbitrary
filtration V , where e = e(V). Consider the following finite dimensional vector
space filtration V ′ := {V ′i := Cd, i = 0. . . . , e− 1;V
′
j := Vj , j ≥ e}. Then
det(a) = det(a|Cd) = det(a|V ′e−1) = det(a|V ′j ) = det(a|Vj ), j ≥ e.
This completes the proof of the theorem. 
Corollary 8.2. For each nonempty subset I of the set {1, . . . , n}, the deter-
minant defined in (45) does not depend on the function b.
Proof. This is simply Theorem 8.1 where the polynomial algebra Pn is replaced
by the polynomial algebra PI := K[xi1 , . . . , xis ], where I = {i1, . . . , is}. 
Corollary 8.2 shows that the global determinant det, defined in (54), does
not depend on the choices of the functions b(Is).
Each element u ∈Mn is a unique finite sum
u = 1 +
∑
I
∑
α,β∈NI
λαβ(I)Eαβ(I), λαβ ∈ K,
where I runs through all the nonempty subsets of the set {1, . . . , n}.
Definition. The size s(u) of the element u is the maximal value of all the
coordinates of the vectors α and β in the sum above for the element u with
λαβ(I) 6= 0.
For all elements u, v ∈ Mn, s(uv) ≤ max{s(u), s(v)}.
Lemma 8.3. Let u ∈ M∗n and u =
∏n
s=1
∏
|Is|=s
uIs be its unique ordered
product, where uIs ∈ M
∗
Is
. Then the size s(u) of the element u is the maximum
of the sizes s(uIs) of the elements uIs .
Proof. Let u[s] :=
∏
|Is|=s
uIs . Then u = u[1] · · ·u[n]. The statement is obvious
if u = u[i] for some i (multiply out the elements in the product). Moreover,
by the Cramer’s formula for the inverse of a matrix, s(u−1Is ) = s(uIs) for all
Is (indeed, it is obvious that s(u
−1
Is
) ≤ s(uIs) but then s(uIs) = s((u
−1
Is
)−1) ≤
s(u−1Is ), and the claim follows). This implies that s(u
−1
[i] ) = s(u[i]) since u
−1
[i] =∏
|Ii|=i
u−1Ii (in the reverse order to the original order) and u
−1
Ii
∈ MIi . Clearly,
s(u[i]u[i+1] · · ·u[n]) ≥ s(u[i]) for all i.
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We use a downward induction on i starting with i = n to prove that if
u = u[i] · · ·u[n] then the statement of the lemma holds. The statement is
obvious for i = n, i.e. when u = u[n] = u{1,...,n}. Suppose that i < n,
u = u[i] · · ·u[n] and the statement is true for all i
′ > i. Suppose that the state-
ment is not true for the element u, we seek a contradiction. Then, s(u[i]) ≤
s(u) < s(u[i+1] · · ·u[n]), by induction. On the other hand, s(u[i+1] · · ·u[n]) =
s(u−1[i] u) ≤ max{s(u
−1
[i] ), s(u)} = max{s(u[i]), s(u)} < s(u[i+1] · · ·u[n]), a con-
tradiction. 
Corollary 8.4. Let u ∈ M∗n. Then s(u
−1) = s(u).
Proof. Let u =
∏n
s=1
∏
|Is|=s
uIs , where uIs ∈ M
∗
Is
. Then s(u−1Is ) ≤ s(uIs),
hence s(u−1) = s(
∏n
s=1
∏
|Is|=s
u−1Is ) [ in the reverse order] ≤ max{s(u
−1
Is
) |
Is} ≤ max{s(uIs) | Is} = s(u), by Lemma 8.3. Now, s(u
−1) ≤ s(u) =
s((u−1)−1) ≤ s(u), and so s(u−1) = s(u). 
Lemma 8.5. Let u ∈ MI , where I is a nonempty subset of {1, . . . , n}. Then
u(Ci) ⊆ Ci and u(Ci(I)) ⊆ Ci(I) for all i ≥ s(u) (where Ci(I) is defined in the
proof).
Proof. For I = {1, . . . , n}, this is simply Theorem 8.1 (see the proof of The-
orem 8.1, where if V = C the elements d and e can be set to be equal to
s(u)). The case when I 6= {1, . . . , n} follows from the previous one when we
observe that Pn = PI ⊗ PCI , where PI := K[xi1 , . . . , xis ], I = {i1, . . . , is},
and CI is the complement of I. Then Ci = Ci(I) ⊗ Ci(CI), where {Ci(I)}i∈N
and {Ci(CI)}i∈N are the cubic filtrations for the polynomial algebras PI and
PCI respectively. Note that u|Ci = u|Ci(I)⊗Ci(CI) = u|Ci(I) ⊗ idCi(CI) for all
i ≥ s(u). 
The group GL∞(K) is the semidirect product U(K) ⋉ E∞(K) of its two
subgroups: U(K) := {λE00 + 1 − E00 | λ ∈ K∗} ≃ K∗, λE00 + 1 − E00 ↔ λ,
and E∞(K) is the subgroup of GL∞(K) generated by the elementary matrices
{1 + λEij | λ ∈ K, i 6= j}. The group E∞(K) coincides with the commutant
[GL∞(K),GL∞(K)] of the group GL∞(K).
For each nonempty subset I of {1, . . . , n}, the groupM∗I is isomorphic to the
group GL∞(K). Therefore, M∗I = UI(K)⋉EI(K) is the semidirect product of
its subgroups: UI(K) := {λE00(I)+1−E00(I) | λ ∈ K
∗} ≃ K∗, λE00(I)+1−
E00(I)↔ λ, and EI(K) is the subgroup ofM∗I(K) generated by the elementary
matrices {1+λEαβ(I) | λ ∈ K,α, β ∈ NI , α 6= β}. The group EI(K) coincides
with the commutant [M∗I ,M
∗
I ] of the group M
∗
I .
For u ∈ UI(K) and u′ ∈ UI′(K), uu′ = u′u as follows from
(λE00(I) + 1− E00(I)) ∗ x
α =
{
λxα, if ∀i ∈ I : αi = 0,
xα, otherwise.
So, the elements u and u′ are diagonal matrices in the monomial basis for Pn.
By Corollary 7.5, the subgroup Un of M∗n generated by the groups UI(K) is
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equal to their direct product, Un =
∏
I 6=∅ UI(K) ≃ K
∗(2n−1). Consider the
group epimorphism
(55) µ : Un → K∗,
∏
I 6=∅
(λIE00(I) + 1− E00(I)) 7→
∏
I 6=∅
λI .
For each number s = 1, . . . , n, let Un,[s] :=
∏
|I|=s UI(K) and Un,s := Un,[s] ×
Un,[s+1]× · · ·×Un,[n]. By Corollary 7.5, for each s = 1, . . . , n, the set En,[s] :=∏
|I|=sEI(K) is an exact product of groups in arbitrary but fixed order, and
En,s := En,[s]En,[s+1] · · ·En,[n] is the exact product of sets. We will see that
the set En,s is a group.
Theorem 8.6.
1. M∗n = Un ⋉ [M
∗
n,M
∗
n] and [M
∗
n,M
∗
n] = En,1.
2. M∗n,s = Un,s ⋉ [M
∗
n,s,M
∗
n,s] and [M
∗
n,s,M
∗
n,s] = En,s for all s = 1, . . . , n.
3. The determinant map det (see (54)) is the composition of the group homo-
morphisms (see (55)):
det :M∗n →M
∗
n/[M
∗
n,M
∗
n] ≃ Un
µ
→ K∗.
In particular, det(uv) = det(u) det(v) for all u, v ∈M∗n.
Proof. 1. Statement 1 is a part of statement 2 when s = 1.
2. To prove statement 2 we use a downward induction on s starting with
s = n. In this case, both statements follow at once from the fact that M∗n,n =
(1+Fn)
∗ ≃ GL∞(K) = U(K)⋉E∞(K) and E∞(K) = [GL∞(K),GL∞(K)] is
the subgroup of GL∞(K) generated by the elementary matrices. Suppose that
s < n and the statements hold for all s′ = s+1, . . . , n. By the uniqueness of the
product in Corollary 7.5, Un ∩En,s = {1}. It is obvious that En,s ⊆ [M∗n,M
∗
n]
and M∗n ⊇ UnEn,s. Recall that the groups M
∗
n,t are normal subgroups of the
groupM∗n. It follows that the set En,s = En,[s]En,s+1 = En,[s][M
∗
n,s+1,M
∗
n,s+1]
is a subgroup of M∗n,s. Using elementary matrices and the generators for the
group Un,s it is easy to verify that
(56) uEn,[s]u
−1 ⊆ En,s for all u ∈ Un,s and all s.
Note that each element u ∈ Un,s is a diagonal matrix in the monomial basis
for Pn. This implies that En,[s]Un,n+1 ⊆ Un,n+1En,s. Now,
M∗n,s = Un,[s]En,[s]M
∗
n,s+1 = Un,[s]En,[s]Un,s+1En,s+1
⊆ Un,[s]Un,s+1En,s = Un,sEn,s,
and so M∗n,s = Un,sEn,s. Since En,s = En,[s]En,s+1 = En,[s][M
∗
n,s+1,M
∗
n,s+1]
and M∗n,s+1 is a normal subgroup of M
∗
n, we see that uEn,su
−1 ⊆ En,s for all
elements u ∈ Un,s, by (56), i.e. En,s is a normal subgroup of M∗n,s. Hence,
M∗n,s = Un,s⋉En,s. Then [M
∗
n,s,M
∗
n,s] ⊆ En,s since the group Un,s is abelian.
The opposite inclusion is obvious. Therefore, En,s = [M∗n,s,M
∗
n,s]. By induc-
tion, statement 2 holds.
3. By Corollary 7.5, each element u of the group M∗n is the unique prod-
uct
∏n
s=1
∏
|Is|=s
uIs , where each element uIs ∈ M
∗
Is
is a unique product
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uIs(λIs )eIs , where uIs(λIs) := λIsE00(Is) + 1 − E00(Is) and eIs ∈ EIs(K).
Then det(u) =
∏n
s=1
∏
|Is|=s
λIs . By statement 2, the element u is a unique
product
∏n
s=1
∏
|Is|=s
uIs(λIs) ·e, where e ∈ En,1, and statement 3 follows. 
The global determinant det on the group G′
n
. Recall that G′n ≃ Sn ⋉
Tn ⋉ M∗n, it is convenient to identify these two groups via the isomorphism.
Each element σ of G′n is a unique product σ = τtλu, where τ ∈ Sn, tλ ∈ T
n,
and u ∈ M∗n.
Definition. The scalar det(σ) := sgn(τ) ·
∏n
i=1 λi · det(u) ∈ K
∗ is called the
global determinant of the element σ (we often drop the adjective “global”),
where sgn(τ) is the parity of τ .
Our next goal is to prove that the determinant map
det : G′n → K
∗, σ 7→ det(σ),
is a group homomorphism (Corollary 8.7).
The group Sn ⋉ Tn can be seen as a subgroup of the general linear group
GL(V ), where V =
⊕n
i=1Kxi ⊆ Pn (τ(xi) = xτ(i) and tλ(xi) = λixi). The
global determinant det(τtλ) of the element τtλ ∈ Sn ⋉ Tn is simply the usual
determinant of the element τtλ ∈ GL(V ). So, in order to prove Corollary 8.7
it suffices to show that det(τtλu(τtλ)
−1) = det(u) for all u ∈ M∗n and τtλ ∈
Sn⋉Tn. This follows from Theorem 8.6.(1) and the fact that the element τtλ
respects the groups Un and [M∗n,M
∗
n], and, for each element u =
∏
I 6=∅ uI ∈
Un, the conjugation τtλu(τtλ)−1 permutes the components uI ∈ UI(K).
Corollary 8.7. det(ab) = det(a) det(b) for all a, b ∈ G′n.
The global determinant det on the monoids Mn and Sn ⋉ Tn ⋉ Mn.
Lemma 8.5 and Theorem 8.6 give an idea of how to extend the global determi-
nant from the group M∗n to the monoid Mn. Let u ∈ Mn and s(u) be its size.
Then u(Ci) ⊆ Ci for all i ≥ s(u). If the map u ∈ EndK(Pn) is a bijection then,
by Theorem 8.8, u ∈ M∗n. If the map u is not a bijection then det(u|Ci) = 0
for all i ≫ 0. Hence, if u, v ∈ Mn and uv ∈ M∗n then u, v ∈ M
∗
n (this proves
the first statement of Theorem 8.9).
Definition. We can extend the (global) determinant det to the map
det : Mn → K, u 7→
{
det(u), if u ∈ M∗n,
0, otherwise.
This common value det(u) of the determinants is called the global determi-
nant of the element u ∈Mn (we often drop the adjective “global”).
The global determinant is a homomorphism from the monoid Mn to the
multiplicative monoid (K, ·) (Theorem 8.9.(2)), and the group M∗n of units
of the monoid Mn is the set of all the elements of Mn with nonzero global
determinant (Corollary 8.10). These results are based on Theorem 8.8. We
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keep the notation of Section 5. The monoid Mn = 1 + F has the descending
monoid filtration
Mn = 1 + F ⊃ 1 + F2 ⊃ · · · ⊃ 1 + Fn = 1 + Fn.
For each element u ∈ Mn, there is a unique number i such that u ∈ (1 +F i) \
(1+F i+1). The number i is called the degree of the element u, denoted deg(u).
For each nonempty subset I of {1, . . . , n}, let C(I) := {Ci(I)}i∈N be the
cubic filtration for the polynomial algebra PI := K[xj ]j∈I .
Theorem 8.8. M∗n =Mn ∩ AutK(Pn) but S
∗
n $ Sn ∩ AutK(Pn).
Proof. Let u ∈ Mn ∩ AutK(Pn). We have to show that u ∈ M∗n since the
inclusion M∗n ⊆ Mn ∩ AutK(Pn) is obvious. We prove this fact by a down-
ward induction on the degree i = deg(u). If i = n, that is u ∈ (1 + Fn) ∩
AutK(Pn) = (1 + Fn)
∗, the statement is obvious. Suppose that i < n,
and the statement holds for all elements u′ with deg(u′) > i. In particu-
lar, (1+F i+1)∩AutK(Pn) ⊆M∗n. Note that u = 1+
∑
|I|=i aI +
∑
|I|>i aI for
unique elements aI ∈ F (I). Let uI := 1 + aI and u′ :=
∏
|I|=i uI (in arbitrary
order). Note that s(uI) ≤ s(u) for all I such that |I| = i. For each natural
number m > s(u), let Bm(I) := Cm(I) ⊗ (
∏
j∈CI x
m
j · PCI). By the choice of
m,
(57) u|Bm(I) = uI |Bm(I),
and so the linear map uI : Cm(I) → Cm(I) is an injection, hence a bijection
(since dimK(Cm(I)) <∞) for all m > s(u). Now,
uI ∈ (1 + F (I)) ∩ AutK(PI) = (1 + F (I))
∗ =M∗I ⊆M
∗
n.
Then u′ ∈M∗n, and
u(u′)−1 ∈ (1 + F i+1) ∩AutK(Pn) ⊆M∗n,
therefore, u = u(u′)−1 · u′ ∈ M∗n.
S∗n $ Sn ∩AutK(Pn) since the element u :=
∏n
i=1(1− yi) of the algebra Sn
belongs to the set AutK(Pn) \ S∗n. The element u is not a unit of the algebra
Sn since the element u + an is not a unit of the algebra Sn/an. To show the
inclusion u ∈ AutK(Pn) we may assume that n = 1 since Pn =
⊗n
i=1K[xi].
The kernel of the linear map u is equal to zero since (1 − y) ∗ p = 0 for an
element p ∈ K[x] implies that p = y ∗p = y2 ∗p = · · · = ys ∗p = 0 for all s≫ 0
(y is a locally nilpotent map). The map u is surjective since for each element
q ∈ K[x] there exists a natural number, say t, such that yt ∗ q = 0, and so
q = (1− yt) ∗ q = u(1 + y + · · ·+ yt−1) ∗ q. Therefore, u ∈ AutK(Pn). 
Theorem 8.9.
1. If u, v ∈Mn and uv ∈ M∗n then u, v ∈ M
∗
n.
2. det(uv) = det(u) det(v) for all elements u, v ∈Mn.
Proof. 2. The second statement follows from the first. 
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Corollary 8.10.
1. M∗n = {u ∈ Mn | det(u) 6= 0}, i.e. an element u ∈ Mn is a unit if and only
if det(u) 6= 0.
2. Let u ∈ Mn. Then the following statements are equivalent.
(a) The element u has left inverse in Sn (vu = 1 for some v ∈ Sn).
(b) The element u has right inverse in Sn (uv = 1 for some v ∈ Sn).
(c) The element u is invertible in Sn.
(d) det(u) 6= 0.
Proof. 1. Trivial.
2. Statement 2 follows from statement 1 (using the facts that vu = 1 implies
det(u) det(u) = 1, and uv = 1 implies det(u) det(v) = 1). 
We can extend the global determinant to the monoid Sn ⋉Tn ⋉Mn by the
rule:
det : Sn ⋉ Tn ⋉Mn → K, τtλu 7→ det(τtλ) det(u),
where τ ∈ Sn, tλ ∈ Tn, and u ∈ Mn. It follows from Corollary 8.11 that this
is a well-defined monoid homomorphism.
We define the size s(a) of an element a = τtλu ∈ Sn ⋉ Tn ⋉ Mn as s(u).
Then s(ab) ≤ max{s(a), s(b)} for all a, b ∈ Sn ⋉ Tn ⋉Mn and s(a−1) = s(a)
for all a ∈ Sn ⋉ Tn ⋉M∗n, by Lemma 8.4.
Corollary 8.11.
1. Let a ∈ Sn ⋉ Tn ⋉Mn. Then u(Ci) ⊆ Ci for all i, j > s(a).
2. det(ab) = det(a) det(b) for all elements a, b ∈ Sn ⋉ Tn ⋉Mn.
Corollary 8.12.
1. The group of units of the monoid Sn ⋉ Tn ⋉Mn is Sn ⋉ Tn ⋉M∗n ≃ G
′
n.
2. Sn ⋉ Tn ⋉M∗n = {a ∈ Sn ⋉ T
n ⋉Mn | det(a) 6= 0}.
3. Sn ⋉ Tn ⋉M∗n = (Sn ⋉ T
n ⋉Mn) ∩AutK(Pn).
4. Let a ∈ Sn ⋉ Tn ⋉Mn. Then the following statements are equivalent.
(a) The element u has left inverse.
(b) The element u has right inverse.
(c) The element u is invertible.
(d) det(u) 6= 0.
9. Stabilizers in AutK−alg(Sn) of the prime or idempotent ideals of
the algebra Sn
In this section, for each nonzero idempotent ideal a of the algebra Sn its sta-
bilizer StGn(a) := {σ ∈ Gn | σ(a) = a} is found (Theorem 9.3). If, in addition,
the ideal a is generic this result can be refined even further (Corollary 9.4)
where the wreath product of groups appears. The stabilizers of all the prime
ideals of the algebra Sn are found (Corollary 9.2.(2) and Corollary 9.9). In
particular, when n > 1 the stabilizer of each height 1 prime of Sn is a maximal
subgroup of Gn of index n (Corollary 9.2.(1)). It is proved that the ideal an is
the only nonzero, prime, Gn-invariant ideal of the algebra Sn (Theorem 9.7).
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Idempotent ideals of the algebra Sn. An ideal a of a ring R is called an
idempotent ideal (resp. a proper ideal) if a2 = a (resp. a 6= 0, R). For an ideal
a, Min(a) is the set of all the minimal primes over a. Two ideals a and b are
called incomparable if neither a ⊆ b nor b ⊆ a. The idempotent ideals of the
algebra Sn are studied in detail in [4]. Below (Theorem 9.1), we collect results
on the idempotent ideals of Sn that are used in the proofs of this section. For
the proof of Theorem 9.1 and for more information on the idempotent ideals
of Sn the interested reader is referred to [4].
Theorem 9.1 ([4, Thm. 7.2, Cor. 4.9, Thm. 4.13]).
1. Let a be a proper, idempotent ideal of the algebra Sn. Then Min(a) is a finite
nonempty set each element of which is an idempotent, prime ideal of Sn.
The ideal a is a unique product and a unique intersection of incomparable,
idempotent, prime ideals of Sn. Moreover,
a =
∏
p∈Min(a)
p =
⋂
p∈Min(a)
p.
2. Each nonzero, idempotent, prime ideal p of the algebra Sn is equal to pI :=∑
i∈I pi for some nonempty subset of {1, . . . , n} and vice versa; and this
presentation is unique.
3. The height of the prime ideal pI is |I|.
Corollary 9.2.
1. StGn(pi) ≃ Sn−1 ⋉ T
n ⋉ Inn(Sn), for i = 1, . . . , n. Moreover, if n > 1 then
the groups StGn(pi) are maximal subgroups of Gn (if n = 1 then StG1(p1) =
G1, by Theorem 9.7).
2. Let p be a nonzero, idempotent, prime ideal of the algebra Sn and h = ht(p)
be its height. Then StGn(p) ≃ (Sh × Sn−h)⋉ T
n ⋉ Inn(Sn).
3. StGn(H1) = T
n ⋉ Inn(Sn).
Proof. 1. Note that Tn ⋉ Inn(Sn) ⊆ StGn(pi) and StGn(pi) ∩ Sn = {τ ∈ Sn |
τ(pi) = pi} ≃ Sn−1. Then
StGn(pi) = StGn(pi) ∩Gn = StGn(pi) ∩ (Sn ⋉ T
n ⋉ Inn(Sn))
= (StGn(pi) ∩ Sn)⋉ T
n ⋉ Inn(Sn) ≃ Sn−1 ⋉ Tn ⋉ Inn(Sn).
When n > 1, the group StGn(pi) is a maximal subgroup of Gn since
Sn−1 ≃ StGn(pi)/(T
n ⋉ Inn(Sn)) ⊆ Gn/(Tn ⋉ Inn(Sn)) ≃ Sn
and Sn−1 = {σ ∈ Sn | σ(i) = i} is a maximal subgroup of Sn.
2. By Theorem 9.1.(2), p = pi1 + · · · + pih for some distinct indices
i1, . . . , ih ∈ {1, . . . , n}. Let I = {i1, . . . , ih} and CI be its complement. Since
Tn ⋉ Inn(Sn) ⊆ StGn(p) and
StGn(p) ∩ Sn = {σ ∈ Sn | σ(I) = I, σ(CI) = CI} ≃ Sh × Sn−h,
the result follows using the same arguments as in the previous case.
3. Statement 3 follows from statement 1. 
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Let Subn be the set of all subsets of {1, . . . , n}. Subn is a partially ordered
set with respect to “⊆”. Let SSubn be the set of all subsets of Subn. An
element {X1, . . . , Xs} of SSubn is called incomparable if for all i 6= j such that
1 ≤ i, j ≤ s neither Xi ⊆ Xj nor Xi ⊇ Xj . An empty set and one element set
are called incomparable by definition. Let Incn be the subset of SSubn of all
incomparable elements of SSubn. The symmetric group Sn acts in the obvious
way on the set SSubn (σ · {X1, . . . , Xs} = {σ(X1), . . . , σ(Xs)}).
Theorem 9.3. Let a be a proper idempotent ideal of the algebra Sn. Then
StGn(a) = StSn(Min(a))⋉ T
n ⋉ Inn(Sn),
where StSn(Min(a)) = {σ ∈ Sn | σ(q) ∈Min(a) for all q ∈Min(a)}. Moreover,
if Min(a) = {q1, . . . , qs} and, for each number t = 1, . . . , s, qt =
∑
i∈It
pi for
some subset It of {1, . . . , n}. Then the group StSn(Min(a)) is the stabilizer in
the group Sn of the element {I1, . . . , Is} of SSubn.
Remark. Note that the group
StSn(Min(a)) = StSn({I1, . . . , Is})
(and also the group StGn(a)) can be effectively computed in finitely many
steps.
Proof. By Theorem 9.1.(1,2), and Corollary 9.2, Tn⋉Inn(Sn) ⊆ StGn(a). Note
that StGn(a) ∩ Sn = StSn(Min(a)). Now,
StGn(a) = (StGn(a) ∩ Sn)⋉ T
n ⋉ Inn(Sn) = StSn(Min(a))⋉ T
n ⋉ Inn(Sn).
By Theorem 9.1.(1), StSn(Min(a)) = StSn({I1, . . . , Is}). 
We are going to apply Theorem 9.3 to find the stabilizers of the generic
idempotent ideals (see Corollary 9.4) but first we recall the definition of the
wreath product A≀B of finite groupsA andB. The set Fun(B,A) of all functions
f : B → A is a group: (fg)(b) := f(b)g(b) for all b ∈ B, where g ∈ Fun(B,A).
There is a group homomorphism
B → Aut(Fun(B,A)), b1 7→ (f 7→ b1(f) : b 7→ f(b
−1
1 b)).
Then the semidirect product Fun(B,A)⋊B Is called the wreath product of the
groups A and B denoted A ≀ B, and so the product in A ≀ B is given by the
rule:
f1b1 · f2b2 = f1b1(f2)b1b2, where f1, f2 ∈ Fun(B,A), b1, b2 ∈ B.
By Theorem 9.1.(2), each nonzero, idempotent, prime ideal p of Sn is a unique
sum p =
∑
i∈I pi of height 1 prime ideals. The set Supp(p) := {pi | i ∈ I} is
called the support of p.
Definition. We say that a proper, idempotent ideal a of Sn is generic if
Supp(p) ∩ Supp(q) = ∅ for all p, q ∈ Min(a) such that p 6= q.
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Corollary 9.4. Let a be a generic idempotent ideal of the algebra Sn, the set
Min(a) of minimal primes over a is the disjoint union of nonempty subsets
Minh1(a)
⋃
· · ·
⋃
Minht(a), where 1 ≤ h1 < · · · < ht ≤ n and the set Minhi(a)
contains all the minimal primes over a of height hi. Let ni := |Minhi(a)|.
Then
StGn(a) = (Sm ×
t∏
i=1
(Shi ≀ Sni))⋉ T
n ⋉ Inn(Sn),
where m = n−
∑t
i=1 nihi.
Proof. Suppose that Min(a) = {q1, . . . , qs} and the sets I1, . . . , Is are defined
in Theorem 9.3. Since the ideal a is generic, the sets I1, . . . , Is are disjoint. By
Theorem 9.3, we have to show that
(58) StSn({I1, . . . , Is}) ≃ Sm ×
t∏
i=1
(Shi ≀ Sni).
The ideal a is generic, and so the set {1, . . . , n} is the disjoint union
⋃t
i=0Mi
of its subsets, where Mi :=
⋃
|Ij |=hi
Ij , i = 1, . . . , t, and M0 is the complement
of the set
⋃t
i=1Mi. Let S(Mi) be the symmetric group corresponding to the
set Mi (i.e. the set of all bijections Mi → Mi). Then each element σ ∈
StSn({I1, . . . , Is}) is a unique product σ = σ0σ1 · · ·σt, where σi ∈ S(Mi).
Moreover, σ0 can be an arbitrary element of S(M0) ≃ Sm, and, for i 6= 0, the
element σi permutes the sets {Ij | |Ij | = hi} and simultaneously permutes the
elements inside each of the sets Ij , i.e. σi ∈ Shi ≀Sni . Now, (58) is obvious. 
Corollary 9.5. For each number s = 1, . . . , n, let bs :=
∏
|I|=s(
∑
i∈I pi),
where I runs through all the subsets of the index set {1, . . . , n} that contain
exactly s elements. The ideals bs are the only proper, idempotent, Gn-invariant
ideals of the algebra Sn.
Proof. By Theorem 5.1 and Corollary 9.2.(3), the ideals bs are Gn-invariant,
and they are proper and idempotent. The converse follows at once from the
classification of proper idempotent ideals (Theorem 9.1.(1)). 
The prime ideals of the algebra Sn. In order to prove Theorem 9.7, we
recall a classification of prime ideals for the algebra Sn which is obtained in
[4]. For a subset N = {i1, . . . , is} of the set of indices {1, . . . , n}, let CN be
its complement, |N | = s, SN := S1(i1)⊗ · · · ⊗ S1(is),
(59) aN := F ⊗ S1(i2)⊗ · · · ⊗ S1(is) + · · ·+ S1(i1)⊗ · · · ⊗ S1(is−1)⊗ F,
PN := K[xi1 , . . . , xis ]. Clearly, Sn = SN⊗SCN . Let LN := K[xi1 , x
−1
i1
, . . . , xis ,
x−1is ]. Then SN /aN ≃ LN . Consider the epimorphism
(60) piN : SN → SN /aN ≃ LN , a 7→ a+ aN .
By [4, Prop. 4.3.(2)], there is the injection
spec(LCN )→ spec(Sn), q 7→ SN ⊗ pi−1CN (q).
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The image of this injection is denoted by
spec(Sn,N ) := {SN ⊗ pi−1CN (q) | q ∈ spec(LCN )}.
Note that spec(Sn,∅) = {pi−1{1,...,n}(q) | q ∈ spec(Ln)} ≃ spec(Ln) and spec(Sn,
{1, . . . , n}) = {0} since pi∅ : K → K, λ 7→ λ.
The next theorem shows that all the prime ideals of the algebra Sn can be
obtained in this way.
Theorem 9.6 ([4, Thm. 4.4]).
1. spec(Sn) =
∐
N⊆{1,...,n} spec(Sn,N ), the disjoint union.
2. Each prime ideal p of the algebra Sn can be uniquely written as SN⊗pi−1CN (q)
for some subset N of the set {1, . . . , n} and some prime ideal q of the algebra
LCN .
Theorem 9.7. The ideal an is the only nonzero, prime, Gn-invariant ideal of
the algebra Sn.
Proof. By Lemma 3.4 (or by Corollary 9.2.(2)), the ideal an is Gn-invariant.
Conversely, let p be a nonzero, prime, Gn-invariant ideal of the algebra Sn. By
Theorem 9.6.(2) and the fact that p is also Sn-invariant, the ideal p contains
the sum p1 + · · · + pn = an. Suppose that p 6= an, we seek a contradiction.
In this case, the ideal p/an of the algebra Sn/an = Ln is Tn-invariant, hence
p = Ln, a contradiction. 
The classical Krull dimension of the algebra Sn is 2n ([4, Thm. 4.11]). For
each natural number i = 0, 1, . . . , 2n, let
Hi := {p ∈ Spec(Sn) | ht(p) = i},
StGn(Hi) := {σ ∈ Gn | σ(p) = p for all p ∈ Hi}.
Corollary 9.8. StGn(Hi) =

Gn, if i = 0,
Tn ⋉ Inn(Sn), if i = 1,
Inn(Sn), if i = 2, . . . , 2n.
Proof. The statement is obvious for i = 0 (since H0 = {0}) and for i = 1
(Corollary 9.2.(3)). So, let i ≥ 2. Briefly, the statement follows from the fact
that in the algebra Ln there is no proper Tn-invariant ideals (since any such
an ideal would have contained a monomial in xi, x
−1
i , i = 1, . . . , n; but all of
them are units). Fix a presentation i = m + l, where 1 ≤ l ≤ m ≤ n. For
each subset N of {1, . . . , n} such that |CN| = m and, for each prime ideal q
of LCN of height l,
StGn(SN ⊗ pi
−1
CN (q)) = S(N )⋉ T
|N |(N ) ⋉ StS(CN )⋉T|CN|(CN )(q)⋉ Inn(Sn),
where S(N ) is the symmetric group onN and T|N |(N ) is the torus in the group
of automorphisms of the algebra SN . It is obvious that Inn(Sn) ⊆ StGn(Hi).
For i = 2, . . . , 2n− 1,⋂
N ,q
StGn(SN ⊗ pi
−1
CN (q)) = Inn(Sn),
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and so StGn(Hi) = Inn(Sn). For i = 2n, the statement is obvious. 
Let p be a prime ideal of the algebra Sn. When, in addition, p is an idempo-
tent ideal its stabilizer is found in Corollary 9.2.(2). The next corollary, which
is obtained in the proof of Corollary 9.8, gives the stabilizer of p when the
prime ideal p is not an idempotent ideal.
Corollary 9.9. Let p be a prime ideal of the algebra Sn which is not an
idempotent ideal, i.e. p = SN ⊗ pi−1CN (q) for some subset N of {1, . . . , n}
and a nonzero prime ideal q of the Laurent polynomial algebra LCN . Then
StGn(p) = S(N ) ⋉ T
|N |(N ) ⋉ StS(CN )⋉T|CN|(CN )(q) ⋉ Inn(Sn) (see the proof
of Corollary 9.8 for details).
Theorem 9.10.
1. Let n > 1 and let p be a prime ideal of the algebra Sn. Then the stabilizer
StGn(p) is a maximal subgroup of Gn if and only if the ideal p has height
1, and in this case the index [Gn : StGn(p)] = n.
2. Let n = 1 and p be a prime ideal of the algebra Sn. Then the stabilizer
StGn(p) is not a maximal subgroup of Gn.
Proof. The theorem follows from Corollary 9.2 and Corollary 9.9. 
Corollary 9.11. StGn(Spec(Sn)) = StGn(Max(Sn)) = Inn(Sn).
Proof. By Corollary 9.8,
Inn(Sn) ⊆ StGn(Spec(Sn)) ⊆ StGn(Max(Sn)) ⊆ StGn(H2n) = Inn(Sn),
and so the result. 
The algebra Sn is Zn-graded. The algebra Sn =
⊕
α∈Zn
Sn,α is a Zn-graded
algebra, where Sn,α := S1,α1 ⊗ · · · ⊗ S1,αn , α = (α1, . . . , αn),
S1,i :=

xiS1,0 = S1,0xi, if i ≥ 1,
S1,0, if i = 0,
y|i|S1,0 = S1,0y|i|, if i ≤ −1,
S1,0 := K〈E00, E11, . . .〉 = K ⊕ KE00 ⊕ KE11 ⊕ · · · is a commutative non-
Noetherian algebra (KE00 ⊂ KE00 ⊕ KE11 ⊂ · · · is an ascending chain of
ideals of the algebra S1,0). For each i = 1, . . . , n, and j ∈ N, let
vj(i) :=
{
xji , if j ≥ 0,
y
|j|
i , if j < 0,
and, for α ∈ Zn, let vα :=
∏n
i=1 vαi(i). Then Sn,α = vαSn,0 = Sn,0vα, where
Sn,0 :=
n⊗
i=1
S1,0(i) =
n⊗
i=1
K〈E00(i), E11(i), . . .〉 = K
⊕⊕
I
⊕
α∈N|I|
KEαα(I),
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where I runs through all the nonempty subsets of {1, . . . , n}, and Eαα(I) :=
Eα1α1(i1) · · ·Eαsαs(is) for I = {i1, . . . , is}. Each element a of the algebra Sn,0
is a unique finite sum
(61) a = a0 +
∑
I
∑
α∈N|I|
λα,IEαα(I),
where a0, λα,I ∈ K. The set of elements {vγ , vδ(CI)Eαβ(I)} is a K-basis for
the algebra Sn, where Eαβ := Eα1β1(i1) · · ·Eαsβs(is) and, for the complement
CI = {j1, . . . , jt} of the set I, vδ(CI) := vδ1(j1) · · · vδt(jt). Each nonzero
element u of Sn is a finite linear combination of the basis elements, and each
nonzero summands is called a component of u.
Definition. The volume vol(u) of a nonzero element u of Sn is the number
of nonzero coordinates of the element u with respect to the basis {vγ , vδ(CI)
Eαβ(I)}, or, equivalently, the number of its nonzero components. We set
vol(0) = 0.
Note that vol(σ(u)) = vol(u) for all σ ∈ Sn ⋉ Tn.
Let G be a group and H be its subgroup. Then [G : H ] denotes the index
of H in G.
Corollary 9.12. Let a be a proper ideal of the algebra Sn. Then [Gn :
StGn(a)] <∞ if and only if a
2 = a.
Proof. (⇐) This implication follows from Theorem 9.3.
(⇒) Suppose that [Gn : StGn(a)] < ∞ for a proper ideal a of Sn. Note
that Tn =
∏n
i=1 T
1(i). For each i = 1, . . . , n, let Ti := T1(i) ∩ StGn(a). Then
[T1(i) : Ti] ≤ [Gn : StGn(a)] <∞, and so the group Ti contains infinitely many
elements. Consider the subgroup T ′ := T1 × · · · × Tn of Tn ∩ StGn(a). We
have to show that a2 = a. It suffices to show that the ideal a is generated
(as an ideal) by elements of volume 1. Suppose that this is not the case for
the ideal a, we seek a contradiction. Let v be the minimum of the volumes
of all the nonzero elements of the ideal a such that all their components do
not belong to a. Fix one such an element u ∈ a with vol(u) = v. Since
T ′ ⊆ StGn(a), the element u has to be of the type vβa for some β ∈ Z
n and
a nonzero element a of the algebra Sn,0. The element a is a unique sum as in
(61). To get a contradiction we use an induction on n. Suppose that n = 1,
and so u = vβ(λ+
∑s
ν=1 aνEiν iν ) for some scalars λ and aν ∈ K
∗, ν ≥ 1.
If λ 6= 0 then the ideal of S1 generated by the element u is S1. This implies
that u = vβλ and so vol(u) = 1, a contradiction.
If λ = 0 then uEiν iν = aνvβEiν iν ∈ a for all ν, a contradiction.
Suppose that n > 1. Then, up to action of the symmetric group Sn, we may
assume that
u = vβ
(
λ+
s∑
ν=1
aνEiν iν (n)
)
for some scalar λ ∈ K and nonzero elements aν ∈ Sn−1. If λ 6= 0 and all
aν ∈ K then the ideal of the algebra S1(n) generated by the element vβn(λ +
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ν=1 aνEiν iν (n)) ∈ S1(n) is equal to S1(n). Then all the summands of the
element u belongs to the ideal a, a contradiction.
If λ 6= 0 and not all the elements aν belong to the field K, say a1 6∈ K,
then the volume of the following nonzero element of a, uEi1i1(n) = vβ(λ +
a1)Ei1i1(n), is not 1 and does not exceed vol(u). Therefore, a2 = · · · = as = 0
and vol(uEi1i1) = vol(u). Repeating the same argument several times we
obtain an element of the ideal a,
uEii(k)Ejj(k + 1) · · ·Ei1i1(n) = vβ(λ + b)Eii(k)Ejj(k + 1) · · ·Ei1i1(n),
having volume vol(u) but b ∈ F1(k − 1) (up to action of the group Sn). Since
the ideal of the algebra S1(k−1) generated by its element vβk−1(λ+ b) is equal
to S1(k − 1), we have a contradiction.
If λ = 0 then all the elements uEiν iν (n) = vβaνEiν iν (n) belong to the ideal
a. Therefore, u = vβa1Ei1i1(n) for some nonzero element a1 ∈ Sn−1 of volume
vol(u). Now, repeating the same argument as above or use induction on n, we
come to a contradiction. The proof of the corollary is complete. 
10. Endomorphisms of the algebra Sn
In this section, we classify all the algebra endomorphisms of Sn that sta-
bilize the elements x1, . . . , xn and show that each such endomorphism is a
monomorphism but not an isomorphism provided it is not the identity map
(Corollary 10.1).
Let
st(x1, . . . , xn) :={g ∈ En | g(x1) = x1, . . . , g(xn) = xn},
st(y1, . . . , yn) :={g ∈ En | g(y1) = y1, . . . , g(yn) = yn}.
These monoids are the stabilizers of the sets {x1, . . . , xn} and {y1, . . . , yn} in
En = EndK−alg(Sn). Note that
η̂(st(x1, . . . , xn)) = st(y1, . . . , yn), η̂(st(y1, . . . , yn)) = st(x1, . . . , xn).
By Theorem 3.7,
Gn ∩ (st(x1, . . . , xn) = Gn ∩ st(y1, . . . , yn) = {e},
i.e. if an algebra endomorphism of Sn which is not the identity map stabilizers
either the set {x1, . . . , xn} or {y1, . . . , yn} then necessarily it is not an auto-
morphism of Sn. Our next step is to describe all such endomorphisms and
to show that all of them are monomorphisms. Note that the algebra Sn has
plenty of ideals (see [4]) and contains the ring of infinite dimensional matrices,
so there is no problem in producing an algebra endomorphism which is not a
monomorphism, e.g. Sn → Sn/(an +
∑n
i=1 Sn(xi − 1)Sn) ≃ K → Sn.
In the proof of Corollary 10.1, the following identities are used. For i =
1, . . . , n and p ∈ K[x1, . . . , xn],
(62) [yi, p] = x
−1
i (p− p|xi=0)E00(i),
(63) [p,E00(i)] = (p− p|xi=0)E00(i).
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In more detail, it suffices to prove the identities in the case when p = xmi ,
m ≥ 1. Then [yi, x
m
i ] = x
m−1
i − x
m
i yi = x
m−1
i (1 − xiyi) = x
m−1
i E00(i), and
[xmi , E00(i)] = x
m
i E00(i)− E00(i)x
m
i = x
m
i E00(i).
Corollary 10.1.
1. The monoid st(x1, . . . , xn) is an abelian monoid each nonidentity element
of which is a monomorphism of the algebra Sn but not an automorphism.
Moreover, it contains precisely the following endomorphisms of Sn:
σp : yi 7→ yi + piE00(i), i = 1, . . . , n,
where the n-tuple p = (p1, . . . , pn) ∈ K[x1, . . . , xn]n satisfies the following
conditions: for each pair of indices i 6= j,
(64) −x−1j (pi − pi,j) + x
−1
i (pj − pj,i) + pipj,i − pjpi,j = 0,
where pi,j := pi|xj=0.
2. The monoid st(y1, . . . , yn) is an abelian monoid each nonidentity element
of which is a monomorphism of the algebra Sn but not an automorphism.
Moreover, it contains precisely the following endomorphisms of Sn:
τp : yi 7→ yi + E00(i)qi, i = 1, . . . , n,
where the n-tuple q = (q1, . . . , qn) ∈ K[y1, . . . , yn]n satisfies the following
conditions: for each pair of indices i 6= j,
(65) −y−1j (qi − qi,j) + y
−1
i (qj − qj,i) + qiqj,i − qjqi,j = 0,
where qi,j := qi|yj=0.
Proof. 1. In fact, at the beginning of the proof of Theorem 3.7, we proved
that each element σ ∈ st(x1, . . . , xn) has the form σ = σp for some n-tuple p =
(p1, . . . , pn) ∈ K[x1, . . . , xn]
n (there, in proving this, we did not use the fact the
σ is an automorphism). The endomorphism σp is well-defined if and only if the
elements σp(y1), . . . , σp(yn) commute (since [σp(yi), σp(xj)] = [σp(yi), xj ] = 0
for all i 6= j). Let us show that the elements σp(y1), . . . , σp(yn) commute if
and only if the conditions (64) hold. Moreover, we will prove that for each pair
i 6= j the condition (64) is equivalent to the condition that the elements σp(yi)
and σp(yj) commute. Indeed, using (62) and (63), we have
0 = [σp(yi), σp(yj)] = [yi + piE00(i), yj + pjE00(j)]
= [pi, yj ]E00(i) + [yi, pj]E00(j) + pi[E00(i), pj ]E00(j) + pj[pi, E00(j)]E00(i)
= (−x−1j (pi − pi,j) + x
−1
i (pj − pj,i) + pipj,i − pjpi,j)E00(i)E00(j),
and so (64) holds, and vice versa.
Given σp, σp′ ∈ st(x1, . . . , xn). Then
σpσp′ (yi) = yi + (pi + p
′
i − xipip
′
i)E00(i), i = 1, . . . , n.
Hence, σpσp′ = σp′σp, and so the monoid st(x1, . . . , xn) is abelian.
It remains to show that each endomorphism σp is a monomorphism, i.e.
ker(σp) = 0. Suppose that ker(σp) 6= 0 for some p, we seek a contradiction.
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Then Fn ⊆ ker(σp), since Fn is the least nonzero ideal of the algebra Sn, [4];
but
σp(E00(1)) = 1− x1(y1 + p1E00(1)) = (1 − x1p1)E00(1) 6= 0,
a contradiction.
2. Note that η̂(st(x1, . . . , xn)) = st(y1, . . . , yn) and η̂(σp) = τη(p), where
η(p) := (η(p1), . . . , η(pn)) (since η̂(σp)(xi) = ησpη(xi) = η(yi + piE00(i)) =
xi + E00(i)η(pi)). 
For n = 1, the conditions (64) and (65) are vacuous, and so Corollary 10.1
takes a simpler form.
Corollary 10.2.
1. st(x) = {σp : y 7→ pE00 | p ∈ K[x]}.
2. st(y) = {σp : x 7→ E00q | q ∈ K[y]}.
For each i = 1, . . . , n, let G1(i) := AutK−alg(S1(i)) and E1(i) := EndK−alg
(S1(i)). There is a natural inclusion of groups
∏n
i=1G1(i) ⊂ Gn. Similarly,
there is a natural inclusion of monoids
∏n
i=1 E1(i) ⊂ En which yields the
inclusions of submonoids:
n∏
i=1
st(xi) ⊂ st(x1, . . . , xn) and
n∏
i=1
st(yi) ⊂ st(y1, . . . , yn).
These inclusions are not equalities as the following example shows.
Example. Fix an arbitrary polynomial pi from the ideal (x1 · · ·xn) of the poly-
nomial algebra K[x1, . . . , xn], and put pj := x
−1
j xipi for all j 6= i. Then the
conditions (64) hold, and so σp ∈ En, where p = (p1, . . . , pn). An element
σp′ ∈ st(x1, . . . , xn) belongs to the submonoid
∏n
i=1 st(xi) if and only if p
′
1 ∈
K[x1], . . . , p
′
n ∈ K[xn]. Now, it is obvious that
∏n
i=1 st(xi) 6= st(x1, . . . , xn).
By applying η̂, we see that
∏n
i=1 st(yi) 6= st(y1, . . . , yn).
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