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Rational design of 
enzymatic reaction networks
UITNODIGING
Op woensdag 14 maart 2018
om 10.30 uur precies zal 
ik mijn proefschrift getiteld:
Rational design of 
enzymatic reaction 
networks
in het openbaar verdedigen
in de aula van de 
Radboud Universiteit,
Comeniuslaan 2, Nijmegen.
Met genoegen nodig ik 
u uit om deze 
promotieplechtigheid
en aansluitende receptie 
bij te wonen.
Daarnaast bent u die 
dag vanaf 20.30 uur 
van harte welkom voor 





















































































































































































































































































































































































































leads  to  life  goes  beyond  the  sheer  number  of  chemical  species  involved.  The 
interactions  between  molecules  in  living  organisms  lead  to  vast  chemical  reaction 





indicates  that  all  that  lives  will  eventually  reach  an  equilibrium  (i.e.  they  die)  as 
Shakespeare already eloquently noted. Living cells operate far‐from‐equilibrium and are 
inherently dynamic to stay alive, and all the interactions and reaction rates need to be 
suitably  balanced.  These  features  are  very  different  from  classical  synthetic  organic 
chemistry  where  one  reaction  at  a  time  is  performed  in  a  closed  flask,  reaching 
equilibrium at a rate that typically is of no interest to the chemist. Studying the dynamic 




elegant  equations,[5]  while  others  try  to  make  the  cell  less  complex  by  creating  a 
minimal,  synthetic  genome  in  a  top‐down  approach.[6,7]  Our  group,  amongst  others, 
does  the exact opposite of  the  latter example. We employ a bottom‐up approach  in 
which  we  use  general  frameworks  to  create  CRNs  with  ever  increasing  complexity 







and many believe  this  feat will  complete our understanding of  life,  in which  respect 
Richard Feynman is often quoted (“What I cannot create, I do not understand”).  
  The purpose of this Chapter is to give a sense of how complex the question of 












network  depend  on  the  types  and  number  of  feedback  loops  involved,  called  the 










one  state  can  be  adopted,  in  this  case  either  high  levels  of  molecule  A  (high 
temperature)  or  low  concentrations  of  A  (low  temperature).  Bistable  switches  are 
pivotal  in  all‐or‐none  responses  within  the  living  cell,  for  example  in  cell  cycle 
control[12,13] and apoptosis.[14]   
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  More complex already are oscillations,  in which  the concentration of one or 






















cardiac  arrhythmia,[20]  and  interestingly,  some  cells  prevent  chaos  by  oscillating  at 
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Figure  1.2D).  Now,  after  initially  a  tiny  amount  of  A  is  formed,  enough  B  is 
 
Figure  1.2  |  The  importance  of  kinetics  in  a  chemical  oscillator. A)  The  network  topology.  Compound  A 























  Importantly,  in  living  cells  the  reaction  rates  are  heavily  dependent  on  the 
spatiotemporal  distribution  of  biomolecules,  which  is  tightly  regulated  by  diffusion, 
active transport, supramolecular interactions, and reactions in the CRNs themselves.[28] 
Moreover, the overall high concentration of proteins inside the cell (~ 300 g/L) leads to 
macromolecular  crowding,  which  affects  reaction  rates  and  diffusion  constants  of 
biomacromolecules.[29] In addition, low local concentrations of species lead to stochastic 
effects,  in which  reactions  happen by  chance,  causing  variations  between  otherwise 




incredibly  difficult,  if  not  impossible  task.  Furthermore,  the  design  of  artificial  CRNs 
showing any form of complex behaviour is still a challenge in itself.[8,31] The first hurdle 
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comprising  a  wide  variety  of  complex  behaviours.  Many  of  these  networks  were 
serendipitously  discovered  rather  than  designed,  and  it  is  generally  difficult  to 
understand and control the kinetics in these CRNs.    
1.2.2 CRNs based on inorganic reactions    




and  potassium  dichromate,  that  diffused  through  blotting  paper  (Runge)  or  gels 
(Liesegang).    
  In 1921, William C. Bray discovered damped oscillations  in  iodine concentra‐
tion  in  a  homogeneous,  stirred  reaction  containing  hydrogen  peroxide,  potassium 
iodate,  and  sulphuric  acid.[35]  The  reaction  was  performed  without  in‐  or  efflux  of 





scientists. After Belousov published his work  in an obscure  journal, his  investigations 
were eventually continued by Anatol Zhabotinsky, who gained more recognition for the 
now famous Belousov‐Zhabotinsky (BZ) reaction.[36] The problem of the Second Law was 
solved  around  the  same  time  by  Prigogine  and  colleagues,  who  mathematically 
described how a combination of nonlinear reactions and an open system can lead to a 
(local) increase in order and hence, complex behaviour.[37]    
  Although  there  are  many  recipes  for  the  BZ  reaction,[38]  they  all  result  in 
oscillations of bromide ions and changes in the redox state of the reaction mixture. The 
rich behaviour observed  in the BZ reaction ranges  from bistability and oscillations,[19] 
chaos,[39–41]  synchronization,[42–44]  and  quorum  sensing  (see  Figure  1.3B)[45]  in  CSTRs. 
Moreover,  in RD systems  the BZ  reaction displays wave propagation  (Figure 1.3C),[46] 
spatiotemporal pattern formation,[19] and Turing patterns,[47] the latter even observed 
in three‐dimensional systems (Figure 1.3D).[48]    
  Multiple groups have described  the BZ  reaction mathematically with  sets of 














the  system.  Even  though  some  attempts  to  design  rather  than  discover  inorganic 
reaction  networks  have  been  fruitful,[51–53]  due  to  the  complexity  of  the  reaction 
network  the  individual  rate  constants  cannot  be  measured  in  isolated  reactions, 
precluding detailed studies on the effects of kinetics on the dynamic behaviour. Another 
disadvantage  of  the  BZ  reaction  and  other  inorganic  oscillators  such  as  the 
Briggs‐Rauscher  reaction[54]  is  that  they  operate  under  harsh  conditions  and  are 
therefore difficult to couple to other processes.   
1.2.3 CRNs based on genetic circuits 
From  the  late 1990s onwards  the  field of  synthetic biology  started,  inspired by both 







comprising  a  wide  variety  of  complex  behaviours.  Many  of  these  networks  were 
serendipitously  discovered  rather  than  designed,  and  it  is  generally  difficult  to 
understand and control the kinetics in these CRNs.    
1.2.2 CRNs based on inorganic reactions    




and  potassium  dichromate,  that  diffused  through  blotting  paper  (Runge)  or  gels 
(Liesegang).    
  In 1921, William C. Bray discovered damped oscillations  in  iodine concentra‐
tion  in  a  homogeneous,  stirred  reaction  containing  hydrogen  peroxide,  potassium 
iodate,  and  sulphuric  acid.[35]  The  reaction  was  performed  without  in‐  or  efflux  of 





scientists. After Belousov published his work  in an obscure  journal, his  investigations 
were eventually continued by Anatol Zhabotinsky, who gained more recognition for the 
now famous Belousov‐Zhabotinsky (BZ) reaction.[36] The problem of the Second Law was 
solved  around  the  same  time  by  Prigogine  and  colleagues,  who  mathematically 
described how a combination of nonlinear reactions and an open system can lead to a 
(local) increase in order and hence, complex behaviour.[37]    
  Although  there  are  many  recipes  for  the  BZ  reaction,[38]  they  all  result  in 
oscillations of bromide ions and changes in the redox state of the reaction mixture. The 
rich behaviour observed  in the BZ reaction ranges  from bistability and oscillations,[19] 
chaos,[39–41]  synchronization,[42–44]  and  quorum  sensing  (see  Figure  1.3B)[45]  in  CSTRs. 
Moreover,  in RD systems  the BZ  reaction displays wave propagation  (Figure 1.3C),[46] 
spatiotemporal pattern formation,[19] and Turing patterns,[47] the latter even observed 
in three‐dimensional systems (Figure 1.3D).[48]    
  Multiple groups have described  the BZ  reaction mathematically with  sets of 














the  system.  Even  though  some  attempts  to  design  rather  than  discover  inorganic 
reaction  networks  have  been  fruitful,[51–53]  due  to  the  complexity  of  the  reaction 
network  the  individual  rate  constants  cannot  be  measured  in  isolated  reactions, 
precluding detailed studies on the effects of kinetics on the dynamic behaviour. Another 
disadvantage  of  the  BZ  reaction  and  other  inorganic  oscillators  such  as  the 
Briggs‐Rauscher  reaction[54]  is  that  they  operate  under  harsh  conditions  and  are 
therefore difficult to couple to other processes.   
1.2.3 CRNs based on genetic circuits 
From  the  late 1990s onwards  the  field of  synthetic biology  started,  inspired by both 






oscillator,[56]  both  implemented  in  Escherichia  coli.  These  networks  were  based  on 
transcriptional  regulators  that  activate  or  repress  expression  of  gene  products  using 
resulting  fluctuations  in  the  concentration  of  fluorescent  protein  as  a  readout.  This 
approach enables the rational design of multiple network topologies, as exemplified by 
Hasty and co‐workers, who implemented a positive feedback loop in their oscillator to 
make  the  behaviour  more  robust  (Figure  1.4A).[57]  Furthermore,  subsequent 
achievements  in  in  vivo  systems  included  synchronization  of  oscillations  through 
quorum  sensing,[58,59]  construction  of  Boolean  logic  gates,[60,61]  and  analog 
computation.[62]   
  Recently,  the  most  impressive  work  to  date  was  reported  by  Hasty  and 





circuits  in  mammalian  cells.[64,65]  Moreover,  it  is  difficult  to  control  and  predict  the 
precise  dynamic  behaviour  in  vivo,  hampering  forward  engineering  of  networks  that 
operate within a predefined parameter space.   







  A  different  approach  was  chosen  by  Bar‐Ziv  and  colleagues,  who  grafted 
strands of DNA in a chamber on a single microfluidic chip.[69] The proteins produced from 
the  grafted  DNA  enhanced  or  inhibited  CFPS,  creating  feedback  loops  (Figure  1.4B). 
Thus,  autocatalytic  protein  production  and  oscillations  were  observed.  Coupling  of 
multiple  chambers  with  grafted  DNA  along  a  single  microfluidic  channel  resulted  in 
communication between the chambers through the diffusion of gene products. Their 
system can be controlled by the geometries of the channels and chambers on the chip, 
making  it  a  versatile  tool  to  study  reaction‐diffusion  networks  displaying  e.g.  wave 
propagation.[70]   
  Rondelez  and  co‐workers  have  also  focused  on  in  vitro  reaction‐diffusion 
systems, but they exploit a different toolbox for gene‐based circuits. Their networks are 
based on single‐stranded DNA that acts as a template for a smaller strand that  is the 
trigger  in the system. When the signal DNA binds the template,  the smaller strand  is 
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After  elongation  a  nickase  cleaves  the  elongated  strand  into  two,  but  leaves  the 
template strand intact.  If the strands resulting from nickase cleavage are the same, a 
positive feedback loop is created. In contrast, if elongation results in a strand that cannot 
perform  further  reactions,  a  negative  feedback  loop  is  the  result.  Importantly,  an 
exonuclease is present that continuously consumes the trigger molecules, but does not 
recognize  the  templates.  This  PEN‐(polymerase‐exonuclease‐nickase)‐toolbox  was 
employed to produce a bistable switch[71] and an oscillator[72,73] that produced multiple 
peaks  in  a  closed  system. Moving  towards  reaction‐diffusion  setups,  they  observed 
predator‐prey‐type  waves  in  unstirred  reactors  (Figure  1.4C),[74]  pursuit‐and‐evasion 









of  the  respective  strands,  the  incoming  strand  can  displace  and  release  the  initially 
bound  one.  Early  efforts  using  this  technique  resulted  in  the  construction  of  logic 





  As  shown  above,  genetic  networks  are  versatile,  bio‐compatible  and  can 
display a wide range of complex behaviours. One of the most impressive examples is the 
spontaneous  formation  of  a  hypercycle  (i.e.  a  network  of  networks)  emerging  in  a 
mixture of catalytic RNA strands.[83] Here, researchers found that a cooperative network 
outcompeted a group of selfish autocatalytic cycles, implying that cooperation might be 























regulate  the  activity  of  an  artificial  metalloenzyme.[92]  Because  of  the  inherent 
continuous  changes  in  pH,  these  oscillators  cannot  operate  under  physiological 
conditions  that  require a  constant pH.  In Chapters 2  and 3 of  this  thesis,  a different 
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  In  a  follow‐up  paper,[94]  an  important  new  feature  was  the  introduction  of 
trypsinogen into the system, which is the inactive precursor of trypsin. The latter enzyme 
is able to autocatalytically activate trypsinogen, creating a positive feedback loop. An 
autocatalytic,  propagating  wave  was  observed  when  trypsin  was  introduced  to  a 
polyacrylamide  gel  containing  trypsinogen.  In  a  final  experiment,  the  setup  was 
extended  by  stacking  three  layers  of  gels.  The  top  one was  again  an  agarose  stamp 
loaded  with  trypsin,  the  middle  one  now  contained  both  trypsin  inhibitor  and 
trypsinogen, and  the  fluorogenic  trypsin  substrate was present  in  the bottom gel  for 
detection purposes. Now, only in places where enough trypsin diffused into the middle 














Philp  and  colleagues produced a  travelling wave  in  a  reaction‐diffusion  system using 
















timescale  of  the  wave  propagation,  their  system  is  an  interesting  starting  point  for 
synthetic RD networks.   
  One  example  of  bistability  in  a  non‐enzymatic  network  was  described  by 
Ashkenasy and co‐workers.[99] In their system, a small peptide was formed through thiol‐
thioester exchange reactions, that assembled in a trimer which could act as a template 
for  further  reactions.  Bistability  arose  due  to  disparity  between  the  rates  of 
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soluble  than  the  others,  and  precipitates  quickly,  depleting  the  solution  from  one 




from  the  Whitesides  lab  (Figure  1.6B).[101]  In  their  CRN,  thiols  are  produced 
autocatalytically  through  consecutive  steps  of  thioester  hydrolysis,  thiol‐disulfide 




without  catalysts,  and  has  the  advantage  that  the  kinetics  of  both  the  positive  and 







living  systems  by  including  dynamic  reactions  and  feedback  loops  that  control  the 
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obtain  self‐healing  have  been  described,  and  can  rely  on  dynamic  
covalent  bonds,[107]  supramolecular  interactions,[108]  or  lubricated  surfaces.[109]  Self‐
healing  materials  have  found  many  applications  in  for  example  coatings. 
  Others have ventured into the direction of materials with a certain lifetime,[110] 
analogous  to dynamic  filaments within  the  cytoskeleton. An  important  factor here  is 
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methylated with methyl iodide (the fuel), and the resulting di‐methyl ester formed fibers 
through  supramolecular  interactions  that  led  to hydrogel  formation.  In  contrast,  the 
methyl  esters  are  prone  to  hydrolyze  under  alkaline  conditions,  thus  establishing 
competition between hydrogel formation and destruction. The lifetimes of the gels ere 
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later work,  the  same  reaction was employed  to  control pH‐dependent  reflectance  in 
photonic  gels,  in  which  reaction‐diffusion  fronts  were  investigated  as  well.[117] 
Moreover, the inclusion of esterase offered an additional feedback loop in the system, 
as  its  activity  lowers  the  pH  by  producing  acids  from  esters.[118]  The  competition 
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initially  leads  to gel  formation, but  the  system returns  to a  liquid  state after  some  time  (panel  ii).  Images 
adjusted from reference 112. B) Transient hydrogel formation by enzymatic activity (green and blue circular 
sectors)  from reference 114. C) Programmed hydrogel  lifetimes controlled by the urease reaction. Starting 




  In  contrast,  Taylor and colleagues  started at a  low pH and programmed  the 

















  The  same  group  also  reported  a  self‐walking  gel  that  moved  forward  by 
propagating waves of the BZ reaction (Figure 1.8A).[121] The gel was cast in a mould to 
provide a curved structure of the gel, and essentially, the top of the gel was made more 





are  controlled  by  reaction  networks.  One  impressive  contribution  was  made  by 
Aizenberg and co‐workers, who constructed a homeostatic material  that maintains a 
predefined  temperature  (Figure  1.8B).[122]  Their  design  is  based  on  chemo‐mechano‐







now  upright  pillars  to  make  contact  with  the  upper  liquid  layer.  Consequently,  the 





predefined  temperature.  The  chemo‐mechano‐chemical  feedback  is  achieved  by  the  combination  of  a 
temperature‐responsive  hydrogel  and  a  catalyst  for  an  exothermic  reaction.  The  catalyst  is  applied  to 
microstructures  within  the  hydrogel,  and  the  exothermic  reaction  only  occurs  when  the  hydrogel  is  in  a 
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the heat production and moving  the system back to  its  initial  state. As a  result,  low‐
amplitude  oscillations  around  the  LCST  of  the  hydrogel  emerge,  and  homeostasis  is 
established. The LCST can be tuned to a certain degree, and laminar flow in the liquid 
bilayer  ensures  out‐of‐equilibrium  conditions,  making  this  design  an  outstanding 
example of life‐like materials. 
1.4 Aim of the research and thesis outline 






examples of networks  in which  the  kinetics were  known  in detail,  or  could be  finely 










by  the  synthesis  of multiple  small molecules.  In  addition,  Chapters  4  and  5  present 
another methodology to systematically  integrate an enzymatic reaction network with 
the  crosslinking  chemistry  within  a  hydrogel.  Thus,  we  ventured  into  the  realm  of 
network‐controlled  life‐like materials.  This work  enhances  our  chemical  intuition  for 
designing networks,  and  lays  the basis  for  further  studies on  reaction networks,  and 
ultimately, life. 
  Chapter 2  describes  the  construction of  a  trypsin‐based bistable  switch  in  a 
continuously  stirred  tank  reactor.  The  switch  arises  from  the  competition  between 
autocatalytic  production  of  trypsin  and  its  deactivation  by  an  irreversible  trypsin 






Importantly,  the  experimental  behaviour  was  well  described  by  computational 
simulations using rate constants determined in kinetic studies.  
  Chapter  3  is  devoted  to  more  complex  behaviour  than  presented  in  its 
preceding  Chapter.  Here,  oscillations  in  trypsin  concentration  are  achieved  by 
implementing  a  positive  and  a  negative  feedback  loop  in  one  network.  The  delay  in 
trypsin  deactivation  is  achieved  by  decoupling  the  negative  feedback  loop  into  two 
separate reaction steps. Again, synthesis of small molecules was combined with kinetic 
studies  and  computational  analyses  to  obtain  the  desired  behaviour.  After 
characterizing  the  properties  of  the  oscillator,  further  investigations  focused  on  the 
influence of the rate of the initial step in the negative feedback loop on the robustness 
of the oscillator.  
  The focus  is shifted to networks governing material properties  in Chapters 4 
and 5. In the first of these Chapters, a hydrogel is developed that undergoes gel‐liquid‐
gel  transitions  upon  exposure  to  trypsin.  The  hydrogel  contains  two  orthogonal 
crosslinks, one of which  is degraded and the other  is  formed by trypsin activity. Rate 
studies were employed to find the right molecules for phase transitions at convenient 
timescales  (hours).  In Chapter 5, an enzymatic  reaction network  is  introduced to  the 
hydrogel  that  governs  the  timing  of  the  phase  transitions.  Depending  on  the  input 
concentration  of  trypsin,  different  gel  responses  were  observed.  A  step‐by‐step 
approach  is  presented  that  enables  the  integration  of  networks  into  responsive 
materials.  
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All‐or‐none  responses  are  crucial  in  cellular  processes  such  as  differentiation,1  cell 
motility,2  apoptosis,3  and  cell  cycle  control.4,5  This  type  of  response  is  typically 




ones  based  on DNA  circuits,9  enzymes,10  inorganic  chemistry,11  and most  recently, 





a  trypsin  inhibitor  (Inh).  Importantly,  trypsinogen  displays  self‐activation  due  to 
residual tryptic activity, which ensures a slow, but continuous production of trypsin.15 
This motif  is  comparable with  the one  that was described  recently,  in which  thiols 
were  constantly  produced  through  thioester  hydrolysis,  amplified  through  native 
chemical  ligation,  and  inhibited  by  maleimides.12  Importantly,  bistability  is  only 
obtained under out‐of‐equilibrium conditions  in these systems, and to that end we 
implement a flow reactor. In  this  Chapter,  we  combine  kinetic  studies  with  batch 
experiments  and  computational modelling  to  predict  the  conditions  necessary  for 
bistability in a flow reactor. Previously, we developed this strategy to design a trypsin 
oscillator  based  on  a  different  network  motif  than  the  one  used  here,  which  is 
described  in  Chapter  3.16  Furthermore,  we  now  synthesize  new,  more  potent  







inhibitors  of  trypsin,  and  probed  the  influence  of  the  inhibition  kinetics  on  the 








compound  is  depleted.  In  a  reactor,  the  autocatalytic  formation  of  trypsin  is 
antagonized by the outflow of reaction products.18 Intuitively, at extremely high flow 
rates, the outflow of the reactor is similar to its inflow, because trypsinogen is washed 
out of  the  reactor before  it can be activated. Conversely, one  imagines  that under 
batch conditions  (no  flow)  the  reaction will proceed until  all  trypsinogen has been 
converted  into  trypsin  and  thermodynamic  equilibrium  is  reached.  Under  all 
circumstances, the addition of inhibitor counteracts the autocatalysis.   
  In a bistable system, a regime exists  in which the starting concentration of 
trypsin  determines  the  final,  stable  state  of  the  system.  At  low  concentrations  of 
trypsin, outflow and inhibition outcompete autocatalysis, but at higher concentrations 
of  trypsin,  the  rate of  autocatalysis  is  increased  tremendously due  to  its nonlinear 
nature, and a high concentration of trypsin is maintained. This feature means that it 
is  important whether you approach  the bistable  regime  from  the  flow‐determined 
state (i.e. low [Tr]) or the autocatalysis‐determined state (i.e. high [Tr]).   
  For these reasons, it is necessary for the inhibitor to strongly oppose trypsin 
formation  (i.e.  relatively  high  rate  of  inhibition),  while  allowing  the  trypsin 
concentration  to  quickly  increase  when  autocatalysis  outcompetes  inhibition  (for 
instance when all inhibitor has reacted). These are the properties we are looking for 
below, when we test two different trypsin inhibitors.  




guanylating  their  respective  amines  using  a  standard  two‐step  procedure  (one 
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a  simple  boc‐deprotection  step  yields  the  desired  compound  4‐(2‐guanidinoethyl)‐
benzenesulfonyl fluoride (GEBSF, 5). Similarly, 4‐(2‐guanidinomethyl)benzenesulfonyl 













of  enzymatic  efficiency)  of  trypsinogen  conversion  by  trypsin  (63  mM‐1  h‐1).16 
Therefore, it is expected that inhibitors 4, 5, and 7 would be more suitable to  
Figure 2.3 | Modification of the trypsin inhibitor AEBSF by guanylation of its amine. Inhibitors 4, 6, and 7 



























Inhibitor kinh for trypsin (mM‐1 h‐1) khyd (h‐1) Reference 
1  53 0.034 Semenov et al. 16 
2  47 N.D.a Wong et al. 19 
3  148 N.D.a Wong et al. 19 
4  910 N.D.a This work 
5  1107 0.044 This work 
6  12 N.D.a This work 
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and 6  were  assumed  to  be  similar  to  the  one  of  inhibitor 5.  The weak,  reversible 
inhibition of trypsin by the hydrolyzed  inhibitor  is not considered  in the models, as 





h‐1).  Trypsinogen  (100  µM)  is  fully  converted  into  trypsin  within  two  hours  in  the 
absence  of  inhibitor,  and  the  S‐shaped  activation  curve  is  characteristic  for 

















high  concentrations  of  1,  because  of  the  higher  inhibition  rate  constant  of  5. 
Consequently, higher final concentrations of trypsin are obtained when 5 is used (top 
panel  in Figure 2.5). Moreover,  in  case of 5  the  steepness of  the activation curves 




are  considered:  1)  autoactivation  of  trypsinogen,  2)  activation  of  trypsinogen  by 
trypsin, 3) inhibition of trypsin by an inhibitor, 4) hydrolysis of the inhibitor. A genetic 
algorithm22  was  employed  to  estimate  the  rate  constant  for  autoactivation  of 
trypsinogen, which resulted in a value of 2.3*10‐3 mM‐1 h‐1. Gratifyingly, the model fits 






a  competition  region,  in which  inhibition and autocatalysis  compete, and  III)  a  low 
[Inh] regime, in which most of the inhibitor has already reacted ([Inh] < 0.1 µM). Two 
batch experiments were simulated, one with 1 (84 µM) and one with 5 (6.95 µM), that 
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panel  in Figure 2.5). Moreover,  in  case of 5  the  steepness of  the activation curves 




are  considered:  1)  autoactivation  of  trypsinogen,  2)  activation  of  trypsinogen  by 
trypsin, 3) inhibition of trypsin by an inhibitor, 4) hydrolysis of the inhibitor. A genetic 
algorithm22  was  employed  to  estimate  the  rate  constant  for  autoactivation  of 
trypsinogen, which resulted in a value of 2.3*10‐3 mM‐1 h‐1. Gratifyingly, the model fits 






a  competition  region,  in which  inhibition and autocatalysis  compete, and  III)  a  low 
[Inh] regime, in which most of the inhibitor has already reacted ([Inh] < 0.1 µM). Two 
batch experiments were simulated, one with 1 (84 µM) and one with 5 (6.95 µM), that 

































Figure 2.8 | Phase diagrams of inhibitors 1, 3, 7 and 5 vs space velocity obtained by simulations in MATLAB.
In case of inhibitor 1, no bistable region was observed.
It is imperative to use a computational model to estimate which inhibitor(s)
and conditions are necessary to obtain bistability under flow conditions. The model
made in MATLAB contains the same reactions as the COPASI model used to describe
the batch experiments, but the former also takes flow into account. Note that flow is
hereafter described by space velocity (SV, with units of h‐1), which is the ratio of the
flow  rate (in µL h‐1)  over  the  reactor  volume  (in  our case  250 µL).  In  the MATLAB
model,  the space velocity  is first  increased from 0 (i.e. batch conditions) to 4 h‐1 in
small  steps. The model  waits  for 250 simulated hours  before changing  the  space 
velocity to obtain a final steady state of the system, and uses the final concentrations
of compounds in the reactor as the initial conditions at the next space velocity while 
keeping the inflow concentrations  of trypsinogen and inhibitor  constant.  After







the  inhibitor  concentration.  B)  A  plot  of  the  maximal  steepness  of  the  trypsin  curve  ((d[Tr]/dt)max  in  
mM‐1 h‐1) vs the delay time. 
duration  of  the  competition  region  is  strongly  dependent  on  the  inhibition  rate 
constant. In case of 5 the competition region is short, as only 2.6 µM of inhibitor is left 
at  the  end of  the delay  region, which  is  quickly  consumed by  the autocatalytically 
formed trypsin. Consequently, at the end of the competition region there is still a high 









  Additional  computational  analyses  showed  that  the  delay  time  is  very 
sensitive  to  initial  [5]  (orange  line  in  Figure 2.7A), while  the  switch‐like behavior – 
expressed as maximal steepness of the [Tr] curve, or (d[Tr]/dt)max – is retained over a 
wide  range of  delay  times  (orange  line  in  Figure 2.7B).  In  contrast,  the delay  time 



















flow  rate  (in  µL  h‐1)  over  the  reactor  volume  (in  our  case  250 µL).  In  the MATLAB 
model,  the space velocity  is first  increased from 0 (i.e. batch conditions) to 4 h‐1  in 
small  steps.  The  model  waits  for  250  simulated  hours  before  changing  the  space 
velocity to obtain a final steady state of the system, and uses the final concentrations 
of compounds in the reactor as the initial conditions at the next space velocity while 








is  considered  bistable  when  a  difference  is  observed  between  the  final  trypsin 
















thermodynamic  equilibrium.  In  contrast,  the  states  of  low  [Tr]  are  called  the  flow 













concentration to stabilize  (the steady‐state concentrations of  trypsin are plotted  in 
Figure 2.9). Additionally, we see that the steady state trypsin concentration is lowered 










but  we  also  foresee  that  our  bistable  system  can  be  implemented  in  enzyme‐
responsive, smart materials.23‐26 Furthermore, we expect that strong, natural trypsin 
inhibitors such as soybean trypsin inhibitor and aprotinin (both are proteins) can also 
be  used  to  create  trypsin‐based  bistable  switches.  These  alternative  inhibitors  are 



















again, and the process is repeated, but now for decreasing space velocity. The system 
is  considered  bistable  when  a  difference  is  observed  between  the  final  trypsin 




bistable regimes for 3, 5 and 7 (Figure 2.8, [Tg]0 = 100 µM) as expected based on the
results  of  the  batch  experiments.  The  size  of  the  bistable regime increased in the
following trend: 5 > 7 > 3. Finally, we tested the model predictions in flow experiments 
using inhibitor 5 in a 250 µL continuously‐stirred tank reactor (CSTR),16 that was fed





In addition, we observed the same behavior at a constant space velocity, but
at changing concentrations of 5 (Figure 2.9B). The states of high [Tr] are named the
thermodynamic branches in Figure 2.9, as they resemble the final high [Tr] reached at
thermodynamic  equilibrium.  In  contrast,  the  states  of  low  [Tr]  are  called  the  flow
branch and inhibitor  branch  in Figure 2.9A and 2.9B, respectively, since here the
antagonists of autocatalysis are dominant. In both flow experiments, we had to wait 
until at least six reactor volumes of fluid had passed through the reactor for the trypsin 
Figure 2.9 | Bistability in flow experiments. A) Bistability in a flow experiment ([Tg]0 = 100 µM, [5]0 = 8 µM)
achieved by changing space velocity once a stable trypsin concentration was reached. B) Bistability in a flow
experiment ([Tg]0 = 100 µM, SV = 1 h‐1) achieved by changing [5] once a stable trypsin concentration was 




concentration to stabilize  (the steady‐state concentrations of  trypsin are plotted  in 
Figure 2.9). Additionally, we see that the steady state trypsin concentration is lowered 
in  the  thermodynamic  branch  as  the  inhibition  strength  is  increased,  either  by  


































were  first  dried  under  vacuum,  and  afterwards  suspended  in  dry  DCM.  Dry N,N’‐





over  Na2SO4,  and  the  solvent  was  evaporated  under  reduced  pressure.  The  crude 







in  dioxane  was  added,  after  which  the  mixture  was  stirred  overnight  at  room 




























Trypsin  (29.4  µM)  was mixed  with  inhibitor  (40  µM)  in  100 mM  Tris‐HCl,  pH  7.7, 
containing  20 mM CaCl2,  and  kept  at  22  °C.  At multiple  time  points,  20  µL  of  the 
reaction mixture was quenched with 180 µL of a 0.1 M KHSO4 solution. 10 µL of the 


















other  work.16  Three  syringes  were  connected  to  the  reactor,  which  typically 
contained: I) trypsinogen (272 µM, 2.40 mg/mL) in 4 mM HCl containing 40 mM CaCl2, 
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by  complex  integrated  networks  of  reactions  that  control  the  functioning  of 
biomolecules  in  space  and  time.  Time‐keeping,  chemical  amplification,  and  signal 
modulation are examples of essential functions in signal transduction, vision, metabolic 
regulation, and cell division  in biological  systems.1,2  These  functions are  ‘encoded’  in 
complex  networks  of  biochemical  reactions  that  operate  far‐from‐equilibrium.3,4 
Chemical  reaction networks  (CRNs) arise out of  the myriad  interactions between  the 
components of the cell, and their characteristics transcend the properties of individual 
molecules and reactions. In recent years it has become possible to design synthetic gene 







CRNs,  these  have  been  harnessed  into  a  rich  variety  of  self‐organizing  systems.13‐16 
  Now, we wish to exploit the full power of chemical synthesis to construct CRNs 
tuned by small molecules approaching the tunability and functionality of living systems. 
Although  impressive progress  in  this direction has been made,17‐22 we  lack  a  general 
methodology based on rational design that integrates the structure of (small) molecules 
with the tuning of the reaction rates for each step in the network. We require a modular 
























that  give  stable oscillations.24,27,28  The design of our CRN  is based on a  time‐delayed 
negative feedback topology, combined with a short positive feedback loop (Fig. 3.1A). 
To  reduce  our  design  to  practice,  we  selected  enzymes  whose  activities  can  be 
modulated by small molecules. Trypsin (Tr) is the key element in our CRN and positive 
feedback  arises  from  the  autocatalytic  conversion  of  the  enzymatically  inactive 
trypsinogen (Tg) into Tr.29 To create the negative feedback loop, an active inhibitor must 
be formed as a result of enzymatic activity of Tr. There are various known inhibitors for 





of  which  the  N‐terminus  was  acetylated  to  yield  a  well‐soluble  molecule  and  an 
endopeptidase  substrate.  Secondly,  aminopeptidase  N  (Ap)  cleaves  an  amino  acid 
residue  from  the  intermediate  inhibitor,  thereby  activating  the  inhibitor,  closing  the 
negative feedback loop.    
  Before we assemble the network, individual, isolated reactions or small parts 
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derivative  (H‐Gln‐Inh)  showed  lowest  background  interaction  with  Tr  and  fastest 
activation by Ap, which gives a good decoupling of the two cleavage steps. After this 






(orange  squares,  Figure  3.2C),  and  [Tr]  remains  low,  indicating  that  the  negative 
feedback loop either initiates too quickly or is too fast.    
  The  flexible design now allows us  to balance  the negative  feedback  loop by 
either  changing  the binding constant between  the pro‐inhibitor  and Tr,  lowering  the 
sensitivity of the feedback loop to [Tr]; or by changing [Ap] or the amino acid conjugated 





























of  the  Ap‐catalysed  step  is  in  a  range  accessible  by  choosing  suitable  [Ap],  but  the 
enzymatic efficiency of Tr acting on 1 is too high (experimental value of kcat/KM > 3300 
mM‐1 h‐1, Section 3.5.2.1) as a single peak only occurs if the enzymatic efficiency of this 
enzymatic  step  is  significantly  reduced  (kcat/KM  <  1500  mM‐1  h‐1,  Figure  3.3). 
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system but never  reaches  it.  Instead,  the  system performs  self‐sustained oscillations 











behavior  is  inherent  to  the  non‐linear  CRN  and  not  caused  by  an  external  periodic 
forcing.12 
   Biological systems show robustness and tunability.31 Here, we test our network 
for  robustness,  i.e.  the  persistence  of  sustained  oscillations  under  external 





  Calibrating  the model  to  the data sets  for sustained oscillations allows us  to 





phase  diagram  shows  the  regime  in  which  sustained  oscillations  can  be  found,  and 
although the simulations predict a slightly larger sustained regime, they strongly agree 
with the experimentally observed overall shape of the phase diagram.   
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(MEG,  4),  and  carboxybenzyl‐protected  glycine  (Z‐Gly,  5).  Since  trypsin  preferably 
hydrolyses peptide bonds at non‐terminal sites, we expect the neutral Z‐Gly residue to 

















decrease  both  upon  increasing  kcat/KM  values.  A  slower  activation  of  the  negative 
feedback  loop  allows  a  longer  build‐up  of  trypsin,  leading  to  higher  amplitudes. 
Consequently, these oscillations die out with longer periods compared to the CRN with 
5, where less trypsin is activated in the first place. However, there appears to be no clear 
linear  relationship  between  kcat/KM  and  the  period  or  the  amplitude  of  the  single 




the CSTR to create out‐of‐equilibrium conditions. We performed  the reaction  in  flow 
conditions that based on the results with pro‐inhibitor 2 should result in so‐called limit 
cycle oscillations.  
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(x  =  3,  4,  or  5),  initial  aminopeptidase  concentrations  [Ap]0,  and  flow  rates  by 
computational simulations. The mathematical model, with the specific rate constants 
for  3‐5,  was  used  to  construct  three‐dimensional  (3D)  phase  plots,  that  predict  the 
experimental conditions under which oscillations are expected to be found (details of 
the  plots  and  analyses  are  found  in  reference  26).  The  resulting  plots  showed  that 
sustained oscillations are predicted for pro‐inhibitors 3‐5, with especially large regimes 
for pro‐inhibitors 3 and 4, and only a very small one for 5. Importantly, the shapes of the 
oscillatory  regimes  and  positions  in  the  3D  space  are  substantially  different.  These 







4  (orange  and  cyan  squares  in  Figure  3.9A  and  3.9B,  respectively)  show  clear 
improvement  in  the  oscillations  when  compared  to  the  corresponding  initial  flow 
experiments  from  Figure  3.8B  (grey  squares).  Under  these  new  conditions,  the  CRN 
containing 3 shows sustained oscillations between ~5‐11 µM, while the one containing 
pro‐inhibitor 4  oscillates between 1‐3 µM. Although  the  resulting oscillations  can be 
categorized  as  similar  behavior,  the  actual  oscillations  are  different,  judged  by  the 

















reaction  network  showing  sustained  oscillations,  but  also  provide  a  new,  modular 
retrosynthetic  approach  to  translate  a  complex  network  topology  into  positive  and 
negative  feedback  loops  with  rates  tailored  by  the  chemical  structures  of  small 
molecules.  This  approach  yields  detailed  criteria  for  the  chemical  structure  and 
corresponding reaction rates of each of the components of the network and can be used 
to program a specific,  functional output. The CRNs obtained are robust and maintain 







Effectively,  our  results  show  that  networks  with  the  same  topology,  and  the  same 
components,  but  slightly  different  molecular  structures,  will  have  different  regimes 
where sustained oscillations will be found. These findings have important implications 
for  the  future design of  complex molecular networks,  as  they  imply  that  the desired 
output of a network under certain conditions can be found by choosing the appropriate 
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chemical shifts for 1H and 13C are given in parts per million (ppm) relative to TMS and 
calibrated using a residual peak of the solvent; : 3.31 for CD3OD and : 4.79 for D2O in 
1H NMR  and :  46.7  for  CD3OD  in  13C NMR. Multiplets  are  reported  as  s  (singlet),  d 










instruments,  both  using  linear  ion  trap  electrospray  ionization  (ESI).  The masses‐to‐
charge ratio is given in Daltons (Da). Element analyses were performed on Carlo Erba 
Instruments  CHNS/O  Elemental  Analyzer  EA1108.  Trypsin  activity  with  fluorogenic 






stirred  solution  of  Boc‐protected  amino  acid  (Boc‐a2‐OH)  (1  mmol)  and  N‐
hydroxysuccinimide (HOSu, 1 mmol) dissolved in 3 mL distilled dimethoxyethane (DME) 
at 0 °C under an argon atmosphere. After allowing the reaction to proceed for one hour 
at  0  °C,  the  mixture  was  stored  overnight  at  4  °C  without  stirring.  Precipitated 
dicyclohexyl urea (DCU) was removed by filtration, and the filtrate was dried in vacuo. 
Recrystallization in 2‐propanol (2 mL) yielded pure Boc‐a2‐OSu. 
Coupling  to  (intermediate)  inhibitor Subsequently, Boc‐a2‐OSu  (0.5 mmol,  1  eq.) was 
dissolved  in  dry  dimethylformamide  (DMF,  1  mL)  and  added  dropwise  to  a  stirred 
solution  of  AEBSF  or  intermediate  inhibitor  (0.55  mmol,  1.1  eq.)  and  N,N‐
diisopropylethylamine (DIPEA, 0.6 mmol, 1.1 eq.) in dry DMF (1 mL) which was cooled 
to 0 °C. The reaction was carried out under an argon atmosphere and proceeded for 2 
hours  while  the  mixture  was  allowed  to  slowly  reach  room  temperature.  DMF  was 
removed  in  vacuo  and  the  residue  was  then  dissolved  in  2  mL  potassium  bisulfate 
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[M]+;  m/z  calculated  for  [M]+:  332.11;  HRMS  (ESI):  m/z  observed  332.1085  for 
C13H19FN3O4S + [M]+; m/z calculated for [M]+: 332.1075. 
3.5.1.2 Synthesis of pro‐inhibitor 1 (Ac‐Lys‐Gln‐AEBSF)   
From  Ac‐Lys(Boc)‐OH  (54  mg,  0.188  mmol), 





























22.25  (s,  CH2  C‐6),  21.07  (s,  CH2  C‐35);  LCQMS‐ESI  (Da):  m/z  observed:  516.1  for 
C22H35N5O6S+ [M]+; m/z calculated 516.23 for [M]+; HRMS (ESI): m/z observed: 516.2298 
for C22H35FN5O6S+ [M]+; m/z calculated 516.2287 for [M]+. Elemental analysis: found C: 











obtained.  Yield  based  on  AEBSF:  89%.  

































































[M]+;  m/z  calculated  for  [M]+:  332.11;  HRMS  (ESI):  m/z  observed  332.1085  for 
C13H19FN3O4S + [M]+; m/z calculated for [M]+: 332.1075. 
3.5.1.2 Synthesis of pro‐inhibitor 1 (Ac‐Lys‐Gln‐AEBSF)   
From  Ac‐Lys(Boc)‐OH  (54  mg,  0.188  mmol), 





























22.25  (s,  CH2  C‐6),  21.07  (s,  CH2  C‐35);  LCQMS‐ESI  (Da):  m/z  observed:  516.1  for 
C22H35N5O6S+ [M]+; m/z calculated 516.23 for [M]+; HRMS (ESI): m/z observed: 516.2298 
for C22H35FN5O6S+ [M]+; m/z calculated 516.2287 for [M]+. Elemental analysis: found C: 











obtained.  Yield  based  on  AEBSF:  89%.  





















































AEBSF,  43  mg  of  white  solid  could  be 
obtained. Yield based on AEBSF: 53%. FT‐
IR  (cm‐1):  3293  (NH),  1658  (CO),  1413 
(SO),  1214  (SO);  1H  NMR  (400  MHz, 
CD3OD) δ 7.98  (d,  3JH‐H = 8.4 Hz, Ar CH‐









(83  mg,  0.10  mmol),  and  AEBSF  (25 
mg, 0.10 mmol), 61.0 mg, (0.08 mmol) 
of white solid could be obtained. Yield 
based  on  AEBSF:  75%.  FT‐IR  (cm‐1): 














The  activation  step  (cleavage  of  pro‐inhibitors  by  Tr)  was  tested  by  mixing  varying 
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(see Figure 3.11).  To determine  the  rate constants associated with  the  cleavage,  the 




10 mM fully  correlates with �������, we  fixed �����  at 100 mM. Values  for k���������	� and 
k����������	�  determined  in  this  experiment  (i.e.  ����������	� � 	�����	 � �����	����h��; 
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  Plots  of  trypsin  concentration  vs.  time  at  different  initial  trypsinogen 
concentrations were fitted at the initial stage of activation by mono‐exponential growth: 






Figure 3.13  | The parameter  [Tg]0kcat/(Km  +  [Tg]0)  vs.  initial  trypsinogen  concentration  fitted  to Michaelis‐
Menten  kinetics.  The  former  was  deduced  from  plots  of  [Tr]  vs.  time  at  different  initial  trypsinogen 
concentrations. In the inserted box, P1 corresponds to kcat,Auto in s‐1and P2 to KM,Auto in mM.  
From the plot  the corresponding  rate constants  for  trypsinogen activation by  trypsin 
were  deduced.  Below,  P1  and  P2  correspond  to  kcat,Auto  (in  s‐1)  and  KM,Auto  (in  mM), 
respectively, and are shown in the inserted box of Figure 3.15: 
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Trypsin inhibition by AEBSF:      ����������� � ����� � �������  
Trypsin inhibition by H‐Gln‐AEBSF:      �������H‐Gln‐AEBSF� � ���� � �������� 
Trypsin inhibition by pro‐inhibitor 2:                   ��������� � ���� � �������� 
Pro‐inhibitors 3‐5: Tr (43 µM) is mixed with pro‐inhibitor (258 µM) in 100 mM Tris‐HCl, 
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When we insert this into the former equation, we obtain: 
ln ����������������	�������������������� � 	�� ������ �	������ � ���� � �       
Now, we have an equation with only one unknown variable (����), and a linear fit of the 



























From  the  Michaelis‐Menten  plot  the  corresponding  rate  constants  for  H‐Gln‐AEBSF 
cleavage by aminopeptidase are deduced  (P1 and P2  refer  to parameters  in  inserted 
boxes of Figure 3.16): 
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by  1H‐NMR at 25  °C, and  the data depicted below were  fitted  to  first order  reaction 
kinetics. 
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not  follow  first  order  reaction  kinetics.  Therefore,  to  estimate  the  rate  constant, we 
fitted only the second part of the curve (t > 20000 s). The corresponding rate constants 
for hydrolysis of the inhibitor species are as follows:  

















































































peaks  for  H‐Gln‐AEBSF  (retention  time  (r.t.)  =  5.90  min)  and  AEBSF  (r.t.=  4.34  min) 




and aminopeptidase  (0.830 U/mL)  in 100 mM Tris buffer, pH 7.7,  containing 20 mM 
CaCl2. Aliquots were taken from the reaction mixture to monitor  trypsin activity by a 











at  a  total  flow  of  55  µL/h),  0.2  for  both  trypsin  and  pro‐inhibitor,  and  0.1  for 
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fluctuations  in  the  environment  relies  on  detection  of  these  changes  by  reaction 
networks,5 that process the  information and  influence the biomaterial as a response. 













  Designing  materials  with  more  versatile  responses  requires  more  complex 

























that would  lead  to  gel‐liquid‐gel  transitions  at  suitable  timescales.  Therefore,  in  the 
design process we measured the kinetics of all reactions involved: cleavage of C1 by Tr, 
cleavage of thioester 3 by Tr, creating thiols that react with crosslinker 4  to form C2. 





because  it  is known from  literature  that  trypsin  rapidly cleaves  the C‐terminal amide 
bond of arginine.28 To synthesize C1 through solid‐phase peptide synthesis (SPPS), we 
first prepared lysine analogue 8 that contains a methacrylamide moiety on its sidechain 
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20  °C.  Various  amounts  of  crosslink  1  (1.68‐3.49  mM  final  concentrations)  were 
dissolved in a D2O buffer (50 mM Tris‐HCl, pH 7.5, 20 mM CaCl2) and a solution of trypsin 
(final  concentration  in  NMR  tube  was  50  nM)  in  the  same  D2O  buffer  was  applied. 
Reaction progress was followed by integrating peaks between 4.30‐4.15 ppm (multiplet 
of  several  overlapping  α‐protons  of  the  amino  acid  residues),  using  one  of  the 
methacrylamide peaks (5.62‐5.50 ppm, no hydrolysis of methacrylamide observed) as 
an  internal  standard.  Solvent  peak  suppression  was  applied,  as  well  as  a Whittaker 
baseline correction and line broadening (1.0 Hz). Figure 4.3B shows a stack of 1H‐NMR 
spectra obtained during one of  the  kinetic  experiments,  and  Figure  4.3C depicts  the 
product formation over time at different C1 starting concentrations. We observed that 


















of  the synthesis are  in the Experimental Section), as  literature suggested that  trypsin 
would  cleave  C‐terminal  lysine  bonds  more  slowly  than  arginine  ones.28  Again,  we 
conducted 1H‐NMR experiments to follow the conversion of lysine thioester 9 into Ac‐
Lys‐OH  and N‐acetylcysteamine.  Various  concentrations of  lysine  thioester  (3‐5 mM) 
were mixed with trypsin (0.2 µM final concentration), and the conversion was followed 
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as  the one  for  cleavage of C1  by  trypsin, possibly because  thioesters might be more 
susceptible  to  cleavage  than amide bonds.  For  gel‐liquid‐gel  transitions  to occur,  gel 
formation should be slower than gel degradation.    
  We  hypothesized  that  the  small,  hydrophobic  amino  acid  leucine  would 
considerably  slow  down  the  thioester  cleavage  rate  as  compared  to  lysine.  For  that 
reason, we synthesized a copolymerizable leucine thioester 3 in three steps (Figure 4.5). 
In  the  first  step, acetyl‐leucine  (Ac‐Leu‐OH, 10)  is  coupled  to N‐Boc‐cysteamine    (11) 
forming  compound 12,  after which boc‐deprotection  yields  a  free amine  (13)  that  is 





Michael  addition,  but  that  would  result  in  a  compound  with  a  different  mass  than 
thioester 3), forming a molecule with the same mass as thioester 3 (Figure 4.6). Although 
differences between thioester 3 and this possible side product should be found by one‐
dimensional  1H‐NMR, we  conducted  additional NMR  experiments  to  ensure  that we 
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to  detect  by  1H‐NMR,  and  the  production  of  thiols  was  therefore monitored with  a  
thiol‐reactive, fluorogenic probe (7‐diethylamino‐3‐(4'‐maleimidylphenyl)‐4‐methylcou‐
marin,  compound  15  in  Figure  4.7,  abbreviated  as  CPM)  that  was  also  dissolved  in 
dimethylsulfoxide as a stock solution. First, the hydrolysis kinetics of CPM and thioester 
3 were  determined,  after which  cleavage  of  thioester 3  by  trypsin was  investigated. 
Computational  modelling  in  COPASI  had  to  be  employed  due  to  several  reactions 
(hydrolysis, catalytic cleavage of thioester, and the reaction of thiol with the probe) that 
occurred  simultaneously  in  these  kinetic  studies.  All  kinetic  studies  described  below 
were performed at 23  °C  and  in  Tris  buffer  (50 mM Tris‐HCl,  pH 7.5,  20 mM CaCl2). 
  First, a calibration curve was made by mixing different amounts of CPM with an 
excess  of  thiol  to  ensure  full  conversion  of  the  probe  (Figure  4.8A).  Fluorescence 



















small  amount  of  thiol  (0.08%  of  thioester  3  concentration)  in  the  stock  solution  of 




  Enzymatic  cleavage  of  thioester  3  by  trypsin  (200  nM,  Figure  4.9A)  was 
measured at different concentrations of thioester 3 (25‐100 µM) in the presence of CPM 
(10  µM).  The  resulting  curves  (Figure  4.9B,  solid  lines)  obtained  by  fluorescence 











in  the presence of 10 µM CPM. Solid  lines denote experimental data. The dashed  lines  correspond to  the 
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The  rate  constant  of  the  reaction  between  the  thiol  and  the  acrylate  was 
determined to be 0.252 mM‐1 h‐1, which is much slower than the enzymatic reactions in 
the network. Increasing the pH to 8.5 yielded a rate constant of 2.73 mM‐1 h‐1 (data not 
shown),  which  is  still  too  slow.  Therefore,  we  chose  poly(ethylene  glycol)‐bis‐
maleimide(MW  =  2000  g/mol,  linker  4  in  Figure  4.1)  as  an  alternative. We  tried  to 
determine  a  rate  constant  for  the  reaction  of  thiol  with  maleimide  by  UV/VIS 
spectroscopy, but the reaction had reached full conversion before the first data point 







Chapter 4 – Enzyme‐controlled gel‐liquid‐gel transitions
background hydrolysis  of maleimides  could also be  faster than  that of poly(ethylene
glycol)‐diacrylate.  For  that  reason, we  followed  the  hydrolysis of  linker  4 by UV/VIS
spectroscopy, because the maleimide moiety absorbs light at a wavelength of 300 nm 
(Figure 4.11A). After making an initial calibration curve with various amounts of linker
(Figure  4.11B), the pseudo‐first order  kinetics  of  the maleimide  (1.5 mM)  hydrolysis
were followed for 10 hours (Figure 4.11C). All experiments were performed in 100 mM
Tris‐HCl, pH 7.5, 20 mM CaCl2, and at 23 °C. The rate constant for maleimide hydrolysis 
was determined at 0.045 h‐1. The half‐life of the maleimide moieties was therefore 15.4 
hours, which is probably on the timescale of the gel‐liquid‐gel transitions. 
To test the ability of our system to undergo a gel‐liquid‐gel transition, a gel was
prepared that contained  C1 and co‐polymerized  thioester  3  (10  wt%,  61.7  mg/mL 
acrylamide, 25.2 mg/mL C1, 13.2 mg/mL thioester 3), and the hydrogel was soaked in a
solution of linker 4. When Tr was applied to the hydrogel ([Tr]0 = 5 µM), the gel turned
into  a liquid after  3.5  hours (Figure 4.12). The  liquid  formed  a gel again,  but with a 
different shape, after another 16.5 hours, which confirms that crosslink degradation and 
formation take place at convenient timescales. Furthermore, it showed that although 
the half‐life of  linker 4 is 15.4 hours, the liquid‐gel  transition still  takes place and the
maleimide hydrolysis does not cause any major problems at this timescale.  
As  a  control experiment, we  repeated  the  experiment  but  now used 
poly(ethylene glycol)‐diacrylate (Mn = 575 g/mol) as a linker instead of linker 4. Again, 
we observed the desired gel‐liquid‐gel transition (data not shown), but gel reformation
now took days due to  the slower reaction of  the thiols with the acrylate moieties as 
compared to the extremely fast reaction with maleimides. Therefore, it was concluded 
Figure 4.11 | Measuring  the  rate  of maleimide  hydrolysis  in  linker 4. A) Absorbance spectra  of  PEG‐bis‐
maleimide (MW = 2000 g/mol, linker 4). B) Calibration curve of absorbance vs. maleimide concentration. The
Beer‐Lambert law seems to be valid at high absorbance levels, but  lower concentrations of maleimide (1.5
mM) were used in the final rate study depicted in C). C) Decrease in absorbance over time when 1.5 mM of
linker 4 was dissolved in buffer (100 mM Tris‐HCl, pH 7.5, 20 mM CaCl2). The black dots are experimental data
points. The y‐axis represents the natural  logarithm of the concentration of  linker 4 at a certain time point 
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  Next, we  investigated the  influence of Tr concentration on the timing of the 
different phase transitions .  Although  the  experiment  shown  in  Figure  4.12  nicely 
displays the gel‐liquid‐gel transition, better‐defined gels in smaller vials as described for 
the abovementioned  test of C1  gel degradation are used  in  the next experiments  to 
improve reproducibility (see Figure 4.13A). Now, gels containing both C1 and thioester 



















concentration  therefore  has  a  major  influence  on  the  kinetics  of  the  gel‐liquid‐gel 
transition kinetics.   























the components within  the gel. We showed  that a mechanically different gel  can be 










  Next, we  investigated the  influence of Tr concentration on the timing of the 
different phase transitions .  Although  the  experiment  shown  in  Figure  4.12  nicely 
displays the gel‐liquid‐gel transition, better‐defined gels in smaller vials as described for 
the abovementioned  test of C1  gel degradation are used  in  the next experiments  to 
improve reproducibility (see Figure 4.13A). Now, gels containing both C1 and thioester 



















concentration  therefore  has  a  major  influence  on  the  kinetics  of  the  gel‐liquid‐gel 
transition kinetics.   























the components within  the gel. We showed  that a mechanically different gel  can be 






6,29,30  to  ultimately  achieve  higher  levels  of  complexity  such  as  morphogenesis.31  
  In Chapter 5, we will  introduce an enzymatic  reaction network of which  the 
components  all  have  their  own  specific  function  into  the  hydrogel  described  here. 
Importantly, the kinetics  in the network are fully characterized, and the programmed 
response  of  the  network  is  predicted  by  an  extended  version  of  the  computational 






of  thioester 3 and  lysine  thioester,  respectively. This work was supported by  funding 













UV/Vis    and  fluorescence  spectrometry:  Kinetic  measurements  with  fluorogenic 











and  JEOL  Accurate  Time  of  Flight  (ToF)  instruments,  both  using  linear  ion  trap 
electrospray ionization (ESI). The masses‐to‐charge ratio is given in Daltons (Da). 
AFM‐CLSM: For the stiffness measurements presented in Figure 1c of the main text, we 



















0.97  (d,  J  = 5.1 Hz, 6H).  13C‐NMR  (125 MHz, CDCl3): δ 200.93, 170.04, 155.77, 79.56, 
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FT‐IR  (cm‐1):  1658  (CO).  LCQ‐MS:  m/z  observed  286.9  [M]+,  309.1  [M+Na]+  for 












mmol,  2.5  eq)  were  added  to  dry  dimethoxyethane  (DME,  5  mL)  under  an  argon 
atmosphere.  DIPEA  (183  µL,  1.04 mmol,  1  eq)  was  added  to  dissolve  the  acid.  The 
reaction mixture was cooled down to 0 oC and N,N’‐dicyclohexylcarbodiimide (DCC, 215 
mg, 1.04 mmol) was added to initiate the coupling reaction. The reaction mixture was 
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HRMS: m/z  observed 459.1907  [M+Na]+  for  C25H28N2O5; m/z  calculated 459.1896  for 
[M+Na]+.  
4.5.2.10 Arginine‐containing crosslink 1 
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buffer was added  to  reach a  final  volume of 400 µL  (the hydrogels  themselves were 
assumed to contain 85 µL of buffer). The gels were left in a fridge overnight to ensure 
homogenization  by  diffusion.  After  the  overnight  wait,  the  soaking  solutions  were 
removed and 10 µL of a trypsin solution was applied to the middle of the gel. This trypsin 
solution is diluted 10x (gel volume is 90 µL), and the [Tr]0 values as mentioned in the 
main  text  take  this  dilution  factor  into  account.  Vials  with  gels  were  left  at  room 








atomic  force microscope  (Bruker Nanoscope) using  the  “point  and  shoot” procedure 
(Nanoscope  software,  Bruker). Measurements  and  analyses were  performed  by Min 
Bao. Details on the procedure are found in reference 33.   
4.6 References 
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3  Materials  science  has  recently  taken  a  keen  interest  in  the  adaptivity  of  living 
systems,4,5 and has created new materials with life‐like properties such as self‐healing,6‐
8  camouflaging,9  and  control  over  surface  characteristics.10,11  Impressive  examples 
include the  incorporation of the oscillating Belousov‐Zhabotinsky reaction  into a self‐
walking gel,12 and the work of Aizenberg and colleagues,13 who used chemo‐mechanico‐
chemical  feedback  loops  to produce  a  homeostatic material. Others  have  pioneered 
control over hydrogel lifetimes with preprogrammed feedback loops using organic 14,15 
or enzymatic 16‐19 reactions.    
  However,  progress  towards  ‘life‐like’  materials  has  been  slow  as  we  lack  a 
general  framework  for  constructing  materials  with  autonomous  behavior  and 
preprogrammed  responses  to  external  stimuli.  Designing  materials  with  complex 
responses requires the incorporation of chemical reaction networks, where the kinetics 
within the system are suitably balanced.20 Here, we present a systematic approach to 
program  the  complex  response  of  hydrogels,  inspired  by  our  previous  work  on 



















  In  this  Chapter,  we  will  introduce  an  enzymatic  reaction  network  into  the 










is  susceptible  to  cleavage  by  Tr, which will  be  used  as  a  trigger.  Tr  also  triggers  the 
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is  susceptible  to  cleavage  by  Tr, which will  be  used  as  a  trigger.  Tr  also  triggers  the 















  In  this  Chapter,  we wish  to  program  the  activity  of  Tr  by  incorporating  the 
enzyme in a reaction network. Figure 5.2 shows how Tr can be formed autocatalytically 














network.  To  this  end,  we  used  the  fluorogenic  thiol  probe  (7‐diethylamino‐3‐(4'‐
maleimidylphenyl)‐4‐methylcoumarin (CPM, Figure 5.3A) again as was shown in Figure 
4.9  and  4.10  for  experiments  with  thioester  3  and  Tr.  Now,  we mixed  Cr  (25  nM), 





















the production of Cr  in  the enzymatic  reaction network would  indeed accelerate the 
formation of C2.   
  An  important  control  experiment  concerned potential  cleavage of  C1  by Cr, 




by  Tr,  while  gel  9  was  completely  intact  (Figure  5.4).  Gratifyingly,  this  experiment 
showed that Cr is unable to cleave C1 in the gel.   
  Next, the rate constants for the conversion of Cg into Cr by Tr were measured. 
Various  concentrations  of  Cg  (25‐125  µM)  were  mixed  with  trypsin  (0.5  µM),  and 
aliquots  of  the  reaction  mixture  were  quenched  at  regular  time  intervals.  The  Cr 
concentration was measured with a chromogenic assay using the Cr‐specific substrate 
Suc‐Ala‐Ala‐Pro‐Phe‐p‐nitronanilide. The concentrations of Cr at different  time points 
are  shown  in  Figure  5.5A.  From  these  data  points,  a  Lineweaver‐Burk  plot  was 
constructed that yielded the desired kinetic parameters (Figure 5.5B). The final values 
obtained from the Lineweaver‐Burk plot were a KM of 382 µM, kcat of 4786 h‐1, and a   
kcat/KM of  12529 mM‐1  h‐1.  Therefore,  the activation of  Cg by  Tr  is  a moderately  fast 
reaction in the network.    
  Finally,  the  reversible  inhibition  of  Cr  by  STI  was  measured  Various 
concentrations of STI (0‐5 µM) were mixed with Cr (100 nM final concentration), and a 




In  this  Chapter,  we wish  to  program the activity  of  Tr by  incorporating  the
enzyme in a reaction network. Figure 5.2 shows how Tr can be formed autocatalytically 
from its own precursor trypsinogen (Tg, kcat/KM  = 63 mM‐1  h‐1)21,  creating  a positive 
feedback loop. This amplification of [Tr] is expected to speed up both the degradation
of C1 and the activation of C2. Tr also converts chymotrypsinogen (Cg)  into  its active 
form chymotrypsin (Cr). Cr is known to prefer substrates with a hydrophobic amino acid
residue,26,27 and is therefore expected to not cleave C1, but to rapidly convert thioester 
3 instead, accelerating the formation of C2. Finally, the enzymatic network is deactivated
by the presence of soybean trypsin inhibitor (STI) protein,28 a strong, reversible inhibitor
of Tr (KD < 1 nM)24 that sets a threshold for the Tr input that will activate the network. It
is known from literature that STI also reversibly inhibits Cr,28 but to a far lesser extent 
than Tr. As the enzymatic reaction network is directly coupled to the crosslink chemistry 




network.  To  this  end,  we  used  the  fluorogenic  thiol  probe  (7‐diethylamino‐3‐(4'‐
maleimidylphenyl)‐4‐methylcoumarin (CPM, Figure 5.3A) again as was shown in Figure
4.9  and  4.10 for  experiments with  thioester  3  and  Tr.  Now,  we mixed  Cr  (25 nM),
thioester  3 (5‐15 µM) and CPM  (10 µM) and followed the increase in fluorescence
intensity over time (solid lines in Figure 5.3B). The data were fitted with a model built in
COPASI (dashed lines in Figure 5.3B), taking into account the hydrolysis of thioester 3
and CPM as determined in Chapter 4. 
Figure 5.3 | Cleavage of thioester 3 (5‐15 µM) by chymotrypsin (Cr, 25 nM) and in the presence of 10 µM CPM. 




























reaction  in  the  network.    
Finally,   the   reversible   inhibition   of   Cr   by   STI   was   measured.  Various  
concentrations of STI (0‐5 µM) were mixed with Cr (100 nM final concentration), and a 



























  Individual reaction Rate constant Reference 
(1) 
 
Tr cleavage of crosslink 1 ݇௖௔௧Ȁܭெ ب ʹͶ͸ͲͲ ݉ܯିଵ ݄ିଵ   Chapter 4 
(2) 
 
Hydrolysis of thioester 3 ݇ ൌ ʹǤͻ͹ ݔ ͳͲିଷ ݄ିଵ   Chapter 4 
(3) 
 
Tr cleavage of thioester 3 ݇௖௔௧Ȁܭெ ൌ ͷ͹ͷ ݉ܯିଵ݄ିଵ   Chapter 4 
(4)  Cr cleavage of thioester 3 ݇௖௔௧Ȁܭெ ൌ ͵ͶͶͲͲ ݉ܯିଵ݄ିଵ   This Chapter 
(5) 
 





݇௖௔௧Ȁܭெ ൌ ͳʹͷʹͻ ݉ܯିଵ݄ିଵ   This Chapter 
(7) 
 
Inhibition of Cr by STI ܭ஽ ൌ ͸͵Ͷ ݊ܯ This Chapter 
(8) 
 
Hydrolysis of linker 4 ݇ ൌ ͲǤͲͶͷ ݄ିଵ   Chapter 4 
(9)  Activation of Tg by Tr ݇௖௔௧Ȁܭெ ൌ ͸͸ ݉ܯିଵ ݄ିଵ Ref. 21 
(10)  Inhibition of Tr by STI ܭ஽ ൌ ͳ ݊ܯ Ref. 24 
   









  In  addition,  when  gels  containing  both  C1  and  thioester  3  were  prepared 
without network components or linker 4 (so no gel reformation could occur), we did not 
see any significant difference from the previous experiments ([Tr]0 = 0.25‐20 µM, green 
triangles,  Figure  5.7).  This  observation  confirms  that  Tr  cleaves  C1 much  faster  than 
thioester 3, and when the two are combined in one hydrogel, Tr will first degrade most 
of  C1  crosslinks  before  significant  activation  of  the  cryptic  crosslink  sites  occurs. 
  In Figure 5.8A, the influence of Tg on the rate of gel reformation is shown. In 
this case, gels containing both C1 and thioester 3 were prepared, and soaked with linker 
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  Finally,  C1‐  and  thioester  3‐containing  gels  were  soaked  in  solutions  with 
varying concentrations of Cg in the presence of Tg (80 µM) and STI (1.9 µM), and in all  
cases  [Tr]0  was  3  µM  (Figure  5.8B).  The  observed  response  of  the  gel  was  highly 
dependent  on  Cg  concentration.  At  0.5  µM  Cg,  gel‐liquid‐gel  transitions  were  still 
observed,  but  at  concentrations  of  1.5  and  2.5  µM Cg  the  hydrogel went  through  a 
gel/liquid phase in which it was difficult to classify the material as either a soft gel or a 




  In  the previous experiments, we have seen  three different gel  responses: 1) 
inhibition of Tr by STI, 2) gel‐gel transitions when the rate of C1 degradation is slower 
than of C2 formation, and 3) gel‐liquid‐gel transitions when C1 degradation is faster than 




























well‐stirred  vial,  without  taking  diffusion  into  account  as  the  gels  are  small  (90  µL 
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values  for  [Cg]0  and  [Tr]0  were  varied.  All  four  simulations  were  validated  by 











of  C2  is  higher  than  the  concentration  of  C1  at  the  end  of  the  simulation;  3)  Input 
inhibited: valid if the concentration of C1 is higher than 15 mM (>64% of C1 intact), and 
higher than the concentration of crosslink 2 at the end of the simulation; 4) Liquid at end 





















blue  regions  into  the  three  possible  gel  responses  observed  experimentally.  This 
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indeed  obtained  different  responses  depending  on  the  Tr  concentration  (squares  in 
Figure 5.11). Our model is in good agreement with the experimental results, although 
the influence of STI is slightly overestimated in the simulations.    
  Furthermore,  simulations  in which no STI  is present  in  the  system were  run  
(Figure 5.12A).  In the phase diagram only two regions are present: gel‐gel transitions 
and gel‐liquid‐gel  transitions.  Interestingly, addition of  STI not only creates  the  input 
inhibited region (seen in Figure 5.11), but also shifts the gel‐gel region to the right as the 
STI concentration  increases. Finally, a phase diagram of [Tg]0  (0‐500 µM) vs [Tr]0 was 
































UV/Vis    and  fluorescence  spectrometry:  Kinetic  measurements  with  fluorogenic 
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UV/Vis    and  fluorescence  spectrometry:  Kinetic  measurements  with  fluorogenic 


















mixture was  added  to  2450 µL  solution of  substrate  (100 µM  final  concentration)  in 
buffer, and reaction progress was followed by monitoring the absorbance at 410 nm. 
Results  were  compared  with  a  calibration  curve  to  obtain  the  concentration  of 





Hydrogels  were  prepared  as  described  in  section  4.5.3  of  this  thesis.  The  soaking 
procedure  is  also  the  same  as  mentioned  in  section  4.5.3,  but  in  this  Chapter, 








after  the  trigger  was  applied,  to  ensure  that  a  shape  change was  visible  as  well.  In 
addition, we used a fluorogenic substrate for trypsin to distinguish a gel‐gel transition 
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The model  uses  all  reactions  and  rate  constants  as mentioned  in  section  S3  of  this 
Supporting Information. Additionally, values for the reversible  inhibition of trypsin by 
soybean  trypsin  inhibitor,  activation  of  trypsinogen  by  trypsin,  and  self‐activation  of 
trypsin  were  determined  in  previous  work  within  our  group.[1,2]  In  the  differential 
equations,  it was taken  into account that  linker 4  is homobifunctional, and therefore 
reacts (either with a thiol or during hydrolysis) at two sites.    
  In the rate studies, the cleavage of crosslink 1 by trypsin was measured at Vmax 
(section S3.1), and therefore,  the KM was not measured. Therefore,  the KM of  trypsin 
towards  crosslink  1  was  estimated  using  the  results  from  degradation  studies  as 
presented in Figure 2b of the main text. The simplest case, a gel with only crosslink 1, 
was used to estimate the KM. In addition, the KD of soybean trypsin inhibitor towards 
trypsin  was  estimated  in  a  similar  way,  now  using  the  results  from  gels  with  only 
crosslink 1 and trypsinogen and soybean trypsin inhibitor present.  
S5.3 Modelling results 
Below,  the  different  phase  diagrams  obtained  by  simulating  the  enzymatic  reaction 
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µM)  vs  trypsin  concentration was  produced  to  check whether  the mere  addition  of 
trypsinogen could lead to three different responses in the system. The heat map of these 
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scale  are  organised  in  reaction  networks,  in  which  the  components  influence  each 




morphogenesis  to  life  itself.  Importantly,  living cells are  inherently dynamic and only 
reach thermodynamic equilibrium when they die.   
  One of  the possible  approaches  towards understanding  life  is  to  investigate 
these reaction networks by building them ourselves in the laboratory. In recent decades, 
impressive progress has been made in the fields of inorganic reaction networks and in 
vivo  genetic  circuits. Nevertheless,  these networks  lack  the opportunity  to  study and 
control the reaction kinetics in detail. Therefore, the aim of the research presented in 
this  thesis  was  to  design  in  vitro  enzymatic  reaction  networks  that  contained  small 
molecules.  Through  organic  synthesis,  libraries  of  small molecules  are  obtained  that 




studies,  computational  modelling,  batch  experiments,  and  flow  experiments  using 
continuously  stirred  tank  reactors.  In  Chapter  2,  a  bistable  switch  was  created  that 
exploited the autocatalytic activation of trypsinogen by its active form trypsin. A set of 
small‐molecule  inhibitors  for  trypsin  were  tested  for  their  ability  to  antagonize 
autocatalysis, one of the prerequisites for bistability.  
  In Chapter 3, the production of the inhibitor is coupled to the activity of trypsin 











activated  by  trypsin.  The  network  was  completed  by  the  addition  of  trypsinogen 
(positive  feedback  on  trypsin  production)  and  a  reversible  inhibitor  with  different 
binding  affinities  for  trypsin  and  chymotrypsin.  Chapter  4  described  the  design  of  a 
hydrogel that underwent a gel‐liquid‐gel transition upon the addition of trypsin. Building 





control  enzymatic  reaction  networks  with  various  behaviours.  The  developed 
methodology can be used in future network designs, as described in the next Section. In 
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under the right conditions, which would  take  the complexity of  the system to a new 






be  orthogonal.  Aminopeptidase  from  Aeromonas  proteolytica  (APAP,  EC:  3.4.11.10) 
cleaves any N‐terminal amino acid apart from glutamic or aspartic acid (Glu and Asp, 
respectively).  The  first  choice  for  the  orthogonal  aminopeptidase  was  a  glutamyl 
aminopeptidase (also aminopeptidase A or ENPEP, EC: 3.4.11.7) that only cleaves after 
N‐terminal  Glu  or  Asp  residues.  However,  the  commercial  batch  of  glutamyl 
aminopeptidase  did  not  show  any  enzymatic  activity.  Therefore,  dipeptidyl 
aminopeptidase I (DPP‐I, but also cathepsin C, EC: 3.4.14.1) was chosen that only cleaves 
off an N‐terminal dipeptide, and does not recognize a single amino acid.    




Figure  6.1  |  A  new  network  design  that  may  lead  to  chaotic  behaviour.  A) Network  topology  with  two 


















  Once  this  initial  hurdle  is  overcome,  a  library  of  pro‐inhibitors  can  be 














can  be  designed  that  only  results  in  fluorescence  after  cleavage  by  trypsin.  On  the 
contrary, cleavage of  the substrate by chymotrypsin results  in a substrate that  is not 
further converted, as trypsin is an endopeptidase and requires a protected N‐terminus 
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Figure  6.1  |  A  new  network  design  that  may  lead  to  chaotic  behaviour.  A) Network  topology  with  two 


















  Once  this  initial  hurdle  is  overcome,  a  library  of  pro‐inhibitors  can  be 














can  be  designed  that  only  results  in  fluorescence  after  cleavage  by  trypsin.  On  the 
contrary, cleavage of  the substrate by chymotrypsin results  in a substrate that  is not 
further converted, as trypsin is an endopeptidase and requires a protected N‐terminus 



























  Competition  between  trypsin  and  chymotrypsin  for  the  Z‐Phe‐Arg‐AMC 
substrate was already tested (Figure 6.2D). In this case, different concentrations of the 
enzymes  are  mixed  with  10  µM  of  the  substrate  in  batch  conditions  and  the  final 
fluorescence values are plotted as a 3D‐surface. As seen in Figure 6.2D, in the presence 











chymotrypsin  (Figure  6.3A).  Interestingly,  we  see  that  inhibitor  6  seems  to  be  
selective towards chymotrypsin, while inhibitor 7 is selective towards trypsin. Therefore, 
we conducted two experiments with both trypsin and chymotrypsin, and either inhibitor 
6 or 7  ([Tr]0 =  [ChTr]0 =  [Inh]0 = 30 µM)  to  test  the selectivity. Selective  inhibition of 
chymotrypsin  is  achieved  in  case  of  inhibitor 6  (Figure  6.3B),  and  to  a  lesser  extent 
inhibitor  7  selectively  inhibits  trypsin  (Figure  6.3C).  Therefore,  inhibitor  6  can  be 
employed  in the adaptive network to tune the delay  in chymotrypsinogen activation. 
   




pattern  formation.  In  our  network,  this  requirement  is  met,  because  trypsin  has  a 
molecular weight of 23.3 kDa and its diffusion constant is much lower than that of the 
small‐molecule inhibitor. Experimentally, the enzymatic network has to be implemented 
inside  a  hydrogel,  for  example made  of  polyacrylamide,  to  ensure  reaction‐diffusion 
processes take place. Furthermore, computational studies will be necessary to predict 
the necessary concentrations and diffusion constants (that can be controlled by varying 
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are  only  degraded  by  trypsin  and  not  rebuilt  (i.e.  only  crosslink 1  from Chapter  4  is 
present).  In  this  case,  an  experimental  setup  can be  envisioned  in which an  agarose 
stamp is loaded with trypsin, and pressed against one side of an enzyme‐responsive gel 
containing the potent soybean trypsin inhibitor (STI, setup shown in Figure 6.4). Close 
to  the  stamp,  trypsin  is  delivered  to  the  enzyme‐responsive  gel,  which  it  starts  to 
degrade,  and  the  gel  starts  to  liquefy  behind  the  trypsin  diffusion  front.  The 
characteristics of the trypsin gradient are determined by the concentrations and local 









of  STI,  and  the diffusion  front  comes  to  a  complete halt.  This  phenomenon  is  called 
wave‐pinning and has been observed in non‐responsive gels as well.6 As a consequence, 
only  a  certain  part  of  the  gel  escapes  degradation  and  stays  intact.  Preliminary 
experiments indicated that these results indeed can be achieved in this system (data not 
shown).  These  experiments  also  showed  that  in  the  absence  of  STI  the  entire  gel  is 
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trypsin  is  able  to  cleave  these  crosslinks,  producing  waste  product  3  and  returning 
compound  1.  Thus,  the  system  returns  to  a  liquid  state,  unless  fresh  amounts  of 
compound 2 are added.       
 
Figure  6.5  | An  enzyme‐controlled,  fuel‐driven  transient  hydrogel.  Initially,  polyacrylamide  polymers with 









  Because  compound  1  can  be  a  high‐molecular‐weight  polymer,  it  can  be 
separated from other reactions by a dialysis membrane. In this way, its properties can 









moment  nowhere  near  understanding  life.  The  cover  of  this  thesis  underlines  this 
statement:  we  know  where  we  are  now,  we  know  that  our  destination  must  be 
somewhere out there, but we have yet to discover a clear path towards our final goal. 
At best, we  can  see a  few  steps ahead,  as described  in  the previous  Sections, but  it 
remains elusive whether we set these steps in the right direction.    




about  mathematics  and  likewise,  mathematicians  need  to  know  the  boundaries  of 
chemical reactions.    
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cells  are  interconnected within  vast  reaction  networks. One  of  the  possible ways  to 
tackle the enigma of life is to design and build artificial reaction networks that can be 
well‐controlled  and  understood.  The  hypothesis  is  that  increasing  the  complexity  of 
these  networks  would  lead  to  a  better  understanding  of  how  chemicals  can  work 
together to achieve complex behaviour, and ultimately, the property of life. 
The research presented in this thesis focused on designing methods to make reaction 
networks  of  various  degrees  of  complexity.  An  important  goal  was  to  increase  our 
intuition for working with and controlling kinetics, which is pivotal when one works with 
networks. The focus of this thesis was enzymatic reaction networks, as many networks 
inside  the  cell  comprise  enzymes.  Furthermore,  the  selectivity  of  enzymes  and  the 
possibility to amend enzyme substrates through organic synthesis made them promising 
subject‐matter. 






antagonized  by  both  the  addition  of  a  potent  trypsin  inhibitor  and  the  continuous 
outflow of reagents when working under out‐of‐equilibrium conditions in a flow reactor. 














be  tuned by  changing  the  concentration of  aminopeptidase,  but  also by  altering  the 




phase  transitions  in  a  hydrogel.  Chapter  4  describes  the  design  of  a  polyacrylamide 
hydrogel that contains two orthogonal crosslinking strategies. The first, initial crosslinks 
are  degraded  by  trypsin,  which  ensures  that  the  hydrogel  turns  liquid.  The  second 
crosslinks  are  formed  after  a  thioester  coupled  to  the  polyacrylamide  backbone  is 
cleaved  by  trypsin  or  chymotrypsin,  leaving  a  thiol  that  reacts  with  a  bifunctional 
crosslinking  agent  to  form  new  crosslinks.  The  speeds  of  hydrogel  degradation  and 
formation  were  modulated  in  a  network  involving  trypsin,  chymotrypsinogen  (the 
inactive precursor of chymotrypsin), trypsinogen, and a strong trypsin inhibitor. Chapter 
5 showed that a variety of hydrogel  responses was achieved depending on the  input 
concentration  of  tryspin.  Again,  the  experimental  results  were  supported  by  kinetic 
studies and a computational model. 
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Ook  eiwitten  zijn  in  wezen  vrij  grote  moleculen  die  voor  allerhande  zaken  kunnen 
worden gebruikt. In totaal zijn er duizenden en duizenden moleculen in de cel, waarvan 
we van de meeste stoffen ook hun functie weten. 
De  grote  vraag  die  chemici  zich  al  heel  lang  stellen  is  hoe  een  verzameling  dode 




daaraan  de  eigenschap  van  het  leven  te  danken  heeft.  De moleculen  in  een  cel  zijn 
namelijk georganiseerd in gigantische reactienetwerken, waarin de activiteit van het ene 
molecuul dat van een ander molecuul kan beïnvloeden. In principe zijn deze netwerken 




De  gangbare  gedachte  in  de  (chemische) wetenschap  is  nu  dat we  deze  ontzettend 
ingewikkelde  reactienetwerken  moeten  begrijpen  om  te  verklaren  hoe  leven  kan 
ontstaan  uit  dode  moleculen.  Er  zijn  verschillende  manieren  om  deze  keiharde 








bereiken. Deze “simpele” reactienetwerken resulteren nog niet  in  leven, maar wel  in 




de  moleculen  belangrijk,  maar  ook  hoe  snel  de  moleculen  reageren  (en  zich 
verplaatsen). Bovendien  is het  noodzakelijk  dat  het  (levende)  systeem niet  naar  een 









bijeengebracht  in  een  kleine  reactor,  waar  constant  startmateriaal  instroomt  en 
reactieproducten  uitstromen.  Op  die  manier  wordt  het  systeem  buiten  evenwicht 
gehouden. Het bijzondere van dit netwerk is dat het een geheugen heeft. Het maakt uit 
of je bij een hoge trypsineconcentratie begint of juist bij een lage, zelfs als alle andere 
factoren  gelijk  blijven.  We  laten  zien  dat  we  het  gebied  waarin  we  dit  geheugen 
waarnemen kunnen vergroten als we een stof toevoegen die trypsine sterker remt. 
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dat  de  snelheid  waarmee  de  moleculen  met  elkaar  reageren  invloed  heeft  op  het 
uiteindelijke gedrag dat we zien in de reactor. Deze snelheden kunnen we aanpassen 
door  de moleculaire  structuur  van  de  gebruikte  stoffen  op  de  gewenste  plaatsen  te 
veranderen.  Een  belangrijk  onderdeel  van  Hoofdstuk  3  is  het  ontwikkelen  van  een 
methode waarmee we zelf reactienetwerken kunnen maken. Deze methode behelst het 
maken van de geschikte moleculen, het meten van hoe snel deze moleculen met elkaar 
reageren  en  het  bouwen  van  computermodellen  die  tot  op  zekere  hoogte  kunnen 
voorspellen  onder  welke  experimentele  condities  we  interessant  gedrag  kunnen 
verwachten. 
In Hoofdstuk 4 en 5 wordt de  focus verlegd naar  reactienetwerken  in materialen.  In 
principe  zijn  onze  organen,  ledematen  en  overige  lichaamsdelen  ook materialen  die 
door reactienetwerken worden bestuurd. Hoofdstuk 4 beschrijft het ontwerp van een 






we  een  reactienetwerk  dat  deze  gel‐vloeistof‐gel‐overgangen  kan  controleren. 
Afhankelijk van hoeveel trypsine wordt toegevoegd aan de gel, is het mogelijk om een 
gel‐vloeistof‐gel‐overgang  te  zien,  of  een  gel‐gel‐overgang  wanneer  de  tweede  gel 
sneller  wordt  gemaakt  dan  de  initiële  gel  wordt  afgebroken.  Als  er  niet  voldoende 
trypsine wordt toegevoegd, is helemaal geen overgang waarneembaar.  
In Hoofdstuk 6 worden eerste resultaten van verder onderzoek getoond, bijvoorbeeld 
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strompel  je stilletjes stervend voort, omdat  je weet dat als  je de derde dag haalt, de 
vierde en  laatste ook gaat  lukken. Eenmaal bij de  finish op de  laatste dag vraag  je  je 
vooral af waarom je hier ook alweer aan begonnen was en overheerst de opluchting dat 









Allereerst  moet  ik  Wilhelm  Huck  bedanken  voor  zijn  begeleiding  gedurende  mijn 
















idea  to  turn  a  caterpillar‐hydrogel  into  a  butterfly‐hydrogel,  which  a  certain  wise 




Sergey  Semenov  and  Albert  Wong  have  also 
been extremely influential in making this thesis. 
Sergey,  you  are  a  true  chemistry  genius  who 
taught me many things. Not only did you show 
me  how  to  work  in  the  lab,  but  we  also 
discussed many other topics. Strangely, it often 
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het  wel.  Je  konijnenstoof  gevolgd  door  een 
karaoke  was  altijd  weer  een  hoogtepuntje 
(tenminste,  als  ik  binnen  word  gelaten).  Je 
adviezen en luisterend oor hebben me door het 
laatste  jaar  geloodst, waarvoor dank.  Ik wens  je  succes bij  je eigen promotie  en het 
kopen van fatsoenlijke pyjama’s. De laatste zin van Hoofdstuk 6 is speciaal voor jou een 
referentie aan mijn verhalen die altijd eindigen zonder clou. Lía, for you of course the 
same words  (you may  see  this  as  an  extra  incentive  to  learn Dutch).  I  enjoyed  your 



















and  I prefer  to  remember nice conversations during drinking nights  rather  than your 
achievements in the lab. It was nice to meet you again in Nijmegen this year, especially 
because you have become even kinder and wiser. 
Hugo  “Hallllllllllokidoki”  Veldhuizen  is  waarschijnlijk  de 
vriendelijkste en meest geduldige student die ik heb gehad. 



















Ruben  Tent,  a.k.a.  Rubendepuben,  Tentmeister, 
Spierbundel  extraordinair,  etc.,  bedankt  voor  onze 
zeer hechte vriendschap de afgelopen jaren. Of  ik  in 
de  spreekwoordelijke put  zat,  of  gewoon een  klere‐
eind  wilde  gaan  lopen,  of  een  aantal  flessen  wijn 
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Mijn  andere  paranimf  en  wetenschappelijke  mama  Marlies  Nijemeisland  wil  ik 
bedanken  voor haar  vrolijke nuchterheid 
en  gezellige  koffiepauzes,  vaak  ook  met 
Loai.  Zoals  vaker  gezegd  heb  jij  mijn 
volledige  transformatie meegemaakt  van 




die  kersttraditie  na  vandaag  ook  kunnen 
voortzetten.  
The Huck group  is a mix of nationalities and people with a wide range of talents and 




and  the  coolest  firefighter),  (de  best wel 
lange) Evan Spruijt, Yujie Ma (it was nice to 
talk  to  you  in  a  different  setting  last 
CHAINS),  Venkat  Chokkalingam,  Sonia 
Mellouli  (c’était  un  honneur  d’être  ton 
paranimf!),  Dayong  Yang,  Kate  Sokolova, 
Maike  Hansen,  David  Foschepoth  (was 
muss  ich  dir  sagen,  Alte?  Du  bist  super 
toll!),  Joost  Groen  (oké  ik  ga  niet  meer 
voorstellen  om  naar  De  Fuik  te  gaan), 







ik  je  paranimf mocht  zijn!),  Agata  Rakszewska  (hope  I  got  your  name  right),  Florian 
Wimmers, Min Bao, Maaruthy Yelleswarapu (you should wear a tuxedo every day), Jing 
Xie, Lifei Zheng, Hui Zhao, Francesca Rivello, Aleksandr Pogodaev (take a chance on me), 
Mahesh  Vibhute,  Lena  Daines,  Karina  Nakashima  (look  at  the  ceiling!  There’s  a 
snowman!),  Erik  van Buijtenen, Peter Korevaar, Anne Nguindjel, and all  the  students 
who have been part of the group over the years. 














name  oud‐studiegenoten  Lise  Schoonen,  Lianne  Lelieveldt  en  mooie  man  Bastiaan 
“Batsiebuddy” Buddinghapostrof wil ik hartelijk danken voor gezellige onderonsjes bij 











terecht. Het is dan ook een eer en een waar genoegen om jou als oud‐voorzitter van een 
onbekende studentenorganisatie naast mij te hebben staan tijdens mijn verdediging. En
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in voor een gezellige borrelavond, al dan 
niet met een Geile Gerda. Ik hoop dat we
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other’s different scientific backgrounds. In addition to the people already mentioned, I
would like to thank Aigars Piruska (hoe gaat het?), Julian Thiele (Simpsons encyclopedia
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van  de  Radboud  Honours  Academy  wil  ik  dan  ook  bedanken  voor  de  kans  dit 
interessante werk te mogen doen.  






Colet  te Grotenhuis wil  ik  uiteraard ook  in  deze  felicitaties  betrekken. Ondanks mijn 
onbewuste sabotagepogingen in Cambridge zijn jullie een mooi stel bij wie ik graag over 
de vloer kom. Ik hoop dat jullie een mooie toekomst in Amerika tegemoet gaan! 





















Nijmegen  after  all  these  years.  Jure  Šuler,  Zala 





Voor  een  groot  gedeelte  van mijn  promotie  heb  ik  veel  steun  gehad  van  en mooie 
herinneringen  opgebouwd  met  Marijn  Verweij,  Jacqueline  Groot,  Ad  Oomen,  Rinus 
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Jelle,  in  veel  opzichten  ben  jij  mijn  grote 
broer.  We  delen  dezelfde  flauwe  humor, 




te  kijken  en  een  biertje  te  drinken  of  een 
mooie  wandeling  in  het  bos  te  maken.  Ik 
hoop  dat  ik  op  een  dag  weet  waarom 
Volkswagen beter is dan Peugeot.   
Lobke,  onze  reisjes  naar  Engeland  zijn  altijd  toppertjes,  zelfs  als  we  alleen  even 
rondlopen of onderweg naar Birmingham langs het dorpje rijden waar Harry Styles  is 
geboren. Inmiddels weet ik ook al aardig wat van make‐up en de verschillende smaken 
koffie  bij  Starbucks,  waarvoor  mijn  onmetelijke  dank.  Ik  kijk  uit  naar  ons  komende 
nieuwjaarsfeest in Londen! 
Mijn  jongste  zusje  Froukje  heeft  een  speciaal  plekje  in mijn  hart.  Je  likt  graag mijn 
gezicht,  maar  verder  vind  ik  je  aangenaam  gezelschap.  Je  hebt  twee  goede 








Pa  en  ma,  jullie  zijn  altijd  ontzettende  steunpilaren  geweest  tijdens  mijn  studie  en 
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Rational design of 
enzymatic reaction networks
UITNODIGING
Op woensdag 14 maart 2018
om 10.30 uur precies zal 
ik mijn proefschrift getiteld:
Rational design of 
enzymatic reaction 
networks
in het openbaar verdedigen
in de aula van de 
Radboud Universiteit,
Comeniuslaan 2, Nijmegen.
Met genoegen nodig ik 
u uit om deze 
promotieplechtigheid
en aansluitende receptie 
bij te wonen.
Daarnaast bent u die 
dag vanaf 20.30 uur 
van harte welkom voor 




Gelieve de zijingang van Café 
Faber te gebruiken.
Sjoerd Postma
sjoerd_postma@hotmail.com
Paranimfen:
Marlies Nijemeisland
nijemeislandmarlies@gmail.com
Ruben Tent
rubentent@gmail.com
