We establish existence and uniqueness of a classical solution to a semilinear parabolic partial differential equation with singular initial condition. This equation describes the value function of the control problem of a financial trader that needs to unwind a large asset portfolio within a short period of time. The trader can simultaneously submit active orders to a primary market and passive orders to a dark pool. Our framework is flexible enough to allow for price-dependent impact functions describing the trading costs in the primary market and price-dependent adverse selection costs associated with dark pool trading. We establish the explicit asymptotic behavior of the value function at the terminal time and give the optimal trading strategy in feedback form.
Introduction
Traditional financial market models assume that asset prices follow an exogenous stochastic process and that all transactions can be settled without any impact on market prices. The assumption that all trades can be carried out at exogenous prices is appropriate for small investors who trade only a negligible proportion of the average daily trading volume. Due to lack of liquidity, it is not always appropriate, though, for institutional investors trading large blocks of shares over a short time span.
The analysis of optimal liquidation problems has received considerable attention in the mathematical finance and stochastic control literature in recent years. Starting with the seminal paper of Almgren & Chriss [2] an array of existence and uniqueness results of optimal liquidation strategies under various market regimes and price impact functions has been established by many different authors including [4, 5, 6, 7, 8, 9, 10, 11, 12, 19, 20] .
From a control theoretic perspective the main characteristic of optimization problems arising within the framework of portfolio liquidation is a strong terminal state constraint, the liquidation constraint, which induces a singular terminal value of the value function. Optimal liquidation problems therefore naturally lead to parabolic partial differential equations (PDEs) with a singular initial condition. Such PDEs are the topic of this paper.
The singularity in the value function is already present, yet not immediately visible, in the additive price impact model of Almgren & Chriss [2] . Within their mean variance framework and with arithmetic Brownian motion as the benchmark price process, the objective function is deterministic. The optimization problem is thus essentially a classical variational problem, in which the terminal state constraint causes no further difficulties. However, when considering a geometric Brownian motion as the underlying price process as in, e.g., Forsyth et al. [6] , the optimal execution strategies become price-sensitive and one is faced with a genuine stochastic control problem where the singularity becomes a challenge when determining the value function 1 .
A general class of price-sensitive liquidation problems has recently been solved in Schied [19] by means of Dawson-Watanabe superprocess. This approach is based on a probabilistic verification arguments and avoids any use of the Hamilton-Jacobi-Bellman (HJB) equation. A special case of his control problem has been considered previously in Ankirchner & Kruse [5] . They characterize the singular value function as the unique viscosity solution of the HJB equation; their verification argument relies on discrete approximation. This paper provides a smooth solution to a class of semilinear parabolic equations with singular initial condition arising in models of optimal portfolio liquidation. As in [9] and [12] we allow for simultaneous submission of active orders, i.e., orders for immediate execution at the best available price, to a primary venue, and of passive orders, i.e., orders for future execution, into a dark pool. Dark pools are not considered in [19] and [5] . They are alternative trading venues that account for a significant proportion of the overall daily trading volume in the US (up to 50%, depending in the stock). Dark pools allow investors to reduce market impact and hence trading costs by submitting liquidity that is shielded from public view. Trade execution is uncertain, though, as trades will be settled only if matching liquidity becomes available. Investors therefore face a trade-off between a reduction in trading costs and an added uncertainty of execution.
In our model active orders incur price-dependent market impact while passive orders incur adverse selection (or "slippage") costs; we refer to [10] and [9] for a detailed discussion of adverse selection costs. Impact, adverse selection and risk costs may depend on a positive time-homogeneous Brownian martingale. We think of the martingale as describing the fundamental stock price process but it may as well be interpreted as a factor driving fluctuations in the available liquidity over time. We assume that all cost terms are of the same 2 order p > 1. This allows us to make the standard separation ansatz of expressing the value function as the product of a time-and price-dependent coefficient v and the p-th power of the position state.
The first challenge one needs to overcome is to state an appropriate initial condition on the parabolic PDE for v deduced from the HJB equation. To this end, we establish the precise asymptotic behavior of the value function. It gives the specific rate of convergence to infinity of v, which plays an important role for the verification argument and the heuristics for the existence proof. It turns out, though, that the PDE for v is already well-posed under the general singular initial condition that v converges uniformly in the space variable to infinity. The specific rate of convergence can then be deduced by a priori bounds.
In order to prove that the PDE for v admits a classical solution, the key idea is to move the singularity at the initial time into the non-linearity of the PDE. More precisely the specific rate of convergence to the initial singularity of v gives rise to an asymptotic ansatz for the solution with an additive correction term characterized as the solution to a PDE with a finite initial condition, but with singular coefficients in the non-linearity. Despite the singularity in the non-linearity the resulting PDE is still sufficiently well-behaved to establish existence of a smooth local solution in a suitable weighted space, which can then be extended to a global solution.
The remainder of this paper is organized as follows. The control problem is formulated in Section 2 where we also state our main results. Existence and uniqueness of a classical solution to the HJB equation associated with our control problem is given in Section 3; the verification argument is carried out in Section 4.
Notational conventions For open sets Ω ⊂ R we denote by C k (Ω) the set of functions with bounded continuous derivatives up to order k, while for intervals I the functions in C 1,2 (I × Ω) = C 1 (I; C(Ω)) ∩ C(I; C 2 (Ω)) may be unbounded in the first (time) variable. If not otherwise indicated then · denotes the supremum norm. For arbitrary β > 0 we occasionally write β √ · instate of ( · ) 1/β .
Problem formulation and main results
We consider the optimization problem of an agent who needs to close a (large) position of X ∈ R shares within the time interval [0, T ]. Following Horst & Naujokat [9] and Kratz & Schöneborn [12] the agent may trade actively in an absolutely continuous manner in a primary exchange and simultaneously place passive block orders in a dark pool. Execution of passive orders is modeled by the jump times of a Poisson process (N t ) t∈[0,T ] with intensity θ ≥ 0.
We assume that the unaffected (benchmark) asset price process (S t ) t∈[0,T ] follows a positive Brownian martingale: 
The control problem
For a given terminal time T > 0 and initial portfolio X ∈ R, we denote by A(T, X) the set of all of admissible liquidation strategies (ξ, π) where the process ξ = (ξ t ) t∈[0,T ] describes the rates at which the agent trades in the primary market, while π = (π t ) t∈[0,T ] describes the passive orders submitted to the dark pool. A pair of strategies (ξ, π) is admissible if ξ is progressively measurable, π is predictable, and the resulting portfolio process (X
satisfies the liquidation constraint
The costs associated with an admissible liquidation strategy (ξ, π) are modeled by the following objective functional:
The first two terms of the running costs arise within the standard Almgren-Chriss framework of a power-law temporary price impact at the exchange combined with corresponding 3 adverse selection costs in the dark-pool; see Klöck et al. [10] for details. As suggested by Almgren [1] and similarly to Schied [19] we allow the liquidity and slippage coefficients η and γ to depend on the price. The third term penalizes slow liquidation that increases price risk and may be interpreted as the p-th power of the Value-at-Risk of the open position, see [7] and [5] for details.
The value function of the control problem is then defined for each initial state (T, S, X)
Assumption 2.1. We impose the following assumptions on the coefficients σ, η, γ, λ and the exponent p:
• σ : (0, ∞) → (0, ∞) is bounded, of growth σ(s) ∈ O(s) as s → 0, and has a bounded uniformly continuous derivative σ ′ ,
is bounded, bounded away from zero by κ 0 > 0, and twice continuously differentiable with bounded derivatives η ′ and η ′′ ,
• γ, λ : (0, ∞) → [0, ∞) are bounded and continuous,
The preceding assumptions are needed to establish the existence of a classical solution to the HJB equation. We are confident, though, that our approach is flexible enough to be carried out under the weaker assumptions η ∈ W 2,∞ (0, ∞) and γ, λ ∈ L ∞ (0, ∞) characterizing the value function as the unique solution to the HJB equation in terms of weak derivatives with respect to the price variable.
(ii) Compared to [19] we do not exclude exponents 1 < p < 2, which correspond to root shaped temporary price impact. Almgren et al. [3] give empirical evidence for p = 8/5.
Structure of the value function and optimal controls
Due to the time-homogeneity of the running costs and the state dynamics we may alternate in terms of dynamic programming techniques the time horizon T instead of the initial time.
The dynamic programming principle then reads
for 0 ≤ t < T , where we denoted the running costs by
The dynamic programing principle suggest that the value function satisfies the following HJB equation (see [14, Theorem 3 .1]):
To solve the HJB equation we need to specify an initial condition for the value function. Due to the liquidation constraint (2.3), the value function blows up for any fixed non-trivial portfolio position as the remaining time T → 0. Indeed, the passive orders are not executed with positive probability in which case the active trading rate explodes in order to close the open position in time and generates infinite liquidation costs. We therefore expect that
This singular initial condition can be further substantiated by establishing the following precise asymptotic behavior of the value function.
Proposition 2.3. The value function satisfies the following asymptotic behavior
Proof. The deterministic closing strategy that uses only active orders at constant trading rate, i.e., ξ ≡ X T and π ≡ 0, gives us the following upper bound of the value function:
By Itô's formula,
so that we obtain
To derive an appropriate lower bound for the value function we may disregard slippage and price risk costs meaning that
With probability e −θT no jumps of N t occur at all, in which case any admissible strategy (ξ, π) satisfies
is independent of the Poisson process, we infer by using Burkholder-Davis-Gundy inequality,
The specific structure of our control problem with respect to the state variable X -linear in the control dynamics and of p-th power in the running costs -is similar to the well-known structure of linear-quadratic control problems. As a consequence, one may easily separate X out of the HJB equation making the ansatz
then does v(T, S)|X| p solve the HJB equation such that the infimum is attained by
Proof. Plugging in the ansatz V (T, S, X) = v(T, S)|X| p with v ≥ 0, the HJB equation becomes convex in ξ and π. The infimum is then easily calculated by the first order condition. Dividing by |X| p finally gives the differential equation for v.
Solving the HJB equation therefore reduces to solving (2.8). We show in Subsection 3.2 that this semilinear parabolic equation together with the singular initial condition
is well-posed. Nevertheless, the a priori knowledge of the explicit asymptotic behavior
established in Proposition 2.3 will play heuristically an important role in our existence proof.
We now state our main result about the structure of the value function and optimal execution strategies.
Theorem 2.5. The value function of the control problem is of the form
where v is characterized as the unique solution to (2.8) in C 1,2 ((0, ∞) × (0, ∞)) that satisfies (2.9). The optimal order execution strategy (ξ * , π * ) is given in feedback form as:
The resulting optimal portfolio process (X * t ) t∈[0,T ] is given as
Relation to the non-Markovian framework
The reason we treat the price as a state variable of our control problem is to gain optimal controls in feedback form. This is possible, due to the Markovian structure of the control problem with respect to the price process. Nevertheless, one may likewise interpret the coefficients η(S t ), γ(S t ) and λ(S t ) as processes η t , γ t and λ t adapted on the filtration generated by the Brownian motion. This has been recently suggested by Ankirchner, Jeanblanc & Kruse [4] , which allows them to treat non-Markovian coefficients, while losing the feedback form of the optimal controls. In the non-Markovian framework the value function
is an adapted process, and the HJB equation turns into a backward stochastic partial differential equation (BSPDE), see Peng [16] :
A solution to the preceding stochastic HJB equation is a pair (V t , Z t ) of adapted processes. The ansatz V t (x) = v t |x| p and Z t (x) = z t |x| p results in the following backward stochastic differential equation (BSDE) In the Markovian case, (2.10) is related to our PDE (2.8) by the Feynman-Kac formula for quasilinear parabolic PDEs [15] . In this case, a solution to the BSDE is obtained in terms of our classical solution v to (2.8) with singular initial value as
Under our boundedness assumptions on the coefficients one may moreover show that this is not only the minimal, but in fact the unique locally essentially bounded solution satisfying the singular terminal condition. A unified treatment capturing both Markovian and nonMarkovian dependence of the coefficients, which leads to a BSPDE with singular terminal condition will be given in an accompanying paper by Graewe, Horst & Qiu [8] .
3 Regular solution to the HJB equation
In this section we prove existence and uniqueness of a classical solution to equation (2.8) with singular initial value. This will give us by Lemma 2.4 a regular solution to the HJB equation that satisfies the asymptotic behavior (2.7) of the value function. More precisely, we are going to prove the following theorem.
with nonlinearity
It is positive and satisfies the asymptotic behavior
The proof requires some preparation. We first transform the problem into a uniformly parabolic problem, whose differential operator generates an analytic semigroup in the space of bounded continuous functions. Subsequently, we establish in Subsection 3.2 a comparison principle for super-and subsolutions, from which we derive uniqueness, a priori bounds and the asymptotic behavior of the solution. This a priori bounds allow us to extend any local solution to a global solution of the problem. In a third step we make an ansatz of the form
that additively separates the part dominating the singular behavior of the solution. This ansatz results in a semilinear parabolic problem for u with finite initial condition, but with singular coefficients in the nonlinearity. The key step is then to establish in Subsection 3.3 the existence of a short-time solution to the later problem by means of analytic semigroup techniques.
Transformation
The diffusion coefficient σ is not bounded away from zero. However, the linear growth condition on σ allows us to transform (3.1) into a uniformly parabolic equation. The transformation is similar to the classical logarithmic transformation applied for instance to solve the traditional Black-Scholes model. More precisely, we consider the map φ : (0, ∞) → R defined by
which maps (0, ∞) one-to-one on R. Indeed, since σ > 0 we have that φ is strictly increasing. Moreover is φ unbounded because
where C > 0 is given by the linear growth condition on σ, and
By the change of variables x = φ(S) the differential operator 1 2 σ(s) 2 ∆ transforms into the uniformly parabolic operator
The transformed problem is stated in the following lemma.
with nonlinearityF
etc., then v(t, s) = w(t, φ(s)) solves (3.1), and vice versa.
More is to say about the differential operator A. Its realization
in C(R) is sectorial, and thus generates an analytic semigroup e tA in C(R). The analyticity will provide optimal regularity results, even though e tA it is not strongly continuous since A is not densely defined in C(R).
Lemma 3.3.
The semigroup e tA generated by A in C(R) is analytic.
Proof. By Corollary 3.1.9(i) in [13] we only need to check thatσ ′ = σ ′ • φ −1 is uniformly continuous and bounded, which are exactly our assumptions on σ ′ . Hence, the statement follows by Lipschitz continuity of φ −1 . Indeed, it holds for all x 1 , x 2 ∈ R that
Uniqueness, asymptotic behavior and global extension
We are now going to establish a comparison principle for classical super-and subsolutions to problem (3.3). It is a consequence of the classical comparison principle for solutions of uniformly parabolic equations with finite initial values. We refer to Proposition 52.6 in [18] for a suitable formulation in unbounded domains. Proof. Due to the time-homogeneity of the differential equation to problem (3.3) we have that (super-/sub-)solutions stay (super-/sub-)solutions when shifted in time. The idea is therefore to separate the singularities of the subsolution w and the supersolution w to have finite values to compare. To verify the assumptions of the comparison principle in [18] note thatF (x, w) is continuously differentiable with respect to w with derivativẽ
For δ > 0, let w δ := w( · − δ, · ). Then w δ is likewise a supersolution but with the singularity shifted to t = δ. Since w is bounded on [δ, T ] × R and the singularity is uniform in x it therefore holds w δ (t, x) ≥ w(t, x) for all x ∈ R if t > δ is just small enough. It follows that w δ ≥ w in [δ, T ] × R by the classical comparison principle. Since this is true for every δ > 0 we conclude w ≥ w on (0, T ] × R.
The comparison principle allows to establish the following a priori bounds for problem (3.3) and to derive the explicit asymptotic behavior of the solution. 5) and it satisfies the asymptotic behavior
More precisely,
Proof. The lower and the upper bound in (3.5) are a subsolution and a supersolution to (3.3), respectively. Thus, the bounds follow by the comparison principle. To see the asymptotic behavior of w we argue the same way but consider for δ = κ 0 / Aη the local bounds
which are in (0, δ] × R sub-and supersolution to (3.3), respectively.
The a priori bounds ensure that (local) solutions to problem (3.3) do not blow-up as t → ∞. We may therefore extend any local solution globally. This is the statement of the next corollary. Proof. The function w →F ( · , w) mapping C(R) into itself is continuously differentiable, see (3.4) , and thus locally Lipschitz continuous. Moreover, A generates an analytic semigroup in C(R) by Lemma 3.3. Due to the a priori bounds given in Proposition 3.5 it is therefore well known, for example in virtue of Theorem 7.1.2, Proposition 7.1.8 and Proposition 7.1.10(iii) in [13] , that any local solution in C 1,2 ((0, δ] × R) to problem (3.3) may be extended by analytic semigroup techniques to a global solution in C 1,2 ((0, ∞) × R).
Existence of a local solution
We have shown in the preceding subsections that the proof of Theorem 3.1 reduces to finding a local solution to problem (3.3). As the last step of the proof we are now going to establish the existence of such a short-time solution. What causes difficulties is the singular initial condition. The key is here the explicit asymptotic behavior we have established in Proposition 3.5. It tells us how to separate the singular part out of the solution to come up with a finite initial condition. That is, we a priori know that the solution will be of the form
However, for reasons that will become clear later, it will be convenient to choose instead the following equivalent ansatz
Plugging this ansatz into (3.3) motivates the following lemma.
solves the equation
Proof. The statement is verified by plugging the ansatz into the differential equation to problem (3.3), multiplying by t p = t (β+1)/β , and by using the binomial series for the term
k to see that the first two terms of the series cancel out. The growth condition (3.10) guarantees that the binomial series does indeed converge.
Remark 3.8. The reason for choosing the ansatz (3.9) is that the series in (3.11) starts at k = 2, and not at k = 1. This will be crucial for the fixed point argument below. The more straightforward ansatz (3.8) results in the equation
for which there do not hold appropriate analogues to Lemma 3.10 and Lemma 3.11 below due to the term t −1 u.
We will solve equation (3.11) by means of the analytic semigroup approach for abstract parabolic equations in Banach spaces. We refer to the monograph by Lunardi [13] as the standard reference. To this end, we interpret (3.11) as an evolution equation 12) in the Banach algebra Y := C(R) of bounded continuous functions endowed with the supremum norm, where the nonlinearity f is given by
The general theory suggests to look first for a local mild solution of (3.12). That is, to show there is a fixed point u of the integral operator Γ defined in
if δ > 0 is small enough. Regularity of the mild solution u will then follow from analyticity of the semigroup e tA generated by A and Hölder continuity of t → f (t, u(t)). However, the singular behavior of f near t = 0 prevents us from directly applying general theory. In fact, the operator Γ is not defined on the whole space C([0, δ]; Y ), and its domain is not closed with respect to the supremum norm. We overcome these difficulties by carrying out the usual contraction argument with respect to an appropriate weighted norm on C([0, δ]; Y ).
In order to guarantee that the function t → f (t, u(t)) behaves well at t = 0 it seems reasonable to restrict the set of potential mild solutions to those functions u ∈ C([0, δ]; Y ) such that u(t) ∈ o(t) as t → 0. Yet, there is no nice norm making this set of functions a Banach space. Recalling (3.7) however, we actually expect the slightly stronger assertion u(t) ∈ O(t 2 ) as t → 0 to be satisfied. This suggests to view Γ as an operator acting in the space
endowed with the weighted norm
Lemma 3.9. The vector space E endowed with the norm · E is a Banach space.
The next lemma shows that the integral operator Γ given in (3.13) is well-defined on the closed ball B E (κ 0 /δ) := {u ∈ E : u E ≤ κ 0 /δ}.
Proof. For u ∈ B E (R) we consider the functions g :
so that we may decompose f (t, u(t)) in the following way:
14)
The assumption δ ≤ κ 0 /R guarantees that the series defining g(t) converges in Y since then
In view of (3.14) it will be sufficient to show that g is continuous -or even α-Hölder continuous if u ∈ C α ([0, δ]; Y ) -and that h is Lipschitz continuous. The latter is continuously differentiable with bounded partial derivatives. In fact,
By symmetry h z (y, z) L(Y ) ≤ 1 for all y, z ∈ Y and hence, h is Lipschitz continuous.
In order to establish continuity of g, notice that for every k ≥ 2 and 0 < t ≤ s ≤ δ it holds that
Using the identity k
Hence, g is uniformly continuous and even α-Hölder continuous if u ∈ C α ([0, δ]; Y ).
The usual assumption on the nonlinearity to carry out the fixed point argument would be that f (t, u) is locally Lipschitz continuous in u uniformly in t. The next lemma proves an appropriate analogue to this assumption for our singular nonlinearity f .
Proof. Let u, v ∈ B E (R) and t ∈ [0, T ]. The proof of Lemma 3.10 shows that the function h in (3.14) is nonexpanding in the second argument, and estimates similar to those in (3.15) yield u(t) tη
for every k ≥ 2. Hence, using once more that k
We are now ready to carry out the fixed point argument giving by Lemma 3.7 a local classical solution to problem (3.3). Proof. It will be sufficient to show that there exists R > 0 and δ ∈ (0, c/R] such that the operator Γ defined by (3.13) has a fixed point u in B E (R), i.e., u is a mild solution of (3.12). Indeed, by Proposition 4.2.1 in [13] integral operators like Γ map into C α ([0, δ]; Y ) for every α ∈ (0, 1), so that we conclude from Lemma 3.10 that f ( · , u( · )) is Hölder continuous. Hence, by Theorem 4.3.1 in [13] the mild solution is indeed a strict solution, i.e., u ∈
In terms of
we claim that one can choose
where the "Lipschitz constant" L > 0 is given by Lemma 3.11. Since δ ≤ κ 0 /R the operator Γ is well-defined on B E (R) by Lemma 3.10. To show that Γ is a contraction with respect to · E , let u, v ∈ B E (R). By the choice of M it holds for every t ∈ [0, δ] that
Hence,
To show that Γ maps B E (R) into itself, note that since δ ≤ 1 and p > 1 one has that s p ≤ s for all s ∈ [0, δ], and so it holds for every t ∈ [0, δ] that:
The operator Γ does therefore map B E (R) contractive into itself. Hence, it has a unique fixed point u in B E (R).
Summarizing the results of this section we finally state the proof of Theorem 3.1.
Proof of Theorem 3.1: In virtue of Lemma 3.7 our Proposition 3.12 gives a local classical solution to the transformed problem (3.3) which extends to a global solution w ∈ C 1,2 ((0, ∞)×R) by Corollary 3.6. This solution is unique (Proposition 3.4), positive and satisfies the asymptotic behavior (3.6) (Proposition 3.5). Hence, it transforms (Lemma 3.2) into a unique solution v = w( · , φ( · )) ∈ C 1,2 ((0, ∞) × (0, ∞)) to problem (3.1), which is positive and satisfies the asymptotic behavior (3.2).
Verification argument
This section is devoted to the verification argument. Throughout this section let v denote the unique classical solution to problem (3.1) given by Theorem 3.1. The candidate v(T, S)|X| p for the value function then solves the HJB equation by Lemma 2.4. The singularity of v, however, prevents a straightforward application of the standard verification argument by Itô's formula. As a workaround we prove first, similar as in [7] and [11] , the optimality of ξ * and π * within every interval [0, t] for t < T , and then argue that the expected residual .
By construction it holds that 0 ≤ξ t ≤ |ξ t |, 0 ≤π t ≤ |π t | and 0 ≤ Xξ = 0 a.s. by the admissibility of (ξ, π). Hence, (ξ,π) ∈ A(T, X) with less or equal costs than (ξ, π). The case X ≤ 0 is similar.
We denote by A(T, X) the set of all admissible pairs of controls with finite costs under which the portfolio process is monotone. It is nonempty since (ξ * , π * ) ∈ A(T, X) by Lemma 4.1. For any (ξ, π) ∈ A(T, X) the expected residual costs vanish as t → T as shown by the following lemma. Now, letting t → T in (4.7) we obtain by Lemma 4.3 that V (T, S, X) ≤ J(ξ, π, T, S, X), (4.8) where the nonnegativity of the running costs is used to interchange limit and expectation by the monotone convergence theorem.
Finally note by Lemma 2.4 that it does hold equality in (4.6), (4.7) and (4.8) if ξ = ξ * and π = π * . Since (ξ * , π * ) ∈ A(T, X) by Lemma 4.1 this pair of controls is therefore optimal by Lemma 4.2, meaning that the infimum in (2.4) is attained by J(ξ * , π * , T, S, X) = v(T, S)|X| p .
