Variability in neuronal responses to identical stimuli is frequently correlated across a population. 2 Attention is thought to reduce these correlations by suppressing noisy inputs shared by the 3 population. However, even with precise control of the visual stimulus, the subject's attentional 4 state varies across trials. While these state fluctuations are bound to induce some degree of 5 correlated variability, it is currently unknown how strong their effect is, as previous studies 6 generally do not dissociate changes in attentional strength from changes in attentional state 7 variability. We designed a novel paradigm that does so and find both a pronounced effect of 8 attentional fluctuations on correlated variability at long timescales and attention-dependent 9 reductions in correlations at short timescales. These effects predominate in layers 2/3, as expected 10 from a feedback signal such as attention. Thus, significant portions of correlated variability can 11 be attributed to fluctuations in internally generated signals, like attention, rather than noise.
. Attention and correlated variability. A) Hypothesis 1: Attentional gain is increased, but relatively stable under both conditions (top left). Correlated variability is driven by a common noise source (top right), which is suppressed by attention. 11,12 B) Hypothesis 2: Attentional gain is increased, but fluctuates from trial to trial. 8, 14, 15 Correlated variability is driven by fluctuations of attentional state. The reduction in correlations under attention would imply that the attentional gain is less variable when attending. In this case, we expect attention to switch randomly between the two targets in the "Attend Both" condition, resulting in the highest correlations in this condition. randomly change their orientation during the ZCP (length 10-5000ms). One stimulus (R in this example) then enters the CP (300ms) when the signal orientation is shown (coherence exaggerated for clarity). This period is followed by another 200ms ZCP to allow time for a behavioral response. B) Illustration of attention conditions. Attention is cued according to fixation spot color. This color scheme is used in all figures to represent each condition. Percentages below the stimuli indicate the probability that the change occurs in this stimulus on a given trial. One stimulus overlaps the recorded neurons' receptive fields. C) Example session psychophysical performance. Individual points represent fraction of changes detected at a given coherence. Solid lines indicate fit of logistic function to the data. Inset shows 50% detection threshold with 95% CIs. D) Behavioral summary. Same as inset in C, but averaged across sessions in our dataset (N=30; mean±SEM). E) Percentage of changes detected in each condition averaged across sessions (mean±SEM). While subjects performed the task, we recorded spiking responses from neurons in primary 184 visual cortex using 32-channel silicon probes with a spacing of 60µm between channels 185 (NeuroNexus V1x32-Edge-10mm-60-177). We recorded 474 single units (15.8±1 units per session) 186 across 30 sessions (N=7 from Subject B, N=23 from Subject D) from two male macaque monkeys.
187
The two Gabor stimuli in our task were placed symmetrically in the lower visual field with one 188 stimulus covering the receptive fields of the recorded neuronal population. Given the laminar 189 nature of our recordings, receptive fields overlapped almost completely.
190
Our highly dynamic stimulus drove neurons strongly, with mean firing rates of 22.4±0.9 191 spikes/sec across sessions. Consistent with previous studies we found that attention increased 
279
It is worth pointing out here that our analyses in this paper focus on a set of recording sessions 280 in which the two stimuli were horizontally separated from one another by at least 6° (that is, each 281 stimulus was at least 3° from monitor center on the horizontal axis; see Methods for details). We 282 also recorded some sessions in which the stimuli were closer to the vertical meridian. In these 283 sessions, we failed to observe our predicted effect. We reasoned that this lack of effect was likely 284 because the two stimuli were too close to each other, allowing the monkey to attend to both 285 simultaneously. Indeed, the difference between correlations in the AB condition and the average 286 of AI and AO increased as the two stimuli were further separated from one another ( due to post-hoc analysis, we collected an independent 10-session dataset at high eccentricities 290 from Subject D, which confirmed the effect (Fig. 5D squares; see Methods for details). (Fig. 6A ). The first channel below the L4-5 305 boundary was our zero-point for relative unit depths. We defined the granular layer as the first 306 400µm superficial to the L4-5 boundary, consistent with previous histological 31,32 and recent 307 electrophysiological studies. 33,34 All units above this 400µm band were labeled supragranular, 308 and all those below it were labeled infragranular. The G-I (L4-5) boundary could be determined 309 most reliably across sessions, but the S-G boundary could not always be determined as precisely. 310 We therefore varied the cut-off boundary between the supragranular and granular groups over 311 a span of nearly 200µm and re-calculated the results presented in Figure 6 . Doing so did not 312 qualitatively affect our results.
313
Attentional modulation of V1 neuronal responses is thought to be a feedback process, 35-37 and 314 anatomical work has shown that feedback projections from higher order visual areas target the 315 supra-and infra-granular layers. 20-23 As a result, we expected the strongest attentional 316 modulation of firing rates to manifest there. In the supragranular group, firing rate modulation 317 was significant in both the AB and AI conditions relative to the AO condition ( Fig 6B; AB: 318 5.5±1.1%, t(29) = 4.7, p = 0.0001, AI: 6.0±1.2%, t(29) = 4.7, p = 0.0001, Bonferroni-corrected t-test, 319 α=0.025). In the infragranular group, there was significant modulation of firing rates in the AI 320 condition but not the AB condition (AB: 3.3±1.4%, t(28) = 2.2, p = 0.034, AI: 5.3±1.8%, t(28) = 2.8, p α=0.025). Thus, firing rates were significantly elevated in all laminar groups in the AI condition 324 and only significantly elevated in the supragranular group in the AB condition. 325 Next, we examined the laminar profile of attentional effects on spike count correlations for 326 the same 1000ms interval evaluated in Figure 5 (Fig. 6C ). Correlations were significantly 327 modulated by attention condition in the supragranular group (F(2,29) = 7.1, p = 0.0018, 328 rmANOVA). Post-hoc testing again showed correlations were highest in the AB condition (t(29) 329 = 3.1, p = 0.004, t-test) and equivalently low in the AI and AO conditions (p = 0.83, post-hoc 330 Tukey's test). In the granular and infragranular groups, correlations were constant across 331 attention conditions (F(2,22) = 0.1, p = 0.92, F(2,26) = 0.01, p = 0.99, respectively, rmANOVA).
332
Although there was a downward trend in overall spike count correlation magnitude from 333 superficial to deep, there was no significant effect of layer at this timescale (F(2,29) = 0.6, p = 0.53, 334 rmANOVA; S: rsc = 0.10±0.02, G: rsc = 0.09±0.02, I: rsc = 0.08±0.02).
335
Considering the consistency of the finding in previous studies that correlations are reduced 336 in attended conditions, at least at shorter timescales, and the trend we observed at such timescales 337 when not conditioning on laminar position (Fig. 5C ), we analyzed correlations at a 200ms interval 338 by laminar position as well (Fig. 6D ). In the supragranular group, correlations were significantly 339 modulated by attention condition (F(2,29) = 3.5, p = 0.036, rmANOVA), and consistent with 340 previous studies, correlations were lower in the AI condition relative to the AO condition (t(29) = 341 2.9, p = 0.007, t-test). Correlations were once again not significantly modulated by attention in the 342 granular layer (F(2,22) = 0.1, p = 0.926, rmANOVA) or in the infragranular layer (F(2,26) = 0.5, 343 p=0.612, rmANOVA). However, at this shorter timescale there was a significant effect of layer on 344 correlation magnitude (F(2,29) = 3.5, p = 0.037, rmANOVA; S: rsc = 0.05±0.01, G: rsc = 0.01±0.01, I: 345 rsc = 0.05±0.01). other, it is easier to attend both simultaneously, resulting in a lower degree of attentional 464 fluctuation in the AB condition. As the stimuli are placed farther apart, attending to both 465 simultaneously becomes increasingly difficult, and subjects are more likely to deploy a switching 466 allocation strategy, leading to more pronounced attentional fluctuations and, thus, higher 467 correlations in the AB condition. Overall, correlations in the present study were a bit higher than in our earlier studies with 533 awake fixating animals. 48 The primary difference between these studies is that subjects in the 534 present study perform a demanding task engaging feedback processes such as attention, and our they are unlikely to be entirely absent, so some elevation in correlation magnitude above zero in 538 these conditions is to be expected. Additionally, correlations are also likely to be somewhat higher 539 given that the highly dynamic stimulus in the current study drives the neurons much more 540 strongly than static or drifting gratings.
541
Finally, there has been an increasing interest in recent years in leveraging population 542 recording and latent-variable modeling techniques to infer the state of internally-generated, 543 cognitive signals, such as attention, on more behaviorally-relevant timescales, to better 544 understand the nature of these signals and their impact on decision-making and behavior. 16,66-68
545
To make such inferences, these methods make use of the patterns of covariance in population 546 activity and rely on the assumption that this variability occurs in a low-dimensional space (e.g., where T is the last time point in the counting window, in our case 1000ms.
799
The CSD profile at each time point was calculated as the second spatial derivative of the task-800 stimulus evoked LFPs across channels, smoothed with a Gaussian kernel to aid visualization. 29
801
The granular layer was identified according to several criteria used in conjunction. The earliest 802 current sink to source transition (identified by an arrow in Fig. 6A ) is one indicator, immediately 803 below which is a complementary source to sink transition in L5. We used additional criteria, 804 described by Snodderly and Gur (1995), to verify this positioning, because there was a prominent 805 current sink to source transition in L6 as well. These criteria included higher spontaneous activity 806 and more poorly defined orientation tuning curves characteristic of the granular layer. 30
807
Additional reports have described the granular layer to contain smaller receptive fields 76,77 , which 808 we also saw (Fig. 6A ). In general across sessions, all of these granular layer features were quite in AI condition (mean across units). B) Same as A but averaged across sessions (N=30).
