In this study we present the workflow and results of 2D frequency domain waveform tomography applied to the global-offset seismic data acquired in central Poland along a 50-km long profile during the GRUNDY 2003 experiment. The waveform tomography method allows full exploitation of the wide-aperture content of these data and produces in a semi-automatic way both the detailed P-wave velocity model and the structural image (i.e., perturbations in respect to the starting model). Thirteen frequencies ranging from 4 to 16 Hz were inverted sequentially, gradually introducing higher wavenumbers and more details into the velocity models. Although the data were characterised by relatively large shot spacings (1.5 km), we obtained clear images both of the Mesozoic and Permian sedimentary cover. Velocity patterns indicated facies changes within the Jurassic and Zechstein strata. A high velocity layer (ca. 5500 m/s) was found near the base of Triassic (Scythian), which made the imaging of a deeper layer difficult. Nevertheless, we were able to delineate the base of the Permian (i.e., base of the Rotliegend), which was not possible to derive from conventional common-depth-point processing, as well as some deeper events, attributed to the Carboniferous. The sub-Permian events formed a syn-form which favoured our previous interpretation of a depression filled with Upper Carboniferous molasse. The validity of the waveform tomography-derived model was confirmed by well-log data. Forward ray-tracing modelling and synthetic seismograms calculations provided another justification for the key structures present in the waveform tomography model.
I N T R O D U C T I O N
There is an increasing interest in the acquisition of dense wide-aperture seismic data not only for crustal studies, but also for commercial prospecting in geologically complex areas (Colombo 2005; Dell'Aversana 2005) . In combination with the increasing availability of computational resources (e.g., PC clusters), this allows subsurface imaging on a much finer scale than offered by ray-theory based methods (e.g., refraction/reflection traveltime tomography) by applying full-waveform inversion/tomography. Full waveform in-version/tomography is a semi-automatic process in contrast to ray-based approaches in which later arrivals need to be tied to particular interfaces in the model which becomes difficult as the complexity of the medium increases.
The number of successful applications of full waveform inversion/tomography is still growing, ranging from shallow surveys (Gao et al. 2006) , through local scale investigations Operto et al. 2004; Bleibinhaus et al. 2007) , to regional crustal profiles . Our application of a frequency-domain waveform tomography method is limited to the inversion of early arrivals incorporating the first-arrivals and the super-critical reflections, recorded along a 50-km long profile.
The full waveform tomography introduced by Tarantola (1984) was initially devised and applied in the time domain (Mora 1987; Crase et al. 1990 Crase et al. , 1992 Shipp and Singh 2002) . Although it is easier to handle input data in this domain (for example, to apply time-windowing), the overall computational effort for the forward finite-difference modelling is huge. To circumvent this, Pratt and Worthington (1990) introduced full waveform inversion/tomography in the frequency domain, which is especially suited for wideaperture experiments. Due to the wavenumber redundancy which characterise such surveys, inversion of a few discrete frequency components theoretically allows target imaging without loss of information (Pratt and Worthington 1990; Sirgue and Pratt 2004; Brenders and Pratt 2007a ). This parsimonious strategy, which consists of inverting a limited subset of frequencies, was named frequency-domain efficient waveform tomography by Brenders and Pratt (2007a) . It contrasts with frequency-domain full waveform inversion/tomography which inverts all the discrete frequencies within the source bandwidth making it equivalent to timedomain full waveform inversion/tomography. Brenders and Pratt (2007a) verified with a realistic case study that efficient waveform tomography gave comparable results to full waveform inversion/tomography when wide-aperture acquisition geometry was considered. These few frequencies can be modelled efficiently for multiple sources if a direct solver is used to solve the time-harmonic wave equation (Marfurt 1984; Pratt and Worthington 1990; Jo et al. 1996) . The processing of only a few frequencies and the efficient scheme for forward finite-difference modelling make the frequency domain efficient waveform tomography less computationally intensive than the time-domain full waveform inversion/tomography in the 2D case. This may not be the case in 3D due to the time and memory complexity of the factorization step in the direct solver. Further investigation is still necessary to quantify which approach (frequency-domain based either on direct or iterative solvers, time-domain) is the most suitable to perform 3D full waveform inversion/tomography depending on the acquisition geometry, the number of shots and receivers and the frequency bandwidth (Operto 2006; Plessix 2007; Warner et al. 2007) . Apart from computational issues, the frequencydomain approach also provides the most natural framework to design a multiresolution imaging scheme by proceeding sequentially from low to high frequencies. This helps to mitigate the non-linearity of the inverse problem since the low frequencies are less affected by cycle-skipping artefacts than the higher ones for a given starting velocity model (Pratt et al. 1996) .
Another variant of full waveform inversion/tomography, which consists of inverting early arrivals in the time-space domain (Sheng et al. 2006) , has been recently investigated. This approach is called early-arrival waveform tomography and is halfway between full waveform inversion/tomography and the first-arrival traveltime tomography. The fact that less informations is processed during early-arrival waveform tomography makes the inversion more robust than full waveform inversion/tomography at the partial expense of spatial resolution of the imaging. Since only wide-aperture arrivals are involved in early-arrival waveform tomography, the resolution power of early-arrival waveform tomography is less than that of full waveform inversion/tomography but remains significantly higher than that of first-arrival traveltime tomography. Indeed, more general wave propagation effects are taken into account such as super-critical reflections whose arrival times are close to that of first-arrival traveltimes near the critical incidence angle. The resolution of first-arrival traveltime tomography is estimated to be the width of the first Fresnel zone (Williamson 1991) given by √ λo where λ is the wavelength and o is the source-receiver offset while the resolution of early-arrival waveform tomography for a given frequency and aperture is the width of the isochron given by 2 f c cos(θ/2) where f is the frequency, c is the local Pwave velocity and θ is the aperture angle (Wu and Töksoz 1987; Sirgue and Pratt 2004) . These two resolution levels are, for example, illustrated for a large aperture in Fig. 2 of Operto et al. (2006) , which shows the sensitivity kernel of full waveform inversion/tomography for a large-offset sourcereceiver pair. Early-arrival waveform tomography can be easily implemented in the time domain from a full waveform inversion/tomography algorithm since the time domain is the most natural one to apply time windowing. However, earlyarrival waveform tomography can also be applied in the frequency domain using complex frequencies (Brenders and Pratt 2007b) .
In this paper, we will use a combination of both acoustic efficient waveform tomography and early-arrival waveform tomography by inverting a limited number of frequencies after time windowing of the recorded data centred on the first-arrivals. The aim of the time windowing applied to the real data was mainly to remove arrivals which are not taken into account by the acoustic wave equation (ground roll, primary and converted S-waves) and multiples, while preserving the main wide-angle components of the reflected wavefields.
In the first part of the paper, we briefly review some implementation issues of the frequency-domain waveform Quantitative imaging by waveform tomography 807 tomography algorithm used in this paper. The implementation of the full waveform inversion/tomography/early-arrival waveform tomography presented by Ravaut et al. (2004) and Operto et al. (2006) and subsequently used in this paper is based on the theory given by Jo et al. (1996) ; Stekl and Pratt (1998) ; Hustedt et al. (2004) for the finite difference forward modelling and Pratt et al. (1998) for the inverse part. The reader is referred to these papers for more methodological details.
In the remainder of the paper, we present results of the waveform tomography method applied to wide-aperture data from the GRUNDY 2003 seismic experiment recorded along a 50 km long profile. Previously these data were interpreted using more conventional approaches, such as reflection processing, traveltime tomography and prestack depth migration (Malinowski et al. 2007) . By the use of waveform tomography, we would like to fully exploit the wide-aperture content of our data which incorporates the first-arrivals and the super-critical reflections. We first describe the experimental settings of the GRUNDY 2003 project. Then we detail the preprocessing of the data for acoustic waveform tomography, the inversion results as well as their appraisal. In the last part of our paper, we focus on the geological relevance of the inversion results.
N U M E R I C A L A S P E C T S O F F R E Q U E N C Y-D O M A I N WAV E F O R M T O M O G R A P H Y
We modelled acoustic wave propagation using the parsimonious staggered-grid approach of Hustedt et al. (2004) . Previous applications of early-arrival waveform tomography/full waveform inversion/tomography based on realistic synthetic and real case studies showed that quantitative imaging could be performed under the acoustic approximation provided that the data were properly preprocessed (Brenders and Pratt 2007a,b; Ravaut et al. 2004) . The waveform inversion that is applied in this paper is based on a classic steepest-descent algorithm for which the best fitting model is searched in the opposite direction of the gradient of the L2-norm cost function. Minimization of this cost functions leads to the following imaging condition: the perturbation model is built by multiplying the incident wavefields by the conjuguate of the back propagated wavefields . If all the frequencies were simultaneously inverted, this would be equivalent to a zero-lag convolution of the incident wavefields with the back-propagated wavefields (Tarantola 1984; Lailly 1984) . Implementation of this imaging condition does not require the explicit computation of the sensitivity matrix. Waveform tomography was applied following a classic non-linear iterative scheme, i.e., the final model at one iteration is used as the starting model for the next iteration.
Although the gradient-based waveform tomography method that we used is rather conventional, its performance may differ significantly depending on the scaling and regularization operators implemented in it. Therefore, we would like to briefly review these operators. We first used a weighted measure of the data misfit Shin et al. 2001) . However it requires the explicit computation of the Jacobian (namely, calculations of the Green functions at each source and receiver position). Thus, to save computational time, we computed it only once per inverted frequency before the first iteration. Thirdly, we smoothed the gradient of the cost function with a Gaussian spatial operator G 2D whose correlation lengths are adapted to the inverted frequency . The source wavelet required by waveform tomography is estimated during the inversion as a solution of a linear inverse problem (Pratt 1999) . A potential drawback of this approach is that it is assumed that the velocity model is known. Note that we estimated a single source wavelet for the full data set rather than a source wavelet per shot gather. Estimation of this source can also be used to account for the difference in the temporal signature of the data recorded by geophones and the pressure synthetic seismograms computed by the acoustic finite-difference code. Only the P-wave velocity was reconstructed in the tomographic models. Density and attenuation were set to 1 and 1000 respectively. The expression of the perturbation model δm i for one shot gather and for one frequency that is implemented in the waveform tomography algorithm is given by
where . Contribution of several shots and frequencies is obtained by simple summations over shot and frequency respectively.
The processing flow can be summarized as follows: Loop over frequencies r computation of the Greens functions for each shot position and for decimated receiver positions; r computation of the diagonal approximate Hessian;
Loop over iteration r computation of the Greens functions for each shot position; r source estimation; r computation of the data residuals and cost function value; r back-propagation of the residuals for each shot position r computation of the cost function gradient; r scaling of the gradient by the diagonal approximate Hessian; r line-search for the step length α and model perturbations; r model update.
End of iteration loop End of loop over frequencies
Steps (1) and (2) are done once at the beginning of the inversion of the particular frequency. Steps (3)-(10) are done in an iterative manner for each frequency. 
A P P L I C AT I O N T O T H E G R U N D Y 2 0 0 3 S E I S M I C D ATA S E T Data acquisition
The area of investigation is located in the SW part of the Polish Basin, the easternmost part of the Central European Permian-Mesozoic Basin system (Fig. 1) . The thickness of the Mesozoic and Permian (Zechstein) sedimentary cover in the survey area increases towards the NE from 4.5 to ca. 6 km. The GRUNDY 2003 experiment was aimed at the recognition of the pre-Permian strata, which are impenetrable for typical reflection seismics due to the shielding effect of Zechstein salts and anhydrites. Thus, for a successful investigation relatively low frequencies and wide apertures were recorded.
In the 50 by 10 km rectangular area a total number of 786 Ref Tek-125 'Texan' stations with 4.5 Hz geophones were deployed ( Fig. 1) , forming a high-density central line (receiver spacing 100 m, 50 km total length, referred as the G01 line) and 4 additional parallel profiles with mean receiver spacing of 600 m. Thirty shots were fired along the G01 profile and 7 shots were fired in the side-profiles. The mean charge size of the shot points was 40 kg of TNT explosives. Shots were deployed in two 30 m deep boreholes providing a consistent source signature. The data were recorded both inline and crossline allowing 3D tomographic imaging of the whole target area and a CDP processing along the G01 line (Malinowski et al. 2007) . (Malinowski et al. 2007; Śliwiński et al. 2006) . Position of the boundary between these deformed and undeformed rocks is consistent with the predictions of Dadlez et al. (1994) and Dadlez (2006) for the location of so-called Variscan deformation front. Such a discovery is of a great importance for the regional geology and provides the first direct seismic evidence for the existence of the Variscan deformation front. However, we exploited only a relatively small portion of the available data. Here, we apply waveform tomography to also process the wide-angle reflections contained in the data in order to further substantiate the above interpretation.
Waveform-tomography preprocessing
Data preparation is crucial in applying waveform tomography. It should improve the S/N ratio and mitigate or remove the arrivals and propagation effects in the data which cannot be modelled by the acoustic approximation (S-waves, mode converted waves and ground rolls). In particular, scaling of amplitudes may be necessary to mitigate propagation effects that are not taken into account during acoustic modelling, such as attenuation, footprint of the inaccuracies of the experimental setup (shot-to-shot energy variations) and the site effects (variations in the seismic response of the subsurface). Data from the GRUNDY 2003 project are of good quality with clear recordings of pronounced wide-angle reflections (Fig. 3) . However, low-frequency noise occurs in many places, which is related to the open-cast brown coal mining industry in the survey area. We also observe some shadow zones, making the interpretation of the refracted waves difficult especially for offsets greater than 20-25 km. In addition, the free-surface multiple arrivals from the shallow low-velocity sedimentary layer are apparent in every shot-gather. In the raw amplitude spectra (inset Fig. 3 ) we observe two peaks: around 4 Hz, which can be related to the geophone natural frequency and 12 Hz, which is representative of the dominant signal frequency band (10-15 Hz).
Below we briefly summarize the processing applied to our data which closely follows that designed by Ravaut et al. (2004): r 3D to 2D correction by multiplying the amplitudes by
r Spectral whitening (frequency domain deconvolution) including spectral normalization;
r Band-pass filter (2-25 Hz); r QC and bad trace removal; r Muting centred on the calculated first-arrival times.
The spectral whitening was applied without normalization of the deconvolution operator. The whitening operator is given by
whereÃ( f ) is the amplitude spectrum of the seismogram after smoothing implemented by tapering of the autocorrelation and is a prewhitening factor. φ(f ) is the minimum-phase phase spectrum of the seismogram. Application of the operator 2 implies that amplitudes of each geophone seismogram after whitening are normalized by the maximum amplitude of the smoothed spectrum. This heuristic amplitude scaling led to Figure 3 Examples of the raw and preprocessed shot gathers: a) raw data, shot point 12; b) data after waveform tomography preprocessing and time-windowing for same shot gather. The inset shows the amplitude spectra for the raw and processed gathers; c) raw data, shot point 2; d) data after waveform tomography preprocessing and time-windowing for same shot gather. Arrows mark major wide-angle reflections preserved in our time window. All gathers plotted with reduction velocity of 5500 m/s.
the best waveform tomography results that we obtained so far for this specific dataset. The aim of this scaling was multifold: firstly, it is essential to stress that the finite-difference modelling provides the pressure synthetic wavefield, not the particle velocity recorded by geophones in the case of typical land acquisition. The amplitude scaling allowed us to reasonably transform the recorded geophone data into the corresponding pressure data that would have been recorded by hydrophones. Indeed, amplitude decreases more rapidly with offset in vertical geophone seismograms than in hydrophone ones due to the directional nature of geophone sensors. Therefore, some amplitude corrections were required to account for the fact that we matched geophone data with pressure synthetics. For this reason, we did not apply the amplitude scaling to the pressure synthetics. Secondly, the amplitude scaling probably helped to remove some attenuation effects that were not taken into account by the acoustic wave equation implemented in the waveform tomography code. Thirdly, it helped to mitigate the variations from one shot to the next and the variations of receiverground coupling. Since our algorithm estimates one single source signature for the full data set, variations in the source signature and energy cannot be taken into account by the inversion. We also made some attempt to apply waveform tomography without amplitude scaling by exploiting the reciprocity of Green functions . Indeed, one can match vertical geophone data generated by explosive sources with hydrophone data generated by vertical forces. This is implemented by replacing explosive sources by vertical forces in the modelling code to model vertical geophone data with pressure synthetics. Using this strategy, the results were not as good as with the heuristic amplitude normalization. This was probably due to the fact that the amplitude versus offset (AVO) behaviour of the real data was too different from that of the synthetic data computed in the starting model with a purely acoustic algorithm. This makes the inversion poorly preconditioned. Strong attenuation and shot-to-shot variations are likely the two main reasons of this strong initial amplitude mismatch. Another amplitude preconditioning implemented by artificially matching AVO behaviour of the data with an empirical function was used by Brenders and Pratt (2007b) for the acoustic waveform inversion of visco-elastic synthetic data but was not investigated in this paper. Note that the flattening of the amplitude spectrum resulting from whitening and band-pass filtering should not have effects on waveform tomography when discrete frequencies are inverted sequentially since the contribution of each frequency is taken into account separately. On the contrary, any modification of the relative amplitude of the frequency components should act as data preconditioning in the frame of simultaneous multi-frequency inversion. In this paper, we have limited our investigation to successive mono-frequency inversion which should provide the most robust approach for inversion of real complex dataset thanks to the multiresolution nature of the tomographic reconstruction. The main aim of the flattening of the amplitude spectrum and of the band-pass filtering was to improve the resolution and signal-to-noise ratio of the data during the preliminary quality control phase. Note also that the waveform tomography algorithm estimated a source signature representative of the whitened data and not of the raw data. This is one distinct advantage of the automatic source estimation implemented in the waveform tomography algorithm which allows the inversion of data which have undergone different amplitude preconditioning.
The chosen mute window starts 0.1 s below the predicted first arrival traveltimes and extends from 0.1 to 0.5 s above calculated traveltimes depending on the offset range. Typically, this time windowing preserves in the data the first arrivals and the critical and super-critical reflected wavefields whose arrival times are close to that of the first arrivals (Fig. 3) . Supercritical reflections preserved in this time window originate at the high velocity layers within the Jurassic and Lower Triassic as well as the Zechstein and sub-Zechstein (Upper Palaeozoic) strata.
A total number of 12,754 traces from 29 shot gathers were used in the inversion. A subset of every 4th trace of the data was used for computing the approximate Hessian. The data were subsequently Fourier transformed and selected frequency components were extracted in order to form a mono-frequency dataset for inversion.
Starting model
The selection of a starting model is another key issue in applying waveform tomography. It is usually provided by first-arrival traveltime tomography. The linearization used in waveform tomography requires that the first arrivals are fitted within one half-cycle of the inverted frequency. It came out that the tomographic models presented by Malinowski et al. (2007) for the GRUNDY 2003 data, might be too smooth to fulfil this condition. Picking of the first-arrival traveltimes for the GRUNDY 2003 data was affected by the presence of shadow zones and rapid decay of amplitude with offset. Hence, we refined our traveltime picks and a new higher resolution tomographic modelling has been carried out using the algorithm described by Dessa et al. (2004) . The forward problem was solved using the eikonal solver (Podvin and Lecomte 1991) . The inverse problem was regularized following Toomey et al. (1994) and solved by the iterative LSQR solver (Paige and Saunders 1982) . Model dimensions were 50 km horizontally and 10 km vertically, parametrised on the 2001 x 401 forward finite-difference grid with a 0.025 km gridstep. Smoothing of the model was adapted to the expected Fresnel zone width using reference frequency of 7 Hz. The traveltimes are generally fitted to ±0.05 s (Fig. 4) which is smaller than half the period for the first inverted frequency of 4 Hz. This should eliminate the cycle-skipping artefacts. However, the first-arrival picks beyond the 25 km offset are very unclear. A dominant feature of the inverted model (Fig. 5a) is the high velocity zone (ca. 5500 m/s) at the 3 km depth which channels the rays, and results in an underlying low velocity zone. This is consistent with the observed weak arrivals and shadow zone observed for larger offsets.
Waveform tomography results
We chose 13 equally-spaced frequencies ranging from 4 to 16 Hz for the inversion. Note that we used a denser frequency interval for efficient waveform tomography than that predicted by the resolution analysis of Sirgue and Pratt (2004) because it is difficult to accurately predict the aperture coverage in the case of real data recorded in complex geological environments. A 1-Hz frequency interval should guarantee the correct sampling of the wavenumber spectrum while maintaining a reasonable computational cost for the inversion. The starting frequency should be kept as low as possible to mitigate the cycleskipping artefacts, but it should be adapted to the frequency content of the data. Due to the recording instrumentation used (4.5 Hz geophones) we chose 4 Hz as the starting frequency. Parameterization used for the first-arrival traveltime tomography model was retained, since the 0.025 km gridstep used fulfills the condition of 4 grid points per minimum wavelength required by the forward modelling algorithm. Although the data contains free surface multiples we do not handle them, putting the absorbing condition at the top of the model. Free surface multiples should be treated as multiscattered arrivals. In order to not mis-interpret them as the single scattering arrivals, we should use the Newton solution, i.e., the full Hessian ). Since we are using an approximate Gauss-Newton method we assume that the free surface multiples are confined to the top layers only and they do not affect the wide-angle wavefield. Other parameters of the modelling are summarized in Table 1 . We use g = 1 which implies that a linear gain with offset is applied to both recorded and computed amplitudes before inversion. Note that g = 0.5 would roughly compensate for the geometrical spreading in the frame of a 2D processing and therefore would assign the same weight to each seismogram (recall that the 3D data were corrected to mimic 2D ones). Therefore a linear gain with offset g = 1 clearly means that we favour long-offset traces in the inversion. Since the data were time-windowed to remove shortapertures reflections, we are stressing imaging of the deeper reflectors constrained by large-offset data at the partial expense of the imaging of the shallow subsurface.
All calculations were done on a single bi-processor 64 bit machine with 8GB of core memory. It took 35 hours to complete all 13 frequency component inversions. Twenty iterations were computed per frequency. The absolute velocity models derived by waveform tomography are presented in Fig. 5 . We see how the models become more detailed as we introduce higher frequencies; i.e., higher wavenumbers in the inversion. Please note however that the model at 8 Hz (Fig. 5d) contains nearly all the elements that are present at 13 Hz (Fig. 5e) . The 1D log taken from models at X = 15 km (Fig. 6 ) confirms this observation and shows that the difference between models at 13 Hz and 16 Hz are minor. Since the model at 16 Hz provides more details, it was used for the subsequent structural interpretations. In turn, synthetic seismograms calculations were carried out using the 13-Hz model due to its less noisy behaviour.
Another possible way to visualise the waveform tomography results is to plot the model perturbations; i.e., the difference between the waveform tomography model and the starting first-arrival traveltime tomography model. Such plots help in structural interpretation of the results and mimic reflection seismic images, especially when plotted with the clipped scale (Fig. 7) .
The effectiveness of the inversion procedure can be illustrated by looking at the cost function reduction at each frequency (Fig. 8) . The highest cost function value was observed for the 6 Hz frequency. The cost function reduction was on average ca. 20%, taking the peak value of 57% for the 6 Hz frequency. Plots of the real part of the data (i.e., the amplitudes) at various stages of the inversion can be used as another diagnostic tool (Pratt 1999) . In Fig. 9 we see the spectral amplitudes of the 6 Hz data plotted in receiver versus shot position coordinate system. The data computed in the waveform tomography model (Fig. 9c,d ) are much closer to the observed data than those produced using the first-arrival traveltime tomography model (Fig. 9b) . We were able to identify amplitude patterns associated with the wide-angle reflections as shown by ellipses in Figure 6 1-D log taken at X = 15 km from the waveform tomography models at 8 Hz (red curve), 13 Hz (green curve) and 16 Hz (blue curve). Fig. 9(a) . The dominant amplitudes up to ca. 30 km distance are connected with the reflections from Triassic and Permian (Zechstein). The amplitudes that dominate at shorter offsets (from the 25 km distance) are likely linked with the reflections within the Jurassic. A high amplitude zone observed for the receivers between the 40 and 50 km distance probably results from the noise. Unfortunately, it was also reproduced during the modelling.
Model appraisal
Due to the computational limitations it is not yet possible to estimate directly the waveform tomography solution quality by statistical analysis (e.g., by calculating the a posteriori covariance matrix). Thus, to assess whether the obtained perturbations are real we should use geological constraints. For this purpose we used the data from the well shooting at the Wilczna-1 borehole located in the middle of the GRUNDY 2003 area ca. 3 km apart from the G01 line (Fig. 1) . The well reached a maximum depth of 3.2 km terminating within the Triassic (Scythian) strata, but the velocity log was only available down to 2.9 km. Waveform tomography results follow the interval velocity curve (Fig. 10) , albeit with some shifts that can be attributed to the offset of the borehole from the G01 line. The best fit was obtained in the Cretaceous strata (0.5-1 km depth) and in the Triassic (below 2 km depth). The biggest mismatch (ca. 500 m/s) occurs at 0.25 km depth, but it can be likely linked to the shallow velocity inhomogeneity. The increase in interval velocities up to 5500 m/s near 1.3-1.4 km depth marks the Upper Jurassic succession of Oxfordian limestones. The waveform tomography signature of this anomaly is however shifted some 0.1-0.2 km deeper. In order to establish the theoretical resolution of the waveform tomography, we would have to examine the range of apertures actually used for the imaging which poses a serious difficulty. Instead, we can empirically determine the resolvable wavelengths by matching the waveform tomography results and the filtered well-log. In our case, a Gaussian-filter with 500 m correlation length gives the qualitatively best results (Fig. 10) . Thus, we may estimate that the resolvable wavelengths for the 16 Hz frequency model are of the order of 500 m.
For the lithological interpretation of the waveform tomography models, we used stratigraphic horizons projected from the nearby industrial reflection profile ZRG01097 (Fig. 1) . The horizons are projected with confidence only to the 12 km distance along the G01 line, further some regional information of the oil industry was used. All of the strata are dipping towards the NE (namely the basin axis), with minor changes in thickness. Apart from the thin Quaternary and Tertiary strata, we have from the top: the Cretaceous (Middle, K2 and Lower, K1), the Jurassic (Upper, J3, Middle, J2 and Lower, J1), the Triassic (Rhaethian, Tre, Keuper, Tk and Scythian, Tp) and the Upper Permian (Zechstein, Z).
The correspondence between the waveform tomography results and the stratigraphy is very good (Fig. 11a,b) . There is for example a consistent increase in velocity up to 5500 m/s near the base of the Triassic (Scythian, Tp). It forms a high velocity layer throughout the model. The Upper Jurassic (J3) strata are connected with the gradual increase of velocity up to 5000 m/s (at X = 30 km). This might be indicative of the transition from sandy to carbonate facies, e.g., occurrence of high-velocity Oxfordian limestones as indicated by the well-log. An interesting feature can be seen in the middle of the Zechstein (Z) for logs at 15 and 20 km. There is the shift in sign of the velocity anomaly from positive to negative. It is likely associated with the transition from anhydrite to a salt facies previously interpreted along the G01 line byŚliwiński et al. (2006) . The top of the Zechstein (yellow line) is associated with the negative impedance contrast. We may also follow a negative velocity anomaly at the depth of 5.2 km (X = 5 km) to 5.8 km (X = 20 km), which probably marks the base of the Permian complex, Plot of the real part of the data (i.e., the amplitudes) at 6 Hz: a) observed data; b) modelled data from the first-arrival traveltime tomography model; c) data modelled during waveform tomography at iteration 1; d) data modelled during waveform tomography at iteration 20. The weighting operator W d was applied to the data. Ellipses mark some dominant events: J -reflection within the Jurassic; Tr + Z -reflections within the Triassic and Zechstein. namely the base of the Rotliegend (Lower Permian). Below 6 km depth velocity profiles become noisy and hard to interpret, with small velocity contrasts.
Another way to determine the solution quality is to check the fit of both the traveltimes and waveforms predicted by the waveform tomography models as suggested by Operto et al. (2006) . Time-domain finite-difference synthetic seismograms were calculated for all the shot gathers using the frequencydomain modelling method implemented in the waveform tomography algorithm, both for the waveform tomography and first-arrival traveltime tomography models. Dispersive synthetic seismograms were computed for a Delta source function and subsequently band-pass filtered with a Butterworth filter within the 4-13 Hz frequency band accordingly to the frequency band involved in the inversion. The same Butterworth filter was applied to the real data for a fair comparison between the two sets of seismograms. We show the results of this modelling for 2 selected shot gathers (shot points 7 and 12) (Figs 13-14) . The real seismograms are shown after whitening and spectral normalization in Figs 13-14 and therefore reflect the amplitudes of the data used for inversion. The computed and recorded seismograms are plotted with a linear gain with offset, the same as applied for inversion. No free surface was involved during the simulations in order to reproduce the same conditions as for the inversion.
In addition to the comparison of the observed and forwardmodelled seismograms, we also present in Figs 13-14 the traveltime curves of the first-arrivals and wide-angle reflections calculated in the waveform tomography model. The perturbational model at 16 Hz frequency was interpreted by picking some structural interfaces (Fig. 12) . In order to facilitate the picking, the perturbations were clipped at ±200 m/s. We distinguish the following interfaces named generally after the expected stratigraphy: J -Jurassic, Tr-Triassic, Zttop Zechstein, Zb -base of Zechstein, Pb -base of Permian (Rotliegend), P1-P4 -Younger Palaeozoic (Carboniferous). Subsequently, both the first-arrival and reflection traveltimes were calculated in the final velocity model using the eikonal solver of Podvin and Lecomte (1991) .
The recorded and computed seismograms are dominated by a complex package of sharp wide-angle reflections typically observed within the 5-15 km offset range (Figs 13-14) . The most pronounced reflection comes from the lower Triassic and the top of the Zechstein. The diving wave or head wave from the Triassic layer is generally well identified and attenuated typically beyond offsets greater than 20 km. Beyond these offsets, we observe a shadow zone due to the high velocities observed near the base of the Triassic layer which results in an underlying low velocity zone. Small velocity contrasts and gradients below the Pb interface are not sufficient to produce detectable refracted wave energy. At offsets greater than 25-30 km we observe a strong wide-angle reflection that is almost horizontal on the reduced-time section (Figs 13-14) . This arrival is a wide-angle reflection from the Upper Palaeozoic (P2-P3) strata. Qualitative comparison between the preprocessed observed and computed seismograms reveals a reasonable fit for the arrivals recorded before 15 km of offsets. These arrivals include the first arrivals from above the Triassic layer, the wide-angle reflection from the Triassic layer and the small amplitude refracted wave within this layer. At greater offsets, amplitudes of the synthetic seismograms are very small compared to that of the recorded ones. This is probably due to both underestimated velocity perturbations in the deep part of the waveform tomography models which makes the deep part of the waveform tomography model weakly reflective and excessive normalization of the recorded data at large offsets. Note however that the fact that the deep part of the waveform tomography model returns to the surface with a little amount of energy is consistent with the fact that the sharp velocity contrast at the base of the Triassic layer precludes efficient transmission of the wave energy. The second observation is that the sharp reflections from the Triassic layers were sharpened during waveform tomography. This is clearly shown by the firstarrival traveltime curves computed in the final waveform tomography velocity model which matches the traveltime of the diving waves from the Triassic layer. This implies that the final waveform tomography model incorporates a sharp interface which generates a head wave or refracted wave along this interface. In Figs 15-16 we superimpose the recorded and computed seismograms showing 1 trace out of 6. We applied the same mute as used during inversion and normalized each seismogram by its maximum amplitude to correct for the different AVO behaviour of the two sets of seismograms. The aim of this comparison is to assess in more detail how the waveforms of the seismograms evolved during waveform tomography and how information was extracted from secondary wide-angle reflections. The improvement of the waveform fit achieved after waveform tomography is obvious although some improvements can be expected using an improved amplitude preconditioning. The match of the wide-angle reflection from the Triassic layer in the waveform tomography seismograms can be correlated with the attenuation of the first arrival in the seismograms computed in the waveform tomography models for offsets greater than 15 km. This attenuation of the first-arrivals in the seismograms computed in the waveform tomography model is consistent with the fact that the Triassic layer creates a low velocity layer beneath it. The waveforms of the wide-angle reflection for shot gathers 7 and 12 have been clearly improved using the waveform tomography model as compared to those for the first-arrival traveltime tomography model. The match of the waveforms for offsets greater than 20 km is not as good probably due to the degraded accuracy of the background model in the deep part. However, some seismograms are reasonably fitted in shot gather 12 between 1.5 and 2 s at offsets greater than 15 km. No significant amplitudes are present in the seismograms computed for the firstarrival traveltime tomography model at these times and offsets suggesting that waveform tomography also incorporated deep reflectors corresponding to the Palaeozoic layers.
Geological implications
Although it is hard to directly compare the waveform tomography results and the reflection seismic images because of their different resolution we may conclude that the waveform tomography provides significantly more detail about the Mesozoic cover structure. For example, the interface in the Triassic (Tr in Fig. 12 ), which is a dominant feature in the waveform tomography model, is hardly visible in the depth section (Fig.  2) . Also the Upper Jurassic (J3) can be more easily traced in the waveform tomography model, suggesting that we observed changes from sandy to carbonate facies.
As stated earlier, we were primarily interested in imaging the pre-Permian (or sub-Zechstein) strata. This task was also successfully accomplished by the application of waveform tomography. We obtained a clear image of the base of the Permian (Pb in Fig. 12) , which was only associated with weak signals in the depth section (Fig. 2) . It is deepening toward the centre of the G01 line confirming the interpretation of Malinowski et al. (2007); Śliwiński et al. (2006) . The key issue for the interpretation of the pre-Permian structure is to asses the validity of the picked P1-P4 interfaces, likely representing layering within the Carboniferous. They can not be traced with confidence since the associated velocity contrast is relatively small. This is in agreement with Dadlez (2006) who states that there is only a little difference in velocity between deformed and undeformed Carboniferous rocks. However, from the kinematic point of view, their position seems to be justified. Interfaces P1 and P4 correspond well to the patches of reflectivity observed at ca. 6.5-7 km depth in the migrated section (Fig. 2) . It is interesting to note, that this reflectivity ends near CDP 400 -approximately where the P2 interface begins to dip towards The data were processed by whitening, spectral normalization and Butterworth band-pass filtering within the 4-13 Hz frequency band. The first-arrival traveltime curve computed in the final waveform tomography velocity model is superimposed. b) Synthetic seismograms computed in the final waveform tomography model for shot point 7. The first-arrival traveltime curve computed in this model is superimposed. The arrow points at a refracted wave caused by an artifical layer created on top of the waveform tomography velocity model during inversion. This artifical layer results from the fact that the first 100 metres in the waveform tomography model are left unchanged during inversion. c) Synthetic seismograms computed using the first-arrival traveltime tomography velocity model for shot point 7. The first-arrival traveltime curve computed in this model is superimposed. Note the different slope of the traveltime curve beyond offsets of 10 km compared to that of b). This suggests that waveform tomography incorporated a sharp velocity contrast marked by the strong wide-angle reflection between offsets 5 and 15 km of offsets. This strong velocity contrast leads to the propagation of a head wave with an apparent velocity of roughly 5500 m/s (the value of the reduction velocity) which is consistent with the velocity found at the base of the Triassic layer. Note also the overestimated amplitudes of the preprocessed recorded seismograms at large offsets due to the spectral normalization. Forward ray-tracing traveltimes calculated in waveform tomography model are overlayed with the labels as in Fig. 12 . Fig. 13 for shot 12. The same comments as for shot point 7 apply for this shot gather. NE (Fig. 12) . In the previous interpretation of the GRUNDY 2003 data (Malinowski et al. 2007; Śliwiński et al. 2006) we observe below the Permian near CDP 400 a contact zone of the folded Carboniferous rocks forming the Variscan front with its foredeep filled with Upper Carboniferous molasse. We also provided an alternative explanation that this might still represent an intermontane basin within the Variscan orogen. The rising up of the P3 interface would support this second possibility. Such a depression filled with Carboniferous sediments is likely to act as a gas generation zone which is of great importance for the hydrocarbon potential in the Polish Basin.
Figure 14 Same as

C O N C L U S I O N S
We have shown the application of frequency domain waveform tomography to the wide-aperture data recorded in a sedimentary basin environment. Using a semi-automatic method, Figure 15 Direct comparison of recorded (green) and computed (blue) seismograms for the waveform tomography model (a) and the firstarrival traveltime tomography model (b) for shot point 7. The same time windowing as used for waveform tomography was applied. One seismogram out of 6 is shown. Each seismogram is normalized by its maximum amplitude. The dots are first-arrival traveltimes in the waveform tomography (a) and first-arrival traveltime tomography (b) velocity models. The slope break in the traveltime curve at 10 km of offset in (a) clearly indicates a sharp velocity contrast which can also be correlated with the wide-angle reflection between 5 and 15 km of offset. One can compare the match of this reflected event in (a) and (b). This wide-angle reflection is also nicely fitted in the negative offset range in (a).
without the need for secondary phases identification, we obtained a quasi-structural image (namely the perturbational model) and a detailed velocity model. The effectiveness of waveform tomography resulted in a reasonably good cost function reduction (20-55%) and a good amplitude fit in the frequency domain. The interpretation of the waveform tomography results was guided by pre-existing geological knowledge which allowed us to drawn direct conclusions concerning the lithology of the particular strata by looking at the velocity changes or polarity reversals in the perturbational models. Such information is very hard to be extracted from the reflection section alone or from a first-arrival traveltime tomography model. We were able to detect the transition to carbonate facies in the Upper Jurassic strata. In addition, a good match between the well-log data and our velocity model provided further validation of the waveform tomography results. Time-domain finite-difference synthetic shot gathers showed very complicated wavefields. However, most of the major wide-angle reflections from the Triassic and Permian layer were reproduced. First-arrival branches are kinematically well fitted to the observed data, but beyond 15 km offsets they are not associated with the signals in the synthetic sections due to a low velocity zone formed below the base of the Triassic and small impedance contrast below the base of the Permian. The base of the Rotliegend (i.e., base of the Permian complex) was clearly imaged which was not the case in conventional reflection processing of the same data. Although the velocity model became noisy at deeper levels (below 6 km) and no clear velocity jumps existed there, we were able to trace some deeper interfaces as well, which formed a depression in the central part of the profile. This finding provides an independent validation of the earlier interpretations of the GRUNDY 2003 data, in which a Variscan foredeep or intermontane basin filled with Upper Carboniferous molasse rocks was proposed. Obtaining a P-wave velocity model might be a good starting point for future multiparameter waveform tomography, including inversion for attenuation and density which should allow a more rigorous processing of the true amplitudes of the seismograms.
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