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Abstract
It is developed the theory of the Dirichlet problem for harmonic functions. On
this basis, for the nondegenerate Beltrami equations in the quasidisks and, in partic-
ular, in smooth Jordan domains, it is proved the existence of regular solutions of the
Riemann-Hilbert problem with coefficients of bounded variation and boundary data
that are measurable with respect to the absolute harmonic measure (logarithmic ca-
pacity). Moreover, it was shown that the dimension of the spaces of the given solutions
is infinite.
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31A25, 31B25, 35Q15; Secondary 30E25, 31C05, 34M50, 35F45
1 Introduction
Let D be a domain in the complex plane C and let µ : D → C be a measurable
function with |µ(z)| < 1 a.e. The equation of the form
fz¯ = µ(z) · fz (1.1)
where fz¯ = ∂¯f = (fx + ify)/2, fz = ∂f = (fx − ify)/2, z = x + iy, fx
and fy are partial derivatives of the function f in x and y, respectively, is
said to be a Beltrami equation. The Beltrami equation (1.1) is said to be
nondegenerate if ||µ||∞ < 1.
Note that there were recently established a great number of new theorems on
the existence and on the boundary behavior of homeomorphic solutions and, on
this basis, on the Dirichlet problem for the Beltrami equations with essentially
1
On Riemann-Hilbert problem for Beltrami equations 2
unbounded distortion quotients Kµ(z) = (1+ |µ(z)|)/(1− |µ(z)|), see, e.g.,
the monographs [1]–[3] and the papers [4]–[7], and many references therein.
However, under the study of the Riemann-Hilbert problem for (1.1) we restrict
ourselves here with the nondegenerate case because this investigation leads to
a very delicate Lusin’s problem on interconnections of the boundary data of
conjugate harmonic functions and with the dificult problem on the distortion
of boundary measures under more general mappings.
Boundary value problems for analytic functions are due to the well-known
Riemann dissertation (1851), and also to works of Hilbert (1904, 1912, 1924),
and Poincare´ (1910), see the monograph [8] for details and also for the case of
generalized analytic functions.
The first concrete problem of such a type has been proposed by Hilbert
(1904) and called at present by the Hilbert problem or the Riemann-Hilbert
problem. That consists in finding analytic functions f in a domain bounded by
a rectifiable Jordan curve C with the linear boundary condition
Re λ(ζ) · f(ζ) = ϕ(ζ) ∀ ζ ∈ C (1.2)
where it was assumed by him that the functions λ and ϕ are continuously
differentiable with respect to the natural parameter s on C and, moreover,
|λ| 6= 0 everywhere on C. Hence without loss of generality one may assume
that |λ| ≡ 1 on C.
The first way for solving this problem based on the theory of singular integral
equations was given by Hilbert, see [9]. This attempt was not quite successful
because of the theory of singular integral equations has been not yet enough
developed at that time. However, just that way became the main approach in
this research direction, see e.g. [8], [10] and [11]. In particular, the existence of
solutions to this problem was in that way proved for Ho¨lder continuous λ and
ϕ, see e.g. [10].
Another way for solving this problem based on a reduction to the correspond-
ing two Dirichlet problems was also proposed by Hilbert, see e.g. [12]. A very
general solution of the Riemann-Hilbert problem by this way was recently given
in [13] for the arbitrary Jordan domains with functions ϕ and λ that are only
measurable with respect to the harmonic measure.
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We follow the second scheme of Hilbert under the study of the generalized
Riemann-Hilbert problem for the Beltrami equations. However, as it follows
from the known Ahlfors–Beurling–Bishop examples, see e.g. [14], the harmonic
measure zero is not invariant under quasiconformal mappings. Hence here we
apply the so–called absolute harmonic measure (logarithmic capacity).
Recall that homeomorphic solutions with distributional derivatives of the
nondegenerate Beltrami equations (1.1) are called quasiconformal mappings,
see e.g. [15] and [16]. The images of the unit disk D = {z ∈ C : |z| < 1} un-
der the quasiconformal mappings C onto itself are called quasidisks and their
boundaries are called quasicircles or quasiconformal curves. Recall that a
Jordan curve is a continuous one-to-one image of the unit circle in C. It is
known that every smooth (or Lipschitz) Jordan curve is a quasiconformal curve
and, at the same time, quasiconformal curves can be nonrectifiable as it follows
from the known examples, see e.g. the point II.8.10 in [16].
Note that a Jordan curve generally speaking has no tangents. Hence we need
a replacement for the notion of a nontangential limit usually applied. In this
connection, recall the Bagemihl theorem in [17], see also Theorem III.1.8 in
[18], stated that, for any function Ω : D → C, except at most countable set of
points ζ ∈ ∂D, for all pairs of arcs γ1 and γ2 in D terminating at ζ ∈ ∂D,
C(Ω, γ1) ∩ C(Ω, γ2) 6= ∅ , (1.3)
where C(Ω, γ) denotes the cluster set of Ω at ζ along γ, i.e.,
C(Ω, γ) = {w ∈ C : Ω(zn)→ w, zn → ζ, zn ∈ γ} .
Immediately by the theorems of Riemann and Caratheodory, this result is ex-
tended to an arbitrary Jordan domain D in C. Given a function Ω : D → C
and ζ ∈ ∂D, denote by P (Ω, ζ) the intersection of all cluster sets C(Ω, γ) for
arcs γ in D terminating at ζ. Later on, we call the points of the set P (Ω, ζ)
principal asymptotic values of Ω at ζ. Note that if Ω has a limit along at
least one arc in D terminating at a point ζ ∈ ∂D with the property (1.3), then
the principal asymptotic value is unique.
Recall also that a mapping f : D → C is called discrete if the pre-image
f−1(y) consists of isolated points for every y ∈ C, and open if f maps every
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open set U ⊆ D onto an open set in C.
The regular solution of a Beltrami equation (1.1) is a continuous, discrete
and open mapping f : D → C with distributional derivatives satisfying (1.1)
a.e. Note that, in the case of nondegenerate Beltrami equations (1.1), a regular
solution f belongs to class W 1,ploc for some p > 2 and, moreover, its Jacobian
Jf(z) 6≡ 0 for almost all z ∈ D, and it is called a quasiconformal function,
see e.g. Chapter VI in [16].
A regular solution of the Riemann-Hilbert problem (1.2) for the Bel-
trami equation (1.1) is a regular solution of (1.1) satisfying the boundary con-
dition (1.2) in the sense of unique principal asymptotic value for all ζ ∈ ∂D
except a set of logarithmic capacity zero.
2 On the logarithmic capacity
The most important notion for our research is the notion of logarithmic capacity,
see e.g. [18], [21] and [22]. First of all, given a bounded Borel set E in the plane
C, a mass distribution on E is a nonnegative completely additive function
of a set ν defined on its Borel subsets with ν(E) = 1. The function
U ν(z) :=
∫
E
log
∣∣∣∣ 1z − ζ
∣∣∣∣ dν(ζ) (2.1)
is called a logarithmic potential of the mass distribution ν at a point z ∈ C.
A logarithmic capacity C(E) of the Borel set E is the quantity
C(E) = e−V , V = inf
ν
Vν(E) , Vν(E) = sup
z
U ν(z) . (2.2)
Note that it is sufficient to take the supremum in (2.2) over the set E only. If
V = ∞, then C(E) = 0. It is known that 0 ≤ C(E) < ∞, C(E1) ≤ C(E2)
if E1 ⊆ E2, C(E) = 0 if E =
∞⋃
n=1
En, with C(En) = 0, n = 1, 2, . . ., see e.g.
Lemma III.4 in [21].
It is also well-known the following geometric characterization of the logarith-
mic capacity, see e.g. the point 110 in [22]:
C(E) = τ(E) := lim
n→∞
V
2
n(n−1)
n (2.3)
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where Vn denotes the supremum (really, maximum) of the product
V (z1, . . . , zn) =
l=1,...,n∏
k<l
|zk − zl| (2.4)
taken over all collections of points z1, . . . , zn in the set E. Following Fe´kete, see
[23], the quantity τ(E) is called the transfinite diameter of the set E. By the
geometric interpretation of the logarithmic capacity as the transfinite diameter
we immediately see that if C(E) = 0, then C(f(E)) = 0 for an arbitrary
mapping f that is continuous by Ho¨lder and, in particular, for conformal and
quasiconformal mappings on the compact sets, see e.g. Theorem II.4.3 in [16].
In order to introduce sets that are measurable with respect to logarithmic
capacity, we define, following [21], inner C∗ and outer C
∗ capacities:
C∗(E) : = sup
F⊆E
C(E) (2.5)
where supremum is taken over all compact sets F ⊂ C, and
C∗(E) : = inf
E⊆O
C(O) (2.6)
where infimum is taken over all open sets O ⊂ C. Further, a bounded set
E ⊂ C is called measurable with respect to the logarithmic capacity if
C∗(E) = C∗(E) , (2.7)
and the common value of C∗(E) and C
∗(E) is still denoted by C(E). Note, see
e.g. Lemma III.5 in [21], that the outer capacity is semiadditive, i.e.,
C∗
(
∞⋃
n=1
En
)
≤
∞∑
n=1
C∗(En) . (2.8)
A function ϕ : E → C defined on a bounded set E ⊂ C is calledmeasurable
with respect to logarithmic capacity if, for all open sets O ⊆ C, the sets
Ω = {z ∈ E : ϕ(z) ∈ O} (2.9)
are measurable with respect to logarithmic capacity. It is clear from the defi-
nition that the set E is itself measurable with respect to logarithmic capacity.
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Note also that sets of logarithmic capacity zero coincide with sets of the
so-called absolute harmonic measure zero introduced by Nevanlinna, see
Chapter V in [22]. Hence a set E is of (Hausdorff) length zero if C(E) = 0,
see Theorem V.6.2 in [22]. However, there exist sets of length zero having a
positive logarithmic capacity, see e.g. Theorem IV.5 in [21].
Remark 2.1. It is known that Borel sets and, in particular, compact and
open sets are measurable with respect to logarithmic capacity, see e.g. Lemma
I.1 and Theorem III.7 in [21]. Moreover, as it follows from the definition, any
set E ⊂ C of finite logarithmic capacity can be represented as a union of the
sigma-compactum (union of countable collection of compact sets) and the set of
logarithmic capacity zero. It is also known that the Borel sets and, in particular,
compact sets are measurable with respect to all Hausdorff’s measures and, in
particular, with respect to measure of length, see e.g. theorem II(7.4) in [24].
Consequently, any set E ⊂ C of finite logarithmic capacity is measurable with
respect to measure of length. Thus, on such a set any function ϕ : E → C
being measurable with respect to logarithmic capacity is also measurable with
respect to measure of length on E. However, there exist functions that are
measurable with respect to measure of length but not measurable with respect
to logarithmic capacity, see e.g. Theorem IV.5 in [21].
We are especially interested by functions ϕ : ∂D → C defined on the unit
circle ∂D = {z ∈ C : |z| = 1}. However, in view of (2.3), it suffices to
examine the corresponding problems on the segments of the real axis because
any closed arc on ∂D admits a bi-Lipschitz (even infinitely smooth, the so-called
stereographic) mapping g onto such a segment.
In this connection, recall that a mapping g : X → X ′ between metric spaces
(X, d) and (X ′, d′) is said to be Lipschitz if d′(g(x1), g(x2)) 6 C · d(x1, x2)
for any x1, x2 ∈ X and for a finite constant C. If, in addition, d(x1, x2) 6
c · d′(g(x1), g(x2)) for any x1, x2 ∈ X and for a finite constant c, then mapping
g is called bi-Lipschitz.
Recall also, see e.g. Subsection IV.10 in [24], that a point x0 ∈ R is called a
density point for a measurable (with respect to the length, i.e., with respect
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to the Lebesgue measure) set E ⊂ R if x0 ∈ E and
lim
ε→0
| (x0 − ε, x0 + ε) \ E |
2ε
= 0 . (2.10)
Similarly, we say that a point x0 ∈ R is the density point with respect
to logarithmic capacity for a measurable (with respect to C) set E ⊂ R if
x0 ∈ E and
lim
ε→0
C([x0 − ε, x0 + ε] \ E)
C([x0 − ε, x0 + ε])
= 0 . (2.11)
Note that the logarithmic capacity of a segment of length l is equal to l/4, see
e.g. [25], p. 25 and 45. Hence C([x0 − ε, x0 + ε]) = ε/2. Note simultaneously
from the same place that logarithmic capacity of a circle (and a disk) of a radius
r is equal to r and, in particular, logarithmic capacity of the unit circle (and
the unit disk) is equal to 1.
Finally, recall that a function ϕ : [a, b]→ C is approximately continuous
(with respect to logarithmic capacity) at a point x0 ∈ (a, b) if it is
continuous on a set E ⊆ [a, b] for which x0 is a density point (with respect
to logarithmic capacity), see e.g. Subsection IV.10 in [24], and the Subsection
2.9.12 in [26], correspondingly.
Further, it is important that the following analog of the Denjoy theorem
holds, see e.g. Theorem 2.9.13 in [26], cf. Theorem IV(10.6) in [24].
Proposition 2.1. A function ϕ : [a, b] → C is measurable with respect
to logarithmic capacity if and only if it is approximately continuous for a.e.
x ∈ (a, b) with respect to logarithmic capacity.
Remark 2.2. As known, C([a; b]) = (b−a)/4 and, moreover, C(E) ≥ |E|/4
where |E| – длина E, see e.g. II.4.17 in [36]. Thus, if x0 is a density point
for a set E with respect to logarithmic capacity, then x0 is also a density point
for the set E with respect to measure of length. Consequently, each point of
approximate continuity of a function ϕ : [a, b]→ R with respect to logarithmic
capacity is also the point of approximate continuity of the function ϕ with
respect to the Lebesgue measure on the real axis.
Hence, in particular, we obtain the following useful lemma.
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Lemma 2.1. Let a function ϕ : [a, b] → R be bounded and measurable
with respect to logarithmic capacity and let Φ(x) =
x∫
a
ϕ(t) dt be its indefinite
Lebesgue integral. Then Φ′(x) = ϕ(x) a.e. on (a, b) with respect to logarithmic
capacity.
Proof. Indeed, let x0 ∈ (a, b) be a point of approximate continuity for a
function ϕ. Then there is a set E ⊆ [a, b] for which point x0 is a density point
and ϕ is continuous on this set. Since |ϕ(x)| ≤ C < ∞ for all x ∈ [a, b], we
obtain that at small h ∣∣∣∣Φ(x0 + h)− Φ(x0)h − ϕ(x0)
∣∣∣∣ ≤
≤ max
x∈E∩[x0,x0+h]
| ϕ(x)− ϕ(x0) | + 2C
| (x0, x0 + h) \ E |
|h|
,
i.e., Φ′(x0) = ϕ(x0). Thus, Lemma 2.1 follows from Proposition 2.1, see also
Remarks 2.1 and 2.2.
3 One analog of the Lusin theorem
The following remarkable theorem of Lusin says that, for any measurable finite
a.e. (with respect to the Lebesgue measure) function ϕ on the segment [a, b],
there is a continuous function Φ such that Φ′(x) = ϕ(x) a.e. on [a, b], see
e.g. Theorem VII(2.3) in [24]. This statement was well-known long ago for
integrable functions ϕ with respect to its indefinite integral Φ, see e.g. Theorem
IV(6.3) in [24]. However, this result is completely nontrivial for nonintegrable
functions ϕ.
In the proof of one analog of the Lusin theorem in terms of logarithmic
capacity, the following lemma on singular functions of the Cantor type will
take the key part.
Lemma 3.1. There is a continuous nondecreasing function Ψ : [0, 1] →
[0, 1] such that Ψ(0) = 0, Ψ(1) = 1 and Ψ′(t) = 0 a.e. with respect to logarith-
mic capacity.
Proof. To prove this fact we use the construction of sets of Cantor’s type of
logarithmic capacity zero due to Nevanlinna. Namely, let us consider a sequence
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of numbers pk > 1, k = 1, 2, . . ., and define the corresponding sequence of the
sets E(p1, . . . , pn), n = 1, 2, . . ., by the induction in the following way. Let
E(p1) be the set consisting of two equal-length segments obtained from the unit
segment [0, 1] by removing the central interval of length 1− 1/p1; E(p1, p2) be
the set consisting of 22 = 4 equal-length segments obtained by removing from
each segment of the previous set E(p1) the central interval with 1−1/p2 fraction
of its length and so on. Denote by E(p1, p2, . . .) the intersection of all the sets
E(p1, . . . , pn), n = 1, 2, . . .. By Theorem V.6.3 in [22] the set E(p1, p2, . . .)
has logarithmic capacity zero if and only if the series
∑
2−k log pk is divergent.
This condition holds, for example, if pk = e
2k .
It is known that all sets of Cantor’s type are homeomorphic each to other. In
particular, there is a homeomorphism h : [0, 1]→ [0, 1], h(0) = 0 and h(1) = 1,
under which E(p1, p2, . . .) is transformed into the classical Cantor set, see e.g.
8.23 in [29]. Thus, if κ is the classical Cantor function, see e.g. 8.15 in [29],
then Ψ = κ ◦ h is the desired function. ✷
Lemma 3.2. Let a function g : [a, b] → R be bounded and measurable with
respect to logarithmic capacity. Then, for every ε > 0, there is a continuous
function G : [a, b]→ R such that |G(x)| ≤ ε for all x ∈ [a, b], G(a) = G(b) =
0, and G′(x) = g(x) a.e. on [a, b] with respect to logarithmic capacity.
Proof. Let H(x) =
x∫
a
g(t) dt be the indefinite Lebesgue integral of the func-
tion g. Choose on [a, b] a finite collection of points a = a0 < a1 < . . . < an = b
such that the oscillation of H on each segment [ak, ak+1], k = 0, 1, . . . , n− 1 is
less than ε/2. Applying linear transformations of independent and dependent
variables to the function Ψ : [0, 1] → [0, 1] from Lemma 3.1, we obtain the
function Fk on each segment [ak, ak+1], k = 0, 1, . . . , n− 1, that coincides with
the function H at its endpoints and whose derivative is equal to zero a.e. with
respect to logarithmic capacity. Let F be the function on [a, b] glued of the
functions Fk. Then G = H − F gives us the desired function by Lemmas 2.1
and 3.1. ✷
Lemma 3.3. Let a function g : [a, b] → R be bounded and measurable
with respect to logarithmic capacity and let P be a closed subset of the segment
On Riemann-Hilbert problem for Beltrami equations 10
[a, b]. Then, for every ε > 0, there is a continuous function G : [a, b] → R
such that |G(x+h)| ≤ ε|h| for all x ∈ P and all h ∈ R such that x+h ∈ [a, b],
G(x) = G′(x) = 0 for all x ∈ P and G′(x) = g(x) a.e. on [a, b] \ P with
respect to logarithmic capacity.
Proof. Let I = (a, b). Then the set I \ P is open and can be repre-
sented as the union of a countable collection of mutually disjoint intervals
Ik = (ak, bk). Choose in each interval Ik an increasing sequence of numbers
с
(j)
k , j = 0,±1,±2, . . . such that c
(j)
k → ak as j → −∞ and c
(j)
k → bk as
j → +∞. Denote by ε
(j)
k the minimal of the two numbers ε(c
(j)
k − ak)/(k+ |j|)
and ε(bk−c
(j)
k )/(k+ |j|). Then by Lemma 3.2 in each interval Ik there is a con-
tinuous function Gk such that |G(x)| ≤ ε
(j)
k for all x ∈ [c
(j)
k , c
(j+1)
k ], G(c
(j)
k ) = 0
for all j = 0,±1,±2, . . ., and G′(x) = g(x) a.e. on Ik with respect to logarith-
mic capacity. Thus, setting G(x) = Gk(x) on each interval Ik and G(x) = 0
on the set P , we obtain the desired function. ✷
Finally, we prove the following analog of the Lusin theorem mentioned above.
Theorem 3.1. Let ϕ : [a, b] → R be a measurable function with respect
to logarithmic capacity. Then there is a continuous function Φ : [a, b] → R
such that Φ′(x) = ϕ(x) a.e. on (a, b) with respect to logarithmic capacity.
Furthermore, the function Φ can be choosen such that Φ(a) = Φ(b) = 0 and
|Φ(x)| ≤ ε for a prescribed ε > 0 and all x ∈ [a, b].
Proof. First we define by induction a sequence of closed sets Pn ⊆ [a, b]
and a sequence of continuous functions Gn : [a, b] → R, n = 0, 1, . . . , whose
derivatives exist a.e. and are measurable with respect to logarithmic capacity
such that, under the notations Qn =
n⋃
k=0
Pk and Φn =
n∑
k=0
Gk, the following
conditions hold: (a) Φ′n(x) = ϕ(x) for x ∈ Qn, (b) Gn(x) = 0 for x ∈ Qn−1,
(c) |Gn(x + h)| ≤ |h|/2
n for all x ∈ Qn−1 and all h such that x + h ∈ [a, b],
(d) C(I \Qn) < 1/n where I = [a, b].
So, let G0 ≡ 0 and P0 = ∅ and let Gn and Pn be already constructed
with the given conditions for all n = 1, 2, . . . , m. Then there is a compact set
Em ⊂ I \Qm such that
C(I \ (Qm ∪ Em)) < 1/(m+ 1) (3.1)
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and the functions Φ′m and ϕ are continuous on Em, see e.g. Theorem 2.3.5 in
[26].
By Lemma 3.3 with the set P = Qm and the function g : I → R that is
equal to ϕ(x)−Φ′m(x) on Em and zero on I \Em, there is a continuous function
Gm+1 : I → R such that (i) G
′
m+1(x) = ϕ(x) − Φ
′
m(x) a.e. on I \ Qm with
respect to logarithmic capacity, (ii) Gm+1(x) = G
′
m+1(x) = 0 for all x ∈ Qm,
and (iii) |Gm+1(x+h)| ≤ |h|/2
m+1 for all x ∈ Qm and all h such that x+h ∈ I .
By the definition of logarithmic capacity, conditions (i) and (3.1), there is a
compact set Pm+1 ⊆ Em such that
C(I \ (Qm ∪ Pm+1)) < 1/(m+ 1) , (3.2)
G′m+1(x) = ϕ(x)− Φ
′
m(x) ∀ x ∈ Pm+1 . (3.3)
By (3.2), (3.3), (ii), (iii) it is easy to see that conditions (a), (b), (c) and (d)
hold for n = m+ 1, too.
Set now on the basis of the above construction of the sequences Gn and Pn:
Φ(x) = lim
k→∞
Φk(x) =
∞∑
k=1
Gk(x) , Q = lim
k→∞
Qk =
∞⋃
k=1
Pk . (3.4)
Note that Φk → Φ uniformly on the segment I because of the condition (c)
and hence the function Φ is continuous. By the construction, for each x0 ∈ Q
we have that x0 ∈ Qn for large enough n and, since
Φ(x0 + h)− Φ(x0)
h
=
Φn(x0 + h)− Φn(x0)
h
+
∞∑
k=n+1
Gk(x0 + h)−Gk(x0)
h
,
we obtain from the conditions (a), (b) and (c) that
lim sup
h→0
∣∣∣∣ Φ(x0 + h)− Φ(x0)h − ϕ(x0)
∣∣∣∣ < 12n ,
i.e., Φ′(x0) = ϕ(x0). Moreover, by condition (d) we see that C(I \ Q) = 0.
Thus, Φ′(x) = ϕ(x) a.e. on [a, b] with respect to logarithmic capacity.
Finally, applying the construction of the proof of Lemma 3.2 to the function
Φ instead of the indefinite integral, we find a new function Φ∗ such that Φ
′
∗(x) =
ϕ(x) a.e. on [a, b] with respect to logarithmic capacity with Φ∗(a) = Φ∗(b) = 0
and |Φ∗(x)| ≤ ε for a prescribed ε > 0 and all x ∈ [a, b]. ✷
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4 On the Dirichlet problem for harmonic functions in the
unit circle
Gehring in [30] has established the following brilliant result: if ϕ : R → R is
2pi-periodic, measurable and finite a.e. with respect to the Lebesgue measure,
then there is a harmonic function in |z| < 1 such that u(z) → ϕ(ϑ) for a.e. ϑ
as z → eiϑ along any nontangential path.
It will be useful the following analog of the Gehring theorem.
Theorem 4.1. Let ϕ : R → R be 2pi-periodic, measurable and finite a.e.
with respect to logarithmic capacity. Then there is a harmonic function u(z),
z ∈ D, such that u(z)→ ϕ(ϑ) as z → eiϑ along any nontangential path for all
ϑ ∈ R except a set of logarithmic capacity zero.
Proof. By Theorem 3.1 we are able to find a continuous 2pi-periodic function
Φ : R → R such that Φ′(ϑ) = ϕ(ϑ) for a.e. ϑ with respect to logarithmic
capacity. Set
U(reiϑ) =
1
2pi
2pi∫
0
1− r2
1− 2r cos(ϑ− t) + r2
Φ(t) dt (4.1)
for r < 1. Next, by the well-known result due to Fatou, see e.g. 3.441 in [31],
p. 53, see also Theorem IX.1.2 in [19], ∂
∂ϑ
U(z) → Φ′(ϑ) as z → eiϑ along any
nontangential path whenever Φ′(ϑ) exists. Thus, the conclusion follows for the
function u(z) = ∂
∂ϑ
U(z). ✷
Remark 4.1. Note that the given function u is harmonic in the punctured
unit disk D \ {0} because the function U is harmonic in D and the differential
operator ∂
∂ϑ
is commutative with the Laplace operator ∆. Setting u(0) = 0, we
see that
u(reiϑ) = −
r
pi
2pi∫
0
(1− r2) sin(ϑ− t)
(1− 2r cos(ϑ− t) + r2)2
Φ(t) dt → 0 as r → 0 ,
i.e. u(z) → u(0) as z → 0, and, moreover, the integral of u over each circle
|z| = r, 0 < r < 1, is equal to zero. Thus, by the criterion for a harmonic
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function on the averages over circles we have that u is harmonic in D. The
alternative argument for the latter is the removability of isolated singularities
for harmonic functions, see e.g. [22].
It is known that every harmonic function u(z) in D = {z ∈ C : |z| < 1} has
a conjugate function v(z) such that f(z) = u(z)+ iv(z) is an analytic function
in D. Hence we have the following corollary:
Corollary 4.1. Under the conditions of Theorem 4.1, there is an analytic
function f in D such that Re f(z)→ ϕ(ϑ) as z → eiϑ along any nontangential
path for a.e. ϑ with respect to logarithmic capacity.
Note that the boundary values of the conjugate function v cannot be pre-
scribed arbitrarily and simultaneously with the boundary values of u because
v is uniquely determined by u up to an additive constant, see e.g. I.A in [20].
Denote by hp, p ∈ (0,∞), the class of all harmonic functions u in D with
sup
r∈(0,1)


2pi∫
0
|u(reiϑ)|p dϑ


1
p
< ∞ .
Remark 4.2. It is clear that hp ⊆ hp
′
for all p > p′ and, in particular,
hp ⊆ h1 for all p > 1. It is important that every function in the class h1 has
a.e. nontangential boundary limits, see e.g. Corollary IX.2.2 in [19].
It is also known that a harmonic function U in D can be represented as the
Poisson integral (4.1) with a function Φ ∈ Lp(−pi, pi), p > 1, if and only if
U ∈ hp, see e.g. Theorem IX.2.3 in [19]. Thus, U(z)→ Φ(ϑ) as z → eiϑ along
any nontangential path for a.e. ϑ, see e.g. Corollary IX.1.1 in [19]. Moreover,
U(z)→ Φ(ϑ0) as z → e
iϑ0 at points ϑ0 of continuity of the function Φ, see e.g.
Theorem IX.1.1 in [19].
Note also that v ∈ hp whenever u ∈ hp for all p > 1 by the M. Riesz theorem,
see [32]. Generally speaking, this fact is not trivial but it follows immediately
for p = 2 from the Parseval equality, see e.g. the proof of Theorem IX.2.4 in
[19]. The latter will be sufficient for our goals.
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5 Correlations of boundary data of conjugate functions
It is known the very delicate fact due to Lusin that harmonic functions in the
unit circle with continuous (even absolutely continuous !) boundary data can
have conjugate harmonic functions whose boundary data are not continuous
functions, furthemore, they can be even not essentially bounded in neighbor-
hoods of each point of the unit circle, see e.g. Theorem VIII.13.1 in [35]. Thus,
a correlation between boundary data of conjugate harmonic functions is not a
simple matter, see also I.E in [20].
We call λ : ∂D→ C a function of bounded variation, write λ ∈ BV(∂D),
if
Vλ(∂D) : = sup
j=k∑
j=1
|λ(ζj+1)− λ(ζj)| < ∞ (5.1)
where the supremum is taken over all finite collections of points ζj ∈ ∂D,
j = 1, . . . , k, with the cyclic order meaning that ζj lies between ζj+1 and ζj−1
for every j = 1, . . . , k. Here we assume that ζk+1 = ζ1 = ζ0. The quantity
Vλ(∂D) is called the variation of the function λ.
Remark 5.1. It is clear by the triangle inequality that if we add new
intermediate points in the collection ζj, j = 1, . . . , k, then the sum in (5.1) does
not decrease. Thus, the given supremum is attained as δ = sup
j=1,...k
|ζj+1− ζj| →
0. Note also that by the definition Vλ(∂D) = Vλ◦h(∂D), i.e., the variation is
invariant under every homeomorphism h : ∂D→ ∂D and, thus, the definition
can be extended in a natural way to an arbitrary Jordan curve in C.
Lemma 5.1. Let D be the unit disk in C, α : ∂D → R be a function of
bounded variation, u : D→ R be a bounded harmonic function such that
lim
z→ζ
u(z) = α(ζ) (5.2)
at every point of continuity of α and let v be its conjugate harmonic function.
Then for a.e. ζ ∈ ∂D with respect to logarithmic capacity
lim
z→ζ
v(z) = β(ζ) (5.3)
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along any nontangential path in D terminating at ζ where β : ∂D → R is a
function that is measurable with respect to logarithmic capacity.
Proof. Indeed, α as a function of bounded variation has at most a countable
set S of points of discontinuity and, consequently, C(S) = 0. Hence by the
generalized maximum principle, see e.g. the point 115 in [22], such a function u
is unique. Moreover, α ∈ BV(∂D) is bounded and by the Denjoy theorem, see
e.g. Theorem IV(10.6) in [24], cf. Proposition 2.1 above, it is measurable with
respect to the length measure (as well as with respect to logarithmic capacity),
i.e., α ∈ L∞(∂D), and, consequently, u can be represented as the Poisson
integral of the function α, see e.g. Theorem I.D.2.2 in [20],
u(reiϑ) =
1
2pi
pi∫
−pi
1− r2
1− 2r cos(ϑ− t) + r2
α(eit) dt . (5.4)
Here the Poisson kernel is a real part of the analytic function (ζ + z)/(ζ − z),
ζ = eit, z = reiϑ, and by the Weierstrass theorem, see e.g. Theorem 1.1.1 in
[19], the Schwartz integral
f(z) :=
1
2pii
∫
∂D
α(ζ)
ζ + z
ζ − z
dζ
ζ
(5.5)
gives the analytic function f = u + iv in D with u = Re f , v = Im f , and
f(z) =
1
2pi
pi∫
−pi
α(eit)
eit + z
eit − z
dt = C +
z
pi
pi∫
−pi
F (t)
1− e−itz
dt (5.6)
where F (t) = e−itα(eit) and C = 12pi
pi∫
−pi
α(eit) dt. By Theorem 2(c) in [28] the
function f(z) has angular limits f(ζ) as z → ζ for a.e. ζ ∈ ∂D with respect to
logarithmic capacity because the function F is of bounded variation. It remains
to note that f(ζ) = lim
n→∞
fn(ζ), where fn(ζ) = f(rnζ), for an arbitrary sequence
rn → 1 − 0 as n → ∞ for a.e. ζ ∈ ∂D with respect to logarithmic capacity
and, thus, f(ζ) is measurable with respect to logarithmic capacity because the
functions fn(ζ) are so as continuous functions on ∂D, see e.g. 2.3.10 in [26]. ✷
Remark 5.2. One can show that the statement is valid for analytic func-
tions in quasidisks D and, in particular, in Jordan domains with smooth and
On Riemann-Hilbert problem for Beltrami equations 16
Lipschitz boundaries. By the given proof, see especially Theorem 2(c) in [28], it
is also clear that f = u+ iv admits limits along wide classes of tangential paths
to a.e. boundary point of ∂D with respect to logarithmic capacity. However, it
is not interesting for us in the context of our research.
We also prove the following statement that will be useful later on.
Proposition 5.1. For every function λ : ∂D → ∂D of the class BV(∂D)
there is a function αλ : ∂D → R of the class BV(∂D) with Vαλ ≤ Vλ · 3pi/2
such that λ(ζ) = exp{iαλ(ζ)}, ζ ∈ ∂D.
We will call the function αλ a function of argument of λ.
Proof. Let us consider the function Λ(ϑ) = λ(eiϑ), ϑ ∈ [0, 2pi]. It is clear
that VΛ = Vλ and, thus, Λ has not more than a countable collection of jumps
jn where the series
∑
jn is absolutely convergent,
∑
|jn| ≤ Vλ, and Λ(ϑ) =
J(ϑ) + C(ϑ) where C(ϑ) is a continuous function and J(ϑ) is the function of
jumps of Λ that is equal to the sum of all its jumps in [0, ϑ], see e.g. Corollary
VIII.3.2 and Theorem VIII.3.7 in [33]. We have that VJ ≤ Vλ and VC ≤ 2Vλ,
see e.g. Theorem 6.4 in [34]. Let us associate with the complex quantity jn the
real quantity
αn = −2 arctg
Re jn
Im jn
∈ [−pi, pi] .
By the geometric interpretation of these quantities (|jn| is equal to the length
of the chord for an arc of the unit circle of the length |αn|) and elementary
calculations, we have that |jn| ≤ |αn| ≤ |jn| · pi/2.
The first inequality is evident because the length |α| of an arc α of a circle
is always greater than the length |h| of a chord h connecting its ends. For
the proof of the second inequality, note that |h| = 2| sin α
2
|. The necessary
condition for extremum of the functional f(β) := sin
2 β
β2
, β ∈ [0, pi2 ] in the points
of its differentiability is the equality f ′(β0) = 0 =
2 sinβ0
β30
(β0 cosβ0− sin β0), i.e.
tanβ0 = β0. However, the functional g(β) := tanβ − β, β ∈ [0,
pi
2
], is strictly
increasing because g′(β) = tan2 β > 0 for β ∈ (0, pi2 ), g(0) = 0, and hence the
equality tanβ0 = β0 cannot hold for β ∈ (0,
pi
2 ). Thus, the extreme points of
the functional f are the ends of the interval.
Now, let us associate with the function J(ϑ) the function j(ϑ) that is equal
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to the sum of all αn corresponding to jumps of Λ in [0, ϑ], Vj ≤ VJ ·pi/2. Next,
let us associate with the complex-valued function C(ϑ) a real-valued function
c(ϑ) in the following way. As C(ϑ) is uniformly continuous on the segment
[0, 2pi], the latter can be split to the segments Sk = [θk−1, θk], θk = 2pik/m,
k = 1, . . . , m, with a large enough m ∈ N such that |Λ(ϑ)− Λ(ϑ′)| < 2 for all
ϑ and ϑ′ ∈ Sk. Set by induction
c(ϑ) = c(θk−1)− 2 arctg
Re[C(ϑ)− C(θk−1)]
Im[C(ϑ)− C(θk−1)]
∀ϑ ∈ Sk, k = 1, . . . , m,
where
c(0) := arctg
Re[C(0)− 1]
Im[C(0)− 1]
.
Moreover, let γλ(ϑ) = j(ϑ) + c(ϑ), ϑ ∈ [0, 2pi]. By the construction Λ(ϑ) =
eiγλ(ϑ), ϑ ∈ [0, 2pi], Vγλ ≤ Vλ · 3pi/2. Finally, setting αλ(ζ) = γλ(ϑ) for ζ = e
iϑ,
ϑ ∈ [0, 2pi), we obtain the desired function αλ of the class BV(∂D). ✷
6 The Riemann-Hilbert problem for analytic functions
Theorem 6.1. Let λ : ∂D → ∂D be of bounded variation and ϕ : ∂D → R
be measurable with respect to logarithmic capacity. Then there is an analytic
function f : D→ C such that along any nontangential path
lim
z→ζ
Re {λ(ζ) · f(z)} = ϕ(ζ) for a.e. ζ ∈ ∂D (6.1)
with respect to logarithmic capacity.
Proof. By Proposition 5.1 the function of argument αλ ∈ BV(∂D). There-
fore
g(z) =
1
2pii
∫
∂D
α(ζ)
z + ζ
z − ζ
dζ
ζ
, z ∈ D ,
is an analytic function with u(z) = Re g(z)→ α(ζ) as z → ζ for every ζ ∈ ∂D
except a countable collection of points of discontinuity of αλ, see e.g. Corollary
IX.1.1 in [19] and Theorem I.D.2.2 in [20]. Note that A(z) = exp{ig(z)} is
also an analytic function.
By Lemma 5.1 there is a function β : ∂D → R that is finite a.e. and
measurable with respect to logarithmic capacity such that v(z) = Im g(z) →
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β(ζ) as z → ζ for a.e. ζ ∈ ∂D with respect to logarithmic capacity along
any nontangential path. Thus, by Corollary 4.1 there is an analytic function
B : D→ C such that U(z) = Re B(z)→ ϕ(ζ) · exp{β(ζ)} as z → ζ along any
nontangential path for a.e. ζ ∈ ∂D. Finally, elementary calculations show that
the desired function f = A · B. ✷
By the Bagemihl theorem, see Introduction, we obtain directly from Theorem
6.1 the following result.
Theorem 6.2. Let D be a Jordan domain in C, λ : ∂D→ ∂D be a function
of bounded variation and ϕ : ∂D→ R be a measurable function with respect to
logarithmic capacity. Then there is an analytic function f : D → C such that
lim
z→ζ
Re {λ(ζ) · f(z)} = ϕ(ζ) for a.e. ζ ∈ ∂D (6.2)
with respect to logarithmic capacity in the sense of the unique principal asymp-
totic value.
In particular, choosing λ ≡ 1 in (6.2), we obtain the following consequence.
Proposition 6.1. Let D be a Jordan domain and let ϕ : ∂D → R be
a measurable function with respect to logarithmic capacity. Then there is an
analytic function f : D → C such that
lim
z→ζ
Re f(z) = ϕ(ζ) for a.e. ζ ∈ ∂D (6.3)
with respect to logarithmic capacity in the sense of the unique principal asymp-
totic value.
Corollary 6.1. Under the conditions of proposition 6.1, there is a harmonic
function u in D such that in the same sense
lim
z→ζ
u(z) = ϕ(ζ) for a.e. ζ ∈ ∂D . (6.4)
Remark 6.1. It is easy to see that here in comparison with the paper [13],
we strengthen the conditions as well as the conclusions of these theorems, see
Remark 2.1.
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7 The Riemann-Hilbert problem in quasidisks
Theorem 7.1. Let D be a Jordan domain in C bounded by a quasiconformal
curve, µ : D → C be a measurable (by Lebesgue) function with ||µ||∞ < 1, λ :
∂D→ C, |λ(ζ)| ≡ 1, be a function of bounded variation and let ϕ : ∂D→ R be
a measurable function with respect to logarithmic capacity. Then the Beltrami
equation (1.1) has a regular solution of the Riemann-Hilbert problem (1.2). If
in addition ∂D is rectifiable, then the limit in (1.2) holds a.e. with respect to
the natural parameter along any nontangential path.
In particular, the latter conclusion of Theorem 7.1 holds in the case of smooth
boundaries.
Proof. Without loss of generality we may assume that 0 ∈ D and 1 ∈ ∂D.
Extending µ by zero everywhere outside of D, we obtain the existence of a
quasiconformal mapping f : C→ C with the normalization f(0) = 0, f(1) = 1
и f(∞) = ∞ satisfying the Beltrami equation (1.1) with the given µ, see
e.g. Theorem V.B.3 in [15]. By the theorems of Riemann and Caratheodory,
the Jordan domain f(D) can be mapped by a conformal mapping g with the
normalization g(0) = 0 and g(1) = 1 onto the unit disk D. It is clear that
h := g ◦ f is a quasiconformal homeomorphism with normalization h(0) = 0 и
h(1) = 1 satisfying the same Beltrami equation.
By the reflection principle for quasiconformal mappings, using the conformal
reflection (inversion) with respect to the unit circle in the image and quasicon-
formal reflection with respect to ∂D in the preimage, we can extend h to a qua-
siconformal mapping H : C → C with the normalization H(0) = 0, H(1) = 1
и H(∞) = ∞, see e.g. I.8.4, II.8.2 and II.8.3 in [16]. Note that Λ = λ ◦H−1
is a function of bounded variation, VΛ(∂D) = Vλ(∂D).
The mappings H and H−1 transform sets of logarithmic capacity zero on ∂D
into sets of logarithmic capacity zero on ∂D and vice versa because quasicon-
formal mappings are continuous by Ho¨lder on ∂D and ∂D correspondingly, see
e.g. Theorem II.4.3 in [16].
Further, the function Φ = ϕ ◦H−1 is measurable with respect to logarithmic
capacity. Indeed, under this mapping measurable sets with respect to logarith-
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mic capacity are transformed into measurable sets with respect to logarithmic
capacity because such a set can be represented as the union of a sigma-com-
pactum and a set of logarithmic capacity zero and compacta under continuous
mappings are transformed into compacta and compacta are measurable sets
with respect to logarithmic capacity.
Thus, the original Riemann-Hilbert problem for the Beltrami equation (1.1)
is reduced to the Riemann-Hilbert problem for analytic functions F in the unit
circle:
lim
z→ζ
Λ(ζ) · F (z) = Φ(ζ) (7.1)
and by Theorem 6.1 there is an analytic function F : D → C for which this
boundary condition holds for a.e. ζ ∈ ∂D with respect to logarithmic capacity
along any nontangential path.
So, the desired solution of the original Riemann-Hilbert problem (1.2) for the
Beltrami equation (1.1) exists and can be represented as f = F ◦H.
Finally, since the distortion of angles under the quasiconformal mapping is
bounded, see e.g. [37]–[39], then in the case of a rectifiable boundary of D
condition (1.2) can be understood along any nontangential path a.e. with
respect to the natural parameter. ✷
8 On the dimension of spaces of solutions
By the known Lindelo¨f maximum principle, see e.g. Lemma 1.1 in [40], it follows
the uniqueness theorem for the Dirichlet problem in the class of bounded
harmonic functions on the unit disk D = {z ∈ C : |z| < 1}. In general there
is no uniqueness theorem in the Dirichlet problem for the Laplace equation.
Furthermore, it was proved in [13] that the space of all harmonic functions in
D with nontangential limit 0 at a.e. point of ∂D has the infinite dimension.
Let us show that in view of Lemma 3.1 one can similarly prove the more re-
fined results on harmonic functions with respect to logarithmic capacity instead
of the measure of the length on ∂D.
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Theorem 8.1. The space of all harmonic functions u : D → R such that
lim
z→ζ
u(z) = 0 along any nontangential path for a.e. ζ ∈ ∂D with respect to
logarithmic capacity has the infinite dimension.
Proof. Indeed, let Φ : [0, 2pi]→ R be integrable, differentiable and Φ′(t) = 0
a.e. on ∂D with respect to logarithmic capacity. Then the function
U(z) : =
1
2pi
2pi∫
0
1− r2
1− 2r cos(ϑ− t) + r2
Φ(t) dt , z = reiϑ, r < 1 ,
is harmonic on D with U(z) → Φ(Θ) as z → eiΘ, see e.g. Theorem 1.3 in
[40] or Theorem IX.1.1 in [19], and ∂
∂ϑ
U(z) → Φ′(Θ) as z → eiΘ along any
nontangential path whenever Φ′(Θ) exists, see e.g. 3.441 in [31], p. 53, or
Theorem IX.1.2 in [19]. Thus, the harmonic function u(z) = ∂
∂ϑ
U(z) has
nontangential limit 0 at a.e. point of ∂D with respect to logarithmic capacity.
Let us give a subspace of such functions u with an infinite basis. Namely,
let ϕ : [0, 1]→ [0, 1] be a function of the Cantor type, see Lemma 3.1, and let
ϕn : [0, 2pi]→ [0, 1] be equal to ϕ((t− an−1)/(an − an−1)) on [an−1, an) where
a0 = 0 and an = 2pi(2
−1 + . . .+ 2−n), n = 1, 2, . . . and 0 outside of [an−1, an).
Denote by Un and un the harmonic functions corresponding to ϕn as in the first
item.
By the construction the supports of the functions ϕn are mutually disjoint
and, thus, the series
∞∑
n=1
γnϕn is well defined for every sequence γn ∈ R, n =
1, 2, . . .. If in addition we restrict ourselves to the sequences γ = {γn} in the
space l with the norm ‖γ‖ =
∞∑
n=1
|γn| <∞, then the series is a suitable function
Φ for the first item.
Denote by U and u the harmonic functions corresponding to the function Φ
as in the first item and by H0 the class of all such u. Note that un, n = 1, 2, . . .,
form a basis in the space H0 with the locally uniform convergence in D which
is metrizable.
Firstly,
∞∑
n=1
γnun 6= 0 if γ 6= 0. Really, let us assume that γn 6= 0 for some
n = 1, 2, . . .. Then u 6= 0 because the limits lim
z→ζ
U(z) exist for all ζ = eiϑ with
ϑ ∈ (an−1, an) and can be arbitrarily close to 0 as well as to γn.
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Secondly, u∗m =
m∑
n=1
γnun → u locally uniformly in D as m → ∞. Indeed,
elementary calculations give the following estimate of the remainder term
|u(z)− u∗m(z)| ≤
2r(1 + r)
(1− r)3
·
∞∑
n=m+1
|γn| → 0 az m→∞
in every disk D(r) = {z ∈ C : |z| ≤ r}, r < 1.
Remark 8.1. Note that harmonic functions u found by us in Theorem 8.1
themselves cannot be represented in the form of the Poisson integral with any
function Φ ∈ Lp([0, 2pi]), p > 1, because this integral would have nontangential
limits Φ a.e., see e.g. Corollary IX.9.1 in [19]. Thus, u do not belong to the
classes hp for any p > 1, see e.g. Theorem IX.2.3 in [19].
Corollary 8.1. Given a measurable function ϕ : ∂D → R, the space of all
harmonic functions u : D→ R with the limits lim
z→ζ
u(z) = ϕ(ζ) for a.e. ζ ∈ ∂D
with respect to logarithmic capcity along nontangential paths has the infinite
dimension.
Indeed, we have at least one such harmonic function u by Theorem 4.1 and,
combining this fact with Theorem 8.1, we obtain the conclusion of Corollary
8.1.
The statements on the infinite dimension of the space of solutions can be ex-
tended to the Riemann-Hilbert problem because we have reduced this problem
in Theorem 6.1 to the corresponding two Dirichlet problems.
Theorem 8.2. Let λ : ∂D→ ∂D be of bounded variation and ϕ : ∂D→ R be
measurable with respect to logarithmic capacity. Then the space of all analytic
functions f : D→ C such that along any nontangential path
lim
z→ζ
Re {λ(ζ) · f(z)} = ϕ(ζ) for a.e. ζ ∈ ∂D (8.1)
with respect to logarithmic capacity has the infinite dimension.
Proof. Let u : D → R be a harmonic function with nontangential limit 0
at a.e. point of ∂D with respect to logarithmic capacity from Theorem 8.1.
Then there is the unique harmonic function v : D → R with v(0) = 0 such
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that C = u+ iv is an analytic function. Thus, setting in the proof of Theorem
6.1 g = A(B + C) instead of f = A · B, we obtain by Theorem 8.1 the space
of solutions of the Riemann-Hilbert problem (8.1) for analytic functions of the
infinite dimension.
Remark 8.2. The dimension of the spaces of solutions of the Riemann-
Hilbert problem for the Beltrami equation in Theorem 7.1 is also infinite because
this case is reduced to the case of Theorem 8.2 as in the proof of Theorem 7.1.
9 Extension of results to countably bounded variation
We call λ : ∂D → C a function of countably bounded variation, write
λ ∈ CBV(∂D), if there is a countable collection of mutually disjoint arcs γn,
n = 1, 2, . . . on each of which the restriction of λ is of bounded variation Vn,
∞∑
n=1
Vn · |γn| < ∞, and the set ∂D \
∞⋃
1
γn is countable. The definition is also
extended in a natural way to an arbitrary Jordan curve Γ in C. All the above
results on the Riemann-Hilbert problem have been extended to the case of
λ ∈ CBV in the paper [41]. The latter was based on the following analogs of
Proposition 5.1 and Lemma 5.1.
Proposition 9.1. For every function λ : ∂D → ∂D of the class CBV(∂D)
there is a function αλ : ∂D → R of the class L1(∂D) ∩ CBV(∂D) such that
λ(ζ) = exp{iαλ(ζ)}, ζ ∈ ∂D.
Proof. Denote by λn the complex valued function on ∂D that is equal to λ on
γn and to 1 outside of γn. Let αn correspond to λn by Proposition 5.1. Then its
variation V ∗n ≤ Vn ·3pi/2. With no loss of generality we may assume that αn ≡ 0
outside of γn. Set α =
∞∑
n=1
αn. Then α ∈ CBV(∂D) and λ(ζ) = exp{iα(ζ)},
ζ ∈ ∂D. Applying the corresponding shifts (divisible 2pi) we may change αn on
γn through α
∗
n with |α
∗
n| ≤ pi at the middle point of γn. Then it is clear that the
new function α∗ ∈ CBV(∂D) and λ(ζ) = exp{iα∗(ζ)}, ζ ∈ ∂D, and, moreover,
|α∗| ≤ pi + Vn · 3pi/2 on every γn and hence ‖α
∗‖1 ≤ 2pi
2 + 3pi2
∞∑
n=1
Vn <∞, i.e.
α∗ ∈ L1(∂D). ✷
On Riemann-Hilbert problem for Beltrami equations 24
We prove the following statement similarly to Lemma 5.1 , however, without
the reference to the paper [28] because in the case the function α, generally
speaking, will be not of bounded variation but we are able instead it to apply
Lemma 5.1 itself.
Lemma 9.1. Let D be the unit disk in C, α : ∂D→ R be a bounded function
of the class CBV(∂D), u : D→ R be a bounded harmonic function such that
lim
z→ζ
u(z) = α(ζ) (9.1)
at every point of continuity of α and let v be its conjugate harmonic function.
Then for a.e. ζ ∈ ∂D with respect to logarithmic capacity
lim
z→ζ
v(z) = β(ζ) (9.2)
along any nontangential path in D terminating at ζ where β : ∂D → R is a
function that is measurable with respect to logarithmic capacity.
Proof. Indeed, the function α ∈ CBV(∂D) has at most a countable set S
of points of discontinuity. Hence by the generalized maximum principle such
a function u is unique. Moreover, α ∈ L1(∂D) and, consequently, u can be
represented as the Poisson integral of the function α
u(reiϑ) =
1
2pi
pi∫
−pi
1− r2
1− 2r cos(ϑ− t) + r2
α(eit) dt . (9.3)
The Schwartz integral
f(z) :=
1
2pii
∫
∂D
α(ζ)
ζ + z
ζ − z
dζ
ζ
(9.4)
gives the analytic function f = u + iv in D, where
v(reiϑ) =
1
2pi
pi∫
−pi
2r sin(ϑ− t)
1− 2r cos(ϑ− t) + r2
α(eit) dt . (9.5)
Let us apply the linearity of the integral operator (9.5). Namely, denote by
χ the characteristic function of an arc γ∗ of ∂D where α is of bounded variation
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from the definition of CBV. Setting α∗ = α · χ and α0 = α − α∗, we have
that α = α∗ + α0. Then v = v∗ + v0 where v∗ and v0 correspond to α∗ and α0
by formula (9.5). By Lemma 5.1 for a.e. ζ ∈ ∂D with respect to logarithmic
capacity
lim
z→ζ
v∗(z) = β∗(ζ) (9.6)
along any nontangential path in D terminating at ζ where β∗ : ∂D → R is a
function that is measurable with respect to logarithmic capacity. Moreover, it
is evident from formula (9.5) that v0(z)→ β0(ζ) as z → ζ for all ζ ∈ γ∗ where
β0 : γ∗ → R is even continuous on γ∗. Thus, setting β = β∗ + β0 on γ∗, we
obtain the conclusion of Lemma 9.1 by countability of the collection of such
arcs γ∗ and by countability of the completion of this collection on ∂D. ✷
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