Abstract-Evolutionary algorithms as general randomized search heuristics typically perform a random search that is biased only by the fitness of the search points encountered. In practical applications the use of biased variation operators suggested by problemspecific knowledge may speed-up the search considerably. Problems defined over bit strings of finite length often have the property that good solutions have only very few one-bits or very few zero-bits. Here, one specific mutation operator that is tailored towards such situations is defined and analyzed. The assets and drawbacks of this mutation operator are discussed. This is done by presenting analytical results on illustrative example functions as well as on function classes.
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Introduction
General randomized search heuristics are often applied in the context of optimization when there is not enough knowledge, time, or expertise to design problem-specific algorithms. One popular example belonging to this class of algorithms are evolutionary algorithms. When analyzing such algorithms, one typically assumes that nothing is known about the objective function at hand and that function evaluations are the only way to gather knowledge about it. This optimization scenario is called black-box optimization [3] and it leads to the well-known no free lunch theorem (NFL) when taken to its extreme: when there is no structural knowledge at all, then all algorithms have equal performance [6] . In practical applications, such a scenario is hardly ever realistic since there is almost always some knowledge about typical solutions. It is well known that incorporating problem-specific knowledge can be crucial for the success and the efficiency of evolutionary algorithms.
Here, we consider one specific mutation operator that is plausible when it is known that good solutions typically contain either very few bits with value zero or almost only bits with this value. Many real-world problems share this specific property. One example is the problem of computing a minimal spanning tree [10] . A bit string x c {0, l}n represents an edge set where each bit corresponds to exactly one edge of the graph and the edges selected correspond to bits with value 1. Most graphs with m nodes contain e (m2) edges whereas trees contain only m -1 edges. The most common mutation operator for bit strings of length n flips each bit independently with probability 1/n. In case we have got a bit string representing one such tree and we wait Dirk Sudholt Fachbereich Informatik Universitat Dortmund 44221 Dortmund, Germany Dirk.Sudholt@udo.edu for another tree to be generated by mutation, this operator is quite slow since it tends to create offspring with a larger number of ones. Biasing the search towards strings with few one-bits may lead to a significant speed-up. We introduce a mutation operator that, on average, preserves the number of one-bits. Considering the search space {0, 1} one can think of all points with exactly i onebits as forming the i-th level. Clearly, for i = 0(1) and i = n -0(1) the levels contain only a polynomial number of points whereas the levels with i n/2 are exponentially large. Imagine a random walk on {0, 1}fl induced by repeated standard bit mutations. Standard bit mutations tend to sample the search space uniformly. This implies that the random walk spends most of the time on levels with i n/2. When reaching a search point x with either very few or lots of one-bits, there is a strong tendency to return to levels i n/2 since these levels have got a much larger size. The mutation operator defined here tends, on average, not to change a level. This implies that the random walk induced by repeating these asymmetric bit mutations spends more time on levels with very few or lots of one-bits since the above-mentioned tendency to levels with medium numbers of one-bits is missing.
At first glance, this behavior seems contradictory. We have designed an operator where, on average, the current level of a random walk is preserved. But since there is no tendency to the medium levels, the random walk based on the asymmetric bit mutations is more likely to reach levels with very few or lots of one-bits than the random walk based on standard bit mutations.
In an optimization process, if the fitness values encountered guide the search towards areas of the search space where the number of one-bits is either small or large, this mutation operator is more efficient in generating other such search points at random. The mutation operator is, however, not custom-built with one specific application in mind. It is still a quite general mutation operator that we consider to be a natural choice when it is known that good solutions to the optimization problem at hand have either very few or lots of one-bits. It has to be noted, though, that it is not an unbiased operator as defined by Droste and Wiesmann [4] (assuming Hamming distance to be a natural metric in {0, 1} l). This paper, however, is not about the design of a specific mutation operator for a specific kind of problem and the demonstration of its usefulness. Our aim is to present a broad and informative theoretical analysis of this mutation operator. We consider its performance on illustrative example func-tions and on interesting classes of functions. All example functions considered here have been introduced elsewhere and for completely different reasons. Thus, they are not designed with this mutation operator in mind. With this approach we are able to prove the assets and drawbacks of this specific mutation operator in a clear and intuitive, yet rigorous way. In addition to this concrete analysis this is meant to be an example of how a thorough analysis of new operators and variants of evolutionary algorithms can be presented.
In the following section, we define the mutation operator, the evolutionary algorithm we consider, and our analytical framework. In Section 3, we analyze the performance on simply structured example functions and prove that the operator shows increased efficiency as expected. In a more general context, we prove in Section 4 that the performance on a broad and interesting class of functions does not differ from that of an unbiased mutation operator. Section In the following, we refer to the (1+1) EA with asymmetric bit mutations as the asymmetric (1+1) EA. We use 1/(2 x I) as mutation probability instead of 1/IxIi since this avoids that the mutation operator becomes deterministic for the special case of exactly one bit with value 0 or 1. In this deterministic case, the property that any y E {0, I}' can be reached by any x c {0, l} in one mutation is not preserved. The value 2 is a straightforward choice but other constants c > 1 may be used instead.
Theoretical results concerned with the performance of evolutionary algorithms as optimizers often concentrate on the expected optimization time, i. e., the expected run time until some optimal point in the search space is found. As usual we consider the number of function evaluations to be an accurate measure for the actual run time. Sometimes, the expected optimization time is biased by rare events that yield overly large run times. Thus, we accept the success probability after t steps, i. e., the probability to find a global optimum within the first t function evaluations, as additional robust measure of the efficiency of algorithms. Wegener [11] There is a number of well-known example functions that we want to consider in the following sections. We give precise formal definitions here and cite results on the expected optimization time of the (1+1) EA with standard bit mutations. These results are used as a bottom-line for the comparison when we use the asymmetric bit mutations instead. Definition 2. We define thefollowing functions on {O, 1 }n. E(TONEMAX) -e(n log n) [2] E (TNEEDLE) = 6(2 ) [5] E (Tf) = 0(n d) for unimodal functions f with d differentfunction values [2] E (TRIDGE) = e(n2) [8] E(TPLATEAU) = 0(n3) [8] It is important to remember that E (Tf) -E (Tfa ) holds for the (1+1) EA with standard bit mutations for any a. We will see that this is different for the (1+1) EA with asymmetric bit mutations and that the performance gap on f and fa can be exponentially large. Asymmetric mutations outperform the standard mutation operator by a factor of the order of log n here. However, this relies heavily on the fact that the unique global optimum is the all one bit string. Clearly, the objective function ONEMAX can be described as minimizing the Hamming distance to the unique global optimum. We can preserve this property but move the global optimum x* somewhere else by defining the fitness as n -H (x*, x). This leads us exactly to ONEMAXa with a = x*. One may fear that the advantage of asymmetric bit mutations for ONEMAX is counterbalanced by a disadvantage when the global optimum is far away from 1i. This, however, is not the case if one considers asymptotic expected optimization times. Theorem 3. Let a E {0, 1} n with aII < n/2. The expected optimization time of the (1+1) EA with asymmetric bit mutations on ONEMAXa is ((n log(2 + la1 )).
Proof. The unique global optimum of ONEMAXa is ai. Let T denote the optimization time of the (I-1) EA with asymmetric bit mutations on ONEMAXa. We begin with a proof of an upper bound on E (T).
We partition a run into two phases: the first phase starts with the beginning of the run and ends when we have a search point with at least III1-Ia 1 = n-2 1aI1 one-bits for the first time. The second phase starts after the first phase and ends when the global optimum is found. Let T1 and T2 denote the lengths of the two phases. Thus, T = T1 + T2
holds.
We call a position i where xi = 0 and aq = 1 an improving position for x. Clearly, if x is the current population, a mutation that flips only xi increases the fitness. During the first phase IxI1 < la| 1-a 1 holds. Thus, there are at least Ia1I improving positions for x. Analogously to the proof of Theorem 2, we obtain a lower bound Q(1) on the probability to increase the fitness. Therefore, E (T1) = 0(n) follows.
The special case la = 0 is dealt with in Theorem 2.
Thus, we can assume Ia1 > 0 here. In the second phase, lxlx > n-2 jal Iholds. We For the lower bound we distinguish four cases with respect to alI1. Since the mutation operator is symmetric with respect to bit positions, we can assume that a = llallolalo holds without loss of generality. It is important to remember that the Hamming distance to the unique global optimum cannot increase during a run. Chernoff bounds [9] yield that for any constant £ with 0 < E < 1/2 with probability 1-2-0(n) the initial Hamming distance to the unique global optimum is bounded below by ((1/2) -E)n and bounded above by ((1/2) + 6)rn.
We begin with the special case a a 1. With probability 1 -2-0(n) the initial population has Hamming distance at most (3/5)n -1 from the unique global optimum. Then, the probability to flip a zero-bit to one is bounded above by 1/(2 (3/5)n) = (5/6)n. With probability 1/2, the initial value of the left-most bit is 0. Remember that we have a -lon-. Thus, the expected optimization time is bounded below by (6/5)n in this case. This yields Q(n) as lower bound.
For the special case Ia1 = 0, we need to be more precise. Let p,,j (with i < j) denote the probability that a mutation of x with x = i leads to x' with Ix'l = j. Since at least j -i zero-bits need to mutate, we have Pi,j . ( i) ( In the following, we show that there is a clear bias due to asymmetric bit mutations which can have a great impact on the performance of the asymmetric (1+1) EA. We consider the asymmetric (1+1) EA on a flat fitness function: we consider NEEDLE. Since all non-optimal search points have got the same fitness value, we exclude the effects of selection on the optimization process and as long as the needle is not found, the search process equals the random walk induced be repeated asymmetrical bit mutations. So, by considering the function NEEDLE with the needle in In, we can learn more about the bias induced by asymmetric bit mutations.
It will turn out to be important to consider the probabilities to increase and decrease the number of zero-bits depending on its current value. We compare standard bit mutations and asymmetric bit mutations with respect to this property. Figure 1 shows clear differences. More important than the different size of the probabilities (indicated by the different scaling) are the different shapes of the curves. This leads to a performance on NEEDLE that is surprising. Theorem 4. For any constant k C N0 and all a C {O, l}n with either at most k zero-bits or at most k one-bits, the success probability of the asymmetric (1+1) EA on NEEDLEa after 0(n2) steps is bounded below by Q (n-k). Making appropriate use of restarts, the expected optimization time is bounded above by Q(nk+2).
Proof. Since the proof is somewhat involved and contains some tedious technical details, we concentrate on the main proof ideas here and refer to technical lemmas in the appendix for the details. First, we prove that the expected number of steps the asymmetric (1+1) EA needs to reach some x E {On, lnl for the first time is bounded above by O(n2). The probability that some string with either at most k zero-bits or at most k one-bits is an intermediate population in these O(n2) steps is bounded below Q(1). Proving that each of these strings is the actual intermediate population with equal probability completes the proof for the success probability.
Let Zt denote the random number of zero-bits in the current population of the asymmetric (1+1) EA in the t-th generation. We consider the random changes of Zt during one run of the asymmetric (1+ 1) EA. Therefore, we are interested in the probability to increase and decrease Zt. Let probabilities to increase resp. decrease the number of zerobits given that this number changes. It is well known that having Prob (B'+) 1/2 implies E (T) 0(n2). We have Prob (B'+) > 1/2 for z > n/2 and Prob (B's) > 1/2 for z < n/2. This tendency to increase the majority value of bits can only decrease E (T). This completes the proof for k = 0.
For k > 0, we concentrate on the case of a target point a with exactly k one-bits. The other case is symmetric. There are exactly (k) bit strings with exactly k one-bits.
For k = 0(1), (n) ®(nk) holds. Consider the case when a string with k ones becomes the current population of the asymmetric (1+1) EA. For symmetry reasons, all strings with k ones have equal probability. The probability to change the number of one-bits in one generation by exactly one is bounded below by Q(1). In addition, the probability to mutate i bits decreases exponentially with i. This implies that ia becomes current population with probability Q(1/nk) within the first 0(n2) generations.
For the statement on the expected optimization time, we stop a run after 0(n2) generations and restart it. On average, 0(nk) restarts are sufficient. O Let N := {NEEDLEa, a E {0, I}In} be the class of needle-functions with the global optimum at some point a-in the search space. It is known from results on the black-box complexity of function classes [1] that any search heuristic needs at least 2n-1 + 1/2 function evaluations on N on average. Thus, while the asymmetric (1+1) EA performs very well on NEEDLEa with a close to on or In, it performs poorly on other functions NEEDLEa with a far from 0o and In. This is another hint that the search process of the asymmetrical (1+1) EA is clearly biased.
Note, that the class N {NEEDLEa a E {0, }ln} iS closed under permutations of the search space. Thus, the same conclusion seems to be implied by the NFL: averaged over all such functions all algorithms make an equal number of different function evaluations [6] . However, this re- sult has only limited relevance with respect to the expected optimization time since it does not take into account resampling of points in the search space.
Analysis for Unimodal Functions
The results from Section 3 proved the asymmetric mutation operator to be advantageous for objective functions that meet the assumption that good bit strings have either many or few zero-bits. In order to gain a broader perspective, results on more general function classes are needed. Here, we compare the performance of the asymmetric (1+1) EA with the (1+1) EA with standard bit mutations on a whole class of interesting and important functions, namely on unimodal functions. It is interesting to note that the class of unimodal function is closed under the transformation of objective functions considered here. I. e., for any a c {0, l}, fa is unimodal if and only if f is. Thus, the unique global optimum may be anywhere in the search space.
An important property of unimodal functions is that they can be optimized via mutations of single bits, i. e., hillclimbers are guaranteed to be successful. Starting with an arbitrary search point, there is a path of Hamming neighbors to the unique global optimum with strictly increasing fitness. Therefore, we are interested in the probability to reach a specific Hamming neighbor. Lemma 1. Let x, x' C {O, l}n with H (x, x') -1 be given. The probability to mutate x into x' in one asymmetric mutation is bounded below by 1/(8n).
Proof Assume that one zero-bit in x needs to flip; the other case is symmetric. For x 0on, the probability to flip exactly this bit equals lxi,
For x = o0 we obtain 1/(4n) > 1/(8n) as lower bound in the same way. C Note, however, that paths to the unique global optimum may be exponentially long making such functions difficult to optimize. In fact, it is known that any search heuristic needs in the worst case an exponential number of function evaluations to optimize a unimodal function [3] .
Using Lemma Offspring closer to the optimum with a fitness value smaller than n + 1 are rejected. Thus, with probability 1 -2-(n) the first point x* with f(x*) > n + 1 that becomes current search point has Hamming distance Q(n) to the unique global optimum.
Let S =(sO,.. , sn-1) be the sequence of Hamming neighbors such that f(si) -n + i for all 0 < i < n-1. [8] . So Proof. It follows from the result on ONEMAXa (Theorem 3) that some point on the plateau will on average be found within the first 0(n log n) steps. Then, the plateau cannot be left again. For each i E {o, ... , n -1} and some search point x on the plateau the following holds. If it is possible to create search points x+i, x-t on the plateau out of x such that the Hamming distance to the unique global optimum is increased or decreased by i, resp., then x+i and x-£ are reached with equal probability. This is due to the choice of aol since Ix+iL jx l -1. Furthermore, the choice of aol implies that lxll -n/2 -0(1) yielding a probability of E(1/n) to flip any bit in x.
By these arguments, an upper bound O(n3) on the expected optimization time can be shown analogously to the results in Jansen and Wegener [8] . D 
Conclusions and Future Work
We presented a mutation operator for bit strings that flips bits with a probability that depends on the number of onebits. The operator is designed in a way that on average the number of one-bits is not changed. This helps to bias the search towards areas of the search space with bit strings containing either very few zero-bits or very few one-bits. Such a mutation operator is motivated by applications where good solutions are known or at least thought of having this property.
We presented a rigorous and detailed analysis of this mutation operator by comparing it with standard bit mutation flipping each bit independently with probability 1/n. For ONEMAX, a speed-up of order log n is proved. For NEEDLE, there is even an exponential advantage for the asymmetric mutation operator.
For the class of unimodal functions we proved the same general upper bound as known for standard bit mutations. Furthermore, we demonstrated exemplarily for one unimodal function that this upper bound can be tight.
Contrarily, we demonstrated a clear weakness of the asymmetric bit mutations on a function where an unbiased random walk on a plateau is needed in order to be successful and showed that there is an exponential gap between the performance of this asymmetric mutation operator and standard bit mutations. However, a simple transformation of the landscape lets both mutation operators lead to polynomial expected optimization times for this objective function.
We believe that our analysis draws a clear picture of the advantages and disadvantages that come with the asymmetric mutation operator. However, many questions remain open. Clearly, the result on NEEDLE is weak. While discussing that there is some bias towards the "end" of the search space 
