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A B S T R A C T
The self-acting generation of three-dimensional models, by analysing monocular
image streams from standard cameras, is one fundamental problem in the field
of computer vision. A prerequisite for the scene modelling is the computation of
the camera pose for the different frames of the sequence. Several techniques and
methodologies have been introduced during the last decade to solve this classical
Structure from Motion (SfM) problem, which incorporates camera egomotion esti-
mation and subsequent recovery of 3D scene structure. However the applicability
of those approaches to real world devices and applications is still limited, due
to non-satisfactorily properties in terms of computational costs, accuracy and
robustness. Thus tactile systems and laser scanners are still the predominantly
used methods in industry for 3D measurements. This thesis suggests a novel
framework for 3D scene reconstruction based on visual-inertial measurements
and a corresponding sensor fusion framework. The integration of additional
modalities, such as inertial measurements, are useful to compensate for typical
problems of systems which rely only on visual information. The complete system
is implemented based on a generic framework for designing Multi-Sensor Data
Fusion (MSDF) systems. It is demonstrated that the incorporation of inertial mea-
surements into a visual-inertial sensor fusion scheme for scene reconstruction
(VISrec!) outperforms classical methods in terms of robustness and accuracy. It
can be shown that the combination of visual and inertial modalities for scene
reconstruction allows a reduction of the mean reconstruction error of typical
scenes by up to 30%. Furthermore, the number of 3D feature points, which can be
successfully reconstructed can be nearly doubled. In addition range and RGB-D
sensors have been successfully incorporated into the VISrec! scheme proving the
general applicability of the framework. By this it is possible to increase the num-
ber of 3D points within the reconstructed point cloud by a factor of five hundred
if compared to standard visual SfM. Finally the applicability of the VISrec!-sensor
to a specific industrial problem, in corporation with a local company, for reverse
engineering of tailor-made car racing components demonstrates the usefulness of
the developed system.
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Z U S A M M E N FA S S U N G
Die automatische Rekonstruktion von dreidimensionalen Modellen auf Basis von
monokularen Bildsequenzen einer Kamera kann als fundamentales Problem im
Bereich des maschinellen Sehens angesehen werden. Hierbei stellt die Berechnung
von Bewegungsdaten der Kamera für jedes einzelne Bild die Grundlage für eine
spätere Modellierung der Szene dar. In den letzten Jahren wurde einige Methoden
und Verfahren eingeführt die in der Lage sind zufriedenstellende Lösungen für
dieses klassische Struktur-aus-Bewegung-Problem zu generieren. Hierbei stehen
sowohl die Schätzung der Kameratrajektorie als auch die darauffolgende Ex-
traktion der 3D-Informationen im Fokus der Betrachtungen. Nichtsdestotrotz ist
die Anwendbarkeit solcher Systeme für praktische Applikationen immer noch
limitiert, da die Eigenschaften der Verfahren in Hinblick auf Genauigkeit, Sta-
bilität und Geschwindigkeit bisher als nicht zufriedenstellend bewertet werden.
Daher stellen sich in erster Linie taktile Systeme und Laserscanner nachwievor als
die am häufigsten eingesetzten Systeme in diesem Bereich heraus. Diese Arbeit
schlägt ein neues Konzept für die dreidimensionale Szenenrekonstruktion vor,
welches auf einer optisch-inertialen Sensorplattform basiert. Hierbei spielt die
Integration von zusätzlichen Modalitäten innerhalb eines Netzwerks zur Sensor
Fusion eine wesentliche Rolle zur Kompensierung von typischen Problemen
der bisher existierenden Systeme, welche nur auf visuelle Sensoren vertrauen.
Das komplette System basiert auf einem generellen Ansatz zur Formulierung
von Systemen zur Multi-Daten Sensor Fusion (MDSF!). Hierbei kann demonstri-
ert werden, dass die Einbeziehung von inertialen Messgrößen innerhalb eines
Visuell-Inertialen Sensorfusionsschema zur Szenenrekonstruktion (VISrec!) bessere
Ergebnisse liefert als klassische Methoden. Es konnte gezeigt werden, dass der
Mittelwert des Rekonstruktionsfehlers um bis zu 30% gesenkt werden kann, bei
gleichzeitiger Verdoppelung der Anzahl der 3D Punkte. Zusätzlich kann gezeigt
werden, dass es ebenfalls möglich ist Tiefensensoren (RGB-D oder Time-of-Flight)
in die Architektur zu integrieren, was die Vielseitigkeit des Ansatzes verdeutlicht.
Hierbei ist es möglich die Anzahl der 3D Punkte des rekonstruierten Modelles um
den Faktor fünfhundert zu steigern. Desweiteren soll anhand eines Fallbeispiels
aus dem Bereich des Reverse Engineering gezeigt werden, dass Konzept auch für
praktische und industrielle Anwendungen zu nutzen.
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I N T R O D U C T I O N
"There’s something that 3D gives to the picture
that takes you into another land and you stay there
and it’s a good place to be..."
— Martin Scorcese (Scorcese 2012)
The usage of three-dimensional data obtained from real-world objects has
become widely accepted in industry within the last decade. One reason for this
trend is the accompanying immense development in the field of IT and the
increasing computational resources of standard desktop computers. Driven by
the computer games industry especially the available Graphics Processing Units
(GPU) have become more and more powerful and are now available for reasonable
costs (Schenk, Christen, and Burkhart 2008) and thus within the reaches of small
and mid-size companies.
Despite the fact that the generation and handling of real-world 3D data are
widely used the areas of computer games, special effects, media, product design
or consumer electronics, their usage in classical industries like engineering or
manufacturing is still limited. This is especially true for small or mid-sized engi-
neering companies. This is surprising, especially given the enormous economical
strength of the computer games/special effects fields in some countries (e.g.
central Europe and parts of Asia) is taken into account. Actual studies have also
shown, that the advantages of 3D data for many design and engineering pro-
cesses is strong within most branches of engineering. This is especially the case
for the discipline of mechanical engineering and this fact can easily be ascertained
from the growing number of companies which use 3D CAD systems for the
computer-aided construction.1 The predicted market development for 3D rapid
prototyping is an important indicator, that the usage of 3D data is a desirable
goal for personnel within the product design.2
One main reason for the missing overall market penetration of 3D techniques in
the engineering and production branches is the missing link between real-world
objects (e.g. manufactured parts) and the available software and hardware for
3D scene acquisition. Small companies especially avoid the immense effort of 3D
data acquisition. This can be derived e.g. from an analysis of German companies
with a background in 3D data acquisition, processing or visualisation, as carried
out in Astor 2012. In this context the vast majority of companies (725 out of 975)
are specialised towards providing services for end users of 3D data in general and
around 44 % of these companies focus on 3D data acquisition and/or creation.
This is a clear indication of the fact, that many possible users are actually not
1 In Intitut fuer Management Praxis 2000 was shown, that the number of users which identified 2D
CAD systems as the main base for the construction process, decreased between 1996 and 2000
from 65.6 % down to 58 %. It was also shown, that the number of 3D volume based constructors
increases by around 15 % per year, during the same time period.
2 A market study about 3D technologies on behalf of the German Federal Ministry of Economics
and Technology (BMWi) predicts the growth of industry revenue of the rapid prototyping market
from 1500 $ in 2012 to 5050 $ in 2020 (see Astor 2012).
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utilizing the potential of improving their engineering and design processes by
means of 3D data processing, because they do not have the capability to produce
the necessary three-dimensional real world data.
The reasons for the reticent attitude concerning 3D data acquisition can be
easily identified if the available systems and techniques from that field are taken
into account.
For this reason, the remainder of this chapter contains in section 1.1 a short
overview of existing methods and techniques for the automatic generation of
three-dimensional object data. In this context it is also shown why their accep-
tance for small and mid-sized companies is still limited. These findings will then
be the base for the introduction of the visual-inertial sensor fusion approach for
scene reconstruction, as shown in section 1.2. To prove the general importance
of that topic, especially for a possible later industrial application, section 1.3
contains an outlook regarding the steps of achieving commercialisation. For this,
the general market perspectives are summarised and possible real-world applica-
tion examples are identified. The general research proposal and the application
possibilities are the sound background for the formulation of the research aims
and objectives in section 1.4. Finally, section 1.5 gives on overview of the outline
of contents of this thesis.
1.1 methods and techniques for 3d object modelling
This section provides a brief overview of existing methods and techniques for 3D
object modelling. In this context the limitations and drawbacks for their usage in
real-world applications in classical industries are summarised.
Figure 1: A taxonomy of methods and techniques for 3D modelling
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To provide a clear analysis of all existing methods and systems it is necessary to
provide as a first step a clear classification in terms of the measurement principles,
the systems are based on. In this context it is possible in general to differentiate
tactile, reflective and visual techniques. Fig. 1 shows a complete taxonomy of
available methods and techniques for 3D modelling. The following sections
provide a brief introduction for the different methodologies, while the main focus
is on the class of visual methods. It should be noted, that methods which are
based on imaging by sections or sectioning (e.g. based on X-rays or γ-rays, as
used in medicine or biomedical engineering (tomography)) are not covered in
this work, due to their very limited applicability for industrial applications.
1.1.1 Tactile Systems
The general idea of all tactile measurement techniques is the collection of three-
dimensional measurements (X,Y,Z coordinates) within a pre-defined reference
coordinate system, by moving a flexible mechanical device (similar to an articu-
lated robotic arm) with a touch-sensitive tip to specific positions on the object’s
surface. A prominent example of such a system is shown in Fig. 2, which shows
a measurement arm from the US company FARO Technologies Inc..
Figure 2: Example of a 3D tactile coordinate measurement system (CMS): FARO measure-
ment arm (FAROArm) used for comparison with CAD data for quality control
reasons3
There are also other mechanical platforms for tactile measurements available,
such as measurement bridges based on three independent linear axes (X,Y,Z) and
a rotating tactile tip. To allow full 360◦ measurements of the workpiece, such
systems are usually combined with a rotating table. An example of such a system
can be found in Schwarz 2005. Such stationary fixed Coordinate-Measurement
Systems (CMS) are able to produce very stable and reproducible metric measure-
ments for a small set of pre-defined points. While the non-stationary systems
have to be operated manually (moving the articulated mechanical arm from point
to point4), such CMS systems can be operated also in a (semi-) automatic way.
3 Image taken at project partner company CP GmbH, Germany.
4 In practise every pre-defined point is measured several times, while the mechanical arm is moved
to the same position from different orientations to reduce the influence of the tip geometry to the
measurement (see Dowllng et al. 1997).
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However, these kind of devices are useful for measuring only a few distinctive
object points with a very high accuracy (volumetric accuracy up to ±.027mm and
single point repeatability up to ±.019mm) (see FARO 2012).
There are also pseudo-tactile systems available, which make use of a tactile
probe, but the real measuring technique is driven by other technologies, such as
visual or optical recognition of the tactile probe in 3D real-world coordinates. In
this case, the tactile tip is just used to create a clear and distinctive position of
an artificial marker attached to the tip. The accuracy of those systems depends
predominantly on the used visual/optical sensor setup, which is used to detect
the pseudo-tactile tip and the corresponding calibration. Fig. 3 shows a pseudo
tactile system with two separate visual systems (Stereo Camera System (SCS) and
Infra-Red Camera System (IRCS) (Fig. 3-(a))) and a pseudo-tactile tip (Fig. 3-(b)).
As shown in Henkenius 2012, the error margin of such systems can vary between
some micrometer and tenth of millimetre.
4 2 Sensorsystems
Figure 2.1: General setup
Figure 2.1 shows general setup of infrared and stereo camera system. It can be seen
that the infrared camera boom is attached on the top of the sling. Its arrangement solves
a measurement of the space in front of the sling. The two stereo cameras are attached
above, or rather below the infrared camera boom. Their optical axes lie strictly through
the measurement space of the infrared cameras. Every complex object, that finds oneself
in the place of measurement space, can be captured by both stereo cameras.
The robust assembly of the sling ensures that the geometric orientation does not change
during the image aquisition. The arrangement of the two stereo cameras should simulate a
normal driving situation with observation of the drivers head. It can be imagined, that the
bottom camera is positioned anywhere nearby the speedo and the top camera is attached
at the top of the A-pillar.
The following block diagram illustrates the operation of the combined camera systems.
(a) (b)
Figure 3: Pseudo-tactile coordinate measurement system from Laboratory for Image
Processing Soest (LIPS) - ( ) S nsor rig with stereo camera system and infra-red
camera system; (b) Pseud -tactile tip with two infra-red markers
It can thus be concluded, the tactile or pseudo-tactile measurement systems are
able to provide highly accurate measurements for a small set of pre-defined points
on the object. The major disadvantage of such systems is the time-consuming
measurement process, because each point has to be acquired by the mechanical
tip several times. Even if there are semi-automatic tactile coordinate measure-
ment systems available, these machines are non-transportable, while the mobile
measurement systems require full manual operation. Besides these drawbacks, it
should be noted that the costs for such systems are relatively high. Thus, their
market penetration, especially in small and mid-sized enterprises, is relatively
low. The mentioned difficulties about price and usability are a great economical
hurdle for companies to use 3D within their projects.
1.1.2 Reflective Techniques
Several 3D scanning methods are based on measuring the reflectance of an emit-
ted signal, from objects in the scene. In this context, classical methods like RADAR5
or SONAR6 are just the most prominent ones. These techniques were developed
5 RADAR - Radio Detection and Ranging
6 SONAR - Sound Navigation and Ranging
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for the usage in military applications, but more recently RADAR and ultrasonic
scanners are available, which can be employed for 3D imaging (see Ruiz, Aufder-
heide, and Witkowski 2012). The spatial resolution of those devices is limited,
while the costs are relatively high in comparison to other techniques. Typical
spatial resolutions for a SONAR 3D imaging device, for industrial applications,
can be around 10 to 20 mm (see BlueVIEW 2013).
These systems are able to produce dense 3D point clouds of the scene with
moderate update rates (10 to 40 Hz), while a full 360◦ scene view can be produced
by integrating point clouds, from different view points, within a single scene
model.
Recently also special Time-of-Flight (ToF) cameras are becoming available, which
resolve distance measures based on the known speed of light and measuring
the time-of-flight of a light signal between the camera and the subject, for each
point of the image. Typical ToF cameras provide both range measurements and an
intensity or colour image at the same time (see Graefenstein 2011). Those systems
are intensively used within the consumer electronics industry during the last years
for gesture and posture recognition, in the field of human-computer interaction
(HCI). For that reason, ToF-cameras are nowadays available for moderate prices.
Typical accuracies of such systems are some tenth of a millimetre (e.g. ±15mm
for the system presented in Imaging 2013b).
Typical ToF cameras are able to produce dense depth maps7 with resolutions
up to 640x480 pixels and with an update rate up to 160 Hz (see Imaging 2013a).
The general procedure to produce a full visual object model based on ToF
point clouds is comparable to the described procedure for SONAR 3D imaging
devices, where point clouds from different view points are fused within a single
model and where the simultaneously acquired intensities or colour images can
be directly used for texture mapping8.
1.1.3 Visual Techniques
The visual methods for 3D modelling can be classified by (i) the type of illumina-
tion used and (ii) the number of viewpoints (vantage points) necessary for the
reconstruction. Based on this, it is possible to expand the given taxonomy from
Fig. 1, as suggested by Moons, Vergauwen, and Van Gool 2008, to passive/active
methods with either multiple viewpoints or single viewpoint reconstruction. The
following table gives an overview of visual methods for the extraction of 3D scene
information.
The following sections provide a short introduction to the different classes
of visual methods for 3D scene and object modelling. The methods, which are
based on triangulation, are described in more detail, because their applicability
in real-world applications is much higher than single viewpoint techniques.
7 A depth map can be interpreted as a 2D image D, where each intensity D[u,v] contains the coded
depth d of the corresponding pixel [u, v]. A depth map is a typical 212 -dimensional representation,
which contains the depth (z-coordinate) only as a coded value.
8 Texture mapping describes the process of adding a detailed visual structure to a given 3D surface.
In most cases the used texture is described by a 2D image, as shown in Heckbert 1986.
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PASSIVE ACTIVE
Single Viewpoint Multiple Viewpoints Single Viewpoint Multiple Viewpoints
Shape-from-texture Passive stereo Shape-from-shading Structured light
Shape-from-occlusion Shape-from-silhouettes Active stereo
Shape-from-focus/defocus Structure-from-motion Photometric stereo
Shape-from-contour Laser triangulation
Table 1: Classification of methods for visual scene reconstruction
1.1.3.1 Visual Reconstruction from Single Viewpoints
The general goal of all visual reconstruction techniques which are based on a
single static monocular image, is the technical reproduction of a humans ability
to perceive the depth of a scene or object from a single image9. As the human
visual perception system uses mainly 2D depth cues, which are learned from
experience (e.g. known object sizes, occlusions, interposition of objects, etc.), most
technical approaches contain a certain amount of training within an embedded
machine learning stage. As it was stated by Saxena, Chung, and Ng 2008, one
of the major challenges in such schemes can be identified as the necessity of
learning contextual information, such that visual reconstruction from a single
viewpoint can always be considered as a problem, which has to take into account
all global properties of the whole image. Thus, if the human visual system is able
to derive from occlusion cues the depth ordering of different objects in the scene
automatically, a more-or-less accurate metric estimate about their size (e.g. height
[mm]) is only possible, if the type of the objects can be identified (recognition)
or there is any other reference object in the image which can be recognised and
whose size is a-priori known.
Due to the fact, that most approaches for 3D depth reconstruction from a single
monocular image have major drawbacks for practical applications, the following
paragraphs will just give a short overview of the existing methods.
shape-from-texture
The general idea for Shape-from-Texture (SfT) comes from the notion, that it is
possible to derive a functional relation between the distortion of the texture of an
object and its three-dimensional shape. For this it is necessary to define a model
of the texture, which allows in a first stage to recover the texture distortion from
the image. Those models can be either structural (e.g. based on texture elements
(Texels) as shown in Forsyth 2001), deterministic (see e.g. Efros and Leung 1999)
or stochastic (most prominently).
A good overview about the basic principles can be found in Kanatani and
Chou 1989. One major problem of almost all state-of-the-art shape-from-texture
algorithms, as described in literature, is their restriction regarding the assumed
surface properties. Here, especially the implicit assumption that, if a physical
object point (in the World Coordinate System (WCS)) is imaged from two different
camera positions, the intensities (or colours) of the corresponding pixels (in Pixel
9 As it is shown in Welchman et al. 2005, the human system of visual depth perception fuses 3D
and 2D cues. For this Landy et al. 1995 argued based on an experimental approach, that a simple
weighted linear combination (weak fusion) can be used as a simple visual depth perception model.
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Coordinate System (PCS)) are the same or vary only slightly. This assumption is
only satisfied for surfaces and lightning conditions where the resulting intensities
are completely independent from the view point of the observer (here: the
camera). Those properties are known for so called ideal diffuse reflecting surfaces
or Lambertian surfaces, as described in Aufderheide 2008. As it was shown in
several publications, e.g. Oren and Nayar 1995, due to the roughness of each
natural surface, the assumption about a Lambertian reflectance model can not
be used for most real-world objects. Thus, the applicability of algorithms which
use this assumption (e.g. Rosenholtz and Malik 1997) are very limited. Other
methods assume other artificial surface properties, such as isotropic texture10 (see
e.g. Witkin 1981) or general homogeneity of texture, as used in Lee and Kuo 1998,
which limits their usability in the same way.
More recently the work from Loh and Hartley 2005 implements a variant
of SfT which is able to handle non-homogeneous, non-stationary, anisotropic,
perspective textures within the observed scene, but assumes only a single surface
within the 2D image. So, the applicability for real-world objects is limited in the
same way.
shape-from-occlusion
A very simple and straightforward cue for depth perception in single still images
is occlusion. So, it is quite easy to understand, that if an image contains a scene
with two objects (object A and object B) and it can be determined that object B is
partially occluded by object A, that the distance between the camera position and
object A is smaller than the corresponding distance to object B. It was shown in
Tsirlin, Wilcox, and Allison 2010, that occlusions can contribute to depth percep-
tion and there is direct evidence that the human visual system uses occlusion as
an aiding tool for detecting object boundaries and depth discontinuities.
Even if the general principle for this Shape-from-Occlusion (SfO) method is
straightforward, its usage within reasonable practical applications is limited,
because occlusion alone can not be used to compute a metric reconstruction,
rather object interpositions can be derived. Due to this, different algorithms
integrate occlusion detectors, but not uniquely for reconstruction purposes (e.g.
for object segmentation (see Beck, Ognibeni, and Neumann 2008) or overall
enhancement of a reconstruction gained by other methods (e.g. Steffens et al.
2009d use detected occlusions as a guidance for a stereo reconstruction system)).
shape-from-focus / shape-from-defocus
It is quite obvious, that if an image frame of a scene is captured from a fixed
camera position, it is not possible that all scene points are imaged with the same
amount of focus, because each imaging system (including sensor and optical
system) has a limited Field Of View (FOV). This is generally clear by recalling
the image formation process (here for a thin lens), where the following relation
between the object distance d, focal distance of the lense f and the image distance










10 An isotropic texture should be defined within this work as a piece of texture, which has no
dominant direction and its structure is independent to orientation.
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For a digital camera, it is intrinsically assumed, that the sensor and the image
plane are perfectly arrange, such that each point from the object plane is projected
on only a single point in the image plane, which leads to a completely focussed
image If(x,y). Nevertheless for a case, where image and sensor plane are displaced
by δ, a blurred image Id(x,y) is acquired, where each object point is acquired as a
circular patch with the radius r. Thus, the second case leads to a defocussed image.
Both image formation processes are visualised in Fig. 4.
Figure 4: Simplified geometry of the image formation process for the focussed and
defocused case.11
This general idea can be used based on two different approaches: Shape-from-
Focus (SfF) and Shape-from-Defocus (SfD).
SfF is an active technique, where the same scene is imaged from a fixed view-
point and a series of images is taken with different focus levels (by varying
the optical setup). If now a certain metric for the focus quality (focus measure
operator) can be formulated (see e.g. Subbarao and Tyan 1998) and computed for
all image points of all images frames, it is possible to recover a depth estimate of
the scene. A detailed introduction to this technique can be found in Nayar and
Nakagawa 1994.
SfD methods utilise the opposite entity (blur instead of focus) in a series of
images with different optical settings12. SfD can be interpreted as a generalisation
of SfF, which do not require to find the best focussed version of a surface to
recover its depth. As it is stated in Favaro and Soatto 2005, a major problem of
SfD/SfF is the high computational costs. The algorithm proposed in Levin et al.
2007 for SfD has typical running times between 2000 and 3000 seconds for a single
frame (achieved by a MATLAB implementation running on a Intel Core 2 Duo
2.93 GHz processor). Another problem is the necessity of knowing a model (Point
Spread Function (PSF)) how blur can be described in dependence of the camera’s
optical setup. For synthetic data sets it is possible to achieve reconstruction errors
in the range between 0.1 and 0.5mm. However, it was shown in Lin et al. 2013,
that typical SfD/SfF algorithms are sensitive to noise. Thus, the given accuracies
are not achievable for real world images.
11 Image adopted from Aufderheide 2007 and Nayar and Nakagawa 1994.
12 In general the depth recovery from a single image is also possible, but due to the fact that there is
an ambiguity based on the question, whether blur in a region of an image is a consequence of the
optical setting, or just an object with a blurred texture, usually at least two images are used.
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Examples for implementations of shape-from-defocus can be found in Ziou
and Deschenes 2001 or Park 2006.
shape-from-contour
Another important cue for depth perception is the type of contour of an observed
object. Nevertheless, even if the complete contour of an object can be extracted
from an image, it is difficult to extract the exact depth of a rigid scene without
any a-priori knowledge of the scene, the type of illumination or a parametric
description of the imaging system.
A class of methods, called Shape-from-Contour (SfC), utilize automatically or
semi-automatically13 extracted object contours to generate 3D models from a
single view. Most classical approaches perform the actual reconstruction from
contours, by defining Generalized Cylinders14 (GC) in 3D. This reconstruction
process is highly influenced by a considerable number of constraints about the
observed object (e.g. bilateral symmetry) and cannot recover a metric 3D model.
This class of algorithms has almost no practical relevance. Nevertheless, there
have been different theoretical techniques proposed to resolve the problem of
the presence of ambiguities within the 3D reconstruction chain (see Lee and K.S.
1983).
shape-from-shading
The intensity (or colour) of a pixel in an image frame I[u,v] of a surface Z(x,y)
in the observed scene depends on many different factors, such as the relative
position between camera and object, the direction and intensity of illumination,
the properties of the imaged surface (e.g. type of reflection) and the general
properties, the setup of the camera (camera gain, exposure, integration time,
etc.) and of course the texture of the object itself. Thus, if a texture-less object is
considered as an example, the object will be imaged with some kind of shading15.
The structure of this shade is produced by the complex interrelation between
light sources, surface properties and the objects relative position to the imaging
device. This process is typically modelled by the relation given in Woehler 2004,
where κ describes the camera properties (camera constant) and ι the intensity
of the incident light. The reflectance function Φ depends on the surface normal n,
the direction of the incident light s and the camera direction v, where typically
the Lambertian reflectance function Φ(n, s) = α · cos (θ) with θ = ∠(n, s) is used.
Typically the light intensity, camera constant and the reflection coefficient of the
surface α are combined to the so-called surface albedo ρ = κ · ι ·α.
I[u,v] = κ · ι ·Φ(n, s, v) (1.2)
Even if this formation process of shade in an image is complex, the human
visual system is able to use shade to recover the three-dimensional shape of
an object, only based on the structure of the shade. This was shown in several
13 In François and Medioni 2001 the authors propose a 3D model construction system based on SfC,
which requires the user to manually select contour features and label their relations.
14 A definition for generalized cylinders is given in Gross and Boult 1989.
15 Here it is important to distinguish clearly between shade, which should be defined here as the
complex structure of intensities on a surface element (Surfel) produced by the complex relations
between the light source and an objects surface properties, and shadows, which describe intensity
differences due to an object partially occluding a more distant second object or background.
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experiments (e.g. Pentland 1989) and is widely used in paintings and illustrations
to produce a depth effect.
The technical realisation of an algorithm, which is able to generate a shape
estimate from a single image of a shaded surface (Shape-from-Shading (SfS)), is
based on estimating for each pixel the corresponding surface normal n. For a
surface Z(x,y), the surface normal can be defined as follows:
n =
1√




Here p and q define the gradient of surface Z in x and y direction of the
reference Euclidean coordinate system. A simplified geometric sketch of all








Many approaches for shape-from-shading assume, that the light source which
is illuminating the scene with collimated light of a known direction s16, which
provides the possibility to reformulate Equation 1.2 to a relation where only ρ , p
and q are unknowns:
I[u,v] = ρ · n · s = ρ · (sz − q · sy − p · sx) (1.5)
This allows a computation of the surface gradient, which leads to the possibility
of computing the surface normals by using Equation 1.3.
Figure 5: Geometry for shape-from-shading
16 Collimated light, means light whose rays are ideally parallel. In most cases collimated light is
produced from a diffuse light source and corresponding filters, mirrors or lenses (e.g. a spherical
or parabolic mirrors.).
[ September 22, 2014 at 13:39 ]
1.1 methods and techniques for 3d object modelling 11
All visual methods, which were described so far, are based on the analysis of
natural images without any special kind of illumination or other active manip-
ulation of the scene. Typically, SfS for industrial applications requires the usage
of artificial illumination sources, in order to produce the collimated light from
different directions. This is important for the generation of three independent
equations of the given relation for each pixel. For this reason, typically SfS is
considered to be an active method, which cannot be used without the usage
of artificial light sources, whose relative pose (light direction) to the camera is
a-priori known.
Even if those systems are able to produce quite accurate estimates of the relative
shape, a metric reconstruction is very difficult to achieve (compare Soell, Moritz,
and Ernst 2006).
1.1.3.2 Visual Reconstruction from Multiple Viewpoints
It can be stated in general, that the predominant idea behind methods, which
require multiple viewpoints for the reconstruction, is classical triangulation,
where the depth of a specific scene point is measured by building a triangular
shape between two devices, whose relative pose (position and orientation) is
known, and a specific scene point o. Then, it is possible to recover the distance
between either of the two devices and that specific point o, by measuring the
angles α and β as defined in Fig. 6 for a given example geometry within a
simplified two-dimensional case.
Figure 6: The general principle of triangulation
If the relative translation between device I and II (the base line ξ) is known (e.g.
determined by a calibration routine), it is possible to recover the distance between
device I and the object point (ao) or the distance between device II and o (bo) by
using the following relations:
ao = ξ · sin (α)
sin (γ)
, bo = ξ · sin (β)
sin (γ)
with γ = 180◦ −α−β (1.6)
Thus, it can be concluded that the recovery of the distance between a measuring
device and an object point can be derived if (and only if) the geometry of the
triangular shape between two devices and an object point can be determined
from a set of given measurements.
So, practically triangulation in three dimensions requires the knowledge of
correspondences, which means that the position of the same physical point (or its
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projection) is known for both devices. This can be achieved by either, using an
active illumination which illuminates a single or a set of fixed scene points and a
camera to identify those points, or by using two optical sensors and automatically
detecting a set of corresponding pixels from natural scene points.
Usually 1D and 2D triangulation are distinguished: while 1D triangulation
means that only a single object point is considered, 2D methods use curved
segments of many points. This leads to two different cases for the mathematical
treatment of recovering an object point p in 3D: triangulation by line-line intersec-
tion and line-plane intersection. Both cases are visualised as simplified geometric
examples in Fig. 7.
(a) (b)
Figure 7: Triangulation by (a) line-line intersection and (b) line-plane intersection
The case shown in Fig. 7 - (a) can be considered as finding the intersection
of two arbitrary lines L1 and L2 to find the 3D scene point p. As it is shown
in Lanman and Taubin 2009, the two lines can be defined if the two points q1
and q2 are known and the corresponding projections (e.g. camera projection) can
be used to define the corresponding direction vectors v1 and v2, by using the
following definitions from Lanman and Taubin 2009:
L1 = {p = q1 + λ1 · v1 : λ1 ∈ R} (1.7)
L2 = {p = q2 + λ2 · v2 : λ2 ∈ R} (1.8)
Due to the fact, that both point measurements q1 and q2 will be affected by
measurement noise, it is very likely, that L1 and L2 will not intersect each other
in a single point pideal. Thus, the problem is often interpreted as an optimisation
task, which tries to find a point p which is closest to the two lines.
The optimizer needs to minimize a metric φ(p, λ1, λ2), as defined in the follow-
ing relation:
φ(p, λ1, λ2) = ‖q1 + λ1 · v1 − p‖2 + ‖q2 + λ2 · v2 − p‖2 (1.9)
Due to the fact, that p will be only an approximate intersection between L1 and
L2, there is a certain distance measure erec, which can be interpreted as kind of
a quality measure for the 3D reconstruction, as it is described in Aufderheide
2009b.
In most cases the optimisation problem is reformulated in a way, that rather
than five independent variables needing to be considered for the minimisation
process (here: three coordinates of p, λ1 and λ2), but only the two scalar values
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λ1 and λ2. For this, Lanman and Taubin 2009 suggest the definition of two points
p1 = q1 + λ1 · v1 and p2 = q2 + λ2 · v2, which lie on L1 or L2 respectively. Then
p shall be defined as the midpoint of a line segment between p1 and p2. This
reduces the problem to the minimisation of a squared distance between those two
points and the optimisation function (now called ψ) depends only on λ1 and λ2:
ψ(λ1, λ2) = ‖(q2 + λ2 · v2) − (q1 + λ1 · v1)‖2 (1.10)
















vT1 (q2 − q1)
vT2 (q1 − q2)
)
(1.11)
The case of line-plane intersection, as shown in Fig. 7 - (b), can be easily defined
in a similar fashion to line-line intersection by considering a line L1 and a plane
P1, defined as follows:17:
L1 = {p = qs + λs · vs : λs ∈ R} (1.12)
P1 = {p : nT (p− qf) = 0} (1.13)
Then p can be found by the following relation shown in Equation 1.14.
p = qs + λ · v with λ = n
T (qf − qs)
nTv
(1.14)
These two cases are used within different practical implementations of visual
triangulation methods. The paragraphs below provide a brief overview of the
different implementations of both active and passive methodologies.
laser triangulation
If a visual sensor (camera) is used within a triangulation framework, it is
necessary to consider the problem of identifying a single distinctive scene point
o defined in a three-dimensional World Coordinate System (WCS) within the
2D coordinates of the acquired image frame. This problem can be simplified
immensely if an active device for an artificial scene illumination is introduced.
This would lead to a situation, where specific scene points are illuminated in such
way, that they can be easily identified within the image.
One prominent example for the usage of triangulation for 3D object modelling
is the usage of a single laser beam and a camera, where the relative pose between
the camera and the laser source is known. If it is now realized that the single
laser illuminated point in the scene can be identified within the image frame, it
is possible to calculate the depth of this single point by using the principles of
classical triangulation as described above (here: line-line intersection). The setup
of such a 1D laser triangulation system is shown in Fig. 8 - (a).
In most cases the laser source is not just used to emit a single laser point, but
a laser line. By using a laser line, it is possible to extract the depth profile of
the whole line with only one image. These methods can be labelled as 2D laser
triangulation, whose setup is shown in Fig. 8 - (b).
17 It is assumed here, that L1 and P1 are not parallel, which is the case if the statement nT · v 6= 0 is
true. So the given relation should be checked beforehand.
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Laser curved line segment
(b)
Figure 8: General setup for laser triangulation: (a) laser triangulation with a single laser
beam (1D traingulation) and (b) laser triangulation with a laser line (2D trian-
gulation)
Laser triangulation methods in general are able to deliver very accurate results,
but due to the necessary laser illumination, it is often not possible to use such
systems outdoor, due to the influence of sunlight, and for shiny or transparent
surfaces an adequate identification of the laser line within the camera image is
very difficult to achieve.
Nevertheless, the major drawback of laser scanning devices is the need for
specialised hardware and the accompanying requirements of the visible laser
source in terms of handling and safety reasons.
Due to the fact, that the triangulation principle requires an a-priori known
fixed pose between two devices (here a camera and a laser source), such systems
require a fixed pre-calibrated sensor rig. It should be also noted here, that a dense
scene reconstruction is only possible by a moving object or sensor rig, because
each image provides only a single illuminated point (for 1D laser triangulation)
or a single curved line segment (for 2D laser triangulation)18.
structured light
A similar idea, as for laser scanning, is also employed for classical structured
light scanning devices. The laser source is here replaced by a projector, which
allows generation of different patterns of structured light. By this, it is possible
to find correspondences for each point in the scene, e.g. by using a sequence
of structured light patterns. An overview on the functionality of classical meth-
ods from structured light is given e.g. in Korth 2011. The general idea of this
methodology is visualised in Fig. 9, where a projector is used to illuminate an
object or scene with a given set of predefined patterns (e.g. Gray patterns). While
each of these patterns is projected on the object, a camera acquires images of the
illuminated object. So for a set of n patterns a set of n images is produced. The
camera and the projector are located on different positions, whose relative pose
can be described by a rigid transformation with [R|t]. By using complementary
18 Typical systems combine a turn table which rotates the object around its vertical or horizontal axis
and a fixed sensor rig (laser source and camera). Since the object is slowly rotated, it is possible to
reconstruct a full 360° visual model from a bunch of curved line segments.
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patterns it is possible to use the difference images and neglect the not illuminated
background for the 3D reconstruction.
Figure 9: General structure of a structured light scene reconstruction pipeline (here based
on Gray code patterns)
Nowadays numerous different light pattern sequences are proposed in liter-
ature, beginning with the classical binary Gray codepatterns as described in
Scharstein and Szeliski 2003, to more recent approaches using phase-shifted
sinusoidal grayscale patterns (e.g. Huang and Zhang 2006). New approaches
are aiming to decrease the number of patterns, which are necessary for a full
dense reconstruction. Typical Gray code approaches use eight patterns for a single
reconstruction, while the approach from Huang and Zhang 2006 uses only three.
Recently methods with invisible light patterns were suggested. Fofi, Sliwa, and
Voisin 2004 provide a comparative study of different methodologies from that
field.
The general drawback of classical structured light scanners for industrial
applications is the necessity of illuminate the scene with more than a single
pattern. Thus, a real-time on-the-fly reconstruction, which is free from any depth
ambiguities is not possible. Another important issue, which has to be addressed
for real-world application, is the ability to handle multi-reflections in case of
non-Lambertian surfaces (especially specular surfaces). This problem is described
e.g. by Poesch, Kaestner, and Reithmeier 2014.
Another source of possible reconstruction errors is the influence of ambient
light. Fig. 10 shows two examples of typical reconstruction errors for different
scenarios19. In Fig. 10 - (a) two typical examples of reconstruction errors are
shown: the reconstruction artefacts within the cup can be directly derived from
multi-reflections and shadows within the spherical object, while the incomplete
shape of the tyres can be traced back to the dark texture of the surface and
the resulting limited contrast of the structured light. The problem of a possible
influence of ambient light sources is shown in Fig. 10 - (b), where an ambient
light source is leading to reconstruction artefacts especially at regions of depth
discontinuities.
In the last two years, there was some progress regarding the implementation
of structured light scanning within hand-held devices. In Saint-Pierre, Tubic,
and Hebert 2010 a handy system was presented, which includes a camera and a
light projector and all necessary computational elements in order to reconstruct
19 All results are produced by using a classical Gray-code based structured light scanner at the
Laboratory for Image Processing Soest (LIPS)
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(a) (b)
Figure 10: Examples of reconstruction errors by using a structured light scanning system:
(a) - Reconstruction errors due to multi-reflections inside the cup and dark
surface texture at the tyres; (b) - reconstruction errors at regions of depth
discontinuities at the box edges and due to the influence of ambient light
cooperative surface geometries20 under near real-time conditions. Fig. 11 shows
the usage of such a device within a typical workshop situation21.
At the moment, the applicability of those device, especially for small and
mid-sized companies is limited since the actual price is relatively high and the
overall performance strongly depends on specific surface types and acquisition
conditions.
photometric stereo
Both methods described above (laser triangulation and structured light) are
active methods based on an artificial illumination of the scene. Another possibility
for a 3D reconstruction from multiple viewpoints is the usage of photogrammetric
methods based on a stereo camera system. A short overview about a typical
stereo vision approach is given e.g. in Steffens et al. 2009b. The difference when
compared to the before mentioned structured light or laser triangulation is, that
20 A cooperative surface geometry can be interpreted here as surface, where the aforementioned
problems of structured light scanning, such as multi-reflections, specular objects, etc., can be
neglected.
21 Image taken at project partner company CP GmbH, Germany.
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Figure 11: Example of a hand-held structured light scanning device (here: CreaForm
GO!Scan)
there is no active illumination of the scene necessary. In photogrammetry two
cameras observe the same scene, as shown in Fig. 12 - (a). Both cameras acquire
images of the object at the exact same time (I and I ′). Thus it is necessary to
identify corresponding pixels of the same physical scene point within the two
images, based on their intensities or colour information. It is possible to derive
again a classical triangulation setup as it is shown in Fig. 12 -(b). For this the
relative pose of the two cameras needs to be known beforehand, which is typically
achieved by a prior calibration stage (see Aufderheide 2008).
(a) (b)
Figure 12: (a) - Typical stereo camera system; (b) - Schematic photogrammetric triangula-
tion setup
As it was shown in Aufderheide 2008, Steffens et al. 2009a and Aufderheide
et al. 2009b, the identification of corresponding pixels between two given images
is not a trivial task, because the appearance of the same physical region in images
taken from different viewpoints may vary immensely.
For a dense reconstruction it would be necessary to find for each pixel of image
I the corresponding pixel within I ′. Classical approaches, as the one described in
Aufderheide et al. 2009b, use a local intensity neighbourhood for the identification
within a block-matching scheme to build the set of correspondences. Due to the
immense computational complexity of dense stereo vision, different approaches
(especially those which needs to be executed under real-time conditions), are
hinge on only a sparse feature set.
The applicability of stereo vision techniques for a real-time 3D scene recon-
struction system is very limited, due to the computational complexity and highly
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unstable correspondence search. Besides that, the precise reconstruction of image
points require a stereo camera system with a relatively wide baseline22. However
a large displacement between the cameras results in a non-handy sensor rig and
a non-cooperative setup for the correspondence search.
The following figure gives an impression about typical problems of stereo
photogrammetry for a given test stereo pair taken from Scharstein and Szeliski
2003, as shown in Fig. 12-(a). The given images were processed with simple block-
matching algorithm, as described in Aufderheide 2008, and the corresponding
depth map23 (Fig. 12-(b)) was computed. As it can be seen, the dense depth map
contains multiple artefacts and errors, which are typically a result of an erroneous
pixel registration process. Typical reasons for such errors are low-texture (red
marker), repetitive texture patterns (blue marker), depth discontinuities (orange
marker) and occlusions (green marker).
(a) (b)
Figure 13: Example for reconstruction errors for a given scene with stereo photogram-
metry: (a) - Original image from stereo pair; (b) - Reconstructed depth map
(coded as grayscale) and marked areas for artifacts caused by indexed problem-
category Colour index: Red: artefacts caused by low-textured regions; Blue:
artefacts caused by repetitive patterns; Green: artefacts caused by occluded
areas; Orange: artefacts caused by depth discontinuities.
structure-from-motion
The self-acting generation of three-dimensional models by analysing monocular
image streams from standard cameras is one fundamental problem in the field
of computer vision. A prerequisite for the scene modelling is the computation
of the camera pose (position and orientation) for different frames of an acquired
sequence. For this, the identification of homologous points, lines, planes or other
visual features in at least two successive frames is essential. Several techniques
and methodologies have been introduced during recent decades to solve this
classical Structure from Motion (SfM) problem. Nevertheless, the applicability
of those systems in real world devices and applications is still limited due to
non-satisfactorily properties in terms of robustness, accuracy and computational
costs. The methodologies in the field of classical SfM, as suggested by Morita
22 The base line ξ of a stereo camera system describes the shortest distance between the optical centres
of the two cameras, as shown in Fig. 12.
23 The depth map of a stereo pair visualises the depth of each pixel, where the depth value is typically
coded as a grayscale value.
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and Kanade 1997, Tomasi and Kanade 1992 or Poelman and Kanade 1997, are
not suited for on-the-fly scene acquisition, due to the necessity for incorporating
all frames of a sequence in a single factorisation step to recover structure and
motion. So, all frames (or at least a large subset) are processed simultaneously,
where a relatively large number of well-localised features, which could be tracked
during the whole sequence, are necessary. Due to the limitation of observing a
rigid scene the feature motion between successive frames can only be a result
of the camera movement relative to the unknown scene structure. The majority
of the proposed algorithms use classical Bundle Adjustment (BA), as described
e.g. in Triggs et al. 1999, to refine the computed scene structure. Fig. 14 shows
the typical configuration of an algorithm for batch-type SfM, where the whole
image sequence is acquired first, the point features are detected and tracked in
an offline procedure and finally the motion and shape recovery is the result of a
global optimisation problem. The robustness of the techniques which rely on the
Figure 14: General algorithm for offline Structure-from-Motion (SfM)
identification of corresponding image features is mainly influenced by the effec-
tiveness and reliability of the used feature identification, matching and tracking
procedures. As stated by Steffens et al. 2009a, there are numerous possibilities for
the occurrence of incorrect matches (outliers) during feature matching, especially
for relative wide translational motions between two successive frames (see Huang
and Netravali 1994). Thus, a reliable tracking technique is essential for a robust
base of homologous features, which solves the problem of partial occlusions and
revisited feature tracks. As stated by Park, Yoon, and Kim 2008, feature tracking
is unstable in nature and false correspondences can occur at any unexpected time
if visual information alone is used.
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1.1.4 Summary
As described during the previous sections, it is possible to find pros an cons
for all available techniques for 3D object modelling, but none of the available
methods is really a promising low-cost alternative for the existing state-of-the-art
3D scanning devices.
There are different drawbacks for all of the aforementioned methods, were the
most critical one is the necessity for the usage of specialised hardware, such as
laser scanners, projectors, etc. within a pre-calibrated sensor rig. It is not possible
to use low-cost off-the-shelf products within a single handy device. Even the
photogrammetric approach requires a precise calibration of the relative pose
between the two cameras of the stereo camera system. Besides that, it is very
difficult to solve all problems related to the image registration stage.
Furthermore some of the introduced visual methodologies suffer from their
dependency on specific scene characteristics. In particular SfT and SfS cannot be
used for arbitrary scenes, but rely on a specific textures and/or surface reflectance
models. Even relatively prominent techniques, such as structured light scanning,
can handle multi-reflections from specular objects only up to some extend.
Another important issue are certain restrictions regarding the possible influence
of ambient light on the reconstruction result. This is an issue for almost all 3D
reconstruction techniques which are based on images from the visible spectrum.
Even if a specific technique is based on an active illumination of the scene (e.g.
structured light or laser scanning), the influence of ambient light source cannot
be fully controlled, in particular for possible outdoor applications.
Since most of the passive visual techniques rely on the usage of 2D feature
points as a basis for the scene reconstruction it is obvious, that the final scene
model contains only a limited number of 3D coordinates. Thus, it can be con-
cluded that some of the suggested algorithms provide only a sparse 3D scene
representation. This is of course also true for all kinds of tactile or pseudo tactile
techniques. These methods require the user to manually point the tipping device
to every single point, which should be added to the scene model. It depends on
the particular application if such a sparse representation satisfies the requirements
of the user, but it can be stated in general, that the more dense a scene model is,
the more possible applications can be covered.
An important issue, which has to be considered during the evaluation of ex-
isting techniques for 3D modelling, is the capability of being operated under
real time conditions. It can be stated, that there are numerous visual reconstruc-
tion frameworks available which are able to create a very accurate metric 3D
model of the scene, but lack the possibility of on-the-fly scene scanning, since
their algorithms are based, at least up to some extend, on an offline processing
stage. Classical SfM can be considered as the most prominent example of such
technologies.
As a summary the following Table 2 contains typical benefits and disadvantages
of the different methods. It should be noted here, that the table contains only those
methods which have a relevance for a usage in real-world industrial applications.
It needs to be stated here, that the overall reconstruction accuracy of the
different methods and devices which are already available, differ between some
hundreds of a millimetre and several centimetres. In most cases the precision of
the 3D reconstruction is somehow linked to the range in which the corresponding
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Method Pros Cons
- Very high accuracy (±.27mm) - Time consuming
and reproducibility (±.019mm) - Only sparse scene represenation
Tactile sensing - Easy and intuitive usability - Expensive specialised hardware
(see e.g. Schwarz 2005) - Easy to create reference coordinate
system
SONAR/RADAR - Dense scene representation - Limited spatial resolution (10...20mm)
(see e.g. BlueVIEW 2013) - Moderate acquisition rates (10 to 40Hz) - Expensive hardware
- Wide field-of-view
- Dense scene representation - Moderate accuracy (±15mm)
ToF - Fast acquisition (up to 160Hz) - Moderate prices
(see e.g. Imaging 2013b) - Deliver colour (or intensity) and - Surface properties important
depth information
SfT - No special hardware necesarry - Surface properties important
(see e.g. Forsyth 2001 - Computational complex
and Witkin 1981) - Low metric accuracy
SfF / SfD - Standard camera can be used - Limited field of view
(see e.g. Park 2006 - Expensive optical system
and Lin et al. 2013) - Slow acquisition time
SfS - No special hardware - Only for specific scenes
(see e.g. Woehler 2004 - Dense reconstruction - Problems with ambient light
and Pentland 1989)
- Relatively high accuracy - No dense reconstruction from a
Laser triangulation - Fast acquisition rates single image
(see e.g. Caccia 2006 - Laser source necessary
and Murakami 1994) - Problems with ambient light, specular
objects, etc.
Structured - Possible with standard hardware - Slow acquisition rates (0.1 to 1 FPS)
light (camera and projector) - Problems with specular objects,
(see e.g. Korth 2011 - Good accuracy (±0.5mm) multi-reflections, etc.
and Aliaga 2008) - Problems with ambient light
Stereo - Standard cameras can be used - Computational complex (O(nd))
photogrammetry - No active illumination necessary (n - pixels, d - disparities)
(see e.g. Aufderheide 2008) - Ideally dense reconstruction possible - Pre-calibrated camera setup necessary
- Limited accuracy (±1− 2mm)
SfM - Only standard camera necessary - No on-the-fly scanning
(see e.g. - Dense reconstruction - Only rigid scenes
Tomasi and Kanade 1992) - Measuring volume theoretically not limited - Typically offline reconstruction
Table 2: Pros and cons of different 3D reconstruction techniques
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sensor is used. An overview of typical accuracies and ranges is visualized in Fig.
1524.
Figure 15: Accuracies and ranges for different 3D measurement techniques
As it was shown within this chapter, there is not a single technique, which can
be identified as the gold standard for the implementation of a 3D reconstruction
system for small and mid-sized companies. Many of the technologies, as sum-
marised in Table. 2, suffer from the fact, that some kind of specialised hardware
is necessary or they are working for all kinds of scenes and/or objects.
Thus, it can be concluded that the following factors are responsible for a missing
market penetration of 3D techniques in certain branches and areas of engineering:
• High costs - Up to now, there are no systems available in the market, which
are based on low-cost off-the-shelf components or platforms. For that reason
3D acquisition devices are available within the high price segment only.
• Complicated usability - Tactile measuring systems are able to produce
a highly accurate 3D reconstruction of certain control points, but their
applicability is relatively time consuming, since every point has to be
touched manually. Other methods, such as laser scanners or structured light
cameras contain a calibrated sensor rig, which needs to be set up for each
new sensor position manually in order to generate a full 360◦ model.
• Inflexibility - Most acquisition systems are not ideal for a mobile application
(e.g. tactile sytems, etc.) or there are certain restrictions regarding vibration,
ambient light, object surface properties etc.. Thus, for general applicability
not just a single system is sufficient, but different scanner types for different
scenarios are needed.
Particularly noticeable in this context is the fact, that there are only a few
approaches, where SfM is used within a real-world scenario. This is somewhat
surprising given that the usage of SfM could provide some promising opportuni-
ties, since there is no special hardware needed and only a single low-cost camera
is enough for its implementation. For that reason, the next section investigates
the possible reasons for the neglect of SfM within industrial applications, in a
more detailed manner and introduces the idea of a visual-inertial sensor fusion
framework, to overcome this fact.
24 The corresponding values for the accuracy and range are collected from Raja 2008, FARO 2012,
Scharstein and Szeliski 2003.
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1.2 from sfm to visrec!
As it was clearly shown in section 1.1, there is no simple solution for the de-
velopment of a low-cost alternative for state-of-the-art 3D scanning devices. By
reconsidering the vision of enabling also small companies (and ideally also private
persons) to create 3D models from physical objects, it can be easily concluded,
that tactile methods are not suitable for a possible framework of a hand-held
scene reconstruction unit. Also reflective methods, as SONAR or RADAR can be ne-
glected, due the necessary costly hardware. In order to be able to use off-the-shelf
low cost devices, the visual methods are promising, since camera systems are
available within the mass market segments. As it is shown in Table 2, there are
also numerous visual methods, where the standard camera needs to be combined
with some kind of special hardware (e.g. for active scene illumination) within a
calibrated setup (e.g. a laser source for a laser triangulation system). The visual
methods, where no active illumination is necessary are mainly the so called
shape (or structure)-from-X methods, such as SfT, SfF, SfS, etc., but most of these
techniques are not suited for a real-world application, due to the aforementioned
reasons.
In this context especially the SfM scheme is interesting, since for an imple-
mentation only a single camera is necessary and it is able to provide a scene
model with a theoretically unlimited measuring volume. Nevertheless, classical
SfM suffers from the immense computational complexity, the unstable feature
tracking and batch-type processing. Recently methodologies from Simultaneous
Localisation and Mapping (SLAM) in the robotics community crossed over the
border to real-time processing (see Davison et al. 2007), which opens the field
for a new class of applications. The suggested solutions to reduce motion drift
and provide a repeatable localisation proposed by Pupilli and Calway 2006 and
Davison and Murray 2002 can be applied to on-the-fly 3D scene acquisition, as
intended in this project.
In the field of Augmented Reality (AR) the tracking of camera egomotion is an
important topic for projecting virtual objects into the scene. Different approaches
were proposed during the last fifteen years, where many of them are based on
artificial markers placed in the observed scene (see Dorfmueller 1999 and Yoon
and Kweon 2001). More recently also markerless systems have been introduced,
e.g. by Chia, Cheok, and Prince 2002 or Najafi, Navab, and Klinker 2004. These
systems are not adequate for a simultaneous scene modelling, due to the fact that
only chosen landmarks (natural or artificial) are observed. Nevertheless, some of
the ideas introduced in those approaches could be adapted for real-time scene
acquisition.
Due to the described drawbacks of classical SfM-methods and inspired by the
recent progress in egomotion estimation, in the fields of SLAM and AR, the concept
of Multi Sensor Data Fusion (MSDF) was established successfully in different
applications (e.g. navigation). The basic idea is the integration of additional data
sources to overcome the limitations caused by relying only on visual information.
In this context recent approaches in SLAM and inertial navigation needs to be
investigated for a possible usage within an aided-Structure-from-Motion (aSfM)
scheme. From this, a framework for Visual-Inertial Scene reconstruction (VISrec!)
is introduced within this work.
This thesis describes a VISrec! system design which allows the estimation of
camera pose and scene structure in real time. An important aim of this framework
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is the evaluation of existing methodologies for tracking and modelling from the
fields SfM, SLAM, AR and MSDF for their usage in a hand-held multi-sensory scene
acquisition device. In this context actual drawbacks of existing state-of-the-art SfM
algorithms, such as unstable feature tracking, no on-the-fly scanning, influence of
ambient light, etc. are compensated by the employment of inertial measurements.
This can be achieved by the contribution of a fully modularized sensor fusion
framework which integrates inertial motion estimates into the implementation of
a sequential SfM 3D reconstruction technique.
1.3 commercialisation and applications
This section gives an overview of possibilities for a later or concurrent commer-
cialisation of the presented research work. Section 1.3.1 gives an impression of the
general market perspectives for the 3D market, while section 1.3.2 summarises
possible areas of applications.
1.3.1 Market Perspectives
The creation of a hand-held low-cost device for 3D scene modelling enables
the usage of 3D modelling within a great variety of possible application fields.
Intensive studies of the actual market situation for 3D modelling products have
been carried out in the conceptual stage of this project. As it is stated in actual
market research by Dow 2008, the market evolution in the field of 3D modelling
and animation will be positive due to the higher demands of models for tradi-
tional 3D branches such as entertainment and design. The report predicts also
the expansion of 3D modelling and scene reconstruction to new branches and
disciplines. It states that
"beyond traditional industries, new markets are also opening up for
more casual users of 3D Modeling and Animation (3DMnA) tools,
defying barriers posed by high cost and complexity. Free 3DMnA tools
are becoming available and millions of copies are being downloaded
every year suggesting a pent-up demand for easy-to-use 3D tools. In
addition, there is a hard core of hobbyists and casual users who are
using 3D tools even though the learning curve is steep. (...) By the end
of this decade, new growth will come in mainstream markets."
Besides that, the ongoing technical improvements will cause a fast penetration
of 3D techniques to classical industries, such as engineering or manufacturing.
Dow 2008 states also, that
"over the years the industry has grown steadily, but the 3DMnA tools
are still expensive and used primarily by professionals.".
Thus, it can be stated that the development of low-cost 3D scanning alternatives
will have an important impact on the development of the overall market pene-
tration and development. It can also be concluded, that the possible application
fields will grow immensely with the development of low-cost and easy-to-use
acquisition devices. The usage of such a system will be not limited to special
branches of engineering or companies and even the consumer market is an viable
option for further market growth besides the saturated industrial applications.
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This kind of development is described in Astor 2012 as a relation between 3D
technologies (e.g. intellectual properties and scientific publications), 3D product
offerings (e.g. products for 3D scene acquisition) and 3D applications (e.g. within
specific branches). In this context the new knowledge in the field of 3D technolo-
gies and methods generate a technology push25 to the field of 3D offers, but at the
same time the rapidly developing interest in 3D data within specific branches
and application fields can be interpreted as a market pull26 scenario, as it is shown
in Fig. 16.
Figure 16: Relation of sub elements within a holistic market perspective for 3D
This precise situation was also experienced during the preparation of the given
research work, were the initial research proposals were developed mainly based
on a scientific perspective geared towards an original contribution to knowledge,
but during the preparation of the research work many industrial partners were
interested in a commercialisation of the actual results. This lead to the parallel
preparation of industrial case studies, where the newly developed system was
applied for industrial problems.
1.3.2 Areas of Application
As well as the positive general market perspectives for a possible commercial-
isation of a low-cost 3D acquisition device, there are also numerous possible
application areas, which are summarised within this section.
In this context it is very useful if different application scenarios are evaluated
regarding their requirements regarding accuracy, environmental conditions, etc..
The different criteria are described below within Table 3.
For this, six typical classes of application requirements are defined. These
criteria are the basis for a later evaluation of different applications, which allows a
25 The term technology push describes in the process of Transfer of Technology (ToT) marketing, a
typical situation where new scientific discoveries are the main factor for the development of
new knowledge. Which means, that it is not necessarily driven by a specific application, but the
discovery of new methods, algorithms, etc., which is than the base for the strategic analysis of a
market situation in order to find possible application fields afterwards. So the transfer direction is
typically from science and academia to industry (science→ economy). A more detailed description
of the concept can be found in Leahy 2003.
26 In contrast to a technology push situation, a market pull scenario is characterised by a strong industrial
interest within a specific technological innovation. This typically leads to a situation where industrial
players are offering contract research possibilities. Thus, the corresponding direction of technology
transfer is from industry to academia and science (economy→ science). Please refer to Paun 2013
for a more detailed definition.
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Identifier Criteria Description
a Accuracy Accuracy of metric reconstrunction of the observed scene
b Dimensions Measuring volume necessary and distance to the observed scene
c Structure Structure and visual appearance of the observed scene
d Environment Einvironmental conditions (ambient light sources, vibrations, etc.)
e Dynamics Dynamic properties of the scene (rigid objects, articulated objects, etc.)
f Speed Acquisition time
Table 3: Classes of requirements for the evaluation of possible application fields
more structured conclusion about possible areas of applications for the suggested
3D scene reconstruction technique27.
It should be noted, that a possible application within numerous possible
engineering branches and disciplines was considered, but due to the tight focus of
the local industry on engineering and technical products and services, only a short
overview of the evaluation for these fields is shown here. Thus, the example in
Fig. 17, gives an overview of a systematic evaluation of typical applications of 3D
reconstruction devices within engineering applications. For this, the requirements
criteria, as defined in Table 3, were analysed. It can be seen, that the different
applications require different kinds of typical measuring volumes and demand
typically also a varying range of the accepted metric reconstitution accuracy. So,
especially for quality control purposes the necessary metric accuracy need to
meet a tenth of a millimetre, which will be difficult to achieve with off-the-shelf
low-cost hardware components. So, it was concluded at this stage, that a typical
pioneering application of the given approach should meet medium requirements
of the metric reconstruction accuracy.
One advantage of the proposed method is the fully flexible and mobile design
of a SfM-based device, so especially applications where a wide range of possible
measuring volumes are expectable would benefit enormously from that fact. From
Fig. 17 it can be seen, that examples for such applications are Reverse engineering,
Damage analysis and Site reconstruction.
The challenging object properties (low texture, specular surfaces, etc.) and
the corresponding problem of (at least) partially dynamic backgrounds (e.g. for
outdoor scanning) within these applications would lead to an enormous gain in
usability, if the suggested scheme is able to compensate such problems.
In order to proof the VISrec! concept for its applicability within those fields of
applications, a corporation with a local company was introduced. The results of
the corresponding case study can be found in chapter 8 of this thesis.
27 The described procedure for the structural analysis of applications was adapted from a top-down-
approach for the identification of new applications fields for an existing technique, as shown
in Aufderheide 2009a. The described method uses three stages, beginning with a definition of
evaluation criteria, followed by a systematic collection of application ideas and related material
and a final evaluation of the applications by the given criteria.
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Figure 17: Evaluation of possible applications in engineering based on pre-defined criteria
1.4 research aims and objectives
This section provides an overview for the general aims of the overall research
project and the corresponding specific objectives. It is important to consider the
differences between the primary research-driven objectives, whose answer form
the core of the thesis and the main original contribution to the science field, and
some secondary objectives which are more application-oriented.
The general aim of the whole investigation can be summarised as follows:
• To establish a general framework for 3D scene modelling by visual-inertial
sensor fusion
The corresponding primary objectives can be formulated as
• To develop and evaluate best practise procedures and a prototypical im-
plementation for an inertial navigation system based on MEMS sensory
units
• To implement and evaluate an adapted prototype for visual structure from
motion including scene reconstruction and camera egomotion estimation
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• To develop and evaluate a novel approach for multi-sensor data fusion
based on visual and inertial measurements within a 3D scene reconstruction
framework. For this the following sub objectives can be formulated
– To develop and implement a visual feature tracking technique which
employs inertial motion estimates in order to increase general feature
tracking performance
– To incorporate inertial motion estimates within a visual sequential
structure from motion algorithm
– To develop and evaluate a complete pipeline for 3D scene reconstruc-
tion based on visual and inertial measurements
• To integrate additional sensory units (e.g. range sensors) into the given
visual-inertial network for the achievement of a more dense scene represen-
tation. The realisation of this objective includes
– To develop and implement an algorithm for the realisation of a 3D
reconstruction pipeline from 3D point clouds
– To incorporate visual and structural measurements into an enhanced
point cloud registration technique
– To develop and integrate a method for multi-modal motion estimation
based on visual and structural measurements
The application oriented goal is to deliver a proof of the real-world applica-
bility of the proposed methodologies. For this a set of secondary objectives was
formulated:
• To apply the developed methods within a practical application scheme and
prove the usefulness of the given approach for an industrial problem
• To develop and implement routines and mechanisms for a user guidance
system based on confidence measures
1.5 outline of contents
The process of Multi-Data Sensor Fusion (MSDF) can be described in general as
the combination of acquired sensor data of different modalities into a common
representational format in order to improve the overall quality of the available
information.
This thesis presents a novel framework for the integration of visual and inertial
modalities within a scene reconstruction context. This first chapter of the thesis
gives an overview of related work, including the general motivation of fusing
visual and inertial data, in chapter 2.
Chapter 3 introduces the system design of the VISrec! approach based on a novel
formalism for a modularised description of fusion processes.
The combination of visual and inertial sensing modalities within the VISrec!
concept is realised by implementing a Parallel Fusion Network (PFN) which
consists of three distinctive elements: for visual, inertial and visual-inertial fusion.
In chapter 4 the general implementation strategy is outlined which underlines
the implementation of the three cells as described in the same chapter. In chapter
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5 an overview of the achieved results and an evaluation of the PFN architecture is
provided.
The incorporation of range sensors within the VISrec! scheme is a promising
approach for an improvement of the overall performance in terms of density of
the surface reconstruction. In chapter 6 the extended fusion network is introduced,
which adapts the general architecture of the PFN to incorporate in addition range
sensors. Chapter 7 summarises the corresponding results and achievements.
The VISrec! 3D reconstruction pipeline was applied to an industrial case study
for a reverse engineering real-world scenario. Chapter 8 provides a general
overview of the reverse engineering case-study, the industrial partner and the
actual applications. The detailed reverse engineering scheme based on the VISrec!
concept is also introduced in the same chapter, where some exemplary results
are also given.
Finally chapter 9 concludes the whole thesis and provides an overview of
possible future work.
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2
V I S U A L - I N E RT I A L S E N S O R F U S I O N - R E L AT E D W O R K
"True genius resides in the capacity
for evaluation of uncertain, hazardous,
and conflicting information."
— Winston Churchill
(Miner and Miner 2013)
2.1 introduction
The general idea of this thesis can be summarised as the development of a scene
reconstruction framework, which fuses data, gathered from two separate infor-
mation sources: cameras and inertial sensors. Even if the general objective was
already introduced in chapter 1, this section provides a more holistic motivation
for the VISrec! approach. In this context an overview of related work from the field
of sensor fusion is given.
For this, section 2.2 contains a general introduction in the topic of sensor fusion
and describes how basic ideas from MSDF can be used within the given context.
Furthermore, section 2.3 presents a method from innovation management for
the identification of the additional modalities (here: motion information), which
are promising for a fusion with visual information. In this context, the actual
problems with classical SfM approaches are summarised in section 2.3.1.1.
Finally the whole chapter is concluded in section 2.4.
2.2 sensor fusion - a principle motivation
Every single task of recognition or perception of a human being (or even an
animal) is a sophisticated process of forming information (data) acquired by
the traditional six exteroceptive1 senses (sight (visus), hearing (auditus), smell
(olfactus), taste (gustus), touch (contactus) and balance (equilibrio)2 (sensors) into
a unified piece of knowledge which has a higher quality information content than
each of the single pieces of individually acquired data.
As it is shown in the work of Bellot, Boyer, and Charpillet 2002, the definition
of this higher quality can be generally interpreted as an improvement in terms of
• Accuracy - Typically each single element of data acquired from a sensor
contains to some extend noisy and erroneous components. The combination
with a set of additional data elements should completely eliminate or at
least reduce the influence of noise and errors. Thus, typically the standard
deviation σr of the raw sensor data should be reduced by the process of data
1 It should be noted here, that exetroceptive senses are those which allow a human being to perceive
the outside world.
2 Balance was not part of the traditional five senses, which were already defined by Aristotle, but
as described in Damann, Voets, and Nilius 2008, it is nowadays generally considered as a sixth
exetroceptive sense.
31
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Figure 18: Five levels of abstraction within the JDL model
processing and combination. So, if the standard deviation of the processed
data is defined as σp the following relation should be true:
σr 6 σp (2.1)
• Granularity - Typically, the information gathered from a single sensor is
located on a very low level of abstraction, e.g. a single pixel intensity within
an acquired image or a measured voltage at the output of an accelerometer.
Usually the integration within a sensor fusion scheme provides the possibil-
ity to generate information at a higher abstraction level (e.g. the position
of an object in pixel coordinates or the actual speed/position of an object).
It should be noted here, that the number of possible layers between the
original abstraction level and the desired one, can vary, based on the com-
plexity of the application and/or the type of used sensors and processed
signals. An example for a complex hierarchical model of abstraction layers
in MSDF is the so called Joint Directors of Laboratories (JDL) model3, which
is shown in Fig. 18. This model describes different abstraction layers and
corresponding fusion tasks for applications in military and defence, based
on five distinctive levels (0 to 4).
For the given area of application, a simplified layer definition might be
useful. For this, Ruser and Leon 2007 suggested the usage of three fusion
stages: signal layer, feature layer and symbolic layer. These layer definitions
are helpful for the understanding of the different levels of abstraction of the
processed information pieces and furthermore the corresponding methods
and methodologies for fusion process within a specific layer or between
different layers can be systematically classified.
Table 4 gives an overview of typical properties of the three different abstrac-
tion layers.
3 The term JDL model was derived by the Data Fusion Subpanel of the Joint Directors of Laboratories
(which later became known as the Data Fusion Group) of the US Federal Ministry of Defence (see
Hall and McMullen 2004).
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Fusion layer Signal Feature Symbolic
Type of data Signals Descriptors Symbols, objects, etc.
Number of many medium few
information sources
Level of abstraction low medium high
Requirements Aligned Associated Associated
signals features symbols
Complexity High medium low
Table 4: Properties of different abstraction layers for multi-sensor data fusion
Here, the level of abstraction increases from the signal layer to the sym-
bolic layer with a typical accompanying decrease of the complexity of the
fusion process, which can be explained easily by considering the number of
information sources on the different layers. While the lowest level (signal
layer) has to handle many different sensors and inputted raw data sets they
provide, on the symbolic layer only single objects or symbols are taken into
account.
• Certainty - Any kind of sensor measurements are uncertain and the physical
property which needs to be determined can only be estimated with a limited
level of confidence. Especially for optical measurement systems there are
many possible sources of errors, beside the typical random noise, because
all measurements have to be extracted from the image information indirectly.
Some of the typical problems of relying only on images for the estimation
of the motion of a camera during the acquisition of a sequence, are based on
the occurrence of motion blur, ambiguities and non-robust feature tracking.
The improvement in terms of certainty can be formally described by fol-
lowing Mitchell 2007, if the a-priori probability p(V) of the given set of
sensor data before the fusion process (Vr) and after the processing (Vp) are
observed, the improvement criteria is fulfilled, if the following relation is
true:
p(Vr) 6 p(Vp) (2.2)
• Completeness - A single sensor is typically used to gather information
about one specific entity of the environment, where it is applied to. In
order to receive a more complex and complete description of the same
environment, it is not just sufficient (and also not efficient) to add more
sensors to the experimental setup, but the different information sources
need to be connected within a fusion scheme, if a complete world view is
to be acquired4.
An abstraction of this process is shown in Fig. 19, where a set of n sensors are
measuring n entities within a given environment. Each sensor observation
4 It should be noted, that it is not a reasonable goal of a measurement setup to acquire a complete
world view, but the completeness of the worlds representation needs to meet the requirements of
the application background.
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Figure 19: Hierarchical fusion process to produce a complete world view (dynamic world
model) based on Ruser and Leon 2007
Vn can be interpreted as a small piece of information with a low level of
abstraction. In order to get a more complete world view, different sensor
observations are combined within a serial fusion network5. The more entities
are measured and combined, the more abstract will be the representation
of the information and the more complete is the acquired world view. In
this context, the final processing result is a so called Dynamic World Model
(DWM), based on the concepts presented in Kulakowski and Was 2010,
which can be interpreted as an internal representation of the surrounding
environment.
Thus, it can be stated in general, that the basic idea of sensor fusion is based on
synergy, which can be described simply by the assumption that if the outcomes
of two separate systems are somehow combined, the result will not just represent
the sum of both outcomes, but there is an additional gain. This gain is exactly the
goal of the fusion process, because by following the same assumption it can be
stated that each sensor considered alone is not able to produce the same (or even
similar) results.
This general definition of MSDF will now be the firm ground for the motivation,
why sensor fusion can be a promising approach for the field of 3D scene recon-
struction in general and SfM in particular. For this, the next section provides an
introduction of visual-inertial sensor fusion.
2.3 inertial measurements and their aiding character for sfm
The general concept of MSDF was successfully applied in many different appli-
cation fields. A very prominent example is the field of mobile robotics, where a
5 For the shown scheme it is assumed, that each fusion operation combines only two sensor
observations Vn and Vm to a combined information element Vn,m.
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given set of sensors are used in order to generate a complete dynamic world view,
which allows the robot to navigate and explore completely autonomous (see e.g.
Mata and Jimnez 1998; Sasiadek and Wang 1999). Also in military applications
the field of sensor fusion has been utilised for several decades, where especially
multi-domain (or cross-domain) surveillance for distributed information sources
are the focus of interest. An overview of different application fields can be found
in Liggins, Hall, and Llinas 2008.
One reason for the attention MSDF received in a wide branch of applications and
scientific disciplines is the fact, that a sound mathematical and formal background
has been developed since the mid 1990s. The works of Mitchell 2007; Bishop 2007;
Hall 2001 and Blum 2005 are examples for particular overviews and surveys on
the mathematical underpinnings of MSDF.
The major objective of applying MSDF in the field of SfM and 3D modelling is
the compensation or at least attenuation of the described drawbacks of classical
SfM methods (see section 1.2).
For this, the following sections provide a problem analysis and a motivation
for the integration of inertial measurements within SfM.
2.3.1 Problem Analysis
The first stage for a successful integration of a sensor fusion concept is always the
analytical identification of additional modalities. For this, a systematic approach,
as suggested by Aufderheide and Kieneke 2007 is utilized, which contains four
steps to provide a sound background for
1. an analysis of the actual state of existing concepts (situation analysis)
2. the generation of an inner model of the system (function analysis)
3. the formulation of the reasons for the restrictions of the system (contradiction
analysis)
4. the description of a possible solution (model of solution)
The first stage (situation analysis) needs to answer two typical questions:
(i) "What is wrong with the actual situation?" and (ii) "Why are improvements nec-
essary?". For this, it is always important to get a distant view to the actual
methodologies, because the answers to those questions should be formulated
independently from any kind of a specific concept, implementation of framework.
For the given context, where on the one hand a general problem (3D scene re-
construction) and on the other hand a specific class of algorithm (SfM), is under
investigation it needs to be clearly defined, which of the two should be analysed.
Due to the general decision of using monocular image streams of a moving cam-
era for the reconstruction process, it is reasonable to concentrate on the problem
of SfM within the given context.
2.3.1.1 Situation Analysis
The analysis of the current situation, where mainly the problems with actual
implementations, are in the focus of interest, is summarised in Table 5. The table
contains a set of problem classes and identifies the involved systems/methods of
SfM.
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For each of these systems the Main Useful Function (MUF)6 is defined, because
the improvement of a certain aspect can only be achieved, if it is previously
defined what precisely are the expectations about the outcomes of the observed
system. In this context it is also important to pre-define possible evaluation criteria
for the given aspect. Furthermore, at least one reference is given to a work, where
the actual problem is described in further detail.
2.3.1.2 Function Analysis
In order to get a better understanding for the underlying reasons for the defined
problems from Table 5 in section 2.3.1.1, it is mandatory to do a function analysis,
which should provide an accurate description of the functional relationship
between all elements of the system. Teufelsdorfer and Conrad 1998 describes the
necessity of a functional analysis as follows:
“A functional analysis provides always a sound base for the definition
of problems and contradictions, because the appropriate abstraction
level, which was used to formulate the concrete product by functions,
is the foundation for possible solutions, which are able to fulfil the
requirements.”
This definition describes in clear terms the intention behind the usage of a
formulation of a specific system in a functional view.
In this context, it is important to provide a clear overview of the interactions
and relationships between all involved elements of the system. For this, there
are different tools and methods described in literature. One possibility is the
visualization of all interactions between the elements by using a common block
diagram, based on the representation from Klein 2007, as shown in the following
figure.
Figure 20: Elements of a block diagram for the visualisation of functional interactions
between systems and the environment
Based on these general conventions, it is possible to create a functional model
of the complete SfM system. It is important to consider the four elements, which
are involved within a typical scene reconstruction scenario: the environment, the
user, the camera and the processing unit.
The complete model is shown on Fig. 21, where it should be stated that the
given functional relations between all subelements consider only a subset of
6 The Main Useful Function (MUF) of a system is defined, according to Aufderheide and Kieneke
2007, as the main function and/or outcome for the general aim of the super system, where the
observed object is included in.
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possible aspects. Nevertheless, the model contains already a certain complexity,
so that a full textual description of all shown relations is neglected at this point.
Figure 21: Function analysis of a SfM system within a 3D scene reconstruction scenario
If the problems from Table 5 are now reconsidered, it is possible to correlate
them to some certain functional relations between systems, as shown in Fig. 21:
unstable feature tracking - The unstable feature tracking can be traced
back to two main factors: (i) the harming influence between the user and some
elements of the camera (shaking / moving) and (ii) the restrictions of the camera
sensor itself (resolution, etc.).
sparse scene reconstruction - The density of the final 3D model de-
pends mainly on the number of feature points, which can be tracked successfully
during the scene acquisition, since each 2D feature point (from the PCS) leads to a
single 3D point within the WCS. So, the first two problems are directly connected.
This relation is visualized in Fig. 21 by the definition of the relation "deliver fea-
tures", which is indicated as a functional, but non sufficient relation. Furthermore,
the harming influence of the limited number of feature points produced by the
feature tracker is also given within the function analysis. An example for that
problem is shown in Fig. 22, where a given set of feature matches (Fig. 22 - (a)) is
used to produce a 3D reconstruction (Fig. 22 - (b))7.
imprecise camera egomotion estimation - The quality of the camera
egomotion estimates produced by the motion estimator, is mainly influenced by
the number and the quality of the feature points. It is not unlikely, that a typical
feature detection and tracking scheme will produce as well as imprecise feature
coordinates, also a specific number of completely incorrect features (see Steffens
et al. 2009a), which may cause also completely erroneous motion estimates, if the
corresponding motion estimator is not able to compensate.
7 The results for feature matching and 3D scene reconstruction in Fig. 22 were created by using a
MATLAB implementation of the classical SfM algorithm presented in Tomasi and Kanade 1992.
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(a) (b)
Figure 22: Example for a typical sparse scene representation from a SfM scan: (a) - Two
subsequent image frames and 2D feature correspondences; (b) - Sparse 3D
reconstruction from image sequence
wrong motion estimate leads to complete wrong reconstruction
- In consequence to wrong motion estimates it is also possible, that for specific
frames all reconstructed 3D features from 2D data are erroneous. Such a case
leads to reconstruction artefacts within the scene model.
difficult camera handling - Due to the fact, that the SfM method re-
quires a camera which moves around the scene or object to be reconstructed, it is
necessary for the user to decide freely where and how to move the camera. This
leads typically to two problems: on the one hand, it can be difficult for the user to
decide where to move the camera next (see Banta et al. 2000) in order to generate
a complete visual hull of the object, and on the other hand, the movement pat-
terns can vary immensely between users, which may cause motion blur and/or
vibrations. Thus, a detrimental influence of the user to the reconstruction can be
found.
computational complexity - The computational complexity of the under-
lying algorithms is an inherent problem, which is neglected for the functional
analysis of the systems, but it is clear that specific systems influence the computa-
tional costs of other systems (e.g. the number of feature points provided by the
feature detector influences the processing time of the feature tracking, etc.)
It is possible in general to identify within the functional model from Fig. 20 a
chain of functional relations which is responsible for the overall quality of the
complete reconstruction system. If this chain (see Fig. 23) is analysed, it is quite
clear that one major problem of the classical SfM approach that can be identified
is that the final result is produced by a chain of algorithmic elements, which
are all connected in series (1. Feature detector→ 2. Feature tracker→ 3. Motion
estimator→ 4. Modeller→ 5. 3D model)8.
This functional relation between the element leads directly to a situation, where
problems within a single stage (e.g. due to motion blur, not enough features
are available) affects the performance of all subsequent elements and the final
outcome (here: accuracy and density of the 3D model).
8 Noteworthy in this context is the fact, that in most implementations of this chain there are typically
certain feedbacks between the functional entities (e.g. motion estimator provides an estimate of the
camera movement to help the feature tracker to re-identify active feature points in the next frame
(see Steffens et al. 2009c))
[ September 22, 2014 at 13:39 ]
2.3 inertial measurements and their aiding character for sfm 40
Figure 23: Chain of functional relations within the SfM processing stage
2.3.1.3 Contradiction Analysis
Of course every innovation is the result of an unsatisfactory prior situation,
where it is important to mention that a real innovation is not just an optimisation
process, because an optimisation means that specific parameters of an existing
approach are just modified. The former situation is not changed fundamentally.
Rantanen and Domb 2010 gives a simple analogy for this situation. Imagine a
simple seesaw, which tilts always only to one side. By definition, the desired
solution is a balanced state of the seesaw. In this context an optimisation would
mean, that for examples the position and weight of the persons on the balk are
varied till a certain optimum can be found. This optimisation can be done by an
empirical “try and measure”-approach or of course by using a corresponding
mathematical model. For this example an optimum solution which solves the
problem completely can not be found unless both persons on seesaw would stand
or sit directly at the joint position in the middle of the beam. As it is shown in
Rantanen and Domb 2010, a typical method in Innovation Management (IM) is the
formulation of such a problem situation in terms of a development contradiction.
Such a contradiction is a systematic formulation of the specific problems and
the related target conflicts. A structure to visualise such contradictions and all
relevant aspects is given by Aufderheide and Kieneke 2007, based on suggestions
in Jiang 2011.
Fig. 24 shows such a model for a contradiction analysis, where always a single
element and one specific Control Parameter (CP) is evaluated. Here the value
of a certain parameter can be typically changed in either of both directions (e.g.
increase or decrease), which leads to a certain effect measured by a specific
Evaluation Parameter (EP). This effect can be either negative or positive for the
overall performance of the system. Typically, at least two evaluation parameters
are involved because a positive effect of the first EP may cause simultaneously a
negative effect for the second EP. Both considered EPs can be interpreted as a part
of a certain system element. Thus, each of these contradictions can be described
by the phrase:
If CAUSE than POSITIVE EFFECT, but NEGATIVE EFFECT.
The following paragraphs provide an analysis of some of the problems sum-
marised in Table 5 by using the model of a contradiction analysis. It should be
stated here, that it is of course possible to analyse much more aspects of SfM by us-
ing the described method, but it should be sufficient to give an impression about
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Figure 24: Standard model for a contradiction analysis
a subset of problems and the corresponding target conflicts and development
contradictions.
sparse scene reconstruction / computational complexity - The
typical answer for solving the problem of a too sparse scene reconstruction
would be, that the number of possible feature candidates delivered by the feature
detector would be increased9. This would have possibly the positive effect that
the feature tracker provides more feature points for the modeller and the generated
3D model would become more dense. The contradiction here can be identified
by the fact, that e.g. the motion estimator would have to be able to process the
additional amount of feature points, which is leading to a higher computational
complexity, which was previously defined in Table 5 as another problem, so
there is a contradiction in such a way, that the two goals (dense reconstruction
and low computational complexity) cannot be fulfilled simultaneously and even
an optimisation of the CP (here: number of feature candidates) would not solve
the problem in general. The given contradiction analysis for that specific case is
visualised in Fig. 25.
imprecise camera egomotion estimation / difficult camera han-
dling - The problem of the imprecise motion estimator is a very prominent one
for all SfM approaches. As it was stated earlier, each motion estimate is generated
by observing a set of 2D feature points between two subsequent image frames
of a image sequence. If the feature tracking stage itself generates non-stable or
not enough feature correspondences, the motion estimator would provide a non
usable estimate of the rigid transformation (described by rotation matrix and
translation vector [R|t]) between the two camera coordinate systems.
9 Technically this can be realised relatively easy by changing parameters of the involved feature
detection algorithm.
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Figure 25: Contradiction analysis for the control parameter "number of features"
For the given context, where a camera should be moved around an object by a
human user, it is very likely, that the movement patterns of the camera are not
cooperative (e.g. relatively abrupt speed and direction changes, motion blurred
images, etc.). A possible answer in order to avoid those patterns would be a
limitation of the allowed camera speed and movements, which would lead to
a required more complex camera handling mechanism, but would support the
accuracy and stability of the motion estimator. This target conflict is shown in the
contradiction analysis for the CP "camera speed and movement" in Fig. 26.
These are just two examples of typical target conflicts which can be identified
by analysing the SfM approach for 3D modelling. The given contradictions are
inherently given within the typical algorithms and methodologies of SfM.
The next section provides a model of solution for the described problems,
which are not only optimisations of the CPs.
2.3.1.4 Model of Solution
In order to overcome the described development contradictions, there are several
systematic tools available within the field of IM. Typical prominent examples are
standard solutions as suggested e.g. in Yang, Tan, and Tian 2006, laws of evolution
(see Park, Ree, and Kwangsoo 2013) or inventive principles, as described in Hua
2006.
All of these frameworks provide the possibility to generate ideas to overcome
the contradictions within a guided and systematic approach. For this, it is impor-
tant to decide for each contradiction which possible direction of development is
preferable. As a consequence one negative effect will remain in the contradiction
graph . The model of solution will now propose a possibility to compensate or
at least attenuate this negative effect in such a way, that the positive aspects of
following the preferred development route will remain completely or at least
partial.
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Figure 26: Contradiction analysis for the control parameter "camera speed and movement"
The following two paragraphs will show a graphical representation of the
described steps for the two contradiction graphs, as shown in Fig. 25 and 26.
control parameter : number of feature candidates - The preferred
development route for the contradiction analysis of the CP "number of feature
candidates" from Fig. 22, is the possibility of increasing the number of feature
candidates in order to generate a more dense scene model. A possible solution
to overcome the negative effect of the higher computational complexity of the
feature tracking and motion estimation would be possible, if an additional (new)
system would be introduced to the framework which is able to provide any kind
of information about the camera motion beforehand. This additional motion
information could be used to support the process of feature tracking and motion
estimation in such a way, that on one hand the computational complexity can be
reduced (e.g. by limiting the possible search space for a feature tracker) and on
the other hand the number of active features can be increased. Thus, the target
conflict can be resolved.
A visualisation of that model of solution can be found in Fig. 27.
control parameter: camera speed and movement - It is not really
reasonable to limit the usability of a hand-held and mobile acquisition system
by introducing some kind of thresholds for allowed speeds or allowed camera
movements (e.g. pure translational or pure rotational movements, etc.), but
imprecise motion estimates are also absolutely not acceptable in the SfM context.
This dilemma was described by the contradiction graph, as shown in Fig. 26.
The preferred route of development would be, that the camera movement are
completely unrestricted, because this would provide the possibility for the user to
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Figure 27: Model of solution for the control parameter "number of features"
be as flexible as possible during the scene acquisition process. Thus, the negative
consequence of a problematic and non-cooperative motion estimation needs to
be compensated by a corresponding model of solution. It can be easily seen that,
if the camera frames are ill-posed for the stable and accurate computation of
the camera’s egomotion, it is possible to introduce an additional information
channel (a novel system element), which delivers supporting data for estimating
the camera’s pose. The model of solution is visualized in Fig. 28.
Figure 28: Model of solution for the control parameter "camera speed and movement"
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2.3.1.5 Conclusion
Both models of solution (Fig. 27 and 28) are based on the introduction of an addi-
tional subsystem, which is able to provide some kind of motion information. So it
can be concluded, that the general situation of SfM approaches could be improved
by introducing an additional sensory unit for camera motion measurement.
It should be noted here, that it is important to guarantee, that the used sensors
are not affecting both, mobility and flexibility of the device and the overall
low-cost approach.
The updated functional analysis of the enhanced system can be found in Fig.
29.
Figure 29: Updated functional system overview which includes the model of solution
2.3.2 Visual and Inertial Inter-sensor Relations
As shown in the former section, the incorporation of an additional information
channel for the entity "sensor movement" would be a promising approach in
order to reduce or completely compensate typical problems of classical SfM. If
this idea is now transferred to the sensor fusion framework introduced earlier, it
is important to identify an adequate sensing modality for the overall system.
In Durrant-Whyte 1988 a definition of the qualified gain of a MSDF process is
shown, where it is stated that the inter-sensor relations of two sensing modalities
should be analysed regarding the potential to be included in a sensor fusion
process. So, the incorporation of the inertial-modalities should improve the overall
system performance10 in terms of:
• Temporal coverage - Typical frame rates of a image processing system lie
between 5 to 50 Frames Per Second (FPS). So, an update of the cameras
egomotion is only available every 20 to 200 ms.
• Accuracy - Due to the fact, that the recovered scene structure is determined
from previously estimated relative camera position, based on feature corre-
spondences in successive frames of a sequence, which are accompanied by
noise and other uncertainties (see Aufderheide 2008) the accuracy of typical
SfM-methods is limited.
10 The different categories are based on the definition of a generic notion of the qualified gain of a
data fusion process in Bellot, Boyer, and Charpillet 2002.
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• Certainty - Typically the certainty of SfM-algorithms is mainly influenced
by the quality of the used homologous image features. For this, especially
the handling of outliers is an important aspect, because all the desired
information is directly related to the quality of the used matches.
• Computational costs - All states of the system (motion, observed scene
structure) are not directly measured by a vision system, but have to be
recovered from image data and adequate algorithms. As mentioned be-
fore, the corresponding computational complexity leads often to reduced
performance for real time operation.
Besides these specific objectives of the MSDF-approach, there are also general
targets which are indirectly derived from the disadvantages of currently avail-
able 3D scanning devices as high costs, lacking mobility and time consuming
measurements. Thus, the final system should mainly integrate standard low-cost
components in a mobile easy-to-operate device.
As suggested by Mitchell 2007, the implementation of a MSDF-system which
relies on fusion across sensors (see Weckenmann et al. 2009) starts with a concep-
tual design based on former identification of adequate additional modalities and
information channels. This thesis follows the classification of relational sensor
properties as given in Durrant-Whyte 1988 and Bellot, Boyer, and Charpillet 2002.
Table 6 gives an overview about the sensor-sensor relationships between visual
and inertial measurements and clarifies the adequateness of inertial cues towards
the realisation of an aSfM-system, which is able to fulfil the objectives defined
above.11
As it is indicated in Table 6, there is an asynchronous property of the different
sensors observable, which should lead to an increased temporal coverage of the
overall system. This reduces the danger of wrong or inaccurate feature matching,
because the stability of feature tracking is influenced in a positive manner by
the higher update rate of a possible motion prediction step, which is especially
important for Constant Velocity (CV) or Constant Acceleration (CA) motion models
(see Steffens 2010 for a definition and description of motion models in feature
tracking). In this context, the robustness of the feature tracking can be increased.
The heterogeneous characteristics lead to a higher coverage of possible motion
patterns of the camera. Furthermore, the redundancy of the involved signals
provides the possibility to achieve a higher accuracy of the motion estimate and
as a consequence the accuracy of the reconstruction of the scene can also be
increased. Thus, the integration of inertial measurements into a visual system is
an adequate way for compensating typical drawbacks of the optical SfM.
2.3.3 MEMS-based Inertial Sensors
Another important aspect of the integration of inertial sensors within the pro-
posed scheme is the fact, that such sensory units are nowadays available for
low-costs and within small packages. This fact is directly related to the develop-
ment of inertial sensors (both: accelerometers and gyroscopes) based on MEMS
technology12, which have become available during the last decade. MEMS-based
inertial sensors have been used in numerous application fields (e.g. automotive,
11 The table is taken from a former publication of the author given in Aufderheide and Krybus 2010b.
12 MEMS - Micro-electromechanical Systems
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Visual sensing Inertial sensing Property
Sensing spatial derivative Sensing spatial derivatives
with order 0 (position) with order 1 (gyroscopes -
angular velocities) and Complementary
order 2 (Accelerometers -
translational accelerations)
Long-term estimation Short-term estimation for
for slow and smooth rapid and unpredicted Heterogeneous
motion movements
Operating frequency: Operating frequency: Asynchronous
5-30 Hz 50-1000 Hz
Pose estimation Gyroscopes: Attitude estimation
from corresponding from integrated rotational
image features velocities
between successive Accelerometers: Attitude





Table 6: Relational properties of visual and inertial sensing
consumer electronics or biomedical engineering). As a result, the costs per unit are
dramatically decreased during the last five years. The integration of MEMS-based
sensors in products like cell phones, gaming consoles13 and tablet computers is
mainly responsible for the enormous number of units actually sold within that
market. A demonstration of this development can be found in a statement from
Pasolini 2013, where the market growth was quoted to be 27 percent between
2009 and 2010 ($1.6 billion) and predicted revenues for MEMS sensors to top $3.7
billion by 2014. The continued demands from consumer and mobile applications
dominate this market’s growth, and these fields are expected to become the
biggest MEMS segment by 2014.
Besides the decrease in the MEMS sensor price per unit, especially for the small
dimensions and package sizes for MEMS-based inertial sensors are promising a
cost-neutral implementation within a handheld scene acquisition device, which is
not affecting the flexibility and mobility of the overall system.
An example for such a system is shown in Fig. 30, which shows an iner-
tial measurement unit, which includes besides the actual sensors (a three-axis
accelerometer (Freescale MMA7260Q), three single-axis gyroscopes (ST Micro-
electronics LISY300AL)) and a microcontroller (Atmel ATMega328 running at
10MHz) for signal processing and signal exchange.
13 The Nintendo Wii console, which comes with a specially designed remote controller (Wiimote)
containing MEMS-based motion sensors, alone was sold over 100 million times according to official
figures published by Nintendo (see Nintendo 2014.)
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Figure 30: Example for a MEMS-based interial sensory unit which includes a three-axis
accelerometer, three single-axis gyroscopes and a microcontroller for data
processing and signal exchange
The dimensions of the board are just 47x37x25 mm (1.85x1.45x0.975 inches),
such that it is easily possible to integrate a camera as part of such a unit within a
single small housing.
2.4 conclusion
This section introduced an analysis of the actual weaknesses of existing SfM
approaches in a systematic way (see Table 5). A four stage method for the
development of a model of solution was presented, where the inclusion of an
additional information source (motion information) was suggested as a promising
approach to compensate typical problems of classical Structure-from-Motion.
In addition it was shown that inertial measurements fulfil typical requirements
for a multi-sensor fusion scheme, as an aiding modality for visual measurements.
The complementary and redundant properties of the motion information en-
coded within the provided measurements promise a possible compensation or
attenuation of erroneous or noisy measurements.
Furthermore, the recent developments in MEMS technology (both: economical
and technological) support the promising general idea of developing a MSDF
framework for visual-inertial scene acquisition.
It was shown in this chapter, that the introduction of an additional sensory
unit, which consists of MEMS-based interial sensors, is a promising approach for a
possible improvement of SfM algorithms. For a efficient integration of additional
sensing modalities into an existing algorithmic framework it is necessary to
develop a extended system design. The next chapter introduces a particular
formalism for the description of sensor fusion networks and applies this concept
to the development of a modular system design for the proposed visual-inertial
SfM algorithm.
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3
S Y S T E M D E S I G N
"In the beginning the Universe was created.
This has made a lot of people very angry
and been widely regarded as a bad move."
— Douglas Adams: "The Restaurant at the
End of the Universe"
(Adams 1995)
3.1 introduction
Once the actual motivation for the implementation of a visual-inertial sensor
fusion scheme is given, it is important to develop a general system architecture,
before the actual algorithm development can be started. This is especially the
case as the declared goal is the development of a general framework.
The following chapter describes the development of possible system designs
for the VISrec! system. Within this context, two preliminary conceptual designs
are identified and described in section 3.2.
To guarantee a flexible and generalised framework, a formal representation
of fusion processes based on fusion cells is introduced in section 3.3. Within
this context, it is also necessary to create a general sensor model (section 3.3.1),
which is then used to introduce a formal framework for the general description
of MSDF processes. For this, the fusion cell entity is introduced in section 3.3.2.
Finally the preliminary concepts are reformulated in terms of this general formal
representation.
3.2 conceptional designs
The following section of this work describes the conceptual design of the proposed
VISrec! system, based on actual definitions from MSDF. For this, the conceptual
analysis of an SfM system, as shown in Fig. 29 in section 2.3.1.4, can be used as
a solid basis, because it contains already a functional perspective of the given
super system. For the following conceptual stage, only three sub systems will be
introduced: the two sensors (here: camera and inertial sensory unit1) and some
kind of an abstract processing unit, which is not specified at this stage of the
system development.
In Ruser and Leon 2007 different general patterns of multi-sensor integration
were suggested:
• Redundant integration - A redundant sensor integration can be interpreted
as a scenario, where at least two sensors (e.g. sensor 1 and sensor 2) are
gathering data about the same entity (e.g. entity A) of a given environment.
Such a situation is shown in Fig. 31-(a).
1 The term inertial sensory unit is used here, to point out, that there is typically not just a single
inertial sensor (e.g. a single-axis accelerometer), but a bank of inertial units, such as three single-axis
gyroscopes and a three-axis accelerometer (compare Fig. 30).
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(a) (b) (c)
Figure 31: Classification of concepts for multi-sensor integration: (a) - Redundant sensor
integration (two or more sensors measuring the same entity of a given environ-
ment); (b) - complementary sensor integration (two or more sensors measuring
two or more different entities of a given environment); (c) - cooperative sensor
integration (two or more sensors gathering information from the environment
which can not be interpreted as specific entities if considered alone) - In all
cases the gathered data must be aligned in a temporal and spatial sense before
the actual fusion.
So, generally speaking: each unit i from a group of n sensors provides an
observation O for a given entity A:
AOi with i ∈ {1, ...n} (3.1)
Due to the uncertainty of each single observation AOi, the redundant
information available within these n observations can be used in a fusion
process to compute a more accurate and certain observation AO. To achieve
that, it is necessary to align the different observations in a spatial and
temporal sense before they are actually fused. Besides the improvement in
the certainty of the observation, the usage of redundant sensor integration
can also serve to increase the reliability of the overall sensor network, in
order to react to the case of a sensor error or failure (see Luo and Kay 1989).
• Complementary integration - If two sensors (e.g. sensor 2 and sensor 3) are
used to measure different entities (entity A and entity B) of a given environ-
ment, the gathered observations AO2 and BO3 are fused (after a temporal
and spatial alignment) in a way, that the combination of both observations
leads to a more complete world model (the resulting observation A,BO). So,
this sensor integration can be interpreted in such a way, that each sensor is
only able to provide information about a specific subset of features, which
are considered to be independent from those features gathered by the other
sensory units. This type of a sensor integration scheme is shown in Fig. 31 -
(b). It should be stated here, that such a scenario does not necessarily lead
to a reduction of the uncertainty about the state of a specific entity, but due
to synergistic effects, it is also possible.
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• Cooperative integration - The third possible situation for a multi-sensor
integration is a scenario, where the state of a single entity should be gath-
ered, but there is no single modality alone able to provide an adequate
measurement for this. Thus, at least two sensors (e.g. sensor 4 and sensor
5) are combined within a cooperative integration scheme, where both raw
measurement2 are combined (and temporally and spatially aligned) in order
to produce an observation about at least one specific entity. An example for
the structure of such a scheme is shown in Fig. 31 - (c).
Based on these three general scenarios for a multi-sensor integration, it is
possible to develop two general system designs for visual-inertial data fusion in
the context of 3D scene reconstruction. The first one, the dual-track system design,
is orientated towards an interpretation of the overall problem as a redundant
multi-sensor scenario, while the second one, the monolithic architecture, represents
a cooperative integration. Both schemes are described in the following sections.
3.2.1 Dual-track System Design
As it was already stated in chapter 2, the main functional elements of a classical
SfM framework are feature tracking, feature matching, motion estimation, 3D
modelling (structure estimator) and the 3D model itself. If this general framework
should not be changed, it can be interpreted as a Visual Route (VisR) within a
visual-inertial sensor fusion network. Thus, the implementation of the functional
model of solution from Fig. 2.3.1.4 (see section 2.3.1.4), can be interpreted as an
aided-Structure-from-Motion (aSfM) scheme, where the classical SfM is supported
by an Inertial Route (InR), based on ideas presented in Corke, Lobo, and Dias
2007 and Lobo 2002. Here both tracks (visual and inertial) run almost separately.
Thus, there are different sensor ego-motion estimates from the inertial route (InR)
and from the visual route (VisR) available. As shown in Fig. 32, it is possible
to use the available results of one route to improve the results of the second
track in terms of accuracy, robustness, long-time stability and computational
efficiency. Such a design allows a direct evaluation of the pose estimations from
both routes separately, before a final refinement represents the actual redundant
sensor integration.
The VisR contains all the algorithmic elements of a classical SfM framework and
delivers an estimate (or observation) of the motion of the camera and a 3D scene
structure model.
The inertial track contains the inertial sensory unit itself (here generally labelled
as a Inertial Measurement Unit IMU), which delivers in the simplest case measured
accelerations (with reference to the Body Coordinate System (BCS) ab and the
corresponding rotational velocities around the coordinate system axis ωb. These
raw measurements are corrected (e.g. filtered) within a signal correction stage. By
integrating ωb and double-integrating ab, it is possible to compute the absolute
orientation (represented by three Euler angles (roll, pitch, yaw)) and the position
(represented here by a 3D coordinate within an Euclidean metric coordinate
system) relative to a given start position and orientation. This general scheme can
be interpreted as a strap-down inertial navigation algorithm.
2 The usage of the term raw measurement is used here, to differentiate the delivered data from an
observation XO, which can be assigned to a specific entity X of the environment.
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Figure 32: Dual track system combining visual and inertial route
Thus, both routes (VisR and InR) are able to provide a independent observation
about the entity sensor motion, such that a final refinement stage contains the
temporal and spatial alignment and the corresponding fusion of the redundant
motion estimates.
Besides the serial interconnection of the different routes, it is also possible to
use intermediate results (e.g. raw motion estimates) from one route to compensate
typical problems of the other one or vice versa (e.g. using visual motion estimates
to generate initial values for the necessary integration within the inertial route).
3.2.2 Monolithic Architecture
As already stated, the dual-track system is a setup, where the given sensor-sensor
relations are interpreted in such a way, that a redundant integration scenario
can be applied. An alternative could be a single monolithic system for SfM,
which does not fuse results from SfM and strapdown inertal navigation, but the
measurements provided by the IMU and the visual sensor are directly integrated
into a single integration stage. By following this philosophy, it is possible to
orientate on GPS/INS3-integration as a typical example for the direct fusion of
sensor measurements. Those realisations are often labelled as tightly coupled
systems (see Hol et al. 2006). In most cases non-linear state-estimators are an
integral part of such configurations. Here typically (hidden) states of the overall
system should be predicted from a set of sensor measurements, which can not
directly associated to a specific entity. Thus, this configuration can be interpreted
as a cooperative sensor fusion framework, as shown in Fig. 33.
In such a monolithic or tightly-coupled approach, the different sensor units
are not longer handled as two separate modules. The camera and the IMU are
interpreted as a single visual-inertial sensing device, which provides typical IMU
measurements (3D acceleration, angular velocities) and feature correspondences
as visual measures. Thus, the feature detection and matching processor are
formally included in the single measuring unit in this approach. Therefore, the
definition and implementation of this routine is one major task in this field. Based
3 INS - Inertial navigation system
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Figure 33: Monolithic system design as a possible cooperative sensor integration scenario
on the findings from the first stage of the project an enhancement and possible
expansion of feature handling is planned at this stage. Furthermore, a strategy
for handling of multi-rate signals has to be considered and implemented based
on the used sensor devices for inertial and visual sensing. Here in particular
the work of Armesto et al. 2004, which suggests a multi-rate Unscented Kalman
Filter (UKF) for camera egomotion estimation, shows the potential of Multi-Rate
(MR) sensor fusion. An alternative would include the former temporal alignment
(synchronisation) of the different measuring units.
Nevertheless, the monolithic architecture can be interpreted as much more
static and a possible generalisation or modularization of the overall framework
cannot be easily achieved, since the included state-estimators need to be designed
and tuned for a given set of information channels.
Due to the fact, that it is a highly desirable goal to develop a generic framework
for MSDF problems, the following section introduces a methodology for the
formulation of fusion networks based on a sound conceptual framework.
3.3 formal representation of fusion processes
The main goal of this chapter is the introduction of a formal framework for the
general task of multi-sensor data fusion (MSDF), where the main element within
all complex multi-modal sensor networks will be the fusion cell, as suggested
by Houzelle and Giraudon 1994. This allows a description of different architec-
tures for MSDF by a common structure, which provides an easier understanding,
analysis and implementation of different fusion networks.
A prerequisite for the formulation of a fusion cell is a theoretical definition of a
sensory unit and the corresponding sensor observations.
3.3.1 Sensory Units and Sensor Observations
By following the sensor definition and the corresponding model given in Mitchell
2007, it is necessary to distinguish a measurement of a certain physical variable
as delivered by the sensor (here defined as y) and the variable itself (Θ).
Typically y is associated with a certain time instant t, a specific physical
property (e.g. unit of measurement) E and a specific spatial location x. Since each
sensor measurement is uncertain, to some extend, a given uncertainty ∆y also
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needs to considered. So each single sensor observation can be represented by
using a 5-tuple O, as suggested in Mitchell 2007:
O = 〈E, x, t, y,∆y〉 (3.2)
It should be noted here, that the definition of ∆y contains random errors, sys-
tematic errors and also spurious readings4. This definition of uncertainty can be
modelled by using the definition of the simple sensor model from Dodier et al.
1999, where the measured variable y is influenced by the actual state of the sensor
Λ that actually measures y, past values of the measured value and of course the
actual value for y.
The actual sensor state is typically modelled by a discrete distribution P(Λ|I)
which represents the sensor reliability. Here Λ contains different states (at least
two), which can be interpreted as a healthy sensor operation (e.g. Λ = 0) or
one or more erroneous states (e.g. Λ > 0). So it can be typically assumed that
P(Λ = 0) ≈ 1. I denotes based on the definitions given in Mitchell 2007 any kind
of background information which might be available.
The a priori beliefs about the unknown variable Θ can be interpreted as a
continuous Probability Density Function (PDF) pi(Θ|I), which can be modelled by
using historical data. As shown in Mitchell 2007, for most applications the PDF is
assumed to be a Gaussian distribution with a mean value µ0 and a covariance
matrix Σ0: Nk(µ0,Σ0)5.
pi(Θ|I) = Nk(µ0,Σ0) (3.3)
with the general multivariate normal distribution of k-dimensional random vec-
tor x = X1,X2, ...,Xk, the k-dimensional mean vector µ = [E[X1], E[X2], . . . , E[Xk]]6
and the k x k covariance matrix Σ:











The covariance is given by
Σij = cov(Xi,Xj) = E
[
(Xi − µi)(Xj − µj)
]
with i, j ∈ 1, 2, . . . ,k (3.5)
where µi = E(Xi) such that
Σ =

E[(X1 − µ1)(X1 − µ1)] · · · E[(X1 − µ1)(Xn − µn)]




E[(Xn − µn)(X1 − µ1)] · · · E[(Xn − µn)(Xn − µn)]

(3.6)
4 The term spurious readings was used in Kumar, Garg, and Zachery 2006 to distinguish a certain
level of uncertainty within the measurements from complete corrupted sensor data.
5 Please note that the given distribution is a multivariate Gaussian distribution with dimension k.
6 The operator E[X] describes the expectation of the random variable X
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The heart of the sensor model is the Bayesian likelihood which describes how
y depends on Θ, I and the sensor state Λ7:
p(y|Θ,Λ, I) (3.7)
The given sensor model computes the joint probability distribution p(Θ|y, I)
by using Bayes’ theorem:
p(Θ,Λ|y, I) ∼ p(y|Θ,Λ, I)pi(Θ|I)P(Λ|I) (3.8)
Here Λ needs to be eliminated in such a way that the marginal distribution
p(Θ|y, I) can be found as:
p(Θ|y, I) ∼ pi(Θ|I)
∫
p(y|Θ,Λ, I)P(Λ|I)dΛ (3.9)
A sensor and the corresponding sensor model is visualised with its important
entities in the following figure.
Figure 34: Simple Bayesian sensor model - Sensor delivers observation O of an unknown
variable Θ observed within a given environment. The sensor model computes
from the raw measurements y and the given probabilities p(y|Θ,Λ, I), pi(Θ|I)
and P(Λ|I) the joint probability distribution p(Θ|y, I) by using Bayes´ theorem.
3.3.2 Definition of a Fusion Cell
A single Fusion Cell (FC) processes all the necessary information to generate a
pre-defined output result. Due to the fact, that the properties and origin of the
gathered information may be different, the FC contains three different distinctive
input terminals as suggested by Wald 2002:
• Information channel - This input collects all measurements from all sensory
units Sm,m ∈ {1, 2, ...,M}, which are directly connected to the FC.
• Auxiliary information - Auxiliary information can be all kind of infor-
mation sources, except those produced by the sensors Sm. A prominent
7 The sensor state is here interpreted as a vector Λ = (Λ1,Λ2, ...,ΛN)T containing all sensor states
for all N measurements, where Λi represents the state of the sensor when it acquires measurement
yi.
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example could be results from other FCs, which are also part of a bigger
fusion architecture. Especially for iterative fusion networks it might be pos-
sible that results from a former iteration of the same FC are also interpreted
as an auxiliary source of information.
• External information - Besides those two sources of information which
are collected during the run-time of the fusion network, a typical fusion
process needs also guidance from a priori knowledge, which is predefined
before the measurement and fusion process actually begins. Thus, all kinds
of parameters, rule-sets (e.g. for a fusion process based on fuzzy logic),
restrictions or assumptions are defined as external sources of knowledge,
which are not generated within the actual fusion process.
Fig. 35 shows a graphical representation of a single FC with the corresponding
interface and the optional feedback.
Figure 35: General definition of a single fusion cell (FC)
3.3.3 Sensor Fusion Networks
Based on the suggested representation with FCs, it is possible to formulate all
kinds of fusion networks by using sensors Sm,m ∈ {1, 2, ...,M}, which deliver their
measurements y of an entity E taken at time t to the fusion cells Fn,n ∈ {1, 2, ...,N}.
All measurements contain an uncertainty ∆y as a result of measurement noise.
Each FC computes an intermediate result Rn,n ∈ {1, 2, ...,N}.
The combination of more than one FC can be labelled as a fusion network (FN)
(see Mitchell 2007), where the organisational structure within the FN indicates
how different measurements from different sensors are processed. The following
general cell setups can be differentiated: single node network, parallel network,
serial network, feedback network. Fig. 36 gives a graphical overview of the
different basic network types.
3.4 final system designs
This formal framework and the corresponding basic architectures can be used
to reformulate the general system designs, as presented in the previous section,
in a more generic way. In this section two general architectures based on FCs are
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Figure 36: Basic architectures of fusion networks: (a)-Single node network, (b)- Parallel
fusion network, (c)-serial fusion network, (d)-Feedback network
introduced: the parallel fusion network (section 3.4.1) and a monolithic design
(section 3.4.2).
3.4.1 Dual Track System Representation as a Parallel Fusion Network (PFN)
The dual track system, as shown in Fig. 32 can be interpreted as a parallel network
of three fusion cells, where the distinctive two routes (visual and inertial) are
represented as a Visual Fusion Cell (VFC) and an Inertial Fusion Cell (IFC). Both
routes compute intermediate results (e.g. for the camera egomotion) and those
preliminary results are further processed in a Visual-Inertial Fusion Cell (VIFC).
The VIFC produces the final results for both camera egomotion and scene structure
model based on the intermediate results delivered by VFC and IFC. The structure
of the parallel fusion network representation of the dual track system design is
shown in Fig. 37. The iterative character of the fusion network which is illustrated
by the usage of former results (e.g. camera position) as auxiliary information for
the next iteration is noteworthy. This allows e.g. the reduction of drifting errors
for the computation of the camera pose.
It should be mentioned here, that the system design does not necessarily contain
only those three FCs shown in Fig. 37, but it is also possible that e.g. the IFC is
composed of more than one node. Thus the whole system can be interpreted as a
hierarchical fusion network.
As it is shown in Fig. 37, the results of the visual and inertial nodes are
interchanged in a parallel manner. This is possible, because the different modules
are not working with the same frequency.
The advantage of this architecture is the fact that the different FCs can be
considered separately and intermediate results are available for further serial
processing. Nevertheless, the temporal alignment of the different measurements
and results is even more challenging as in an alternative monolithic design
approach. The monolithic system can also be interpreted in terms of a network of
fusion nodes, as described in the next section of this document.
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Figure 37: Parallel fusion network for visual-inertial fusion
3.4.2 Monolithic System Design as a Single Node Iterative Network
The monolithic system design, as was visualised in Fig. 33, consists of a single
fusion node which is responsible for the processing of measurements from all
sensory units (inertial and visual). This architecture can be used if the whole
fusion process needs to be formulated as a single optimisation problem, which
might be more efficient in terms of computational costs and complexity. Fig. 38
shows a graphical representation based on a single node and an iterative basic
architecture.
Figure 38: Single node fusion network based on a Monolithic Visual-Inertial Fusion Cell
(MVIFC)
As it was mentioned earlier, the architecture, as shown in Fig. 38, might be more
efficient in terms of computational complexity, but there is almost no flexibility
within the overall design.
3.5 conclusion
The presented generic framework for fusion processes should allow an efficient
and modular implementation of a prototypical realisation of the VISrec! concept.
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Due to the fact, that the whole formulation is based on a single entity (the
fusion cell) the overall architecture enables an easy-to-use guideline for the
implementation of sensor fusion networks which can be easily adapted, e.g. for
the integration of other or additional modalities.
Based on the generic framework two possible system designs were introduced:
a Parallel Fusion Network (PFN) and a monolithic architecture based on a single
fusion cell. This thesis focusses on the implementation of the PFN, since it allows
a realisation with more flexibility and modularization of the overall approach.
In the following chapter of this work an overview is given of the actual imple-
mentation of the different fusion cells within the overall system design as shown
in Fig. 37.
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4
V I S U A L - I N E RT I A L F U S I O N N E T W O R K
"A certain type of perfection can only be realized
through a limitless accumulation
of the imperfect.”
— Haruki Murakami: "Kafka on the Shore"
(Murakami 2006)
The implementation suggested here, is based on the parallel fusion network
(PFN) and centred around on fusion cells, as shown in Fig. 37. After a general
introduction into the strategy for the implementation in section 4.1, the following
subsections describe the three distinctive fusion cells for the processing of visual
and inertial information. Besides that, the different sensory units are explained
within these sections.
The whole chapter is divided by the different FCs: section 4.2 describes the
Inertial Fusion Cell in detail, followed by the Visual FC in section 4.3. Finally
the last section of this chapter gives an overview of the implementation of the
Visual-Inertial Fusion Cell.
The experimental evaluation of all cells and algorithms is given within the next
chapter.
4.1 overview and strategy
This section describes the general implementation strategy for the realisation of
the visual-inertial parallel fusion network, as described in section 3.4.1. The overall
architecture contains distinctive fusion cells for both the visual and inertial route,
as it was already shown in Fig. 37. This section provides a short overview of the
implementation details, regarding the employed hardware and the corresponding
programming languages and software libraries.
4.1.1 Hardware platforms
The implementation of the PFN is based on the acquisition of both visual and
inertial sensor data. For this, two different hardware platforms were built, which
contain both a standard camera and an inertial measurement unit, as shown in
Fig. 39.
The first system, as shown in Fig. 39-(a), is a small-scale solution based on
an embedded camera board and an array of MEMS inertial sensors, while the
second prototype from Fig. 39-(b) combines a standard industrial camera with an
embedded IMU. Both platforms are described within the following sections.
A detailed overview of the used hardware platforms and their technical specifi-
cations can be found in Appendix D.
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Figure 39: Hardware prototypes of a visual-inertial sensory unit: (a) - Small-scale embed-
ded visual-inertial prototype; (b) - Prototype based on a standard industrial
camera
4.1.2 Software Strategy
Since the VISrec! project requires the development of many different independent
software modules and algorithms of varying complexity and requirements, dif-
ferent modules of the overall project were developed and implemented by using
different software packages and programming languages.
The first prototypic implementation of the majority of the introduced algorithms
was carried out by using the MATLAB and LabVIEW software development en-
gines. Due to the fact, that in particular MATLAB is not well suited for real time
processing. The final implementation of the proposed methods was carried out
in C++ by using well established libraries. For the purpose of computer vision
and image processing the Open Source Computer Vision Library (OpenCV) was
employed. In this context it is important to mention that some of the implemen-
tations provided in OpenCV can benefit from the usage of multicore processing
by using the Open Computing Language (OpenCL) interface. For some specific
routines from the field of linear algebra the Boost library was used. The 3D data
processing applied within this project was mainly realised by using the Point
Cloud Library (PCL) in C++, where some routines are based on the Compute Uni-
fied Device Architecture (CUDA). The employed development engine is Microsoft
Visual Studio 2010.
The complete framework is implemented on a Intel Core I7-2700K 3500MHz
8MB Cache based PC with 16GB RAM and a GeForce GTX670 2GB graphics
processor from NVIDIA.
Nevertheless, due to the prototypic character of the proposed framework, the
number of software modules which need to be executed on embedded platforms
(e.g. µCs or FPGAs) was limited as much as possible. Thus, to a large extent
data transmission and conditioning tasks are implemented within the controllers
of the described sensory units. The actual signal conditioning of the inertial
measurements by using a digital filter is also realised on the microcontroller
of the IMU unit. The Atmel AVR controllers of the IMU hardware platforms are
programmed by using the integrated development engine Atmel AVR Studio by
employing the C programming language.
The main algorithms for data fusion and scene acquisition are developed for a
standard PC platform.
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The following sections describe the implementation of the different FCs of the
proposed fusion network.
4.2 inertial fusion cell (ifc)
For the implementation of an Inertial Fusion Cell (IFC), a smart sensor sys-
tem (S3) is suggested here, which is composed as a bank of different micro-
electromechanical systems (MEMS). The proposed system contains accelerometers,
gyroscopes and magnetometers. All of them are sensory units with three Degrees
of Freedom (DoF). The S3 contains the sensors itself, signal conditioning (filtering)
and a multi-sensor data fusion (MSDF) scheme for orientation estimation.
The performance of the system is evaluated by using different motion patterns
generated by an industrial robot. This allows the generation of ground truth data.
The system was compared against other possible fusion schemes.
The remainder of this section is organised as follows: the general architecture
of the proposed S3 is described in section 4.2.1, followed by the introduction of
the used hardware. The following Sections introduce the different stages of the
system design, namely signal conditioning and sensor fusion.
4.2.1 General S3 Architecture
The general architecture of the S3 is shown in the following Fig. 40, where the
overall architecture contains the main ’organ’ consisting of the sensory units,
as described in subsection 4.2.2. A single microcontroller is used for Analogue-
Digital-Conversion (ADC), Signal Conditioning (SC) and the transfer of sensor



















Figure 40: General architecture of the inertial S3: The inertial measurement unit consist of
accelerometers, gyroscopes and magnetometers which are connected to a µC,
which is responsible for signal conditioning and transmission to a standard
PC.
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4.2.2 Hardware
The hardware setup of the S3 is inspired by the standard configuration of a Multi-
Sensor Orientation System (MODS), as defined in Sabatini 2006. The used system
consists of a LY530AL single-axis gyro and a LPR530AL dual-axis gyro both from
STMicroelectronics, which measure the rotational velocities around the three
main axis of the Inertial Coordinate System ICS (see Fig. 41). The accelerations of
translational movements are measured by a triple-axis accelerometer ADXL345
from Analog Devices. Finally, a 3-DoF magnetometer from Honeywell (HMC5843)
is used to measure the earth magnetic field. All IMU sensors are connected to a
microcontroller (AVR ATMega328 from Atmel), which is responsible for initial-
isation, signal conditioning and communication. The interface between sensor
and microcontroller (µC) is based on I2C-Bus for the accelerometer and magne-
tometer, while the gyroscope is directly connected to ADC channels of the µC.
The sensor setup employed consists of three orthogonal arranged accelerometers
measuring a three dimensional acceleration ab = [ax ayaz]
T normalised with the
gravitational acceleration constant g. Here b indicates the actual body coordinate
system in which the entities are measured. The triple-axis gyroscope measures the
corresponding angular velocities ωb = [ωxωyωz]
T around the sensitivity axes
of the accelerometers. The magnetometer is used to sense the earth’s magnetic
field mb = [mxmymz]
T . Fig. 41 shows the general configuration of all sensory
units and the corresponding measured entities.
The data from all sensors is transferred from the IMU to a standard PC by using
a USB interface. The whole implementation of the different FCs is realised on the
standard PC, as described in the subsequent sections.
Figure 41: General architecture of the inertial measurement units and measured entities
4.2.3 Sensor Modelling and Signal Conditioning
Measurements from MEMS devices in general and inertial MEMS sensors in partic-
ular suffer from different error sources. Due to this, it is necessary to implement
both: an adequate calibration framework and a signal conditioning routine. The
calibration of the sensory units is only possible if a reasonable sensor model is
available beforehand. The sensor model should address all possible error sources
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for uncertain sensor measurements. Here the proposed model from Skog and
Händel 2006 was utilised and adapted for the present context (see also Petkov
and Slavov 2010). It contains:
• Misalignment of sensitivity axes - Ideally, the three independent sensitivity
axes of each inertial sensor should be orthogonal. Due to imprecise construc-
tion of MEMS-based IMUs this is not the case for the vast majority of sensory
packages. The misalignment can be compensated by finding a matrix M
which transforms the non-orthogonal axis to a orthogonal setup, as shown
in Dorobantu 1999.
• Biases - The output of a sensor should be exactly zero if the S3 is not moved
at all. However, there is typically a time-varying offset for real sensors.
Here Aslan and Saranli 2008 differentiates g-independent biases (e.g. for
gyroscopes) and g-dependent biases. For the latter, there is a relation between
the applied acceleration and the bias. The bias is modelled by incorporation
of a bias vector b
• Measurement noise - The general measurement noise has to be taken into
account. The standard sensor model contains a white noise term n.
• Scaling factors - In most cases there is an unknown scaling factor between
the measured physical quantity and the real signal. The scaling can be
compensated for by introducing a scale matrix S = diag (sx, sy, sz).
A general error-model, based on the findings in Skog and Händel 2006, was






























Figure 42: General sensor model for the inertial sensors of the S3
Based on this, it is possible to define three separate sensor models for all three
sensor types1, as shown in the following equations:
ωb = Mg · Sg ·ω ′b + bg + ng (4.1)
ab = Ma · Sa · a ′b + ba + na (4.2)
mb = Mm · Sm ·m ′b + bm + nm (4.3)
It was shown, that M and S can be determined by a sensor calibration procedure
in which the sensor array is moved to different known locations, to determine the
1 The different sensor types are indicated by the subscript indices at the entities in the different
equations.
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calibration parameters. Hwangbo 2008 presented a calibration approach based on
the factorisation of a measurement matrix which is inspired by methodologies
from classical SfM.
Due to their time-varying character, the noise and bias terms cannot be de-
termined a-priori. The signal conditioning step on the µC takes care of the
measurement noise by integrating a Finite Impulse Response (FIR) digital filter
structure. The implementation realises a low-pass FIR filter, based on the assump-
tion, that the frequencies of the measurement noise are much higher than the
frequencies of the signal itself. The complete filter was realised in software on the
µC, where the cut-off-frequencies for the different sensory units were determined
by an experimental evaluation.
Fig. 43 shows an example for the influence of the signal conditioning process
to the raw sensor measurements of the accelerometers.
(a) (b)
Figure 43: Signal conditioning for the accelerometer measurements: (a) - raw sensor
measurements for ab; (b) - FIR filtered measurements
It can be seen that the strong influence of the noise term na can be reduced to
a large degree by the FIR filter, implemented within the µC.
The influence of ng on the measurements of the rotational velocities ωb, as
outputted by the gyroscopes is even more severe, as it can be seen in Fig. 44 - (a).
Nevertheless, by filtering the raw measurements it is possible to bound the noise
roughly between ±0.5◦.
(a) (b)
Figure 44: Signal conditioning for the gyroscope measurements: (a) - raw sensor mea-
surements for ωb; (b) - FIR filtered measurements
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4.2.4 Basic Principles of Inertial Navigation
Classical approaches for inertial navigation are stable-platform systems, which
are isolated from any external rotational motion by specialised mechanical plat-
forms. In comparison to those classical stable platform systems, the MEMS sensors
are mounted rigidly to the device (the camera). In such a strapdown system, it
is necessary to transform the measured quantities of the accelerometers, into a
global coordinate system, by using known orientations computed from gyroscope
measurements. In general, the system level operation of a strapdown Inertial Nav-







































Figure 45: Computational elements of an INS
The outstanding problem with this classical framework is that location is
determined by integrating measurements from gyroscopes (orientation) and
accelerometers (position). Due to superimposed sensor drift and noise, which is
especially significant for MEMS devices, the errors for the egomotion estimation
tend to grow unbounded.
The necessary computation of the orientation ξ of the S3 based on the gyroscope
measurements ωb and an initial orientation ξ(t0) can be described as follows:
ξ = ξ(t0) +
∫
ωbdt (4.4)
The integration of the measured rotational velocities would lead to an unbounded
drifting error in the absolute orientation estimates. Fig. 46 shows two examples for
this typical drifting behaviour for all three Euler angles. For the two experiments
shown in Fig. 46, the S3 was not moved, but even after a short period of time
(here: 6000 · 0.01s = 60s), there is an absolute orientation error of up to 4◦. For the
estimation of the absolute position, these problems are even more severe, because
the position ϕ can be computed from acceleration measurements, in the inertial
reference frame ai, only by double integration:
ϕ = ϕ(t0) +
∫ ∫
aidt (4.5)
On the other hand, possible errors in the orientation estimation stage would lead
also to a wrong position, due to the necessity to transform the accelerations in
the body coordinate frame ab to the inertial reference frame (here indicated by
the subscript i).
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Figure 46: Drifting error for orientation estimates based on gyroscope measurements for
two separate experiments
The following figure gives an impression about the typical drifting error for
the absolute position (for one axis) computed by using the classical strapdown
methodology. It can be seen, that even if the device was not moved at all, there is



































Figure 47: Drifting error for absolute position estimates based on classical strapdown
mechanisation of an inertial navigation system (left: acceleration measure-
ments; right: absolute position estimate)
By using only gyroscopes, there is actually no way to control the drifting error
for the orientation, in a reasonable way. It is necessary to use other information
channels. Thus, the final framework for pose estimation considers two steps:
an orientation estimation and a position estimation as shown in Fig. 48. In
comparison to the classical strapdown mechanisation, the approach suggested
here incorporates also the accelerometers and the magnetometers for orientation
estimation. The suggested fusion network is given in the Fig. 48, and the different
sub-fusion processes are described in subsections 4.2.5 and 4.2.6.
4.2.5 Fusion for Orientation
The estimation of the orientation of the Multi-Sensor Orientation System MODS is
realised in most approaches just based on information from the magnetometer
and the gyroscopes. The simplest approach is the implementation based only on a
single integrator. Due to the fact that the MEMS-implementation of the gyroscopes
suffers from an enormous drifting error, such a system is only stable for short-term
sequences. Fig. 49 gives an indication for the accumulated drifting error over time,
while on the left hand side a comparison between the true and the determined
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Figure 48: System design of the inertial fusion cell (IFC)
angle (here: roll) is shown and on the right hand side the corresponding residual.
It can be easily seen that over time the error is accumulated over time.









































Figure 49: Drifting error of gyroscope measurements - Left: Comparison between ground
truth roll angle (blue) and roll angle computed from gyroscope measurements
(red); right: Indication of the absolute error between ground truth roll angle
and roll angle computed from gyroscope measurements (red)
The general idea for compensating the drift error of the gyroscopes, is based
on using the accelerometer as an additional attitude sensor. Due to the fact that
the 3-DoF accelerometer measures not only (external) translational motion, but
also the influence of the gravity, it is possible to calculate the attitude based on
the single components of the measured acceleration. At this point it should be
pointed out, that measurements from the accelerometers can only provide roll and
pitch angle and the heading angle has to be derived by using the magnetometer
instead.
The implementation of the orientation estimation is based on a two-stage
switching behaviour inspired by the work presented in Rehbinder and Hu 2004.
Fig. 50 gives an illustration showing the geometrical relations between measured
accelerations due to gravity and the roll and pitch angle of the attitude. The
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Figure 50: Geometrical relations between measured accelerations due to gravity and the
roll and pitch angle of the attitude
The missing heading angle can be recovered by using the readings from the
magnetometer and the already determined roll and pitch angles. Here, it is
important to be aware that the measured elements of the earth magnetic field have
to be transformed to the local horizontal plane (tilt compensation is illustrated in
Fig. 51) as indicated in the relations below, as shown in Caruso 2000:
Xh = mx · cos(φ) +my · sin(θ) · sin(φ) −mz · sin(θ) · sin(φ)
Yh = my · cos(θ) +mz · sin(θ)








Figure 51: Local horizontal plane as a reference
Based on these findings, a Discrete Kalman filter bank (DKF-bank) is imple-
mented. The group of filters is responsible for the estimation of all three angles of
the cameras orientation. For the pitch and the roll angle the same DKF-architecture
is used, as indicated in Fig. 52-(a). In comparison to that the heading angle is
estimated by an alternative architecture, as shown in Fig. 52-(b).
All DKFs are built upon on the classical structure of a Kalman filter (see Bishop
2007), which consists of a first prediction of states and subsequent correction,
where the two states are the unknown angle ξ and the bias of the gyroscope
bgyro. The Kalman filtering itself is composed from the classical steps, as shown
in Appendix E, where all descriptions are simplified by referring to just a single
angle ξ and a single bias bgyro.
At this point it is important to consider the fact, that the attitude measurements
from the accelerometers are only reliable if there is no external translational
motion. Thus, an external acceleration detection also needs to be part of the
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Figure 52: (a) - Discrete Kalman filter (DKF) for estimation of roll and pitch angles based
on gyroscope and accelerometer measurements; (b) - DKF for estimation of
yaw (heading) angle from gyroscope and magnetometer measurements
fusion procedure. For this reason, the following condition (see Rehbinder and Hu










If the relation is fulfilled, there is no external acceleration and the estimation of
the attitude from accelerometers is more reliable than the one computed from
rotational velocities, as provided by the gyroscopes. For real sensors, a threshold
g is introduced to define an allowed variation from the ideal case. If the camera
is not at rest, the observation variance for the gyroscope data σ2g is set to zero.
By representing the magnitude of the acceleration measurements as ‖a‖ and the
earth gravitational field as g = [0, 0,−g]T the observation variance can be defined





‖a‖− ‖g‖ < εg
otherwise
(4.10)
The following figure (Fig. 53) gives an example for typical accelerometer read-
ings (here: for only one direction) in regions of external translational movements
and during phases without any external accelerations.
The following figure (Fig. 54) illustrates a comparison between the roll angle
derived by the geometrical relations from Equation 4.8 and the corresponding roll
angle from gyroscope measurements and application of Equation 4.4. For a given
motion pattern, as shown in Fig. 54 - (a), it is obvious that the gyroscope-based
angle estimation is not returning to 0◦ at the end of the motion pattern, since
the integration and the noise leads to the typical drifting behaviour, as described
above.
The accelerometer-based angle estimation delivers the 0◦, but due to the exter-
nal acceleration (even vibrations cannot be neglected), there is an considerable
noise recognisable. Fig. 54 - (b) shows the same comparison but for a continuous
movement pattern, where the IMU was rotated around a single axis (here: roll
angle) by 180◦.
A similar approach is chosen to overcome problems with the magnetometer
measurements, in magnetically distorted environments for the DKF for the heading
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Figure 53: Example for the detection of external translational movements
(a) (b)
Figure 54: Comparison of orientation estimates from accelerometer measurements (red)
and gyroscopes measurements (blue): (a) - Roll angle for a given motion
pattern; (b) - R0ll angle for a turn of 180◦
angle. The magnitude of the earth magnetic field m is evaluated as shown in the
following equation 4.112, in an analogous way to equation 4.10 for describing








It was shown in Aufderheide, Krybus, and Dodds 2011, that the proposed
strategy is able to outperform other classical algorithms for inertial sensor fusion,
such as complementarity filtering or heuristic methods, in terms of accuracy and
long-time stability.
2 mdes describes the magnitude of the earth’s magnetic field (e.g. 48 µT in Western Europe)
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4.2.6 Fusion for Position
At this point the orientation of the camera is known and by following the classical
strapdown mechanisation, the next steps for position estimation consist of the
transformation from body-coordinate frame to the global navigation coordinate
system and the double integration of accelerometer measurements.
In the actual configuration of the system, all measurements are resolved in a
body-coordinate frame, rather than a global inertial system. Hence, the position p
can only be obtained by double integration of the body accelerations a, when a
known orientation Ξ = [φθψ]T is available, which allows a rotation from body
frame b to reference (or navigation) frame n by using the Direction Cosine Matrix
(DCM) Cbn, defined as follows3:
Cbn =
 cθcψ sϕsθcψ− cϕsψ cϕsθcψ+ sϕsψcθsψ sϕsθsψ+ cϕcψ cϕsθsψ− sϕcψ
−sθ sϕcθ cϕcθ
 (4.12)
The DCM can also be expressed in terms of an orientation quaternion q =
[eT ,q4]T , where e = [q1,q2,q3]T describes the vector part and q4 is the scalar
part of q. Equation 4.13 shows the relation between Cbn and a computed q. A
detailed introduction in quaternions for representing rotations can be found in
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Thus, the measured accelerations within the body reference frame can be
transformed to the navigation frame by following the relation
an = Cbn · ab (4.14)
The actual position is computed by double integration of accelerometer mea-
surements:
ϕn = ϕ(t0) +
∫ ∫
andt (4.15)
Fig. 55 illustrates the whole process of the position estimation based on a
system diagram, where the measured accelerations ab and the given orientation
Ξ = [φθψ]T are the only inputs for the computation of a position estimate ϕn.
4.3 visual fusion cell (vfc)
The algorithm for the visual fusion cell can be subdivided into two different
phases: the generation of an initial scene structure model and a subsequent phase
of sequential Structure from Motion (sequential SfM), as indicated in Fig. 56.
The accurate estimation of camera’s egomotion is a necessary prerequisite for
the reconstruction of an observed scene structure. Thus, the computation of the
3 For simplification: sα = sin(α) and cβ = cos(β)
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Accelerometers
Gravity correction 












Figure 55: System model for the estimation of a position ϕn based on a given orientation
Ξ and accelerator measurements ab
Figure 56: Two phases of the Visual Fusion Cell (VFC)
camera’s pose is one important task within the VFC. Here the term Visual Odom-
etry (VO) was introduced for a class of methods which provide the possibility
to estimate the motion of a moving robot platform by using visual sensors (see
Nistér 2004 and Maimone, Cheng, and Matthies 2007). Closely related is the field
of Simultaneous Localisation And Mapping (SLAM) which combines ideas from
vision based motion estimation with a simultaneous modelling of the robots
environment (see Davison 2003 and Davison et al. 2007). The following section
provides an overview of the different methodologies for the robust estimation of
a cameras pose.
The remainder of this section contains a general introduction within the field
of visual camera egomotion estimation (section 4.3.1), the relative and absolute
pose estimation algorithms and the given implementations.
4.3.1 General Concepts in Camera Egomotion Estimation
The general procedure of camera egomotion estimation based on a monocular
image stream can be subdivided into different subtasks. The minimal configura-
tion of a VO framework, as shown in the following figure, contains three major
elements: feature handling, structure recovery and motion recovery. The following
paragraphs summarise the functions of these elements briefly.
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Figure 57: Minimal configuration for a methodology framework for visual odometry
(visual camera egomotion estimation)
feature handling
The feature handling routine itself contains again three distinctive phases beginning
with the feature detection. Those distinctive features could be in various categories,
however most schemes are based on point features, because the automatic iden-
tification of distinctive points (corners, junctions, etc.) is a well studied field in
image processing. Most classical approaches use Harris corners (see Harris and
Stephens 1988), but also the recently published Scale-Invariant Feature Trans-
form (SIFT) (Lowe 2004) and Speeded-Up Robust Features (SURF) (Bay et al. 2008)
methodologies have drawn the attention of researchers. A detailed overview of
the state-of-the-art for feature point detection methodologies is given in Gauglitz,
Höllerer, and Turk 2011.
Once a set of given features (e.g. a set of pixel coordinates for a set of point
features) is detected, the same entities need to be re-identified within subsequent
image frames of the same sequence. This is usually realised by (i) assignment of a
suitable descriptor to each element within the feature set and (ii) re-identification
of image elements (pixels, areas, lines, etc.) with a similar descriptor within the
new image frame. The used descriptors are derived in most cases from the local
pixel neighbourhood of the feature. Due to the necessity that the descriptor will
be used to re-identify a given feature point in different images, an ideal feature
descriptor would be invariant to scale, rotation, perspective and illumination. An
overview of local descriptors is given in Osian, Tuytelaars, and Gool 2005.
The matching of point features between successive frames is a problem which
is often combined with feature tracking based on motion estimation. In this context
Kalman or particle filtering have been used for rigid scenes, while the combination
of classical Hidden Markov Models (HMM) and Gauss-Markov-Random-Fields
(GMRF) have been employed for scenes including articulated objects (see Rehrl
et al. 2010a).
As it was shown e.g. by Aufderheide et al. 2009a and Steffens et al. 2009a,
the problem of feature detection and matching is inherently unstable, because
there are numerous possibilities for the occurrence of incorrect matches (outliers).
Thus, in most cases a refinement of the correspondences is necessary. The goal of
such an refinement-stage would be the identification of incorrect matches and
sometimes also their subsequent correction.
A given set of feature correspondences between two images of a monocular
sequence allows the recovery of both scene structure and camera motion.
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structure recovery
If e.g. a set of at least a single pair of corresponding 2D point features is known
and the relative pose (position and orientation) between the two camera positions
is available, it is possible to reconstruct the 3D point, which corresponds to the
2D feature, by simple triangulation, as described in chapter 1.1.3.2.
If this procedure is repeated for all stereo pairs (two successive frames of an
image sequence) and all features, a metric structure model is build which contains
a spatial representation of the observed scene or object.
motion recovery
As it can be concluded from the descriptions above, the reconstruction of an
observed scene or object relies mainly on the quality of the camera’s egomotion.
Thus, the implementation of robust techniques for motion recovery is an
important aspect of the given task.
For this two different general techniques can be identified in literature (see
Jiang, You, and Neumann 2000):
• 2D/2D correspondence between image features and subsequent estimation
of epipolar relations
• 2D/3D correspondence between image features and a scene model which
contains calibrated feature positions
The following two sections introduce both methodologies briefly.
4.3.2 Relative Pose Estimation from 2D/2D Correspondences
The general problem of relative pose estimation based on a set of 2D/2D cor-
respondences can be formulated as the recovery of time-varying parameters
of a camera’s egomotion Rk, tk from corresponding image feature coordinates
[ui,k, vi,k]T . In this context it is necessary to distinguish two different setups: the
calibrated or uncalibrated camera setup.
While a uncalibrated camera setup requires besides the estimation of the motion
parameters Rk, tk, also an online calculation of camera parameters, such as the
focal length, the calibrated case is more robust and less computational complex.
Since the two prototypes used for this work, as introduced in Appendix D.1,
contain both fixed optical setups (e.g. no auto focus, etc.) a camera calibration
can be achieved offline before the scene acquisition. Thus, the uncalibrated case
is not considered in the remainder of this thesis. In this context it is important to
mention also the effects of the typically non-linear distortion caused by the lens
system of the camera. It is assumed that the influence of the lens distortion is
compensated, as described in detail in Appendix C.
The relative pose parameters Rk, tk, which describe the relative motion of the
camera between two successive image frames of a sequence, are directly related
to the essential matrix E as defined as follows:
Ek = Rk [tk]× (4.16)
The essential matrix describes the general epipolar geometric relations for a
stereo image pair as visualised in Fig. 58. Here, Xi describes a point in the world
coordinate system (WCS) which is imaged on the two image planes Π and Π ′.
Thus, two corresponding image feature points are localised at xi, respectively x ′i.
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Figure 58: Epipolar geometric relations of a stereo pair (e.g. two successive image frames
of a monocular sequence)
For an image point in homogeneous coordinates x = [uv 1]T in image I and
an corresponding image point x ′ = [u ′ v ′ 1]T in image I ′, the simplified epipolar
constraint, as shown in the following equation, is fulfilled for all cases:
q ′TEq = 0 (4.17)
where q and q ′ are defined as the multiplication of the image points with the
inverse of the predetermined calibration matrices K and K ′ of the camera4. The
coordinates q and q ′ are called camera normalised coordinates and are given
below.
q = K−1x and q ′ = K ′−1x ′ (4.18)
The intrinsic calibration matrices K and K ′ are determined within a prior calibra-
tion routine following the procedure of the Camera Calibration Toolbox (CCT), as
described in Appendix B.
K is generally composed as shown in Equation 4.19, where the parameters uo
and v0 describe a translation along the image plane and αu, αv and γ describe
scale changes along the image axes and a rotation in the image plane (see Bayro-
Corrochano and Rosenhahn 2002).
K =
 αu γ u00 αv v0
0 0 1
 (4.19)
The definition in equation 4.18 shows also the relation between the essential
and the fundamental matrix F:
F = K−TEK ′−1 (4.20)
F can be used to define the general epipolar constraint as shown in equation
4.21.
4 It should be pointed out, that for the given case K = K ′, since for a moving camera without
functionalities, such as auto focus, etc., a constant camera calibration matrix can be assumed.
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x ′TFx = 0 (4.21)
One important constraint (the rank constraint) for the estimation of both,
essential and fundamental matrix, is the fact that both matrices are singular, thus
their determinants are both zero:
det(F) = 0 and det(E) = 0 (4.22)
During the last decade different algorithms were proposed, which deal with
the estimation of either essential and fundamental matrix based on a given set of
point correspondences. A prominent example of such an algorithm is the eight
point algorithm, which is widely used to estimate F and subsequently derive E,
by following equation 4.20. A detailed description can be found e.g. in Hartley
and Zisserman 2004.
Nevertheless, by using the additional constraint from equation 4.22, it is pos-
sible to reduce the necessary minimum number of point correspondences for
estimating E, to seven. As indicated by Hartley and Zisserman 2004, it is neces-
sary to normalise the point correspondences beforehand, by an isotropic scaling
technique. This scaling, as suggested by Hartley and Zisserman 2004, can be
described as a translation of all points (in inhomogeneous coordinates) in such a
way, that their mean coordinate is at the origin of the image and a simultaneous
scaling of the points, that the average distance from the origin is equal to
√
2.
It was shown by Philip 1996, that the additional property of the essential
matrix, the so called cubic trace-constraint, as shown in equation 4.23, which can
be derived from the fact that the two non-zero singular values of E are equal5,
can be used to reduce the sufficient number of points to six (see Philip 1996), five








E = 0 (4.23)
It was shown in an experimental evaluation by Rodehorst, Heinrichs, and
Hellwich 2008, that five-point algorithms outperform other techniques, especially
for noisy data sets. Even if Brückner, Bajramovic, and Denzler 2008 suggest a
combination of an eight-point and an five-point estimator as the optimal solution
for robust relative pose, the current approach considers the five-point relative
pose estimator as suggested by Nistér 2004.
4.3.3 Five Point Relative Pose Estimation
The following section describes, how the calculation of E from 2D/2D correspon-
dences is realised and the subsequent recovery of the motion parameters Rk, tk
from the essential matrix E. In most cases the set of corresponding points will
contain number of incorrect matches (outliers) which cannot be neglected. Thus, it
is necessary to develop a strategy to handle those outliers during the relative pose
estimation process, in order to deliver robust estimates of the cameras egomotion.
For this a guided-RanSaC (Random Sample Consensus) approach is introduced.
5 Here the relation in Equation 4.23 is a matrix constraint, which can be interpreted as nine constraints,
one for each matrix element.
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calculation of the essential matrix
For a fully calibrated camera setup, it was shown in the classical work by Kruppa
1913, that at least five corresponding image features (here: points) in two frames
of a sequence are necessary to recover the relative motion of the camera. The
general setup of the relative pose (from 2D/2D correspondences) problem is
visualised in Fig. 59.
Figure 59: General setup of the five point relative pose problem: Estimating the relative
camera motion from a set of given 2D/2D point feature correspondences
Each pair of corresponding points x leads to a single equation following the
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q˜5[1] · · · q˜5[1]
 (4.24)
The solution for E is found by first decomposing Q˜ by Singular Value Decom-
position (SVD) (see Brückner, Bajramovic, and Denzler 2008) or QR-factorisation
(see Nistér 2004) to compute the null space7.
The computed null space leads to the vectors A˜, B˜, C˜ and D˜. Then the following
linear combination leads to an equation for the essential matrix:
E = a · A˜+ b · B˜+ c · C˜+ d · D˜ (4.25)
It should be stated here, that the four scalar values a,b,c and d are just defined
up to a common scale, so it can be assumed that d = 1. By substitution of equation
6 As described before the pixel coordinates are assumed to be in camera normalized form.
7 The null space of n-dimensional matrix A can be defined as null(A) = {x ∈ Rn : Ax = 0}.
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4.25 into the constraints as shown in equations 4.21 and 4.23, the problem can be
formulated as a system of ten polynomial functions of third degree. Nistér 2004
suggested an algorithm for solving the problem of recovering the unknowns of
the system and consequently the essential matrix E, where up to ten solutions
are possible. In recent years different methods for the final estimation of E have
been suggested in literature. The original algorithm proposed in Nistér 2004
uses Sturm sequences to solve a univariate formulation of the problem. Later
Stewenius, Engels, and Nister 2006 proposed a more efficient procedure based
on Groebner bases. It was suggested by Kukelova, Bujnak, and Pajdla 2012, that
a formulation as polynomial eigenvalue problems is more straightforward and
leads to solutions which are numerically more stable. The different methods were
evaluated in terms of accuracy and robustness against noise in section 5.3.2.
In most cases the feature detection and matching routine will produce more
than the minimum set of five correct point correspondences. The "best" solution
needs to be found, which is realised by evaluation of a given error metric. Different
kinds of error metrics are defined in literature. Rodehorst, Heinrichs, and Hellwich
2008 suggests the usage of the Sampson error metric de over all matches `, which






















Hartley and Zisserman 2004 uses the classic algebraic error, based on the
simplified epipolar constraint, as already defined in Equation 4.17. Another
error metric is the symmetric squared geometric error, as suggested by Brückner,

























A very straightforward condition for testing the calculated essential matrix is
the fact, that it should contain three singular values, where two of them are equal
and the third one is equal to zero. By applying SVD this constraint can be checked
by following the given error metric:
dσ = (σ1 − σ2)
2 (4.28)
with
E ∼ UΣVT = U
 σ1 0 00 σ2 0
0 0 0
V (4.29)
The overall process for the estimation of the essential matrix from 2D/2D point
correspondences (5-pt relative pose algorithm) is summarised in Algorithm 1.
recovering motion parameters
Once the essential matrix is known, the egomotion of the camera between two
successive frames can be retrieved from E. It has to be stated here, that E can
just be recovered up to scale. There is also an ambiguity, such that there are four
possible solutions regarding the rotation matrix and the translation vector.
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Algorithm 1 : 5-pt relative pose algorithm
/* Create set of five 2D/2D correspondences */
1 Detect n features in I and m features in I ′ and compute ξi : i ∈ {1...n} and
ξ ′j : j ∈ {1...m}
2 Find 5 corresponding points in homogeneous coordinates x˜k and x˜ ′k with
k ∈ 1...5
/* Build camera normalized coordinates */
3 i = 1
4 for all found correspondeces do
5 v˜i = K−1x˜i
6 v˜ ′i = K
−1x˜ ′i
7 i = i+ 1
8 end
/* Assemble q˜ vectors for all five correspondences */
9 for i← 1 to 5 do
10 for j← 1 to 3 do

















/* Assemble data matrix Q˜ from q˜ vectors */
16 for i← 1 to 5 do
17 for j← 1 to 9 do
18 Q˜[i,j] = q˜ij
19 end
20 end
/* Calculate the null space of Q˜ by SVD */
21 Q˜ = UΣVT
22 {A˜, B˜, C˜, D˜} = null(ΣVT )
/* Define linear combination */
23 E = a · A˜+ b · B˜+ c · C˜+ d · D˜ with d = 1
/* Use rank constraint (Equation 4.22) and cubic-trace
constraint (Equation 4.23 to build ten third-order polynomial
equations (with three unknowns a,b and c)) */
/* Define monomial vector Υ */
24 Υ = [a3 a2ba2c ab2 abcac2 b3 b2c bc2 c3 a2 abacb2 bc c2 ab c 1]T
/* Solve problem MΥ = 0→ n solutions for E */
/* Find the solution for E which minimizes the Sampson error
metric */
25 ` = 5


















29 h = min{dej}
30 E = Eh
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The first step in determining R and t from E is the computation of the SVD of
the essential matrix:
E ∼ UΣVT (4.30)
As it was shown in Hartley and Zisserman 2004, the four possible solutions for
R and t can be composed from combinations of the two different solutions for
the rotation matrix Ra, Rb and the two different solutions for the translation ta,
tb as follows: {Ra, ta}, {Rb, tb}, {Ra, tb} and {Rb, ta}.











Ra and Rb are defined as follows:
Ra = UDVT ; Rb = UDTVT (4.32)
with
D =
 0 1 0−1 0 0
0 0 1

This four-fold ambiguity can be solved by using the cheirality constraint, which
states that the observed feature points have to be located in front of both cameras.
For this, it is necessary to reconstruct the three-dimensional coordinates of at
least one feature point by using standard triangulation methods and the four
possible solutions for the motion parameters. Only in one of those cases does the
reconstructed point lie in front of both cameras which means that the z-coordinate
is bigger than zero.
Nistér 2004 suggested a more efficient method to test the cheirality constraint,
which just uses one triangulation and subsequent testing of additional properties
which can lead directly to the correct configuration.
guided-ransac for handling outliers
Usually the feature detection and matching routine will provide more than
five corresponding points between two successive frames of the image sequence.
However, it is very likely that the set of point matches contains also a non
negligible number of incorrect matches (outliers). So there is the open question of
choosing the optimal point correspondences for the relative pose estimation.
Thus, in the literature the calculation of the essential matrix is realised by
following Random Sample Consensus (RanSaC) which randomly selects a minimal
subset of the data (here: five point matches) and generates an estimate for E based
on those points. Finally all other points are tested against the actual estimation
of the essential matrix (e.g. by checking the simplified epipolar constraint from
Equation 4.17). If a sufficient number of point matches follow the estimated
model, it is assumed to be a correct estimate, otherwise the next minimal subset
of points is sampled and the procedure starts again.
Due to the iterative character of the RanSaC approach, its usage is neglected
within this framework. Instead of a random sampling, which treats all samples
equally, a guided sampling procedure based on a-priori known measures from
the feature detection and matching procedure is used here. Similar ideas are
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described by Michaelsen et al. 2006 and Tordoff and Cipolla 2005 within their
GOODSaC and GuiSaC procedures.
Most feature detection methods lead to a score which can be interpreted as a
kind of a distinctiveness measure8 ξ and also the matching procedure leads to a
similarity measure ρ.
For the experiments, which incorporate Harris features, the distinctiveness
V[u,v] at the corner positions defines ξ. These information sources are weighted
by factors wξ and wρ in order to compute a single indicator τ, which can be
interpreted as the likelihood for being a correct or wrong match:
τk = wξξk +wρρk (4.33)
Figure 60: Complete algorithm for 5-point relative pose estimation with Guided-RanSaC
procedure
For the estimation of E at least five matches are necessary. Hence, the Minimal
Sample Sets (MSSs) consist of five matches, which are sampled from the set
of matches pre-sorted with respect to τ. An iterative procedure is generating
estimates for E by Nisters five-point algorithm (see Algorithm 1), until a test of
the actual configuration produces a Sampson error de over all matches ` below
a specified threshold dlim. The definition of de can be found in Equation 4.26.
Besides that, the number of inliers produced by the actual configuration of E is
evaluated for the stop criterion of the iteration loop.
Figure 60 gives a visual representation of the whole algorithm, while a more
specific description of the routine is presented in Algorithm 2.
8 It should be stated that the general term distinctiveness describes different properties for different
feature detectors. So the distinctiveness for a corner-detector would be labelled more exactly as
"cornerness", while the features extracted by Fast-Radial Symmetry Transform (FRST) (see Steffens
et al. 2009c) are selected based on their "roundness".
[ September 22, 2014 at 13:39 ]
4.3 visual fusion cell (vfc) 84
Algorithm 2 : Guided-RanSaC procedure for camera egomotion estimation
1 Detect n features in I and m features in I ′ and compute ξi : i ∈ {1...n} and
ξ ′j : j ∈ {1...m}
2 Find ` corresponding points qk and q ′k and compute ρk with k ∈ {1...`}
3 for all found matches ` do
/* Calculate likelihood for being a correct match */
4 τk = wξξk +wρρk
5 end
6 Sort all found matches x and x ′ by τ
7 Transform x and x ′ to normalised coordinates q and q ′
8 Sample N MSSs from sorted matches
9 while (de < dlim)∧ (g 6 N)∧ (h > hlim) do
10 Estimate E with MSS g : g ∈ {1...N}
11 Calculate de over ` matches
12 Calculate number of inliers h with actual E
13 end
14 Extract Ra, Rb and ta, tb from E by SVD
/* Chose correct solution for [R|t] by cheirality constraint */
15 Triangulate a single 2D/2D correspondence with all four possible
combinations for R and t and chose the one, where the reconstructed 3D
metric coordinate lies in front of both cameras
4.3.4 Generation of the Initial Scene Model
The VisR of the two track system design consists of two separate steps: the








Figure 61: Overview of the elements of the visual fusion cell - Initialisation of a structure
model and subsequent sequential structure-from-motion
The initial structure model is generated at the beginning of the data acquisition
and can be used during the sequential SfM phase to estimate the absolute pose of
the camera.
Fig. 62 gives an overview of the different elements of the initialisation phase,
as described in the following subsections, starting with the acquisition of the
initial sequence in section 4.3.4, followed by the recovery of motion information
for initial keyframes in section 4.3.5 and the subsequent generation of an initial
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model, as described in section 4.3.6. Finally, a bundle adjustment scheme, as
described in subsection 4.3.7 is used for the optimisation of the initial model.
Figure 62: Elements of the initialisation phase for the Visual Route VisR
acquisition of the initial sequence
Due to the fact, that the usage of the five-point relative pose algorithm, as
proposed by Nistér 2004, leads to a scale ambiguity for the translational motion,
it is necessary for the generation of the initial structure model to capture an initial
sequence, where the translational motion between the first and the last frame is
approximately known. This can be achieved in the final scheme of the parallel
fusion network (containing both visual and inertial fusion cells) by using the pose
estimates from the IFC. For the first tests, as explained here, a fixed translational
motion of 600mm is assumed and the operator of the camera has to manually
start and finish the acquisition of the initial sequence, e.g. by pressing a button.
By incorporating this initial guess of the translational motion, it is possible
to get a more adequate initial reconstruction of the feature points, which is an
important factor for the final bundle adjustment, because only "good" initial
values guarantee an optimal convergence of the non-linear optimisation routine.
The initial sequence is acquired while the camera is moved in front of the object
by approximately 600mm in one direction. Fig. 63 illustrates the acquisition of
the initial sequence which contains n frames. The overall translation between the
first frame of sequence I1 and In is assumed as t13 = [tinit, 0, 0]T , where tinit
represents a fixed known translation between the first and the last frame of the
initial image stream.
From the overall number of frames of the initial sequence, only three keyframes
Q1, Q2 and Q3 are selected based on the following criteria:
i - The first frame of the sequence is chosen as Q1. Thus the definition of the
first keyframe for the subsequent stereo reconstruction can be defined as
Q1 = In.
ii - If the number of lost features between the first and the last frame of the initial
sequence is less than 20%, the last frame is chosen as Q3.
iii - If the number of lost features between the first and the last frame of the
initial sequence is more or equal than 20%, the last frame of the sequence,
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Figure 63: Acquisition of the initial sequence with three keyframes Q1, Q2 and Q3
where more than 80% of the features are tracked successfully, is chosen as
Q3.
iv - The frame in the middle of the sequence between Q1 and Q3 is chosen as Q2.
Between each pair of keyframes (here: Qi and Qj) from the initial sequence
a rigid transformation [RQi−j|tQi−j] of the camera coordinates system can be
defined.
The three keyframes are used subsequently for the estimation of the relative
pose and the partial stereo reconstruction of the observed object as described in
the following sections.
4.3.5 Relative pose estimation between key frames
The first three keyframes of the initialisation sequence are used to generate two
relative pose estimates by following general five-point relative pose algorithms
as proposed by Nistér 2004. For this, at least five points (Pi) have to be matched
successfully between two of the three keyframes.
The whole routine, as described in the previous chapter, is used to generate
an estimate for E, where it is of course also necessary to apply the concept of
the Guided-RanSaC scheme for handling the outliers in the set of matched point
features.
Furthermore, the rotation matrix R and the translation t are extracted by SVD
and subsequent evaluation of the cheirality constraint.
The arbitrary scale of t is determined by incorporating the assumption for tinit
as the translational movement during the acquisition of the initial sequence. The
following figure gives an overview about the whole procedure, where xQj−k
describe the matched 2D feature point coordinates in Qj and Qk.
4.3.6 Preliminary Stereo Triangulation
The generated estimates for R and t are used subsequently to determine the
preliminary scene model. For this, the observed point features, which were suc-
cessfully tracked during the acquisition of the initial sequence, are reconstructed
in 3D by standard triangulation techniques (see e.g. Hartley and Zisserman 2004).
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Figure 64: Relative pose estimation based on three keyframes - Building three indepen-
dent stereo pairs
Due to the fact, that the translation t can only be recovered up to an arbitrary scale
by Nisters algorithm, an initial guess for the given translational motion was used
(tinit) here. Nevertheless, there is an inaccuracy within the metric two-frame
reconstructions from triangulation, which has to be resolved.
For this, the procedure of Shum, Ke, and Zhang 1999 is used. First of all







describes the 3D reconstruction of the i-th
feature point found in both keyframes Qj and Qk. The minimisation of Equation
4.34 is realised in a least-squares sense.∑
i
(
CXQ1−2i − s ·C XQ1−3i
)
(4.34)
4.3.7 Optimisation of Initial Scene Model
The initial reconstruction of the scene structure is used as a base for a further re-
finement by using classical Bundle Adjustment (BA). BA performs a simultaneous
optimisation of 3D structure and camera egomotion by minimising the difference







In this context, the camera or projection matrix of the k-th frame Pk is used to
compute the estimated projections of the 3D structure by following the projec-
tion shown in Equation 4.35, where ∼ indicates equality up to scale. Here Px˜ki
describes the i-th 2D point in pixel coordinates for the k-th frame of a sequence in
homogeneous coordinates. Kk is the corresponding intrinsic camera matrix and






In general this projection can be formulated by using the projection or camera
matrix Pk = Kk [Rk|− tk] as follows:
Px˜ki ∼ Pk
CX˜ki (4.36)
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The procedure of BA consists an interleaving approach based on ideas in
Shum, Ke, and Zhang 1999 and Triggs et al. 1999, which decouples structure
and motion optimisation. The following subsections describe the structure and
motion estimation with BA in detail.
Furthermore, it is shown which data is used as initial estimates for both
scene structure and camera egomotion, because the provision of adequate initial
estimates is crucial for the success of BA algorithms.
optimisation of scene structure
The scene structure optimisation is based on the minimisation of the differences
between estimated and measured image feature locations. For this, the projection
in Equation 4.36 is used as a reference.
The optimisation incorporates all m features, which could be tracked through
the whole initialisation sequence with n frames. So, the optimal 3D point location
for all features can be computed by minimising the following term:
n∑
k=1










The minimisation is realised in MATLAB by using the Nelder-Mead method as
described in Avriel 2003, where the reconstructed 3D points from the two stereo
pairs are used as the initial estimate of scene structure.
optimisation of camera egomotion
The initial estimates for the camera movement are generated by interpolating
the calculated rotations and translations between Q1 and Q2, and Q1 and Q3
respectively.
The minimisation is based on a nested optimisation procedure, which runs




















It should be realised, that it is necessary to update the elements of Pk for each
new iteration of the Nelder-Mead method.
The whole procedure for the generation of the initial scene structure model is
given in Algorithm 3 on the next page.
4.3.8 Example for the Generation of an Initial Scene Model
The whole procedure of acquiring an initial sequence and subsequent optimisation
of the initial structure, was tested by using a fixed checkerboard pattern mounted
to a wall. The corners of the checkerboard are used as point features, which could
be easily tracked in all images of the initial sequence. During the acquisition, the
camera was moved approximately 650mm along the x-axis, while the camera was
rotated in such a way that all features remain visible in all frames. Fig. 65 shows
the configuration of the test setup.
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Algorithm 3 : Initialisation of scene structure model
/* Acquisition of initial sequence + definition of keyframes */
1 n = 0
2 while Acquisition in progress do
3 Acquire image from camera→ In
4 n = n+ 1
5 if n = 1 then
6 Detect n features in I1 Q1 = I1
7 end
8 else
9 Detect m features in In
10 Match features from I1 and In → `n correspondences
11 if `n−1−`n`n−1 > 0.2 then
12 Q3 = In−1
13 Q2 = I(n−1)/2




/* Initial triangulation and scale estimation */
18 Estimate [RQi−j|tQi−j] for i ∈ {1, 1, 2} and j ∈ {3, 2, 3}
19 Triangulate 2D point correspondences with given [RQi−j|tQi−j]→ CXQi−ji
for i ∈ {1, 1} and j ∈ {2, 3}
20 Estimate scale s between reconstructions
/* Bundle adjustment */
21 for m completely visible features do
22 for n frames of initialisation sequence do
23 M
24 end
25 inimise term from Equation 4.38→ CXi and [R|t]
26 end
keyframe selection
The first step consist in the automatic selection of the keyframes. This step can
be neglected at this point because the usage of a checkerboard as the observed
object guarantees that all features are tracked successfully through the whole
sequence of 10 frames. This means, that the keyframe selection results in Q1 = I1,
Q2 = I5 and Q3 = In.
relative pose estimation and initial triangulation
Based on the tracked feature points in the three keyframes, it is possible to
estimate the relative pose of the camera between those frames. By incorporating
the estimate of the translational motion across the major axis (here: x) tinit, the
scale ambiguity can be solved. The following figure visualises the estimated
camera movement between the three chosen keyframes. Figure 66 shows the three
camera positions, as calculated by the algorithm and visualises the corresponding
image acquired at these positions.
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Figure 65: Setup for testing the acquisition of the initial sequence
The determined parameters of the rigid transformations between Q1 and Q2
and Q1 and Q3 respectively, can be used to triangulate the feature points for a 3D
reconstruction as shown in Fig. 67. Here the blue markers are indicating CXQ1−2i
and the black crosses CXQ1−3i . It can be seen that the two reconstructions of the
scene points are not consistent, due to the scale ambiguity of the 5-pt relative
pose estimation technique. Thus, it is necessary to combine both reconstructions
by computing the scale factor s and building the mean of both 3D coordinates.
Figure 66: Estimation of relative camera pose between the three keyframes of the initial
sequence
bundle adjustment
The final step consist of using BA to optimise the initial structure estimate. For this,
it is necessary to provide adequate initial estimates for both scene structure and
camera egomotion. As it was already mentioned in section 4.3.8, the preliminary
scene model is based on the combination of two stereo triangulations.
The initial parameters of camera movements for all frames in the initial se-
quence are computed by interpolating the rotations and translations computed
for the two stereo pairs9. Fig. 68 shows the interpolated rotation angles (yaw,
pitch and roll) and the corresponding translational movements. It can be seen,
9 A spline interpolation was used for the actual tests. For a better computational performance a
linear interpolation would be also appropriate
[ September 22, 2014 at 13:39 ]
4.3 visual fusion cell (vfc) 91
Figure 67: Reconstructed 3D coordinates based on two different stereo pairs
that the major movement occurs along the x-axis. Due to the manual movement
of the camera, the yaw angle of the cameras orientation is about 25◦ through the
whole sequence to guarantee that not a single feature points is lost during the
acquisition.
Figure 68: Interpolated rotations and translations of camera egomotion during acquisition
of the initial sequence
The BA results in a optimised model of the scene structure, which could be
used during the further tracking as a reference model to calculate absolute
pose of the camera. Fig. 69 shows the refined camera egomotion estimates and
the corresponding optimised scene structure after application of the bundle
adjustment routine.
4.3.9 Pose Estimation from 3D/2D Correspondences
As already stated before, there is also the possibility to recover the egomotion of a
camera by means of 2D/3D correspondences. The following section summarises
ideas for the estimation of absolute camera pose based on 2D/3D correspon-
dences, where the successful tracking of anchor features, whose 3D coordinates
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Figure 69: Refined camera egomotion estimates and the corresponding optimised scene
structure after application of bundle adjustment
are known (e.g. from an initial scene model) are employed. This was already
shown as a general concept in Aufderheide and Krybus 2010a.
In this work both, partially and fully calibrated setups are considered, where in
a fully calibrated setup the intrinsic camera calibration matrix K is known, while
for partially calibrated setups the focal length f may vary during the sequence.
This is especially relevant for zooming cameras, because the effective focal length
will change considerably during the acquisition of the scene, which leads to a
time dependency of f:
K = f (t) =
 αu = f (t) γ u00 αv = f (t) v0
0 0 1
 (4.39)
It is reasonable to simplify the initialisation of the scene structure model to a
constant camera calibration matrix, since the focal length can be fixed during the
acquisition of an initial sequence.
The usage of a zooming camera would also lead to time-varying coefficient
vector (a = [a2,a4,a6, ...,an]T ) for a radial distortion model, which relates ideal
image coordinates ([ui, vi]) with the distorted ones ([ud, vd]):
ud − u0 = (ui − u0) ·
(
1+ a2 · r2 + a4 · r4 + a6 · r6 + ...+ an · rn
)
vd − v0 = (vi − v0) ·
(
1+ a2 · r2 + a4 · r4 + a6 · r6 + ...+ an · rn
) (4.40)
with
r2 = (ud + vd)
2 (4.41)
and
a = f (t) (4.42)
A more detailed introduction into lens distortion models can be found in
Appendix C.
The more parameters that need to be estimated (just the motion parameter or
also intrinsic camera parameters and/or distortion coefficients), the more complex
becomes the overall problem.
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4.3.10 General Introduction to the PnP-problem
The Perspective-n-Point problem (PnP-problem) can be described as the esti-
mation of the absolute position and orientation of a camera based on a set of
n 2D/3D correspondences between the image acquired by the camera and a
three-dimensional scene model. It is also assumed, that the intrinsic parameters
of the cameras are at least partially known.
For the uncalibrated case, it was shown that at least six corresponding features
have to be known to estimate the absolute pose of the camera and five inner
calibration parameters (effective focal length (fu, fv), position of the principal
point (u0, v0) and skewness of the image axis (s)). For this configuration, a linear
solution exists and a method for solving the problem was published in the
mid-seventies by Marzan and Karara 1975.
Recently different methods and algorithms have been proposed for the cal-
ibrated case. The major aim of the present investigation is the evaluation of
different methodologies for real-time camera egomotion estimation for absolute
camera pose estimation:
• EPnP - Lepetit, Moreno-Noguer, and Fua 2008 suggested a non-iterative
procedure for n > 4 based on the definition of four virtual control points.
The given n 3D points are expressed as a weighted sum of these control
points. This reduces the whole problem to estimating the control points, with
respect to the Camera Coordinate System (CCS). This approach simplifies
the complexity of the problem to O(n).
• P4Pf - The procedure introduced in Bujnak, Kukelova, and Pajdla 2008 is an
example for a methodology which is able to handle only partially calibrated
setups, as the suggested algorithm has the capability of recovering the
effective focal length of the camera. By using n = 4, a minimal solution can
be found based on Groebner basis techniques.
• P4Pfr - Finally the algorithm presented in Josephson and Byr 2009 estimates
in addition the radial distortion, which was neglected within the former
schemes. It should be pointed out that the distortion coefficients for a radial
distortion model are often calculated during the calibration of the camera
(see Appendix C). The usage of a zooming camera however will involve
the possibility of varying distortions. This method is also based on Groeber
basis solvers and suggests the usage inside a RanSaC-scheme.
The EPnP-approach is tested here and described within the following discus-
sion:
The general configuration of the PnP-problem, as shown in the Fig. 70, consists
of estimating the camera position, based on a given set of n image projections
{Ixi}ni=1 of n general 3D reference points {
WXi}ni=1 in the world coordinate frame
(anchor features).
The corresponding projection can be formulated in terms of the projection
matrix P as follows:
α i
Ix˜i = PWX˜i (4.43)
P contains information about the rigid transformation between the WCS and the
CCS in terms of the rotation matrix R and the translation vector t and the intrinsic
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Figure 70: PnP problem
parameters of the camera represented by K. Here, it is important to discern the
number of unknown variables of the camera matrix K. In the EPnP approach all
parameters are assumed to be known and constant. The P4Pf algorithm assumes
a known calibration matrix up to the focal length (K = f (t)) and the P4Pfr
procedure includes also the assumption that the image points are affected by a
time-dependent radial distortion, described by a time-varying coefficient vector
a = f (t).
Thus, for the EPnP, P4Pf and P4Pfr techniques the number of degrees of
freedom of the problem, which have to be solved for, is varying. If all elements
of K are well known and the influence of the radial distortion is neglected,
there are six degrees of freedom; three translation parameters and three rotation
angles. Thus, at least three 3D/2D correspondences need to be known to solve
this problem. This is why this configuration is often labelled as P3P (see Gao
et al. 2003). The suggested approach from Lepetit, Moreno-Noguer, and Fua 2008
reformulates the classical P3P problem by introducing four virtual control points







αi,j = 1 (4.44)
The coordinates of {WCj}4j=1 are chosen in the following manner:
WC1 is chosen
as the centroid of the given n feature points and WC2,3,4 forms a basis aligned
with the principal directions of the given data points.

















Czj, where Czj is the z-
coordinate of CCj. ωi is a projective parameter, which can be substituted from the
expression above, leading to two linear equations which can then be formulated
for each given 3D/2D correspondence:
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The corresponding system of 2 · n equations can be solved by classical tech-
niques from linear algebra, where the 12 coordinates of the chosen control points
in camera coordinates have to be estimated. Lepetit, Moreno-Noguer, and Fua
2008 produce a closed-form solution for n > 4, where a subsequent and optional
Gauss-Newton optimisation is carried out in order to increase the accuracy of the
solution.
4.4 visual-inertial fusion cell (vifc)
This section gives an overview for the implementation of the visual-inertial fusion
cell. In this context two different tasks are important to consider:
• How can the inertial measurements be used to improve the overall perfor-
mance of the feature tracking procedure within the visual fusion cell?
• How is it possible to fuse motion estimates from the visual and the inertial
cell into a single robust estimate for the cameras egomotion?
The next three sections of this document provide an overview about the actual
implementations, while section 4.4.1 gives an overview of the necessary syn-
chronisation of inertial and visual measurements. In section 4.4.2 an overview
of a novel visual-inertial feature tracking routine is given. Finally, section 4.4.3
provides a detailed description of how inertial measurements can be used in
order to improve the motion estimation.
4.4.1 Synchronisation
The first problem, which needs to be solved for the combination of visual and
inertial measurements, is the synchronisation of the different modalities. As it
was stated in section 2.3.1.4, the visual and inertial sensing entities are operating
typically at different frequencies, which forbids a simple assignment of the inertial
measurements to the captured images and vice versa.
Thus, it is necessary to synchronise both sensory units, in order to allow a
simple assignment of raw measurements and derived variables (e.g. to clearly
assign a current estimate of [R|t] from the inertial fusion cell IFC to a novel image
acquired from the camera).
Fig. 71 shows the basic idea for the synchronisation process with the parallel
fusion network (see also Pielsticker 2012).
Here, a basic clock signal is generated by using a timer unit of the µ-controller
of the IMU unit. This basic clock is used to derive a hardware trigger signal for the
IFC and the VFC. The actual state of the implementation consist of the IMU board,
where the whole algorithm of the IFC is implemented on the Atmel µ-controller.
The IFC results are transferred to a PC by using a standard USB connection.
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Figure 71: Coupling and synchronisation of IMU and camera measurements within the
parallel fusion network
The micro controller of the IMU also generates a hardware trigger signal (as
shown in Fig. 72 - (b)) for the corresponding camera of the used hardware
platform, which is also connected to the PC. The camera acquires an image
within a fixed scheme after the trigger signal. This timing depends on the defined
exposure time (texp) and the set FPS. Fig. 72 -(a) shows the timing diagram for a
single image readout for the industrial camera used within the industrial camera
prototype, as introduced in section D.1. It can be concluded, that it is important
to keep the number of frames acquired per second (tir) and the corresponding
exposure time (texp) fixed in order to guarantee a valid synchronisation of visual
and inertial measurements.
(a)
Optisch-inertiale Verbindung 25 
 
   
 
 
Abbildung 16: Trigger-Signal am Pin 16 des ATmega328 
5.2 Aufbau 
Der in dieser Arbeit eingesetzte Hardwareaufbau zur Sensorfusion wird durch 
Abbildung 17 beschrieben.  
 
Abbildung 17: Aufbau der Sensorfusion 
Die inertiale Fusion wird on-the-fly auf dem Mikrocontroller des IMU-Boards 
ausgeführt und liefert Positions- und Orientierungsdaten mit einer Frequenz von 32 Hz. 
Die Übertragung  dieser Daten an den PC geschieht über USB, wo sie mit Hilfe von 
LabView verarbeitet und gespeichert werden. Das FTDI Basic Interface (Abbildung 18) 
(b)
Figure 72: Timing diagram for a single image readout after a given trigger signal; (a) -
Timing diagram for the sequence between a given trigger signal and an actual
image readout (b) - Trigger signal captured at the corresponding pin of the µC
of the IMU
Thus, it is clearly possible to synchronise measurements between IMU and
camera. The VFC and VIFC are implemented on the PC. Fig. 73 gives a short
overview of the whole architecture, including the trigger signal generation and
the interfaces of the two sensors that are used.
Due to the fact, that the camera can acquire a maximum of 30 FPS, the IMU
operates at a much higher sampling frequency, than the visual sub-system. Thus
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Figure 73: Hardware implementation of measurement synchronisation
it is necessary to align measurements from both entities in such a way, that a
single image frame It can be registered with an actual motion estimate from
the IFC ([Rt|tt]). This can be guaranteed relatively easy by using the suggested
hardware synchronisation approach, because even if the sample frequencies are
not the same, the different measurements can be aligned if all trigger signals have
the same base trigger signal, as shown in Fig. 74.
Figure 74: Alignment and synchronisation of measurements by using a base trigger signal
Since the sampling frequency of the IMU (fIMU) is set to an integral-multiple n
of the camera sampling frequency (fcam), for each acquired image there are n
samples from the inertial sensory unit available:
fIMU = n · fcam (4.47)
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Thus, the different sample-to-sample motion estimates from the inertial route
need to be combined to a single relative pose measurement (frame-to-frame - f2f),









By following this scheme, it is possible to clearly assign single motion estimates
from the IFC to the one of the visual route and vice versa.
4.4.2 Visual-Inertial Feature Tracking
As it was already mentioned in section 4.3, the identification and tracking of
distinctive image features is one major cause for the failure of the visual egomotion
estimation and scene structure reconstruction. Due to the fact, that the architecture
of the parallel fusion network, as shown in Fig. 37, provides the possibility to use
motion estimates from the IFC as an auxiliary information channel for the VFC, it
is possible to improve the stability and accuracy of the feature tracking scheme
within the VFC by means of a feature appearance prediction scheme. For this the
classical KLT (Kanade-Lucas-Tomasi) tracker, as shown in Baker and Matthews
2004, can be applied.
Initially it is helpful to generally define the procedure of feature point tracking
as a process, which can be subdivided in two distinctive phases:
• Detection - The first stage is the identification of a set of distinctive point
features kX = {x1, · · · , xn} with xi = (x,y)T in image Ik, e.g. based on com-
puting the cornerness of each pixel (see Harris and Stephens 1988). At this





, which is used in the second stage for the re-identification of the
feature. This descriptor could be a simple local neighbourhood of pixels
around xi or a more abstract descriptor such as the SIFT/SURF descriptors
described by Juan and Gwon 2009.
• Re-identification - The general task of feature tracking is the successful re-
identification of the initial set of features kX from image Ik in the subsequent
frame Ik+1. Generally this can be described as an optimisation problem,





should be minimised by varying x ′ within the
image boundaries. In most cases the optimisation problem is not just driven








, which tries to compensate the change in the
descriptors appearance based on an estimation of the cameras movement
Mk+1k between Ik and Ik+1. In order to reduce the computational complexity
of the minimisation, the range for varying both, the pixel coordinates and
the motion model parameters, are limited to certain search regions. The
general procedure of feature tracking is visualised in Fig. 75.
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Figure 75: Re-identification of single feature point in two subsequent frames of an image
sequence
As it was shown by Aufderheide et al. 2009b, there are many ways for a
feature tracking method to fail completely or produce a non-negligible number of
incorrect matches (outliers). This can be clearly seen from a mathematical point
of view by the fact that either the optimisation problem converges within a local
minimum or not at all.
The KLT tracker is based on a non-linear optimisation scheme, which minimises
an intensity difference e between a template T 10 and the next image It+1. During
the optimisation a set of parameters δq, which describe the used motion tracking
model w(.), is determined. The parameters found minimise e, so that based on δq
and the underlying motion model, the feature position xt+1 in the actual frame
can be discerned.
There are two major drawbacks of the classical KLT approach, as a consequence
of the fact that the algorithm consists of the inherent assumptions, that firstly
there exists only small inter-frame movements of the feature points, and secondly
that the camera movement is relatively smooth. This assumption is not true for
fast and unconstrained camera movements, which results in a non-converging
optimisation for some feature points. Thus, almost all points can be lost relatively
easy. It was shown in Hwangbo, J. And Kanade 2009, that the integration of
movement information from other sensory units can be used to increase the
probability for a successful feature tracking with KLT, if the egomotion estimate is
used to compute a good initial guess for δq.
Here the choice of the motion model w(.) is important, because it defines the
level of allowable image deformations during the camera movement. The actual
state-of-the-art, as described in literature, is the affine photometric warping model,
which was introduced e.g. by Jin, Favaro, and Soatto 2002. The advantage of that
model is the consideration of both geometric and photometric properties, which
increases the robustness of the overall tracking performance. The model can be de-
scribed by a total of eight independent parameters: p = (a1,a2, ...a6,α,β), where
(a1,a2, ...a6) describe an affine warp and (α,β) the photometric component
based on a simple scale-and-offset model for contrast variation.
10 The template describes the local intensity neighbourhood around a single detected feature point at
pixel position xt = (x,y)T . This template is usually update throughout a sequence to guarantee
convergence of the optimisation problem.
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The integration of the IMU-based motion estimate can be realised by means
of a 2D homography estimation, which can be easily computed for a calibrated
camera with intrinsic parameters K and a known rotation R by using the following
relation:
H = K−1RK (4.50)
If the homography H is known, it is possible to extract good initial guesses for
(a1,a2, ...a6), while (α,β) are predicted to be zero, which might be sufficient for
frame-to-frame feature tracking.
Once there is a reliable motion estimate available, it is very important to syn-
chronise the inertial and the visual measurements. For this a basic clock signal is
used to trigger both inertial sampling and acquiring images. The inertial measure-
ments are available with a much higher frequency than the 30 FPS delivered by a
standard camera module. Thus it is necessary to accumulate motion estimates
from the inertial S3 to compute the frame-to-frame relative pose M˜k+1k (see also
the previous section for more details about the synchronisation process).
Fig. 76 shows the general architecture of the Visual-Inertial Feature tracking
system (VIFtrack!) for two subsequent frames of an image sequence.
Figure 76: General scheme of the VIFtrack! approach
feature detection
A set of distinctive point features kX = {x1, · · · , xn} with xi = (x,y)T in image
Ik is defined by following the approach from Harris and Stephens 1988, where
a certain image area at position (u, v) is shifted in the horizontal and vertical
directions by (s, t). The weighted Sum of Squared Distances (wSSD) between patch
and shifted patch can be defined as:
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w(u, v) (Ik(u+ s, v+ t) − Ik(u, v))
2 (4.51)
By using a Taylor expansion the term Ik(u+ s, v+ t) can be approximated by
using the partial derivatives of the image in s- and t-direction (here denoted as
I ′s and I ′t) by Ik(u+ s, v+ t) ≈ Ik(u, v) + I ′s(u, v)s+ I ′t(u, v)t, such that the wSSD












By defining the discrete structure tensor A the definition of the wSSD can be




















2 (I ′sI ′t) (s, t)





〈I ′s2〉 〈I ′sI ′t〉
〈I ′sI ′t〉 〈I ′t2〉
]
(4.54)
A relatively large deviation of the wSSD would indicate the existing of a corner
point at the corresponding pixel position. This fact is typically expressed by using
the eigenvalues of A, which are labelled here as λ1 and λ2:
• If (λ1 ≈ 0)∧ (λ2 ≈ 0), the observed pixel is part of a more or less homo-
geneous flat texture and can not be interpreted as a distinctive feature
point.
• If [(λ1 ≈ 0)∧ (λ2  λ1)]∨ [(λ2 ≈ 0)∧ (λ1  λ2)], the observed pixel lies on
an edge.
• If (λ1  0)∧ (λ2  0), then a corner is found and the corresponding pixel
can be interpreted as a feature point.
Since the eigenvalue decomposition is computationally complex, Harris and
Stephens 1988 suggest the usage of the following term:
Mc = λ1λ2 − κ (λ1 + λ2)
2 = det(A) − κ · [trace(A)]2 (4.55)
A corner point is defined if Mc lies above a certain threshold Γ . The detection
of an initial feature set is typically done in the first frame of a sequence and for
a scenario, where the number of successfully tracked features reaches a certain
minimum. Furthermore, it would be possible to reinitialise the set of features by
the given approach in order to start the frame-to-frame tracking always with a
fixed number of features.
11 Angle brackets denote averaging (i.e. summation over (u, v)).
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feature tracking
The two camera positions for the frames Ik and Ik+1 are related by a relative
motion Mk+1k
12. The inertial smart sensor system is able to generate an estimate
of that motion (translation and orientation) M˜k+1k which can be used to update a
set of parameters of the affine photometric motion model p̂k+1k .
The chosen motion model should be able to compensate typical changes of the
visual appearance of a descriptor, over time. Here both photometric (illumination
changes, etc.) and geometric changes of an image patch need to be considered.
For this Jin, Favaro, and Soatto 2002 proposed a model which extended the
classical affine geometric distortion proposed by Shi and Tomasi 1994 by adding
an photometric term.
The following equation shows the implementation of the model by using a pa-
rameter vector p =
(
A[1,1], A[1,2], A[2,1], A[2,2], d[1], d[2],σ,o
)
which contains the








p = (σ+ 1) θ (Ik(Axi + d)) + o (4.56)
The photometric model is illustrated by Fig. 77, where a light source Λ illuminates
a scene and the emitted light is reflected by the main surface S to the image plane










Figure 77: Illustration of the photometric model with light rays reflected by the surface
of the main object and reflectance from other objects
Due to reflectance from other objects (ambient light sources), there are ad-
ditional rays, which also change the intensity of an image pixel (parameter o).
Due to the fact, that the photometric parameters (σ,o) cannot be estimated by
using the inertial measurements, the corresponding values from the former frame
are used as initial parameters for the optimisation. After the warping of the
descriptors, the optimisation process for each feature in X starts. For this, the
following term needs to be minimized:
12 The motion Mk+1k contains both, rotational and translational motion components
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The minimisation problem can be approximated by a linearisation13 around
the actual set of parameters. Classical Gauss-Newton optimisation is used for
finding the optimal set of parameters p. As an escape criterion the actual change
rate of p between two successive iterations is evaluated (δp < ε).
The decision, whether a feature was successfully tracked or not, can be made
by evaluating the final value for e after the last iteration. If e lies above a certain
threshold elimit the feature is deleted from the feature database.
4.4.3 Multi-Modal Fusion for Motion Estimation
As it was stated in section 4.3.7, the effectiveness and quality of the bundle
adjustment stage for the simultaneous optimisation of scene structure and camera
trajectory, requires a good initial estimate of the translational movement, during
the acquisition of the initial image sequence. In most actual approaches, this
estimate is generated by using an assumption about the scale of the translational
movement and subsequent preliminary stereo triangulation, as was described in
section 4.3.7. The incorporation of inertial measurements and the corresponding
motion measurements can be used to get a relatively stable estimate of the relative
pose between the three keyframes Q1, Q2 and Q3.
If the camera and the inertial measurement unit are synchronized, it is possible
to use these estimates as given motion information and replace the guessed
translational component from the camera trajectory. So for each stereo pair
of keyframes {Qj, Qj} two different motion estimates are available: the visual










Thus, it is not longer necessary to resolve the arbitrary scale factor by using
Equation 4.34 from section 4.3.6. By using both estimates, it is possible to find for
each pair {Qj, Qj} the corresponding arbitrary scale of the visual motion estimate







Due to the fact, that the scale factor for the x-, y- and z-component of tQj,k
should not differ, the scale vector sQj,k can be simplified to
t̂Qj,k = sQj,k · tQj,k with sQj,k =
∥∥sQj,k∥∥ (4.59)
This routine has got two advantages in comparison to the classical method,
because firstly it is possible to avoid the additional optimisation problem from
Equation 4.34 and secondly the overall accuracy of the preliminary stereo trian-
gulation (the initial scene model before optimisation) can be increased.
13 For this a simple first-order Taylor expansion of the minimisation term is used.
14 [[a/b]] is indicating the Hadamard division (entrywise division) of vectors a and b.
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4.5 conclusion
The implementation of the different fusion cells (IFC, VFC and VIFC) represents one
of the major contribution of this thesis. The major aim of the former definition of
a formal framework for the systematic system design, as presented in chapter 3,
was defined as the possibility to provide a modular system. Due to the modular
character of the introduced fusion network, it is possible to interpret each FC as
an independent unit, which gathers measurements from an information channel
(sensors) and computes a particular result (e.g. a motion estimate). Thus, the
given implementations of the IFC in section 4.2 and the VFC in section 4.3 are not
limited for their usage within the given context, but can be also used within other
projects or scenarios. The IFC can be used alone as an Inertial Navigation System
INS, e.g. in the context of mobile robots or Unmanned Aerial Vehicles UAVs, while
the VFC alone represents the implementation of a state-of-the-art sequential SfM
algorithm.
However, the description of the VIFC in section 4.4 implements the necessary
data fusion scheme for intermediate results delivered by the visual and inertial
cells. In this context, there are two major contributions identifiable. The first
one is introduced in section 4.4.2 and realises a Visual-Inertial Feature Tracking
(VIFTrack!!) algorithm, which uses an affine-photometric warping model and
inertial motion estimates for a more robust 2D visual feature matching. A multi-
modal data fusion scheme for the robust estimation of the sensor’s motion (see
section 4.4.3) is the second important contribution. Both achievements can be
considered as an important step towards a robust and accurate low-cost 3D
scanning device based on visual and inertial sensors.
The following chapter provides an overview of an experimental evaluation of
the different FCs. The modular design allows both, a verification of the different
cells independently and as a fusion network (PFN).
[ September 22, 2014 at 13:39 ]
5
V I S U A L - I N E RT I A L F U S I O N N E T W O R K - R E S U LT S A N D
E VA L U AT I O N
“Well, all information looks like noise
until you break the code.”
— Neal Stephenson: "Snow Crash"
(Stephenson 2011)
The following chapter gives on overview of results of the evaluation of the
implementation of the different Fusion Cells (FCs) of the Parallel Fusion Network
(PFN).
Due to the fact, that it might be necessary for the different FCs to generate
ground truth motion patterns, an industrial robot, where the different VISrec!
platforms were mounted as tools, was used for the evaluation. Section 5.1 gives
an overview on the deployment of the industrial robot and how it was used
to generate ground truth motion patterns, which are repeatable with the high
positioning accuracy of the robot platform.
The actual results for the implementation of the inertial fusion cell are shown in
section 5.2, while section 5.3 summarises the evaluation of the Visual Fusion Cell
(VFC). Finally, section 5.4 describes exemplary achievements by implementing the
visual-inertial fusion.
The last section contains statements about possible limitations of the PFN and
motivates the incorporation of range sensors, discussed in more details later in
this thesis.
5.1 evaluation strategy
Since many algorithms, which were introduced in chapter 4, deal with motion
estimation, it is necessary, to provide a mechanism for producing highly accurate
and repeatable motion patterns. A hand-held operation of the sensor platforms
would lead to random motion patterns, which are not repeatable. Since some of
the implementations are tested against the current state-of-the-art, it is a desirable
goal to test each algorithm for the same motion pattern.
An ABB IRB1400 industrial robot, as shown in Fig. 78, is used for the evaluation
process. The employment of the robot arm as a substitution for the camera
operator has two advantages. On the one hand, it is possible to use the robot to
create sensor motion, which is completely repeatable and controllable (e.g. setting
the speed and acceleration during the execution of the motion pattern) and on the
other hand, the robot can be used to log the ground-truth motion information.
A test motion pattern can be interpreted as a closed loop of several pre-
defined positions. The positions are defined in the robots program, which is
implemented in the manufacturer specific programming language RAPID. The
actual movement between the pre-defined positions is not a-priori defined, but
computed online within the ABB robot controller. During when a specific motion
pattern is executed, the robot transfers regularly (with a given sample frequency
105
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Figure 78: ABB industrial robot for determination of ground truth motion data
frobot) to the remote PC. This is realised by using a serial connection and the
RS-232 port of the robot controller.
5.2 inertial fusion cell
The evaluation of the orientation estimation was realised by attaching the VISrec!-
prototype to an industrial robot platform. An ABB IRB1400 industrial robot was
used to generate different motion patterns, where the ground truth data is known.
The tests give, besides the comparison against ground truth, also a comparison
against other state-of-the-art inertial navigation algorithms:
• Gyroscopes alone (Gyro) - The naive implementation of a simple inte-
gration of gyroscope measures as indicated in Equation 4.4 was tested,
where the initialisation of the starting orientation was computed by using
accelerometer and magnetometer measurements. A block diagram of the
approach is shown in Fig. 79.
Figure 79: Block diagram of the naive gyroscope navigation algorithm
• Complementary Filtering (CF) - The CF approach, as suggested by Euston
et al. 2008 or Baerveldt and Klang 1997, combines the two information
channels (gyroscopes and accelerometers) by using a simple adder, but
the two signal sources are filtered by two complimentary filters before.
So, the accelerometer measurements are filtered by a low-pass filter (here:
first-order) and the gyroscope signals by a high-pass filter. This approach
can be described by the block diagram in Fig. 80.
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Figure 80: Block diagram of the Complementary Filter CF navigation algorithm
• Weighting Filter (Est) - The weighting filter approach, as suggested by
Bluemel 2010, is a simple straightforward combination of accelerometer and
gyroscope measurements by using fixed weights, as indicated in Fig. 81.
Figure 81: Block diagram of the weighting filter navigation algorithm
For the test, different motion patterns were used: rotation around a single axis,
consecutive rotation around two axes and simultaneous rotation around two
axes. For all upcoming results, the coordinate system shown in Fig. 82 and the
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Figure 82: The Inertial Measurement Unit IMU coordinate system and Euler angles defini-
tion
The following subsections summarise the results of the comparison, whereby
the first paragraph provides a brief summary of the evaluation of the switching
behaviour of the DKF approach.
5.2.1 Evaluation of the Switching Behaviour of the Kalman Filter Approach
A basis for the successful implementation of the Kalman filter approach would
be the switching behaviour for the observation variance of the accelerometer
readings, as described in section 4.2.
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Fig. 83 shows the magnitude of the accelerometer readings ‖a‖ for a typical
motion pattern, where the given magnitude is scaled in multiples of ‖g‖.
Figure 83: Evaluation of the switching behaviour of the observation variance based on
the magnitude ‖a‖ of the accelerometer readings (here scaled in multiples of
‖g‖)
Based on these experimental evaluations, the threshold g was set to 0.05,
which leads to the result as shown in Fig. 83.
5.2.2 Rotation around a Single Axis
The first motion pattern contains rotations of the roll/pitch/yaw angle as indi-









Figure 84: Motion pattern for roll/pitch/yaw angle (rotation around a single axis)
while the orientation estimation was computed by using the suggested method
based on a bank of Kalman filters and the three naive methods described above.
All results were tested against the ground truth, thus an absolute error angle
was computed for all the algorithms. Fig. 85 and Fig. 86 show the results of this
test for the roll and pitch angle. Rx indicates the weighting filter, gyro the naive
integration of rotational velocities, CF the complementary filtering and KF the
Kalman filter approach, as introduced in section 4.2.
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Figure 86: Absolute orientation error (pitch angle) for movement around a single axis
The typical drifting behaviour of the gyroscope measures can be directly
identified in the orientation estimates delivered only by gyroscope measures. The
suggested Kalman Filter (KF) approach outperforms the other filtering methods
in terms of accuracy.
It should be noted here, that the estimation of the yaw angle is more critical,
since it uses a different architecture of the Kalman filter, where the magnetometer
is used instead of the accelerometer readings. It was obvious during all exper-
imental evaluations, that the readings of the magnetometers m are immensely
influenced by external magnetic disturbances. To compensate for that problem, a
similar switching approach was used, where the magnitude of m is compared
against the expected earth magnetic field strength. Unfortunately, the usage of
the industrial robot as an evaluation tool causes a strong external magnetic dis-
turbance, which leads to a scenario, where the current limits for the adaptation
of the observation variance were never met. Thus, the DKF can not be completely
tested with the industrial robot for the yaw angle. Nevertheless, Fig. 87 indicates
the performance of the DKF for the yaw angle against the naive method based on
integration of gyroscope readings.
It is obvious, that the performance is not as good as for the roll and pitch
angle, but even for a not functioning switching of the observation variances of the
magnetometers, the KF approach delivers better results than the naive integration
of the gyroscope measurements.
For the roll and the pitch Euler angles, it is also possible to compare the drifting
error, over a fixed time interval, for the different navigation methodologies. Here,
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Figure 87: Comparison of the naive integration of gyroscope measurements (gyro) and
the Kalman filter approach (KF) against the ground truth motion data (robot)
for the yaw angle
the differences between the steady state angles1 at the end of the motion pattern,
for the different navigation methods, and the ground truth angle can be used as
a reference. The drifting error of the proposed DKF approach is minimum when
compared to all the other methods.
Robot Gyro WF CF KF
Roll 0° 1.137° -0.357° 0.075° 0.027°
Pitch 0° 0.432° 0.095° 0.102° -0.076°
Table 7: Absolute drifting error at the end of the motion pattern (t = 14s) for the dif-
ferent navigation methods (Gyro: Naive integration of gyroscope measures, WF:
Weighting filter, CF: Complimentary filtering), KF: Kalman filter approach
5.2.3 Consecutive Rotation around Two Axes
The second motion pattern contains a rotation of 90◦ around the roll axis and
a consecutive rotation of 90◦ around the yaw axis. The following Fig. 88 gives
information about the performance of the different filtering strategies for this
kind of motion.
It can be seen, that especially the CF approach has got severe problems during
the significant portions of the motion. Also for this test, the KF approach delivers
the most accurate results, but the simple weighting approach provides comparable
results, but with less computational complexity. The gyroscopes alone show the
same drifting results as for the previous experiments.
5.2.4 Simultaneous Rotation around Two Axes
Finally, a motion pattern with a simultaneous movement around two axes was
tested. The results are summarised in Fig. 89, where again a comparison against
1 The steady state angle for the given motion pattern was defined as the angle computed for t = 14s.
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Figure 88: Comparison of different filtering techniques for consecutive motion pattern -
(a1): Orientation estimates for weighting filter; (a2): Absolute error for weight-
ing filter; (b1): Orientation estimates for CF; (b2): Absolute error for CF; (c1):
Orientation estimates for KF; (c2): Absolute error for KF
the other methods was carried out. The suggested KF approach shows the best
result in terms of accuracy and long-time stability.
5.2.5 Influence of Translational Movements
An important aspect of the evaluation of the different navigation methods is
the robustness of the orientation estimation against translational movements.
To evaluate this, a motion pattern was used, which contains only translational
movements along the y axis of the IMU. Fig. 90 - (a) shows the motion pattern of
the robot and Fig. 90 - (b) the corresponding estimate of the pitch angle from the
different navigation concepts.
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Figure 89: Comparison of different filtering techniques for simultaneous motion pattern -
(a1): Orientation estimates for weighting filter; (a2): Absolute error for weight-
ing filter; (b1): Orientation estimates for CF; (b2): Absolute error for CF; (c1):
Orientation estimates for KF; (c2): Absolute error for KF
It can be seen, that the complementary filtering approach is highly influenced
by the translational motion pattern, while the WF approach and the Kalman filter
are able to compensate the translational motion up to certain extend. The KF
technique is able to limit the angle error within the boundaries of ±1◦.
5.2.6 Shock Resistance
Finally, the resistance and robustness against abrupt motion changes were tested.
For this, the IMU was moved by a shock motion pattern, which contains small fast
and abrupt position changes (only translational motion components) in all three
directions.
The following Fig. 91 gives an overview of the resulting orientation estimate for
the different filtering approaches. As it is shown in Fig. 91 - (a) the WF approach
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(a) (b)
Figure 90: Evaluation of the influence of translational movements on the orientation
estimation; (a) - Translational motion pattern of the industrial robot; (b) -
Orientation estimation of the pitch angle from CF (blue), WF (green) and KF
(red)
produces orientation estimates, which are not robust against the influence of the
shock type motion pattern, while the CF and the KF methods are much more stable
(see Fig. 91 - (b)-(d)). The Kalman filter technique delivers the observed angle
(here pitch angle for Fig. 91 - (c)) with a maximum absolute error of roundabout
±2.1◦. The CF navigation system contains after a certain time a non-negligible
offset, which can not be completely compensated.
The yaw angle estimate from the KF (see Fig. 91 - (d)) suffers again from the
poor quality of the magnetometer readings, which are caused by the usage of the
industrial robot.
5.2.7 Conclusion
As shown in the former sections, the KF approach is able to outperform the
other techniques in most cases. As a final conclusion, the following table sum-
marises main advantages and drawbacks of the different methods, based on the
experimental evaluation.
It can thus be concluded, that the suggested algorithm for three-axis orientation
estimation based on a bank of discrete Kalman filters, is able to outperform the
other classical techniques in terms of accuracy, robustness and stability.
The enormous drifting behaviour of the classical strapdown algorithm can be
compensated almost completely by using the sensor fusion scheme of gyroscopes
and accelerometers for roll and pitch angle, and gyroscopes and magnetometers
for the yaw angle, respectively.
5.3 visual fusion cell
Based on the implementations for the visual fusion cell the two distinctive steps
(relative and absolute pose estimation) need to be evaluated separately.
In this context, it is important to evaluate the performance of the motion
estimation techniques independently from the quality of the feature handling
stage. This was achieved by using synthetic data sets of point pairs, which provide
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Method Pros Cons
Naive gyrosopce - Fast - High influence of noise
integration - Low complexitiy - Influence of translational motion
- Enourmous drift
- Stable for short time intervalls only
- Low accuracy
Complemtary filtering - Low complexity - Not resistant against shock type motion
- Simple implementation - Drifting error not completley
compensateable
- High influence of translational motion
- Medium accuracy
Weighting Filter - Low complexity - Influence of translational motion
- Simple implementation not completely compensateable
- Drifting correction - Not resistant against shock type motion
- Medium accuracy
- Drifting error not completly bounded
Kalman Filter - Long time stabillity - Requires careful tuning of
- High accuracy filter parameters
- Drifting error bounded - Medium complexity




Table 8: Advantages and drawbacks of the different navigation algorithms
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(a) (b)
(c) (d)
Figure 91: Evaluation of the influence of a shock motion pattern on the orientation
estimation; (a) - Pitch angle estimation from WF method; (b) - Pitch angle
estimation from CF method; (c) - Pitch angle estimation from KF method; (d) -
Yaw angle estimation from WF method
the possibility to control important parameters, such as noise strength, etc. The
following section provides a short overview on how the datasets were generated
and which parameters can be set for the data generation.
Section 5.3.2 evaluates the relative pose estimation techniques, as introduced
in section 4.3.3. In this context the methodologies from Kukelova, Bujnak, and
Pajdla 2012 and Stewenius, Engels, and Nister 2006 are compared and evaluated
for different noise levels and number of elements within the set of 2D/2D
point correspondences. Another important aspect is the evaluation of different
techniques for choosing the correct estimate of the essential matrix E from the
given number of possible solutions. Here the different error metrics can be
compared against each other.
In section 5.3.3 an experimental evaluation of the absolute pose estimation
from 2D/3D correspondences, as introduced in section 4.3.9, is carried out. Here
an analysis of different noise levels and their influence on the quality of the
rotational and translational error is presented.
5.3.1 Synthetic Data Generation
For the evaluation of the visual motion estimation techniques, it is highly desirable
to separate the experimental evaluation of the feature handling (feature detection
and feature matching/tracking) stage from the actual pose estimation stage of
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the overall algorithm within the VFC (see Fig. 57). For this, an algorithm for the
generation of synthetic data sets was implemented.
The synthetic data can be generated by defining a motion profile of a virtual
camera system containing both, rotational and translational movements. This
virtual camera contains an implementation of the pinhole camera model, as
described by Aufderheide 2008 or Hartley and Zisserman 2004, which allows the
creation of virtual images from a given virtual 3D scene.
Due to the fact, that the given context requires the generation of 2D/2D point
correspondences between two camera positions for relative pose estimation and
the provision of 2D/3D correspondences for the absolute pose estimation, both
possibilities were implemented.
The generation of the 2D/2D point pairs is based on a randomly generated set
of 3D points within a certain coordinate system. The virtual camera trajectory
is defined within the same coordinate system, whereby it is possible to define
specific camera motion patterns or randomly generated ones.
The following figure shows the necessary transforms involved in the general
image formation process.
Figure 92: Different mappings involved in the overall image formation process
The external transformation contains the rigid transformation between the WCS
(the coordinate system, where the set of 3D points is defined) and the CCS. This
transformation can be described in homogeneous coordinates, by the following
relation, where M˜2 is the transformed 3D point (in CCS) and M˜1 the original point.
R and t are the rotational and translational part of the virtual camera position,
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(5.2)
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and
0 = [0, 0, 0]T (5.3)
The perspective projection of the 3D point coordinates in CCS C˜M to metric 2D
image coordinates N˜m can be described as:





 = P ′C˜M =
 fx 0 0 00 fy 0 0








All previously described transformations are based on a metric unit. For re-
alizing the final transformation to discrete pixel coordinates, there has to be a
relationship between the continuous coordinates on the image plane (pi), which
is also widely labelled as retina, and the discrete sensor coordinate system. This
transformation is called internal transformation, because it uses only internal
camera parameters for the necessary mapping. There is the necessity for a dis-
placement of the coordinate system to end up in the typical origin for the Pixel
Coordinate System (PCS). Besides this simple translation, the units along the
x- and y-axis have to be specified in such a way, that the metric units of the
ICS have to be transformed to coordinates which correspond to discrete pixels.
The overall mapping between 2D coordinates in image coordinates N˜m and the
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The combination of all given transformations leads to a complete mapping
between WCS and PCS, as shown in the following relation.
s · P˜m = HN˜m = H ·P ′ · C˜M = A ·PNC˜M = K ·PN ·DW˜M = K [R t] W˜M = PW˜M
(5.6)
The final transformation can be formulated as shown in Equation 5.7, where the
matrix P is widely known as the General Projection Matrix (GPM), which describes
the complete mapping procedure.
s · P˜m = K [R t] W˜M = PW˜M
s · P˜m =
 f · ku 0 u00 f · kv v0
0 0 1
 ·
 R1,1 R1,2 R1,3 T1,1R2,1 R2,2 R2,3 T2,1
R3,1 R3,2 R3,3 T3,1
 · W˜M (5.7)
By defining the internal camera matrix K of the virtual camera, it is possible to
map the given set of random 3D point coordinates into 2D pixel coordinates. This
can be done for the different camera positions of the virtual camera trajectory.
Thus, it is possible to generate pairs of corresponding image points as a base
for the evaluation. For the different steps, it is possible to add noise to the point
coordinates or generate additional non-correct matches (outliers).
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The following figure visualises an example for a generated set of 2D/2D
correspondences. In Fig. 93 - (a) the random 3D point coordinates are shown. The
2D/2D correspondences (here for 30 matches) are given in Fig. 93 - (b), where the
blue arrows are indicating the pixel translations between two camera positions.







































































Figure 93: Generation of synthetic point matches: (a) - Set of 3D points in WCS; (b) -
Corresponding pixel coordinates in PCS for two different camera positions
The generation of 3D/2D correspondences follows the same route of relations,
where just the initial set of 3D points is used to generate the corresponding 2D
pixel coordinates for different camera positions of a virtual trajectory.
5.3.2 Relative Pose Estimation
The whole procedure for relative camera pose estimation using Guided-RanSaC
was evaluated based on synthetic sequences. In this context, the different steps
of the whole approach were observed separately. The test with synthetic data
provides the possibility for an analysis of the technique with respect to noise and
enables a comparison against ground truth data.
For the given evaluation it is necessary to define beforehand adequate error
metrics for the derived motion data, which is described within the next section.
5.3.2.1 Metrics for Translational and Rotational Error
It is necessary to define a procedure for a numerical evaluation of the performance
of the different algorithms. In this context, two different error metrics are defined
based on ideas from Brückner, Bajramovic, and Denzler 2008 and Rodehorst,
Heinrichs, and Hellwich 2008:
• Translation error - et: Due to the fact, that the camera egomotion parameters
can only be recovered up to an arbitrary scale, the translation error is
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• Rotation error - er: Three unit vectors ex, ey and ez are rotated using the













5.3.2.2 Comparison of different estimation algorithms
As a first step of the evaluation, the different algorithms from section 4.3.3, are
tested in terms of accuracy, robustness against noise and computational costs.
The following Fig. 94 gives information about the estimated epipolar geometries,
as derived by the estimated essential matrices. Here, the different images are
indicating the epipolar lines I→ I ′, as calculated by following Equation 5.10, for
the different solutions (here: four) provided by different algorithms.
Within this evaluation, the approach using Sturm sequences as suggested by
Nistér 2004, the solution based on Groebner bases introduced by Stewenius,
Engels, and Nister 2006 and the polynomial eigenvalue approach from Kukelova,
Bujnak, and Pajdla 2012 are evaluated and visualised. The upper left image shoes
the true configuration, as derived during the generation of the synthetic data
(set of 2D/2D correspondences). The image coordinates for the visualisation are
normalised between [−100, 100].
I→ I ′ : l ′ = Eq (5.10)
Figure 94: Estimated epipolar lines of the generated solutions from different algorithms
for the five-point relative pose problem
In numerical comparisons between the algorithms from Nistér 2004 and Stewe-
nius, Engels, and Nister 2006 in Rodehorst, Heinrichs, and Hellwich 2008, it was
shown that their performance is identical even in the presence of noise. So, for
the actual work the algorithm of Kukelova, Bujnak, and Pajdla 2012 is compared
with the results generated by the Groebner base solver. As mentioned before, the
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evaluation of the Sampson distance can be used to choose one correct solution
for E. Fig. 95 shows the epipolar lines for the "best" solution provided by the two
different algorithms.
Figure 95: Estimated epipolar lines from different algorithms for the five-point relative
pose problem
To evaluate the two different algorithms, 100 random point sets were generated
and the rotational and translational error, as defined above, were determined. The
whole procedure was repeated for different levels of noise (σ).
The first approach selects the best solution from both algorithms based on the
a-priori known true solution for E, which provides the possibility to evaluate only
the algorithm itself.
For a second test the different error metrics (algebraic error, symmetric squared
geometric error and Sampson distance) for choosing the best solution are incor-
porated in the evaluation. By this, it is possible to choose the best combination of
estimator and error metric in terms of robustness and accuracy. The correct solu-
tions for R and t are chosen in both cases by following the cheirality constraint.
Table 9 shows the numerical results of the first evaluation (independent of the
error metric). Three different movement patterns were evaluated: pure sideways
translation, random rotation and translation and random rotation and mainly
sideways/upwards translation. Each estimation for the different patterns and
noise levels is repeated a hundred times with random movements. The CNT-value
in Table 9 indicates the number of frames, where a estimation within a specified
error interval is possible. Here all solutions with an translational error less than
10 ◦ and all rotations with an error below 2 ◦ are counted. These values give an
impression about the percentage of acceptable solutions for a hundred runs. Each
experiment was realised with three levels of Gaussian noise (σ ∈ {0.5, 1, 2} pixel).
The results are comparable to other published experimental evaluations, such
as the one given in Rodehorst, Heinrichs, and Hellwich 2008. Nevertheless,
most experiments provided within the original publications, such as Nistér 2004,
indicate in general better results, because only optimal geometrical configurations
are allowed for the data generation (e.g. relatively wide baseline, constrained
distances between object and camera, etc.). Due to the fact, that the VISrec! project
is also aimed at a practical application, also non-cooperative configurations are
allowed for the evaluation shown here. It can safely be said, that in general there
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is no difference between the results of the two different evaluated methods. This
conclusion was also stated in Kukelova, Bujnak, and Pajdla 2012.
A pure sideways translation leads to the best results, in terms of number of
acceptable solutions. The random movement pattern suffers from stereo pairs
with a major forward movement, leading to ill-posed data for the estimation of
the essential matrix E.
Based on the assumption, that it is necessary to guarantee a major translational
movement in x- or y-direction (wide baseline), a third motion pattern was tested.
This pattern contains mainly sideways/upwards elements in the translation
vector. The results are clearly indicating, that without an additional scheme,
which guarantees the usage of stereo pairs with a relatively wide baseline, the
overall accuracy (for both translational and rotational movement) is not satisfied
for the intended application.
The actual baseline between two frames can be maximized by integrating a
keyframe detection method based on a similar strategy, as shown for the initial
scene structure model generation in section 4.3.4.
pure sideways translation - minimal case
Method σ = 0.5 pixel σ = 1 pixel σ = 2 pixel
CNT Mean error CNT Mean error CNT Mean error
er et er et er et
Stewenius 85 1.5052 4.2034 79 3.4569 4.454 56 3.6441 7.8262
Kukelova 85 1.5052 4.2034 79 3.4569 4.454 56 3.6441 7.8262
random rotation and translation - minimal case
Method σ = 0.5 pixel σ = 1 pixel σ = 2 pixel
CNT Mean error CNT Mean error CNT Mean error
er et er et er et
Stewenius 21 9.2649 7.916 9 12.3977 10.8779 4 13.034 11.8763
Kukelova 21 9.2649 7.916 9 12.3977 10.8779 4 13.034 11.8763
random rotation and translation (mainly sideways/upwards) - minimal case
Method σ = 0.5 pixel σ = 1 pixel σ = 2 pixel
CNT Mean error CNT Mean error CNT Mean error
er et er et er et
Stewenius 47 5.0992 2.8617 29 5.4512 3.194 20 9.1072 5.568
Kukelova 47 5.0992 2.8617 29 5.4512 3.194 20 9.1072 5.568
Table 9: Comparison of mean errors for motion estimation for different movement pat-
terns
5.3.2.3 Comparison of Different Methods for Choosing the Correct Solution
As it was already mentioned, the estimation of E leads up to ten possible solutions.
The following evaluation tested the different error metrics, as shown in Equation
4.26 and 4.27 in combination with the application of the cheirality constraint. In
this context, it is important to consider also the number of corresponding points,
because it can be generally stated that the more matches are available, the more
likely is the successful choice of the correct solution. Fig. 96 shows an evaluation
of the different error metrics for different number of matches in the dataset. The
evaluation contains the following three error metrics:
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The translational error was measured for the chosen solution of E, whereby the
essential matrix with the smallest error (de,dssg,depc) was defined as "correct".























Figure 96: Translational error of the chosen essential matrix for a given number of point
correspondences and different error metrics: Sampson error metric (black),
Symmetric squared geometric error (blue) and Algebraic error based on sim-
plified epipolar constraint (red)
It can be concluded that the symmetric squared geometric error metric (dssg)
delivers the best results for all cases, but a certain number of matches need to be
available in order to guarantee the selection of the ideal essential matrix.
5.3.3 Absolute Pose Estimation
As already mentioned, the usage of 3D/2D correspondences assumes the existence
of a previously generated 3D scene model. For the experimental evaluation of
the EPnP-approach, a virtual 3D scene model is generated and projected into the
image frame of a moving camera following a virtual trajectory, to produce the
corresponding 2D feature points.
The evaluation of the accuracy of the algorithm can be realised by using the
error between the given real image coordinates Ixi and those obtained from the
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reprojection of the given 3D coordinates of the feature points in terms of WCS
WXi and the estimated rotation Re and translation te:
Ix˜ei = P
WX˜i


























Fig. 97 summarises the results for translational error (Fig. 97-(a)), rotational er-
ror (Fig. 97-(b)), reprojection error (Fig. 97-(c)) and computational time (Fig. 97-(d))
with different motion patterns, while the standard deviation of the measurement
noise σ and the number of available correspondences n is varied.
Each test was repeated with 100 different configurations, to proof the computa-
tional stability of the given results.
Due to the fact, that the absolute scale of the translation can be recovered by
the EPnP-algorithm, the definition of the translation error from section 5.3.2.1
is neglected here and the following alternative is used, where te represents the
estimated translational motion element and t represents the ground-truth motion:
ete = ‖te − t‖ (5.17)
Fig. 97 gives information about the general behaviour of the algorithm for
different levels of noise σ ∈ {0...10} and different numbers of given 3D/2D-
correspondences n ∈ {5...100}.
It can be seen, that the usage of more than 40 point correspondences leads
to adequate results in terms of accuracy. Nevertheless the level of noise should
not lie above roundabout 5 pixels. Surprising is the fact, that the computational
time decreases with an increase of the number of given point correspondences,
which can be explained by the numerical solver for the given set of equation,
which converges faster to the global minima if more point correspondences are
available.
It can be generally stated, that the absolute pose estimation gives more accurate
results than the suggested relative pose estimation techniques.
5.4 visual-inertial fusion cell
The evaluation of the VIFC contains three major elements: the comparison of the
visual-inertial feature tracking scheme (VIFtrack!) against typical KLT tracker in
section 5.4.1, the evaluation of the inertial-aided generation of an initial scene
structure model (section 5.4.2) and an example for a 3D reconstruction computed
by the suggested PFN in section 5.4.3.
5.4.1 Visual-Inertial Feature Tracking - VIFtrack!
The approach was evaluated by using the visual-inertial prototype, which com-
bines a standard industrial camera and the inertial smart sensor system. A
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Figure 97: Performance evaluation of the EPnP-algorithm for different levels of noise
σ ∈ {0...10} and number of given correspondences n ∈ {5...100}: (a) - Trans-
lational error ete, (b)- Rotational error eR, (c) - Reprojection error erp, (d) -
Computational costs
microcontroller located on the S3 is responsible for synchronising camera and
IMU data, just as described in section 4.4.1.
An industrial robot was used in order to generate measurements with known
motion, which can be used as ground truth sequences. Due to the fact, that
the background of the project is the area of 3D modelling, the sequences em-
ployed contain only single objects and a uniform background. Fig. 98 illustrates
exemplary frames of a typical sequence.
Figure 98: Different frames of a test sequence "Object"
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Different motion patterns were tested and the corresponding parameters of
the algorithm were simultaneously optimised, in order to produce best results. It
was found, that especially for high rotational velocities of the camera the VIFtrack!
approach is able to outperform other feature tracking methods. Due to the fact,
that classical methods, such as the KLT-tracker from Hwangbo, J. And Kanade
2009, utilise a purely translational model, it is quite clear that especially a rolling
camera leads to non-converging behaviour for many feature points.
Fig. 99 shows a typical motion pattern (slow camera speed) which we used
for the evaluation (see also section 5.2). It can be shown, that the suggested
Figure 99: Typical motion pattern for the evaluation describing rotation around the three
Euler angles: Black: ground truth motion from industrial robot (IRB), red:
measured angles from inertial measurements (IMU), green: estimated angles
by fusion inertial and visual motion estimates (EKF))
scheme can increase the number of successfully tracked features2 up to 60% in
comparison to classical KLT for sequences with a rolling camera.
 





























Maximum number of features 
VIFTrack! mean performance 
Only visual mean performance 
VIFtrack! minimum number of features 
Only visual minimum number of features 
Figure 100: Performance comparison between VIFtrack! and affine-photometric warping
only based on visual information for the "object" sequence
Fig. 100 shows a comparison of the tracking performance for the VIFtrack!-
method and the same principle (affine-photometric warping) only based on
2 Here a successfully tracked feature is a feature which is not neglected based on the error threshold
elimit.
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visual information for a given sequence. The mean number of successfully tracked
features increases from 74 for visual-alone feature tracking up to 91 for the VIFtrack!
scheme, respectively.
Especially for applications where a specific number of corresponding features
is necessary (e.g. visual odometry) the proposed method is useful, because while
the visual-alone feature tracker loses up to 54% of its feature points, VIFtrack! loses
only up to 21%.
Figure 101: Two examples for subsequent feature tracking results for the sequence gath-
ered from a hand-held camera moved within an indoor environment
The algorithm was also tested for a hand-held camera which was moved
through an indoor environment. Figure 101 shows two typical examples for the
tracking of features between two subsequent frames of the sequence.
This sequence is more complex, because the camera is freely moving within
an indoor environment and no feature detected initially, within the first frame,
remains visible for the entire sequence. For evaluating the VIFtrack! procedure, a
simple routine was introduced, which generates a set of feature candidates 1X
from the first frame. During the motion of the camera the number of successfully
tracked features n decreases over time. Once n reaches a certain threshold $, the
algorithms generates a new set of feature candidates kX from the actual frame k
of the sequence. This simple procedure should avoid, that the tracking algorithm
looses its track completely.
The following table shows how often the algorithm generates a new set of
feature candidates for the visual-inertial approach (rVI) and classical KLT (rKLT ).
It can be seen from Tab. 10, that the usage of the VIFtrack! scheme is able to
reduce the number of necessary reinitialisations of feature candidates, due to
the more robust feature tracking. Especially for a small number of initial feature
candidates, the visual-inertial feature tracking outperforms classical KLT.
5.4.2 Multi-modal motion estimation
As introduced in section 4.4.3, the given inertial measurements can be used to
generate a motion estimate during the acquisition of the initial sequence. Here the
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100 13 18 38%
80 16 23 44%
60 21 31 48%
40 35 53 51%
20 44 75 70%
Table 10: Comparison of the number of reinitialisation of feature candidates for VIFtrack!
and classical KLT
inertial pose information is used in order to provide an adequate and reasonable
initial estimate for the bundle adjustment (BA) scheme.
The whole algorithm was evaluated using a simplified test setup, where a
simple checkerboard is used as the observed object. The usage of the checker
board object allows an evaluation without much influence from the fidelity of the
used feature tracker. Thus, it is possible to directly compare the reconstruction
accuracy and computational costs of the inertial-aided bundle adjustment against
the pure bundle adjustment.
Figure 102: Refined camera egomotion estimates (each tenth frame is shown) and the cor-
responding optimised scene structure after application of bundle adjustment
- Blue: Inertial-aided BA, red: pure BA
Fig. 102 shows the result of both methods for a simple camera trajectory. The
whole image sequence consists of 100 frames, where results for (1, 10, 20, 30, 40, 50,
60, 70, 80, 90, 100) are shown in the figure. It can be easily seen, that the checker
boards are similarly reconstructed from both approaches of pure BA and inertial
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aided BA, but the exact corner point coordinates are slightly different. Both
approaches also yield similar results for the camera trajectory.
Figure 103: Distances between checker board corners in x direction - Blue: Inertial-aided
BA, red: pure BA
Due to the fact, that the exact size of each square on the checker board is
known, it is possible to evaluate the metric reconstruction accuracy for pure
and inertial-aided BA. For this, the exact metric distances between neighbouring
corner points are calculated. Figures 103 and 104 visualize the measured distances
between neighbouring corner points in x- and y-direction (ground truth: 20mm).
Also a numerical comparison was carried out by calculating the mean abso-
lute errors of the measured distances (|e|) and the corresponding median ( ˜|e|),
minimum (min (|e|)) and maximum (max (|e|)) error metrics.
A summary of all results can be found in Table 11, where it can be seen that
the values for all error metrics are significantly lower for the inertial-aided BA.
Error metric Pure BA Inertial-aided BA
Mean absolute error x direction: |ex| 0.1966 mm 0.1349 mm
Mean absolute error y direction: |ey| 0.2661 mm 0.2277 mm
Mean absolute error: |exy| 0.2324 mm 0.1826 mm
Median absolute error: |˜exy| 0.1967 mm 0.1722 mm
Maximum absolute error: max (|exy|) 0.9693 mm 0.5484 mm
Minimum absolute error: min (|exy|) 0.00846 mm 0.0078 mm
Number of points: n 136 136
Table 11: Numerical comparison of reconstruction accuracy between pure and inertial-
aided BA
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Figure 104: Distances between checker board corners in y direction - Blue: Inertial-aided
BA, red: pure BA
Besides the increased metric reconstruction accuracy, it was also observed that
the number of iterations of the BA can be reduced up to 65%, if a good inertial
motion estimate is available. Nevertheless, due to the fact that the number of
iterations depends highly on the quality of the a-priori estimate of the camera
trajectory, it is not possible to generally quantify a typical reduction rate, but it
can be certainly concluded that the usage of inertial measurements has a positive
effect also on the computational costs of the reconstruction pipeline. This is an
important aspect, especially for real-time systems.
5.4.3 3D Modelling with VISrec!
The following section should show the overall performance of the complete 3D
modelling pipeline of the PFN architecture based on an example object. For this,
two different objects were used, as shown in Fig. 105.
(a) (b)
Figure 105: Test objects for the experimental evaluation of the VISrec! 3D modelling
pipeline; (a) - Object "Castle"; (b) - Object "Figure"
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The castle object, as shown in Fig. 105 - (a), is a cooperative scene, because it is
highly textured all around its surface. This would help the feature handling stage
during the reconstruction process. In comparison to that, the figure object in Fig.
105 - (b), contains also regions without or with only limited texture.
The general setup for both experiments contains a rotating table, which rotates
the objects in front of the camera around its on axis. This would be similar to a
setup, where a hand-held camera moves on an orbit around the object, but the
solution with the rotating table is easier to reproduce. There is no possibility to
use the industrial robot for the evaluation, since the robot arm is not able to move
the sensor (camera and IMU) completely around the object.
The following subsections summarise the results for the two example objects
from Fig. 105.
5.4.3.1 Castle Model
The first test object is the castle model. As it was already stated above, it contains
a cooperative texture and shape.
The following table gives an overview of the different aspects of the generated
object model and the corresponding image sequence including the number of
generated 3D points, image frames and geometric relations of the final object.
Image sequence
Number of frames (complete sequence): 88
Number of frames for initial scene model: 15
Used prototype: Industrial camera
Image type: Grayscale 8-Bit
3D scene model
Number of 3D points generated (complete model): 555
Number of 3D points in initial scene model: 172
Minimum x-value [mm]: -157.24
Maximum x-value [mm]: 176.05
Minimum y-value [mm]: -247.02
Maximum y-value [mm]: 203.76
Minimum z-value [mm]: 843.12
Maximum z-value [mm]: 1101.3
Table 12: Overview of image sequence and 3D model for castle object
Fig. 106 gives an overview about the 3D reconstruction results for the castle
object. In this context the initial scene model, generated during the relative pose
phase, and the subsequently added points from sequential SfM are separated by
its colours and markers. Fig. 106 - (a) to (c) visualise the 3D points reconstructed
for the initial scene model (red points), while Fig. 106 - (d) to (f) are visualising
the complete 360◦ model from both initialisation (red points) and sequential SfM
(blue points). For both cases, three different viewpoints are visualised to point
out the three-dimensional shape of the model.
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An evaluation of the reconstruction accuracy of the given 3D model is difficult
to achieve, since there is no ground truth data for the object available. Nevertheless
the following table gives an overview about manually measured height (h), depth
(d) and width (w) of the real object, which are compared to the corresponding
values derived from the minimum and maximum coordinates in x-, y- and
z-direction from the 3D model.
The dimensions are calculated from the k 3D points Xk = [xk,yk, zk]T , as
shown in the following equations:
h = |max{yk}−min{yk}| (5.18)
d = |max{xk}−min{xk}| (5.19)
w = |max{zk}−min{zk}| (5.20)
It should be noted, that the 3D reconstruction model was manually aligned in
such a way, that it stood on a virtual horizontal plane within the metric coordinate
system, before the measurements were taken. This step should avoid a distortion
of the height, width and depth measurement based on a not horizontally aligned
pose of the model.
Dimension Real model 3D reconstruction
Height 455 mm 450.02 mm
Width 330 mm 333.49 mm
Depth 255 mm 258.18 mm
Table 13: Comparison of the dimensions of the castle object and the corresponding 3D
reconstruction
5.4.3.2 Figure model
The second test object is the figure model, which contains in comparison to
the castle model less texture and can be interpreted as a less cooperative scene,
because the feature handling stage, depends mainly on the given texture of the
object.
Table 4.3.4 contains again an overview of the most important aspects of the
image sequence and the corresponding 3D reconstruction. It is obvious, that even
if the image sequence contains more images, the overall 3D model is composed
of much less points. This is a reasonable consequence of the missing texture on
the given object.
The following figure illustrates again the result of the 3D modelling. Here, Fig.
107 - (a) to (c) contain again the elements of the initial scene model. It can be
seen, that due to the texture of the object, almost all points are located within a
relatively limited space.
The results of the overall reconstruction are shown in Fig. 107 - (d) to (f). The
shape of the object is recognisable, but only in a relatively sparse representation.
Especially at the arms of the figure are only a small subset of 3D points located.
The comparison of the dimensions between the 3D model and the real object, is
a bit more inaccurate for the figure object, since the shape is not clearly definable.
Nevertheless, the following tables shows the results of the comparison.
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Figure 106: Results of the 3D reconstruction pipeline for the castle model; (a) - Front view
of the initial scene model; (b) - Side view of the initial scene model; (c) - Top
view of the initial scene model; (d) - Front view of the complete model (red
markers are representing features from the initial scene mode, while blue
markers are indicating feature points added during sequential SfM); (e) - Side
view of the complete model; (f) - Top view of the complete model
In Table 15 the distance between the arms (measured at the fingertip positions)
is also included. To compute the arm distance within the 3D model, two separate
points were selected manually and the geometric distance was calculated from
the given coordinates. Fig. 108 shows the 3D model and the selected 3D points.
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Image sequence
Number of frames (complete sequence): 121
Number of frames for initial scene model: 24
Used prototype: Industrial camera
Image type: Grayscale 8-Bit
3D scene model
Number of 3D points generated (complete model): 311
Number of 3D points in initial scene model: 61
Minimum x-value [mm]: -104.43
Maximum x-value [mm]: 62.26
Minimum y-value [mm]: -48.24
Maximum y-value [mm]: 106.86
Minimum z-value [mm]: 455.82
Maximum z-value [mm]: 524.73
Table 14: Overview of image sequence and 3D model for figure object
As it can be seen, the shape representation of the figure model is much poorer,
then for the castle object. This can be traced back to the low texture, which leads
to less feature points in general and a higher measurement noise of the given
feature correspondences.
By this, it can be stated in general, that the actual texture of the observed
object is not just influencing the density of the model, but also the reconstruction
accuracy.
Dimension Real model 3D reconstruction
Height 170 mm 159.69 mm
Width 150 mm 155.10 mm
Depth 70 mm 62.91 mm
Arm distance 140 mm 152.37 mm
Table 15: Comparison of the dimensions of the castle object and the corresponding 3D
reconstruction
5.4.4 Comparison of Visual and Visual-Inertial 3D Modelling
Besides the general evaluation of the 3D modelling capabilities of the VISrec!
algorithm, it is important to compare the achieved results to the performance of a
classical SfM algorithm, which relies only on visual measurements. For this the
same image sequences for the figure and the castle object are also processed by
the VFC only. This test can be interpreted as a measure of the positive influence of
the inertial measurements and the corresponding MSDF algorithm to classical SfM.
[ September 22, 2014 at 13:39 ]






































































































Figure 107: Results of the 3D reconstruction pipeline for the figure model; (a) - Front view
of the initial scene model; (b) - Side view of the initial scene model; (c) - Top
view of the initial scene model; (d) - Front view of the complete model (red
markers are representing features from the initial scene mode, while blue
markers are indicating feature points added during sequential SfM); (e) - Side
view of the complete model; (f) - Top view of the complete model
The following sections provide the results for both, the figure and the castle
model.
5.4.4.1 Castle Model
Table 16 shows a comparison of the 3D reconstruction results between classical
(visual-only) SfM and (visual-inertial) PFN for the castle model. It can be seen, that
the overall performance of the VISrec! approach is able to outperform classical SfM
in terms of accuracy of the metric reconstruction and the density (number of 3D
model points) of the generated 3D model.
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Figure 108: 3D model and manually selected 3D points at the fingertip positions of the
arms
Visual SfM Visual-Inertial PFN
Number of frames: 88 88
3D scene model
Number of 3D points generated (complete model): 378 555
Number of 3D points in initial scene model: 79 172
Reconstruction accuracy
Absolute reconstruction error object height [mm]: -15.16 -4.98
Relative reconstruction error object height: -3.33% -1.09%
Absolute reconstruction error object width [mm]: -18.59 3.49
Relative reconstruction error object width: -5.63% 1.06%
Absolute reconstruction error object depth [mm]: -13.88 3.18
Relative reconstruction error object depth: -5.44% 1.25%
Table 16: Comparison of the 3D reconstructions delivered by the visual SfM and the
visual-inertial PFN for the castle model
The number of points within the final 3D model can be increased by 46% if
the visual-inertial aSfM approach is used. This is a logical consequence of the
improved feature tracking performance which can be achieved by employment of
the VIFTrack!! algorithm.
Furthermore, the metric accuracy of the 3D reconstruction can be increased
also, where in particular the more dense scene representation leads to a more
accurate shape representation.
The same evaluation was carried out for the figure model. The results can be
found in the next section.
5.4.4.2 Figure Model
As it was already shown in section 5.4.3.2, the final 3D model for the figure object
suffers from the less textured surface properties, which leads to a relatively sparse
3D object representation. As shown in Tab. 17, the number of 3D points within
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Visual SfM Visual-Inertial PFN
Number of frames: 121 121
3D scene model
Number of 3D points generated (complete model): 124 311
Number of 3D points in initial scene model: 25 61
Reconstruction accuracy
Absolute reconstruction error object height [mm]: -22.55 -10.31
Relative reconstruction error object height: -13.26% -6.06%
Absolute reconstruction error object width [mm]: -8.9 5.10
Relative reconstruction error object width: -5.93% 3.40%
Absolute reconstruction error object depth [mm]: -8.55 -7.09
Relative reconstruction error object depth: -12.21% -10.31%
Table 17: Comparison of the 3D reconstructions delivered by the visual SfM and the
visual-inertial PFN for the figure model
the reconstructed model decreases again by 60% if the inertial measurements are
not considered within the reconstruction pipeline.
Due to this, the actual accuracy of the shape reconstruction is relatively poor
for the SfM case if compared to the results delivered by the PFN. The main reason
for the incorrect representation of the object’s dimensions is the unpredictable
distribution of image features on the objects borders, as it was already shown in
Fig. 107.
5.5 conclusion
The results presented for the implementation of the parallel fusion network show
promising results for all fusion cells.
The suggested approach for the inertial fusion cell (IFC) contains a bank of
Kalman filters for the robust estimation of the camera’s orientation and position
based on measurements from magnetometers, gyroscopes and accelerometers.
The suggested approach is able to outperform other techniques, such as comple-
mentary or weighting filtering.
The visual fusion cell (VFC) is based on a novel approach for sequential SfM,
based on ideas adapted from SLAM. The procedure is based on the creation of
a preliminary scene structure model, based on triangulation between selected
keyframes. The known 3D points of the structure model can be used in the second
step, to estimate the absolute camera pose and add subsequently new feature
points to the scene model. Due to the fact, that all presented pose estimation
techniques are very sensitive to incorrect or noisy data a Guided-RanSaC approach
was used to detect outliers within the set of corresponding feature points.
The integration of the visual and inertial FC within a parallel fusion architecture
leads to an improvement of the overall robustness and accuracy:
The visual-inertial feature tracking scheme (VIFtrack!) is able to improve the
overall performance of the important feature detection and matching/tracking
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stage during SfM. The number of successfully tracked features can be increased
enormously by the integration of the inertial orientation estimates.
The incorporation of the inertial motion estimates during the creation of an
initial scene model leads to both, an improvement of the reconstruction accuracy
and decreasing computational costs, which is important for a possible real-time
application.
The overall architecture is able to generate 3D models from real world objects,
whereby only low-cost off-the-shelf products are used as a sensory unit.
Nevertheless, the major drawback of the aided-SfM approach is the fact, that the
observed scene or object can only be sparsely reconstructed. The overall number
of 3D points and the density of the surface reconstruction depends highly on the
texture of the observed object.
In order to prove the generality of the proposed sensor fusion scheme, the
following chapter of the thesis will describe the introduction of range sensors
within the VISrec! scheme. Such range sensors are able to produce dense point
clouds from a single viewpoint in real time. With the assistance of range sensors,
it should be possible to improve the overall quality of the generated 3D models
in terms of surface density and resolution.
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E X T E N D E D F U S I O N N E T W O R K ( E F N )
"What I’ve started I must finish.
I’ve gone too far to tun back.
Regardless of what may happen,
I have to go forward."
— Michael Ende: "The Neverending Story"
(Ende 1996)
6.1 introduction
The usage of visual and inertial measurements within an aided-SfM scheme, as
introduced in section 4, provides the possibility to generate 3D reconstructions
from real scenes based on the successful detection and tracking of distinctive 2D
image features.
Nevertheless, this framework assumes that the observed scene contains only
objects with a cooperative texture. As it was shown in Aufderheide et al. 2009b
and Aufderheide 2008, the texture of an image has got a strong influence on the
probability, whether a certain feature point can be tracked successfully, or not.
It is obvious, that this assumption is not true for all possible objects (compare
results of 3D modelling approach, as shown in Fig. 107).
Thus, for non-cooperative object textures, the approach from section 4 will lead
to a relatively sparse 3D reconstruction, which might not be ’up to scratch’ for all
possible application fields.
This chapter will introduce the general class of range sensors into the project.
These special cameras are able to deliver the depth of an observed scene and a
visual representation (either grey scale or RGB) simultaneously and in real-time.
In Appendix D possible methods and techniques for the realisation of a range
sensor are described briefly. Here, the important Time-of-flight (ToF) principle is
introduced. Other available range sensors are based on some kind of a structured
light scanning, which was already introduced in section 1.1.3.2.
The implementation of the PFN was concluded with the result, that the sug-
gested architecture and the corresponding framework are able to deliver satisfying
results within the given scenario, in terms of accuracy and applicability. It was
shown, that the approach of fusing visual and inertial measurements, is able to
outperform classical SfM and especially the robustness and the number feature
points that can be handled, can be increased.
Nevertheless, the generated 3D models are only sparse representations of their
real world objects. Especially the type of surface texture of the observed objects,
ie crucial for the performance of the overall scheme.
Range sensors are nowadays available, which are able to deliver dense 3D depth
maps of the scene. This section summarises the development of an Extended
Fusion Network (EFN), which combines the general idea of the PFN architecture
with the simultaneous integration of a range sensor. The necessary system design
for the EFN is introduced in section 6.2.
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For thus a Range Fusion Cell (RFC) needs to be developed for its usage within
the extended fusion architecture (EFN), where it gets measurements from the
range sensor information channel. Due to the modular concept, the RFC processes
only the depth measurements, as provided by the range sensor, while the visual
images (RGB or greyscale) are processed within the visual fusion cell.
Thus, the visual information should not be processed on a low-level abstraction
level within the RFC, but with a higher granularity, since the VFC delivers fusion re-
sults as external knowledge to the range fusion cell (e.g. feature correspondences,
etc.).
Section 4.3.4 summarises the actual implementation of the RFC in detail.
6.2 extended system design
The parallel fusion network consists of three distinctive fusion cells, where the
visual and the inertial fusion cell are executed in parallel and independent from
each other. The visual-inertial cell collects intermediate results from both (e.g.
two separate motion estimates) and combines both measures in order to generate
the 3D model.
Due to the modular character of the system design, it is now possible to replace
a single sensor (here: the standard camera) by a different entity (here: a range
sensor) and the general architecture remains untouched.
Due to the fact, that the IMU and the corresponding FC, the IFC, can be operated
independently from the camera, the actual inertial route need not be changed.
The range sensors employed (the Baumer TG01 and the Microsoft Kinect, as
introduced in section D.2.3) are able to provide beside the actual depth image,
also a visual scene representation1. It is possible to keep the visual route (VFC)
also untouched.
The remaining modality which has to be processed, is the actual set of range
measurements (depth maps and/or 3D point clouds). For this, the VIFC will be
replaced by a new Range Fusion Cell (RFC), which uses intermediate results from
the VFC (e.g. the sparse scene reconstruction) and the IFC (e.g. motion estimates)
in order to generate dense 3D scene reconstruction.
Fig. 109 shows the complete architecture of the proposed EFN, where the actual
implementations of the visual and inertial fusion cells and the corresponding
intermediate results are visualised.
It should be stated, that not all available intermediate results, are used within
the actual state of the implementation of the RFC. Actually the sparse 3D scene
model from the VFC is not used within the RFC, but the set of 2D visual feature
correspondences.
The general task of the range fusion cell can be defined as the generation of
a dense 3D object model, based on the acquired range measurements and the
external knowledge, which are typically derived from the other fusion cells.
The general procedure of generating a dense and complete visual model of an
object, can be subdivided into different stages, as shown in Fig. 110. The process
begins with the acquisition of 3D measurements (3D point clouds in a metric
Euclidean coordinate system) from different viewpoints located around the object.
1 The Microsoft Kinect delivers an RGB image, while the Baumer TZG01 provides a greyscale image
for each depth map.
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Figure 109: Architecture of the extended fusion network EFN, which incorporates a range
sensor
The second step contains an optional pre-processing of the raw point clouds such
as noise filtering, background subtraction or segmentation.
In order to generate a complete and closed visual model of the object, the 3D
point measurements need to be moved in the same coordinate system. Since all
measurements are relative to the position of the acquisition device, this is only
possible if the motion of either the camera or the object during the acquisition
process can be calculated based on the set of point clouds. This fusion of point
clouds is often referred to as Point Cloud Registration (PCR).
If the whole routine is executed for a set of point clouds, which are captured
from an adequate number of viewpoints, a full 360◦ visual model will be gener-
ated. Since, the range sensor delivers also colour or intensity images, a texture
mapping would be also theoretically possible.
It is obvious that there is a great potential for the usage of the intermediate
motion estimates within the range fusion cell (e.g. for an improvement of the PCR
stage). The details about this implementation can be found in the subsequent
sections.
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step towards an on-the-fly scene acquisition framework. Aufderheide and Krybus (2010) have described the 
numerous applications for such a modeling device. 
 
 
Figure 1.Generalized 3D reconstruction process based on point cloud measurements including four stages 
    It is possible to identify two distinctive directions of research in this context, where the most promising 
results in recent years were produced by using classical algorithms for PCR within a massive-parallel 
implementation e.g. on GPU1 or  FPGAs2. The most prominent example is the KinectFusion project carried 
out by Microsoft research based on their Kinect sensor. Newcombe et al. (2011) implemented a hierarchical 
ICP for real-time sensor tracking in six degrees of freedom (6 DoF) with a highly parallel architecture on 
GPUs. Belshaw & Greenspan (2011) presented a highly efficient implementation of a brute-force nearest 
neighbours based ICP for object tracking, on an FPGA platform and was able to carry out a speed of 200 
frames per second. This speed performance is faster than a PCR routine based on an AK-d tree based ICP 
implemented in software.  
  Nevertheless, it is also possible to identify research directions which focus on the extension of classical 
ICP-based methods, in order to reduce the computational costs of PCR. In this context it is possible to (i) 
optimize the minimisation problem within the ICP, (ii) optimize the search of point correspondences which 
are the base for the ICP or (iii) estimate a robust initial guess of the rigid transformation ࢀ (includes rotation 
ࡾ and translation	࢚)  that transforms the two point clouds.  
   This paper concentrates on the last issue while we suggest a crude-to-fine ICP (C2F-ICP) framework which 
utilizes sparse visual features to compute an initial crude estimate  of the rigid transformation which is then 
used in a second step to compute the final refined pose based on classical ICP.  
    
    The remainder of this paper is organised as follows: section 2 gives an overview about classical ICP 
implementations and the typical drawbacks of that framework. Section 3 covers the broad concept of 
incorporating visual information into PCR and describes the estimation of a preliminary rigid transformation. 
Section 4 gives an overview and a detailed description of the C2F-ICP framework. Section 5 summarises the 
experimental evaluation of the proposed framework and provides some implementation details. Finally 
section 6 concludes the whole work and shows potential future work. 
                                                 
1 GPU – Graphics processing unit 
 
2 FPGA – Field programmable gate array 
Figure 110: Generalized 3D reconstruction process based on point cloud measure e ts
including four stages
6.3 range fusion cell (rfc)
This chapter introduces the implementation of the RFC. In this context, the follow-
ing stag s are impo tant to consider.
• General 3D reconstruction pipeline based on depth images - The general frame-
work f r the creation of a full 360◦ reconstruction of the observed object,
based on the four stages, as introduced in Fig. 110. For this, the famous
algorithmic approach of Kinect Fusion (KinFu), as described in Newcombe
et al. 2011, is applied and implemented. This stage is described in section
6.3.1.
• Combination of shape and visual information for the point cloud registration PCR
process - The visual fusion cell delivers intermediate results, which can be
used as auxiliary information within the RFC. Here, the usage of 2D/2D
co respondences, as delivered from the feature detection and matching
sch me, within the process of PCR is introduced in section 6.3.2.
• Incorporation of inertial and visual motion estimates within the PCR stage - The
process of PCR requires the corresponding stage of the 3D reconstruction
pipeline of the RFC to compute motion estimates of the range sensor. In
order to increase the robustness of PCR, it is possible to use motion estimates
from the inertial and/or visual route as additional knowledge within the
RFC. Section 6.3.3 provides a brief overview of the implemented concept.
• Automatic user guidance based on Next-Best-View (NBV) planning - An impor-
tant aspect of the applicability of the given scheme within real-world appli-
cations, is the overall ergonomic concept for the user during the acquisition
process. For this, it would be a highly desirable goal if the user gets some
kind of a feedback from the algorithm during the actual scene acquisition.
This feedback should contain information about the actual quality of the 3D
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scan and ideally also some kind of a user guidance system, which provides
a navigation information, which states where to move the sensor next, in
order to generate a full reconstructed model of high quality. This can be
realised based on a next-best-view (NBV) planing procedure, as shown in
section 6.3.4.
6.3.1 KinectFusion Algorithm (KinFu)
The KinFu algorithm is the PCL implementation of Microsoft’s Kinect Fusion 3D
scanning algorithm and is available as an extension of the PCL core. Kinect Fusion
is an algorithm developed by Microsoft Research (see Newcombe et al. 2011),
which allows the user to reconstruct a 3D scene in real-time by moving the Kinect
3D scanner around the scene.
Unlike the Simultaneous Location and Mapping (SLAM) paradigm, which can
provide good camera tracking but rudimentary scene reconstruction, the Kinect
Fusion algorithm and its PCL implementation provide a high degree of fidelity of
reconstructed scenes at speeds up to 30Hz (the maximum speed of the Kinect).
This algorithm is used to realise the general four stages of the 3D reconstruction
pipeline from Fig. 110. Thus, the KinFu algorithm needs to implement the basic
functionality of the following stages:
• Acquisition of 3D point clouds - The actual 3D point cloud data needs to be
acquired from the range sensor and buffered within the PC’s memory by a
reasonable scheme.
• Pre-Processing - The gathered point clouds typically need to be pre-processed,
where normal steps would include noise filtering, background subtraction
or point cloud segmentation. For this, the actual implementation of the
KinFu algorithm contains a bilateral filtering of the raw depth maps. Due to
the fact, that the VISrec! scheme deals with 3D object modelling, a typically
scene observed by the sensory unit, contains in most cases only a single
object of interest. For this reason, the final algorithm implements also a
scene segmentation based on colour keying, which is comparable to the blue
screen technique, dominantly used for CGI within the film and TV industry.
• Point Cloud Registration PCR - Computing the correct alignment of 3D point
clouds is an import task within the 3D reconstruction pipeline. The vast
majority of the suggested procedures realise the spatial frame-to-frame
alignment of the 3D measurements by applying the Iterative Closest Point
algorithm (ICP) or variants thereof. ICP in general, considers only the 3D
shape for the computation of the relative pose between two given point
clouds. Also the KinFu approach applies classical ICP to realise the PCR.
• Post-processing - The post-processing stage typically consists of classical
methods from the field of computer graphics, such as texturing, ray casting,
lighting, etc., which are responsible to create a realistic overall appearance
of the 3D model. For the given scenario, the actual visual appearance of the
generated 3D data is not considered to be important and was neglected as
far as possible.
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Fig. 1112 is a flowchart of the KinFu algorithm, which also applies the general
four stages, as shown above.
Depth acquisition
Bilateral filtering of 
depth map
Downsampling
Computer vertex and 
normal maps
Iterative Closest Point





























Figure 111: Kinect Fusion algorithm pipeline: line arrows indicate succession, dotted
arrows on the right indicate what each step provides - 1. stage (Depth
acquisition); 2. stage (bilateral filtering, downsampling, computation of vertex
and normal maps); 3. stage (ICP, merging of data); 4. stage (Ray casting)
The algorithm iterates through several steps, as illustrated in Fig. 111, which
are shortly described within the following sections.
6.3.1.1 Step 1 - Data Acquisition
The Kinect Fusion uses the range sensor to acquire raw depth information. The
KinFu algorithm, as described in its original form in Newcombe et al. 2011, was
only intended for the usage with the Microsoft Kinect sensor. Thus, it is necessary
to adapt the actual implementation for other range cameras (here: e.g. the Baumer
TZG01).
2 Figure adopted from Teodorescu 2013.
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6.3.1.2 Step 2 - Bilateral Filtering of Depth Information
The raw acquired depth map is filtered by a bilateral filter. This non-linear filter
is designed to reduce noise, while preserving hard edges. The result of applying
such a filter to a depth image is shown in Fig. 112
2. Kinect Fusion Algorithm
For some operations, calibration parameters are used. The matrix K is the
intrinsic camera matrix. It is defined as
K =
fx 0 cx0 fy cy
0 0 1
 , (2.1)
where fx and fy are the focal lengths, and cx and cy are the coordinates of the
principal point. The intrinsic matrix is named Kc for the camera and Kd for the
depth device.
2.2. Bilateral filter
The raw depth image is smoothed by a bilateral filter. It decreases the noise in
the depth image by smoothing surfaces with a minor impact on edges. Figure 2.3
illustrates the result, while the grabber is directed to the front of a wall with a cable
duct. Both, the raw depth image (a) and the filtered depth image (b) are scaled
to show the interval between 1024mm and 1125mm. Lower values are shown in
white, higher values in black. The difference image (c) shows the inverted result
if both depth images are subtracted. It should be noted that this has been done
with an image manipulation program and the visible waves are caused by the low
number of colour levels in the source image. However, it shows the behaviour of
the bilateral filter on edges. Changes in depth values are clearly noticeable in some
regions but in general relatively low while the whole image has lower noise.
(a) raw depth (b) filtered depth (c) difference
Figure 2.3.: The bilateral filter smooths surfaces but has low influence on edges.
2.3. Downsampling
The filtered depth image is downsampled into so called pyramid levels. This is
illustrated in Figure 2.4. Any level has half of the resolution of the previous one. The
downsampling is performed by calculating the average value of the corresponding
Real-Time 3D Surface Reconstruction using a Moving Depth Camera 9
Figure 112: Depth map filtered with bilateral filter: (a) raw depth image; (b) filtered depth
image; (c) difference between raw and filtered depth image
6.3.1.3 Step 3 - Downsampling
The downsampling procedure involves the creation of a pyramidal stack of depth
maps. In this step, each level of the pyramid contains an image that was scaled to
half the resolution of the previous level, as shown in Fig. 113.
Figure 113: Three level pyramid stack.
The resulting value of a pixel of the depth map D[u,v] at the position [u, v]
is obtained by interpolating 4 pixels on the previous level using the following











The type of value stored in Dl[u,v] is irrelevant as long as the operations of
addition and integer division are defined for it. For example, mathbfDl[u,v] could
store an integer representing the depth or a point’s 3D coordinates, the principle
would still hold.
Currently, the Kinfu algorithm uses a pyramid height of three levels, as indi-
cated in the Figure 113. The reason for the downsampling is the actual speed-up,
[ September 22, 2014 at 13:39 ]
6.3 range fusion cell (rfc) 146
which can be achieved e.g. by applying the PCR process on a higher level of the
pyramid.
6.3.1.4 Step 4 - Generation of Vertex and Normal Maps
Based on the acquired depth map, it is necessary to compute the normal and
vertex maps, which are basically two-dimensional arrays. Vertex maps store, for
each location, the point’s 3D coordinates. Normal maps, on the other hand, store
the direction of the point’s normal vector. Vertex and normal maps are calculated
for each level of the pyramid using the depth image at the corresponding level.
The relation through which the vertex coordinates are calculated is shown below.




Here, Kd represents the matrix of the intrinsic parameters for the range camera
and (x,y) are the image coordinates of the vertex.
Normals can be calculated using a relation as shown in the following equation.
N[x,y] =
(V[x+1,y] −V[x,y])× (V[x,y+1] −V[x,y])
‖(V[x+1,y] −V[x,y])× (V[x,y+1] −V[x,y])‖
. (6.3)
The relation shown in Equation 6.3 can be basically interpreted as a normaliza-
tion of the cross product between vectors of consecutive vertical and horizontal
points.
6.3.1.5 Step 5 - Iterative Closest Point (ICP)
In lack of a better positioning algorithm, the Kinect Fusion algorithm uses the
fact, that the ICP delivers estimates of the rigid transformation between two point
clouds ([R|t] matrix) as a base for the point cloud registration process.
As such, ICP is used to calculate the [R|t] matrix that provides an alignment
between the normal and vertex maps obtained in Step 4 (VMscan and NMscan
in Fig. 111) and those obtained in Step 7 of the previous iteration.
The algorithm is first run using normal and vertex maps from the highest level
of the pyramid (lowest resolution). If no correspondence is found, the level is
decreased, providing a better pose estimation at the cost of increased workload.
For a possible case, in which no correspondence can be found even at the
lowest level of the pyramid (full resolution), this step fails and causes the whole
Kinect Fusion algorithm to reset, losing any data that might have been collected
in the process. If a correspondence is found, based on the rigid transformation
parameter, and knowing the previous pose of the camera, the new camera pose
can easily be calculated.
The general ICP algorithm can be described, according to Aufderheide et al.
2013, as follows.
The problem of finding the optimal rigid transformation T = [R|t] that aligns
two given sets of points S = s1, s2, ..., sn with si ∈ R3 and D = d1,d2, ...,dm with
di ∈ R3 within a unified coordinate system based on ICP can be subdivided into
four different steps:
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• Initial transform – The first step in ICP algorithm is the initial transform of
point cloud S with a given estimate of the rigid transformation Tˇ. In most
cases, the initial estimate is propagated either from the former iteration of
ICP for the actual frame or the final transformation from the previous frame,
based on a constant velocity assumption.
• Correspondence – The next step consists of the identification of homologous
information between the two given point clouds S and D, which means that
3D point pairs [si, dj] are identified which describe the same physical world
point.
Due to the fact, that the identification of corresponding points within
huge point clouds is computational complex, Rusinkiewicz and Levoy 2001
suggest a former selection of a subset of points, e.g. based on uniform or
random subsampling. This leads to the generation of simplified points sets
S ′ and D ′. The matching of corresponding points is realized in most cases
by using a simple strategy based on minimizing the Euclidean distance
between a point sk from S ′ and a corresponding point dk from D ′. Other
strategies e.g. Chen, Hung, and Cheng 1998 utilize the surface normal vector
of a point sk to find a corresponding point in D ′, which is often labelled as
normal shooting. Neugebauer 1997 introduced a technique based on reverse
calibration, which projects the source point onto the destination mesh from
the point of view of the destination mesh’s range camera. Fig. 114 illustrates
the differences between those classical matching techniques.
Figure 114: Comparison of methods for finding homologous points – (a) Closest point by
Euclidean distance; (b) Normal shooting; (c) Reverse calibration
It was shown by Zhang 1994, that the correspondence search is the most
computationally expensive step in the ICP algorithm: If the first point cloud
contains n points and the second data set contains m points, the complexity
of a closest point query within the complete search space is O(nm). By
introducing a k-dimensional binary tree (k-d-tree) it is possible to reduce
the computational complexity to O(n · log[m]). The use of k-d trees for
closest point computation converts the problem to the search within a
binary tree. At each node of the tree, a test is performed to decide which
side of a hyperplane the closest point will lie on.
• Pose estimation - Based on the set of correspondences (mathematically at least
three point pairs are necessary) the parameters of the rigid transformation
can be computed. The optimal transformation, which maps cloud S onto
D, D ′ = Rsi + t, can be found by minimizing the error between all n point
pairs, as shown in the following equation:
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‖di − (Rsi + t)‖2
}
(6.4)
Arun, Huang, and Blostein 1987 have suggested that this can be realized
efficiently by applying a singular value matrix decomposition (SVD) in a
non-iterative way to R and t.
• Evaluating registration accuracy - Once R and t are computed by SVD, the
quality of the result has to be evaluated in order to decide if the ICP needs to
continue for another iteration. Due to the fact, that the whole optimization
problem is based on minimizing the least-squared distance from Equation
6.4, this is used as an indicator to ’abort’ the algorithm. So if the least-
squared distance of the computed transformation falls below a certain
threshold ιLS the abort criteria is fulfilled. Due to the fact, that for noisy
data sets it is difficult to find an optimal threshold value, in addition also
the following abort criteria are used:




‖di − (Rsi + t)‖2 < ιLS (6.5)
2. Stop ICP, if the relative magnitudes of the incremental rotation and
translation are both less than thresholds, where R and t are the actual



























3. Stop ICP, if the absolute magnitudes of the incremental rotation and
translation are both less than thresholds:
(∣∣R−∣∣ < ιRa)∧ (∣∣t−∣∣ < ιTa) (6.7)
4. Stop, if the number of iterations exceeds a certain maximum ιIT
If one of the abort criteria is fulfilled the actual estimates R− and t−
are used as final estimates R and t, otherwise the four steps of the ICP
are repeated.
3 Here ωi are rotations about the x, y, and z axes as coded within the rotation matrix R
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The fundamental problem of the ICP algorithm is the fact, that many itera-
tions are required if the initial guess is poor. This large number of iterations
which have a high computational cost, mean that a ICP algorithm, which
runs on a non parallel architecture, is not suited for real-time operation.
6.3.1.6 Step 6 - Merging Data to Current Model - TSDF Integration
The data obtained from the current scan is merged into the current model after
being rotated and translated to obtain the global coordinates of the vertices.
Normally, this step would be preceded by a registration step.
To understand the procedure for integrating a partial point cloud within the
overall model, it is important to consider the how the actual 3D point cloud data
is internally saved and handled. For this the KinFu algorithm uses a Truncated-
Sine-Distance-Function TSDF cuboid, which will be introduced within the next
paragraph.
truncated signed distance function (tsdf) The truncated signed dis-
tance function (TSDF) is a volumetric algorithm introduced in Curless and Levoy
1996, which makes use of a 3D volume to represent the visible space and a
cumulative signed distance function to represent distance from every point to the
nearest surface along the line of sight to the sensor.
The algorithm works with un-organized point clouds and, unlike algorithms
that require structured data, it does not make prior assumptions regarding the
connectivity of the points, which is a major advantage in the absence of contours
to provide connectivity curves.
The most important properties of the TSDF algorithm, as stated by Curless and
Levoy 1996, are:
• Representation of range uncertainty: The algorithm considers that data in
range images normally has asymmetric error distributions, with the primary
direction being along sensor lines of sight.
• Utilization of all range data: All scans are taken into consideration, even the
ones that are deemed redundant, because redundancy can help decrease
the noise of the sensor.
• Incremental and order independent updating: The algorithm is able to incre-
mentally update the model of the object based on the range scans, and the
results are not biased by previous scans.
• Time and space efficiency: The range images and the object model are repre-
sented efficiently and the algorithm is able to process them quickly.
• Robustness: The algorithm is able to handle outliers and other errors in the
received data without catastrophic failures such as holes or self-increasing
surfaces.
• No restrictions on object shape: The algorithm does not pose any restrictions
regarding the shape of the object to be scanned.
• Ability to fill holes in the reconstruction: The algorithm is able to fill holes with
plausible surfaces.
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TSDF data is stored in a 3D volume of known physical size and dimensions, also
known as a voxel grid. A voxel is the smallest volume unit representing a value
on a 3D grid, similar to an image pixel. A cumulative continuous implicit function
Γ(x) is used, representing the signed distance from the voxel to the nearest surface
along the line of sight of the sensor. For each voxel, the signed distance function
Γ(x) and a cumulative weight W(x) are calculated by combining the distance
functions d1(x),d2(x)...dn(x) and weight functions w1(x),w2(x)...wn(x) from















Wi+1(x) =Wi(x) +wi+1(x). (6.11)
where Γi(x) and Wi(x) are the distance and the weight functions after integrating
the ith range image. Although Γ(x) and W(x) should extend indefinitely in every
direction, they are truncated at a certain distance behind the surface in order to
avoid artefacts due to artificial interaction with other surfaces, for this reason the
name "truncated signed distance function" is used.
The signed distance function d(x) is a continuous function that takes real
values in the interval [Γmin, Γmax], with Γmin and Γmax typically being -1 and 1
respectively.
Points that are located in front of the surface (between the surface and the
sensor) will have negative values in the interval [Γmin, 0], while points that lie
behind the surface will have positive values in the interval [0, Γmax].
A voxel’s unseen state is represented by a value of Γmax, while empty state is
represented by a value of Γmin, as shown in Fig. 1154. This convention allows for
easy extraction of the isosurface (the estimated surface of the object) by calculating
zero crossings between adjacent voxels5.
One of the most important capabilities that such a storage model provides is
easy detection and filling of holes. Curless and Levoy 1996 observe that holes are
represented by boundaries between unseen and empty regions. This provides for
a very robust and easy to implement method to detect holes and, as required, fill
them with a plausible surface. The outline of the algorithm is as follows:
1. The voxel space is initialized to the unseen state.
2. At every integration, the voxels near the surface are updated considering
the above mentioned conventions.
3. The line of sight back to the sensor is followed, and every voxel along the
way is marked as empty. This step is also known as space carving.
4 Figure adopted from Korth 2013.
5 A voxel is defined as the smallest volume element within the TSDF.
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Figure 2.6.: Schematic illustration of a surface and its representation in voxel grid.
and converting it to a volumetric grid of value- and weight-pairs according to the
grid dimensions. The detailed calculation is described in Newcombe et al. (2011,
p. 131). Furthermore, it is important to note that only depth points are processed,
which are not null.
For a new depth image point d[u,v] the corresponding weight Wd[p] is set to 1.






where Wmax is a static value of 128 in the current implementation. Because of this,
the weights are static after a given amount of time. The TSDF value is calculated
as follows.
F[k,p] =
W[k−1,p] · F[k−1,p] +Wd[k,p] · Fd[k,p]
W[k−1,p] +Wd[k,p]
(2.10)
WhenW[k,p] reaches the maximum, F[k,p] forms a moving average so that changes
in the scene also take place in the voxel grid representation after an amount of
time.
2.7. Surface prediction
Because the ICP algorithm determines the pose between two data sets of vertex-
and normal-maps, it would be possible to calculate the current maps just against
the maps of the last pass. In some implementations, this approach is applied. In
this case, the searched transformation relates to the global TSDF volume since it
is updated continuously with new data. Because of this, a surface prediction is
performed, consisting of a vertex- and normal map Vˆ [k], Nˆ [k], which are determined
by ray casting the global TSDF volume. This is done after the camera pose of the
current depth measurement has been determined, so that a ray for each pixel can
be generated. A ray is marched at the lowest possible distance and stopped at a
zero cross in the voxel grid.
The returned value is a vertex- and normal-map, which are used for ICP source
for the next pass of KinFu.
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Figure 115: Vertical cross section through a TSDF volume, as shown in PointCloudLibrary
2013. Points on the right (behind) of the isosurface have positive values, while
points on the left (in front) of the isosurface have negative values
4. Holes are detected and extrac ed by iterating over the 3D voxel grid and
marking unseen voxels that border empty voxels or empty voxels that
border unseen voxels.
The main disadvantage of the TSDF method lies in its difficulty bridging sharp
corners and representing thin objects. Because the influences of observed surfaces
extend behind the surface itself, in the case of thin objects surfaces on opposing
sides would interfere with one another, causing an artificial thickening of the
represented object. In this regard, sharp corners also act like thin surfaces and
might get rounded, as it was shown in Curless and Levoy 1996.
tsdf data integration The integration algorithm, as shown in Algorithm 4,
operates on the whole TSDF volume, calculating and truncating a signed dis-
tance function based on the latest range scan and camer pose. A constant,
MAX_WEIGHT , is required in order to keep th w ight value from overflowing
past the maximum value representable by a short data type. The surface distance
function is truncated by cutting the value of Γscan to 1 when the value of the
signed distance function is greater than the truncation value TRUNC_DIST .
The new TSDF and weight of a voxel are calculated using the equations (6.10)
and (6.11) based on the stored TSDF and weight of the voxel and the new TSDF.
Algorithm 4 : TSDF integration algorithm
1 for Points in TSDF volume do
2 Compute signed distance function based on range data and camera
pose
3 Γscan = min(1, SDFTRUNC_DIST )
4 Γnew ← (Γprev ∗Wprev + Γscan)/(Wprev + 1)
5 Wnew ← min(Wprev + 1,MAX_WEIGHT)
6 end
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6.3.1.7 Step 7 - Raycasting
The actual scene representation is raycasted after each new integration of novel
data. After the raycasting is complete, the pyramids of vertex and normal maps
are recalculated using the newly obtained data.
These vertex and normal map pyramids are used in the following iteration
as basis for calculating the alignment to the vertex and normal maps of the
subsequent scan.
6.3.2 Combination of Shape and Visual Information for PCR
The general fact, that typical ICP algorithms neglect all visual information de-
livered by a ToF or RGB-D sensor, is not just a drawback in terms of efficiency or
accuracy, but also in terms of robustness. This is illustrated in the following figure,
where two different objects (a sphere and a pyramid) are observed by a moving
depth camera. The corresponding depth images for the two different viewpoints
indicate that structural depth information alone is not suitable, in such a case,
to fuse different point clouds, because there are not enough distinctive points to
establish a set of correspondences in 3D. Fig. 116 visualises a non-cooperative
and a cooperative scene structure by a comparison between a spherical and a
pyramidal object and its corresponding depth information.
1. Introduction
(a) Sphere (b) Pyramid
Figure 1.4.: Depth sensor observing an object and corresponding depth map of
both views.
(see Newcombe et al., 2011). The algorithm uses the Microsoft Kinect device, to
continuously capture depth data of a scene. While the sensor is moved around a
scene, the gathered data is merged into a global scene reconstruction.
This algorithm has been implemented as a part of the PCL open source pro-
ject according to the published information in Newcombe et al. (2011). This
implementation also uses CUDA in order to accelerate calculations with the GPU.
The above stated weakness of ICP algorithm also occurs here. Because of this,
the pose estimation could be improved by combining the implementation with a
marker tracking algorithm, which makes use of the camera in the Kinect device.
1.6. Aim
The main objective of this work is the implementation of a three dimensional scene
reconstruction system using the Kinect sensor according to the KinFu approach. To
achieve this, the open source implementation of PCL can be used. The algorithm
should be improved to solve the weaknesses, which have been stated in Section 1.5.
To provide the basics for future work on this topic, the existing implementation is
analysed deeply and the resulting final implementation should be documented well.
1.7. Overview
Chapter 2 deals with the analysis of KinFu algorithm, which provides the 3D
scene reconstruction system. ARToolKitPlus, which is the used marker tracking
software, is introduced briefly in Chapter 3. Chapter 4 explains, how RGB sensor
is calibrated for using marker tracking. Furthermore, it is discussed how the depth
device can be calibrated, because lens distortion is currently not handled in KinFu.
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Figure 116: Depth sensor observing an object and corresponding depth map of both
views; (a) - A spherical object contains a flat structural surface, where dif-
ferent viewpoints can not differentiated; (b) - A pyramidal object contains a
distinctive structure where different viewpoints are easy to differentiate
Such a scenario can lead to a non-converging behaviour of the ICP and even
worse, a co ple e wr ng fusion of point louds. In such a case, the visual
information can help to guide the ICP in such a way, that it converges to a
minimum, because it is possible to estimate an initial transformation based on
visual information only.
The following figure shows a scheme for the usage of visual information during
the estimation of rigid transformation parameters for PCR.
Two subsequent intensity or RGB images (Ik and Ik+1) and depth images (Dk
and Dk+1) are acquired by a ToF ca era, where a pixel [u, v] in Ik represents the
same world point as the same pixel in Ik+1.
The first step consists of the detection of distinctive point featur s in both
intensity images. So, two sets of 2D point features are computed, which are
labelled as X = [i1, . . . , in] with ii ∈ R2 and X ′ = [j1, . . . , jm] with ji ∈ R2.
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4 Figure adopted from Korth (2013). 
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Figure 117: Framework for PCR base on visual information
For this work, different state-of-the-art methods from computer vision, such
as Scale-Invariant Feature Transform (SIFT) from Lowe 2004, Speeded-Up Robust
Features (SURF) as suggested in Bay et al. 2008, Fe tures from Accelerated Segment
Test (FAST) from Rosten, Porter, and Drummond 2010 and Center Surround
Extremes (CenSurE) as introduced by Agrawal, Konolige, and Blas 20086 are
implemented and evaluated for their applicability in the given context. Fig. 118
shows examples for two given intensity images and the resulting point features
by using SIFT feature detector.
 
(a) (b) 
Figure 3. Depth maps delivered by a moving range sensor for (a) a spherical object and (b) a pyramidal object4  
   The following figure shows a scheme for the usage of visual information in estimation of rigid 
transformation for PCR. 
 
 
Figure 4. Framework for PCR based on visual information  
Two subsequent intensity or RGB images (ࡵ௞ and ࡵ௞ାଵ) and depth images (ࡰ௞ and ࡰ௞ାଵ) are acquired by 
a ToF camera, where a pixel ሾݑ, ݒሿ in ࡵ௞ represents the sa e world point as the same pixel in ࡰ௞. The first 
step consists of the detection of distinctive point features in both intensity imag s. So two sets of 2D point 
features are comp ted which are labelled s ܺ ൌ ሾ࢏ଵ, … , ࢏௡ሿ  with ࢏௜ ∈ Թଶ and ܺ′ ൌ ሾ࢐ଵ, … , ࢐௠ሿ with ࢐௜ ∈ Թଶ. 
For this work different state-of-the-art methods from computer vision, such as scale-invariant feature 
transform (SIFT) from (Lowe (2004)), speeded-up robust features (SURF) as suggested by (Bay et al. 
(2008)), features from accelerated segment test (FAST) from (Rosten (2010)) and center surround extremes 
(CenSurE) as introduced by (Agrawal 2008)5 are implemented and evaluated for their applicability in the 
given context. Fig. 5 shows examples for two given intensity images and the resulting point features by using 
SIFT feature detector.  
 
       
            (a)                                       (b)                               (c)                                     (d) 
Figure 5. Examples of two intensity images (a) - ࡵ௞, (c) - ࡵ௞ାଵ and the detected point features (b) – ܺ, (d) – ܺ′ 
The point features build the base for finding 2D correspondences. The matching itself is realized by using the 
point descriptors suggested by (Lowe (2004)), which build a 16x16 pixel local neighborhood around each 
point. Within this neighbourhood the magnitude and orientation of the image gradients are computed. The 
orientations are collected within a histogram, where each point is weighted by its magnitude. The main 
orientation Θ is denoted as the orientation of that keypoint and the orientation histogram forms the base for a 
128-dimensional feature descriptor. The matching is done in feature space by using squared absolute 
distances between feature descriptors. 
                                                 
4 Figure adopted from Korth (2013). 
 
5 We used the simplified STAR detector. 
Figure 118: Examples of two intensity images (a) - Ik, (c) - Ik+1 and the detected point
features (b) – X, (d) – X ′
The point features build the base for finding 2D correspondences. The matching
itself is realized by using the point descriptors suggested by Lowe 2004, which
build a 16x16 pixel local neighbourhood around each point. Within this neigh-
bourhood the magnitude and orientation of the image gradients are computed.
The orientations are collected within a histogram, where each point is weighted
by its magnitude. The main orientation Θ is denoted as the orientation of that
keypoint and the orientation histogram forms the base for a 128-dimensional fea-
ture descriptor. The matching is done in feature space by using squared absolute
distances between feature descriptors.
It was shown in Aufderheide et al. 2009b, that feature matching in 2D intensity
images is inherently an unstable problem and even an optimal matching strategy
would lead to erroneous point pairs within the set of correspondences. This is
illustrated by Fig. 119, which shows typical matching results by applying SURF
for different object rotations.
For that reason, the following algorithm for visual PCR needs to implement a
strategy for outlier rejection. For this, the actual implementation realises a visual
point cloud registration within a RanSaC scheme. The first step is that for each 2D
point pair [ik, jl] the corresponding 3D point pair [sk,dl] from the depth image is
chosen to build a set of 3D correspondences.
6 The simplified STAR detector was used for this work.
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Figure 119: Examples of feature matching results with SURF for different angle differences
(a) 5°, (b) 10°, (c) 15° between first and second intensity image
These 3D/3D correspondences can be used to estimate the rigid transformation
just as described above. To reject the outliers within the dataset, the estimation is
embedded within a RanSaC scheme as shown in the following figure.
Figure 120: RanSaC scheme for rejecting outliers during visual rigid transformation esti-
mation
The estimation found during the last iteration of the suggested scheme can be
used within a crude-to-fine ICP algorithm as shown in the following paragraph.
As mentioned above one major problem by applying ICP for PCR is to find a
“good” estimate for the starting transformation [R0|t0], in order to reduce the
number of iterations of the ICP. The usage of the Visual-PCR (V-PCR) within a
Crude-to-Fine ICP scheme (C2F-ICP) is introduced for this work.
This scheme uses the parameters of the rigid transformation, as computed with
the above scheme, for visual point cloud registration as the initial parameters for
a subsequently executed classical ICP scheme.
In cases where the visual stage fails (e.g. due to too less point correspondences)
the visual stage is skipped and the motion estimate from the former frame is
used as a crude initial parameter guess for ICP.
Fig. 121 visualises the overall scheme of the C2F-ICP, where the intensity images
(Ik and Ik+1) are used within a visual PCR, which can be interpreted as the crude
registration stage, to provide an initial estimate for [R0|t0].
The given initial transformation is then used within the structural PCR, which is
based on the 3D shape of the objects, to refine the initial guess in order to deliver
the actual parameters of the rigid transformation.
The proposed scheme can be easily implemented within the EFN system archi-
tecture, since the visual fusion cell (see section 4.3) contains a feature handling
routine, which provides a set of 2D feature point correspondences. So, the C2F-ICP
can be interpreted as a visual-range fusion process.
The flow of information within the extended fusion network is shown in Fig.
122, where the set of homologous point features, as delivered by the VFC, are
interpreted as external knowledge for the range fusion cell.
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Figure 121: C2F-ICP scheme: The intensity images Ik and Ik+1 are used to generate an
initial pose estimate [R0|t0], which can be used as an initial value for the
structural ICP based on the given 3D data, as derived from Dk and Dk+1.
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Figure 122: Information flow within the extended fusion network for the realisation of
the C2F-ICP scheme
6.3.3 Integration of Multi-Modal Motion Estimation
Since the RFC is included within a network of fusion cells, there is the possibility
to use intermediate results of the other FCs for the implementation of the KinFu
algorithm within the range fusion cell.
The easiest possibility would be to use either the inertial ([RIFC|tIFC]) or visual
based motion estimate or both, in order to check the plausibility of the motion
information computed by the ICP within the RFC ([RRFC|tRFC]).
The flow of information within the EFN is shown in the Fig. 123, where both
the visual and inertial parameters of the rigid transformation are considered as
external inputs to the range fusion cell.
Due to the fact, that the employment of range sensors, would not necessarily
need a full implementation of the VFC (as described in section 4.3), since the
actual scene reconstruction is mainly driven by the range data, a simplified visual
route, was developed for the EFN.
The simplified version of the VisR contains two main elements:
• Feature handling routine based on VIFtrack! - As it was stated in section 6.3.2,
the usage of 2D feature points for a visual-aided crude-to-fine ICP scheme
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Figure 123: Available motion estimates in the complete extended fusion network:
[RIFC|tIFC] from the inertial fusion cell, [RVFC|tVFC] from the visual fusion
cell and [RRFC|tRFC] within the range fusion cell
within the range fusion cell, would provide the possibility to improve the
overall performance of the PCR stage. Due to this, the simplified visual
route implements the inertial-aided feature handling based on VIFtrack!, as
introduced in section 4.4.2. Thus, robust 2D feature correspondences are
delivered by the VFC.
• Marker based camera egomotion estimation - The visual-based motion estima-
tion, as presented in section 4.3, is computationally relatively complex,
because it contains numerous optimisation problems (e.g. bundle adjust-
ment for the initialisation of the initial scene model) and other numerical
routines (e.g. solving system of equations for the estimation of the essential
matrix from 2D/2D point correspondences). These steps were necessary,
since there was no other possibility to extract both, camera egomotion and
scene structure, from the monocular image stream.
The EFN provides the possibility to rely only on range data for the scene
structure reconstruction. Thus, a motion estimation only would be sufficient
within the given context. For this, a marker-based camera pose estimation
can be used in order to provide a visual estimate of rotation matrix and
translation vector and reduce the computation time simultaneously.
The marker-based camera tracking is based on the ARToolkit algorithm, as
presented in Kato and Billinghurst 1999 and further developed Wagner, Langlotz,
and Schmalstieg 2008, where the implementation of Korth 2013 is applied here.
The following section describes the marker-based camera egomotion estimation
in detail.
6.3.3.1 Marker-based Camera Egomotion Estimation
The ARToolkit algorithm, as presented in Kato and Billinghurst 1999, is a method,
which allows the estimation of a camera’s absolute pose based on fiducial markers
placed in the observed scene. The origin of the algorithm can be traced back to
typical applications in Augmented Reality (AR), such as e.g. interactive displays,
where artificial 3D objects are projected into images captured from a monocular
camera system in real-time.
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1. Introduction
it. However, with Open Computer Language (OpenCL) a more general GPGPU
API is available and actual devices of most common manufacturers support it.
Modern Processors normally can only process a couple of threads at the same
time. The current processors on the desktop market have up to six cores and can
process up to two threads per core. Common high end graphic cards have far more
than thousand streaming processors, with a restricted instruction set compared to
CPUs, but they are specialised to parallel processing. This is a great opportunity
for image processing because parallelisable algorithms can be processed much faster.
1.4. Marker Tracking
There are many software projects, which deal with merging digital information
with the real world. In most Augmented Reality (AR) applications an image of a
camera is analysed and something is projected on the image so that the user sees
the result on the display. An example is shown in Figure 1.2.
Figure 1.2.: Cube projected to a sheet of paper using a template based marker.
If map and size of the marker are known, and if the camera is calibrated, rotation
and translation of the marker in 3D space can be calculated.
1.5. Motivation
In the preface of this introduction, some cases of applications for three dimensional
scene reconstruction have been given. Due to their size, most devices are not port-
able, which makes it difficult to reconstruct a complete surface from all directions.
There are also some mobile devices on the market, based on structured light or time
of flight. Most of them are relatively expensive or are bundled to specific closed
software, what makes studies more difficult. Residual devices – mobile, inexpensive,
and easy to use – are getting more shares on the market in the last few years.
The Microsoft Kinect device, shown in Figure 1.3, is a small depth-image acquis-
ition system, which additionally includes an RGB image sensor. Its relatively low
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Figure 124: Marker-based camera tracking; (a) - Captured colour image from a standard
camera, which contains a fiducial marker, and an artificial 3D object (here:
a cube), which is projected in the image; (b) - Set of fiducial rectangular
black/white markers
Fig. 124 - (a) shows an exam le of a single colour image, which was acquired
from a standard camera. The image con ains a inge fiducial rectangular marker,
which an be recognized and subsequently used to estimate the camera pose. If
the a solute orie tation and position of the camera relativ to a given reference
coordinate system are known, it is possible to project an artificial 3D object into
the image. In Fig. 124 - (a), a simple 3D cube is used as an example object, which
is projected into the acquired colour image in real-time.
The original algorithm, as presented in Wagner, Langlotz, and Schmalstieg
2008, supports various kinds of markers (square markers, dot markers, etc.), while
the presented implementation uses simple rectangular black/white ID markers
with the dimensions of 100x100mm.
The following algorithm (Algorithm 5) shows the different steps of the ARToolkit
method, as shown in Schmalstieg and Wagner 2007. The different stages are
briefly introduced within the following sections.
marker detection The first stage consists of the marker detection within
the given images, as shown in algorithm 5, the actual detection of a marker within
the image is based on the stages of (i) binarisation of the input image Ii by using
an adaptive thresholding technique. The generated binary image Bi is used to
detect black-to-white pixel transitions (edges). All found pixels are interpreted as
edge elements (Edgels).
All Edgels are used in order to generate connected contours. This can be done
by simple tracing algorithms from low-level image processing. Each connected
contour is evaluated in such a way, that it can be determined if it is completely
closed or open7, where only the closed ones are considered to be possible marker
candidates.
For each closed contour, the number of corner points n are determined, where
only those contours with exactly four corner points are classified as markers.
Fig. 125 provides an overview of the typical steps of marker detection for a
given example image.
7 Typically classical opening and closing morphological operations are applied to the Edgels before-
hand to delete small edge objects.
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Algorithm 5 : ARToolkit algorithm - marker-based camera pose tracking
1 i := 0
2 while Scene acquisition started do
/* All steps need to be repeated for each new image */
3 Acquire an image Ii from range sensor
4 i := i+ 1
/* Marker detection */
5 Binarisation of Ii−1 by adaptive thresholding→ binary image Bi−1
6 Detect m closed contours in binary image Bi−1 by scanning for
black/white edges and follow contour in image (contour closing)
/* Marker verification and rectangle fitting */
7 for all m contours do
8 Find corner points by Edgel sorting→ n corner points if
(n < 4)
∨
(n < 4) then
/* Not a valid marker */
9 Break actual iteration of for loop
10 end
11 else
/* A valid marker found */
/* Pattern checking */
12 Estimate homography H from n = 4 corner points from Bi−1
and corresponding points, which would form a perfect rectangle
13 Compute perspectively correct unprojection of rectangular area
between corner points by using H
14 Check marker ID /* Technique depends on type of marker
*/
/* Refine corner points with subpixel accuracy */
15 Compute Harris corners within axa pixels around the n = 4
corner points→ set of n = 4 corner points in subpixel
accuracy ci with i ∈ 1, 2, 3, 4 /* Estimate absolute camera
pose */
16 Run robust planar pose RPP estimator with ci with i ∈ 1, 2, 3, 4




[ September 22, 2014 at 13:39 ]













Figure 125: Marker detection pipeline of ARToolkit - (a) Original image Ii; (b) - Binary
image Bi from adaptive thresholding; (c) - Detected black/white edges; (d) -
Detected contours
It should be stated here, that the actual decision, whether a closed contour
can be a possible marker candidate or not, includes also the evaluation of a Edgel
clustering, where the corresponding gradient directions are evaluated. Since the
actual shape of a marker needs to be rectangular, the four dominant edge cluster
directions need to address that fact.
marker pattern checking If a possible marker candidate was found, it
needs to be checked, whether its texture contains a valid code pattern, or not. Due
to the fact, that the given texture is typically captured from a camera position,
which leads to a perspective distortion of the markers surface, the pattern check
is only possible if the marker texture is transformed to a perspectively correct
form.
This can be done by computing the homography H based on the set of the
given corner points. For this, typically classical approaches, such as the Direct
Linear Transformation (DLT) algorithm can be used. For this, the fact that the
perspectively correct form of the marker contour should be a perfect rectangle,
can be applied as a valid constraint.
Hartley and Zisserman 2004 provides a good overview of the different tech-
niques for homography estimation based on point or line correspondences.
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The technique for the actual control of the marker texture pattern depends on
the type of markers, which are used. In most cases, simple template matching
procedures are applied.
corner point refinement Since the quality of the actual pose estimation
depends mainly on the quality of the given corner point coordinates, it is useful if
the given corner points are available in subpixel accuracy. The actual identification
of the corner points by using the contour tracing scheme is not able to deliver
this.
Nevertheless, the subpixel coordinates of the corner points can be found easily
by defining small search areas around each preliminary corner position and apply
the Harris corner detector (see section 4.4.2) within each these search spaces.
6.3.3.2 Robust Planar Pose Estimation
The main element of the marker tracking is the estimation of the cameras pose
based on the given marker coordinates. For this, the Robust Planar Pose (RPP)
estimator, as introduced by Schweighofer and Pinz 2006, is applied.
The recovery of the absolute pose from the given marker coordinates is much
more cooperative than the approach suggested in section 4.3, because (i) the real
metric marker dimensions are a-priori known and (ii) all corner point coordinates
are located on a single planar object (a plane P).
Let R and t be the parameter of a rigid transformation between the marker
coordinate system (which has its origin in the centre of the marker) and the
actual CCS. The marker position in 3D is defined by a set of four points Wpi with
i ∈ 1, 2, 3, 4 located on the corners of the marker. These points are projected on the
pixel plane of the camera to define Pci with i ∈ 1, 2, 3, 4. If the camera calibration
matrix K is known, it is possible to transform all points ci to the corresponding
points (Cvi with i ∈ 1, 2, 3, 4) in the CCS. For such a scenario, Cvi and Wpi are
directly proportional, if Wpi is transformed by R and t.
Cvi ∝ RWpi + t (6.12)
As stated by Lu, Hager, and Mjolsness 2000, R and t can be found by iteratively










Nevertheless, Schweighofer and Pinz 2006 showed, that for the minimisation of
EOS, there can exist two distinct local minima, such that it might happen, that the
optimisation procedure delivers an incorrect estimate for the motion parameters.
Thus, the RPP algorithm was proposed, which uses the local minima of EOS only
as a first guess (here labelled as R0 and t0). Subsequently the second local minima
of EOSis also estimated and the final values for the rotation and translation can
be found by selecting the one, for which EOS is the absolute minimum.
6.3.3.3 Combine KinFu and Marker-based Pose
The combination of the two motion estimates from KinFu and RPP within the
range fusion cell can be realised by different possible fusion schemes. A simple
possibility would be a switching behaviour based on ideas presented in Korth
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2013, where a confidence measure from the ICP-based pose estimator in KinFu
decides whether the marker-based posed estimate is used, or the one provided
by KinFu itself8.
The confidences of the two poses (ηICP for the KinFu-based pose and ηRPP
for RPP) can be derived from the residues of the corresponding optimisation
procedures from ICP and RPP. The definitions are shown in the following equa-
tions, where a lower value for ηi can be defined as a higher confidence. For both
measures, certain maxima (ηMICP and ηMRPP) are defined in order to detect
poor estimates from both routes. In a case, where both sources are not confident,














The method for the simple fusion process is shown in the following algorithm.
Algorithm 6 : Pose fusion based on confidences
1 i := 0
2 while Scene acquisition started do
3 Acquire an visual image Ii and a depth image Di from range sensor
/* Calculate marker-based pose based on RPP */
4 Calculate camera pose based on robust planar pose for Ii →
RRPP ∧ tRPP ∧ ηRPP
/* Calculate ICP-based pose */
5 Calculate camera pose based on KinFu for Di → RICP ∧ tICP ∧ ηICP
6 if (ηICP > ηMICP)∧ (ηRPP > ηMRPP) then
/* Both pose estimates are poor */
7 Break actual iteration of while loop
8 end
9 else if (ηICP > ηRPP) then
/* Marker-based pose estimation got a higher confidence */
10 Use RRPP ∧ tRPP for PCR
11 end
12 else
/* ICP-based pose estimation got a higher confidence */
13 Use RICP ∧ tICP for PCR
14 end
15 i := i+ 1
16 end
Since, the complete EFN architecture uses also the inertial measurements within
the VIFtrack! algorithm, the following section summarises briefly the overall fusion
scheme for all motion estimates.
8 The actual transformation of the two actual pose estimates from RPP and ICP into the same
coordinate system can be realised by a continuous synchronisation of the marker-centred coordinate
system with the CCS used by the Kinect Fusion algorithm.
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6.3.3.4 Overall Scheme of Visual-Inertial Motion Estimation Integration
The complete implementation of the extended fusion network contains of several
interfaces between the three fusion cells, where the different motion estimates
are used within the overall network for different purposes. Fig. 126 provides an

































Figure 126: Flow of information between the different fusion cells within the EFN
The inertial measurements a, m and ω are used to estimate the sensor pose
[RIFC|tIFC]. The inertial motion estimate is used within the visual fusion cell
within the VIFtrack! algorithm to create a set of 2D point correspondences X,X ′.
A range sensor delivers a visual image Ik and a depth image Dk. Ik is used
within the VIFtrack! algorithm and also for the creation of a motion estimate
[RRPP |tRPP] and a confidence measure ηRPP from marker-based robust planar
pose algorithm.
The depth image Dk is passed to the RFC, where the KinFu algorithm computes
the rigid transformation parameters between the actual scene model and the
current point cloud [RICP |tICP] and a confidence measure ηICP by using the
C2F-ICP method, which uses X,X ′ within a visual ICP procedure.
An evaluation of the given confidence measures decides of the rigid transfor-
mation which is used to integrate the actual point cloud data to the actual scene
structure model.
6.3.4 Automatic User Guidance based on Next-Best-View Planning
During the experimental evaluation of the extended fusion network and in
cooperation with the project partner of the case study (CP GmbH), it was obvious
that the actual VISrec! algorithm should be able to deliver a certain kind of
feedback to the user during the acquisition process. This feedback should contain
9 The actual implementation contains not the complete model, as indicated in Fig. 126, but only the
separate entities.
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information about the actual quality (confidence) and possibly also some kind of
user-guidance information.
The user-guidance should deliver clear instructions for the user, where to move
the camera/sensor next, in order to improve the overall quality of the actual
scene model in terms of accuracy and completeness. This would improve the
efficiency of the time-consuming scene acquisition process immensely, which is
an important aspect for a industrial applicability.
Especially, by considering 3D scanning as a tedious and error-prone process,
which requires highly trained operators in order to obtain a good scan quality.
An operator must, at all times, be aware of many factors such as:
• Glancing angle: the quality of most laser scanners (and many structured
light scanners) tends to decrease drastically as the angle between the scan-
ner line of sight and the surface increases towards 90◦ (see Soucy and
Laurendeau 1995). Thus, it is mandatory for the operator to make sure that,
at all times, the glancing angle is kept as small as possible.
• Distance to surface: for some 3D scanners (see e.g Nguyen, Izadi, and
Lovell 2012) the accuracy decreases as the distance between the scanner and
the surface is increased. If this is the case, the operator has to make sure the
scanner is as close as possible to the surface, but at the same time that no
points on the surface are out-of-range (either too close or too far away from
the scanner).
• Incomplete scan data: if a live feedback of the actual scene model is avail-
able, the operator must observe it continuously to detect holes in the scanned
surface. If live feedback is not available, it is impossible for the operator to
know whether the scan is complete or not.
• Object coverage: most applications require a complete 3D model of the
object. The operator must make sure the scanning session completely covers
the whole object and that no surfaces are left unscanned.
• Registration and integration of range images: the operator must make
sure that neighbouring depth images have enough common points for
registration and integration algorithms to succeed, otherwise the final model
could end up distorted or incomplete.
Taking all these factors into consideration, it can be stated that the scanning
process, which involves an acquisition of the object from many different locations,
is a complex technique. It was shown in Impoco, Cignoni, and Scopigno 2005,
that depending on the size and shape of the object, this might sometimes result in
a number of range scans as high as 100 to 200, way too many for even an expert
operator to properly plan beforehand. Further complicating the problem in many
cases, is the impossibility to repeat an acquisition by means of a second scanning
session, in which case it is mandatory that both accuracy and completeness of
the model are guaranteed during the first run.
To provide both, a feedback of the actual scan quality and user-guidance
information, the EFN scheme contains two additional stages: (i) the on-the-fly
computation of a confidence map and (ii) a so called next-best-view NBV algo-
rithm, which calculates based on an evaluation of the actual scene representation
continuously the optimal next camera position and communicates it to the user.
Both implementations are introduced in the following sections.
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6.3.4.1 On-the-fly Confidence Map Calculation
The idea of confidence maps is not new: a crude concept called measurability
is presented in many papers that address the NBV problem, such as Impoco,
Cignoni, and Scopigno 2005 or Curless and Levoy 1996.
Measurability represents the ability of a scanning device to see a point from
a certain pose, and it is dependent on the scanning technology and the type of
device used. In the case of optical laser scanners, the measurability is usually
defined as the glancing angle (the angle between the line of sight of the scanner
and the normal of the surface), as described e.g. by Soucy and Laurendeau 1995
and Turk and Levoy 1994. However, relying on glancing angle alone, in order to
calculate measurability, is a relatively general and simplistic approach.
A more specialized model of calculating the confidence of a point, based on the
exhibited lateral and axial noise of the used range sensor (here for the example of
the Microsoft Kinect), based on ideas presented in Teodorescu 2013, is used here.
For a reasonable calculation of a certain point’s confidence (or quality), it is
necessary to consider an accurate model of the sensor noise of the used range
sensor. For the actual implementation and all following descriptions only the
Microsoft Kinect sensor is evaluated exemplary10.
Nguyen, Izadi, and Lovell 2012 present an empirically derived sensor noise
model for the Microsoft Kinect, which takes into account both lateral (X,Y axes)
and axial (Z axis) noise distribution. According to them, the axial noise standard
deviation (σz) will exhibit significant variation proportional to z-depth.
For a constant z-depth, σz remains constant at angles between 10◦ and 60◦ but
increases rapidly as the angle approaches 90◦. On the other hand, lateral noise
changes little with z-distance, except when close to the operating limits of the
Kinect.
In Nguyen, Izadi, and Lovell 2012, the given empirical data is used to derive
mathematical models for the lateral and axial sensor noise. These models are
shown in the following equations.
σL(θ)[px] = 0.8+ 0.035 · θpi
2 − θ
(6.16)
σL(θ)[m] = σL(θ)[px] · z · px
fx
(6.17)
Here, σL(θ)[px] and σL(θ)[m] represent the standard deviation distribution in
pixels and meters respectively, θ is the angle between the surface and the sensor
and px/fx is the ratio between pixel size and focal length.
For the axial noise, Nguyen, Izadi, and Lovell 2012 provides the following
model, with z representing the depth (in meters) and θ is the angle between the
surface and the sensor.








The average error plot based on these equations is depicted below in Fig. 127 -
(a). These equations are used to calculate the confidence of a single sample based
10 In order to develop comparable approaches for other range sensors (e.g. the Baumer TZG01) it
would be necessary to develop a specific sensor model based on an statistical evaluation of the
measurements.
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on the distance to the world point and the angle between the sample’s normal
and the sensor’s line of sight.
Algorithm 7 shows the necessary steps to compute the depth image confidence
map Cr based on the depth information contained in the depth image D and the
intrinsic parameters K of the depth camera.
A primary point is selected at coordinates [x,y] of the depth image D. Along
with it, two secondary points are selected at coordinates [x− 1,y] and [x,y− 1],
thus forming a triangle. The triangle is interpreted as a local planar surface patch.
The depths of these three points are converted from mm to m and define the
three vectors z1, z2, z3.
The Microsoft Kinect delivers for points, which are too far away or to close
from the sensor, a depth of 0. For this reason each point is checked beforehand, if
it contains a valid depth value.
The next step is the calculation of coordinates within the WCS relative to the
sensor pose. This is done with the aid of the intrinsic camera matrix defined,
where fx and fy are the focal lengths in pixels and cx and cy represent the
coordinates of the principal point.
The result of these calculations is a set of real world coordinates relative to
the sensor (P1, P2 and P3). With these coordinates, it is possible to calculate the
two vectors defining the edges of the triangle that start from the primary point,
namely e1 and e2.
Having calculated the above vectors, the normal of the surface is calculated by
dividing the cross product of the two edges by its norm, thus resulting in a vector
of normalized length 1.
The line of sight r from the sensor to the point is also calculated. Due to the
fact, that the points P1, P2 and P3 are relative to the sensor situated at the origin,
r basically contains a normalized version of vector P1.
The calculation of the angle θ between the line of sight and the surface of the
triangle is done with the use of the dot product
A ·B = ‖A‖ · ‖B‖ · cos(θ). (6.19)
This is done by using an interesting property of the dot product: when both
vectors are normalized (of length 1), the value of the dot product is the cosine
of the angle θ between the vectors. Due to the fact, that the vectors r and Ns
are already normalized, the cosine of θ can then easily be calculated as the dot
product of these two.
However, depending on the orientation of the normal (cross product is anti-
commutative), the resulting value of the arccos function can be either in the
first or second quadrant. To ensure a value in the first quadrant, the angle θ is
subtracted from pi in case the cosine of the angle is negative.
When both θ and z are calculated, it is possible to calculate σZ and σL using
the equations (6.16) and (6.18) as described in Nguyen, Izadi, and Lovell 2012.
A 3D plot of confidence value in relationship with depth and angle θ can be
seen in Fig. 127 - (b).
6.3.4.2 Automatic User Guidance
The algorithm, which realizes the continuous automatic user guidance consists of
four distinctive steps, as illustrated in Fig. 128.
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Algorithm 7 : Confidence map calculation algorithm
1 for All points [x,y] in D[x,y] do
/* Initialise confidence map */
2 Crx,y := 0
/* Get actual point and two neighbours from depth map and










/* Check if points are valid */
6 if (z1 > 0.001)∧ (z2 > 0.001)∧ (z3 > 0.001) then
/* Calculate the coordinates of the points for WCS */
7 P1 := (
z1·(x−fx)
cx
, z1·(y−fy)cy , z1)
8 P2 := (
z2·(x−1−fx)
cx
, z2·(y−fy)cy , z2)
9 P3 := (
z3·(x−fx)
cx
, z3·(y−1−fy)cy , z3)








/* Calculate the normal vector of surface element defined
by the three points */
12 Nsurf := e1×e2‖e1×e2‖






/* Calculation of the angle θ between the line of sight
and the surface of the triangle */
14 θ ′ := r ·Nsurf
15 if θ ′ > 0 then
16 θ := θ ′
17 end
18 else
19 θ := pi− θ ′
20 end
/* Calculate measurement error based on given sensor model
*/




22 σL := (0.8+ 0.035 · θpi
2−θ
) · z1fx






/* Calculate confidence */
24 Cr[x,y] := min(255, 255 · σMAXσ )
25 end
26 end
[ September 22, 2014 at 13:39 ]
6.3 range fusion cell (rfc) 167
(a) (b)
Figure 127: Microsoft Kinect average error and confidence plots; (a) - Error plot (The
flat surfaces in red actually have much higher average error but have been
clipped for better plot readability); (b) - Confidence plot of the Kinect in
relationship with angle θ and depth.
Unlike other implementations such as the one presented byImpoco, Cignoni,
and Scopigno 2005, the proposed algorithm does not separate 3D scanning and
hole detection into two distinct phases, but implements both within a single loop.
The different stages are briefly introduced within the next sections.
6.3.4.3 Main Object Detection
For a usage of the VISrec! scheme within industrial applications, it can be generally
assumed, that the observed scene contains only a single Object Of Interest (OOI).
Since the user guidance routine should also only concentrate on the goal to
improve the accuracy and completeness of the OOI, the first stage contains of an
automatic detection of the main object within the observed scene.
This is realised by placing the main object on a plane of known colour (here:
green #00FF00). The target object must be resting on said surface when the
scanning process starts, as shown in Fig. 129.
For detecting the green plane within the depth image, the visual image is fed
to a standard colour keying method, which uses the HSL color space.
Once 3D points, which belongs to the green plane, are identified, a plane is
defined, by using a standard plane approximation scheme. The detected plane
defines the base for a virtual object space around the plane points. The size of the
Continuous automatic user guidance
Start of 3D 
scanning
Main object 
detection Hole detection Point clustering NBV
Figure 128: Overview of the algorithm for the continuous automatic user guidance
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Figure 129: Observed scene, where the main object (OOI) is placed on a green plane
object space can be defined manually based on the dimensions of the object. This
needs to be done before the actual scanning process can be started.
Furthermore, all 3D points captured by the range sensor are defined as points,
which belong to the OOI.
6.3.4.4 Hole Detection
The confidence map, as introduced in section 6.3.4.1, contains only information
about the quality or accuracy of the points, which are already captured. A
reasonable user-guidance would also consider holes within the captured surface,
because the completeness of the reconstructed object is also important for the
user.
As it was already stated in section 6.3.1.6, the usage of the truncated signed
distance function, as a model for representing the 3D data, contains the possibility
to detect holes relatively easy. The necessary scheme, as defined by Newcombe
et al. 2011 and Teodorescu 2013 can be summarised as follows:
The TSDF volume is iterated and, for every voxel of the object bounding volume
that has a value of empty or unseen, its 11 surrounding voxels are checked. If any
of them has a value "opposing" the original value of the voxel, i.e. unseen for
empty or empty for unseen respectively, this means that the two voxels are on the
boundary between an empty and an unseen region and thus are considered and
marked as hole voxels.
By following this simple approach, it is possible to automatically detect holes
within the surface of the actual version of the 3D scan of the OOI.
6.3.4.5 Point Clustering
At this step, normals are calculated for each point in the point cloud of the object.
And all points are then grouped into clusters based on the direction of their
normals.
The algorithm then iterates through all the points in the point cloud, comparing
the normal vectors to every normal direction in the model set. The point and its
normal are then stored in the container of the model normal for whom the angle
in between has the smallest value. Then the model set is recalculated and every
normal in the model set is recalculated as the average of every normal direction
in the respective container. Finally, for every bin, the centroid of the respective set
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is calculated as an average of all points currently in the set. The entire process is
repeated a preset number of times.
Lastly, for every point set in the list, the future rotation matrix of the camera is
calculated. This matrix will be passed as the target rotation matrix to the guidance
method of the NBV algorithm.
The first step in calculating the rotation matrix is defining a vector that will
serve as up. Since the NBV algorithm does not calculate the 6th degree of freedom,
we assume this vector to be vertical and ascending (thus negative since the global
Y axis of the volume points downwards). In case the normal direction of the point
cluster also points upward (the cross product is 0), the uup vector is selected as
the vector from the object centroid oc to the centroid of the cluster cc.
Thus, in this case, the down vector of the Kinect would point towards the object,
making it easier to navigate.
After this, the three vectors defining the X,Y,Z axes of the camera, respectively
vx, vy, vz are calculated, where vz represents the line of sight of the sensor so it is
assigned the opposite of the normal direction of the cluster nc, which is pointing
outwards from the point cluster itself.
vx becomes the result of the cross product between uup and vz. Finally, vy is
calculated as the cross product between vz and vx, resulting in the true direction
of the Y axis. The result is stored in the cluster’s rotation matrix, Rc.
The end result of this step is a list of sets which contain points whose normals
have relatively similar directions.
6.3.4.6 Next-Best-View Calculation
The final stage of the automatic user guidance algorithm contains the actual
calculation of the next-best view, which means the next best pose for the sensor
around the OOI.
As it was stated in Teodorescu 2013, it is possible to use the computed normal
groups and compute the gain of information for different future sensor positions,
by following Algorithm 8.
Algorithm 8 : Next Best View calculation algorithm
1 for c ∈ Cluster set do
2 while ∆score 6 0 three times in a row ∨tc within boundary volume do
3 s := SENSOR_MIN_DIST +num_iter ∗DISTANCE_STEP
4 tc := cc + s · nc
5 [σp,σh] := scorecast(cc, nc)
6 end
7 if current score better than maximum then
8 Tglob := Tc
9 Rglob := Rc
10 end
11 end
For each of these sets, the starting position is chosen at a certain distance away
from the centroid of the cluster set along the path of the normal of the set.
The translation tc is easily obtained by translating the centre of the point cluster
cc by its normal vector nc, but incrementally scaled by a factor of s.
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The result of a score-casting algorithm is a single score value for points (σp) and
a corresponding one for holes (σh). The actual details about the scoring can be
found in Teodorescu 2013.
Both of these scores can be interpreted as the maximum gain of information
possible for the camera pose [Rc|tc] and represent an aggregation of the per-point
difference between the expected confidence of the future scan and the current
confidence. The loop is run as long as the score either does not decrease three
times in a row and the future position does not exceed the bounds of the TSDF
volume.
The new sensor position visualised within a user interface, which can be used
by the operator to find the new sensor pose.
6.4 conclusion
The range fusion cell, as presented within the chapter, contains all necessary
implementations for the adaption of VISrec! concepts to include range sensors. As
it was stated earlier, the employment of range sensors within the proposed scene
reconstruction scheme can be interpreted as a logical extension, which provides
the possibility to create 3D object models with a much more dense representation.
The suggested implementation contains all algorithmic elements which are
part of the general 3D reconstruction pipeline for the given depth maps from
the sensor. Here, the KinFu algorithm was applied and two basic elements are
introduced, which use the possibility of integrating intermediate results from
other fusion cells. Here the integration of visual features within the point cloud
registration stage was realised by creating a C2F-ICP routine. Furthermore the
integration of visual pose estimates, which are derived from a marker tracking
and robust planar pose estimation technique, is integrated.
Finally, the integration of a continuous automatic user guidance procedure is
introduced, which should improve the overall applicability and acceptance for
the given approach to industrial problems.
The next chapter provides an overview of results and achievements by applying
the RFC within the EFN for a given set of examples.
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E X T E N D E D F U S I O N N E T W O R K ( E F N ) - R E S U LT S A N D
E VA L U AT I O N
“For even the very wise cannot see all ends.”
— J.R.R. Tolkien: "The Fellowship of the Ring"
(Tolkien 1991a)
The following chapter provides an overview of actual achievements by applying
the implemented extended fusion network (including range sensors and the
corresponding range fusion cell RFC) within an experimental evaluation.
The following sections contain results from the different methods and al-
gorithms, which were introduced in chaper 6, where an actual experimental
evaluation of the KinFu algorithm alone, was not carried out in this work, since the
original publication in Newcombe et al. 2011, already presents such an empirical
evaluation.
The improvements, which can be achieved by applying the Crude-to-Fine
Iterative Closest Point method (C2F-ICP) are evaluated in section 7.1. An evaluation
of the marker-based motion estimation based on the robust planar pose (RPP)
algorithm are given in section 7.2, while section 7.3 briefly describes an empirical
study of the fusion of KinFu with the marker-based tracking.
The automatic user guidance based on the Next-Best-View (NBV) principle
is carried out in section 7.4. It should be stated in this context, that an actual
numerical evaluation of the performance of the routine was not be considered
within the scope of this work, since this would include the involvement of a range
of different operators (from beginner to expert level).
Finally, section 7.5 presents the results of the 3D modelling based on the
extended VISrec! approach.
All results are summarised in section 7.6.
7.1 crude-to-fine iterative closest point (c2f-icp)
The suggested C2F-ICP was tested for four different datasets, for which four
different objects (a) head, (b) bear, (c) castle and (d) figure, as shown in Fig. 130,
were used.
The objects were observed from a fixed camera position and rotated by fixed
angles in order to generated ground truth motion data. As a sensory unit the
Baumer TZG01 ToF camera was used, as introduced in section D.2.3.2. The object
is rotated around its own axis by 180◦, which should provide the possibility to
deliver half of the full visual hull of the object.
The C2F-ICP scheme was tested against classical ICP, which uses only the 3D
point clouds itself (structural point cloud registration). As it was stated in section
4.4.2, the VIFtrack! scheme combines inertial motion estimates with classical image-
based feature tracking, to generate robust set of 2D/2D correspondences. The
evaluation here contains also different feature detectors for the generation of the
initial feature set.
171
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(a) (b)
(c) (d)
Figure 130: Test objects for the experimental evaluation of the C2F-ICP: (a) – head; (b) –
bear; (c) – castle; (d) – figure
Figure 132 provides an overview of the results for the performance of the
C2F-ICP approach for all test objects. The cumulated angle error versus ground
truth angle is used as a performance measure. Four different feature detector
methods (here: SURF, SIFT, FAST and STAR1) were applied during the visual PCR
stage of the algorithm and compared with the results of classical ICP algorithm.
The cumulative angle error is an interesting measure, because an error within
the angle measurement between two partial point clouds would lead to an
incorrect reconstruction of the object’s shape. The following figure provides an
example of such a faulty reconstruction. Fig. 131 - (A) shows the ground-truth
shape of the head object, which should be now reconstructed from two partial
point clouds (visualised in blue and red). In Fig. 131 - (B) the reconstruction from
classical ICP is shown, were it is obvious that the PCR was not correct, because the
two point clouds are not aligned correctly, while Fig. 131 - (C) shows a correct
result, which was generated by the C2F-ICP.
7  Auswertung 
7.4.2 Rekonstruktion von zwei einfachen Punktwolken
Die ersten Tests des ICP bestehen darin eine Punktwolke um einen festen Wert zu drehen und diese 
zurück zu rechnen. Hier für wird eine Punktwolke zugeschnitten.  Diese Teilwolke wird um 10° 
gedreht, auf die Position des alten Schwerpunktes verschoben und mit Hilfe des ICPs zurück in die 
Ausgangswolke gere hnet. Das Ergebnis sieht man in Abb. 43. Wie man Anhand der Punktwolken 
in Abb. 43 sieht, konnte der ICP die Winkeldifferenz von 10° bestimmen. Als nächstes wird eine 
Punktwolke in zwei Teilpunktwolken zerteilt welche einen Bereich haben, der sich überlappt. Eine 
der Teilpunktwolken wird um 10° gedreht und mit dem ICP in die Ausgangsposition gedreht. Das 
Ergebnis sieht man in Abb. 44. Man kann Anhand der Punktwolken B und C in Abb. 44 sehen, das 
der  ICP  die  Teilwolken  wieder  in  die  Ausgangsposition  drehen  konnte  und  somit  die  10° 
bestimmen konnte.
44
Abbildung 43:Ablauf des ersten ICP Tests (A) Ausgangswolke (B) Ausgangswolke  
mit verschobener Teilwolke (C)Ergebnis des ICP
Abbildung 44:Ablauf des zweiten ICP Tests (A) Ausgangswolke (B) Ausgangswolke mit  
verschobener Teilwolke (C)Ergebnis des ICP
(A) (B) (C)
(A) (B) (C)
Figure 131: Example for a typical reconstruction error based on an incorrect PCR; (A) –
Ground-truth shape of the head object; (B) – Reconstruction of the shape from
two partial point clouds (red and blue) for an incorrect PCR (here computed
by classical ICP); (C) – Reconstruction of the shape from two partial point
clouds (red and blue) for a correct PCR (here computed by C2F-ICP)
1 The STAR feature detector is derived from the CenSurE feature detection approach.
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Figure 132: The PCR accuracy of C2F-ICP plotting the cumulated angle error versus ground
truth angle for four different feature detector approaches, compared to classi-
cal ICP, applied to four different objects: (a) – head; (b) – bear; (c) – castle; (d) –
figure
As indicated by the results, the ICP which relies only on structural information
delivers for all objects the highest cumulative angle error for a full 180◦ sequence.
This result can be interpreted in such a way, that the proposed C2F-ICP provides
in any case better results, than the classical structural PCR alone.
Nevertheless, it is difficult to derive a general statement about the best feature
detection method for such a routine, because for the different objects, different
detectors deliver the best result. For the head object the SURF and STAR deliver
the best accumulative error, while for the bear and the castle object, SIFT features
are a reasonable choice.
An interesting fact can be derived from the result of the figure object, where
the classical ICP and the visual-aided version deliver comparable results for the
first partial point clouds (object rotation between 0◦ and approximately 70◦),
but then the error of the classical PCR increases drastically in comparison to all
C2F-ICP variants. A similar non-uniform performance can be also observed for the
head object, where the improvement by incorporating visual features can be seen
especially for the first half of the sequence. These observations can be explained
by the non-uniform texture distribution on the objects surface (e.g. the head
contains some artificial point markers only on the front side of the face, while the
sides of the head contains almost no texture at all.).
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Thus, it can be concluded that in general the C2F-ICP routine is able to outper-
form classical PCR techniques, but the actual improvement depends on both, the
surface texture and the used feature detection method.
Not only the accuracy of the rigid transformation can be improved by using
the C2F-ICP technique, but also the computational efficiency can be enhanced.
Figure 133 - (a) shows the total processing time, on standard PC hardware, for a
sequence of 36 frames/point clouds (a sequence of 180◦ with a angle difference
of 5◦ between two successive frames/point clouds) for the castle object. The
processing contains the time for the generation of the 2D point feature matches
and the PCR itself. By observing the number of ICP iterations in Figure 133 - (b),
it is obvious, that the processing time depends mainly on the number of ICP
runs, which can be decreased immensely by the provision of a reasonable starting









































































































Figure 133: (a) Processing time and (b) cumulative number of iterations for four different
C2F-ICP variants and classical ICP
Figure 133 - (b) shows that the number of ICP iterations has been reduced
considerably by a factor of about a third, when incorporating a reasonable initial
transformation from visual PCR and despite the additional processing for the
visual stage, leads to an overall reduced processing time, also by a factor of about
a third.
Thus, it can be concluded that the C2F-ICP approach is able to provide better
PCR results in terms of accuracy, by a parallel speed-up of the overall registration
phase.
7.2 robust planar pose from fiducial markers
The robust planar pose estimation from fiducial markers assumes that at least
the four corner points of each marker within the actual image are known. This
can be achieved by the marker detection stage based on a binarisation of the raw
image using adaptive thresholding and a subsequent closed contours labelling.
The different marker image areas are then transferred to a "perspectively correct"
visual appearance by estimating the corresponding homography. The marker
pattern is compared than compared against the a-priori known set of markers
and identified by a simple pattern matching technique.
The following figure shows an example of the result for the detection stage,
where Fig. 134 - (a) shows the raw input image (here: captured by the Microsoft
Kinect), which contains three markers with different ID patterns. The binarised
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version of the same image is shown in Fig. 134 - (b). Finally, three different
markers (with the IDs 5, 88 and 42) are highlighted in Fig. 134 - (c). For each
marker the centroid is also extracted by the marker detection algorithm and also
visualised.
(a) (b) (c)
Figure 134: Example for the results of the marker detection and verification stages of
the marker-based pose tracking algorithm; (a) - Raw input image with three
different markers; (b) - Corresponding binary image from adaptive threshold-
ing; (c) - Image with highlighted detected markers, marker IDs and centroid
coordinates
To evaluate the actual synchronisation between the different coordinate systems
of KinFu (the WCS lies in the optical centre of the range sensor) and RPP (the origin
of the coordinate system lies at the centroid position of the found marker), a test
was carried out, where an artificial 3D object (here: a cube) was projected into the
actual point cloud (the found centroid position is used as the base), as provided
by the range sensor, based on the sensor pose estimated from the robust planar
pose (RPP algorithm).
The result is shown in Fig. 135 - (b), where it can be seen, that the cube
is projected correctly into the 3D scene, which can be interpreted as a correct
alignment of the two coordinate systems. The corresponding input image with
the highlighted marker position is provided in Fig. 135 - (a).
(a) (b)
Figure 135: Evaluation of the synchronisation process between the KinFu and the RPP
coordinate systems; (a) - Input image with highlighted detected marker and
centroid position; (b) - Point cloud captured from the Microsoft Kinect and
projected artificial cube based on camera pose delivered by RPP
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7.3 multi-modal motion estimation
To deliver a proof of concept of the proposed multi-modal motion estimation,
based on camera poses delivered from KinFu and RPP, the simple switching
procedure, as described in section 6.3.3.3, was evaluated for a given test sequence.
The test sequence was realised by using the industrial robot (see also section 5.1)
was equipped with a Microsoft Kinect and a scene was created which contains
some objects and a set of markers placed within the scene (see Fig. 136).
(a) (b)
Figure 136: Setup of the scene with objects and markers for the evaluation of the multi-
modal motion estimation; (a) - Object, markers and industrial robot; (b) -
Example for placement of the object and the markers
Due to the fact, that the RPP algorithm will provide a single motion estimate
for each marker, it would be necessary to define, which marker is the "best" one.
For this, a confidence measure based on the area of the found marker is used,
as it was suggested e.g. in Korth 2013. The assumption behind this idea can be
summarised as the fact, that the four corner points of a marker, which is located
closer to the camera should be more accurate, as for a marker further away from
the sensor. Since the actual estimation of the camera pose is based on the found
corner points (in subpixel accuary), it is reasonable to derive the confidence of
the marker-based pose from the area defined by the four corner points (acp).
Nevertheless, a confidence measure derived from the area of the found marker,
can be interpreted as simplistic approach, which is based on a logical relation. A
more reasonable solution would be the usage of the object-space error EOS(R, t)
of the actual solution found by RPP, as it was described in section 6.3.3.3.
Let iEOS(R, t)k be the object space error of the i-th marker found in the actual
image Ik. The marker, which delivers the minimal value for iEOS(R, t)k will be
defined as the key marker j. Further more it can be defined that
ηRPPk =
j EOS(R, t)k (7.1)
For the actual switching behaviour between KinFu and RPP motion estimate for
the TSDF integration only the confidence of the key marker ηRPPk is used.
A complete sequence of depth and visual images was captured now by moving
the industrial robot to a series of pre-defined positions p around the placed
objects and markers in the scene. It should be stated, that not all markers are
visible within the visual images during the whole sequence, but it was taken care
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for a setup, where at least a single marker remains visible in all frames of the
sequence. During the movement, the actual pose of the sensor, was captured from
the robots control unit. Thus, ground-truth motion data is available.
The whole sequence was processed now twice: the first test uses only the
motion estimate, as provided by the KinFu algorithm for the determination of the
actual sensor pose and the second one uses a simple switching behaviour between
the motion estimates from KinFu and the one provided by the ARToolkit method
(based on markers). Thus, for the second case the motion delivered by the ICP
from Kinect fusion, was neglected if a certain confidence minimum was reached.
For such frames/point clouds, the marker-based motion was used instead.
The following figure provides an example of the achievements of the proposed
scheme. Fig. 137 - (a) shows the actual values for the x-component of the trans-
lation vector t, here labelled as tx, as delivered by the robot (blue), the KinFu
algorithm (green) and the ARToolkit (red), during the robot moves continuously
to the different robot potions p. Since the marker-based and the KinFu motion
estimate are using different coordinate systems, both camera poses are continu-
ously transferred to a common coordinate frame, which is in concordance with
the robot.
It is possible to observe in Fig. 137 - (a), that the pose delivered by the Kinect
fusion algorithm follows only during the first 3 positions the ground-truth motion
delivered by the robot. During the transition from position 3 to position 4 it looses
its track once and never reaches again the ground truth motion, because the
ICP delivers only frame-to-frame motion estimates. Due to the fact, that the RPP
motion is continuously synchronised with the KinFu pose, it follows the ICP-based
motion estimate.
The graph in Fig. 137 - (b) shows the result for the second case, where the
switching behaviour between the different motion estimates is active. It can be
seen, that the suggested approach is able to avoid a scenario, where the KinFu
algorithm looses it’s track completely, because for such a case the camera pose
from RPP is used instead.
Furthermore it should be stated, that it is obvious, that the motion estimates,
as delivered from the ARToolkit, are sometimes erroneous. This is the case, if no
marker can be found within the visual images, even if it remains visible.
5. Improving Kinfu tracking using ARToolKitPlus
5.3. Evaluation
In order to evaluate whether the alg rithm could be improved by combining Kinfu
with ARToolKitPlus, measuring sequences are performed by using an industrial
robot. Technical details can be found in Appendix A on Page 35. If not otherwise
stated, the following plots show the measurement point p on abscissa. Furthermore,
the plots show only values for one dimension if qualitative statements are given
because other dimension show a similar behaviour.
Movement of robot and appearance of scene are selected in a way that KinFu’s
pose estimation will be overwhelmed somewhere during the measurement process.
The exact position can not be predicted because it depends on frame rate how well
KinFu performs in borderline situations.
In the first sequence, the data from ARToolKitPlus is ignored so that mark r
positions are synchronised from KinFu, but not used in case of decreasing confidence.
The result for translation in x-direction can be seen in Figure 5.6.








Figure 5.6.: Returned values of x direction without support of ARToolKitPlus.











In this sequence, KinFu loses track of scene after position 3 and resets to initial
position, resulting in a permanently wrong position tracking. Data, which have
been integrated into the voxel grid up to that point, will be integrated out after
some time (dependent on frame rate). Even though marker tracking loses scope
some iterations later, it is synchronised to KinFu resulting in similar error in pose
estimation.
Real-Time 3D Surface Reconstruction using a Moving Depth Camera 27
(a)
5. Improving Kinfu tracking using ARToolKitPlus
Outliers of ARToolKitPlus showing a translation of 0 appear, if the algorithm
did not find any marker. This happens sometimes without a yet known reason,
even if more than one marker is present and would be expected to be tracked well.
In another sequence, pose estimation of KinFu algorithm is overwritten by
returned pose of marker tracking if confidence of KinFu is cK < 0.8 and if AR-
ToolKitPlus has tracked any marker. Furthermore, pose estimation of marker
tracking is synchronised to KinFu as long as cK > 0.8. The result is shown in
Figure 5.7.








Figure 5.7.: Returned values of x direction with support of ARToolKitPlus.
It can be stated, that robustness of pose estimation has been increased compared
to previous tests, because it keeps track of the scene.
Above situation is visualised in 3D by Figure 5.8 for the case where data from
marker tracking is not used by KinFu. In (a) the ICP of KinFu is in pre-fail state
as it is the last step before it resets itself. This is shown in (b) and happens
if ‖A‖ < 1× 10−15. Reset causes the algorithm to assume that current pose is
starting pose, what can be seen in (c).
The corresponding case for a sequence, where KinFu uses pose data of marker
tracking dependent on confidence, is shown in Figure 5.9. Also here can be seen,
that the pose correction has improved stability.
5.4. Errors
It has to be stated that a trustworthy evaluation of measurement is not possible
because the industrial robot stopped working 4 weeks before end of time line and it
could neither be repaired in this time, nor an alternative could get running in this
short time. Nevertheless, during existing measurements, data could be gathered,
which give occasion for discussion.
Real-Time 3D Surface Reconstruction using a Moving Depth Camera 28
(b)
Figure 137: Evaluation of the multi-modal motion estimation based on marker-based pose
and KinFu; (a) - Result for the translatio al movement in x-direction for motion
estimation based on KinFu only; (b) - Result for the translational movement in
x-direction for motion estimation based on KinFu and ARToolkit - (For (a) and
(b): blue: robot (gr und-truth mot on), green - KinFu, red - ARToolkit)
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The following figures provide on overview of the 6-DoF motion estimates from
KinFu and the ARToolkit in comparison to the ground-truth motion delivered by
the robot for three different robot positions.
Fig. 138 shows the motion for three different positions for the case, when only
the KinFu motion estimates are used. The same behaviour, as for Fig. 137 - (a),
can be identified, which means that the pose estimates looses the correct track at
some time during the complete scene.






























































(c) cK = 0
Figure 5.9.: KinFu with position data from ARToolKitPlus.
Real-Time 3D Surface Reconstruction using a Moving Depth Camera 29
Figure 138: 6-DoF motion estimates for motion estimation based on KinFu only
Fig. 139 shows the same sequence and positions for the proposed multi-modal
motion estimation. It can be concluded, that the proposed scheme, even if the
fusion of the different pose estimates is realised by a simple switching behaviour
based on confidence measures, improves the robustness of the overall scheme. This
is an important aspect for a possible application within the industry, since each
time the KinFu algorithm would loose the track, the resulting 3D reconstruction
would contain incorrect information.

































(c) cK = 1
































(c) cK = 0
Figure 5.9.: KinFu with position data from ARToolKitPlus.
Real-Time 3D Surface Reconstruction using a Moving Depth Camera 29
Figure 139: 6-DoF motion estimates for motion estimation based on multi-modal motion
estimation
7.4 automatic user guidance based on nbv
An adequate evaluation of the automatic user guidance scheme based on next-
best-view planing would take into account an empirical study about the user
satisfaction with the scanning process, where different kind of users and operators
with different experience levels (from beginner to expert level) are asked to
generate a 3D reconstruction from different objects with and without the usage
of the provided automatic user guidance system. Such an ergonomic evaluation
was not within the scope of this project, since it would require a relatively large
set of possible operators.
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Nevertheless, this section just summarises some remarks regarding the actual
check of the implementation for both, the computation of the confidence map
and the NBV algorithm.
7.4.1 On-the-fly Confidence Map Calculation
The calculation of the confidence map of the actual scene model is based on an
evaluation of the distance between the 3D object point and the range camera
(z) and the corresponding angle between the surface and the line-of-sight of the
camera (θ).
The actual confidence for each point should be available for the operator within
a graphical representation of the scene. This would allow a manual evaluation of
the actual scene reconstruction process.
The following figure shows results for the confidence map calculations for
a given example scene. For visualisation purposes, the effect of an increasing
confidence value for points which were observed more often, is neglected within
the given figures.
Fig. 140 - (a) shows the observed scene, which was used for the evaluation (I).
The corresponding greyscale-coded depth map D is show in Fig. 140 - (b).
(a) (b)
(c) (d)
Figure 140: Result for an on-the-fly confidence map calculation; (a) - Acquired scene; (b) -
Depth map, as delivered by the range camera; (c) - Colour-coded confidence
map; (d) - TSDF volumetric representation, where all voxels are colour-coded
by their confidence value
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The confidence map was implemented as a colour-coded heat map, where a
green pixel indicates a high confidence and red one a low confidence value. By
applying Algorithm 7 from section 6.3.4.1, the confidence map, as shown in Fig.
140 - (c), can be determined. It can be seen that 3D coordinates with a lower z
value are more likely to be captured with a high confidence, than objects in the
background. Besides the absolute distance between object and camera, also the
angle between the surface orientation of an object and the line-of-sight of the
range sensor are considered for the confidence calculation.
Fig. 140 - (d) show the actual confidence for the elements of the TSDF volume.
For this the same colour-code was used in order to visualise the confidence of the
different voxels.
It can be seen, that the confidence value is calculated according to the given
equations in section 6.3.4.1 and the colour-coded visualisation can be used by the
operator in order to evaluate the actual quality of the scene reconstruction.
7.4.2 Automatic User Guidance based on NBV
The evaluation of the actual user guidance routine contains at this stage only
a short overview of the different elements of the four-stage general procedure,
because, as already stated above, an adequate measurement of the efficiency of
the routine would include a study about the user’s satisfaction.
As it was shown in section 6.3.4.2, the overall procedure for the computation
of the continuous automatic user guidance consist of four different steps: (i)
detection of the Object Of Interest (OOI), (ii) hole detection, (iii) point clustering
and (iv) next-best-view calculation.
detection of the object of interest
The actual detection of the OOI is realised by a colour keying technique, which
detects a plane of known colour within the acquired point cloud and defines all
3D points in a pre-defined volume around this plane to be part of the OOI.
The following figure shows an example of a scene, where the OOI (here: a gray
box) is placed on a plane of known colour (see Fig. 141 - (a)). The corresponding
point cloud is automatically segmented into three groups: plane, object and back-
ground. All 3D points, which belong to the background cluster are neglected for
the 3D scene model. Fig. 141 - (b) shows the result of the segmentation, where
only the elements of the plane-cluster (green) and the object-cluster (white) are
visible.
hole detection
As an integral part of the NBV algorithm, it is necessary to detect holes within the
surface of the object. This can be achieved by evaluating the actual TSDF model,
as described in section 6.3.4.4.
To test the actual implementation a static scene with a single OOI was observed
from a single camera view-point. The actual 3D reconstruction contains a hole
within the object’s surface on the backside of the object, because it is self-occluded
by the OOI. Thus, the hole detection mechanism should mark all voxels TSDF,
which lie behind the object as holes.
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(a) (b)
Figure 141: Detection of the object of interest OOI within the scene; (a) - Colour image
where the object-of-interest is placed on a plane of known colour; (b) 3D
point cloud with segmented plane (green) and OOI (white)
The result of the hole detection is shown in the following image, where the
same scene as for the confidence map calculation of the confidence map (Fig. 140)
is used.
Fig. 142 - (a), (b) and (c) show the actual 3D scene representation within the
TSDF from different viewpoints. For the actual evaluation, all holes are highlighted
in violet colour. It can be seen, that the voxels behind the object front side are
correctly marked as holes. Thus, the automatic user guidance routine can utilise
this information in order to guide the operator in such a way, that the open
surfaces within the object’s surface can be filled.
The actual confidence map and the detected holes are the base for the compu-
tation of the next-best-view, as described within the next paragraph.
nbv computation and user interface
The final stage consists of the computation of the NBV and the provision of the
optimal next sensor pose for the operator of the VISrec! sensor.
The optimal next-best-view is coded within a pose matrix [R|t], which contains
the translation and rotation of the sensor motion which would lead to the next
optimal sensor pose.
If the industrial robot would be applied, it would be very easy to realise an
automatic robot navigation based on the optimal pose, in order to reduce the
number of views. Since the VISrec! scheme is realised for the usage in a scenario,
where a human operator manually moves the sensory unit, it is more difficult
to represent the coded motion information in such a way, that the user is able to
find the next sensor pose intuitive.
For the given prototypic realisation of the VISrec! scheme, a simple navigation
window is integrated within the graphical user interface of the 3D reconstruction
program, which contains information about the actual pose of the sensor and the
desired one.
Fig. 143 shows the appearance of the navigation window. It contains an altitude
indicator (ALT), where the desired and the actual altitude are coded by specific
cursors and indicators. Furthermore the desired position of the range sensor is
visualised within a position indicator similar to a map (POSITION). The last
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(a) (b)
(c) (d)
Figure 142: Hole detection within the TSDF volume, object seen from different angles: (a) -
front, (b) - top, (c) - behind; (d) - RGB stream, provided for comparison
indicator (AIM) is similar to the position indicator, in that it is a 2D indicator that
has a green circle as the target. The only difference is that this indicator shows
the spatial orientation of the Kinect, with the target always in the middle.
Figure 143: Navigation window of the automatic user guidance system
It can be concluded, that the actual implementation of the continuous user
guidance routine is able to help, especially inexperienced users, to improve both,
time consumption and quality, of the 3D scene reconstruction process.
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7.5 3d modelling with the extended visrec! framework
The following section should show the overall performance of the complete 3D
modelling pipeline of the EFN architecture based on specific example objects. In
this context it might be interesting to compare the sparse 3D reconstructions
acquired by the PFN implementation (see section 4) with the results provided by
the EFN approach.
Two different application scenarios were tested, where the first case considers
the 3D metric reconstruction of a specific object-of-interest. For this some of the
example objects, as introduced in Fig. 130, are used. The reconstruction of a
simple object would include the usage of the OOI detection method in order to
neglect the background within the 3D reconstruction.
The second case contains an example for the reconstruction of a large scale
environment, where not a single OOI should be reconstructed, but a whole scene.
7.5.1 3D Object Reconstruction
The evaluation of the 3D object reconstruction abilities of the overall approach are
similar to the results, as shown in section 5.4.3, for the sparse 3D reconstruction
from aided-SfM.
Due to the more dense reconstruction of the objects, the procedure for measur-
ing the width, depth and height of the object was changed. The evaluation is now
based on defining manually a set of height, width and depth vectors (hi, wi and
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Figure 144: Definition of a set of height, width and depth vectors (hi, wi and di)
Each of these vectors are a single representation of the object’s width, depth or
height.
The actual measurement of the objects dimensions are carried out by building
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This approach was not applicable for the sparse scene representation, as deliv-
ered by the PFN-approach, because it would not be possible to find for a selected
3D point on one border of the object (e.g. left hand side) a point on the exact
opposite site (e.g. right hand side) which would allow to define a vector which is
ideally vertically or horizontally aligned.
7.5.1.1 Castle Model
The first test object is the castle object. The following table summarises different
aspects of the original sequence and the generated 3D reconstruction.
Sequence
Number of frames/point clouds: 32
3D scene model
Number of 3D points generated (complete model): 298969
Table 18: Overview of sequence and 3D model for castle object
It can be seen, that in comparison to the results fo the PFN-approach (see section
5.4.3), the 3D reconstruction generated by the extended VISrec! framework contains
more than 500-times the number of 3D points of the sparse scene representation.
The actual results for the accuracy of the reconstructed metric dimensions of
the object are summarised in the following table.
Dimension Real model 3D reconstruction Absolute error Relative error
Height 455 mm 452.75 mm -2.25 mm -0.50 %
Width 330 mm 326.34 mm -3.66 mm -1.11 %
Depth 255 mm 248.31 mm -6.69 mm -2.62 %
Table 19: Comparison of the dimensions of the castle object and the corresponding 3D
reconstruction
It can be concluded from the measurements of the objects dimension, that
the scheme is able to deliver a satisfying representation of the real object and
its dimensions. The relative error lies below 3%, where the depth measurement
contains the largest error. However, the accuracy of the approach based on
the visual measurements seems to be more accurate in terms of the metric
reconstruction accuracy. It should be stated here, that a direct comparison between
the measurements presented in section 5.4.3 and the results shown in the table
above, is not possible, since there were different methodologies used for the
extraction of the measurements.
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Figure 145: Results of the 3D reconstruction pipeline of the EFN for the castle model; (a) -
Front view; (b) - Left side view; (c) - Back view; (d) - Right side view; (e) -
Bottom view; (f) - Top view
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Thus, a general statement about the comparison of the accuracy between the
PFN and the EFN can not be given. The actual shape of the 3D reconstruction can
be found in the following image, which shows the generated point cloud from
different views. For visualisation purposes, the different 3D points are textured
with the corresponding grey scale value.
7.5.1.2 Figure Model
The figure model was a problematic object for the EFN framework, since it does
not contain a lot of surface texture. Thus, the necessary feature handling stage is
not able to deliver enough visual features for a good shape representation.
The results of the reconstruction by using the EFN are given in Fig. 147, where
the model is visualised from different views. It can be seen, that the extended
VISrec! is able to deliver a dense 3D object model.
The number of frames/point clouds and the final number of 3D points within
the model are shown in the following table.
Sequence
Number of frames/point clouds: 43
3D scene model
Number of 3D points generated (complete model): 86372
Table 20: Overview of sequence and 3D model for figure object
The arm distance was measured manually by selection of two 3D points located
at the fingertip position on the left and the right hand of the figure. Fig. 146
shows the selection of points and the corresponding distance vector.
(a) (b)
Figure 146: Example for the manual measurement of the arm distance at the figure model;
(a) - side view; (b) - top view
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Figure 147: Results of the 3D reconstruction pipeline of the EFN for the figure model; (a) -
Front view; (b) - Left side view; (c) - Back view; (d) - Right side view; (e) -
Bottom view; (f) - Top view
The results regarding the accuracy of the metric reconstruction are shown in
the following table2. It is obvious, that the results are not as good as for the figure
2 Please note, that the figure model contains rotatable arm elements. For this reason the arm distance
is different to the one shown in section 5.4.3.
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model. This can be explained by two hypotheses: (i) the overall performance of
the VIFtrack! scheme suffers also from the less-textured object surface and (ii) the
shape of the object is more complex, because it contains not a single volumetric
shape, but also extensions, such as arms, legs and the hat. For example, the
relatively small fingers are difficult to reconstruct, because the spatial resolution
of the range sensor is limited.
Dimension Real model 3D reconstruction Absolute error Relative error
Height 170 mm 164.87 mm -5.13 mm -3.02 %
Width 150 mm 148.23 mm -1.77 mm -1.18 %
Depth 70 mm 68.88 mm -1.12 mm -1.60 %
Arm distance 150 mm 154.88 mm 4.88 mm 3.25 %
Table 21: Comparison of the dimensions of the figure object and the corresponding 3D
reconstruction
7.5.1.3 Bear model
The bear model was used in order to proof the capability of the VISrec! scheme to
reconstruct objects with a highly diffuse surface property.
Due to the fact, that the bear object is a non-rigid object, an evaluation of the
metric reconstruction accuracy of the dimensions was neglected here.
As it is shown in the following figure, the scanning procedure and the corre-
sponding PCR stage, leads to a smoothed surface reconstruction of the object. This
specific aspect has to be taken into account for the scanning of sharp edges and
depth discontinuities.
Figure 148: Example for the smoothing effect of the reconstruction pipeline
The result of the 3D reconstruction pipeline for the bear object is shown in Fig.
149. It can be seen, that the general structure is represented reasonably and the
specific surface properties are not disturbing the VISrec! reconstruction pipeline.
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Figure 149: Results of the 3D reconstruction pipeline of the EFN for the bear model; (a) -
Front view; (b) - Left side view; (c) - Back view; (d) - Right side view; (e) -
Bottom view; (f) - Top view
[ September 22, 2014 at 13:39 ]
7.5 3d modelling with the extended visrec! framework 190
Sequence
Number of frames/point clouds: 38
3D scene model
Number of 3D points generated (complete model): 133031
Table 22: Overview of sequence and 3D model for bear object
7.5.2 Large Scale Environment Reconstruction
The main focus and possible application field of the VISrec! 3D reconstruction
pipeline is the 3D scanning of a single object-of-interest. Nevertheless, another
possible application would include the possibility to scan large scale environments
(e.g. complete rooms) by using the VISrec! scheme.
For this, the dimensions of the TSDF volume was increased manually within the
KinFu algorithm in order to allow the acquisition of larger scenes. The scheme was
tested within the lab, where a specific region of the room was scanned with the
range sensor. For this, the operator moves the sensory unit around the region of
the room, which should be reconstructed. The actual virtual scene representation
(colour-coded by the actual confidence map) grows on-the-fly.
As it is shown in Fig. 150, the suggested VISrec! approach is also able to handle
large scale environments, because the acquired depth maps (see Fig. 150 - (d) for
an example) and the visual images (see Fig. 150 - (e) and (f) for examples) are
used for the generation of a 3D scene representation (Fig. 150 (a) to (c)).
However, it should be noted here, that the acquisition process is much more
complicated to realise for the operator, since it must be avoided, that the motion
estimator within the EFN implementation looses it’s track during the acquisition.
Even the usage of VIFtrack! and marker-based tracking can not completely avoid,
that for uncooperative camera movements the KinFu algorithm resets itself. Such
a situation would cause, that the scanning process has to be restarted.
Thus, it is very important to consider before the actual acquisition, where to
place markers and how to move the camera during the capturing process. This is
important, because the automatic user guidance routine cannot be used for large
scale environment scanning, since it assumes that there is only one well-defined
object-of-interest within the observed scene. This assumption is not fulfilled if a
whole room or scene should be scanned.
However, for an experienced user, it is possible to create also larger 3D scene
models, which was proofed by the given example. Nevertheless, for a better
applicability for such scenarios, a routine which allows a possible reinitialisation
of the motion estimate, once the KinFu loses its track once, should be implemented.
This could be possible by using the absolute pose estimates provided by the
RPP algorithm, based on the fixed marker positions.
7.5.3 Comparison Between SfM, PFN and EFN
At this point, there are three different 3D reconstruction architectures available:
the classical (only visual) SfM, the PFN (which incorporates visual and inertial
sensors) and the EFN. In order to summarise the overall performance of the three
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Figure 150: Results of the 3D reconstruction pipeline of the EFN for a large scale environ-
ment; (a) - View 1 of the 3D reconstruction of the scene; (b) - View 2 of the
3D reconstruction of the scene; (c) - View 3 of the 3D reconstruction of the
scene; (d) - Example for a depth image; (e) - Visual appearance of the scene;
(f) - Visual appearance of the scene
different techniques in terms of reconstruction accuracy and density of the 3D
model, Table 23 contains a comparison of all three methods for the castle model.
It is possible to see, that the number of 3D points within the final scene model
increases from 378 for the SfM to 298969 for the EFN architecture. Even if this is
compared to the 555 points delivered by the PFN, it can be definitely concluded,
that the major aim for the introduction of the range sensor into the existing
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Visual SfM PFN EFN
Number of frames/point clouds: 88 88 32
3D scene model
Number of 3D points generated (complete model): 378 555 298969
Number of 3D points in initial scene model: 79 172 -
Reconstruction accuracy
Absolute reconstruction error object height [mm]: -15.16 -4.98 -2.25
Relative reconstruction error object height [mm]: -3.33% -1.09% -0.5%
Absolute reconstruction error object width [mm]: -18.59 3.49 -3.66
Relative reconstruction error object width [mm]: -5.63% 1.06% -1.11%
Absolute reconstruction error object depth [mm]: -13.88 3.18 -6.69
Relative reconstruction error object depth [mm]: -5.44% 1.25% -2.62%
Table 23: Comparison of the 3D reconstructions delivered by the visual SfM, visual-inertial
PFN and the EFN for the castle model
architecture was met, since the scene representation delivered by the EFN contains
roundabout five hundred times more 3D points.
The overall reconstruction accuracy of the 3D object’s shape can also be im-
proved by employment of the EFN, if it is compared to the SfM case. However, the
two shape representations delivered by the PFN and the EFN are comparable.
7.6 conclusion
This chapter provided an overview of the results of an evaluation of the different
aspects of the incorporation of range sensors within the VISrec! reconstruction
pipeline.
It was shown, that the novel C2F-ICP algorithm is able to outperform classical
ICP, which relies on shape information only. It was shown, that the robustness
and accuracy of the point cloud registration stage within the 3D reconstruction
pipeline can be increased by incorporation of the visual ICP stage. However, in
this context it is necessary to consider, that the actual level of improvement by
applying C2F-ICP highly depends on the texture properties of the observed object.
For less textured objects (as the figure object used within the given evaluation)
the level of improvement is less, than for objects which contain a dense and
unconstrained texture (e.g. the castle object). Furthermore, it is possible to reduce
the computational time significantly by using the suggested approach, because
the number if necessary ICP iterations can be reduced to approximately a third of
the iterations for classical ICP.
Another major problem of the classical ICP-based 3D modelling pipeline is the
fact, that once the PCR is not able to provide a valid motion estimate (e.g. due to
a less structured scene), the algorithm loses its track and in most cases this leads
to the necessity of restarting the whole acquisition process.
The adapted multi-modal motion estimation stage, which considers marker-
based camera poses from RPP, provides the possibility to compensate poor ICP
results and helps the algorithm to stay functional. Especially the VISrec! scheme,
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which is developed for the usage with a hand-held camera manually operated by
a single user, need to be robust for such scenarios.
In this context, the scheme of an automatic user guidance framework based on
next-best-view computation, is able to provide additional information, especially
for inexperienced operators, in form of a colour-coded confidence map and a
navigation scheme to reach the NBV.
The overall results for the 3D reconstruction pipeline (based on the EFN) are
promising in terms of accuracy and density. The incorporation of the range
sensors within the VISrec! scheme provides the possibility to reconstruct both,
single objects-of-interests and large scale environments, in a dense representation.
To show the applicability of the suggested approach for 3D modelling, the next
chapter introduces a case study, where the VISrec! approach is used within an
reverse engineering context.
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8
C A S E S T U D Y - V I S R E C ! F O R R E V E R S E E N G I N E E R I N G
“The future is already here –
it’s just not evenly distributed.”
— William Gibson - The Economist - December, 4th, 2003
(The Economist 2003)
8.1 introduction
Based on preliminary results of the VISrec! concept, it was possible to gain the
attention of local companies for a possible evaluation of the whole framework
within a practical application. For this, a cooperation with the local company CP
GmbH was initiated.
CP GmbH, located in North Rhine-Westphalia, Germany, is a leading company
for high performance engineering and manufacturing of mechanical components
in the field of motorsport and racing. The range of products designed, developed
and manufactured at CP GmbH includes complete fuel tanks, suspensions and
chassis and a broad variety of sophisticated lightweight components for vehicles
used in extremes of performance.
The company identified two distinctive application fields for the VISrec! frame-
work:
• Analysis of damaged cars and its components after a racing accident.
Here it is vitally important to estimate if specific parts of the car (e.g. chassis
or axle) are still in good enough condition to guarantee maximum safety
and performance for the racing team. For this a complete 3D model of
specific components is generated and compared with data from the CAD
system.
• Reverse engineering for tailor-made racing components.
Due to the fact, that the company is mainly focused on the development
of components for touring cars, it is necessary that the components are
completely based on existing car bodies. For this, it is often necessary to
analyse the three-dimensional structure of existing parts or components
and to analyse the space and fixings for new elements. This is especially
true, if there is no CAD data available (e.g. for historical racing series).
Both application fields should be evaluated within the project, where the main
aim is the development of a complete process definition, beginning from 3D
model acquisition based on VISrec! and ending with preliminary results for either
a clear analysis of damaged body, or a 3D model from a reverse engineering
process.
For both possible applications a clear problem statement is given in the subse-
quent section, which is the base for a project description later.
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8.2 problem statement
Even if some elements of the overall process would be comparable, the two
possible application fields are discussed separately in the following subsections:
8.2.1 Damage Analysis
One major aspect for a competitive racing teams is the optimisation of technical
performance by means of economical measures. In this context it has to be
guaranteed, that all parts and elements of a car are used in such a way that their
life cycle is completely exhausted.
One typical problem for the responsible persons of a racing team is the critical
decision after a damage of a car (e.g. caused by a racing accident), which parts
of the car need to be replaced and which can be repaired. In this context also
the general decision about the usability of a car in general has to be made. Such
decision processes need to be realised within a very short-time period, because it
might be necessary to put the car back in the street within only a few hours.
The common practise today is mostly based on subjective decisions based on
personal experience and feelings, because it is too costly to generate enough
data for a objective decision based on clear criteria. This is because a proper
analysis can only be carried out based on 3D measurements of the whole car. The
generation of such measurements in the pit lane, by using existing technologies,
on a race weekend is almost impossible, due to the high costs and space/time
restrictions.
The usage of the VISrec! sensor would provide the possibility for a fast and easy
reconstruction of the car or specific car elements. The 3D models could be used
for a comparison with CAD data for a clear analytic decision about the state of
the car.
8.2.2 Reverse Engineering
One major task within the whole development process is the adaptation of
existing mechanical parts and chassis from standard street cars to meet the
specifications and performance requirements for auto racing competitions. For
this, it is necessary to modify the existing cars considerably, where existing parts
are both, completely replaced or modified.
The design of new elements for such projects is highly sophisticated, because
all new developments need to be integrated into the existing mechanical body
work of the car. Due to the fact, that exact 3D CAD data is not available for all
elements of a car, the first step within the design procedure relies on a manual
measurement of important point coordinates, e.g. by using tactile measurement
systems. This procedure is very time consuming and provides also only a sparse
and incomplete 3D representation of the real-world object. Especially for space
analyses such a sparse representation is not sufficient to guarantee a complete
avoidance of possible design failures.
The missing link between the new parts and the existing car is a complete 3D
mock-up of the relevant elements of the cars body-work, as shown in Fig. 151.
It is possible to generate such a dense 3D model by using existing techniques
such as laser scanning or structured-light scanning, but the measurement process
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is difficult, due to the necessity of using a significant number of different view-
points to generate a complete shape of the car.
Figure 151: 3D model of a cars axle from different viewpoints
The 3D model generated by the EFN-VISrec! scheme is represented by a dense
point cloud, which can be used as a reference to automatically extract geometric
primitives like cylinders, planes, etc. and free formed surfaces within the CAD
tool employed.
8.3 project description
For both possible applications it is necessary to create a complete process chain
beginning from 3D scene acquisition to the final analysis within a common CAD
software (here: CATIA or AutoCAD).
Fig. 152 shows a typical process model, which can be used to describe both
applications from a process point of view.
The first necessity, which has to be fulfilled, is the conversion of the existing
point cloud data from VISrec! to a standardised file format, which can be read by
standard CAD solutions, such as CATIA or AutoCAD. This would allow a fast and
easy import of VISrec! measurements into the CAD systems, where an automatic
extraction of geometric primitives and free formed surface can be realised (see
Roth and Levine 1993 and Lavva, Hameiri, and Shimshoni 2008 for an overview of
existing methodologies), which allows a transition from point cloud measurement
data to CAD objects which can be used to realise both a reverse engineering of a
real-world object or a comparison with existing CAD data, for damage analysis.
Out of the two examples, the reverse engineering scheme, was considered in
more detail. In this context a preliminary case study was carried out, in order to
provide a proof of concept for the applicability of VISrec! within this field. Some
more details and a short overview of the preliminary results are provided within
the next section.
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Figure 152: Process model for utilising the VISrec! sensor within practical applications like
damage analysis or reverse engineering
8.4 a reverse engineering process model based on visrec!
The goal of the case-study was the development of a general process, which
shows exemplary the integration of the 3D scene reconstruction process of VISrec!
within an overall framework for the development of engineering components
based on 3D scan data.
The company CP GmbH modus operandi is based on a classical forward-
engineering scheme, where each new element and part is designed within the
technical office by using CAD tools. In most cases, the actual design is adapted
to other components, for which CAD data is also available. The actual virtual
design is the base for the manufacturing process of the physical component. This
describes the classical forward engineering scheme..
As it was already stated in chapter 8, it can not be guaranteed that the necessary
CAD data for all components is available. In particular for old cars, it is not possible
to use the existing designs, but specific points need to be manually measured by
using tactile systems.
The introduction of the reverse engineering scheme within the company, would
allow the creation of missing CAD data from the existing components. By this,
the time-consuming manual point measurements could be dropped and the effi-
ciency of the design process would be dramatically increased. Actually it is often
necessary to develop more than a single physical prototype for a new component,
especially if the necessary CAD data of the corresponding neighbouring parts is
not available.
The reverse engineering process would provide the possibility to create a
dense representation of objects or parts, which would support the design process.
Furthermore the automatic recreation of a fully adaptable CAD model might be
possible.
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In section 8.4 the generalised process chain is introduced. In this context the
typical workflow between 3D scanning and the design of a new component
is illustrated, where the reverse engineering scheme is embedded within the
classical forward engineering approach.
Some example applications and preliminary results of the workflow are pre-
sented in section 8.4.1. For this, a typical example application within the partner
company was considered.
For the incorporation of an automatic or semi-automatic generation of CAD
data from real physical objects, it would be necessary to consider the actual
project design and engineering cycle at CP, which contains a typical forward
engineering scheme, where a new product is designed by CAD on the base of a
former requirements engineering stage.
The project partner company uses two different commercial CAD systems:
CATIA and AutoCAD. These two design suites need to be considered for the
implementation of a reverse engineering-driven product development cycle.
Fig. 153 gives an overview of the proposed framework for the incorporation of
a reverse engineering process within the overall product development scheme.
The scheme consists of the classical forward engineering product development
stage (at the bottom), which uses specialised CAD software (here: CATIA or
AutoCAD) for the design and engineering of new mechanical products. The
actual engineering and design stage is based on a pre-defined set of requirements,
defined by the customer and/or the product management department.
The CAD models generated during the design process are used to automatically
derive specific information for the manufacturing of the objects (e.g. software
and manufacturing sequences for machine tools, such as CNC lathes or milling
machines).
After the manufacturing process the quality management department uses pre-
defined control sequences, which are also derived from the available CAD-data, to
guarantee the fulfilment of all requirements.
This classical process is now extended by introduction of a reverse engineering
pipeline (at the top of Fig. 153), which provides the necessary CAD-model of
existing housings, fixings or other parts which may support the design process.
The reverse engineering stage starts with the existence of a specific physical
object. This might be an existing car or a spare part, which contains certain spatial
information which may support the design and engineering process for a new
product.
By applying the VISrec! scheme (based on (i) data acquisition, (ii) pre-procesing,
(iii) point cloud registration), a 3D reconstruction of these objects can be provided
in form of a 3D point cloud or a volumetric representation (TSDF).
Since different CAD systems support different types of input data it is necessary
to develop specific conversion modules, which are able to transfer the given
data from VISrec! into supported common data structures. For CATIA, this would
include file formats, such as PLY, STL and OBJ, while AutoCAD supports XYZ data.
By conversion, it is possible to import the 3D reconstructions from VISrec! into
both, the CATIA or AutoCAD CAD system.
Within the CAD software it can be realised to optimise the given dataset, e.g.
by cropping certain areas or by applying a manual pre-segmentation of objects.
However, the main goal would include to convert the point cloud data into CAD
objects, which can be used within the design process.
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Figure 153: Framework for the incorporation of a reverse engineering scheme within the
product design cycle
For this, it is necessary to (semi-)automatically detect, so called geometric prim-
itives, such as planes, cylinders, cubes, etc., within the 3D points. Both CAD tools
provide the possibility to do this. In CATIA the digitized shape editorcan be used
together with the quick surface reconstruction tool to detect geometric primitives
within the point cloud data. For AutoCAD, an additional tool (PointCloudPro) is
available, which contains similar functionalities.
Once, a set of geometric primitives is available, it is possible to generate a
common CAD model, which can be used during the forward engineering scheme,
as described above.
The reverse engineering scheme was applied to a simple example to show a
proof of the concept, which is summarised within the next section.
[ September 22, 2014 at 13:39 ]
8.4 a reverse engineering process model based on visrec! 201
8.4.1 Example Applications
The suggested reverse engineering framework was applied to a real-world exam-
ple at CP GmbH to prove the general concept.
The chosen example of relevance to the company was to scan a certain part of
the cross beam at the bottom of a Audi TT RS. Fig. 154 - (a) shows the complete
car at CP GmbH, while the actual crossbeam is shown in Fig. 154 - (b).
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5.1 Untersuchungen hinsichtlich Vermessungsgenauigkeit am Fahrzeug
Die 3D-Vermessung ist an einem Audi TT RS durchgeführt w rden. bbildung 5.2 zeigt das in 
diesem Messaufbau genutzte Fahrzeug.
Abbildung 5.2: Audi TT RS
Hierbei  sollen Teile der Vorderachse vermessen werden.  Auf Basis dieser  Daten soll  dann eine 
Antriebswelle  konstruiert  werden.  Abbildung  5.3  zeigt  den  Querträger  und  den 
Vorderachsenbereich.
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Figure 154: Example of the application of the reverse engineering scheme; (a) - Audi TT
RS; (b) - Crossbeam at the bottom of the car (marked in red)
The described part of the car was scanned by using the extended VISrec! proto-
type, based on the extended fusion network, which incorporates range sensors.
Thus, a dense 3D reconstruction of the bottom view under the car can be gener-
ated. Fig. 155 - (a) and (b) show two different views of the generated 3D point
cloud data (here in a volumetric representation).
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Diese  Vermessungsdaten  sollen  als  Anhaltspunkt  für  die  Genauigkeit  der  in  dieser  Thesis 
untersuchten Systeme dienen.
In Abbildung 5.5 werden die mit der Kinect erfassten 3D-Mod lle gezeigt. Die Modellierung wurde 
mit KinFu und ReconstructMe durchgeführt.
Abbildung 5.5: Links, KinFu 3D-Modell; Rechts, ReconstructMe 3D-Modell
Die Vermessung wurde händisch durchgeführt, das heißt die Kinect wurde manuell von Hand in 
einem Kreisbogen von ca. 50 cm Abstand zur Szene mehrmals langsam hin und her geschwenkt.  
Das  Ziel  war  dabei  die  Zylinderformen  des  Querträgers  akkurat  in  den  3D-
Modellierungsprogrammen abzubilden.
Diese 3D-Modelle sind anschließend mit Hilfe von MeshLab so bearbeitet worden, dass nur noch 
der Querträger der Szene übrig blieb.
Beide Punktwolken wurden jeweils in AutoCAD und CATIA eingebunden. Anschließend wurden in 
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Die Vermessung wurde händisch durchgeführt, das heißt die Kinect wurde manuell von Hand in 
einem Kreisbogen von ca. 50 cm Abstand zur Szene mehrmals langsam hin und her geschwenkt.  
Das  Ziel  war  dabei  die  Zylinderformen  des  Querträgers  akkurat  in  den  3D-
Modellierungsprogrammen abzubilden.
Diese 3D-Modelle sind anschließend mit Hilfe von MeshLab so bearbeitet worden, dass nur noch 
der Querträger der Szene übrig blieb.
Beide Punktwolken wurden jeweils in AutoCAD und CATIA eingebunden. Anschließend wurden in 
den Punktwolken Zylinderanpassungen durchgeführt. Abbildung 5.6 zeigt die Resultate.
Kapitel 5: Ergebnisse
(b)
Figure 155: Two views of the reconstructed bottom fraction of the car, hich includes the
crossbeam; (a) - view 1; (b) - view 2
The given simplifi d structure of t e crossbeam el ment should not be recov-
ered within the CAD system by using the capabilities of the detection routines for
geometric primitives.
Fig. 156 provides an overview of the results for AutoCAD (see Fig. 156 - (a))
and CATIA (Fig. 156 - (b)). The simplified str ctur of th c ossbeam ele ent can
be described by seven independent cylinders with different length and diameters,
as shown in Fig. 157.
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Abbildung 5.6: Links oben, AutoCAD/KinFu; Links unten, CATIA/KinFu; Rechts oben AutoCAD/ReconstructMe; 
Rechts unten, CATIA/ReconstructMe
Die  Zylinderanpassungsfunktion  vom  AutoCAD  Plug-In  PointCloud  Pro  ist  relativ  einfach  zu 
bedienen. Es werden zwei Punkte in der Punktwolke markiert  und die Funktion versucht einen 
Zylinder  zu  erkennen.  Länge  und  Durchmesser  legt  die  Funktion  anhand  der  Punktwolke 
automatisch fest.
Bei CATIA ist die Anpassung nicht so benutzerfreundlich wie bei PointCloud Pro. Hier muss ein 
Bereich gekennzeichnet werden, in dem ein Zylinder erkannt werden soll. Der Bereich wird bei 
CATIA als Fangzone bezeichnet und ist mit einem Rechteck, einem Vieleck oder mittels Spline zu 
markieren. Der Durchmesser der Zylinder wird automatisch erzeugt, jedoch wird die Länge des 
Zylinders  nur  bis  zu  den  manuell  definierten  Fangzonenenden  konstruiert.  Zum  besseren 
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Kapitel 5: Ergebnisse
(b)
Figure 156: Detected geometric primitives (here: only cylinders) within the delivered
point cloud data; (a) - AutoCAD; (b) - CATIA
It is possible to see in Fig. 156 - (a), that the detection routines within the
PointCloudPro package for AutoCAD do not allow a specification of all seven
cylinders. Only a subset of cylinders (1, 3, 4, 5 and 7) were detected successfully.
The tools within CATIA are able to deliver better results. All seven cylinders
were detected and segmented successfully.
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Die in Abbildung 5.3 markierten Bereiche sind von Relevanz für die 3D-Vermessung.
Der Vorderachsenbereich bereitete aufgrund des engen Raumes Probleme bei der Vermessung. So 
sind ca. 40 cm zwischen Kamera und Objekt für die Vermessung vorhanden. Die Microsoft Kinect 
benötigt,  wie  in  Kapitel  2.12  erwähnt,  einen  Mindestabstand  von  50  cm  zum  Objekt.  Nach 
mehreren Versuchen aus unterschiedlichsten Winkeln die Szene dennoch zu erfassen,  wurde die 
Vermessung aufgrund von schlechten Ergebnissen verworfen.
Der Querträger auf der Unterseite konnte jedoch gut erfasst werden. Für diesen Querträger wurden 
bereits  von  CP  Autosport  GmbH  Messungen  mit  einem  Faro  Gelenkarm  durchgeführt.  Der 
Messvorga und die geometrische Modellierung in CATI  dauerte nach Aussage ca. 2 Stunden. 
Abbildung 5.4 zeigt die daraus resultierenden Zylinder in CATIA.
Abbildung 5.4: 1-7 Zylinder vom Querträger. Die Quadrate links und rechts neben Zylinder 1 dienen als Bezugspunkte 
für das Koordinatensystem
Tab lle 5.1 fas t die Daten der Zylinderradien und Zylinderlängen zusammen, die als Referenzwerte 











































Tabelle 5.1: Ermittelte Zylinderparameter auf Basis des FARO Arm
Kapitel 5: Ergebnisse
Figure 157: Simplified geometric structure of the crossbeam based on seven cylinder
elements
A more detailed investigation of the segmentation results shows, that the actual
detection process needs to be further improved, because the delivered cylinder
lengths depend on the actual experience of the operator of the CAD tool.
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Abbildung 5.7: Es wurde eine Fangzone für die Zylinderanpassung markiert (rotgepunkteter Bereich). Die Länge des 
angepassten Zylinders bleibt in diesem Bereich obwohl die Zylinderlänge des Modells weiter reicht.
Soll der gesamte Zylinder der Punktwolke erkannt werden, muss die exakte Länge des Zylinders in 
der Fangzone sein.
Bei  AutoCAD/KinFu  wurden  Zylinder  3  und  5  in  der  Punktwolke  nicht  erkannt.  In  der 
AutoCAD/ReconstructMe Punktwolke sind Zylinder 2, 3, 5 und 6 nicht erkannt worden. In CATIA 
sind alle 7 Zylinder von beiden Punktwolken erkannt worden.




Abbildung A3: Fangzone in Punktwolke auswählen
Nachdem  eine  Fangzo enart ausgewählt  wurd  kann  ein  Bereich in  er  Punktwolke  markiert 
werden (Abbildung A4).
Abbildung A4: Links: Fangzone markieren, Rechts: Angepasster Zylinder
Über  den  Butto  „OK“  und  anschließend  über  „Anwenden“  wird  in  dem  markierten  Bereich 
automatisch  (oder  auch  über  manuelle  Auswahl)  nach  einer  Regelgeometrie  gesucht  und 
anschließend an die Punktwolke angepasst (Abbildung A4 rechts).
Mit „Quick Surface Reconstruction“ können Zylinder, Kugeln, Kegeln und Ebenen in Punktwolken 
detektiert und modelliert werden.
Anhang
(b)
Figure 158: Detected geometric primitives (here: only cylinders) within the delivered
point cloud data; (a) - AutoCAD; (b) - CATIA
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In Fig. 158 there are two segmentation examples given, where the detection
routines (here: of CATIA) deliver suggestions of the cylinder position, length and
diameter. While the results for the position and the diameter are reasonable, the
actual detected lengths of the cylinders may vary.
Thus, with the current capability of the given two CAD software packages it
needs an experienced CAD developer in order to refine the detected cylinder
lengths, in order to provide an accurate CAD model from the point cloud data
provided by VISrec!.
8.5 conclusion
The usage of 3D scan data, as provided by the suggested VISrec! methodology,
within an extended product design and engineering stage, is a promising frame-
work, which could lead to shorter development times and consequently the
reduction of costs. Especially within the racing car industry, the time gap between
the conceptual planing of a new product and the manufacturing of a real physical
part is crucial, since the different racing teams, which are customers for the project
partner company CP GmbH, are competitors on the track and the time for the
preparation of the racing cars before a new season or even during a season is
limited.
Within this chapter, a novel development pipeline was introduced, which sug-
gests the combination of the classical forward engineering product development
process with a reverse engineering scheme based on VISrec! for the 3D modelling
and reconstruction.
However, the case-study has shown, that the VISrec! sensor and the correspond-
ing algorithms are able to produce dense 3D scene reconstructions, which can
be used within the reverse engineering stage, but the off-the-shelf algorithms
for the automatic detection and segmentation of geometric primitives within the
point cloud data are only usable for experienced CAD operators. Thus, it would
be necessary to develop more enhanced methodologies and plug-ins for the
used CAD software tools (here: CATIA and AutoCAD) in order to guarantee an
segmentation result, which is independent from the user’s subjective evaluation
of the given 3D point cloud.
The next chapter provides a general conclusion of the presented research and
shows potential future work.
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C O N C L U S I O N A N D F U T U R E W O R K
“Well," said Pooh, "what I like best,"
and then he had to stop and think.
Because although eating Honey was a very good thing to do,
there was a moment just before you began to eat it,
which was better than when you were,
but he didn’t know what it was called.”
— A.A. Milne: "Winnie-the-Pooh"
(Milne 2006)
9.1 introduction
Generating a three-dimensional digital representation of a physical object can
be interpreted as one of the main research areas in computer vision and image
processing. During the last three to four decades, the immense increase of com-
putational power of off-the-shelf computer hardware, has lead to an introduction
of numerous methods and techniques for 3D scene reconstruction. However, it is
difficult to define a single golden-standard procedure, which is able to fulfil the
numerous requirements of all possible applications field.
The field of 3D data generation is a very promising approach with a great
variety of possible application fields. Nevertheless the usage of 3D data within
small and mid-sized companies is still limited, due to the high costs of the
available products for 3D scanning and the typically very time-consuming work-
flows. Thus, it can be observed, that 3D reconstruction methods are not used
on a regular basis within small and mid-sized companies, even if the general
technique is very promising, especially for classical branches, such as engineering
or manufacturing.
This thesis introduces a novel framework for visual-inertial scene reconstruction
VISrec!, which combines different low-cost sensory units within a unified concept
for the on-the-fly generation of 3D models from real physical objects.
This chapter concludes with a discussion the actual state of the implementation
of the overall project in section 9.2, while an overview of possible future work is
provided in section 9.3.
9.2 conclusion
The VISrec! project was initiated with the goal of creating a novel unified framework
for 3D scene reconstruction based on low-cost sensory units, which are available as
off-the-shelf modules. A successful implementation of such a sensory device and
corresponding algorithms should help to provide methodologies and techniques,
which can be applied within a wide range of possible applications.
As it was shown in chapter 1, there are already numerous general concepts for
3D object modelling and countless variants thereof available, but by analysing the
existing procedures, it is possible to conclude, that there are certain identifiable
205
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drawbacks and no gold standard is available. Nevertheless, a very promising
approach, which uses only a single standard camera, is the structure-from-motion
SfM algorithm, which is able to generate a 3D scene model from a sequence
of monocular image streams. However the SfM method itself is not robust and
neither used, nor widely accepted for industrial applications.
The VISrec! framework put forward in this thesis consists of the combination
of the SfM method with a multi-sensor data fusion scheme, which incorporates
additional sensing modalities. Since the 3D reconstruction from monocular images
can only be realised, if a former camera egomotion estimation stage is able to
deliver robust estimates of the camera’s poses for all frames within the sequence,
the combination of the standard camera with inertial sensors is suggested. This
scheme is motivated based on a structural situational and functional analysis of
the existing SfM scheme in chapter 2.
As it is shown in section 1.3, it is possible to identify numerous promising mar-
ket perspectives, which would result from a handheld low-cost 3D reconstruction
device.
Due to the fact, that the implementation of the VISrec! sensor fusion scheme
should be generalisable for different sensor configurations, a modular system
design framework, based on fusion cells FCs, was introduced in chapter 3.1. In the
same chapter, two different system designs (monolithic and the parallel fusion
network PFN) are suggested for the actual implementation of VISrec!.
The actual implementation of the visual-inertial parallel fusion network, as
described in the chapter 4 of this thesis, was realised based on two different
visual-inertial prototypic hardware platforms. The implementation itself contains
a visual, an inertial and a visual-inertial FC. Due to the modular character of the
generalised sensor fusion scheme, it is possible to consider each of the FCs as an
independent entity, which consists of different interfaces to other FCs and specific
external knowledge and a certain algorithmic implementation.
The proposed implementation of the inertial fusion cell contains a bank of
discrete Kalman filters for the robust estimation of the sensor’s egomotion. The
visual cell contains a two-phase SfM scheme which is able to deliver both, a
scene model and a camera egomotion estimation. The visual-inertial fusion cell
combines intermediate results of the other two cells in order to deliver a 3D scene
model.
In this context a Visual-Inertial Feature tracking scheme (VIFtrack!) was sug-
gested and implemented, which uses inertial motion estimates to improve the
feature handling stage of the SfM algorithm. The inertial measurements are also
used in order to optimise the bundle adjustment stage.
The proposed implementation was evaluated within a modular experimental
setup, as shown in chapter 5. It was shown that the implementations of the
different fusion cells are able to provide good results, for the usage within the
PFN architecture. In particular, the VIFtrack! scheme for feature tracking, is able
to outperform classical feature tracking methods, which rely only on visual
information.
Nevertheless, a major drawback of the scene modelling from visual features,
can be found within the fact, that the observed object has to be cooperative in
terms of the surface texture, in order to provide the possibility for a relatively
large set of distinctive 2D features.
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The overall 3D modelling capabilities were tested on two examples, where one
delivers a relatively dense representation, while the less textured one can not be
sampled with much detail.
For this reason, the thesis suggests an extended VISrec! scheme based on an
extended fusion network EFN, where besides inertial and visual, also range
measurements are taken into account. The actual architecture was introduced
in chapter 6. An analysis of range sensors showed, that especially time-of-flight
range sensors are suitable for their usage within the EFN. The complete extended
VISrec! scheme was implemented, where the former versions of the visual and
inertial FCs could be used.
The main element of the range fusion cell RFC is based on the prominent
KinFu algorithm, which was extended by a visual-structural crude-to-fine iterative
closest point algorithm, which outperforms classical ICP implementations. The
computationally complex visual fusion cell can be replaced by a marker-based
motion estimator, which is able to deliver absolute pose estimates from given
marker positions, which provides the possibility to avoid possible problems with
the point cloud registration stage. Furthermore, an automatic user guidance
scheme is introduced, which is based on the generation of a confidence map and
the calculation of the next-best-view.
An experimental evaluation of the given scheme in chapter 7 showed, that the
proposed algorithms deliver good results and the overall scheme benefits enor-
mously from the multi-data sensor fusion with inertial and visual measurements.
The results for the 3D depth reconstruction are much more dense and the
metric accuracy is satisfying. Furthermore, it was shown, that the extended VISrec!
scheme can be used for both, single object modelling and large-scale environment
reconstruction.
The applicability of the approach was shown within a case study in chapter 8
of this work, where an industrial project partner suggested two different possible
applications: damage analysis and reverse engineering.
During the preparation of the actual case-study, a general extended product
design scheme was developed, where the classical forward engineering cycle can
be extended by a reverse engineering scheme based on VISrec!.
It was shown, that the VISrec! scheme has a great potential within the intended
application of reverse engineering.
Even if the shown results are very promising and all research objectives of
the proposed scheme were fulfilled, there are some aspects which should be
considered for a further investigation. The following section discusses some of
these aspects.
9.3 future work
The original contributions presented in this thesis can be interpreted as an
important step towards the realisation of an aSfM algorithm for the design of a
low-cost 3D scene reconstruction device. However, there is a possibility for further
enhancements of the presented procedures for MSDF, e.g. by the integration
of additional modalities within the presented fusion networks or by further
optimisation of the different FC implementations.
In this context, the possible development of a visual-inertial 2D/3D feature
tracking scheme based on a sequentially growing graphical model (e.g. based on
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Markov Random Fields (MRF) or Bayesian Networks), as suggested by Rehrl et al.
2010b, is a promising and challenging approach.
Furthermore the employment of a Particle Filter (PF) for the fusion of visual and
inertial measurements can be a reasonable alternative for using Kalman filters, if
it would be possible to develop and implement an adapted PF algorithm, which
is able to handle the necessary number of states. Marginalised PF variants, as
proposed by Bleser and Strickery 2008 can be interpreted as a sound basis for
future research.
The employment of the VISrec! algorithm within an industrial context has
shown, that the actual ergonomic design of the user guidance system has also
a potential for a further improvement. Here it would be interesting to combine
actual developments from AR with the implemented NBV algorithm, e.g. by the
implementation of an algorithm which projects an actual 3D camera path into the
actual 2D visual image. This would enhance the applicability of the overall system
enormously, since the actual implementation of the user interface for the user
guidance is sometimes not really intuitive, in particular for inexperienced users.
The work in Pan, Reitmayr, and Drummond 2009, which presented a simple
approach for 3D user guidance by AR techniques, can be used as a first reference
for all future developments.
In further discussions with the industrial project partner, it was also considered
to extend the VISrec! algorithm with a possibility to match real world physical
objects (and their corresponding 3D reconstructions) with a given set of prede-
fined CAD models. This would allow an automatic identification of manufactured
parts within a fully constructed machinery of plant. This would realise a more
complex reverse engineering approach, where in a first scanning stage all parts
of a real world object are identified, which are already known or previously
scanned and reconstructed. Such an extension would include the development
and implementation of particular shape similarity measures, which are the sound
basis for a shape matching routine (see Charpiat, Faugeras, and Keriven 2003).
The actual state of the implementation can be interpreted as a sound base for
further research projects related to 3D reconstruction based on VISrec!. This section
summarises some of the ideas for a possible extension of the implementation.
An interesting topic could be the usage of the VISrec! scheme within an automatic
3D copying machine. This machine would consist of a 3D scanning service
combined with an off-the-shelf 3D printing device, in order to deliver full scale
one-to-one 3D copies of physical real-world objects. In this context it would be
interesting to adapt the proposed scheme to an automatic 3D reconstruction scene,
where the sensory unit is moved automatically around the object-of-interest, e.g.
by means of an industrial robot or a simplified motion system. The actually
implemented NBV system can be used within such a scheme in order to minimise
the number of scans in such a way, that the scanning time can be also minimised.
Another important research question would consider an investigation of a
possible application of the VISrec! algorithm for unmanned exploration and map-
ping with autonomous platforms, such as mobile robots or Unmanned-Aerial
Vehicles (UAV). In such a scenario the sensory unit would be mounted to a moving
platform, while the 3D reconstruction capability is used to create a full scale 3D
model of the environment. Such an application could be used within typical
search and rescue scenarios.
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A
A P P E N D I X - N O TAT I O N
A scalar can be any uppercase letter or symbol in general font (not Bold and
not italic). In general column-vectors (n x 1 tuple) and matrices are indicated by
uppercase bold letters in the (e.g. M) or lowercase bold letters (e.g. m). The norm
of a vector is indicated by single bars (e.g. |v|). Each matrix is assumed to have
m rows and n columns. The elements of the matrices are indicated by using the
following notation: M[i,j] is indicating the element of the matrix M in row i and
column j.
Due to the fact that it is sometimes important to clearly separate between
different points in different coordinate systems the actual coordinate system is
indicated if it is necessary. Thus a point in the world coordinate system (WCS) is
indicated by Wx. Besides this if it is possible and reasonable in the given context
a point in a coordinate system consist of two Degrees of Freedom DoF the point is
indicated by lowercase letters (e.g. x) and for 3 DoF-system uppercase letters (e.g.
WX).
The following coordinate systems are used in this work:
• W - World coordinate system with 3 degrees of freedom (3 DoF)
• C - Camera coordinate system with 3 degrees of freedom (3 DoF)
• N - Image coordinate system with 2 degrees of freedom (2 DoF)
• D - Image coordinate system by consideration of distorted pixel coordinates
with 2 degrees of freedom (2 DoF)
• P - P Pixel coordinate system by consideration of the discrete pixel distribu-
tion (2DoF)
Points and vectors in homogeneous coordinates are labelled by the tilde. For ex-
ample Np˜ ∈3 describes a point in the projective space (homogeneous coordinates)
on the image plane.
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B
A P P E N D I X - I M A G E F O R M AT I O N A N D C A M E R A
C A L I B R AT I O N
The general scheme proposed by Tsai 1987 was adapted and simplified in the
work of Trucco, Trucco, and Verri 1998. This section gives a short overview of the
main ideas of the proposed scheme, where the starting point are the M vertices
of the N images which lead to a system of M linear equations for each of the N
image. The complete scheme is captured in the following algorithmic description,
whereby each step is described briefly in the following sections. This can be




]T . This point is mapped to the camera coordinate system
(CCS) which can be described by using rotation matrix R and translation vector T.
















Expressing the matrix equation B.1 in terms of a system of three equations
gives:
CX = R1,1 ·W X+ R1,2 ·W Y + R1,3 ·W Z+ TX
CY = R2,1 ·W X+ R2,2 ·W Y + R2,3 ·W Z+ TY
CZ = R3,1 ·W X+ R3,2 ·W Y + R3,3 ·W Z+ TZ
(B.2)
The corresponding coordinates of that point in the pixel coordinate system (PCS)
can be found by considering perspective projection and the internal transfor-
mation. It can be defined, that for an ideal imaging process (neglecting lens
distortion) that the corresponding pixels in the discrete pixel plane can be found
















So at this point, it can be determined that if all parameters should be estimated
which are necessary to describe the complete ideal imaging process there are the
following unknowns of the calibration process: R1,1, R1,2, R1,3, R2,1, R2,2, R2,3,
R3,1, R3,2, R3,3, TX, TY , TZ, u0, v0, ku, kv and f .
By using Equations B.2 and B.3, the following relation can be described, where





W X+ R1,2 ·W Y + R1,3 ·W Z+ TX





W X+ R2,2 ·W Y + R2,3 ·W Z+ TY
R3,1 ·W X+ R3,2 ·W Y + R3,3 ·W Z+ TZ
(B.4)
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This relation can be interpreted as a direct mapping from WCS to PCS. By using
simple algebraic manipulation, the problem can be described easily by a linear
equation containing a set of eight unknowns. The following equation shows the
derivation of this relation, where the definitions in Equation B.5 can be used

















⇔ Pv ·N1 · fu =P u ·N2 · fv
Pv · fu ·
(
R1,1 ·W X+ R1,2 ·W Y + R1,3 ·W Z+ TX
)
=P u · fv ·
(
R2,1 ·W X+ R2,2 ·W Y + R2,3 ·W Z+ TY
)
⇔
Pv · fu ·
(
R1,1 ·W X+ R1,2 ·W Y + R1,3 ·W Z+ TX
)
−Pu · fv ·
(




Pv · fu · R1,1 ·W X+P v · fu · R1,2 ·W Y +P v · fu · R1,3 ·W Z+P v · fu · TX
−u · fv · R2,1 ·W X− u · fv · R2,2 ·W Y − u · fv · R2,3 ·W Z+ u · fv · TY = 0
(B.6)
By using the definition of a = fufv the equation can be simplified to
Pv · a · R1,1 ·W X+P v · a · R1,2 ·W Y +P v · a · R1,3 ·W Z+P v · a · TX
−u · R2,1 ·W X− u · R2,2 ·W Y − u · R2,3 ·W Z+ u · TY = 0
(B.7)
By considering now M feature points (correspondences between PCS and WCS) a
homogeneous system of M linear equations can be found for each image. This
can be described by using matrix-formulation as shown in the following relation.
K · v = 0 (B.8)









u1 ·W X1 · · · uM ·W XM
u1 ·W Y1 · · · uM ·W YM
u1 ·W Z1 · · · uM ·W ZM
u1 · · · uM
−v1 ·W X1 · · · −vM ·W XM
−v1 ·W Y1 · · · −vM ·W YM
−v1 ·W Z1 · · · −vM ·W ZM
−v1 · · · −vM

(B.10)
Thus the solution v of this system, typically derived by using SVD,leads to an
estimation for the first subset of the complete camera parameters.
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A P P E N D I X - N O N - L I N E A R I M A G E D I S T O RT I O N S
The image formation process as described by the pinhole camera model and
the epipolar geometry are described on an ideal camera model which does not
incorporate such systematic effects as sensor-noise or lens-distortion. Thus it is
necessary to exclude these influencing factors from the images if the applied
model should be used. That is the reason for an additional pre-processing stage
which is described in the following sections, where the first section describes
briefly the influence of the lens system and subsequent to that a short overview of
possible approaches for the removal of this distortion is shown. A mathematical
model of the influence of the lens distortion is used as a basis.
c.1 influence of lens distortion
The influence of lens distortion can be easily described by observing a real
life example of the caused effects. For that Fig. 159 shows an illustration of an
imaged checkerboard. The image was generated by detection of the vertices
of the outer squares of the checkerboard by using the Harris-corner detector.
Subsequent to that the different corner-points are connected by straight lines. If
the imaging process would be ideal all corner points of the different rectangles
on the checkerboard would lie on those lines. As shown in Fig. 159, this is not the
case for the camera system employed due to lens-distortion. It can be observed
that the lens distortion is not homogeneously distributed, because it is easy to
see that the differences between ideal and distorted image pixels are greater on
the borders of the image compared to as in the middle.
Figure 159: Distorted image of a checkerboard where the red lines illustrate the ideal
imaging process
228
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c.2 a lens distortion model
The first step in the removal of those effects is the definition of an adequate model
for the distortion. By observing the pattern of distortion e.g. in Figure 3-19 it is
possible to assume that the distortions that arise in images tend to be involve
radial expansions and/or contractions relative to the optical axis.
As shown in Aufderheide 2008, the distortion caused by the lens system can be
subdivided in two different parts: radial and tangential distortion. Both of them
have to be considered separately during the modelling process.
c.2.1 Radial Distortion Model
The radial part of the image distortion scales the distance of each pixel from the
optical centre (centre of distortion). The direction is not influenced by this type of
distortion. Such a distortion is shown in the following figure, whereat one single
pixel with the distorted pixel coordinates (ud, vd) and the ideal pixel coordinates
(ui, vi) is observed. By considering the example for the distortion in Fig. 159, it
can be easily determined that the distortion depends on the distance between the
pixel and the optical centre which can be expressed by the radius r.
Hartley and Zisserman 2004 suggests the usage of the following radial distor-
tion model:
ud − u0 = (ui − u0) ·
(
1+ a2 · r2 + a4 · r4 + a6 · r6 + ...+ an · rn
)
vd − v0 = (vi − v0) ·
(
1+ a2 · r2 + a4 · r4 + a6 · r6 + ...+ an · rn
) (C.1)
with
r2 = (ud + vd)
2 (C.2)
As pointed out in Aufderheide 2008, it is mostly sufficient to use just the first
or the first two correction terms to model the distortion with an appropriate level
of accuracy. Thus the distortion can be described with a reasonable correctness
by two distortion coefficients (a2 and a4).
c.2.2 Tangential Distortion Model
Besides the radial distortion there is also a tangential part, as shown e.g. in
Aufderheide 2008. This element of the distortion is mainly influenced by a
decentralisation of the lens system with respect to the image plane. Similar to
the radial distortion the tangential-part is also increasing with the radial distance
from the optical centre. The corresponding tangential distortion model is defined
as follows. Here again (ud, vd) represent the distorted pixel coordinates and
(ui, vi) the ideal pixel coordinates.:




2 · p1 · ui · vi + p2 ·
(
r2 + 2 · u2i
))]






r2 + 2 · v2i
)
+ 2 · p2 · ui · vi
)] (C.3)
with
r2 = (ud + vd)
2 (C.4)
So the tangential distortion element can be described by using the coefficients p1
and p2.
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c.3 compensating non-linear image distortions
As mentioned before both distortion models can be completely defined by us-
ing the distortion coefficients for the radial (a2,a4, . . . ) and the tangential part
(p1,p2). These coefficients must be calculated if the distortion needs to be re-
moved after the image formation process.
The easiest way to calculate the radial distortion coefficients is the usage of
known correspondences between ideal and distorted coordinates. Such a dataset
can be easily produced by using a object with a known geometry (e.g. checker-
board). The known correspondences can then be used to set up an optimisation
problem, where Equation C.1 is used to find values for (a2,a4, . . . ).
An estimation of the tangential distortion coefficients is described in detail in
Beauchemin and Bajcsy 2001.
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A P P E N D I X - H A R D WA R E P L AT F O R M S
This appendix provides an overview of the hardware platforms employment
during the development of the VISrec! project. Section D.1 introduces two hardware
platforms based on visual and inertial sensors. Section D.2 contains a brief
introduction into existing methodologies and techniques of range sensors and
introduces the used hardware platforms for the realisation of the EFN.
d.1 hardware platforms for the implementation of the visual-in-
ertial fusion network
The implementation of the PFN is based on the acquisition of both visual and
inertial sensor data. For this, two different hardware platforms were built, which






Figure 160: Hardware prototypes of a visual-inertial sensory unit: (a) - Small-scale embed-
ded visual-inertial prototype; (b) - Prototype based on a standard industrial
camera
The first system, as shown in Fig. 39-(a), is a small-scale solution based on
an embedded camera board and an array of MEMS inertial sensors, while the
second prototype from Fig. 160-(b) combines a standard industrial camera with
an embedded IMU. Both platforms are described within the following sections.
d.1.1 Small-scale Embedded Prototype
The small-scale configuration contains a visual-inertial sensory unit build from
a greyscale Unibrain Fire-i digital embedded board camera and a 9-DoF inertial
measurement unit. The used camera board contains a Sony Wfine 14
′′
progressive
CCD sensor with a resolution of 659(H) x 494(V) square pixels with a pixel size
5.6µm (H) x 5.6µm (V) which delivers up to 30 frames per second (FPS) by a
Firewire (IEEE1394) interface.
The IMU that is used consists of a LY530AL single-axis gyro and a LPR530AL
dual-axis gyro both from STMicroelectronics, which measure the rotational ve-
232
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locities about the three main axis of the inertial coordinate system (ICS). The
translational accelerations are measured by a triple-axis accelerometer ADXL345
from Analog Devices. Finally, a magnetometer from Honeywell (HMC5843) with
three degrees of freedom (DoF) is used to measure the earth magnetic field. All
IMU sensors are connected to a microcontroller (µC) (here: Atmel AVR ATMega
328), which is responsible for initialisation, signal conditioning and communica-
tion. The interface between sensor and micro controller is based on I2C-Bus1 for
the accelerometer and magnetometer, while the gyroscope is directly connected
to ADC channels of the µC.
d.1.2 Industrial Camera Prototype
For the prototype based on a standard out-of-the-shelf industrial camera, the
existing IMU was attached to an industrial camera from the manufacturer The
Imaging Source (DMK 31BF03.H). The camera contains a Sony ICX204AL 13
′′
progressive CCD image sensor with a resolution of 1024(H) x 768(V) active pixels
with a pixel size of 4.65µm (H) x 4.65µm (V). The camera delivers up to 30 FPS by
a Firewire interface.
The camera supports also external triggering and is attached with additional
digital I/Os. The facility for an external triggering of the image acquisition is an
important factor in order to guarantee a synchronisation of inertial and visual
data.
d.1.3 Comparison of Visual Sensors
The two different prototypes were build due to different requirements of the
given application fields. The following Table 24 summarises the major differences
between the two different camera models in terms of specifications like the type
of the sensor, supported video modes, frame rates, etc..
d.2 techniques and principles of range cameras
A range sensor can be interpreted as a combined depth and intensity measurement
system, which delivers a 2.5D depth measurement of the observed scene and a
colour or intensity2) image thereof.
Such range sensors were only used within industrial applications for many
decades, due to their high price. During the last couple of years, the range
sensor technology has become more wide spread, since the consumer electronics
industry discovered the potential of range cameras for applications such as
interactive gaming or gesture-based remote control. Due to the enormous market
pull, which was at least partially started by the introduction of the Microsoft
Kinect system for interactive gaming with their XBOX 360 entertainment system,
an enormous improvement of the available technologies was generated by the
potential business within the consumer electronics market, with their typical lots
and worldwide markets.
As it was shown in section 1.1, there are numerous techniques and frameworks
available, which could possibly serve as the base technology of range sensors,
1 I2C-bus - inter-integrated circuit is a multi-master serial bus system.
2 Range sensors which deliver depth and a colour images are often labelled as RGB-D cameras.
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System CamBoard nano Argos 3D P100 depthsense 325
Principle ToF ToF ToF
Wavelength 850 nm 850 nm 820-865 nm
Field of view 90° x 68° 90° x 68° 74° x 87°
Resolution (depth) 160 x 120 160 x 120 320 x 240
FPS 90 160 60
Range 5-50cm 5-50cm 15-100cm
Power supply 5V 500mA 5V 2,6A 5V 500mA
Interface USB 2.0 USB 2.0 USB 2.0
Dimensions 37 x 30 x 25 mm 75 x 57 x 27 mm 105 x 31 x 27 mm
Price 490 Euro 850 Euro 184 Euro
Citation pmd[vision] 2013 Bluetechnix 2013 Softkinetic 2013
System Baumer TZG01 Fotonic C40 Microsoft Kinect
Principle ToF ToF Stuctured light
Wavelength 850 nm 808 nm -
Field of view 43.6° x 34.6° 40° x 30° 43° x 57°
Resolution (depth) 176 x 144 160 x 120 640 x 480
FPS 50 75 30
Range 0-5m 0.4-10m 30 - 200 cm
Power supply 12V 1A 12V 1.2A -
Interface Ethernet Ethernet USB 2.0
Dimensions 65 x 65 x 76 mm 72 x 103.5 mm 375 x 153 x 120 mm
Price 4090 Euro 3245 Euro 90 Euro
Citation Baumer GmbH 2008 Fotonic 2014 Microsoft 2014
Table 25: Overview of range sensors
but most of the available systems today are based on either ToF or a variant of
structured light. The following table provides a short overview of different range
cameras and their specifications. It can be seen that most systems rely on ToF
technology.
The following sections provide a short introduction to ToF technology (section
D.2.1) and structured light based range sensing (D.2.2).
d.2.1 Time-of-Flight Principle
The time-of-flight measurement principle is based on the evaluation of the mea-
sured time difference between a transmitted and received light wave. As indicated
in Hansard et al. 2013, in most cases IR emitters are used as a light source.
The following figure indicates the general principle of ToF depth measurement.
A controller is responsible for the emitting of the IR light wave and evaluation
of the responses of a given sensor array. The sensor array is sampled with four
control signals. Between each of the four control signals a phase delay of 90◦ is
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realised. This can be interpreted as the collection of four samples of accepted IR
light from the pixels. The incoming light on the CCD sensor element are measured





Figure 161: Illustration of the ToF principle






The following figure illustrates the sampling of the electric charges Q1,Q2,Q3













Figure 162: Illustration of the four control signals for sampling the electric charge of pixel
elements
If the speed of light is defined to c and the signal frequency is represented by






4 · pi · fm (D.2)




(Q3 −Q4)2 + (Q1 −Q2)2
2
(D.3)
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The given depth information is related to the CCS of the sensor, to compute the
real metric 3D point coordinates the simple pinhole camera model, as introduced
in section 5.3.1, has to be applied.
d.2.2 Structured Light
The general principle of 3D scanning based on an active structured light illumina-
tion of the scene was already described in detail in section 1.1.3.2. Nevertheless,
the Microsoft Kinect as a prominent example for a structured light scanner, uses
a different and unique approach (see Freedman et al. 2012), which is based on an
IR dot pattern.
The illuminated scene is captured by an IR camera, where the depth information
is derived from a comparison of a-priori known patterns of deformations of the
projected speckles. A more detailed overview can be found in the original patents
of the manufacturing company PrimeSense, e.g. Garcia and Zalevsky 2008. More
details, especially regarding the hardwate setup, are also given in section D.2.3.1.
d.2.3 Hardware Platforms
For the given project, two different range sensors were used, where in one case the
camera employed is mainly used within industrial application (Baumer TZG01)
and is available within the upper market price segment, while for the other
case the Microsoft Kinect rage sensor is mainly employed from the consumer
electronics field (here: computer gaming) and available for less than 100 Euro.
While the Baumer range sensor computes the depth image based on the ToF
principle, the Microsoft Kinect uses an infra-red light pattern.
Both systems are briefly introduced within the following sections.
d.2.3.1 Microsoft Kinect
Microsoft Kinect, as shown in Fig.163 - (a), is a motion-sensing input device
produced by Microsoft in partnership with Primesense. It enables the user to
interact and control Microsoft’s XBOX 360 gaming console using natural gestures
and voice commands. A detailed description of the sensing technology behind
the Kinect can be found in PrimeSense 2013.
The Kinect’s main capability is its RGB-Depth (RGB-D) array composed of an
infrared (IR) projector, a normal visual colour camera and an IRCS (see Fig.163 -
(b)).
The Kinect also features an array of microphones which is used to differentiate
audio commands coming from multiple players in different locations and an
accelerometer. Both units are not used within the presented scheme.
Kinect was launched in November 2010 and enjoyed immediate success, selling
8 million units in the first two months since launch, earning it the title of "fastest
selling consumer electronic device" in Guinness World Records Limited 2013.
Part of the reason, the device has enjoyed such a popularity, is its potential
as a research tool in the fields of robotics, computer vision and 3D modelling
besides enhancing XBOX games. The low price, good acquisition capabilities and
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44609-hi-Product.jpg (JPEG-Grafik, 2700 × 1185 Pixel) - Skaliert (71%) http://multivu.prnewswire.com/mnr/microsoft/44609/images/44609-hi-...






Figure 163: Microsoft Kinect: (a) Appearance; (b) Internal structure.
availability of free, open-source frameworks, such as Point Cloud Library (PCL)3,
have attracted the attention of many researchers.
The following table presents a short selectional overview of different research
projects, which were published during the recent years and made use of the
Kinect as an integral part of the presented frameworks. A more detailed account
of the great variety of possible research-based applications, can be found e.g. in
Smisek, Jancosek, and Pajdla 2013.
Figure 164: Pseudo-random dot pattern projected from the IR emitter of the Kinect
Microsoft Kinect is a structured light 3D scanner, i.e. it projects a pattern onto
the scene and analyses the projection. However, unlike other scanners that use
light stripes in the visible spectrum, the Kinect’s projector emits a pseudo-random
IR dot pattern, as shown in Fig. 164.
The reflection of the pattern is captured by the receiver and compared to the
stored reference pattern at known distances. Through a 9x9 spatial correlation
window, a disparity proportional to the change in depth is calculated at every pixel
location. Also, because the main purpose of the Kinect is to be used in household
applications, the projector and camera operate in infrared (IR) spectrum, which is
invisible to humans, and also immune to interference from artificial ambient light.
The usage of the Kinect device for outdoor applications is not possible, since the
sunlight contains to much IR-components, which leads to a situation, where the
projected dot patterns is not longer seen.
Kinect’s sensors produce depth images and RGB images at the standard VGA
resolution of 640x480 pixels with a frequency of 30Hz. The result of that are 2.5D
range images and RGB images like the one shown in Fig. 165.
3 See PointCloudLibrary 2013 for more information.
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Pos. Project description Citation
1 Kinect used as a sensing device for navigation Benavidez and Jamshidi 2011
and autonomous exploration of a mobile robot.
2 Using Kinect input data for the real-time Bleiweiss et al. 2010
animation of in-game avatars.
3 Automatic face etection based on RGB and Burgin, Pantofaru, and Smart 2011
depth data generated by a Kinect.
4 Kinect used as a sensing device for monitoring Chang, Chen, and Huang 2011
physical rehabilitation progress for people with
motor disabilities.
5 Kinect sensor as an additional modality for Dutta 2012
an ergonomic analysis of kinematic movements
in workplaces.
6 Kinect range data used to create 3D optical Gottfried, Fehr, and Garbe 2011
flow fields of moving objects.
7 Real-time classification of dance Raptis, Kirovski, and Hoppe 2011
gestures from skeleton animation.
8 Altitude control of a quadrotor helicopter Stowers, Hayes, et al. 2011
using depth map from Microsoft Kinect sensor.
9 Usage of the Kinect input data and gesture Wilson 2010
recognition as a touch interface.
10 Automatic reconstruction of Zollhöfer et al. 2011
personalized avatars from 3D face scans.
Table 26: Example for research-based applications of the Microsoft Kinect
In the range image (Fig. 165 - right), objects which are at a wider distance to the
Kinect are coloured in warmer tones, such as orange (corner of the room behind
the person), green (room walls) continuing through green and eventually blue
and white as range decreases to some centimetres. This particular colour scheme
is simply a visualization convention and has no influence on the measured range
data.
As shown in Fig.163 - (b), the Kinect was attached with an IMU unit for the
usage within the VISrec! project.
A detailed overview of the specifications of the Kinect was already given in
Table 25.
d.2.3.2 Baumer TZG01
The Baumer TZG01, as shown in Fig. 166, is a typical range sensor for industrial
applications. A detailed overview of the technical specifications was already
given in Table 25. The main advantage of the actual design is the fact, that both,
illumination unit and sensor array, are located within a single portable housing
of relatively small dimensions.
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Figure 165: Side-by-side comparison of Kinect’s RGB (Left) and range (right) imagesTheoretischer Hintergrund 
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 Figure 166: Baumer TZG01 range sensor
It should be noted here, that the Baumer TZG01 is not able to produce RGB
images, but only grey scale information, since it determines the intensity of a
single pixel by using the relation from Equation D.3.
d.3 conclusion
Two different prototypes were developed for the implementation of the visual-
inertial PFN. The two different designs are based on the different requirements
within the variety of possible application fields (e.g. highly accurate metric
reconstruction as required for industrial applications or small dimensions for
mobile applications, etc.). Both hardware systems contain visual and inertial
sensors which ar available off-th -shelf and for relatively low costs, in order to
meet the requirements previously defined.
Furthermore, it was shown within this chapter, that range sensors, which have
become available for reasonable prices recently, are an interesting and exciting
addition to the VISrec! scheme. In particular the possibility to create more dense
3D models based on the delivered depth images from the range sensors, would
be an enormous improvement to the sparse scene representations, which are
typically produced by SfM approaches.
The recent introduction of range sensors within the consumer market segment,
makes a possible further improvement of the available technologies and products.
It is also very likely, that the actual price per unit will enormously decrease
during the next years.
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A P P E N D I X - K A L M A N F I LT E R
All DKFs implemented within the IFC are built upon on the classical structure of
a Kalman filter (see Bishop 2007), which consists of a first prediction of states
and subsequent correction, where the two states are the unknown angle ξ and
the bias of the gyroscope bgyro. The Kalman filtering itself is composed from the
classical steps, where all descriptions are simplified by referring to just a single
angle ξ and a single bias bgyro.
computation of an a priori state estimate x−k+1
As mentioned earlier, the hidden states of the system are x = [ξ, bgyro]T . If
only a single angle and a single bias element are considered this simplifies to
x = [ξ,bgyro]T . The a priori estimates are computed by following the relations:
ω̂k+1 = ωk+1 − bgyrok





Here, the actual measurements from the gyroscopes ωk+1 are corrected for by
the actually estimated bias bgyrok from the former iteration, before the actual
angle ξk+1 is computed.
computation of a priori error covariance matrix p−k+1
The a priori covariance matrix is calculated by incorporating the Jacobi matrix A
of the states and the process noise covariance matrix QK as follows:
P−k+1 = A · Pk ·AT +QK (E.2)
The two steps 1) and 2) are the elements of the prediction step as indicated in
Fig. 52.
computation of kalman gain kk+1
As a prerequisite for computing the a posteriori state estimate, the Kalman gain
Kk+1 has to be determined by the following Equation E.3.
Kk+1 = P−k+1 ·HTk+1 ·
(
Hk+1 · P−k+1 ·HTk+1 +Rk+1
)−1
(E.3)
computation of a posteriori state estimate x+k+1
The state estimate can now be corrected, by using the calculated Kalman gain
Kk+1. Instead of incorporating the actual measurements, as in the classical
Kalman structure, the suggested approach is based on the computation of an
angle difference ∆ξ. The difference is a comparison of the angle calculated from
the gyroscope measures and the corresponding attitude as derived from the
accelerometers, respectively, the heading angle from the magnetometer, as already




k+1 −Kk+1 ·∆ξ (E.4)
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computation of posteriori error covariance matrix p+k+1
Finally, the error covariance matrix is updated in the following way:
P+k+1 = P
−
k+1 −Kk+1 ·Hk+1 · P−k+1 (E.5)
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Visual-Inertial 2D Feature Tracking based on an
Affine Photometric Model
Dominik Aufderheide, Gerard Edwards and Werner Krybus
Abstract The robust tracking of point features throughout an image sequence is
one fundamental stage in many different computer vision algorithms (e.g. visual
modelling, object tracking, etc.). In most cases, this tracking is realised by means
of a feature detection step and then a subsequent re-identification of the same fea-
ture point, based on some variant of a template matching algorithm. Without any
auxiliary knowledge about the movement of the camera, actual tracking techniques
are only robust for relatively moderate frame-to-frame feature displacements. This
paper presents a framework for a visual-inertial feature tracking scheme, where im-
ages and measurements of an inertial measurement unit (IMU) are fused in order to
allow a wider range of camera movements. The inertial measurements are used to
estimate the visual appearance of a feature’s local neighbourhood based on a affine
photometric warping model.
1 Introduction
Many different applications in the field of computer vision (CV) require the ro-
bust identification and tracking of distinctive feature points in monocular image
sequences acquired by a moving camera. Prominent examples of such applications
are 3D scene modelling following the structure-from-motion (SfM) principle or the
Dominik Aufderheide and Werner Krybus
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simultaneous localisation and mapping (SLAM) for mobile robot applications. The
general procedure of feature point tracking can be subdivided in two distinctive
phases:
• Detection - The first stage is the identification of a set of distinctive point features
kX = {x1, · · · ,xn} with xi = (x,y)T in image Ik, e.g. based on computing the
cornerness of each pixel (see [10]). At this stage each feature point is typically




, which is used in the second
stage for the re-identification of the feature. This descriptor could be a simple
local neighbourhood of pixels around x i or a more abstract descriptor such as the
SIFT/SURF descriptors described by [7].
• Re-identification - The general task of feature tracking is the successful re-
identification of the initial set of features kX from image Ik in the subsequent
frame Ik+1. Generally this can be described as an optimisation problem, where





should be minimised by varying x ′ within the image boundaries.
In most cases the optimisation problem is not just driven by varying the image







which tries to compensate the change in the descriptors appearance based on
an estimation of the cameras movement Mk+1k between Ik and Ik+1. In order to
reduce the computational complexity of the minimisation the range for varying
both the pixel coordinates and the motion model parameters are limited to certain







Fig. 1 Re-identification of single feature point in two subsequent frames (Ik and Ik+1) of an image
sequence
As it was shown by Aufderheide et al. (2009) [1], there are many ways for a
feature tracking method to fail completely or produce a non-negligible number of
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incorrect matches. This can be clearly seen from a mathematical point of view by
the fact that either the optimisation problem converges within a local minimum or
not at all.
In Aufderheide et al. (2010) [2], we described a general approach for the com-
bination of visual and inertial measurements within a parallel multi-sensory data
fusion network for 3D scene reconstruction called VISrec!. Closely related to this
work is the adaptation of ideas presented by Hwangbo et al. (2009) [5] for using the
inertial measurements not only as an aiding modality during the estimation of the
cameras egomotion, but also during the feature tracking itself. The visual-inertial
2D feature tracking approach described within this work is a revised and extended
version of the paper presented at [17].
The first stage for realising this was the development of an inertial smart sensor
system (S3) based on a bank of inertial measurement units in MEMS 1 technology.
The S3 is able to compute the actual absolute camera pose (position and orientation)
for each frame. The hardware employed and the corresponding navigation algorithm
are described in section 2. As a second step a visual feature tracking algorithm, as
described in section 3, needs to be implemented. This algorithm considers prior mo-
tion estimates from the inertial S3 in order to guarantee a greater convergence region
of the optimisation problem and deliver an improved overall tracking performance.
The results are briefly discussed in section 4. Finally section 5 concludes the whole
work and describes potential future work.
2 Inertial Smart Sensor System S3
For the implementation of an Inertial Fusion Cell (IFC) a smart sensor system (S 3) is
suggested here, which is composed as a bank of different micro-electromechanical
systems (MEMS). The proposed system contains accelerometers, gyroscopes and
magnetometers. All of them are sensory units with three degrees of freedom (DoF).
The S3 contains the sensors itself, signal conditioning (filtering) and a multi-sensor
data fusion (MSDF) scheme for pose (position and orientation) estimation.
2.1 General S3 Architecture
The general architecture of the S3 is shown in the following Fig. 2, where the overall
architecture contains the main ’organ’ consisting of the sensory units, as described
in subsection 2.2. A single micro controller is used for analogue-digital-conversion
(ADC), signal conditioning (SC) and the transfer of sensor data to a PC. The actual
sensor fusion scheme is realised on the PC.
1 MEMS - micro-electromechanical systems
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Fig. 2 General architecture of the inertial S3
2.2 Hardware
The hardware setup of the S3 is inspired by the standard configuration of a multi-
sensor orientation system (MODS) as defined in [6]. The used system consists of
a LY530AL single-axis gyro and a LPR530AL dual-axis gyro both from STMicro-
electronics, which measure the rotational velocities around the three main axis of
the inertial coordinate system ICS (see Fig. 3). The accelerations of translational
movements are measured by a triple-axis accelerometer ADXL345 from Analog
Devices. Finally a 3-DoF magnetometer from Honeywell (HMC5843) is used to
measure the earth magnetic field. All IMU sensors are connected to a micro con-
troller (AVR ATMega328 from Atmel) which is responsible for initialisation, sig-
nal conditioning and communication. The interface between sensor and micro con-
troller (μC) is based on I2C-Bus for the accelerometer and magnetometer, while
the gyroscope is directly connected to ADC channels of the μC. So the used sen-
sor setup consists of three orthogonal arranged accelerometers measuring a three
dimensional acceleration ab = [ax ay az]T normalised with the gravitational acceler-
ation constant g. Here b indicates the actual body coordinate system in which the
entities are measured. The triple-axis gyroscope measures the corresponding angu-
lar velocities ωb = [ωx ωy ωz]T around the sensitivity axes of the accelerometers.
The magnetometer is used to sense the earth’s magnetic field mb = [mx my mz]T .
Fig. 3 shows the general configuration of all sensory units and the corresponding
measured entities.
2.3 Sensor Modelling and Signal Conditioning
Measurements from MEMS devices in general and inertial MEMS sensors in par-
ticular suffer from different error sources. Due to this it is necessary to implement
both: an adequate calibration framework and a signal conditioning routine. The cal-
ibration of the sensory units is only possible if a reasonable sensor model is avail-
able in advance. The sensor model should address all possible error sources. Here
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Fig. 3 General architecture of the inertial measurement units and measured entities
the proposed model from [16] was utilised and adapted for the present context. It
contains:
• Misalignment of sensitivity axes - Ideally the three independent sensitivity axes
of each inertial sensor should be orthogonal. Due to imprecise construction of
MEMS-based IMUs this is not the case for the vast majority of sensory packages.
The misalignment can be compensated by finding a matrix M which transforms
the non-orthogonal axis to a orthogonal setup.
• Biases - The output of the gyroscopes and accelerometers should be exactly zero
if the S3 is not moved at all. However, there is typically a time-varying offset
for real sensors. It is possible to differentiate g-independent biases (e.g. for gy-
roscopes) and g-dependent biases. For the latter there is a relation between the
applied acceleration and the bias. The bias is modelled by incorporation of a bias
vector b
• Measurement noise - The general measurement noise has to be taken into ac-
count. The standard sensor model contains a white noise term n.
• Scaling factors - In most cases there is an unknown scaling factor between the
measured physical quantity and the real signal. The scaling can be compensated
for by introducing a scale matrix S = diag(sx,sy,sz).


















Fig. 4 General sensor model
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Based on this it is possible to define three separate sensor models for all three
sensor types2, as shown in the following equations:
ωb = Mg ·Sg ·ω ′b +bg +ng (1)
ab = Ma ·Sa ·a′b +ba +na (2)
mb = Mm ·Sm ·m′b +bm +nm (3)
It was shown that M and S can be determined by a sensor calibration procedure
in which the sensor array is moved to different known locations to determine the
calibration parameters. Due to their time-varying character, the noise and bias terms
cannot be determined a-priori. The signal conditioning step on the μC takes care of
the measurement noise by integrating an FIR digital filter structure. The implemen-
tation realises a low-pass FIR filter, based on the assumption that the frequencies of
the measurement noise are much higher than the frequencies of the signal itself. The
complete filter was realised in software on the μC, where the cut-off-frequencies for
the different sensory units were determined by an experimental evaluation.
2.4 Basic Principles of Inertial Navigation
Classical approaches for inertial navigation are stable-platform systems, which are
isolated from any external rotational motion by specialised mechanical platforms.
In comparison to those classical stable platform systems, the MEMS sensors are
mounted rigidly to the device (here: the camera). In such a strapdown system it is
necessary to transform the measured quantities of the accelerometers, into a global
coordinate system, by using known orientations computed from gyroscope mea-
surements. In general the system level operation of a strapdown inertial navigation
systems (INS) can be described by the computational elements indicated in Fig. 5.
The main problem with this classical framework is that location is determined by in-
tegrating measurements from gyros (orientation) and accelerometers (position). Due
to superimposed sensor drift and noise, which is especially significant for MEMS
devices, the errors for the egomotion estimation tend to grow unbounded.
The necessary computation of the orientation ξ of the S 3 based on the gyroscope
measurements ωb and a start orientation ξ (t0) can be described as follows:
ξ = ξ (t0) +
∫
ωbdt (4)
The integration of the measured rotational velocities would lead to an unbounded
drifting error in the absolute orientation estimates. Fig. 6 shows two examples for
2 The different sensor types are indicated by the subscript indices at the entities in the different
equations.
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Fig. 5 Computational elements of an INS
this typical drifting behaviour for all three Euler angles. For the two experiments
shown in Fig. 6, the S3 was not moved, but even after a short period of time (here:
6000 · 0.01s = 60s) there is an absolute orientation error of up to 4 ◦. For the esti-








































Fig. 6 Drifting error for orientation estimates based on gyroscope measurements for two separate
experiments
mation of the absolute position these problems are even more severe, because the
position φ can be computed from acceleration measurements, in the inertial refer-
ence frame ai, only by double integration:
φ = φ (t0) +
∫ ∫
aidt (5)
Possible errors in the orientation estimation stage would lead also to a wrong posi-
tion due to the necessity to transform the accelerations in the body coordinate frame
ab to the inertial reference frame (here indicated by the subscript i).
The following figure demonstrates the typical drifting error for the absolute po-
sition (one axis) computed by using the classical strapdown methodology.
By using only gyroscopes, there is actually no way to control the drifting error
for the orientation, in a reasonable way. It is necessary to use other information
channels. So the final framework for pose estimation considers two steps: an ori-
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Fig. 7 Drifting error for absolute position estimates based on classical strapdown mechanisation
of an inertial navigation system (left: acceleration measurements; right: absolute position estimate)
entation estimation and a position estimation as shown in Fig. 8. In comparison to
the classical strapdown mechanisation, the approach suggested here incorporates
also the accelerometers for orientation estimation. The suggested fusion network is
given in the following figure, and the different sub-fusion processes are described in



















Fig. 8 System design of the inertial fusion cell (IFC)
2.5 Fusion for orientation
The general idea for compensating the drift error of the gyroscopes is based on
using the accelerometers as an additional attitude sensor. Due to the fact that the
3-DoF accelerometer measures not only (external) translational motion, but also the
influence of the gravity it is possible to calculate the attitude based on the single
components of the measured acceleration. At this point it should be noted that mea-
surements from the accelerometers can only provide roll and pitch angle Thus, the
heading angle of the unit has to be derived by using the magnetometer instead.
Fig. 9 gives an illustration showing the geometrical relations between measured
accelerations due to gravity and the roll and pitch angle of the attitude. The angles
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Fig. 9 Geometrical relations between measured accelerations due to gravity and the roll and pitch
angle of the attitude















The missing heading angle can be recovered by using the readings from the mag-
netometer and the already determined roll and pitch angles. Here it is important to
be aware that the measured elements of the earth magnetic field have to be trans-
formed to the local horizontal plane (tilt compensation is illustrated in Fig. 10) as
indicated in the relations below:
Xh = mx · cϕ +my · sθ · sϕ −mz · sθ · sϕ









Fig. 10 Local horizontal plane as a reference
Based on this approach, a discrete Kalman filter bank (DKF-bank) is imple-
mented which is responsible for the estimation of all three angles of the camera’s
orientation. For the pitch and the roll angle the same DKF-architecture is used, as
indicated in Fig. 11-(a). In comparison, the heading angle is estimated by an alter-
native architecture as shown in Fig. 11-(b).
The Kalman filtering process is composed from the following classical steps,
where the following descriptions are simplified by referring to just a single angle ξ .
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Fig. 11 (a) - Discrete Kalman filter (DKF) for estimation of roll and pitch angles based on gy-
roscope and accelerometer measurements; (b) - DKF for estimation of yaw (heading) angle from
gyroscope and magnetometer measurements
Computation of an a priori state estimate x−k+1
As mentioned earlier the hidden states of the system are x = [ξ ,bgyro]T. The a priori
estimates are computed by following the following relations:
ω̂k+1 = ωk+1 − bgyrokξk+1 = ξk + ∫ ω̂k+1dt
bgyrok+1 = bgyrok
(9)
Here the actual measurements from the gyroscopes ω k+1 are corrected for by the
actually estimated bias bgyrok from the former iteration, before the actual angle ξ k+1
is computed.
Computation of a priori error covariance matrix P−k+1
The a priori covariance matrix is calculated by incorporating the Jacobi matrix A of
the states and the process noise covariance matrix QK as follows:
P−k+1 = A ·Pk ·AT +QK (10)
The two steps 1) and 2) are the elements of the prediction step as indicated in
Fig. 11.
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Computation of Kalman gain Kk+1
As a prerequisite for computing the a posteriori state estimate the Kalman gain K k+1
has to be determined by the following Equation 11.
Kk+1 = P−k+1 ·HTk+1 ·
(
Hk+1 ·P−k+1 ·HTk+1 +Rk+1
)−1 (11)
Computation of a posteriori state estimate x+k+1
The state estimate can now be corrected by using the calculated Kalman gain K k+1.
Instead of incorporating the actual measurements as in the classical Kalman struc-
ture the suggested approach is based on the computation of an angle difference Δξ .
The difference is a comparison of the angle calculated from the gyroscope measures
and the corresponding attitude as derived from the accelerometers, respectively the
heading angle from the magnetometer, as already introduced in the introduction of
this chapter. So the relation for x+k+1 can be formulated as:
x+k+1 = x
−
k+1 −Kk+1 ·Δξ (12)
At this point it is important to consider the fact that the attitude measurements from
the accelerometers are only reliable if there is no external translational motion. Thus
an external acceleration detection also needs to be part of the fusion procedure. For











If the relation is fulfilled there is no external acceleration and the estimation of the
attitude from accelerometers is more reliable than the one computed from rotational
velocities, as provided by the gyroscopes. For real sensors, a threshold ε g is intro-
duced to define an allowed variation from the ideal case. If the camera is not at rest
the observation variance for the gyroscope data σ 2g is set to zero. By representing
the magnitude of the acceleration measurements as ‖a‖ and the earth gravitational








A similar approach is chosen to overcome problems with the magnetometer mea-
surements, in magnetically distorted environments for the DKF for the heading an-
gle. The magnitude of the earth magnetic field m is evaluated as shown in the fol-
lowing equation 153, in an analogous way to equation 14 for describing variation
due to gravity:
3 mdes describes the magnitude of the earth’s magnetic field (e.g. 48 μT in Western Europe)
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Computation of posteriori error covariance matrix P+k+1
Finally the error covariance matrix is updated in the following way:
P+k+1 = P
−
k+1 −Kk+1 ·Hk+1 ·P−k+1 (16)
It was shown in Aufderheide et al. (2011) [3], that the proposed strategy is able
to outperform other classical algorithms for inertial sensor fusion, such as comple-
mentarity filtering or heuristic methods, in terms of accuracy and long-time stability.
If there is a robust estimate of the camera orientation available, it is possible
to compute a 2D homographyH which describes the optical flow (motion of all
image pixels) between two successive image frames. According to Hwangbo et al.
2011 [14], it is possible to computeH for a pure rotational camera movement by
using the following relation.




Here K represents the intrinsic camera parameters (such as focal length f , pixel
size k, etc.), RCI describes relative orientation between inertial and visual reference
coordinate system and Rk+1k describes the rotation of the camera between frame k
and k+ 1, within the general frame-to-frame relative pose M˜k+1k .
2.6 Fusion for position
At this point the orientation of the camera is known and by following the classical
strapdown mechanisation. Hence, the position p can only be obtained by double
integration of the body accelerations a, when a known orientation Ξ = [φ θ ψ ] T is
available that allows a rotation from body frame B to reference (or navigation) frame
N by using the direct cosine matrix (DCM) Cbn, defined as follows4:
Cbn =
⎡⎣ cθcψ sϕsθcψ − cϕsψ cϕsθcψ + sϕsψcθ sψ sϕsθ sψ + cϕcψ cϕsθ sψ − sϕcψ
−sθ sϕcθ cϕcθ
⎤⎦ (18)
The DCM can also be expressed in terms of an orientation quaternion q =
[eT ,q4]T , where e = [q1,q2,q3]T describes the vector part and q4 is the scalar part of
4 For simplification: sα = sin(α) and cβ = cos(β )
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⎡⎣ q21 − q22 − q23 + q24 2(q1q2 + q3q4) 2(q1q3 − q2q4)2(q1q2 − q3q4) −q21 + q22 − q23 + q24 2(q2q3 + q1q4)
2(q1q3 + q2q4) 2(q2q3 − q1q4) −q21 − q22 + q23 + q24
⎤⎦
(19)
q. Equation 19 shows the relation between Cbn and a computed q. The actual position
is computed by double integration of accelerometer measurements.
It should be noted here, that the absolute position estimate is affected by a much
higher rate of uncertainty, because the double integration leads to an enormous drift,
which can not be bounded. The proposed approach for the visual-inertial feature
tracking uses mainly frame-to-frame motion estimates, so that the drift within the
absolute camera pose can be neglected.
3 Visual-Inertial Feature Tracking
Once there is a reliable motion estimate available it is very important to synchro-
nise the inertial and the visual measurements. For this a basic clock signal is used
to trigger both inertial sampling and acquiring images. The inertial measurements
are available with a much higher frequency than the 30 frames per seconds (FPS)
delivered by a standard camera module. Thus it is necessary to accumulate motion
estimates from the S3 to compute the frame-to-frame relative pose M˜k+1k .
Fig. 12 shows the general architecture of the visual-inertial feature tracking sys-
tem (VIFtrack!) for two subsequent frames of an image sequence.
The two camera positions for the frames Ik and Ik+1 are related by a relative
motion Mk+1k . The inertial smart sensor system is able to generate an estimate of
that motion (translation and orientation) M˜k+1k which can be used to update a set of
parameters of the affine photometric motion model p̂k+1k .
The chosen motion model should be able to compensate typical changes of the
visual appearance of a descriptor over time. Here both photometric (illumination
changes, etc.) and geometric changes of an image patch need to be considered. For
this Jin et al. (2001) [8] propose a model which extended the classical affine geo-
metric distortion proposed by Tomasi and Shi (1994) [9] by adding an photometric
term.
The following equation shows the implementation of the model by using a pa-




which contains the dif-







p = (σ + 1)θ (Ik(Axi +d))+ o (20)
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Fig. 12 General scheme of the VIFtrack! approach
The photometric model is illustrated by Fig. 13, where a light source Λ illuminates
a scene and the emitted light is reflected by the main surface S to the image plane










Fig. 13 Illustration of the photometric model with light rays reflected by the surface of the main
object and reflectance from other objects
Due to reflectance from other objects (ambient light sources) there are additional
rays, which also changes the intensity of an image pixel (parameter o). Due to the
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fact that the photometric motion cannot be estimated by using the inertial measure-
ments, the corresponding values from the former frame are used as initial parameters
for the optimisation. After the warping of the descriptors, the optimisation process

















The minimisation problem can be approximated by a linearisation 5 around the
actual set of parameters. Classical Gauss-Newton optimisation is used for finding
the optimal set of parameters p. As an abort criterion the actual change rate of p
between two successive iterations is evaluated (δp < ε).
The decision for determining whether a feature was successfully tracked, can be
made by evaluating the final value for e, after the last iteration. If e lies above a
certain threshold elimit the feature is deleted from the feature database.
4 Results
The approach was evaluated by using a visual-inertial prototype (as shown in Fig.
14) which combines a standard industrial camera and the inertial smart sensor sys-




Fig. 14 Prototype of a visual-inertial sensor for VIFtrack!
An industrial robot was used in order to generate measurements with known
motion, which can be used as ground truth sequences. Due to the fact that the back-
ground of the project is the area of 3D modelling, the used sequences contain only
5 For this a simple first-order Taylor expansion of the minimisation term is used.
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single objects and a uniform background. The following figure illustrates exemplary
frames of a typical sequence.
Fig. 15 Different frames of a test sequence ”Object”
We tested different motion patterns and optimised the corresponding parameters
of the algorithm, in order to produce best results. It was found that especially for
high rotational velocities of the camera the VIFtrack! approach is able to outper-
form other feature tracking methods. Due to the fact that classical methods, such
as the KLT-tracker from [13], utilise a purely translational model, it is quite clear
that especially a rolling camera leads to non-converging behaviour for many feature
points. Fig. 16 shows a typical motion pattern (slow camera speed) which we used
for the evaluation. It can be shown that the suggested scheme can increase the num-
ber of successfully tracked features6 up to 60% in comparison to classical KLT for
sequences with a rolling camera.
Fig. 17 shows a comparison of the tracking performance for the VIFtrack!-
method and the same principle (affine-photometric warping) only based on visual
information for a given sequence. The mean number of successfully tracked fea-
tures increases from 74 for visual-alone feature tracking up to 91 for the VIFtrack!
scheme respectively. Especially for applications where a specific number of corre-
sponding features is necessary (e.g. visual odometry) the VIFtrack!-method is use-
ful, because while the visual-alone feature tracker loses up to 54 % of its feature
points, VIFtrack! loses only up to 21 %.
The algorithm was also tested for a hand-held camera which was moved through
an indoor environment. Figure 18 shows two typical examples for the tracking of
features between two subsequent frames of the sequence. This sequence is more
complex because the camera is freely moving within an indoor environment and no
feature detected initially, within the first frame, remains visible for the entire se-
quence. For evaluating the VIFtrack! procedure a simple routine was introduced,
which generates a set of feature candidates 1X from the first frame. During the mo-
tion of the camera the number of successfully tracked features n decreases over time.
Once n reaches a certain threshold ϖ , the algorithms generates a new set of feature
6 Here a successfully tracked feature is a feature which is not neglected based on the error threshold
elimit .
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Fig. 16 Typical motion pattern for the evaluation describing rotation around the three Euler angles:
Black: ground truth motion from industrial robot (IRB), red: measured angles from inertial mea-
surements (IMU), green: estimated angles by fusion inertial and visual motion estimates (EKF))



























Maximum number of features
VIFTrack! mean performance
Only visual mean performance 
VIFtrack! minimum number of features
Only visual minimum number of features 
Fig. 17 Performance comparison between VIFtrack! and affine-photometric warping only based
on visual information for the ”object” sequence
candidates kX from the actual frame k of the sequence. This simple procedure should
avoid that the tracking algorithm looses its track completely. The following tables
shows how often the algorithm generates a new set of feature candidates for the
visual-inertial approach rV I and classical KLT rKLT .
It can be seen from Tab. 1, that the usage of the VIFtrack! scheme is able to re-
duce the number of necessary reinitialisations of feature candidates due to the more
robust feature tracking. Especially for a small number of initial feature candidates
the visual-inertial feature tracking outperforms classical KLT.
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Fig. 18 Two examples for subsequent feature tracking results for the sequence gathered from a
hand-held camera moved within an indoor environment
Table 1 Comparison of the number of reinitialisation of feature candidates for VIFtrack! and clas-
sical KLT
n rV I rKLT
rKLT −rVI
rVI
100 13 18 38%
80 16 23 44%
60 21 31 48%
40 35 53 51%
20 44 75 70%
5 Conclusion
The general problem of tracking a point feature, throughout an image sequence ac-
quired by a moving camera, requires the implementation of an algorithm which
is able to model the change of the visual appearance of each feature over time. The
state of the art motion model used for feature tracking is an affine-photometric warp-
ing model, which models both changes in geometry and photometric conditions. For
camera movements which involve high rotational velocities the 2D displacement of
a point feature between two successive frames will increase dramatically. This leads
to a non-converging behaviour of the minimisation problem, which adjusts a set of
parameters in order to find the optimal match of the corresponding feature.
The usage of motion estimates, generated by an inertial smart sensor system as
initial estimates for the motion model, leads to an increasing number of feature
points, which can be successfully tracked throughout the whole sequence.
Future work will look into the possibility of fusing different motion estimates
from visual and inertial cues, which would hopefully lead to a higher robustness
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against incorrect inertial measurements. For this visual-based relative pose estima-
tors need to be evaluated th get a handle on the accuracy (see Aufderheide et al.
2012 [4])
References
1. Aufderheide, D., Steffens, M., Kieneke, S., Krybus, W., Kohring, C. and Morton, D.: Detection
of Salient Regions for Stereo Matching by a Probabilistic Scene Analysis. In Proceedings of
the 9th Conference on Optical 3-D Measurement Techniques, pp. 328-331, Vienna, Austria,
July, 1-3 2009 - ISBN 978-3-9501492-5-8.
2. Aufderheide, D. and Krybus, W.: Towards Real-Time Camera Egomotion Estimation and
Three-Dimensional Scene Acquisition from Monocular Image Streams. In Proceedings of the
2010 International Conference on Indoor Positioning and Indoor Navigation (IPIN 2010), pp
1-10, Zrich, Switzerland, September, 15-17 2010, IEEE ISBN 978-1-4244-5862-2.
3. Aufderheide, D., Krybus, W., Dodds, D.: A MEMS-based Smart Sensor System for Estimation
of Camera Pose for Computer Vision Applications. In Proceedings of the University of Bolton
Research and Innovation Conference 2011, Bolton, U.K., June, 28-29 2011, The University
of Bolton Institutional Repository
4. Aufderheide, D., Krybus, W., Witkowski, U. and Edwards, G.: Solving the PnP Problem for
Visual Odometry An Evaluation of Methodologies for Mobile Robots. In Advances in Au-
tonomous Robotics Joint Proceedings of the 13th Annual TAROS Conference and the 15th
Annual FIRA RoboWorld Congress Bristol, UK, August 20-23, pp. 461-462, 2012
5. Hwangbo, M., Kim, J.S. and Kanade, T.: Inertial-Aided KLT Feature Tracking for a Moving
Camera. In 2009 IEEE/RJS International Conference on Intelligent Robots and Systems, St.
Louis, USA, pp 1909-1916, 2009.
6. Sabatini, A.: Quaternion-based Extended Kalman Filter for Determining Orientations by In-
ertial and Magnetic Sensing. In IEEE Transactions of Biomedical Engineering, 53(7), pp.
1346-1356, 2006.
7. Juan, L and Gwun, O.: A Comparison of SIFT, PCA-SIFT and SURF. In International Journal
of Image Processing (IJIP),(3)-4, CSC Journals, 2009
8. Jin, H., Favaro, P and Soatto, S.: Real-Time Feature Tracking and Outlier Rejection with
Changes in Illumination. In Proceedings of the International Conference on Computer Vision
(ICCV), July 2001.
9. Tomasi, C. and Shi, J.: Good Features to Track. In IEEE Computer Vision and Pattern Recog-
nition, 1994
10. Harris, C. and Stephens, M.: A Combined Corner and Edge Detector. In Proceedings of the
4th Alvey Vision Conference, pp. 147-151, 1988
11. Welch, G. and Bishop G.: An Introduction to the Kalman Filter,Technical Report TR 95-041.
Department of Computer Science, University of North Carolina at Chapel Hill, 2006
12. Kim, J., Hwangbo, M. and Kanade,T.: Realtime Affine-photometric KLT Feature Tracker on
GPU in CUDA Framework, The Fifth IEEE Workshop on Embedded Computer Vision in ICCV
2009, Sept 2009, pp. 1306-1311.
13. Lucas, B. and Kanade, T: An Iterative Image Registration Technique with an Application to
Stereo Vision, In International Joint Conference on Artificial Intelligence, pp. 674-679, 1981.
14. Hwangbo, M., Kim, J.S. and Kanade, T.: Gyro-aided Feature Tracking for a Moving Camera:
Fusion, Auto-calibration and GPU Implementation. In The International Journal of Robotics
Research, 30(14), pp 1755-1774, 2011.
15. Rehbinder, H. and Hu, X.: Drift-free attitude estimation for accelerated rigid bodies. In Auto-
matica, 40(4), pp. 653-659, 2004.
16. Skog, I. and Haendel, P.: Calibration of MEMS inertial unit. In Proceedings of the IXVII
IMEKO World Congress on Metrology for a Sustainable Development, 2006
appendix - published work 264
[ September 22, 2014 at 13:39 ]
20 Dominik Aufderheide, Gerard Edwards and Werner Krybus
17. Aufderheide, D., Edwards, G. and Krybus, W.: VIFTrack! - Visual-Inertial Feature Tracking
based on Affine Photometric Warping. In Computational Vision and Medical Image Process-
ing IV - VIPIMAGE2013, pp. 155-160, 2013
appendix - published work 265
[ September 22, 2014 at 13:39 ]
VIFTrack! - Visual-Inertial Feature Tracking Based on Affine
Photometric Warping
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ABSTRACT: The robust tracking of point features throughout an image sequence is one fundamental stage
in many different computer vision algorithms (e.g. visual modelling, object tracking, etc.). In most cases, this
tracking is realised by means of a feature detection step and then a subsequent re-identification of the same
feature point, based on some variant of a template matching algorithm. Without any auxiliary knowledge about
the movement of the camera, actual tracking techniques are only robust for relatively moderate frame-to-frame
feature displacements. This paper presents a framework for a visual-inertial feature tracking scheme, where
images and measurements of an inertial measurement unit (IMU) are fused in order to allow a wider range of
camera movements. The inertial measurements are used to estimate the visual appearance of a feature’s local
neighbourhood based on a affine photometric warping model.
Keywords: Feature tracking, Inertial sensing, Structure from Motion
1 INTRODUCTION
Many different applications in the field of com-
puter vision (CV) require the robust identification
and tracking of distinctive feature points in monoc-
ular image sequences acquired by a moving cam-
era. Prominent examples of such applications are 3D
scene modelling following the structure-from-motion
(SfM) principle or the simultaneous localisation and
mapping (SLAM) for mobile robot applications. The
general procedure of feature point tracking can be
subdivided in two distinctive phases:
• Detection - The first stage is the identifica-
tion of a set of distinctive point features kX =
{x1, · · · ,xn} with xi = (x, y)T in image Ik, e.g.
based on computing the cornerness of each pixel
(see [10]). At this stage each feature point is typ-





, which is used in the second stage for
the re-identification of the feature. This descrip-
tor could be a simple local neighbourhood of pix-
els around xi or a more abstract descriptor such
as the SIFT/SURF descriptors described by [7].
• Re-identification - The general task of feature
tracking is the successful re-identification of the
initial set of features kX from image Ik in the
subsequent frame Ik+1. Generally this can be de-
scribed as an optimisation problem where the
distance between a descriptor for pixel x′ from





minimised by varying x′ within the image bound-
aries. In most cases the optimisation problem is
not just driven by varying the image coordinates,








which tries to compensate the
change in the descriptors appearance based on an
estimation of the cameras movement Mk+1k be-
tween Ik and Ik+1. In order to reduce the com-
putational complexity of the minimisation the
range for varying both the pixel coordinates and
the motion model parameters are limited to cer-
tain search regions. The general procedure of
feature tracking is visualised in Fig. 1.
As it was shown by Aufderheide et al. (2009) [1],
there are many ways for a feature tracking method to
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Figure 1: Re-identification of single feature point in two subse-
quent frames of an image sequence
fail completely or produce a non-negligible number
of wrong matches. This can be clearly seen from a
mathematical point of view by the fact that either the
optimisation problem converges within a local mini-
mum or not at all.
In Aufderheide et al. (2010) [2], we described
a general approach for the combination of visual
and inertial measurements within a parallel multi-
sensory data fusion network for 3D scene reconstruc-
tion called VISrec!. Closely related to this work is
the adaptation of ideas presented by Hwangbo et al.
(2009) [5] for using the inertial measurements not
only as an aiding modality during the estimation of
the cameras egomotion, but also during the feature
tracking itself.
The first stage for realising this was the develop-
ment of an inertial smart sensor system (S3) based
on a bank of inertial measurement units in MEMS1
technology. The S3 is able to compute the actual ab-
solute camera pose (position and orientation) for each
frame. The hardware employed and the correspond-
ing navigation algorithm is described in section 2. As
a second step a visual feature tracking algorithm, as
described in section 3, needs to be implemented. This
algorithm considers prior motion estimates from the
inertial S3 in order to guarantee a greater convergence
region of the optimisation problem and deliver an im-
proved overall tracking performance. The results are
briefly discussed in section 4. Finally section 5 con-
cludes the whole work and describes potential future
work.
2 INERTIAL SMART SENSOR SYSTEM S3
The general architecture of the proposed S3 system
is based on three different types of inertial measure-
ment units (IMUs). The whole system consist of three
orthogonal arranged accelerometers which measure a
three dimensional acceleration ab = [ax ay az]T and
three gyroscopes which measure the angular veloci-
tiesωb = [ωxωyωz]
T around the sensitivity axes of the
1MEMS - micro-electromechanical systems
accelerometers. As an addition three magnetometers
are able to determine the earth magnetic field in 3 DoF
mb = [mxmymz]T . All of the quantities are measured
with reference to the body coordinate frame (here in-
dicated by subscript b) which is rigidly attached to the
IMU-platform. The following figure shows the gen-
eral configuration of all sensory units with the corre-
sponding measured entities.
Figure 2: General architecture of the IMU
The hardware setup of the S3 is inspired by the
standard configuration of a multi-sensor orientation
system (MODS) as defined in [6]. The implementa-
tion of this system consists of a LY530AL single-
axis gyro and a LPR530AL dual-axis gyro both from
STMicroelectronics, which are used to measure the
rotational velocities about the three main axis of the
inertial coordinate system ICS (see Fig. 2). The accel-
erations for translational movements are measured by
a triple-axis accelerometer ADXL345 from Analog
Devices. Finally a 3-DoF magnetometer from Honey-
well (HMC5843) is used to measure the earth grav-
itational field. All IMU sensors are connected to a
micro controller (ATMega 328) which is responsible
for initialisation, signal conditioning and communi-
cation. The interface between sensor and micro con-
troller is based on I2C-Bus for the accelerometer and
magnetometer, while the gyroscope is directly con-
nected to ADC channels of the AVR.
For the navigation algorithm a discrete Kalman
filter bank (DKF-bank) was implemented which
carries out the estimation of the three Euler angles.
We concentrate on the orientation estimate, because
even a small change in orientation would lead to an
immense optical flow in the images. For the pitch
and the roll angle the same DKF-architecture is
used, as indicated in Figure 3-(a). In comparison to
that the heading angle is estimated by an alternative
architecture as shown in Figure 3-(b).
All DKFs are mainly based on the classical struc-
ture of a Kalman filter (see [11]) which consists of
a first prediction of states and subsequent correction,
where the two states are the unknown angle ξ and the
bias of the gyroscope bgyro. A detailed overview of
the navigation algorithm can be found in Aufderheide
(2011) [3].
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Figure 3: (a) - Discrete Kalman filter (DKF) for estimation of
roll and pitch angles based on gyroscope and accelerometer mea-
surements; (b) - DKF for estimation of yaw (heading) angle from
gyroscope and magnetometer measurements
The Kalman filtering itself is composed from the
following classical steps, whereat the following de-
scriptions are simplified to a single angle ξ.
Computation of an a priori state estimate x−k+1
As mentioned earlier the hidden states of the system
are x = [ξ,bgyro]T. The a priori estimates are com-
puted by following the following relations:
ω̂k+1 = ωk+1 − bgyrok





Here the actual measurements from the gyroscopes
ωk+1 are corrected for by the actually estimated bias
bgyrok from the former iteration, before the actual an-
gle ξk+1 is computed.
Computation of a priori error covariance matrix
P−k+1 The a priori covariance matrix is calculated by
incorporating the Jacobi matrix A of the states and the
process noise covariance matrix QK as follows:
P−k+1 = A · Pk ·AT +QK (2)
The two steps 1) and 2) are the elements of the pre-
diction step as indicated in Fig. 3.
Computation of Kalman gain Kk+1 As a prereq-
uisite for computing the a posteriori state estimate the
Kalman gain Kk+1 has to be determined by following
Equation 3.
Kk+1 = P−k+1 ·HTk+1 ·
(
Hk+1 · P−k+1 ·HTk+1 +Rk+1
)−1
(3)
Computation of a posteriori state estimate x+k+1
The state estimate can now be corrected by using
the calculated Kalman gain Kk+1. Instead of incor-
porating the actual measurements as in the classical
Kalman structure the suggested approach is based on
the computation of an angle difference ∆ξ. The dif-
ference is a comparison of the angle calculated from
the gyroscope measures and the corresponding atti-
tude as derived from the accelerometers, respectively
the heading angle from the magnetometer, as already
introduced in the introduction of this chapter. So the
relation for x+k+1 can be formulated as:
x+k+1 = x
−
k+1 −Kk+1 ·∆ξ (4)
At this point it is important to consider the fact that the
attitude measurements from the accelerometers are
only reliable if there is no external translational mo-
tion. For this an external acceleration detection mech-
anism is also part of the fusion procedure. For this
reason the following condition (see Rehbinder et al.










If the relation is fulfilled there is no external accel-
eration and the estimation of the attitude from ac-
celerometers is more reliable than the one computed
from rotational velocities as provided by the gyro-
scopes. It should be noted for real sensors, an ade-
quate threshold g is introduced to define an allowed
variation from this ideal case. If the camera is not at
rest the observation variance for the gyroscope data
σ2g is set to zero. So by incorporating the magnitude
of the acceleration measurements as ‖a‖ and the earth
gravitational field g= [0,0,−g]T the observation vari-





‖a‖ − ‖g‖ < εg
otherwise
(6)
A similar approach is chosen to overcome problems
with the magnetometer measurements in magnetically
distorted environments for the DKF for the heading
angle. The magnitude of the earth magnetic field m is
evaluated as shown in the following relation equation
72, in an analogous way to equation 6 for describing





‖m‖ −mdes < εm
otherwise
(7)
Computation of posteriori error covariance ma-
trix P+k+1 Finally the error covariance matrix is up-
dated in the following way:
P+k+1 = P
−
k+1 −Kk+1 ·Hk+1 · P−k+1 (8)
2mdes describes the magnitude of the earth’s magnetic field
(e.g. 48 µT in Western Europe)
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It was shown in Aufderheide et al. (2011) [3],
that the proposed strategy is able to outperform other
classical algorithms for inertial sensor fusion, such
as complementarity filtering or heuristic methods, in
terms of accuracy and long-time stability.
If there is a robust estimate of the camera orienta-
tion available it is possible to compute a 2D homogra-
phyH which describes the optical flow (motion of all
image pixels) between two successive image frames.
According to Hwangbo et al. 2011 [14], it is possible
to computeH for a pure rotational camera movement
by using the following relation.
Hk+1k = KRCIRk+1k K−1 (9)
Here K codes the intrinsic camera parameters (such
as focal length f , pixel size k , etc.), RCI describes
relative orientation between inertial and visual refer-
ence coordinate system and Rk+1k describes the ro-
tation of the camera between frame k and k + 1, as
coded within the general frame-to-frame relative pose
M˜k+1k .
3 VISUAL-INERTIAL FEATURE TRACKING
Once there is a reliable motion estimate available it
is very important to synchronise the inertial and the
visual measurements. For this a basic clock signal
is used to trigger both inertial sampling and acquir-
ing images. Noteworthy the inertial measurements are
available with a much higher frequency than the 30
frames per seconds (FPS) delivered by a standard
camera module. Thus it is necessary to accumulate
motion estimates from the S3 to compute the frame-
to-frame relative pose M˜k+1k .
Fig. 4 shows the general architecture of the visual-
inertial feature tracking system (VIFtrack!) for two
subsequent frames of an image sequence.
Figure 4: General scheme of the VIFtrack! approach
The two camera positions for the frames Ik and Ik+1
are related by a relative motion Mk+1k . The inertial
smart sensor system is able to generate an estimate of
that motion (translation and orientation) M˜k+1k which
can be used to update a set of parameters of the affine
photometric motion model p̂k+1k .
The chosen motion model should be able to com-
pensate typical changes of the visual appearance of
a descriptor over time. Here both photometric (illu-
mination changes, etc.) and geometric changes of an
image patch need to be considered. For this Jin et al.
(2001) [8] propose a model which extended the clas-
sical affine geometric distortion proposed by Tomasi
and Shi (1994) [9] by adding an photometric term.
The following equation shows the implementa-




tains the different elements of the affine warp (A and







p = (σ + 1) θ (Ik(Axi + d)) + o (10)
The photometric model is illustrated by Fig. 5, where
a light source Λ illuminates a scene and the emitted
light is reflected by the main surface S to the image










Figure 5: Illustration of the photometric model with light rays
reflected by the surface of the main object and reflectance from
other objects
Due to reflectance from other objects (ambient light
sources) there are additional rays, which changes also
the intensity of an image pixel (parameter o). Due to
the fact that the photometric motion cannot be esti-
mated by using the inertial measurements, the cor-
responding values from the former frame are used
as initial parameters for the optimisation. After the
warping of the descriptors the optimisation process
for each feature in X starts. For this, the following
















The minimisation problem can be approximated by
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a linearization3 around the actual set of parameters.
Classical Gauss-Newton optimisation is used for find-
ing the optimal set of parameters p. As an abort crite-
rion the actual change rate of p between two succes-
sive iterations is evaluated (δp < ε).
The decision if a feature was successfully tracked
can be made by evaluating the final value for e after
the last iteration. If e lies above a certain threshold
elimit the feature is deleted from the feature database.
4 RESULTS
The approach was evaluated by using a visual-inertial
prototype (as shown in Fig. 6) which combines a stan-
dard industrial camera and the inertial smart sensor
system. A microcontroller located on the S3 is respon-
sible for synchronising camera and IMU data.
 
 
Figure 6: Prototype of a visual-inertial sensor for VIFtrack!
An industrial robot was used in order to generate
measurements with known motion, which can be used
as ground truth sequences. Due to the fact that the
background of the project is the area of 3D modelling,
the used sequences contain only single objects and a
uniform background. The following figure illustrates
exemplary frames of a typical sequence.
Figure 7: Different frames of a test sequence
We tested different motion patterns and optimised
the corresponding parameters of the algorithm in or-
der to produce best results. It was found that espe-
cially for high rotational velocities of the camera the
VIFtrack! approach is able to outperform other fea-
ture tracking methods. Due tot the fact that classical
3For this a simple first-order Taylor expansion of the minimi-
sation term is used.
 
Figure 8: Typical motion pattern for the evaluation describing ro-
tation around the three Euler angles: Black: ground truth motion
from industrial robot (IRB), red: measured angles from inertial
measurements (IMU), green: estimated angles by fusion inertial
and visual motion estimates (EKF))
methods, such as the KLT-tracker from [13], utilise
a purely translational model it is quite clear that es-
pecially a rolling camera leads to non-converging be-
haviour for many feature points. Fig. 8 shows a typical
motion pattern (slow camera speed) which we used
for the evaluation. For that reason it can be shown that
the suggested scheme can increase the number of suc-
cessfully tracked features4 up to 60% in comparison
to classical KLT for sequences with a rolling camera.
 





























Maximum number of features 
VIFTrack! mean performance 
Only visual mean performance 
VIFtrack! minimum number of features 
Only visual minimum number of features 
Figure 9: Performance comparison between VIFtrack! and
affine-photometric warping only based on visual information
Fig. 9 shows a comparison of the tracking perfor-
mance for the VIFtrack!-method and the same princi-
ple (affine-photometric warping) only based on visual
information for a given sequence. The mean number
of successfully tracked features increases from 74 for
visual-alone feature tracking up to 91 for the VIF-
track! scheme. Especially for applications where a
specific number of corresponding features is neces-
sary (e.g. visual odometry) the VIFtrack!-method is
useful, because while the visual-alone feature tracker
loses up to 54 % of its feature points, VIFtrack! loses
only up to 21 %.
4Here a successfully tracked feature is a feature which is not
neglected based on the error threshold elimit.
appendix - published work 270
[ September 22, 2014 at 13:39 ]
5 CONCLUSION
The general problem of tracking a point feature
throughout an image sequence acquired by a mov-
ing camera requires the implementation of an algo-
rithm which is able to model the change of the vi-
sual appearance of each feature over time. The state
of the art motion model used for feature tracking
is an affine-photometric warping model, which mod-
els both changes in geometry and photometric condi-
tions. For camera movements which involve high ro-
tational velocities the 2D displacement of a point fea-
ture between two successive frames will increase dra-
matically. This leads to a non-converging behaviour
of the minimisation problem, which adjusts a set of
parameters in order to find the optimal match of the
corresponding feature.
The usage of motion estimates, generated by an in-
ertial smart sensor system as initial estimates for the
used motion model, leads to an increasing number
of feature points, which can be successfully tracked
throughout the whole sequence.
Future work will cover the possibility of fusing dif-
ferent motion estimates from visual and inertial cues,
which would lead to a higher robustness against in-
correct inertial measurements. For this visual-based
relative pose estimators need to be evaluated regard-
ing the accuracy (see Aufderheide et al. 2012 [4])
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Abstract
The self-acting digital reconstruction of 3D objects from monocular image streams, gen-
erally known as Structure-from-Motion (SfM), has been a subject of computer vision
research for several decades. Most classical SfM approaches are off-line methods which
implement a huge optimisation problem, based on a complete image sequence (often re-
ferred to as bundle adjustment (BA)). Such an iterative non-linear optimisation is very
costly, in terms of computation time and cannot be used under real-time conditions.
Recently, ideas from vision-based Simultaneous Localisation and Mapping (SLAM) were
used to develop sequential-SfM frameworks for real-time applications. SLAM typically
consist of two stages: the generation of an initial 3D scene model and then sequential
SfM. BA requires an initial estimate, relatively close to the actual solution, to converge
in a reasonable amount of time. This paper suggests a novel concept for sequential
3D scene reconstruction based on the integration of inertial measurements, as an aiding
modality, in order to provide a reasonable initial guess for bundle adjustment. This new
approach is able to outperform other techniques, in terms of accuracy and computational
complexity.
Keywords: Structure-from-Motion, Bundle Adjustment, SLAM, 3D Modelling
1. Introduction
The generation of a metric 3D model of a scene or object based on monocular 2D
image streams is a well known problem, within the computer vision community. The
corresponding class of algorithms are often referred to as Structure-from-Motion (SfM)
algorithms. While most classical approaches consider SfM as a problem which can only
be solved offline (see Morita and Kanade [1997], Tomasi and Kanade [1992] or Poelman
and Kanade [1997]), more recently also real-time SfM procedures have been suggested in
literature (see Davison [2003] and Davison et al. [2007]).
Methodologies in the field of classical SfM are not suited for an on-the-fly scene
acquisition, due to the necessity of incorporating all frames of a sequence, in a single
factorisation step, to recover structure and motion. Thus all frames (or at least a large
Preprint submitted to The University of Bolton Research and Innovation Conference 2013 - September 18, 2013
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subset) are processed simultaneously and a relatively large number of well-localised fea-
tures, need to be tracked during the whole sequence. The majority of the proposed
algorithms use classical bundle adjustment, as described e.g. in Triggs et al. [1999], to
refine the computed scene structure. Fig. 1 shows the typical configuration of an algo-
rithm for batch-type SfM, where the whole image sequence is acquired first, the point
features are detected and tracked in an offline procedure. Then finally the motion and
shape recovery achieved by solving a global optimisation problem.
Figure 1: General algorithm for offline Structure-from-Motion (SfM)
The accurate estimation of the camera’s egomotion is a necessary prerequisite for the
reconstruction of an observed scene structure. Here the term Visual Odometry (VO) was
introduced for a class of methods which provide the ability to estimate the motion of
a moving robot platform by using visual sensors (see Niste´r [2004] and Maimone et al.
[2007]). Closely related is the field of Simultaneous Localisation And Mapping (SLAM)
which combines ideas from vision based motion estimation with a simultaneous modelling
of the robot’s environment.
The general procedure for such on-the-fly visual surface reconstruction methods can
be subdivided into two different phases: the generation of an initial scene structure
model and a subsequent phase of sequential structure from motion (sequential SfM), as
indicated in Fig. 2.
Both stages rely on different types of correspondences for the estimation of the cam-
era’s pose, as described in the following paragraphs.
• Initialisation of structure model: During the initialisation stage and assuming
that no prior knowledge about the scene and/or camera movement is available,
the only information available are 2D/2D correspondences between two successive
image frames. Based on that, it is possible to estimate the relative motion of the
camera between each two frames of the initialisation sequence. Based on the motion
estimates and the corresponding pixel sets, it is possible to use classical triangu-
lation for the generation of an initial 3D scene model. Since the relative motion
estimation (e.g. based on the algorithm presented in Niste´r [2004]) can recover the
2
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Figure 2: Two phases of on-the-fly visual surface reconstruction
translational part of the camera’s movement only up to an arbitrary scale, it is nec-
essary to refine the preliminary scene model by non-linear optimisation techniques
(e.g. bundle adjustment).
• Sequential SfM: Once there is a preliminary structure model available, it is
possible to switch to the sequential stage, which includes the tracking of 3D metric
features within the sequence. So now 3D/2D correspondences are available which
can be used for getting the absolute pose of the camera, relative to the scene model.
One major drawback of this scheme is the necessity of optimizing the initial scene
structure model based on a non-linear optimisation process, because this may lead to
a non-converging behaviour and in addition may affect also the real-time capabilities of
the algorithm. In this context, the derivation of reliable initial estimates is crucial for
the parameter optimisation. This paper will introduce a visual-inertial framework for
visual surface reconstruction and it will be shown that the integration of inertial motion
estimation within the process of generating an initial scene model can improve both
metric accuracy and computational costs.
The remainder of this paper is organised as follows: in section 2 the visual-inertial
framework is introduced in general. Section 3 gives an introduction to the typical process
of generating an initial scene model (ISM) based on monocular image streams. Section 4
describes the procedure for using inertial measurements as an aiding modality for the 3D
scene reconstruction process and shows some typical results. Finally section 5 concludes
the whole paper and shows potential fields for future work.
2. Visual-Inertial Framework
The idea of incorporating inertial measurements for visual tasks has a long history
and was already used in other contexts such as image stabilisation (see Smith et al.
[2010]) or camera network (CN) calibration (see Aliakbarpour and Dias [2011]). As we
have shown in our previous work (see Aufderheide and Krybus [2011]) the incorporation
of inertial measurements for visual 3D scene reconstruction could be a very promising
approach to alleviate typical problems of classical SfM algorithms. For this we propose a
3
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Figure 3: Parallel fusion network for visual-inertial fusion
parallel fusion network, as shown in Fig. 3, which consists of separate fusion cells (FCs)
for processing visual and inertial measurements.
This paper will not describe the overall visual-inertial fusion scheme in detail, but it
will be shown how inertial measurements can improve the overall performance of visual
3D reconstruction. For this we describe a typical implementation of a visual fusion cell
in the subsequent section of this work.
3. Generation of an Initial Scene Model
This section describes the general procedure of generating an initial scene model from
2D/2D pixel correspondences. In this context the drawbacks of the existing procedure
are pointed out based on an example image sequence.
3.1. Acquisition of the Initial Sequence
The initial sequence is acquired when the camera is moved in front of the object. Fig.
4 illustrates the acquisition of the initial sequence which contains of n frames. The overall
translation between the first frame of sequence I1 and In is assumed as t13 = [tinit, 0, 0]
T ,
where tinit represents a fixed unknown translation between the first and the last frame
of the initial video stream.
From the overall frames of the initial sequence three keyframes Q1,Q2 and Q3 are
selected based on the following criteria:
I - The first frame of the sequence is chosen as Q1. Thus the definition of the first
keyframe for stereo reconstruction can be defined as Q1 = I1.
II - If the number of lost features between the first and the last frame of the initial
sequence is less than 20%, the last frame is chosen as Q3.
4
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Figure 4: Acquisition of the initial sequence from three keyframes
III - If the number of lost features between the first and the last frame of the initial
sequence is more or equal than 20%, the last frame of the sequence where more
than 80% of the features are tracked successfully is chosen as Q3.
IV - The frame in the middle of the sequence between Q1 and Q3 is chosen as Q2.
The three keyframes are used subsequently for the estimation of the relative pose
and the sparse stereo reconstruction of the observed object as described in the following
sections. For this example a simple planar checker board object was chosen in order to
simplify the feature tracking.
3.1.1. Relative pose estimation between key frames
The three first keyframes Q1,Q2 and Q3 of the initialisation sequence are used to
generate two relative pose estimates by following general five-point relative pose algo-
rithms as proposed by Niste´r [2004]. For this at least five point pairs ({x˜i, x˜′i}) have to
be matched successfully between two of the three keyframes. The necessary steps can be
summarised as follows:
• Setting up a measurement matrix Q˜: Each pair of corresponding points leads
to one equation following simplified epipolar constraint. Niste´r [2004] suggests the
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q˜5[1] · · · q˜5[1]
 (1)
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• Estimating the essential Matrix E: The solution for E is found by first de-
composing Q˜ by singular value decomposition (SVD) (see Bru¨ckner et al. [2008])
or QR-factorisation (see Niste´r [2004]) to compute the null space. The null space
leads to vectors A˜, B˜, C˜ and D˜. The essential matrix is given by the following
linear combination:
E = a ·A + b ·B + c ·C + d ·D (2)
The original algorithm proposed in Niste´r [2004] uses Sturm sequences to solve a
univariate formulation of the problem. Later Stewenius et al. [2006] proposed a
more efficient procedure based on Groebner bases. It was suggested by Kukelova
et al. [2008] that a formulation as polynomial eigenvalue problems is more straight-
forward and leads to solutions which are numerically more stable.
• Recovery of motion parameters R and t: Once the essential matrix is known
the egomotion of the camera between two successive frames can be retrieved from
E. It has to be stated here that E can just be recovered up to scale.
The first step in determining R and t from E is the computation of the singular
value decomposition (SVD) of the essential matrix:
E ∼ UΣVT (3)
It is then possible to extract two possible solutions for R by using:
Ra = UDV
T ; Rb = UD
TVT (4)










This four-fold ambiguity can be solved by using the cheirality constraint, which
states that the observed feature points have to be located in front of both cameras.
The arbitrary scale of t is determined by incorporating the assumption for tinit as
the translational movement during the acquisition of the initial sequence. Figure 5 gives
an overview about the whole procedure, where xQj−k describe the matched 2D feature
point coordinates in Qj and Qk.
Figure 6 shows the estimated camera movement between the three chosen keyframes
of the example sequence. The translational movement indicated in Fig. 6 still contains
the scale ambiguity which can not be resolved by using five-point relative pose estimates.
3.2. Preliminary Stereo Triangulation
The determined parameters of the rigid transformations between Q1 and Q2, respec-
tively Q1 and Q3 of the example sequence can be used to triangulate the feature points
for a 3D reconstruction (see e.g. Hartley and Zisserman [2004]) as shown in Fig. 7. Here
the blue marker indicates CXQ1−2i while the black crosses represent
CXQ1−3i . It can
be seen that the two reconstructions of the scene points are not consistent, due to the
scale ambiguity of the 5-point relative pose estimation technique. Thus it is necessary to
6
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Figure 5: Relative pose estimation based on three keyframes
combine both reconstructions by computing the scale factor s and building the mean of
both 3D coordinates.
Due to the fact that the translation t can only be recovered up to an arbitrary scale,
the unknown scale, between the different two-frame reconstructions has to be resolved.
For this the procedure of Heung-Yeung et al. [1999] was used to estimate the scale s by







the 3D reconstruction of the i-th feature point found in both keyframes Qj and Qk. The





i − s ·C XQ1−3i
)2
(6)
3.3. Optimisation of Initial Scene Model - Bundle Adjustment
The initial reconstruction of the scene structure is used as a base for a further re-
finement by using classical Bundle Adjustment (BA). BA performs a simultaneous op-
Figure 6: Estimation of relative camera pose between the three keyframes of the initial sequence. The
axes are the three Cartesian directions.
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Figure 7: Reconstructed 3D coordinates based on two different stereo pairs. The blue marker indicates
CXQ1−2i while the black crosses represent
CXQ1−3i .
timisation of 3D structure and camera egomotion by minimising the difference between






. In this context
the camera or projection matrix of the k-th frame Pk is used to compute the estimated
projections of the 3D structure by following the projection shown in Equation 7, where ∼
indicates equality up to scale. Here P x˜ki describes the i-th 2D point in pixel coordinates
for the k-th frame of a sequence in homogenous coordinates. Kk is the corresponding
intrinsic camera matrix and Rk and tk are the corresponding extrinsic parameters for
the rigid transformation.





K is in general constructed as shown in Equation 8, where the parameters uo and v0
describe a translation along the image plane and αu, αv and γ describe scale changes
along the image axes and a rotation in the image plane (see Eduardo and Rosenhahn
[2002]).
K =
 αu γ u00 αv v0
0 0 1
 (8)
In general the projection from Equation 7 can be formulated by using the projection
or camera matrix Pk = Kk [Rk| − tk] as follows:
P x˜ki ∼ Pk CX˜ki (9)
The procedure of BA consists an interleaving approach based on ideas in Heung-Yeung
et al. [1999] and Triggs et al. [1999] which decouples structure and motion optimisation.
The following subsections describe the structure and motion estimation employing the
BA approach in detail. The important issue of the data that is used as the initial estimate
for both scene structure and camera egomotion is emphasised, because the provision of
adequate initial estimates is crucial for the success of BA-algorithms.
8
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3.3.1. Optimisation of Scene Structure
The scene structure optimisation is based on the minimisation of the difference be-
tween estimated and measured image feature locations. For this the projection in Equa-
tion 9 is used as a reference.
The optimisation incorporates all m features, which could be tracked through the whole
initialisation sequence with n frames. The optimal 3D point location for all features can

















This minimisation is implemented in MATLAB by using the Nelder-Mead method as
described in Avriel [2003], where the reconstructed 3D points from the two stereo pairs
are used as the initial estimate of scene structure.
3.3.2. Optimisation of Camera Egomotion
The initial estimates for the camera movement are generated by interpolating the cal-
culated rotations and translations, between Q1 and Q2, respectively Q1 and Q3 using
David Nister’s algorithm.
The minimisation is based on a nested optimisation procedure which runs one optimi-






















For this it is necessary to update the elements of Pk for each new iteration of the
Nelder-Mead method.
For the application of BA to the test sequence it is necessary to provide a reasonable
initial guess of both motion and structure parameter, in order to guarantee a fast an
optimal convergence of the optimisation problem.
The critical step within the whole procedure is the generation of reasonable initial
guesses for both camera motion and scene structure. While the quality of the scene
structure estimate depends mainly on the assumption about the translational component
tinit, during the acquisition of the initial sequence, the motion estimates produced by the
5-point relative pose algorithm are possibly suffering from poor interpolation, especially
for more complex motion patterns. Thus the generation of a motion estimate from
another modality, would be highly desirable, in order to reduce the danger of an ill-
posed optimisation scheme, for the BA.
4. Visual-Inertial Fusion
This section gives an overview of the visual-inertial fusion stage, where section 4.1 de-
scribes the implementation of an inertial navigation system (INS), whose pose estimates
are than used for the visual-inertial data fusion, as described in section 4.2. Results of
the proposed scheme can be found in section 4.3.
9
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4.1. Inertial Navigation System (INS)
The first step for a visual-inertial data fusion process will include the implementation
of a inertial fusion cell (IFC) as depicted in Fig. 3. The IFC calculates a preliminary
intermediate estimate of the camera’s pose for each frame of the image sequence.
A detailed overview of our inertial navigation system (INS) implementation can be
found in Aufderheide et al. [2011]. The implementation strategy follows the classical
strapdown mechanisation idea presented e.g. by Gulmammadov [2009]. Here the orien-
tation is simply derived from the integrated rotational velocities, while absolute position
can be estimated by double integrate the measured accelerations.
Due to the fact that MEMS-based sensory units were used for the inertial sensor
module, the raw measurements (e.g. rotational velocities ωb = [ωx ωy ωz]
T
as delivered
by an three-axis gyroscopes) are highly perturbed by biases and noise. For that reason,
the orientation and position error of the computed pose estimate would grow unbounded
over time. To avoid this problem, our implementation contains a bank of discrete Kalman
filters (DKFs), one for each Euler angle (roll, pitch, yaw).
The DKFs are responsible for the multi-sensory data fusion between gyroscopes, ac-
celerometers and magnetometers, in order to produce a more robust and accurate pose
estimate. The overall architecture of the DKFs is shown in Fig. 8, where it can be seen
that the filters for roll and pitch angles are fusing gyroscope and accelerometer measure-
ments, while the yaw angle estimation takes also the magnetometer measurements into
account.
Figure 8: Implementation of an inertial fusion cell (IFC) where inputs are taken from MEMS accelerom-
eters, gyroscopes and magnetometers.
The actual implementation was tested against other state-of-the-art inertial navi-
gation algorithms (complementary filtering, weighing filter, etc.) and it was shown in
Aufderheide et al. [2011] that the proposed method is able to outperform the other
algorithms in terms of accuracy and long-time stability.
10
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The next subsection describes how the calculated pose estimate can be used during
the initialisation of an initial scene model from visual measurements.
4.2. Visual-Inertial Data Fusion
As it was stated in section 3.3.1 the effectiveness and quality of the bundle adjust-
ment stage for the optimisation of scene structure and camera trajectory requires a good
initial estimate of the translational movement, during the acquisition of the initial image
sequence. In most actual approaches, this estimate is generated by using an assump-
tion about the scale of the translational movement and subsequent preliminary stereo
triangulation. The incorporation of inertial measurements and the corresponding pose
estimate can be used to get a relatively stable estimate of the relative pose between the
three keyframes Q1,Q2 and Q3. If the camera and the inertial measurement unit are
synchronized, it is possible to use these estimates as given motion information and re-
place the guessed translational component from the camera trajectory. So for each stereo
pair of keyframes {Qj ,Qj} two different motion estimates are available: the visual one










Thus it is not longer necessary to resolve the arbitrary scale factor by using Equation
4 from section 3.2. By using both estimates, it is possible to find for each pair {Qj ,Qj}







Due to the fact that the scale factor for the x-, y- and z-component of tQj,k should
not differ, the scale vector sQj,k can be simplified to
t̂Qj,k = sQj,k · tQj,k with sQj,k =
∥∥sQj,k∥∥ (13)
This routine has got two advantages, in comparison to the classical method, because
firstly it is possible to avoid the additional optimisation problem from Equation 4 and
secondly the overall accuracy of the preliminary stereo triangulation (the initial scene
model before optimisation) can be increased.
4.3. Results
The whole algorithm was evaluated using a simplified test setup, where a simple
checker board is used as an object. The use of the checker board object allows an
evaluation, without much influence from the fidelity of the used feature tracker. Thus it
is possible to directly compare the reconstruction accuracy and computational costs of
the inertial-aided bundle adjustment against the pure bundle adjustment.
Fig. 9 shows the result of both methods for a simple camera trajectory. The whole
image sequence consists of 100 frames, where results for (1, 10, 20, 30, 40, 50, 60, 70,
80, 90, 100) are shown in the figure. It can be easily seen that the checker boards are
similarly reconstructed from both approaches of pure BA and inertial aided BA, but the
11
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Figure 9: Refined camera egomotion estimates (each tenth frame is shown) and the corresponding
optimised scene structure after application of bundle adjustment - Blue: Inertial-aided BA, red: pure
BA
exact corner point coordinates are slightly different. Both approaches also yields similar
results for the camera trajectory.
Due to the fact that the exact size of each square on the checker board is known, it is
possible to evaluate the metric reconstruction accuracy for pure and inertial-aided BA.
For this the exact metric distances between neighbouring corner points are calculated.
Figures 10 and 11 visualize the measured distances between neighbouring corner points
in x- and y-direction (ground truth: 20 mm).
Also a numerical comparison was carried out by calculating the mean absolute errors
of the measured distances (|e|) and the corresponding median (|˜e|), min (min (|e|)) and
max (max (|e|)) error metrics. A summary of all results can be found on Table 1, where
it can be seen that the values for all error metrics are significantly lower for the inertial-
aided BA.
Besides the increased metric reconstruction accuracy it was also observed that the
number of iterations of the BA can be reduced up to 65 %, if a good inertial motion
estimate is available. Nevertheless, due to the fact that the number of iterations depends
highly on the quality of the a-priori estimate of the camera trajectory it is not possible
to generally quantify a typical reduction rate, but it can be certainly concluded that the
usage of inertial measurements has a positive effect also on the computational costs of
the reconstruction pipeline, especially important for real-time systems.
1[[a/b]] is indicating the Hadamard division (entrywise division) of vectors a and b.
12
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Figure 10: Distances between checker board corners in x direction - Blue: Inertial-aided BA, red: pure
BA
Error metric Pure BA Inertial-aided BA
Mean absolute error x direction: |ex| 0.1966 mm 0.1349 mm
Mean absolute error y direction: |ey| 0.2661 mm 0.2277 mm
Mean absolute error: |exy| 0.2324 mm 0.1826 mm
Median absolute error: |˜exy| 0.1967 mm 0.1722 mm
Maximum absolute error: max (|exy|) 0.9693 mm 0.5484 mm
Minimum absolute error: min (|exy|) 0.00846 mm 0.0078 mm
Number of points: n 136 136
Table 1: Numerial comparison of reconstruction accuracy between pure and inertial-aided BA
5. Conclusion and Future Work
This paper introduced an inertial-aided framework for 3D surface reconstruction from
monocular image streams. For this a parallel fusion network (PFN) was introduced which
combines inertial and visual measurements within a multi-sensory data fusion scheme,
based on fusion cells (FCs). The inertial fusion cells generates robust estimates of the
cameras trajectory, based on a bank of discrete Kalman filters, while the visual route
integrates a classical two-stage reconstruction pipeline.
The inertial pose estimate can be easily employed during the creation of the initial
scene model, because here reliable motion estimates are necessary for the initialisation
13
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Figure 11: Distances between checker board corners in y direction - Blue: Inertial-aided BA, red: pure
BA
of the iterative bundle adjustment stage. It was shown for a specific example that the
incorporation of inertial measurements reduces both metric reconstruction error and
computational costs. It should be noted that the present example contains an image
sequence which was captured with a relatively smooth and moderate camera movement.
The positive effect of the inertial-aided bundle adjustment would be even more helpful
for fast or flurry camera movements.
This paper has shown some promising results for using inertial measurements for the
initialisation of a initial scene model. The usage of a visual-inertial sensory unit is also
promising for the stage of sequential SfM. Future work will cover the incorporation of
the inertial motion measurements for point feature tracking and absolute camera pose
estimation.
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ABSTRACT 
Computing the correct alignment of 3D point clouds is an import task for many different applications. The vast majority 
of the suggested procedures realise the spatial frame-to-frame alignment of the 3D measurements by applying the 
iterative closest point algorithm (ICP) or variants thereof. ICP in general considers only the 3D shape for the computation 
of the relative pose between two given point clouds. By using actual state-of-the-art time of flight sensors (ToF) there are 
also visual measurements available which are completely neglected within classical ICP. This paper describes a novel 
framework which also employs visual information as an aiding modality for the registration process, which results in a 
higher accuracy of the pose estimation and lower computational costs, in comparison to the classical ICP. 
 
KEYWORDS 
Point Cloud Registration (PCR), Time-of-Flight camera (ToF), Iterative Closest Point (ICP), RGB-D sensors 
1. INTRODUCTION 
The use of three-dimensional data acquired from real-world objects or scenes has become a widely accepted 
practice in industry within the last decade. These acquired 3D models form the basis for different 
applications, such as reverse engineering, rapid prototyping and simulation.  
    The general procedure of generating a dense and complete visual model of an object, can be subdivided 
into different stages, as shown in Fig. 1. The process begins with the acquisition of 3D measurements (3D 
point clouds in a metric Euclidean coordinate system) from different viewpoints located around the object. 
The second step contains an optional pre-processing of the raw point clouds such as noise filtering, 
background subtraction or segmentation. In order to generate a complete and closed visual model of the 
object, the 3D point measurements need to be moved in the same coordinate system. Since all measurements 
are relative to the position of the acquisition device this is only possible if the motion of either the camera or 
the object during the acquisition process can be calculated based on the set of point clouds. This fusion of 
point clouds is often referred to as point cloud registration (PCR). 
    Many sensor units, such as laser scanners (see (Axelsson 1999)) or structured light scanners (see 
(Koninckx et al. 2003)) produce an immense amount of 3D point measurements per pose, which results in 
high computational costs to compute iteratively the frame-to-frame alignment of the captured point clouds, 
without using any kind of prior knowledge. In the past, this operation was considered as an offline batch 
processing task. Today the increasing capability of the available computing hardware, coupled with the 
advances in corresponding sensory techniques hint at the possibility of real-time PCR, which would be a big 
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step towards an on-the-fly scene acquisition framework. Aufderheide and Krybus (2010) have described the 
numerous applications for such a modeling device. 
 
 
Figure 1.Generalized 3D reconstruction process based on point cloud measurements including four stages 
    It is possible to identify two distinctive directions of research in this context, where the most promising 
results in recent years were produced by using classical algorithms for PCR within a massive-parallel 
implementation e.g. on GPU1 or  FPGAs2. The most prominent example is the KinectFusion project carried 
out by Microsoft research based on their Kinect sensor. Newcombe et al. (2011) implemented a hierarchical 
ICP for real-time sensor tracking in six degrees of freedom (6 DoF) with a highly parallel architecture on 
GPUs. Belshaw & Greenspan (2011) presented a highly efficient implementation of a brute-force nearest 
neighbours based ICP for object tracking, on an FPGA platform and was able to carry out a speed of 200 
frames per second. This speed performance is faster than a PCR routine based on an AK-d tree based ICP 
implemented in software.  
  Nevertheless, it is also possible to identify research directions which focus on the extension of classical 
ICP-based methods, in order to reduce the computational costs of PCR. In this context it is possible to (i) 
optimize the minimisation problem within the ICP, (ii) optimize the search of point correspondences which 
are the base for the ICP or (iii) estimate a robust initial guess of the rigid transformation ࢀ (includes rotation 
ࡾ and translation	࢚)  that transforms the two point clouds.  
   This paper concentrates on the last issue while we suggest a crude-to-fine ICP (C2F-ICP) framework which 
utilizes sparse visual features to compute an initial crude estimate  of the rigid transformation which is then 
used in a second step to compute the final refined pose based on classical ICP.  
    
    The remainder of this paper is organised as follows: section 2 gives an overview about classical ICP 
implementations and the typical drawbacks of that framework. Section 3 covers the broad concept of 
incorporating visual information into PCR and describes the estimation of a preliminary rigid transformation. 
Section 4 gives an overview and a detailed description of the C2F-ICP framework. Section 5 summarises the 
experimental evaluation of the proposed framework and provides some implementation details. Finally 
section 6 concludes the whole work and shows potential future work. 
                                                 
1 GPU – Graphics processing unit 
 
2 FPGA – Field programmable gate array 
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2. ITERATIVE CLOSEST POINT (ICP) – AN OVERVIEW 
One of the fundamental weaknesses of classical ICP schemes for point cloud registration is the 
concentration on shape information only. Even if common sense suggests that dense 3D point clouds contain 
generally enough discriminative information for the computation of a precise alignment, there are numerous 
examples where shape-based PCR methods will fail. This can easily be clarified by analyzing the general 
structure of the ICP itself: 
The problem of finding the optimal rigid transformation ࢀ that aligns two given sets of points ܵ ൌ
൛࢙ଵ,࢙ଶ,⋯࢙௡ൟ	with 	࢖௜ ∈ Թଷ and ܦ ൌ ൛ࢊଵ,	ࢊଶ,⋯ࢊ௠ൟ with 	ࢊ௜ ∈ Թଷ within a unified coordinate system based 
on ICP can be subdivided into four different steps: 
 
Initial transform – The first step in ICP algorithm is the initial transform of point cloud S with a given 
estimate of the rigid transformation ࢀ෱. In most cases, the initial estimate is propagated either from the former 
iteration of ICP for the actual frame or the final transformation from the previous frame, based on a constant 
velocity assumption.  
 
Correspondence – The next step consists of the identification of homologous information between the 
two given point clouds ܵ and ܦ, which means that 3D point pairs ሾ࢙௜, ࢊ௝ሿ are identified which describe the 
same physical world point. Due to the fact, that the identification of corresponding points within huge point 
clouds is computational complex, Rusinkiewicz and Levoy (2001) suggest a former selection of a subset of 
points, e.g. based on uniform or random subsampling. This leads to the generation of simplified points sets ܵ′ 
and ܦ′. The matching of corresponding points is realized in most cases by using a simple strategy based on 
minimizing the Euclidian distance between a point ࢙௞ from ܵ′ and a corresponding point ࢊ௞ from ܦ′. Other 
strategies e.g. Chen et al. (1999) utilize the surface normal vector of a point ࢙௞ to find a corresponding point 
in ܦᇱ, which is often labeled as normal shooting. Neugebauer (1997) introduced a technique based on reverse 
calibration, which projects the source point onto the destination mesh from the point of view of the 
destination mesh’s range camera. Fig. 2 illustrates the differences between those classical matching 
techniques.  
 
Figure 2. Comparison of methods for finding homologous points – (a) Closest point by Euclidean distance, (b) Normal 
shooting, (c) Reverse calibration 
It was shown by Zhang (1994) that the correspondence search is the most computationally expensive step 
in the ICP algorithm: If the first point cloud contains n points and the second data set contains m points, the 
complexity of a closest point query within the complete search space is ܱሺ݊݉ሻ. By introducing a k-
dimensional binary tree (kd-tree) it is possible to reduce the computational complexity to ܱሾ݊	݈݋݃ሺ݉ሻሿ. The 
use of k-d trees for closest point computation converts the problem to the search within a binary tree. At each 
node of the tree, a test is performed to decide which side of a hyperplane the closest point will lie on.  
 
Pose estimation – Based on the set of correspondences (mathematically at least three point pairs are 
necessary) the parameters of the rigid transformation can be computed. The optimal transformation, which 
maps cloud ܵ onto ܦ, ܦ෩ ൌ ࡾܵ ൅ ࢚, can be found by minimizing the error between all N point pairs as shown 
in the following equation: 
 






Arun et al. (1987) have suggested that this can be realized efficiently by applying a singular value matrix 
decomposition (SVD) in a non-iterative way to R and T.  
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 Evaluating registration accuracy – Once ࡾ and ࢚ are computed by SVD decomposition, the quality of the 
result has to be evaluated in order to decide if the ICP needs to continue for another iteration. Due to the fact 
that the whole optimization problem is based on minimizing the least-squared distance from Equation 1, this 
is used as an indicator to ‘abort’ the algorithm. So if the least-squared distance of the computed 
transformation falls below a certain threshold ߞ௅ௌ the abort criteria is fulfilled. Due to the fact that for noisy 
data sets it is difficult to find an optimal threshold value, in addition also the following abort criteria are used: 
I. Stop ICP, if squared distance for actual estimate of ࡾ and ࢚ lies below a certain threshold: 
 






II. Stop ICP, if the incremental rotation and translation relative magnitudes are both less than 
thresholds, here ࡾ and ࢚ are the actual estimates from actual iteration and ࡾି and ࢚ି the estimates 
from the former iteration: 
 |ࡾି|
|ࡾ| ൏ ߞோ௥ ∧
|࢚ି|
|࢚| ൏ ߞ்௥ 
 
(3) 
   with |࢚| ൌ ට∑ ሺݐ௜ଶሻଷ௜ୀଵ  and |ࡾ| ൌ ට∑ ሺ߱௜ଶሻଷ௜ୀଵ . Here ߱ are rotations about the x, y, and z axes as                    
           coded within the rotation matrix ࡾ. 
III. Stop ICP, if the incremental rotation and translation absolute magnitudes are both less than 
thresholds: 
 |ࡾି| ൏ ߞோ௔ ⋀ |࢚ି| ൏ ߞ்௔  (4) 
IV. Stop, if the number of iterations exceeds a certain maximum ߞூ். 
 
   If one of the abort criteria is fulfilled the actual estimates ࡾି and ࢚ି are used as final estimates ࡾ and ࢚, 
otherwise the four steps of the ICP are repeated. 
   The fundamental problem of the ICP algorithm is the fact that many iterations are required if the initial 
guess is poor. These many iterations which have a high computational cost, mean that the ICP algorithm run 
on  a non parallel architecture is not suited for real-time operation.  
   Another important drawback of all classical ICP frameworks is that only structural information is used for 
the alignment of the shapes, which can be explained from an historical point of view, because for many 
decades the available sensory units (e.g. laser scanners) delivered only depth information. Nowadays time-of-
flight (ToF) or other RGB-D3 sensors are available which are able to deliver up to 60 depth images per 
second and also the corresponding RGB or greyscale images. So the scheme described above neglects a 
reasonable amount of information for PCR. The following section introduces a scheme for using the available 
visual information to compute an initial estimate of the rigid transformation between two point clouds. 
3. VISUAL POINT CLOUD REGISTRATION 
    The general fact that ICP algorithms neglect all visual information delivered by a ToF or RGB-D sensor is 
not just a drawback in terms of efficiency or accuracy, but also in terms of robustness. This is illustrated in 
the following figure, where two different objects (a sphere and a pyramid) are observed by a moving depth 
camera. The corresponding depth images for the two different viewpoints indicate that structural depth 
information alone is not suitable, in such a case, to fuse different point clouds, because there are not enough 
distinctive points to establish a set of correspondences in 3D.   
    Such a scenario can lead to a non-converging behaviour of the ICP and even worse the complete wrong 
fusion of point clouds. In such a case the visual information can help to guide the ICP in such a way that it 
converges to a minimum, because it is possible to estimate an initial transformation based only on visual 
information. 
 
                                                 
3 RGB-D – RGB-Depth 
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(a) (b) 
Figure 3. Depth maps delivered by a moving range sensor for (a) a spherical object and (b) a pyramidal object4  
   The following figure shows a scheme for the usage of visual information in estimation of rigid 
transformation for PCR. 
 
 
Figure 4. Framework for PCR based on visual information  
Two subsequent intensity or RGB images (ࡵ௞ and ࡵ௞ାଵ) and depth images (ࡰ௞ and ࡰ௞ାଵ) are acquired by 
a ToF camera, where a pixel ሾݑ, ݒሿ in ࡵ௞ represents the same world point as the same pixel in ࡰ௞. The first 
step consists of the detection of distinctive point features in both intensity images. So two sets of 2D point 
features are computed which are labelled as ܺ ൌ ሾ࢏ଵ, … , ࢏௡ሿ  with ࢏௜ ∈ Թଶ and ܺ′ ൌ ሾ࢐ଵ, … , ࢐௠ሿ with ࢐௜ ∈ Թଶ. 
For this work different state-of-the-art methods from computer vision, such as scale-invariant feature 
transform (SIFT) from (Lowe (2004)), speeded-up robust features (SURF) as suggested by (Bay et al. 
(2008)), features from accelerated segment test (FAST) from (Rosten (2010)) and center surround extremes 
(CenSurE) as introduced by (Agrawal 2008)5 are implemented and evaluated for their applicability in the 
given context. Fig. 5 shows examples for two given intensity images and the resulting point features by using 
SIFT feature detector.  
 
       
            (a)                                       (b)                               (c)                                     (d) 
Figure 5. Examples of two intensity images (a) - ࡵ௞, (c) - ࡵ௞ାଵ and the detected point features (b) – ܺ, (d) – ܺ′ 
The point features build the base for finding 2D correspondences. The matching itself is realized by using the 
point descriptors suggested by (Lowe (2004)), which build a 16x16 pixel local neighborhood around each 
point. Within this neighbourhood the magnitude and orientation of the image gradients are computed. The 
orientations are collected within a histogram, where each point is weighted by its magnitude. The main 
orientation Θ is denoted as the orientation of that keypoint and the orientation histogram forms the base for a 
128-dimensional feature descriptor. The matching is done in feature space by using squared absolute 
distances between feature descriptors. 
                                                 
4 Figure adopted from Korth (2013). 
 
5 We used the simplified STAR detector. 
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   It was shown in Aufderheide et al. (2009) that feature matching in 2D intensity images is inherently an 
unstable problem and even an optimal matching strategy would lead to erroneous point pairs within the set of 
correspondences. This is illustrated by Fig. 6, which shows typical matching results by applying SURF for 
different object rotations.  
 
 
        (a) (b) (c) 
Figure 6. Examples of feature matching results with SURF for different angle differences (a) 5°, (b) 10°, (c) 15° 
between first and second intensity image 
 
     For that reason the following algorithm for visual PCR needs to implement a strategy for outlier rejection. 
Our suggestion is the implementation within a random sample consensus (RanSaC) scheme. The first step is 
that for each 2D point pair ሾ࢏௞, ࢐௟ሿ the corresponding 3D point pair ሾ࢙௞, ࢊ௟ሿ  from the depth images is chosen 
to build a set of 3D correspondences. These can be used to estimate the rigid transformation just as described 
above. To reject the outliers within the dataset the estimation is embedded within a RanSaC scheme as shown 
in the following figure. 
 
 
Figure 7. RanSaC scheme for rejecting outliers during visual rigid transformation estimation 
 
The estimation found during the last iteration of the suggested scheme can be used within a crude-to-fine ICP 
scheme as shown in the following section. 
4. CRUDE-TO-FINE ITERATIVE CLOSEST POINT (C2F-ICP) 
As mentioned above one major problem by applying ICP for PCR is to find a “good” estimate for the starting 
transformation ࢀ଴ in order to reduce the number of iterations of the ICP. We suggest the usage of the visual-
PCR (V-PCR) from section 3 within a crude-to-fine ICP scheme (C2F-ICP). This scheme uses the parameters 
of the rigid transformation, as computed with the above scheme, for visual point cloud registration as the 
initial parameters for a subsequently executed classical ICP scheme.  
  In cases where the visual stage fails (e.g. due to too less point correspondences) the visual stage is skipped 
and the motion estimate from the former frame is used as a crude initial parameter guess for ICP. 
5. EXPERIMENTAL EVALUATION 
    The suggested C2F-ICP was tested on four different datasets as shown in Fig. 8 for four different test 
objects: (a) Head, (b) Bear, (c) Figure, (d) Castle. The objects were observed from a fixed camera position and 
rotated by fixed angles in order to generated ground truth motion data. As a sensory unit we used the Baumer 
TZG01 ToF camera (see Baumer (2010)) for the detailed technical specifications).  
appendix - published work 294





Figure 8. Test objects for the experimental evaluation: (a) – Head, (b) – Bear, (c) – Figure, (d) – Castle 
 
   Figure 9 gives results for the performance of our approach as the cumulated angle error versus ground truth 
angle, for the four test objects. We examined four different feature detector methods during the V-PCR stage 
of the algorithm and compared the results with the classical ICP algorithm. 
 
 
Figure 9. The PCR accuracy of C2F-ICP plotting the cumulated angle error versus ground truth angle for four different 
feature detector approaches, compared to classical ICP, applied to four different objects (a) Head, (b) Bear, (c) Figure, (d) 
Castle. 
 
Not only can the accuracy of the rigid transformation be improved by using our technique, but also the 
computational efficiency can be enhanced. Figure 10 (a) , on the left hand side, shows the total processing 
time, on standard PC hardware, for a sequence of 36 frames with a frame-to-frame angle difference of 5°, for 
the castle object. while the right hand side Figure 10 (b) shows the cumulative number of ICP iterations. 
 
 
Figure 10. (a) Processing time and (b) cumulative number of iterations for four different feature detectors and classical 
ICP. 
  Figure 10 shows that the number of ICP iterations has been reduced considerably by a factor of about a 
third, when incorporating a reasonable initial transformation from V-PCR and despite the additional 
processing for the visual stage, leads to overall reduced processing time, also by a factor of about a third. 
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6. CONCLUSION AND FUTURE WORK 
    One major drawback of ICP-based PCR is the missing ability to deliver robust results for scenes without 
distinctive depth structures. Due to the iterative character of the ICP and the high computational costs for the 
correspondence search, the capability of applying ICP, under real-time conditions, is limited. The 
computation of reasonable initial transformation parameters for the ICP algorithm is essential for a 
reasonable run time. 
    We suggest the incorporation of visual information within a crude-to-fine ICP (C2F-ICP) scheme which 
utilizes 2D intensity point features, to compute an estimate for a robust guess, of the rigid transformation 
parameters. We proved our concept by testing it on a set of different objects and our results indicating that 
both estimation accuracy and computational costs are improved by using C2F-ICP. 
    In future work, methodologies for an initial simplification of the point clouds will be considered in order to 
further reduce the computational costs. Point cloud simplification (PCS) may also be a reasonable tool for the 
estimation of initial motion parameters, where no visual information is available e.g. in low textured scenes. 
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The general procedure of visual odomentry (VO) for a mobile robot based on a
monocular image stream can be subdivided into different subtasks. The minimal
configuration of a VO framework illustrated in the following figure contains
three major subtasks: feature handling, structure recovery and motion recovery.
The motion recovery is solved by incorporation of general ideas from the fields
of photogrammety and stereo vision, where homologous image information is
used to derive the geometrical (epipolar) relations between two different images
















Fig. 1. Minimal configuration of a framework for visual odometry
In this context it is possible to distinguish on the one hand relative pose
estimation based on 2D/2D correspondences between image features and on the
other hand absolute pose estimation based on 2D/3D correspondences between
an image and a 3D scene model. Both methodologies are combined within a VO
framework for mobile robots.
Relative Pose Estimation between Frames: The general problem of rela-
tive pose estimation based on a set of 2D/2D correspondences can be formulated
as the recovery of time-varying parameters of a camera’s egomotion Rk, tk from
G. Herrmann et al. (Eds.): FIRA-TAROS 2012, LNAI 7429, pp. 451–452, 2012.
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corresponding image feature coordinates [ui,k, vi,k]
T . The relative pose parame-
ters Rk, tk are directly related to the essential matrix Ek = Rk [tk]×.
In recent years different methods for the estimation of E were suggested in lit-
erature. The original algorithm proposed by Nister in [1] uses Sturm sequences to
solve a univariate formulation of the problem. Later the same research group pro-
posed a more efficient procedure based onGroebner bases (see [2]). These two dif-
ferent methods were evaluated in terms of accuracy and robustness against noise.
Absolute Pose Estimation with Respect to a Scene Model: The PnP
problem can be described as the estimation of absolute position and orientation
of a camera based on a set of n 2D/3D correspondences between the image
acquired by the camera and a three-dimensional scene model, where the intrinsic
parameters of the cameras are assumed to be known a-priori.
For the calibrated case, at least three 3D/2D correspondences need to be
known, to solve this problem. That is why this configuration is often labelled as
P3P. The suggested approach from Lepetit et al. reformulates the classical P3P
problem by introducing four virtual control points [3].
We tested relative pose estimation from 2D/2D point correspondences and
absolute pose estimation with PnP-algorithm based on 3D/2D correspondences
by using contrived data. For this the we measured the rotational and transla-
tional error for certain noise levels and different motion patterns, such as pure
sideways translation. We found that the different numerical methods for relative
pose estimation gave consistent results, but had different computational costs.
It was also found that forward movements of the robot (and the camera) lead
to an ill-posed set of equations and the corresponding results of the egomotion
estimation were poor.
For the absolute pose estimation it was concluded that it is necessary to use
relatively large data sets (≥ 30 point correspondences) and a outlier rejection
scheme, to guarantee adequate results for noisy correspondences.
As an overall conclusion, it was found that the usage of both relative or
absolute pose estimation techniques alone, in the context of mobile robot vi-
sual odometry, guarantees not reliable results. In particular, the different per-
formances for varying motion patterns is a major problem. In this context the
usage of an automatic keyframe selection is mandatory. In most cases a com-
bination of an initial model generation, based on relative pose estimation and
a subsequent procedure for solving the PnP-problem gives a better performance.
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Abstract
The automatic estimation of a cameras position based on visual measurements is a gen-
eral problem in the field of computer vision. Based on the estimated cameras trajectory
it is possible to solve common tasks, such as Visual Odometry (VO) in the field of mo-
bile robotics or the automatic reconstruction of an observed scene, based on classical
Structure-from-Motion (SfM) techniques. The general procedure of camera egomotion
estimation is always based on visual feature tracking and subsequent Perspective-n-Point
(PnP) camera pose determination. This article evaluates recent algorithms for camera
egomotion estimation based on point feature correspondences for their applicability in
VO applications. These algorithms use methods based on 2D/2D and 3D/2D correspon-
dences and are assessed in experimental evaluations employing synthetic data sets. It was
found that the accuracy of the evaluated techniques is predominantly influenced by the
number of correspondences and underlying motion patterns. Additional routines such
as outlier handling and key frame detection were found to be mandatory for real-world
application.
Keywords: Camera egomotion estimation, Pose Estimation, PnP problem, SLAM,
Structure from motion (SfM) PnP-problem
1. Introduction
Many applications in computer vision require an accurate estimate of the cameras
position and orientation as a prerequisite for further computations (see Davison (2003),
Maimone et al. (2007), Nistr et al. (2004) and Davison et al. (2007)). Prominent examples
are applications from Augmented Reality (AR), Structure-from-Motion (SfM) or visual
navigation. In this context also possibilities for the estimation of a robots position based
on visual measurements are widely discussed. Here the term Visual Odometry (VO) was
introduced for a class of methods which provide the possibility to estimate the motion
of a moving robot platform by using visual sensors (see Nistr et al. (2004) and Maimone
et al. (2007)). Closely related is the field of Simultaneous Localisation And Mapping
(SLAM) which combines ideas from vision based motion estimation with a simultaneous
Preprint submitted to The University of Bolton Research and Innovation Conference 2012 July 24, 2012
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modelling of the robots environment (see Davison (2003) and Davison et al. (2007)).
This paper evaluates recently proposed numerical methods for camera egomotion esti-
mation based on point features for their applicability within 3D scene modelling.
The remainder of this paper is organised as follows: Section 2 introduces a general frame-
work for visual camera egomotion estimation and explains the different subtasks which
have to be tackled. In this context pose estimation methods based on 2D/2D correspon-
dences and 3D/2D correspondences are treated separately. Both of them are explained
in the subsequent sections 3 and 4. The results of an experimental evaluation is given
in section 5. Finally section 6 summarises and concludes the whole paper and gives an
outline of possible future work.
2. General Concepts in Camera Egomotion Estimation
The general procedure of camera egomotion estimation based on a monocular image
stream can be subdivided into different subtasks. The minimal configuration of a VO
framework represented in the following figure contains three major subtasks: feature
handling, structure recovery and motion recovery.
Figure 1: Minimal configuration for a methodology framework for visual odometry
The feature handling routine contains three distinctive phases beginning with the
feature detection. Those features could be in various categories, however most schemes
are based on point features, because the automatic identification of distinctive points
(corners, junctions, etc.) is a well studied field in image processing. Most classical ap-
proaches use Harris corners (see Harris and Stephens (1988)) but also recently published
SIFT (Lowe (2004)) and SURF (Bay et al. (2008)) methodologies have drawn the at-
tention of researchers. The matching of point features between successive frames is a
problem which is often combined with feature tracking based on motion estimation. In
this context Kalman or particle filtering have been used for rigid scenes, while the com-
bination of classical Hidden Markov Models (HMM) and Gauss-Markov-Random-Fields
(GMRF) have been employed for scenes including articulated objects (see Rehrl et al.
(2010)).
As it was shown e.g. by Aufderheide et al. (2009) and Steffens et al. (2009a) the problem
of feature tracking is unstable because there are numerous possibilities for the occurrence
of wrong matches (outliers). In most cases a refinement of the correspondences is neces-
sary neglecting any outliers.
2
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The next stage to be considered is the motion recovery. Two different general techniques
can be identified in literature for motion recovery (see Jiang et al. (2000)):
• 2D/2D correspondence between image features and subsequent estimation of
epipolar relations
• 2D/3D correspondence between image features and a scene model which con-
tains calibrated feature positions
The following two sections introduce both methodologies briefly.
3. Pose Estimation from 2D/2D Correspondences
The general problem of relative pose estimation based on a set of 2D/2D correspon-
dences can be formulated as the recovery of time-varying parameters of a cameras ego-
motion Rk, tk from corresponding image feature coordinates [ui,k, vi,k]
T . In this context
it is necessary to distinguish two different setups: the calibrated or uncalibrated camera
setup.
The relative pose parameters Rk, tk are directly related to the essential matrix E as
defined as follows:
Ek = Rk [tk]× (1)
In general for an image point in homogeneous coordinates x˜ = [u v 1]
T
for image I
and an corresponding image point x˜′ = [u′ v′ 1]T for image I′, the simplified epipolar
constraint per the following equation is true:
q˜′TEq˜ = 0 (2)
Here q˜ and q˜′, the normalised camera coordinates, are computed by multiplication of
the image points with the inverse of the predetermined calibration matrices K and K′
of the camera, according to Equation 3 below:
q˜ = K−1x˜ and q˜′ = K′−1x˜′ (3)
The intrinsic calibration matrices K and K′ are determined within a prior calibration
routine.
One important constraint for estimation of E is the fact that the matrix is singular:
det(E) = 0 (4)
By using the additional constraint from Equation 4 it is possible to reduce the minimal
number of points for estimating E to be seven. It was shown in Philip (1996), that the
additional property of the essential matrix, as shown in Equation 5, which can be derived
from the fact that the two non-zero singular values of E are equal, can be used to reduce








E = 0 (5)
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It was shown in an experimental evaluation by Rodehorst et al. (2008) that the usage
of five-point algorithms outperforms other techniques, especially for noisy data. Despite
the conclusion in Bru¨ckner et al. (2008), which suggested a combination of an eight-point
and an five-point estimator as the optimal solution for robust relative pose, the current
approach considers the five-point relative pose estimator as suggested by Niste´r (2004)
for the sake of simplicity and computational efficiency.
3.1. Five point Relative pose estimation
The following section describes in part 3.1.1 how to calculate E from 2D/2D corre-
spondences. Section 3.1.2 covers the recovery of the motion parameters Rk, tk from the
essential matrix. In most cases the set of corresponding points will contain a significant
number of wrong matches (outliers). Thus it is necessary to develop a strategy to handle
outliers for generating robust estimates of the cameras egomotion. In the present work
a guided-Random Sample Consensus approach, described in section 3.1.3, is adopted to
handle the outliers problem.
3.1.1. Calculation of the essential matrix
For a fully calibrated camera setup it was shown in the classical work Kruppa (1913)
that at least five corresponding image features (here: points) in two frames of a sequences
are necessary to recover the relative motion of the camera. The general setup of the
relative pose problem is given below in Figure 2.
Figure 2: The 5-point relative pose problem with a house as the subject
Each pair of the corresponding points in the images x leads to one equation, following
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q˜5[1] · · · q˜5[1]
 (6)
The solution for E is found by first decomposing Q˜ by singular value decomposition
(SVD) (see Bru¨ckner et al. (2008)) or QR-factorisation (see Niste´r (2004)) to compute
the null space. The null space leads to vectors A˜, B˜, C˜ and D˜. Then the following linear
combination of these vectors (A˜, B˜, C˜ and D˜) yields to the essential matrix:
E = a ·A + b ·B + c ·C + d ·D (7)
It should be noted that the four scalar values a,b,c and d are just defined up to a
common scale, so it can be taken that d = 1. Substituting Equation 7 into the constraints
as shown in Equation 5 the problem can be formulated as the solution of ten polynomial
equations of third degree. Nister suggested an algorithm for solving the problem to
recover the unknowns of the system and recovering the essential matrix E, where up to
ten solutions are possible. In recent years a variety of methods for the final estimation
of E have been suggested in literature. The original algorithm proposed by Nister in
Niste´r (2004) uses Sturm sequences to solve a univariate formulation of the problem.
Later Stewenius et al. (2006) proposed a more efficient procedure based on Groebner
bases. It was suggested by Kukelova et al. (2008) that a formulation as a polynomial
eigenvalue problems is more straightforward and leads to solutions which are numerically
more stable. These different methods were evaluated in terms of accuracy and robustness
against noise in section 5.1.
In most cases the feature detection and matching routine will produce more than the
minimum set of five correct point correspondences. In those cases, the ”best” solution
can be found by evaluating a defined error metric.
Different kinds of error metrics are defined in literature. In Rodehorst et al. (2008), the
Sampson error metric de over all matches `, is used, which should be minimal for the



















Hartley and Zisserman (2004) uses the classic algebraic error based on the simpli-
fied epipolar constraint as already defined in Equation 2. Another error metric is the





















3.1.2. Recovering motion parameters
Once the essential matrix is known, the egomotion of the camera between two suc-
cessive frames can be retrieved from E. Note that E can just be recovered up to scale.
There is also an ambiguity, in that there are four possible solution pairs for the rotation
5
appendix - published work 304
[ September 22, 2014 at 13:39 ]
matrix and the translation vector.
The first step in determining R and t from E is the computation of the singular value
decomposition (SVD) of the essential matrix:
E ∼ UΣVT (10)
As it was shown in Hartley and Zisserman (2004) the four possible solution pairs R
and t can be constructed from the two different solutions for the rotation matrix Ra,
Rb and two different solutions for the translation ta, tb as follows: {Ra, ta}, {Rb, tb},
{Ra, tb} and {Rb, ta}.










Ra and Rb are defined as follows:
Ra = UDV




 0 1 0−1 0 0
0 0 1

This four-fold ambiguity can be resolved by using the cheirality constraint, which states
that the observed feature points have to be located in front of both cameras. For this
it is necessary to reconstruct the three-dimensional coordinates of at least one feature
point by using standard triangulation methods and the four possible solutions for the
motion parameters. It is only in one of these cases, where the reconstructed point lies in
front of both cameras.
3.1.3. Guided-Random Sample Consensus for handling outliers
Usually the feature detection and matching routine will provide more than five cor-
responding points between two successive frames of the image sequence. However, it is
very likely that the set of point matches contains also a non negligible number of wrong
matches (outliers). So there remains the open question of choosing the optimal point
correspondences for the relative pose estimation.
Instead of employing a random sampling which would treats all samples equally, a guided
sampling based on a-priori known measurements from the feature detection and match-
ing procedure is used here. Here the general procedure, is based on ideas from Random
Sample Consensus (RanSaC).
Most feature detection methods lead to a score which can be interpreted as kind of a
distinctiveness measure1 ξ and also the matching procedure leads to a similarity measure
ρ. For the numerical experiments incorporating Harris features, the distinctiveness V[u,v]
1It should be stated that the general term distinctiveness describes different properties for different
feature detectors. So the distinctiveness for a corner-detector would be labelled more exactly as ”cor-
nerness” while the features extracted by Fast-Radial Symmetry Transform (FRST) (see Steffens et al.
(2009b)) are selected based on their ”roundness”.
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at the corner positions defines ξ. These information sources are weighted by factors wξ
and wρ to compute an indicator τ which can be interpreted as the likelihood for being a
correct or wrong match.
For the estimation of E at least five matches are necessary. Hence, the minimal sample
sets (MSSs) consist of five matches which are sampled from the set of matches pre-sorted
with respect to τ . An iterative procedure is used to generate estimates for E from Nis-
ter’s five-point algorithm, until a test of the actual configuration produces a Sampson
error de (see Equation 8) over all matches `, below a specified threshold dlim. Besides
that, the number of inliers produced by the actual configuration of E is evaluated for the
stop criterion. The whole procedure for estimating relative camera pose is described by
the following Algorithm 1.
Algorithm 1 Guided-RanSaC procedure for camera egomotion estimation
1: Detect n features in I and m features in I′ and compute ξi : i ∈ {1...n} and ξ′j : j ∈
{1...m}
2: Find ` corresponding points qk and q
′
k and compute ρk with k ∈ {1...`}
3: for all found matches ` do
4: {Calculate likelihood for being a correct match}
5: τ k = wξξk + wρρk
6: end for
7: Sort all found matches x and x′ by τ
8: Transform x and x′ to normalised coordinates q and q′
9: Sample N MSSs from sorted matches
10: while (de < dlim) ∧ (g ≤ N) ∧ (h > hlim) do
11: Estimate E with MSS g : g ∈ {1...N}
12: Calculate de over ` matches
13: Calculate number of inliers h with actual E
14: end while
15: Extract Ra, Rb and ta, tb from E by SVD
16: Chose correct solution for R and t by cheirality constraint
4. Pose Estimation from 3D/2D Correspondences
As already stated before, there is also the possibility to recover the egomotion of
camera by means of 3D/2D correspondences. The following section summarises ideas for
the estimation of absolute camera pose based on 2D/3D correspondences. The general
idea is the successful tracking of anchor features of an initial scene model in the images
of the monocular image stream. In this work we consider both partially or fully cali-
brated setups, where in a fully calibrated setup the intrinsic camera calibration matrix
K is known, while for partially calibrated setups the focal length f may vary during the
sequence. This is especially relevant for zooming cameras, because the effective focal
length will change considerably during the acquisition of the scene.
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4.1. General introduction to the PnP-problem
The PnP problem can be described as the estimation of the absolute position and
orientation of a camera based on a set of n 2D/3D correspondences between the image
acquired by the camera and a three-dimensional scene model. It is also assumed that
the intrinsic parameters of the cameras are at least partially known.
For the uncalibrated case, it was shown that at least six corresponding features have to be
known to estimate the absolute pose of the camera and five inner calibration parameters
(effective focal length (fu, fv), position of the principal point (u0, v0) and skewness of the
image axis (s)). For this configuration a linear solution exists and a method for solving
the problem was published in the mid-seventies by Marzan and Karara (1975).
Recently different methods and algorithms have been proposed for the calibrated case.
The major aim of the present investigation is the evaluation of different methodologies
for real-time camera egomotion estimation for visual odometry:
• EPnP - Lepetit et al. (2009) suggested a non-iterative procedure for n ≥ 4 based on
the definition of four virtual control points. The given n 3D points are expressed
as a weighted sum of these control points thus reducing the whole problem to
estimating the control points, with respect to the camera coordinate system (CCS).
This approach reduces the complexity of the problem to O(n).
• P4Pf - The procedure introduced in Bujnak et al. (2008) is an example for a
methodology which is able to handle only partially calibrated setups, as the sug-
gested algorithm has the capability of recovering the effective focal length of the
camera. By using n = 4, a minimal solution can be found based on Groebner basis
techniques.
• P4Pfr - Finally the algorithm presented in Josephson and Byr (2009) estimates
in addition the radial distortion which was neglected within the former schemes. It
should be pointed out that the distortion coefficients for a radial distortion model
are often calculated during the calibration of the camera. The use of a zooming
camera however will involve the possibility of varying distortions. This method is
also based on Groeber basis solvers and suggests the usage inside a RanSaC-scheme.
We tested the EPnP-approach, described in the following discussion, for this work:
The general configuration of the PnP-problem, as shown in the Figure 3, consists of
estimating the camera position, based on a given set of n image projections {Ixi}ni=1 of
n general 3D reference points {WXi}ni=1 in the world coordinate frame.
The corresponding projection can be formulated in terms of the projection matrix P
as follows:
α i
I x˜i = P
W X˜i (13)
P contains information about the rigid transformation between the WCS and the
CCS in terms of the rotation matrix R and the translation vector t and the intrinsic
parameters of the camera. Here it is now important to discern the number of unknown
variables of the camera matrix K. In the EPnP approach all parameters are assumed
to be known. The P4Pf algorithm assumes a known calibration matrix up to the focal
length and the P4Pfr procedure includes also the assumption that the image points are
8
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Figure 3: PnP problem
affected by radial distortion. Thus for the EPnP, P4Pf and P4Pfr techniques the
number of degrees of freedom of the problem, which have to be solved for, is varying.
If all elements of K are well known and the influence of a radial distortion is neglected,
there are six degrees of freedom; three translation parameters and three rotation angles.
Thus, at least three 3D/2D correspondences need to be known to solve this problem (see
the classical work of Grunert (1841) for a derivation). This is why this configuration
is often labelled as P3P (see Gao et al. (2003)). The suggested approach from Lepetit
et al. (2008) reformulates the classical P3P problem by introducing four virtual control







αi,j = 1 (14)
The coordinates of {WCj}4j=1 are chosen in the following manner: WC1 is chosen as
the centroid of the given n feature points and WC2,3,4 forming a basis aligned with the
principal directions of the given data points.
















Czj is the z-coordinate
of CCj . ωi is a projective parameter, which can be substituted from the expression above
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The corresponding system of 2n equations can be solved by classical techniques from
linear algebra, where the 12 coordinates of the chosen control points in camera coor-
dinates have to be estimated. Lepetit et al. (2008) produce a closed-form solution for
n ≥ 4, where a subsequent and optional Gauss-Newton optimisation is carried out in
order to increase the accuracy of the solution.
5. Results
We tested relative pose estimation from 2D/2D point correspondences and absolute
pose estimation with PnP-algorithm based on 3D/2D correspondences by using synthetic
data. This strategy provides a controlled environment for generating different motion
patterns, testing the influence of noise and the typical number of outliers in the data set.
The following section 5.1 summarises the experiments and results for evaluating relative
pose estimation techniques, while section 5.2 describes visual odometry based on 3D/2D
correspondences and its performance.
5.1. Relative pose estimation from 2D/2D correspondences
The whole procedure for relative camera pose estimation using Guided-RanSaC was
evaluated based on both synthetic and real data sequences. In this context the different
steps of the whole approach were observed separately.
The synthetic data was generated by defining a motion profile of a virtual mobile robot
containing both rotational and translational movements. By using the standard pinhole-
camera model as described e.g. in Hartley and Zisserman (2004), a randomly generated
scene model is projected on virtual images of the scene at the different positions. Thus it
is possible to generate pairs of corresponding image points as a basis for the evaluation.
For the different time steps, it is possible to add noise to the point coordinates or generate
additional non-correct matches (outliers).
It is necessary to define a procedure for a numerical evaluation of the performance of the
different algorithms. In this context two different error metrics are defined inspired by
ideas from Bru¨ckner et al. (2008):
• Translation error - et: Due to the fact that the camera egomotion parameters can
only be recovered up to an arbitrary scale the translation error is measured by the
















• Rotation error - er: Three unit vectors ex, ey and ez are rotated using the original
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Figure 4 gives results for the estimated epipolar geometries from the true solution
and three different algorithms. Here the different four sub figures display the epipolar
lines I → I′, as calculated by Equation 19, for the four different solutions provided by
different algorithms for a given true solution. The upper left sub figure shows the correct
configuration. Then the polynomial eigenvalue approach, labelled ’Kukelova’ in the figure
from Kukelova et al. (2008), the method using Sturm sequences, labelled ’Nister’ in the
figure, as suggested by Niste´r (2004), and the solution based on Grobner bases, labelled
’Stewenius’ in the figure, introduced by Stewenius et al. (2006) are placed sequentially row
by row in the overall figure. The image coordinates for the visualisation are normalised
between [−100, 100].
I→ I′ : l′ = Eq (19)
Figure 4: Estimated epipolar lines of the generated solutions from the true solution and three different
algorithms (Kukelova, Nister, Stewenius) for the five-point relative pose problem
To evaluate the two different algorithms 100 random point sets were generated and the
rotation and translation error, as defined above, were determined. The whole procedure
was repeated for different levels of noise. The first approach selects the best solution
from both algorithms based on the a-priori known true solution for E, which provides
the possibility to evaluate only the algorithm itself. For a second test the different error
metrics (algebraic error, symmetric squared geometric error and Sampson distance) for
chosing the best solution are incorporated in the evaluation. By using different error
metrics, it is possible to choose the best combination of estimator and error metric in
terms of robustness and accuracy. The correct solutions for R and t are chosen by
following cheirality constraint.
Table 1 shows the numerical results of the evaluation. Three different movement
patterns were evaluated: pure sideways translation, random rotation and translation
and random rotation and predominantly sideways/upwards translation. Each estimation
for the different patterns and noise levels is repeated a hundred times with random
movements. The CNT -value in Table 1 indicates the number of frames where a estimation
within a specified error interval is possible. Here all solutions with an translational error
11
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less than 10 ◦ and all rotations with an error below 2 ◦ are counted. These values give an
indication for the percentage of acceptable solutions for hundred runs. Each experiment
was realised with three levels of Gaussian noise with a standard deviation σ = (0.5, 1, 2)
pixels.
Table 1: Comparison of mean errors for motion estimation for different movement patterns
pure sideways translation - minimal case
Method
σ = 0.5 pixel σ = 1 pixel σ = 2 pixel
CNT Mean error CNT Mean error CNT Mean error
er et er et er et
Stewenius 85 1.5052 4.2034 79 3.4569 4.454 56 3.6441 7.8262
Kukelova 85 1.5052 4.2034 79 3.4569 4.454 56 3.6441 7.8262
random rotation and translation - minimal case
Method
σ = 0.5 pixel σ = 1 pixel σ = 2 pixel
CNT Mean error CNT Mean error CNT Mean error
er et er et er et
Stewenius 21 9.2649 7.916 9 12.3977 10.8779 4 13.034 11.8763
Kukelova 21 9.2649 7.916 9 12.3977 10.8779 4 13.034 11.8763
random rotation and translation (mainly sideways/upwards) - minimal case
Method
σ = 0.5 pixel σ = 1 pixel σ = 2 pixel
CNT Mean error CNT Mean error CNT Mean error
er et er et er et
Stewenius 47 5.0992 2.8617 29 5.4512 3.194 20 9.1072 5.568
Kukelova 47 5.0992 2.8617 29 5.4512 3.194 20 9.1072 5.568
The experiments from the original publications such as Niste´r (2004), indicate, in
general, better results than see here, because only optimal geometrical configurations
are allowed for the data generation (e.g. relatively wide baseline, constrained distances
between object and camera, etc.). Due to the fact that this work is intended for a
practical computer vision application, in this evaluation non-cooperative configurations
are also allowed. There is no difference between the results of the two different methods
evaluated.
A pure sideways translation leads to the best results in terms of number of acceptable
solutions. The random movement pattern suffers from stereo pairs with a major forward
movement, leading to ill-posed data for the estimation of the essential matrix. Based on
the assumption that it is necessary to guarantee a major translational movement in x-
or y-direction (wide baseline) a third motion pattern was tested which contains mainly
sideways/upwards elements in the translation vector. The results clearly indicate that
without an additional scheme which guarantees the usage of stereo pairs, with a relatively
wide baseline, the overall accuracy (for both translational and rotational movement) is
not satisfying for the intended application of 3D scene reconstruction.
5.2. Absolute pose estimation from 3D/2D correspondences
As already mentioned the usage of 3D/2D correspondences assumes the existence of
a previously generated 3D scene model. For the experimental evaluation of the EPnP-
approach a virtual 3D scene model is generated and projected into the image frame of a
moving camera (robot) to produce the corresponding 2D feature points.
The evaluation of the accuracy of the algorithm can be realised by using the error between
the given real image coordinates Ixi and those obtained from reproject the given 3D
12
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coordinates of the feature points in terms of WCS WXi and the estimated rotation Re
and translation te:
I x˜ei = P
W X˜i




















(ui − uei)2 + (vi − vei)2
)
(21)
Figure 5 summarises the results for translational error (Figure 5-(a)), rotational error
(Figure 5-(b)), reprojection error (Figure 5-(c)) and computational time (Figure 5-(d))
with different motion patterns, while the standard deviation of the measurement noise
and the number of available correspondences is varied. Each test was repeated with 100
different configurations to show computational stability. Due to the fact that the absolute
scale of the translation can be recovered by the EPnP-algorithm, the definition of the
translation error as shown in Equation 17 is neglected here and the following alternative
is used:
ete = ‖te − t‖ (22)
Figure 5 gives information about the general behaviour of the algorithm for different
levels of noise and different number of given 3D/2D-correspondences.
It can be seen that the usage of more than 40 point correspondences leads to adequate
results in terms of accuracy. It can be generally stated that the absolute pose estimation
gives more accurate results than the suggested relative pose estimation techniques.
6. Conclusion and future work
The usage of both relative or absolute pose estimation techniques alone in the context
of camera egomotion estimation does not guarantee reliable results. In particular, the
different performances, for different motion patterns is a major problem. In this context
the usage of automatic keyframe selection is necessary. In most cases a combination of an
initial model generation, based on relative pose estimation and a subsequent procedure
for solving the PnP-problem gives an adequate performance.
A way forward is to invoke multi-sensor data fusion (MSDF) methodologies. In this
context, the combination of visual and inertial modalities although a challenging task
has the potential of solving the problem of ill-posed data. In Aufderheide and Krybus
(2010), an approach for camera egomotion estimation, based on visual and inertial mea-
surements, where a inertial measurement unit with 9 degrees of freedoms (DoF) was
used, in conjunction with an extended Kalman filtering scheme was presented. Also the
combination with other sensors, besides intertial, such as radar (Silva Ruiz et al. (2011))
is a promising avenue for future research.
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Figure 5: Performance evaluation of the EPnP-algorithm for different levels of noise and number of
given correspondences: (a) - Translational error ete, (b)- Rotational error eR, (c) - Reprojection error
erp, (d) - Computational costs
References
Aufderheide, D., Krybus, W., sept. 2010. Towards real-time camera egomotion estimation and three-
dimensional scene acquisition from monocular image streams. In: 2010 International Conference on
Indoor Positioning and Indoor Navigation (IPIN),. IEEE, pp. 1 –10.
Aufderheide, D., Steffens, M., Kieneke, S., Krybus, W., Kohring, C., Morton, D., 2009. Detection
of salient regions for stereo matching by a probabilistic scene analysis. In: Proceedings of the 9th
Conference on Optical 3-D Measurement Techniques. Wien, pp. 328–331.
Bay, H., Ess, A., Tuytelaars, T., Gool, L. V., 2008. Speeded-Up Robust Features (SURF). Computer
Vision and Image Understanding 110 (3).
Bru¨ckner, M., Bajramovic, F., Denzler, J., 2008. Experimental Evaluation of Relative Pose Estimation
Algorithms. In: VISAPP 2008: Proceedings of the 3rd International Conference on Computer Vision
Theory and Applications. Vol. 2. pp. 431–438.
Bujnak, M., Kukelova, Z., Pajdla, T., 2008. A general solution to the P4P problem for camera with
unknown focal length. IEEE Conference on Computer Vision and Pattern Recognition (2008), 1–8.
URL http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=4587793
Davison, A., 2003. Real-time simultaneous localisation and mapping with a single camera. IEEE.
Davison, A., Reid, I., Molton, N., Stasse, O., 2007. MonoSLAM: real-time single camera SLAM. IEEE
transactions on pattern analysis and machine intelligence 29 (6), 1052–67.
Gao, X.-S., Hou, X.-R., Tang, J., Cheng, H.-F., 2003. Complete Solution Classification for the




appendix - published work 313
[ September 22, 2014 at 13:39 ]
Grunert, J. A., 1841. Das Pothenotische Problem in erweiterter Gestalt nebst Ueber seine Anwendungen
in der Geoda¨sie. Grunerts Archiv fu¨r Mathematik und Physik Band 1, 238–248.
Harris, C., Stephens, M., 1988. A combined corner and edge detection. In: Proceedings of The Fourth
Alvey Vision Conference. pp. 147–151.
Hartley, R., Zisserman, A., 2004. Multiple View Geometry in Computer Vision. Cambridge University
Press.
Jiang, B., You, S., Neumann, U., 2000 Abstract Camera Tracking for Augmented Reality Media.
Josephson, K., Byr, M., 2009. Pose Estimation with Radial Distortion and Unknown Focal Length.
Camera, 2419–2426.
URL http://ieeexplore.ieee.org/lpdocs/epic03/wrapper.htm?arnumber=5206756
Kruppa, E., 1913. Zur Ermittlung eines Objektes aus zwei Perspektiven mit innerer Orientierung. Kaiser
licher Akademie der Wissenschaften Wien Kl Abt 122 (122), 1939–1948.
Kukelova, Z., Bujnak, M., Pajdla, T., 2008. Polynomial eigenvalue solutions to the 5-pt and 6-pt relative
pose problems. BMVC.
Lepetit, V., Moreno-Noguer, F., Fua, P., 2008. EPnP: An Accurate O(n) Solution to the PnP Problem.
International Journal of Computer Vision 81 (2), 155–166.
URL http://www.springerlink.com/index/10.1007/s11263-008-0152-6
Lepetit, V., Moreno-Noguer, F., Fua, P., February 2009. Epnp: An accurate o(n) solution to the pnp
problem. Int. J. Comput. Vision 81, 155–166.
Lowe, D. G., 2004. Distinctive image features from scale-invariant keypoints. International Journal of
Computer Vision 60, 91–110.
Maimone, M., Cheng, Y., Matthies, L., 2007. Two years of visual odometry on the mars exploration
rovers. Journal of Field Robotics, Special Issue on Space Robotics 24, 2007.
Marzan, G. T., Karara, H. M., 1975. A computer program for direct linear transformation solution of the
colinearity condition, and some applications of it. American Society of Photogrammetry, pp. 420–435.
Niste´r, D., 2004. An efficient solution to the five-point relative pose problem. IEEE transactions on
pattern analysis and machine intelligence 26 (6), 756–77.
Nistr, D., Naroditsky, O., Bergen, J., 2004. Visual odometry. pp. 652–659.
Philip, J., Oct. 1996. A Non-Iterative Algorithm for Determining All Essential Matrices Corresponding
to Five Point Pairs. The Photogrammetric Record 15 (88), 589–599.
Rehrl, T., Theiß ing, N., Bannat, A., Arsi, D., Wallhoff, F., Rigoll, G., Mayer, C., Radig, B., 2010.
A Graphical Model for Unifying Tracking and Classification within a Multimodal Human-Robot
Interaction Scenario. Knowledge-Based Systems, 17–23.
Rodehorst, V., Heinrichs, M., Hellwich, O., 2008. Evaluation of relative pose estimation methods for
multi-camera setups.
Silva Ruiz, I. R., Aufderheide, D., Witkowski, U., March 2011. Radar sensor implementation into a small
autonomous vehicle. In: Proceedings of the 6th International Symposium on Autonomous Minirobots
for Research and Edutainment (AMiRE 2011).
Steffens, M., Aufderheide, D., Kieneke, S., Krybus, W., Kohring, C., Morton, D., 2009a. Probabilistic
Scene Analysis for Robust Stereo Correspondence. In: Lecture Notes In Computer Science; Vol. 5627.
Steffens, M., Kieneke, S., Aufderheide, D., Krybus, W., Kohring, C., Morton, D., 2009b. Stereo Tracking
of Faces for Driver Observation. In: Lecture Notes In Computer Science; Vol. 5575.
Stewenius, H., Engels, C., Nister, D., Jun. 2006. Recent developments on direct relative orientation.
ISPRS Journal of Photogrammetry and Remote Sensing 60 (4), 284–294.
Author Biographies
Dominik Aufderheide is an active researcher in the area of multi-sensor image
processing and computer vision. Currently he is a research fellow at the Institute of
Computer Science, Vision and Computational Intelligence (CV&CI), South Westphalia
University of Applied Sciences, Germany where he is working towards a Ph.D. in coop-
eration with the University of Bolton, UK.
Werner Krybus is professor for data systems engineering and signal processing at
South Westphalia University of Applied Sciences, Germany. He is founder of the Labo-
15
appendix - published work 314
[ September 22, 2014 at 13:39 ]
ratory for Image Processing Soest within the Institute for Computer Science, Vision and
Computational Intelligence. His primary research interests include embedded systems,
computer vision and sensor fusion.
Gerard Edwards is a Senior Lecturer in Electrical and Electronics Engineering at
University of Bolton, UK. His research background is theoretical semiconductor physics
and solid state electronics. In recently years his primary research area has shifted to
Signal Integrity and Electromagnetic Compatibility (EMC).
16
appendix - published work 315
[ September 22, 2014 at 13:39 ]
A MEMS-based Smart Sensor System for Estimation of Camera Pose for Computer
Vision Applications
Dominik Aufderheidea,b, Werner Krybusa, Dennis Doddsb
aSouth Westphalia University of Applied Sciences, Division Soest
Institute for Computer Science, Vision and Computational Intelligence
Luebecker Ring 2, 59494 Soest, Germany
E-Mail: {aufderheide, krybus}@fh-swf.de
bThe University of Bolton, School of the Built Environment and Engineering
Deane Road, Bolton BL3 5AB, U.K.
E-Mail: {dma1bee, d.dodds}@bolton.ac.uk
Abstract
The estimation of a cameras egomotion during image acquisition is a mandatory task for many different
computer vision applications such as Structure from Motion (SfM), Simultaneous Localisation and Mapping
(SLAM) or Augmented Reality (AR). The vast majority of the proposed applications are deriving the motion
parameters indirectly from the captured images. This paper suggests a smart sensor system (S3) composed
from three different micro-electromechanical (MEMS) inertial sensor types as an aiding modality for vision-
based camera pose estimation. The S3 implementation contains a signal conditioning unit and a bank of
Kalman filters for orientation estimation. The whole system is evaluated by using an industrial robot for the
generation of specific motion patterns and the corresponding ground truth orientation measurements.
Keywords: Kalman filter, MEMS, Smart Sensor Systems, Inertial Navigation, Multi-Sensor Data Fusion,
Camera Egomotion Estimation
1. Introduction
For many different algorithms in the field of com-
puter vision (CV) it is necessary to determine the
absolute or relative pose (position and orientation)
of the camera during the acquisition of a monocu-
lar image stream. In most cases the computed pose
of the camera is a prerequisite for further computa-
tions. One prominent example is the field of Struc-
ture from Motion (SfM) which realises the simultane-
ous estimation of camera egomotion and computation
of a three dimensional representation of an observed
scene based on the captured image sequence. A de-
tailed description of the SfM procedure is given e.g.
in Pollefeys et al. [1998], Poelman and Kanade [1997].
Another example is the field of mobile robotics where
methods for simultaneous localisation and mapping
(SLAM) are recently developed which allow on the
one hand the localisation of a single moving robot
platform based on image frames (Visual Odometry -
VO) and on the other hand the synchronous mapping
of the robots environment. Prominent examples can
be found in Davison and Kita [2002] and Pupilli and
Calway [2006]. Closely related is the field of parallel
tracking and mapping (PTAM) which was initially
solved by Klein and Murray [2007] for applications
in Augmented Reality (AR). AR is also a typical ex-
ample for the usage of the camera pose in CV appli-
cations. The general idea of many AR applications
is the placement of 3D computer generated graphics
(CGI) in a video captured by a standard camera. The
perspective view of the 3D CGI model has to be ren-
dered based on the actual position of the camera to
generate a natural appearance of the artificial object.
Examples of such procedures can be found e.g. in
Schmalstieg and Wagner [2007].
The vast majority of all recently suggested procedures
in those application fields are based on the successful
detection and tracking of distinctive features through
all frames of the captured sequence. For this it is nec-
essary to (i) detect distinctive features in the images
and (ii) track and match those features throughout
all successive frames. In most cases points of interest
Preprint submitted to The University of Bolton Research and Innovation Conference 2011 July 29, 2011
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(PoIs) are detected by different PoI detectors sug-
gested in literature, such as Harris-features (Harris
and Stephens [1988]), SIFT-features (Lowe [2004]) or
SURF-features (Bay et al. [2008]).
For tracking and matching many different frameworks
were suggested in literature during the last decades,
whereat it is possible to distinguish between those ap-
proaches which rely only on a small subset of anchor
features or those which try to maximise the num-
ber of point features even if there is the possibil-
ity for the generation of wrong matches (outliers).
These two different approaches emphasise different
subtasks, while for anchor feature approaches sophis-
ticated tracking mechanisms (e.g. Hidden Markov
Models (HMM) as suggested by Xie and Evans [1990])
have to be implemented, it is mainly necessary to
include routines for outlier handling for the other al-
ternative (e.g. Random Sample Consensus (RanSaC)
Nister [2003]). Nevertheless the prerequisite of reli-
able feature tracks is often very hard to accomplish,
because the feature matching between successive frames
suffers from problems such as motion blur, perspec-
tive projection, repetitive patterns, less textured ar-
eas, computational complexity, etc. In Aufderheide
et al. [2009] and Steffens et al. [2009] different typical
problems classes of point registration are identified.
Especially for long-time sequences the robust track-
ing of natural landmarks is an almost open question
in the computer vision community.
This paper suggests a smart sensor system (S3) com-
posed as a bank of different micro-electromechanical
systems (MEMS). The proposed system contains ac-
celerometers, gyroscopes and magnetometers. All of
them are sensory units with three degrees of freedom
(DoF). The S3 contains the sensors itself, signal con-
ditioning (filtering) and a multi-sensor data fusion
(MSDF) scheme for orientation estimation.
The performance of the system is evaluated by using
different motion patterns generated by an industrial
robot. This allows the generation of ground truth
data. The system was compared against other possi-
ble fusion schemes.
The remainder of this paper is organised as follows:
Section 2 describes the general architecture of the
proposed S3. The following Sections introduce the
different stages of the system, namely hardware (Sec-
tion 3), signal conditioning (Section 4) and Sensor
Fusion (Section 5). An overview about the experi-
mental evaluation of the system is given in Section
6. Finally Section 7 concludes the whole paper and
shows possible future work.
2. General S3 architecture
The general architecture of the S3 is shown in
the following Figure 1. Whereat the overall architec-
ture contains mainly the sensory units as described in
subsection 3.1. A single micro controller is used for
analog-digital-conversion (ADC), signal conditioning
(SC) and transfer of sensor data to a PC (see Section
4). The actual sensor fusion scheme, as described in
Section 5, for the estimation of orientation is realised














Figure 1: General architecture of the inertial S3
3. Hardware
The main hardware which is used to build the
S3 is of course the bank of inertial sensory units in
MEMS technology. An additional micro controller
(μC) was added mainly for signal conditioning pur-
poses.
3.1. Sensory units
The general architecture of the proposed S3 sys-
tem is based on three different types of inertial mea-
surement units (IMUs). The whole system consist of
three orthogonal arranged accelerometers which mea-
sure a three dimensional acceleration ab = [ax ay az]
T
and three gyroscopes which measure the angular ve-
locities ωb = [ωx ωy ωz]
T around the sensitivity axes
of the accelerometers. As an addition three magne-
tometers are able to determine the earth magnetic
field in 3 DoF mb = [mxmymz]
T . All of the quan-
tities are measured with reference to the body coor-
dinate frame (here indicated by subscript b) which is
2
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rigidly attached to the IMU-platform. The following
figure shows the general configuration of all sensory
units and the corresponding measured entities.
Figure 2: General architecture of the IMU
Due to the fact that the whole unit should be
available for low-costs only off-the-shelf sensors are
used, whereat a single-axis gyroscope LY530AL and
a LPR530AL dual-axis gyroscope from STMircoelec-
tronics are used to measure the angular velocities
around all three axes. Analog Devices provides with
the ADXL345 a full 3-DoF accelerometer unit in a
single chip. For measuring the earth’s magnetic field,
Honeywell provides a 3-DoF magnetometer (HMC5843).
3.2. Processing units
The different sensory units are connected to the
micro controller by using either I2C-Bus (Accelerom-
eter and Magnetometer) or direct ADC of voltage
output signals (Gyroscopes). Due to the different
shape of the signals the complete signal conditioning
was placed inside the μC in digital domain. We use
a ATMega 328 processor from AVR to collect data
from all information channels and subsequent signal
conditioning and transfer by USB to the PC.
4. Sensor Modelling and Signal Conditioning
Measurements from MEMS devices in general and
inertial MEMS sensors in particular are suffering from
different error sources. Due to this it is necessary to
implement both an adequate calibration routine and
a signal conditioning routine.
The calibration of the sensory units is only possible
if a reasonable sensor model is available beforehand.
The sensor model should address all possible error
sources. Here the proposed model from Skog and
Ha¨ndel [2006] was utilised and adapted for the given
context. It can be shown that the main influences for
the occurrence of measurement errors are the follow-
ing (see Petkov and Slavov [2010]):
• Misalignment of sensitivity axes - Ideally the
three independent sensitivity axes of the sen-
sory should be orthogonal. Due to imprecise
construction of MEMS-based IMUs this is not
the case for the vast majority of sensory pack-
ages. The misalignment can be compensated by
finding a matrix M which transforms the non-
orthogonal axis to a orthogonal setup as shown
in Dorobantu [1999].
• Biases - The output of a sensor should be ex-
actly zero if the S3 is not moved. Also this
is not true, because it was shown e.g. in Gul-
mammadov [2009], that there is a time-varying
offset. Here Aslan and Saranli [2008] differen-
tiate g-independent biases (e.g. for gyroscopes)
and g-dependent biases. For the later there is
a relation between the applied acceleration and
the bias. The bias is modelled by incorporation
of a bias vector b
• Measurement noise - Of course also the gen-
eral measurement noise has to be taken into ac-
count, whereat it is assumed here as a white
noise term n.
• Scaling factors - In most cases there is an un-
known scaling factor between the measured phys-
ical quantity and the real signal. The scaling
can be compensated by introducing a scale ma-
trix S = diag (sx, sy, sz).
Based on these error classes a general error-model
based on the findings in Skog and Ha¨ndel [2006] was
used in this work. The general model is valid for
the different inertial sensors. A block-diagram of the


















Figure 3: General sensor model
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Based on this it is possible to define three separate
sensor models for all three sensor types1, as shown in
the following equations:
ωb = Mg · Sg · ω′b + bg + ng (1)
ab = Ma · Sa · a′b + ba + na (2)
mb =Mm · Sm ·m′b + bm + nm (3)
It was shown that M and S can be determined
by sensor calibration routines which move the sensor
array to different known locations to determine the
calibration parameters. So presented Hwangbo [2008]
a calibration approach based on the factorisation of
a measurement matrix which is inspired by method-
ologies from classical SfM.
The noise and the bias terms can not be determined
a-priori due to their time-varying character. The sig-
nal conditioning step on the μC takes care of the
measurement noise by integrating an FIR digital fil-
ter structure. The implementation realises a low-pass
FIR filter based on the assumption that the frequen-
cies of the measurement noise are much higher than
the frequencies of the signal itself. The complete fil-
ter was realised in software on the μC, whereat the
different cutoff-frequencies for the different sensory
units were determined in an experimental evaluation.
Based on the conditioned signals is it now possible to
fuse the measurements from the different sensors for
attitude estimation as described in the next section.
5. Multi-Sensor Data Fusion
The general idea of the multi-sensor data fusion
(MSDF) step is based on the redundancy in the mea-
surements delivered by the bank of inertial sensors.
This is important, because due to the immense influ-
ence of noise and biases it is not possible to rely only
on one source of information. In MSDF it is possi-
ble to interpret the different sensors as independent
information channels, as suggested by Mitchell [2007].
Classical approaches for inertial navigation are stable-
platform systems which are isolated from any exter-
nal rotational motion by specialised mechanical plat-
forms. In comparison to those classical stable plat-
form systems the MEMS sensors are mounted rigidly
1The different sensor types are indicated by the subscript






































Figure 4: Computational elements of an INS
to the device (here: the camera). In such a strap-
down system it is necessary to transform the mea-
sured quantities of the accelerometers into a global
coordinate system by using known orientations com-
puted from gyroscope measurements. In general the
mechanisation of a strapdown inertial navigation sys-
tems (INS) can be described by the computational
elements indicated in Figure 4. The necessary com-
putation of the orientation ξ of the S3 based on the
gyroscope measurements ωb and a start orientation
ξ(t0) can be described as follows:
ξ = ξ(t0) +
∫
ωbdt (4)
The integration of the measured rotational velocities
would lead to an unbounded drifting error in the ab-
solute orientation estimates. Figure 5 shows two ex-
amples for this typical drifting behaviour for all three
Euler angles. For the two experiments shown in Fig-
ure 5 the S3 was not moved, but even after a short
period of time (here: 6000 · 0.01s = 60s) there is an
absolute orientation error of up to 4 recognisable. For








































Figure 5: Drifting error for orientation estimates based on gy-
roscope measurements
the estimation of the absolute position these prob-
lems are even more sever, because the position ϕ can
be computed from acceleration measurements in the
4
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inertial reference frame ai only by double integration:
ϕ = ϕ(t0) +
∫ ∫
aidt (5)
On the other hand possible errors in the orientation
estimation stage would lead also to a wrong position
due to the necessity to transform the accelerations in
the body coordinate frame ab to the inertial reference
frame (here indicated by the subscript i).
The following figure gives an impression about the
typical drifting error for the absolute position (one
axis) computed by using the classical strapdown method-
ology. It can be easily seen that after 20 s the error





























Figure 6: Drifting error for absolute position estimates based
on classical strapdown mechanisation of an inertial navigation
system (left: acceleration measurements; right: absolute posi-
tion estimate)
By using only gyroscopes there is actually no pos-
sibility to bound the drifting error for the orientation
in a reasonable way. At this point it is necessary
to use other information channels. The general idea
for compensating the drift error of the gyroscopes is
based on using the accelerometer as an additional at-
titude sensor for generating redundant information.
Due to the fact that the 3-DoF accelerometer mea-
sures not only (external) translational motion, but
also the influence of the gravity it is possible to cal-
culate the attitude based on the single components
of the measured acceleration. This is of course only
true if no external force is accelerating the sensor.
So there are to questions which have to be answered:
1. How it is possible to calculate the attitude from
accelerometer measurements? and 2. How external
translational motion can be handled? Both problems
can be solved by following a two-stage switching be-
haviour inspired by work presented in Rehbinder and
Hu [2004]. At this point it should be pointed out that
measurements from the accelerometers can only pro-
vide roll and pitch angle and the heading angle has
to be derived by using the magnetometer instead.








Figure 7: Geometrical relations between measured accelera-
tions due to gravity and the roll and pitch angle of the attitude
Figure 7 gives an illustration about the geometrical
relations between measured accelerations due to grav-
ity and the roll and pitch angle of the attitude. By
















The missing heading angle can be recovered by
using the readings from the magnetometer and the
already determined roll and pitch angles. Here it is
important to consider that the measured elements of
the earth magnetic field have to be transformed to the
local horizontal plane (tilt compensation). Figure 8
is indicating the corresponding relations as shown in
Caruso [2000]:
Xh = mx · cϕ+my · sθ · sϕ−mz · sθ · sϕ
Yh = my · cθ +mz · sθ
ψ = arctan 2 (Yh,Xh)
(8)
Based on these findings a discrete Kalman filter
bank (DKF-bank) is implemented which is responsi-
ble for the estimation of all three angles of Ξ. For the
pitch and the roll angle the same DKF-architecture is
used, as indicated in Figure 9-(a). In comparison to
that the heading angle is estimated by a alternative







Figure 8: Local horizontal plane as a reference
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Figure 9: (a) - Discrete Kalman filter (DKF) for estimation of roll and pitch angles based on gyroscope and accelerometer
measurements; (b) - DKF for estimation of yaw (heading) angle from gyroscope and magnetometer measurements
All DKFs are mainly based on the classical structure
of a Kalman filter (see Bishop [2007]) which consists
of a first prediction of states and subsequent correc-
tion, where the two states are the unknown angle ξ
and the bias of the gyroscope bgyro. The Kalman fil-
tering itself is composed from the following classical
steps, whereat the following descriptions are simpli-
fied to a single angle ξ.
5.1. Computation of an a priori state estimate x−k+1
As already mentioned the hidden states of the sys-
tem are x = [ξ,bgyro]
T. The a priori estimates are
computed by following the following relations:
ω̂k+1 = ωk+1 − bgyrok





Here the actual measurements from the gyroscopes
ωk+1 are corrected by the actually estimated bias
bgyrok from the former iteration, before the actual an-
gle ξk+1 is computed.
5.2. Computation of a priori error covariance matrix
P−k+1
The a priori covariance matrix is calculated by
incorporating the Jacobi matrix A of the states and
the process noise covariance matrix QK as follows:
P−k+1 = A ·Pk ·AT +QK (10)
The two steps 1) and 2) are the elements of the
prediction step as indicated in Figure 9.
5.3. Computation of Kalman gain Kk+1
As a prerequisite for computing the a posteriori
state estimate the Kalman gain Kk+1 has to be de-




Hk+1 ·P−k+1 ·HTk+1 +Rk+1
)−1 (11)
5.4. Computation of a posteriori state estimate x+k+1
The state estimate can now be corrected by using
the calculated Kalman gain Kk+1. Instead of incor-
porating the actual measurements as in the classical
Kalman structure the suggested approach is based on
the computation of an angle difference Δξ. The dif-
ference is a comparison of the angle calculated from
the gyroscope measures and the corresponding atti-
tude as derived from the accelerometers, respectively
the heading angle from the magnetometer, as already
introduced in the introduction of this chapter. So the
relation for x+k+1 can be formulated as:
x+k+1 = x
−
k+1 −Kk+1 ·Δξ (12)
At this point it is important to consider the fact that
the attitude measurements from the accelerometers
are only reliable if there is no external translational
motion. For this an external acceleration detection
mechanism is also part of the fusion procedure. For
this reason the following condition (see Rehbinder
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If the relation is fulfilled there is no external accel-
eration and the estimation of the attitude from ac-
celerometers is more reliable than the one computed
from rotational velocities as provided by the gyro-
scopes. Noteworthy for real sensors an adequate thresh-
old g is introduced to define an allowed variation
from this ideal case. If the camera is not at rest the
observation variance for the gyroscope data σ2g is set
to zero. So by incorporating the magnitude of the ac-
celeration measurements as ‖a‖ and the earth gravi-
tational field g = [0, 0,−g]T the observation variance





‖a‖ − ‖g‖ < εg
otherwise
(14)
A similar approach is chosen to overcome the prob-
lems with the magnetometer measurements in mag-
netically distorted environments for the DKF for the
heading angle. Instead of gravity g the magnitude of






‖m‖ −mdes < εm
otherwise
(15)
5.5. Computation of posteriori error covariance ma-
trix P+k+1




k+1 −Kk+1 ·Hk+1 ·P−k+1 (16)
6. Results
as already mentioned our approach was evaluated
by using an ABB IRB1400 industrial robot. The S3
was attached to the robot and moved along prede-
fined motion patterns. Thus the ground truth data
of the movement is available for a comparison.
The tests consider besides the comparison against
ground truth also a comparison against other iner-
tial navigation algorithms:
• Gyroscopes alone (Gyro) - Here we tested
the naive implementation of a simple integra-
tion of gyroscope measures as indicated in Equa-
tion 4, whereat the initialisation of the starting
orientation was computed by using accelerome-
ter and magnetometer measurements.
2mdes describes the magnitude of the earth’s magnetic field
(e.g. 48 µT in Western Europe)
• Complementary Filtering (CF) - The CF
approach as suggested by Euston et al. [2008]
or Baerveldt and Klang [1997] combines the two
information channels (gyroscopes and accelerom-
eters) by using a simple adder, but the two
signal sources are filtered before by two com-
plimentary filters. So the accelerometer mea-
surements are filtered by a low-pass filter (here:
first-order) and the gyroscope signals by a high-
pass filter.
• Weighting Filter (Est) - The weighting fil-
ter approach as suggested by Bluemel [2010]
is a simple straightforward combination of ac-
celerometer and gyroscope measurements by us-
ing fixed weights.
For the test different motion patterns were used: ro-
tation around a single axis, consecutive rotation around
two axis and simultaneous rotation around two axes.
The following subsections summarise the results of
the comparison.
6.1. Rotation around a single axis
The first motion pattern contains rotations of the
roll/pitch angle as indicated in the following figure.








Figure 10: Motion pattern for roll/pitch angle
angle while the orientation estimation was computed
by using the suggested method based on a bank of
Kalman filters and the three naive methods described
above. All results were tested against the ground
truth, thus an absolute error angle was computed for
all the algorithms. Figure 11 and Figure 12 show the
results of this test for the roll and pitch angle. Here
Rx indicates the weighting filter, gyro the naive inte-
gration of rotational velocities, CF the complemen-
tary filtering and KF the Kalman filter approach.
7
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Figure 11: Absolute orientation error (roll angle) for movement
























Figure 12: Absolute orientation error (pitch angle) for move-
ment around a single axis
The typical drifting behaviour of the gyroscope
measures can be directly identified in the orientation
estimates delivered only by gyroscope measures. The
suggested KF approach outperforms the other filter-
ing methods.
6.2. Consecutive rotation around two axes
The second motion pattern contains a rotation of
90◦ around the roll-axis and a consecutive rotation
of 90◦ around the yaw-axis. The following Figure 13
gives an impression about the performance of the dif-
ferent filtering strategies for this kind of motion.
It can be seen that especially the CF approach got
immense problems during the times of motion. Also
for this test the KF approach delivers the best results,
but the simple weighting approach delivers compara-
ble results but with less computational complexity.
The gyroscopes alone show the same drifting results
as for the previous experiments.
6.3. Simultaneous rotation around two axes
Finally we tested the motion pattern with a si-
multaneous movement around two axes. The results
are summarised in Figure 14, whereat again a com-
parison against the other methods was carried out.






























































































































Figure 13: Comparison of different filtering techniques for
consecutive motion pattern - (a1): Orientation estimates for
weighting filter; (a2): Absolute error for weighting filter; (b1):
Orientation estimates for CF; (b2): Absolute error for CF; (c1):
Orientation estimates for KF; (c2): Absolute error for KF
The suggested KF approach shows the best result in
terms of accuracy and long-time stability.
7. Conclusion and future work
It was shown that the suggested approach which
utilises a bank of Kalman filters is able to outperform
other classical methods for orientation estimation. In
this context it was proved that the usage of a smart
sensor system containing a sensor array, signal con-
ditioning devices and a sensor fusion scheme is able
to deliver reliable information about a cameras pose.
This information can be fed into classical computer
vision algorithms as an aiding modality for camera
egomotion estimation.
Future work will consider mainly possibilities for posi-
tion estimation based on the same MEMS-based sen-
sor array and the combination of inertial and visual
measurements. We already proposed a framework
for a visual-inertial system for scene reconstruction
in Aufderheide and Krybus [2011]. In this context a
parallel fusion network was suggested in Aufderheide
8
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Figure 14: Comparison of different filtering techniques for si-
multaneous motion pattern - (a1): Orientation estimates for
weighting filter; (a2): Absolute error for weighting filter; (b1):
Orientation estimates for CF; (b2): Absolute error for CF; (c1):
Orientation estimates for KF; (c2): Absolute error for KF
and Krybus [2011] which contains a visual and an
inertial fusion cell.
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Abstract: The self-acting generation of three-dimensional
models by analysing monocular image streams from standard
cameras is one fundamental problem in the field of computer
vision. A prerequisite for the scene modelling is the former
computation of camera poses for the different frames of the se-
quence. Several techniques and methodologies are introduced
during recent decades to solve this classical Structure fromMo-
tion (SfM) problem, which incorporates camera egomotion es-
timation and subsequent recovery of scene structure. Neverthe-
less the applicability of those systems in real world devices and
applications is still limited due to non-satisfactorily properties
in terms of computational costs, accuracy and robustness. This
paper suggests a novel framework for visual-inertial scene re-
construction (VISrec!) based on ideas from multi-sensor data
fusion (MSDF). The integration of additional modalities (here:
inertial measurements) is useful to compensate typical problems
of systems which rely only on visual information.
Keywords: Structure from Motion (SfM), Inertial sensing, Dy-
namic World Modeling (DWM), Multi-Sensor Data Fusion
(MSDF), Kalman Filter
I. Introduction
The automatic generation of three-dimensional models has
been one of the fundamental problems in computer vision
for decades. Even if methods for image-based modelling are
already introduced the usage of active 3D scanners is still the
dominant technology in this field. Thus it is highly desirable
to use monoscopic image streams which can be captured by
standard digital camera devices as a base for non-invasive
scene modelling. Those cameras are available at low costs
and easy to handle even for a single non-professional user.
The simultaneous estimation of the camera motion and scene
structure is widely known as the Structure from Motion
(SfM) problemwhere numerous solutions were proposed and
implemented. Even if the potentials of those methods are
worthy for many different application fields, as Augmented
Reality (AR), robot navigation or Unmanned Vehicles (UV),
the applicability in real-world applications is limited due to
some unsolved issues.
One of these drawbacks is the missing ability to run those
classical SfM-systems in real-time due to high computational
costs (see [41]) or necessary batch-type computations1 as
for classical factorisation methods (see [45]). On the other
hand most SfM-methods are suffering from missing robust-
ness of the feature detection and tracking procedures which
are generating necessary input data for the recovery of shape
and motion. In [6] numerous problems (namely: occlusions,
depth discontinuities, low texture, repetitive patterns, etc.) of
image registration are listed and analysed in the context of
stereo matching. All of these problems are also considerable
for SfM and many algorithms suffer from non-robust feature
registration between subsequent frames of a monocular im-
age stream. Also [43] stated that even the tracking of a subset
of features is unstable in nature. By this two different prob-
lems have to be solved by SfM methods: on the one hand in-
accurate localisation of matches and on the other hand a not
neglectable number of complete wrong matches (outliers).
Many algorithms are also restricted to constrained type of
camera movements or only a subset of possible scene types.
In this context especially the necessity for a reinitialisation of
the whole systems if the feature track is lost once within the
sequence is a major drawback for manually operated camera
systems.
In the field of mobile robotics novel methodologies and con-
cepts for simultaneous localisation and mapping (SLAM) are
recently crossing the border to real-time processing. So [21]
presented the MonoSLAM-approach which is based on a sin-
gle camera mounted on a moving robot. Similar ideas were
used in the parallel tracking and mapping approach (PTAM)
suggested by [33].
Due to these problems with classical vision-based SfM
methodologies and inspired by recent developments in mo-
bile robotics in general and SLAM in particular the general
1Batch-type methods are composed in such a way that the whole image
sequence has to be available for the estimation of camera egomotion and
scene structure. In those systems structure and motion are recovered simul-
taneously by solving a large-scale optimisation problem.
1
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concept of aided Structure from Motion (aSFM) was devel-
oped. Due to the fact that the estimation of camera egomo-
tion is a major step for 3D scene recovery the state-of-the-art
for Integrated Navigation Systems (INS) is a major influence
for the suggested approach of a visual-inertial approach for
aSfM.
The integration of visual and inertial information was re-
cently proposed as a methodology for full six degree of free-
dom (6DoF) tracking of an object’s ego-motion (position
and orientation) for AR applications (see [29]), navigation
of UVs or mobile robot navigation [32]. Research in the
field of SfM by combining visual and inertial cues is an open
topic, since recently published work lacks the ability for real-
time operation [19], modelling of unconstrained, dense scene
reconstruction or rapid sensor movements. This paper de-
scribes a multi-modal approach for aSfM incorporating vi-
sual measurements from a single standard camera and inertial
measurements from gyroscopes, accelerometers and magne-
tometers. The main focus lies on a naive implementation
based on a two-track architecture which consists of several
fusion nodes for MSDF. This paper is an extended version of
the work presented in [4] with the same title.
The remainder of this paper is organised as follows: Sec-
tion II gives a general introduction into the motivation for
using visual-inertial cues for aSfM. Section III covers the
conceptual design of the systems general architecture. In this
context the idea of a two-track design is introduced and de-
scribed in detail. Subsequent sections IV and V are cover-
ing the implementation of the processing of visual, respec-
tively inertial measurements, while Section VI gives an idea
about the interfaces between the visual and inertial route of
the system. Finally section VII concludes the work and gives
an overview about intended working packages for future re-
search.
II. Visual-Inertial Scene Reconstruction (VIS-
rec!) - A Motivation
Any kind of sensor measurements are uncertain and the phys-
ical property which should be determined can only be esti-
mated with a limited level of confidence. Especially for opti-
cal measurement systems there are many possible sources of
errors beside the typical random noise. Some of the typical
problems of relying only on images for estimation the mo-
tion of a camera during the acquisition of a sequence were
already mentioned in Section I.
The general concept of MSDF was successfully applied for
example in the field of mobile robotics in recent years (see
e.g. [37, 50]). One reason for the attention MSDF has cov-
ered in a wide branch of applications and scientific disci-
plines is the fact that a sound mathematical and formal back-
ground was developed since the mid 1990s. In this context
the works of [39, 12, 24, 34, 13] are examples for particular
overviews and surveys.
The major objective of applying MSDF in the field of SfM
and 3D modelling is the compensation or at least attenuation
of the described drawbacks of classical SfM-methods. So
the incorporation of the inertial-modalities should improve
the overall system performance2 in terms of:
• Temporal coverage - Typical frame rates of a image
processing system lie between 5 to 50 frames per sec-
ond. So an update of the cameras egomotion is only
available every 20 to 200 ms.
• Accuracy - Due to the fact that the recovered scene
structure is determined based on a previously estimated
relative camera position based on feature correspon-
dences in successive frames of a sequence which are
incorporated by noise and other uncertainties (see [2])
the accuracy of typical SfM-methods is limited.
• Certainty - Typically the certainty of SfM-algorithms
is mainly influenced by the quality of the used homolo-
gous image features. For this especially the handling of
outliers is an important aspect, because all the desired
information is directly related to the quality of the used
matches.
• Computational costs - All sates of the system (motion,
observed scene structure) are not directly measured by
a vision system, but have to be recovered from image
data and adequate algorithms. As mentioned before the
corresponding computational complexity leads often to
the lack of ability of real time operation.
Besides these specific objectives of the MSDF-approach
there are also general targets which are indirectly derived
from the disadvantages of currently available 3D scanning
devices as high costs, missing mobility and time consuming
measurements. Thus the final system should mainly integrate
standard low-cost components in a mobile easy-to-operate
device.
As suggested by [39] the implementation of a MSDF-system
which relies on fusion across sensors (see [59]) starts with
a conceptual design based on former identification of ade-
quate additional modalities and information channels. For
this we follow the classification of relational sensor proper-
ties as given in [22, 10]. The following Table 1 gives an
overview about the sensor-sensor relationships between vi-
sual and inertial measurements and clarifies the adequate-
ness of inertial cues towards the realisation of a aSfM-system
which is able to fulfil the objectives defined above.3
As it is indicated in Table 1 there is a asynchronous prop-
erty of the different sensors observable which should lead
to increased temporal coverage of the overall system. This
reduces the danger of wrong or inaccurate feature matching
because the stability of feature tracking is influenced in a pos-
itive manner by the higher update rate of a possible motion
prediction step, which is especially important for constant
velocity (CV) or constant acceleration (CA) motion models
(see [53] for a definition and description of motion models in
feature tracking). In this context the robustness of the feature
tracking can be increased. The heterogeneous characteristics
leads to a higher coverage of possible motion patterns of the
camera. Furthermore the redundancy of the involved signals
provides the possibility to achieve a higher accuracy of the
2The different categories are based on the definition of a generic notion
of the qualified gain of a data fusion process in [10].
3The table is taken from a former publication of the author given in [5].
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Table 1: Relational properties of visual and inertial sensing
Visual sensing Inertial sensing Property
Sensing spatial derivative Sensing spatial derivatives
with order 0 (position) with order 1 (gyroscopes -
angular velocities) and Complementary
order 2 (Accelerometers -
translational accelerations)
Long-term estimation Short-term estimation for
for slow and smooth rapid and unpredicted Heterogeneous
motion movements
Operating frequency: Operating frequency: Asynchronous
5-30 Hz 50-1000 Hz
Pose estimation Gyroscopes: Attitude estimation
from corresponding from integrated rotational
image features velocities
between successive Accelerometers: Attitude





motion estimate and as a consequence from this also accu-
racy of the reconstruction of the scene can be increased. Thus
the integration of inertial measurements into a visual system
is an adequate way for compensate typical drawbacks of the
optical SfM.
Besides these specific characteristics the recent develop-
ments in the field of Micro-machined Electro-Mechanical
Systems (MEMS) make it possible to integrate inertial sen-
sors such as accelerometers, gyroscopes or magnetometers
into a handheld device at low-costs. At this point it should
be mentioned that the usage of MEMS sensory units is in-
corporating a bunch of problems based on immense drifting
errors and variable biases. Those problems will be covered
in Section IV in detail.
The integration of visual and inertial information was re-
cently proposed as a methodology for full six degrees of
freedom (6 DoF) tracking of an objects pose (including po-
sition and orientation) for Augmented Reality (AR) applica-
tions (see [28]), navigation of unmanned vehicles (UV) or
mobile robot navigation ([32]). Research in the field of SfM
by combining visual and inertial cues was recently done by
[35], [18] and [17], but none of these systems can be regarded
as a complete solution for on-the-fly 3D scene modelling in
real-time.
The following section of this work describes the conceptual
design of the proposed VISrec-system based on actual defi-
nitions from MSDF.
III. VISrec!-architecture
The first milestone in the development of a complete im-
plementation of a VISrec!-system is the conceptual design
and realisation of a dual track architecture based on ideas
presented in [18, 35]. Here two separate tracks (visual and
inertial routes) are considered as almost independent fusion
nodes. This strategy allows the generation of two different
subsystems integrating only one specific form of data sources
(inertial or visual measurements). By this it is possible to
compare the performances of the separate stages in a first step
independently from each other and in a second step the es-
tablishment of different interfaces between both subsystems
or the addition of another fusion node.
The following subsection describes the dual track architec-
ture as a parallel fusion network by following the definitions
from [39], before in the last subsection the used hardware-
prototype is described in detail.
A. Parallel fusion network
The dual-track architecture we suggests is mainly influenced
by the works of [35, 18], but we choose a formulation more
closely related to the scheme of MSDF. Here each track is
considered as a fusion cell as suggested by [39]. So the
easiest representation of the dual-track system would be the
structure shown in Figure 1. It can be seen that each fu-
sion cell (FC) consists of at least one input which collects
all sensory data. Here the inertial fusion cell (IFC) collects
data from a 9-DoF inertial measuring unit which consists of
a 3-DoF accelerometer unit, a 3-DoF gyroscope unit and a
3-DoF magnetometer. The visual fusion cell (VFC) collects
the frames from a single camera. FCs also have additional
inputs for auxiliary information (AI), which can be derived
from other sources in the network, and external knowledge
(EK). External knowledge collects all those additional data
sources which are a-priori known and help to derive a higher
level of abstraction which should be delivered at the output
of each FC.
















Figure. 1: Dual track system design in a representation as a
parallel arrangement of fusion cells
The suggested structure contains of course different inter-
faces between VFC and IFC which are indicated in Figure
1 by the connections between the outputs of the two FCs and
the AI-inputs of the opposite FC.
The output of the IFC will contain information about the
cameras movements in a higher granularity as the raw in-
put values (e.g. camera pose). The VFC will deliver scene
structure estimates. Both signals can be collected in an addi-
tional visual-inertial fusion cell (IVFC) which realises a final
refinement of structure and motion. Noteworthy there is of
course the possibility that the separate FCs contain also sub-
FCs for the realisation of their function.
Details about the implementation of the IFC and the VFC can
be found in Sections IV and V respectively, while ideas for
the realisation of the IVFC are collected in Section VI.
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B. Hardware prototype
The current hardware platform used for the implementation
of the shown architecture consists on a visual-inertial sensory
unit build from a greyscale Unibrain Fire-i digital camera and
a 9-DoF inertial unit, as shown in Figure 2.
Figure. 2: Hardware prototype of the visual-inertial sensory
unit
The inertial unit is inspired by the standard configuration of a
multi-sensor orientation system (MODS) as defined in [49].
The used system consists of a LY530AL single-axis gyro and
a LPR530AL dual-axis gyro both from STMicroelectronics,
which are measuring the rotational velocities about the three
main axis of the inertial coordinate system ICS (see Figure
2). The accelerations for translational movements are mea-
sured by a triple-axis accelerometer ADXL345 from Ana-
log Devices. Finally a 3-DoF magnetometer from Honey-
well (HMC5843) is used to measure the earth gravitational
field. All IMU sensors are connected to a micro controller
(ATMega 328) which is responsible for initialisation, signal
conditioning and communication. The data from all sensors
are transferred from the MODS to a standard PC. The digital
camera is connected to a PC by using a standard Firewire-
interface (IEEE1394).
The whole implementation of the different FCs is realised on
the standard PC, as described in the subsequent sections.
IV. Inertial Fusion Cell (IFC)
The inertial route contains all the steps which are necessary
to determine position and orientation of the MODS (which is
rigidly attached to the camera). As already indicated in Sec-
tion III-B the used MODS consists of three orthogonal ar-
ranged accelerometers measuring a three dimensional accel-
eration ab = [ax ay az]
T normalised with the gravitational
acceleration constant g. Here b indicates the actual body co-
ordinate system in which the entities are measured. In addi-
tion three gyroscopes measuring the corresponding angular
velocities ωb = [ωx ωy ωz]
T around the sensitivity axes of
the accelerometers. Also magnetometers with three perpen-
dicular sensitivity axes are used to sense the earth’s magnetic
fieldmb = [mxmymz]
T .
Classical approaches for inertial navigation are stable-
platform systems which are isolated from any external rota-
tional motion by specialised mechanical platforms. In com-






































Figure. 3: Computational elements of an INS
sensors are mounted rigidly to the device (here: the camera).
In such a strapdown system it is necessary to transform the
measured quantities of the accelerometers into a global co-
ordinate system by using known orientations computed from
gyroscope measurements.
In general the mechanisation of a strapdown inertial naviga-
tion systems (INS) can be described by the computational
elements indicated in Figure 3.
The main problem with this classical framework is that lo-
cation is determined by integrating of measurements from
gyros (orientation) and accelerometers (position). Due to su-
perimposed sensor drift and noise, which is especially for
MEMS devices not neglectable, the errors for the egomotion
estimation tend to grow unbounded. Besides that the dan-
ger of ambiguities during initialisation of initial conditions
is given. It was shown e.g. by [16] that a combination with
magnetometers can help to reduce drift error.
The calibration of IMUs can be realised by moving the IMU
with specialised mechanical platforms or industrial robots to
known orientations with precisely controlled accelerations
and rotational velocities. This provides a possibility for the
determination of calibration parameters for a given sensor
model and allows a signal correction.
So the final framework for pose estimation considers two
steps: an orientation estimation and a position estimation as
shown in Figure 4. In terms of FCs the whole procedure can
again described as a sub-network of FCs which are located
inside the inertial fusion cell of the overall system design, as
indicated in Figure 1. In comparison to the classical strap-
down mechanisation as described e.g. in [51, 60] the sug-
gested approach here incorporates also the accelerometers
for orientation estimation. The suggested fusion network is
visualised in the following figure, whereat the different sub-
fusion processes are described in subsections IV-A and IV-B.
A. Fusion for orientation
The estimation of the orientation of the MODS is realised in
most approaches just based on information from the magne-
tometer and the gyroscopes. The most simple approach is
the implementation based only on a single integrator. Due
to the fact that the MEMS-implementation of the gyroscopes
is suffering from an immense drifting error such a system is
only stable for short-term sequences. The following Figure
5 gives an indication for the accumulated drifting error over
time, while on the left hand side a comparison between the
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Figure. 4: System design of the inertial fusion cell (IFC)
true and the determined angle (here: roll) is shown and on the
right hand side the corresponding residual. It can be easily
seen that over time the error is accumulated over time.









































Figure. 5: Drifting error of gyroscope measurements
The general idea for compensating the drift error of the gyro-
scopes is based on using the accelerometer as an additional
attitude sensor for generating redundant information. Due
to the fact that the 3-DoF accelerometer measures not only
(external) translational motion, but also the influence of the
gravity it is possible to calculate the attitude based on the
single components of the measured acceleration. This is of
course only true if no external force is accelerating the sen-
sor. So there are to questions which have to be answered: 1.
How it is possible to calculate the attitude from accelerome-
ter measurements? and 2. How external translational motion
can be handled? Both problems can be solved by following a
two-stage switching behaviour inspired by work presented in
[47]. At this point it should be pointed out that measurements
from the accelerometers can only provide roll and pitch angle
and the heading angle has to be derived by using the magne-
tometer instead.
Figure 6 gives an illustration about the geometrical relations
between measured accelerations due to gravity and the roll
and pitch angle of the attitude. By this it follows that the















The missing heading angle can be recovered by using the
readings from the magnetometer and the already determined
roll and pitch angles. Here it is important to consider that
the measured elements of the earth magnetic field have to be
transformed to the local horizontal plane (tilt compensation).










Figure. 6: Geometrical relations between measured accel-
erations due to gravity and the roll and pitch angle of the
attitude
Xh = mx · cφ+my · sθ · sφ−mz · sθ · sφ
Yh = my · cθ +mz · sθ
ψ = arctan 2 (Yh, Xh)
(3)
Based on these findings a discrete Kalman filter bank (DKF-
bank) is implemented which is responsible for the estimation
of all three angles of Ξ. For the pitch and the roll angle the
same DKF-architecture is used, as indicated in Figure 8-(a).
In comparison to that the heading angle is estimated by a al-
ternative architecture as shown in Figure 8-(b).
All DKFs are mainly based on the classical structure of a
Kalman filter (see [12]) which consists of a first prediction
of states and subsequent correction, where the two states are
the unknown angle ξ and the bias of the gyroscope bgyro. The
Kalman filtering itself is composed from the following clas-
sical steps, whereat the following descriptions are simplified
to a single angle ξ.
1) Computation of an a priori state estimate x−k+1
As already mentioned the hidden states of the system are
x = [ξ,bgyro]
T. The a priori estimates are computed by
following the following relations:
ω̂k+1 = ωk+1 − bgyrok





Here the actual measurements from the gyroscopes ωk+1 are
corrected by the actually estimated bias bgyrok from the for-
mer iteration, before the actual angle ξk+1 is computed.
2) Computation of a priori error covariance matrix P−k+1
The a priori covariance matrix is calculated by incorporat-
ing the Jacobi matrix A of the states and the process noise
covariance matrixQK as follows:







Figure. 7: Local horizontal plane as a reference
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Figure. 8: (a) - Discrete Kalman filter (DKF) for estimation of roll and pitch angles based on gyroscope and accelerometer
measurements; (b) - DKF for estimation of yaw (heading) angle from gyroscope and magnetometer measurements
The two steps 1) and 2) are the elements of the prediction
step as indicated in Figure 8.
3) Computation of Kalman gainKk+1
As a prerequisite for computing the a posteriori state estimate






Hk+1 ·P−k+1 ·HTk+1 +Rk+1
)−1
(6)
4) Computation of a posteriori state estimate x+k+1
The state estimate can now be corrected by using the calcu-
lated Kalman gain Kk+1. Instead of incorporating the ac-
tual measurements as in the classical Kalman structure the
suggested approach is based on the computation of an angle
difference ∆ξ. The difference is a comparison of the angle
calculated from the gyroscope measures and the correspond-
ing attitude as derived from the accelerometers, respectively
the heading angle from the magnetometer, as already intro-
duced in the introduction of this chapter. So the relation for
x+k+1 can be formulated as:
x+k+1 = x
−
k+1 −Kk+1 ·∆ξ (7)
At this point it is important to consider the fact that the atti-
tude measurements from the accelerometers are only reliable
if there is no external translational motion. For this an exter-
nal acceleration detection mechanism is also part of the fu-
sion procedure. For this reason the following condition (see










If the relation is fulfilled there is no external acceleration and
the estimation of the attitude from accelerometers is more
reliable than the one computed from rotational velocities as
provided by the gyroscopes. Noteworthy for real sensors an
adequate threshold ϵg is introduced to define an allowed vari-
ation from this ideal case. If the camera is not at rest the ob-
servation variance for the gyroscope data σ2g is set to zero. So
by incorporating the magnitude of the acceleration measure-
ments as ∥a∥ and the earth gravitational field g = [0, 0,−g]T






∥a∥ − ∥g∥ < εg
otherwise
(9)
A similar approach is chosen to overcome the problems with
the magnetometer measurements in magnetically distorted
environments for the DKF for the heading angle. Instead
of gravity g the magnitude of the earth magnetic field m is





∥m∥ −mdes < εm
otherwise
(10)
5) Computation of posteriori error covariance matrixP+k+1




k+1 −Kk+1 ·Hk+1 ·P−k+1 (11)
B. Fusion for position
At this point the orientation of the camera is known and by
following the classical strapdown mechanisation, as shown
in Figure 4, the next steps for position estimation consist of
the transformation from body-coordinate frame to the global
navigation coordinate system and the double integration of
accelerometer measurements.
In the actual configuration of the system all measurements
are resolved in a body-coordinate frame, rather than a global
inertial system. Hence, the position p can only be obtained
by double integration of the body accelerations a, when a
known orientationΞ = [ϕ θ ψ]T is available that allows a ro-
tation from body frame B to reference (or navigation) frame
N by using the direct cosine matrix (DCM) Cbn, defined as
follows5:
4mdes describes the magnitude of the earth’s magnetic field (e.g. 48 µT
in Western Europe)
5For simplification: sα = sin(α) and cβ = cos(β)
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 q21 − q22 − q23 + q24 2 (q1q2 + q3q4) 2 (q1q3 − q2q4)2 (q1q2 − q3q4) −q21 + q22 − q23 + q24 2 (q2q3 + q1q4)
2 (q1q3 + q2q4) 2 (q2q3 − q1q4) −q21 − q22 + q23 + q24
 (12)
Cbn =




The DCM can also be expressed in terms of an orientation
quaternion q = [eT , q4]T , where e = [q1, q2, q3]T describes
the vector part and q4 is the scalar part of q. Equation 12
shows the relation between Cbn and a computed q. A de-
tailed introduction in quaternions for representing rotations
can be found in [52].
The actual position is computed by double integration of ac-
celerometer measurements.
C. Evaluation
The evaluation of the orientation estimation was realised by
attaching the VISrec!-prototype to an industrial robot plat-
form. A ABB IRB1400 industrial robot as shown in Figure
9 was used to generate different motion patterns where the
ground truth data is known.
Figure. 9: ABB industrial robot for determination of ground
truth motion data
At this point the following figure gives just an impression
about the performance of the DKF approach in comparison
to the usage of gyroscopes alone, whereat the roll angle is
shown for vibration without motion (Figure 10-(a)) and for
a specified rotation pattern (Figure 10-(b)). It can be clearly
seen that the DKF is improving the situation enormously in
terms of long-time stability and accuracy by the incorpora-
tion of accelerometer attitude measurements.
The same experiment is also done for the yaw angle and us-
ing the magnetometer as an additional information source.
By observation of the residuals (Figure 11-right) it can be de-
termined that the accuracy of orientation estimation can also
be increased for this case. Noteworthy the performance for
the heading angle is of course dependent of the environmen-
tal magnetic disturbances during the measurements which





































Figure. 10: Results of orientation estimation for the roll an-
gle for (a): no rotations only noise and vibration; (b): rotation
pattern
was one sever problem during the data acquisition near the
moving industrial robot. Due to the definition from Equation
10 the system is relying completely on gyroscope measure-
ments if the magnetic disturbance exceeds over a specified
threshold.















































Abb. 11.1.9. Darstellung Yaw-Winkel und des absoluten Fehlers. 
Figure. 11: Results of orientation estimation for the yaw an-
gle for a specified motion pattern left: estimated angle; right:
residual
V. Visual Fusion Cell (VFC)
For the VFC classical SfM algorithms have to be reconsid-
ered and evaluated for their applicability in the given con-
text, but most of those methods are fundamentally offline in
nature (see e.g. [46]) due to their structure based on batch-
computation. Especially those methods proposed for 3D
model generation are mostly based on analysing a complete
given image sequence and not successive frames. An exam-
ple of such an approach can be found in [23]. Recently new
approaches for SLAM, as those proposed by [21], are highly
focused on the ability for high frame-rate real-time perfor-
mance motivated by the intended usage in mobile robotics,
but the focus is not a dense and accurate 3D reconstruction of
the scene but rather a robust localisation. Thus this method-
ology is also labelled as visual odometry (VO). For the im-
plementation of a mobile on-the-fly scene acquisition device
the recently developed methods for SfM and SLAM have to
be combined, due to the goal of a sequentially growing scene
structure model which consists of reliable 3D feature points
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acquired in real-time during camera motion. Figure 12 illus-
trates the main stages of the VFC as described in the remain-








Figure. 12: Overview of the elements of the visual fusion
cell
A. Initialisation of structure model
The VFC of the two-track system design consists of two sep-
arate steps: the initialisation of the structure model and the
sequential SfM. The initial structure model is generated at
the beginning of the data acquisition and can be used during



















Figure. 13: Elements of the initialisation phase for the VisR
The Figure 13 gives an overview about the different elements
of the initialisation phase as described in the following sub-
sections, starting with the acquisition of the initial sequence
in section V-A.1, followed by the recovery of motion infor-
mation for initial keyframes in sections V-A.2 and V-A.3 and
the subsequent generation of an initial model, as described
in sections V-A.5 and V-A.5. Finally a bundle adjustment
scheme, as described in subsection V-A.6 is used for optimi-
sation of the initial model.
1) Acquisition of the initial sequence
Due to the fact that the usage of the five-point relative pose
algorithm as proposed by [42] in 2004 leads to a scale ambi-
guity for the translational motion it is necessary for the gen-
eration of the initial structure model to capture an initial se-
quence where the translational motion between the first and
the last frame is approximately known. This can be done in
the final scheme of the two-track system design to use posi-
tion information from the IFC. For the first tests, as explained
here, a fixed translational motion of 600 mm is assumed and
the operator of the camera has to manually start and finish the
acquisition of the initial sequence, e.g. by pressing a button.
By incorporating this initial guess of the translational motion
it is possible to get a more adequate initial reconstruction of
the feature points which is an important factor for the final
bundle adjustment, because only ”good” initial values guar-
antee an optimal convergence of the nonlinear optimisation
routine.
The initial sequence is acquired during the camera is moved
in front of the object by approximately 600 mm in one di-
rection. Figure 14 illustrates the acquisition of the initial se-
quence which contains of n frames. The overall translation
between the first frame of the sequence I1 and the last one
(In) is assumed as t13 = [tinit, 0, 0]T , where tinit repre-
sents a fixed known translation between the first and the last










Figure. 14: Acquisition of the initial sequence
From the overall frames of the initial sequence three
keyframesQ1,Q2 andQ3 are selected.
The three keyframes are used subsequently for the estimation
of the relative pose and the partial stereo reconstruction of the
observed object as described in the following sections.
2) Relative pose estimation between key frames
The three first keyframes of the initialisation sequence are
used to generate two relative pose estimates by following
general five-point relative pose algorithms as the one pro-
posed by [42]. For this at least five points (Pi) have to be
matched successfully between two of the three keyframes.
The general problem of relative pose estimation based on
a set of 2D/2D correspondences can be formulated as the
recovery of time-varying parameters of a cameras egomo-
tion Rk, tk from corresponding image feature coordinates
[ui,k, vi,k]
T . In this context it is necessary to distinguish two
different setups: the calibrated or uncalibrated camera setup.
The relative pose parameters Rk, tk are directly related to
the essential matrix E as defined as follows:
Ek = Rk [tk]× (14)
The essential matrix describes the general epipolar relations
for a stereo image pair. Here Xi describes a point in the
world coordinate system which is imaged on the two image
planes Π and Π′. So two corresponding image feature points
are localised at xi, respectively x′i.
In general for an image point in homogeneous coordinates
x = [u v 1]
T in image I and an corresponding image point
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x′ = [u′ v′ 1]T in image I′ the simplified epipolar constraint
as shown in the following equation is true:
q′TEq = 0 (15)
Where q and q′ are computed by multiplication of the image
points with the inverse of the predetermined calibration ma-
tricesK andK′ of the camera. Those coordinates are called
camera normalised coordinates.
q = K−1x and q′ = K′−1x′ (16)
The intrinsic calibration matrices K and K′ are determined
within a prior calibration routine following the procedure of
the Camera Calibration Toolbox of Bouguet.
K is in general composed as shown in Equation 17, where the
parameters uo and v0 describe a translation along the image
plane and αu, αv and γ describe scale changes along the
image axes and a rotation in the image plane (see [9]).
K =
 αu γ u00 αv v0
0 0 1
 (17)
The definition in equation 16 shows also the relation between
the essential and the fundamental matrix F:
F = K−TEK′−1 (18)
F can be used to define the general epipolar constraint as
shown in Equation 19.
x′TFx = 0 (19)
One important constraint for estimation of both essential and
fundamental matrix is the fact that both matrices are singular.
So their determinants are both zero:
det(F) = 0 and det(E) = 0 (20)
During the last decades many different algorithms are deal-
ing with estimating both the essential and fundamental ma-
trix from point correspondences. The approach which is
mostly used in literature over years is the so called eight
point algorithm which is widely used to estimate F and sub-
sequently derive E by following Equation 18. A detailed
description can be found e.g. in [26].
By using the additional constraint from Equation 20 it is pos-
sible to reduce the minimal number of points for estimating
E to seven. As indicated by [26] it is necessary to normalise
the point correspondences due to the dependency of the esti-
mation techniques to the range of the measured values. For
this case Hartley suggested an isotropic scaling which can
be summarised as translate all points (in inhomogeneous co-
ordinates) so that their mean coordinate is at the origin and




It was shown by [44], that an additional property, as shown
in Equation 21 of the essential matrix, which can be derived
from the fact that the two non-zero singular values of E are
equal, can be used to reduce the sufficient number of points







E = 0 (21)
It was shown in an experimental evaluation by [48] that the
usage of five-point algorithms outperforms other techniques,
especially for noisy data. Even if [14] suggested a combina-
tion of an eight-point and an five-point estimator as the op-
timal solution for robust relative pose, the current approach
considers the five-point relative pose estimator as suggested
by [42]. A experimental evaluation of different techniques
is provided in [3]. Each pair of corresponding points in
the images x is leading to one equation following the con-
straint shown in Equation 15. [42] suggests the formulation
q˜T E˜ = 0, as shown in Equation 26.
For all five point correspondences the following 5x9 data ma-








q˜5[1] · · · q˜5[1]
 (23)
The solution for E is found by first decomposing Q˜ by
singular value decomposition (SVD) (see [14]) or QR-
factorisation (see [42]) to compute the null space. The null
space is leading to vectors A˜, B˜, C˜ and D˜. Than the follow-
ing linear combination is leading to the essential matrix:
E = a · A˜+ b · B˜+ c · C˜+ d · D˜ (24)
It should be stated here that the four scalar values a,b,c and
d are just defined up to a common scale, so it can be as-
sumed that d = 1. Substituting Equation 24 into the con-
straints as shown in Equations 19 and 21 the problem can be
formulated as ten polynomials of third degree. Nister sug-
gested an algorithm for solving the problem to recover the
unknowns of the system and recovering the essential ma-
trix E, whereat up to ten solutions are possible. In recent
years different methods for the final estimation of E were
suggested in literature. The original algorithm proposed by
Nister in [42] uses Sturm sequences to solve a univariate for-
mulation of the problem. Later [55] proposed a more effi-
cient procedure based on Groebner bases. It was suggested
by [61] that a formulation as a polynomial eigenvalue prob-
lem is more straightforward and leads to solutions which are
numerically more stable. The different methods were evalu-
ated in terms of accuracy and robustness against noise for the
current project (see [3]).
In most cases the feature detection and matching routine will
produce more than the minimum set of five correct point cor-
respondences. In those cases the ”best” solution can be found
by evaluating a defined error metric. Different kinds of error
metrics are defined in literature. So [48] suggests the usage
of the Sampson error metric de over all matches ℓ, which




















[26] uses the classic algebraic error based on the simplified
epipolar constraint as already defined in Equation 15. An-
other error metric is the symmetric squared geometric error,
as suggested by [14]:
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3) Recovering motion parameters
Once the essential matrix is known the egomotion of the
camera between two successive frames can be retrieved from
E. It has to be stated here that E can just be recovered up
to scale. There is also an ambiguity, such that there are four
possible solutions regarding the rotation matrix and the trans-
lation vector.
The first step in determining R and t from E is the com-
putation of the singular value decomposition (SVD) of the
essential matrix:
E ∼ UΣVT (27)
As it was shown in [58, 26] the four possible solutionsR and
t can be composed based on two different solutions for the
rotation matrix Ra, Rb and two different solutions for the
translation ta, tb as follows: {Ra, ta}, {Rb, tb}, {Ra, tb}
and {Rb, ta}.
The definition of the solutions is based on the following def-









Ra andRb are defined as follows:
Ra = UDV




 0 1 0−1 0 0
0 0 1

This four-fold ambiguity can be solved by using the cheiral-
ity constraint, which states that the observed feature points
have to be located in front of both cameras. For this it is nec-
essary to reconstruct the three-dimensional coordinates of at
least one feature point by using standard triangulation meth-
ods and the four possible solutions for the motion parame-
ters. Only in one of those cases the reconstructed point lies
in front of both cameras which means that the z-coordinate
is bigger than zero.
[42] suggested a more efficient method to test the cheirality
constraint which just uses one triangulation and subsequent
testing of additional properties which can lead directly to the
correct configuration.
4) Guided-RanSaC for handling outliers
Usually the feature detection and matching routine will pro-
vide more than five corresponding points between two suc-
cessive frames of the image sequence. However, it is very
likely that the set of point matches contains also a non neg-
ligible number of wrong matches (outliers). So there is the
open question of choosing the optimal point correspondences
for the relative pose estimation.
Thus in literature the calculation of the essential matrix is
realised by following Random Sample Consensus (RanSaC)
which randomly selects a minimal subset of the data (here:
five point matches) and generates an estimate for E based on
those points. Finally all other points are tested against the ac-
tual estimation of the essential matrix (e.g. by checking the
simplified epipolar constraint from Equation 15). If a suf-
ficient number of point matches are following the estimated
model it is assumed to be a correct estimate, otherwise the
next minimal subset of points is sampled and the procedure
starts again.
Due to the iterative character of the RanSaC approach its us-
age is neglected within this framework. Instead of a random
sampling which treats all samples equally a guided sampling
based on a-priori known measures from the feature detection
and matching procedure is used here. Similar ideas are de-
scribed by [38] and [56] within their GOODSaC and GuiSaC
procedures.
Most feature detection methods lead to a score which can be
interpreted as kind of a distinctiveness measure6 ξ and also
the matching procedure leads to a similarity measure ρ. For
the experiments incorporating Harris features the distinctive-
ness V[u,v] at the corner positions defines ξ. These informa-
tion sources are weighted by factors wξ and wρ to compute
an indicator τ which can be interpreted as the likelihood for
being a correct or wrong match.
For the estimation of E at least five matches are neces-
sary. Hence, the minimal sample sets (MSSs) consist of five
matches which are sampled from the set of matches presorted
with respect to τ . An iterative procedure is generating esti-
mates for E by Nisters five-point algorithm until a test of the
actual configuration produces a Sampson error de over all
matches ℓ below a specified threshold dlim. The definition of
de can be found in Equation 25. Besides that, the number of
inliers produced by the actual configuration ofE is evaluated
for the stop criterion. The whole procedure for estimating
relative camera pose can be described by the following Al-
gorithm 1.
The whole routine is used to generate an estimate for E,
whereat it is of course also necessary to apply the concept
of the guided-RANSAC scheme for handling the outliers in
the set of matched point features. Furthermore the rotation
matrix R and the translation t are extracted by SVD and
subsequent evaluation of the cheirality constraint. The ar-
bitrary scale of t is determined by incorporating the assump-
tion for tinit as the translational movement during the acqui-
6It should be stated that the general term distinctiveness describes dif-
ferent properties for different feature detectors. So the distinctiveness for
a corner-detector would be labelled more exactly as ”cornerness” while the
features extracted by Fast-Radial Symmetry Transform (FRST) (see [54])
are selected based on their ”roundness”.
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Algorithm 1 Guided-RanSaC procedure for camera egomo-
tion estimation
1: Detect n features in I and m features in I′ and compute
ξi : i ∈ {1...n} and ξ′j : j ∈ {1...m}
2: Find ℓ corresponding points qk and q′k and compute ρk
with k ∈ {1...ℓ}
3: for all found matches ℓ do
4: {Calculate likelihood for being a correct match}
5: τ k = wξξk + wρρk
6: end for
7: Sort all found matches x and x′ by τ
8: Transform x and x′ to normalised coordinates q and q′
9: Sample N MSSs from sorted matches
10: while (de < dlim) ∧ (g ≤ N) ∧ (h > hlim) do
11: Estimate E with MSS g : g ∈ {1...N}
12: Calculate de over ℓ matches
13: Calculate number of inliers h with actual E
14: end while
15: ExtractRa,Rb and ta, tb from E by SVD
16: Chose correct solution for R and t by cheirality con-
straint
sition of the initial sequence. The following figure gives an
overview about the whole procedure, where xQj−k describe
















RQ1-3, tQ1-3 RQ1-2, tQ1-2 RQ2-3, tQ2-3
Figure. 15: Relative pose estimation based on three
keyframes
5) Preliminary Stereo Triangulation
The generated estimates for R and t are used subsequently
to determine the preliminary scene model. For this the ob-
served point features which were successfully tracked during
the acquisition of the initial sequence, are reconstructed in
3D by standard triangulation techniques (see e.g. [26]). Due
to the fact that the translation t can only be recovered up to
an arbitrary scale by Nisters algorithm and the used proce-
dure, which involves the usage of tinit is only an assumption
about the translational motion between the first and the last
frame, the unknown scale between the different two-frame
reconstructions has to be resolved. For this the procedure of
[27] was used to estimate the scale s by minimising the term




describes the 3D reconstruction of the i-th feature point
found in both keyframes Qj and Qk. The minimisation of






i − s ·C XQ1−3i
)
(30)
6) Optimisation of initial scene model
The initial reconstruction of the scene structure is used as a
base for a further refinement by using classical Bundle Ad-
justment (BA). BA performs a simultaneous optimisation of
3D structure and camera egomotion by minimising the dif-







. In this context the camera
or projection matrix of the k-th frame Pk is used to compute
the estimated projections of the 3D structure by following the
projection shown in Equation 31, where ∼ indicates equality
up to scale. Here P x˜ki describes the i-th 2D point in pixel
coordinates for the k-th frame of a sequence in homogenous
coordinates. Kk is the corresponding intrinsic camera matrix
andRk and tk are the corresponding extrinsic parameters for
the rigid transformation.





In general this projection can be formulated by using the pro-
jection or camera matrix Pk = Kk [Rk| − tk] as follows:
P x˜ki ∼ Pk CX˜ki (32)
The procedure of BA consists an interleaving approach based
on ideas in [27] and [57] which decouples structure and mo-
tion optimisation. The following subsections describe the
structure and motion estimation with BA in detail. Besides
that it is shown which data is used as initial estimates for
both scene structure and camera egomotion, because the pro-
vision of adequate initial estimates is crucial for the success
of BA-algorithms.
Optimisation of scene structure
The scene structure optimisation is based on the minimisa-
tion of the difference between estimated and measured im-
age feature locations. For this the projection in Equation 32
is used as a reference.
The optimisation incorporates all m features, which could
be tracked through the whole initialisation sequence with n
frames. So the optimal 3D point location for all features can
be computed by minimising the following term:
n∑
k=1












The minimisation is realised in MATLAB by using the
Nelder-Mead method as described in [7], where the recon-
structed 3D points from the two stereo pairs are used as the
initial estimate of scene structure.
Optimisation of camera egomotion
The initial estimates for the camera movement are generated
by interpolating the calculated rotations and translations be-
tweenQ1 andQ2, respectivelyQ1 andQ3 from David Nis-
ters algorithm.
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The minimisation is based on a nested optimisation proce-
dure which runs one optimisation of scene structure for each




















It should be stated that it is necessary to update the elements
of Pk for each new iteration of the Nelder-Mead method.
The following figure gives an example for an initial scene
model for a planar object (checkerboard on a wall) and the
corresponding camera egomotion.
Figure. 16: Example for an initial scene model and the cor-
responding camera egomotion
B. Sequential SfM
The initial scene model is then used to estimate the camera
pose based on 2D/3D correspondences between image fea-
tures and a scene model which contains calibrated feature
positions. For this the 4-point algorithm suggested by [15],
because this procedure is also working for a unknown focal
length of a camera. This is important to consider if the focal
length of the camera can change during the scene acquisi-
tion. The following Figure 17 gives an impression about the
general configuration of the four-point problem, whereat the
relation between object model and image features in the ac-
tual frame is visualised.
One major issue in this context is the successful detection and
tracking of at least four feature points between the acquired
frames and the initial scene model. Of course it is also nec-
essary to add adequate points to the 3D world model to guar-
antee also the possibility to move around the object which
is necessary acquire a complete 3D representation from all
sides of the scene. The different parts of the sequential SfM
are described in detail in the following paragraphs.
1) Feature detection and matching
The reconstruction of a 3D scene or object from 2D image
sequences and the estimation of the camera trajectories are
always based on generating correspondences between ex-
tracted features from two or more successive frames. For this
reason the task can be subdivided into the detection of visual
landmarks and their matching in successive frames (image
registration) of the sequence. Those features could be of var-
ious appearances, whereat most SfM algorithms are based on











Figure. 17: General configuration of the four-point absolute
pose problem
(corners, junctions, etc.) is a well studied field in image pro-
cessing (see [40]). Also recently published methodologies as
SIFT (see [36]) and SURF (see [8]) have drawn the attention
of researchers due to their tolerance to scale, illumination and
pose variations which can considerably increase the robust-
ness of the registration procedure. For first experiments the
Harris corner detector as described by [25] was used for find-
ing distinctive features in the images. The Harris-features
are located at the maxima of the local image autocorrelation









fx(i, j) · fy(i, j)∑
(i,j)∈Ω






The distinctiveness V[u,v] of the points is computed by eval-
uatingA at image position [u, v] in the following manner:
V[u,v] = det(A[u,v] − k · trace(A[u,v])2 (35)
2) Feature tracking
The feature tracking procedure is based on ideas mainly
developed by [53] and [31]. Whereat the combination of
Markov chains (Kalman filter) and graphical models is used
for a robust tracking in 3D. The predicted feature positions
are reprojected and based on the reprojected 2D image co-
ordinates a search region for the feature matching proce-
dure can be defined. This is realised by an area-based ap-
proach which compares intensity-patches around the feature
positions from two successive frames by following the non-
parametric ordinal measure as described by [11]. A com-
parative study of area-based matching techniques in [2] has
shown that the ordinal measures outperforms other classical
approaches in terms of robustness. Nevertheless there are
many possible reasons for wrong matches, as shown e.g. by
[6].
3) Absolute pose estimation
As already mentioned above the estimation of the abso-
lute pose is realised by following the algorithm proposed in
[15]. The suggested method uses a Groeber basis technique
which solves a system of algebraic equations derived from
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the number of 2D/3D correspondences generated by the fea-
ture tracking and matching routine.
VI. Inertial-Visual Fusion Cell (IVFC)
As mentioned before, one motivation for the implementation
of a loosely coupled system as a first stage in the develop-
ment process is the possibility to run both routes indepen-
dently. This allows a deep analysis and evaluation of both
tracks. By this it will be easily possible to give evidence
for the aiding character of the IMU to the SfM-procedure by
comparing results of the SfM with and without inference of
the inertial track. For the combination of both tracks two
unidirectional interfaces will be established between the two
routes, as it was shown in Figure 18.
It should be pointed that the visual- and inertial-route will
be operating at different frequencies due to the implied sen-
sor devices and the computational elements of both tracks.
So for the implementation of the interfaces it is important
to consider the multi-rate character of the different measure-
ments. As it was already stated one major problem of the
visual measurements is the missing robustness and computa-
tional complexity of the feature extraction and tracking. By
integrating the pose predictions of the IMU it is possible to
considerably limit the search space for feature tracking, be-
cause there is an expectation where those features are posi-
tioned in the new frame. For this each new feature point in-
serted into the scene graph is described by a Hidden Markov
Model (HMM) (see [20]) for tracking the new feature posi-
tion based on egomotion estimates from visual and inertial
cues.
Moreover it is possible to pre-warp the extracted patches for
feature matching based on estimated camera pose. For this
the patches are assumed to be locally planar as visualised in
Fig. 18. Thus a homography as shown in the Equation 36
Figure. 18: Locally planar patches for pre-warping
can be computed which relates the patch appearance from
one frame to another. HereK is the intrinsic camera matrix,
R and t describe the rotation and translation between cam-
era poses, n is the surface normal, which can be estimated
by following the algorithm described in [21], and xp is the






During times of rapid camera movements strength motion
blur exists in the imaged frames, so there is the danger that
vision-based estimation of egomotion is not possible. In such
periods the inertial route would be able to fill the gaps and
leading the system while the vision-module is almost not in
operation. It was shown by [30] that such a strategy is able
to compensate missing measurements from the vision sensor.
On the other hand the estimated camera motion from SfM
can be used to bound the drift error of the IMU which is a
logical consequence from necessary double integration. This
is possible due to the generation of position measurements
of the visual route and provides a possible solution for an
extension of accurate inertial pose predictions for long-term
sequences. The realisation of fusing both pose estimates is
based on an additional Kalman filter scheme, which incor-
porates the uncertainties of the separate tracks. It should be
pointed out here that the suggested two track system fuses
in the Kalman stage pose estimates from both routes which
provides the possibility for a relatively simple system and
measurement model. It was shown by [17] that it is also pos-
sible to fuse the measurements from the MEMS IMU (e.g.
3D acceleration and rotational velocity) directly with pose
estimates from the visual route.
VII. Conclusions and future work
The paper proposed a framework for visual-inertial scene re-
construction, whereat the main focus lies on the two distinc-
tive fusion cells for visual and inertial information alone. The
actual configuration consists of a parallel fusion network as
indicated in Figure 1.
The authors developed also the scheme of a monolithic sys-
tem design which combines in a single FC the measurements
of all four sensory units. The following figure indicates the























Figure. 19: Monolithic System Design
In such a monolithic or tightly-coupled approach the differ-
ent sensor units are not longer handled as two separate mod-
ules. The camera and the MODS are interpreted as a single
visual-inertial sensing device, which provides typical iner-
tial measurements (3D acceleration, angular velocities, earth
magnetic field) and feature correspondences as visual mea-
sures. Thus the Feature detection and matching processor
are formally included in the single measuring unit in this ap-
proach. Therefore the definition and implementation of this
routine is one major task in this field. Based on the findings
from the first stage of the project an enhancement and pos-
sible expansion of feature handling is planned at this stage.
Furthermore a strategy for handling of multi-rate signals has
to be considered and implemented based on the used sensor
devices for inertial and visual sensing. Here especially the
work of [1], which suggests a multi-rate Unscented Kalman
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Filter (UKF) for camera egomotion estimation, shows the po-
tential of multi-rate (MR) sensor fusion.
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Abstract—The estimation of a camera’s egomotion is a
highly desireable goal in many different application fields
such as augmented reality (AR), visual navigation, robotics or
entertainment. Especially for real-time modeling the former
estimation of the camera trajectory is an elementary step
towards the generation of three dimensional scene models.
This paper presents a framework for simultaneous recovery of
scene structure and camera motion by combining visual and
inertial cues. For this purpose two different system designs are
proposed: a loosely-coupled system and a monolithic design,
which adapts ideas from non-linear state estimation as extended
Kalman filtering (EKF) for structure and motion recovery.
Index Terms—Structure from Motion (SfM), Sensor Fusion,
Interial Sensing, Stapdown algorithm, Scene Acquisition, Com-
puter Vision, Extended Kalman filtering
I. INTRODUCTION
The self-acting estimation of a camera’s ego-motion has
been a fundamental problem of computer vision for decades.
Especially for augmented reality (AR) applications the vision-
based recovery of cameras trajectory has become an important
problem and many different solutions have been proposed in
recent years.(see [7]) Besides that, the estimation of camera
pose is a necessary prerequisite for estimating scene structure
based on monoscopic image sequences. Those vision-based
techniques for 3D scene or object modeling are already
introduced, but their usage in real-world applications is still
limited due to several problems related to robustness and
computational costs. Therefore the usage of laser-scanners is
still the dominant technology in this field. One of the major
drawbacks of those structure from motion (SfM) algorithms
are the high computational costs or the necessary batch-type
computations1 as used in classical factorization methods. Thus
there is no possibility for estimating camera pose in real time
by applying most of the recently proposed methods (see [23]).
On the other hand since all SfM-algorithms are based on
finding corresponding distinctive features in subsequent frames
of a video sequence the accuracy of those methods is mainly
influenced by the robustness of the used feature extraction
1Batch-type methods compute an estimate of camera trajectory only if all
images of a sequence are already given.
and matching procedures. Due to these problems with clas-
sical vision-based techniques for camera pose recovery from
monocular image sequences the concept of aided-SfM (aSfM)
has been established in recent years. In this context especially
the field of simultaneous localization and mapping (SLAM) for
robotics benefited enormously from sensor fusion methodolo-
gies. Here vision-based systems were integrated into a sensor
environment containing additional sensing modalities such as
from GPS, Time-of-Flight sensors (ToF) or inertial measure-
ment units (IMU). For the observed problem of robust esti-
mation of camera trajectories and simultaneous 3D-modeling
of scenes or objects the general idea can be transferred by
integrating visual and inertial sensing modalities. This paper
will introduce a general concept for the development of a
visual-inertial scene acquisition (VISA) device which realizes
robust recovery of a camera’s egomotion and scene structure
in real time. Major aim of this framework is the evaluation
of existing methodologies in the fields of SfM, SLAM and
sensor fusion for their usage in a hand-held multisensory scene
acquisition device, which can be manually operated by a user.
In this context it will be necessary to show the potential of
such a system in comparison to already existing vision-only
scene modeling algorithms. This is achieved by implementing
a prototype of a loosely-coupled system based on ideas by [6]
and [4]. In this constellation the visual- and inertial-route are
running almost independently from each other. In comparison
to that, it is being contemplated to combine the measurements
of both devices in a monolithic inertial-visual system later
on. In such a concept non-linear state estimation methods are
implemented in a single filtering-stage for estimating structure
and motion from 2D-image streams and inertial measurements.
The remainder of this paper is organized as follows: Section
II describes the motivation for the idea of inertial aSfM and
identifies the relational properties of the different modalities.
Section III gives an overview of the loosely-coupled system
design, whereat the integrated visual- and inertial-routes are
discussed separately before interfaces between both tracks are
identified. Section IV presents the proposal of a monolithic
system. Finally section V analyzes the suggested concept and
covers future work.
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II. MOTIVATION FOR INERTIAL AIDED SFM
As it was already shown by [5] also primates and even
humans are using inertial information from the inner ear and
visual cues to orientate and navigate in unknown environments
while simultaneously creating a three dimensional map of
the observed scene (see [15] for more information). For
integrating more than one modality it is important to consider
the sensor-sensor (relational) properties of the involved sensor.
As suggested by [19] the relational properties of adequate
measurements should be heterogeneous, complementary and
asynchronous. Table I gives an overview of those relations for
visual and inertial sensing modalities.
TABLE I
RELATIONAL PROPERTIES OF VISUAL AND INERTIAL SENSING
Visual sensing Inertial Sensing
Sensing spatial derivative Sensing spatial derivatives with order 1
with order 0 (position) (gyroscopes - angular velocities) and order 2
(accelerometers - translational accelerations)
Long-term estimation Short-term estimation for
for slow and smooth motion rapid and unpredicted movements
Operating frequency: 5-30 Hz Operating frequency: 50-1000 Hz
The first row of Table I shows the complementary character
of the measurements provided by visual and inertial sensors.
Due to the different robustness for different types of motion
patterns (second row) the modalities can also be labelled as
heterogeneous. The asynchronous behavior of both measure-
ments is assured due to their different operating frequencies
(see last row).
III. LOOSELY-COUPLED INERTIAL ASFM
The first milestone in the development of an inertial aSfM
device is the implementation of a loosely-coupled system
based on ideas presented in [6] and[15]. Here both tracks
(visual and inertial) run almost separate in such a way that
there are different ego-motion estimates from the inertial route
(InR) and from the visual route (VisR). As shown in Figure
1 it is possible to use the available results of one route to
improve the results of the second track in terms of accuracy,
robustness, long-time stability and computational efficiency.
To clarify the design of the system the following sections
III-A and III-B will introduce the different routes separately
before the idea of the loosely-coupled system and the corre-
sponding interfaces between both tracks is discussed in section
III-C.
A. Inertial Route (InR)
The inertial route contains all steps which are necessary to
determine the position and orientation from the meaurements
of the inertial measurement unit (IMU). The IMU consits of
three orthogonal arranged accelerometers measuring a three
dimensional accelation ab = [ax ay az]
T normalized with the
gravitational acceleration constant g. In addition three gy-
rosopes measuring the corresponding angular velocities ωb =
[ωx ωy ωz]
T around the sensivity axes of the accelerometers.
Classical approaches for inertial navgation are stable-plattform
Fig. 1. Loosely coupled system combining visual and inertial route
systems which are isolated from any external rotational motion
by specialized mechanical plattforms. Nowadays both sensor
types are available in the low-cost segment as micro-machined
electromechanical systems (MEMS) as described in [10]. This
provides the potential for the usage of such 6 DoF2-IMUs
in an embedded device. In comparison to the classical stable
platform systems the sensors are mounted rigidly to the device
(here: the camera). In such a strapdown system it is necessary
to transform the measured quantities of the accelerometers
into a global coordinate system by using known orientations
computed from gyroscope measurements. In general the mech-
anisation of a strapdown inertial navigation systems (INS) can
be described by the computational elements indicated in Figure
2.
The calibration of IMUs can be realized by moving the IMU
Fig. 2. Computational elements of an INS
with specialized mechanical platforms or industrial robots to
known orientations with precisely controlled accelerations and
rotational velocities. This provides a possibility for the deter-
mination of calibration parameters for a given sensor model
and allows a signal correction. In the actual configuration of
the system all measurements are resolved in a body-coordinate
frame, rather than a global inertial system. Hence, the position
p can only be obtained by double integration of the body
2DoF: Degrees of freedom
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accelerations a, when a known orientation Ω = [ϕ θ ψ]T is
available that allows a rotation to the reference axes by using
the direct cosine matrix Cbn
3, defined as follows.
Cbn =
 cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψcθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ
 (1)
As in the first experiments with an implementation of
the shown INS-procedure the estimation of attitude was de-
termined by relying only on measurements from the three
gyroscopes non-satisfactory results were achieved due to the
immense drifting error. Thus an expansion to the classical
strapdown approach was developed which incorporates a two-
stage switching architecture inspired by the work of [25].
The major idea is based on using attitude estimates from the
accelerometers as a redundant information source. Basically
those estimates can be only realized based on measurements
of the gravitational field. During times of translational motion
of the camera the gravitational field can not be computed due
to the external acceleration which can not be seperated from
the gravitational forces in the acceleration measurements. So
a switching behaviour has to be implemented which is based
on the detection of external acceleration. For this reason the








If the relation is fulfilled there is no external acceleration
and the estimation of the attitude from accelerometers is
more reliable than the one computed from rotational velocities
as provided by the gyroscopes. Noteworthy for real sensors
an adequate threshold σ is introduced to define an allowed
variation from this ideal case.
This detector for external acceleration is used to change the
system model of a Kalman filter which estimates the correct
attitude of the camera. The general system structure of the
attitude estimator is shown in Figure 3, whereat the system
models and structure of the Kalman filter is adapted from [25].
Fig. 3. Two-stage Attitude Estimator
B. Visual Route (VisR)
For the visual route of the loosely coupled system classical
SfM algorithms have to be reconsidered and evaluated for
their applicability in the given context, but most of those
methods are fundamentally offline in nature (see e.g. [24]
3For simplification: sα = sin(α) and cβ = cos(β)
Fig. 4. Visual Route
due to their structure based on batch-computation. Especially
those methods proposed for 3D model generation are mostly
based on analyzing a complete given image sequence and
not successive frames. An example of such an approach
can be found in [10]. Recently new approaches for SLAM,
as those proposed by [9], are highly focused on the ability
for high frame-rate real-time performance motivated by the
intended usage in mobile robotics, but the focus is not a
dense and accurate 3D reconstruction of the scene but rather
a robust localization. Thus this methodology is also labeled
as visual odometry (VO). For the implementation of a mobile
on-the-fly scene acquisition device the recently developed
methods for SfM and SLAM have to be combined, due to
the goal of a sequentially growing scene structure model
which consists of reliable 3D feature points acquired in real
time during camera motion. Figure 4 illustrates the main
stages of the VisR as described in the remainder of this section.
1) Feature Detection and Matching Processor: The recon-
struction of a 3D scene or object from 2D image sequences and
the estimation of the camera trajectories are always based on
generating correspondences between extracted features from
two or more successive frames. For this reason the task can
be subdivided into the detection of visual landmarks and
their matching in successive frames (image registration) of
the sequence. Those features could be of various appearances,
whereat most SfM algorithms are based on point features,
because the identification of distinctive points (corners, junc-
tions, etc.) is a well studied field in image processing (see
[20]). Also recently published methodologies as SIFT (see
[16] and SURF [2] have drawn the attention of researchers
due to their tolerance to scale, illumination and pose vari-
ations which can considerably increase the robustnes of the
registration procedure. For first experiments the Harris corner
detector as described by [11] was used for finding distinctive
features in the images. The matching procedure is realized
by an area-based approach which compares intensity-patches
around the feature positions from two successive frames by
following the non-parametric ordinal measure as described by
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[3]. A comparative study of area-based matching techniques
in [1] has shown that the ordinal measures outperforms other
classical approaches in terms of robustness. Figure 5 shows
an example for feature matching between two frames of the
image stream.
Fig. 5. Feature detection and matching
2) Motion Processor: The prediction of cameras ego-
motion is a prerequisite for the recovery of the three di-
mensional scene structure. For this the estimation of the
essential matrix E as a first step is realized by incorporated
matched features between subsequent images. For an image
point in homogeneous coordinates x = [u v 1]T in image I
and an corresponding image point x′ = [u′ v′ 1]T in image I′
the simplified epipolar constraint as shown in the following
equation is true:
q′TEq = 0 (3)
Where q and q′ are computed by multiplication of the
image points with the inverse of the predetermined calibration
matrices K and K′ of the camera:
q = K−1x and q′ = K′−1x′ (4)
The definition of the essential matrix as shown in the following
equation states that the rotation matrix R and the translation
vector t of the camera relations can be recovered from E by
using singular value decomposition (SVD). Here four possible
solutions can be evaluated by following cheirality constraint
as shown in [22].
E = [tx]R (5)
It was shown that at least five point correspondences are
necessary to calculate E by using the algorithm proposed by
[22] which is based on running a Gauss-Jordan elimination
for the given set of equations. It can be stated in general that
the given correspondences are incorporating outliers (wrong
matches). So in most cases the essential matrix is calculated
by following Random Sample Consensus (RANSAC) which
iteratively and randomly selects a minimal subset of the
data and based on a probability measure it is stated if a
good subsample was chosen. Due to the iterative character
of the RANSAC approach its usage is neglected within this
framework. Instead of a random sampling which treats all
samples equally a guided sampling based on a-priori known
measures from the feature detection and matching procedure is
used here. Similar ideas are described by [18] and [28] within
their GOODSaC and GuiSaC procedures.
Most feature detection methods lead to a score which can
be interpreted as kind of a distinctiveness measure4 ξ and
also the matching procedure leads to a similarity measure ρ.
These information sources are weighted by factors wξ and wρ
to compute an indicator τ which can be interpreted as the
likelihood for beeing a correct or wrong match.
For the estimation of E at least five matches are necessary.
Hence, the minimal sample sets (MSSs) consist of five matches
which are sampled from the set of matches presorted with
respect to τ . An iterative procedure is generating estimates
for E by Nisters five-point algorithm until a test of the actual
configuration produces a Sampson error5 de over all matches



















Besides that, the number of inliers produced by the actual
configuration of E is evaluated for the stop criterion. The
whole procedure can be described by the following algorithm.
Detect n features in I and m features in I′ and compute
ξi : i ∈ {1...n} and ξ′j : j ∈ {1...m}
Find ℓ corresponding points qk and q′k and compute ρk
with k ∈ {1...ℓ}
for all found matches ℓ do
{Calculate likelihood for beeing a correct match}
τ k = wξξk + wρρk
end for
Sort all found matches x and x′ by τ
Transform x and x′ to normalized coordinates q and q′
Sample N MSSs from sorted matches
while (de < dlim) ∧ (g ≤ N) ∧ (h > hlim) do
Estimate E with MSS g : g ∈ {1...N}
Calculate de over ℓ matches
Calculate number of inliers h with actual E
end while
Extract R and t from E by SVD
Figure 6 gives an example for the estimated epipolar
geometry for synthetic data. Here the left figure illustrates
the epipolar relations I → I′ and the right one for the
opposite direction. The epipolar lines l and l′ are calculated
by following [26] as follows:
I→ I′ : l′ = Eq and I′ → I : l = ETq′ (7)
4It should be stated that the general term distinctiveness describes different
properties for different feature detectors. So the distinctiveness for a corner-
detector would be labelled more exactly as ”cornerness” while the features
extracted by Fast-Radial Symmetry Transform (FRST) (see [27]) are selected
based on their ”roundness”.
5The Sampson error is also used to find the correct solution from the up
to ten solutions produced by the five-point algorithm.
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Fig. 6. Estimated epipolar geometry (red) and true configuration (blue)
3) Structure Processor: The reconstruction of 3D world
coordinates from point correspondences is carried out by using
a standard triangulation method as shown in [22]. As it was
stated in [21] for small translational movements between two
frames the data for reconstruction by triangulation is ill-posed.
Thus a key frame selection technique is necessary to guarantee
relatively wide baselines between two key frames Fn−1 and
Fn. This can be realized by introducing the following selection
criterion for a new key frame:
• If the number of matches between the last keyframe Fn−1
and the actual frame of the sequence Ik is less than a
specified threshold Ik−1 is choosen as a new keyframe
Fn
The reconstruction is only based on matches between key
frames Fn−1 and Fn, while the relative pose is calculated
between all sucessive frames of the sequence Ik−1 and Ik.














































Fig. 7. Key frame selection and reconstruction
New points acquired are integrated in a structure model
which incorporates ideas from [14] where new points are
sequentially integrated into a scene graph during scene ac-
quisition and revisited features are updated based on a graph-
matching procedure. The assignment problem during the Bi-
parite Graph Matching (BGM) for 3D-3D correspondences is
solved by applying Hungarian method on a proximity matrix
incorporating euclidean distance in 3D.
C. Visual-Inertial interfaces
As mentioned before, one motivation for the implementation
of a loosely coupled system as a first stage in the development
process is the possibility to run both routes independently.
This allows a deep analysis and evaluation of both tracks. By
this it will be easily possible to give evidence for the aiding
character of the IMU to the SfM-procedure by comparing
results of the SfM with and without inference of the inertial
track. For the combination of both tracks two unidirectional
interfaces will be established between the two routes, as it was
shown in Figure 1. It should be pointed that the visual- and
inertial-route will be operating at different frequencies due to
the implied sensor devices and the computational elements of
both tracks. So for the implementation of the interfaces it is
important to consider the multi-rate character of the different
measurements. As it was already stated one major problem
of the visual measurements will be the missing robustness
and computational complexity of the feature extraction and
tracking. By integrating the pose predictions of the IMU it
is possible to considerably limit the search space for feature
tracking, because there is an expectation where those features
are positioned in the new frame. For this each new feature
point inserted into the scene graph is described by a hidden
markov model (HMM) (see [8]) for tracking the new feature
position based on ego motion estimates from visual and
inertial cues. Moreover it is possible to pre-warp the extracted
patches for feature matching based on estimated camera pose.
For this the patches are assumed to be locally planar. Thus
a homography as shown in the following equation can be
computed which relates the patch appearance from one frame
to another. Here K is the intrinsic camera matrix, R and t
describe the rotation and translation between camera poses, n
is the surface normal, which can be estimated by following the







During times of rapid camera movements strength motion
blur exists in the imaged frames, so there is the danger that
vision-based estimation of ego-motion is not possible. In such
periods the inertial route would be able to fill the gaps and
leading the system while the vision-module is almost not in
operation. It was shown by [13] that such a strategy is able
to compensate missing measurements from the vision sensor.
On the other hand the estimated camera motion from SfM
can be used to bound the drift error of the IMU which is a
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logical consequence from necessary double integration. This is
possible due to the generation of position measurements of the
visual route and provides a possible solution for an extension
of accurate inertial pose predictions for long-term sequences.
IV. MONOLITHIC SYSTEM DESIGN
The loosely-coupled system is an adequate setup to identify
the potentials of using a visual-inertial approach for 3D
scene acquisition. Based on the findings by implementing and
analyzing the two separate routes it is possible to design a
single monolithic system for SfM which does not fuse results
from SfM and strapdown navigation but the measurements
of the IMU and vision-sensor are directly integrated into one
system. By following this philosophy it is possible to orientate
on GPS/INS-integration as a typical example for the direct
fusion of sensor measurements. Those realizations are often
labelled as tightly coupled systems (see [12]). Those systems
are always based on non-linear state-estimators for fusing the
measurements from two or more sensors with the goal of
























Fig. 8. Monolithic System Design
In such a monolithic or tightly-coupled approach the dif-
ferent sensor units are not longer handled as two separate
modules. The camera and the IMU are interpreted as a
single visual-inertial sensing device, which provides typical
IMU measurements (3D acceleration, angular velocities) and
feature correspondences as visual measures. Thus the Feature
detection and matching processor are formally included in the
single measuring unit in this approach. Therefore the definition
and implementation of this routine is one major task in this
field. Based on the findings from the first stage of the project
an enhancement and possible expansion of feature handling is
planned at this stage. Furthermore a strategy for handling of
multi-rate signals has to be considered and implemented based
on the used sensor devices for inertial and visual sensing.
V. CONCLUSION
The proposed concept contains two different methodologies
for the estimation of a camera’s egomotion and simultane-
ous recovery of the three dimensional structure of a scene.
The suggested loosely-coupled system with its corresponding
interfaces between separate visual- and inertial-routes is rep-
resenting a simple and straightforward implementation of an
inertial-aSfM algorithm. This approach is able to show the
potentials of visual-inertial sensing for camera pose estimation
and scene modeling [17].
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Affine geometric distortion, 102
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Damage analysis, 195, 196
Development contradiction, 40
Digitized shape editor, 200
Direct Linear Transformation, 159
Direction cosine matrix, 73
Discrete Kalman filter, 70
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Dual-track system design, 51


















General projection matrix, 117
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Hidden Markov models, 75
Homography estimation, 100
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Industrial camera prototype, 233
Industrial robot, 105
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Microsoft Kinect, 233, 237
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Object of interest, 167




Parallel fusion network, 57
Phase-shifted sinusoidal patterns, 15
Photogrammetry, 16
Photometric stereo, 16
Point cloud registration, 141
Point clustering, 168
Point spread function, 8
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Single node iterative network, 58
Situation analysis, 35
Small-scale embedded prototype, 233
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