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1. Введение
Ученые во время проведения своих исследований сталкиваются с
проблемой поиска научных конференций для нахождения релевантных
статей и публикации собственных исследований. При этом количество
статей, конференций и публикаций постоянно растет. Решением этой
проблемы может выступать рекомендательная система, которая для
конкретного исследователя будет рекомендовать релевантные для него
конференции.
1.1. Рекомендательные системы
Рекомендательные системы предсказывают, какие объекты могут
быть интересны пользователю, исходя из его профиля и информации
об объектах. Три самых популярных метода реализации — это колла-
боративная фильтрация, контентно-ориентированный подход и объеди-
нение этих двух методов — гибридный подход.
Коллаборативная фильтрация Основная идея коллаборативной
фильтрации состоит в том, чтобы вычислять рекомендации на основе
оценок объектов пользователями. При это существуют две разновидно-
сти этой техники.
Первая —memory-based. В данной технике строиться матрица “поль-
зователи - объекты”, где Mui обозначает рейтинг пользователя u, дан-
ный объекту i. Потом для каждого объекта считается рейтинг по фор-
муле
rui =
P
v2Ni wivruvP
v2Ni jwivj
где rui - предсказанный рейтинг объекта i для пользователя u, wiv - вес
между объектами i и v, Ni - k ближайших объектов к i по весу. Знаме-
натель используется для нормализации и является опциональным. Для
измерения веса может использоваться, например, косинус или корре-
ляция. Если вес считается между пользователями, то данный подход
называется user-based, если между объектами, то item-based.
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Вторая – model-based. В этой технике строится модель, используя
алгоритмы машинного обучения такие, как SVD [18], нейронные се-
ти [10], генетические алгоритмы [3] и так далее.
Основная проблема, возникающая при коллаборативном подходе –
проблема холодного старта. Это ситуация, когда появляется новый объ-
ект, у которого нет оценок, или новый пользователь, который не оценил
ни один объект.
Контентно ориентированный подход Контентно-ориентированный
подход в отличие от коллаборативной фильтрации использует внут-
ренние свойства объектов, а не оценки пользователей. Для фильмов,
например, это могут быть жанр, актёры, длительность и так далее.
Объект представляется как вектор, представляющий эти свойства. Со-
ответственно в общем данный подход можно разбить на 3 части [6]:
• Content-analyzer — выделяет свойства и приводит их к числовому
виду
• Profile-learner — обучается на этих данных, либо строит матрицу
весов
• Filtering component — рекомендует объекты, используя прошлый
компонент и профиль пользователя
При данном подходе главной проблемой являются выбор свойств и
привидение их к численному виду. Для привидения текстовой инфор-
мации к векторному представлению часто используется TF-IDF [11].
Гибридный подход Гибридный подход совмещает несколько алго-
ритмов, для того, чтобы избавиться от их недостатков и совместить до-
стоинства. Существует несколько вариантов объединения результатов,
например, взвешенная сумма, объединение или пересечение результа-
тов, передача результатов одного алгоритма в другой.
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1.2. Измерение результатов
Методы оценки качества рекомендательных алгоритмов можно раз-
делить на два вида: те, которые используют реальных пользователей
(Online), и те, которые используют сохраненные статические данные о
пользователях и объектах (Offline). [15]
К первому типу можно отнести A/B тесты и опрос пользователей.
A/B тестом называется исследование, при котором пользователей раз-
бивают на две группы. Первая группа использует один алгоритм, вто-
рая другой, и производится измерение качества по выбранной метрике
на каждой группе.
Ко второму типу относится кросс-валидация. Это тип исследования
качества алгоритма, при котором уже сохраненные, статические дан-
ные разбиваются на k частей. Одно часть называется тестовой — на ней
проводится измерение качества работы алгоритма по метрике. Осталь-
ные части называются тренировочными. На них производится обучение
алгоритма.
Метрики качества работы Существует несколько метрик для оцен-
ки качества работы рекомендательного алгоритма, среди них можно
выделить:
• Среднеквадратичная ошибка (MSE) — E(^  )2, где ^ — предска-
занное, а  — истинное значение
• Средняя абсолютная ошибка (MAE) — Ej^   j, где ^ — предска-
занное, а  — истинное значение
• Precision-recall кривая — график, где на одной оси находится
precision, а на другой — recall. Precision — статистическая метрика,
вычисляемая по формуле:
Precision =
True positives
True positives + False positives
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Recall также является статистической метрикой:
Recall =
True positives
True positives + False negatives
Количественной мерой, показывающей качество алгоритма явля-
ется площадь под графиком (AU-PR). Максимально возможным
значением является единица, в таком случае precision равен едини-
це при любом recall. Это обозначает, что сначала рекомендуются
все релевантные объекты.
• ROC-кривая — график, показывающий отношение между True
positive rate (True positive rate = True positivePositive ) и False positive rate
(False positive rate = False positiveNegative ). Мерой качества также является
площадь под графиком (AUC). У идеального алгоритма она также
равна единице.
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2. Постановка задачи
Целью данной работы является:
• Реализовать гибридную рекомендательную систему для предска-
зания релевантных конференций для исследователей, используя
контентно-ориентированный и коллаборативный подход
• Данные для данной работы должны быть взяты с DBLP [2] . DBLP
— это система, которая индексирует научные статьи, конферен-
ции и авторов. Данная система была выбрана по причине нали-
чия большой базы (3.3 млн. публикаций, 1.7 млн. авторов, 4.7 тыс.
конференций на май 2016) и возможности скачать эту базу.
• Провести измерение полученных результатов
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3. Обзор рекомендательных систем
В данном обзоре представлены некоторые коллаборативные,
контентно-ориентированные и гибридные системы.
3.1. Контентно-ориентированные
В контентно-ориентированных системах используются внутренние
свойста объекта. Если одно из свойств представляет из себя текст, то
его надо преобразовать к векторному виду, для применения какой-либо
математической модели.В работе, описывающей рекомендации статей
на основе оценок пользователем предыдущих, это преобразование де-
лается с помощью TF-IDF. [4]
Также в контентно-ориентированных системах применяются мето-
ды машинного обучения. Например в системе, которая рекомендует
книги, используется наивный байесовский классификатор для класси-
фикации текста. [7]
3.2. Коллаборативные
В memory-based варианте коллаборативного подхода сначала стро-
ится матрица “пользователи-объекты”, а уже на основе ее — матри-
ца весов. При этом если размерность матрицы “пользователи-объекты”
очень большая, но данная матрица является разряженной, то имеет
смысл делать расчет весов только между объектами, между которыми
есть хотя бы один пользователь. Такой подход применяется в системе
рекомендаций интернет-магазина Amazon. [5]
Другой способ уменьшения размерности — кластеризация. Сначала
данные разбиваются на кластеры, например алгоритмом k-means1. А
уже алгоритм рекомендации применяется отдельно для каждого кла-
стера. [17]
1https://en.wikipedia.org/wiki/K-means_clustering
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3.3. Гибридные
Гибридные системы объединяют в себя несколько алгоритмов, как
правило коллаборативный и контентно-ориентированный. Существуют
несколько способов объединения алгоритмов, например как взвешен-
ная сумма рейтингов [1] или как объединение списков рекомендаций от
обоих подходов. [16]
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4. Коллаборативный подход
Исходя из постановки задачи алгоритм должен состоять из двух
частей — коллаборативного и контентно-ориентированного подхода. В
данной части будет рассмотрен коллаборативный.
4.1. Алгоритм
В работе используется item-based memory-based алгоритм, потому
что матрица item-item получается более плотная и информативная, чем
user-user и сложность по времени и по памяти построения матрицы ве-
сов O(n2) где n — количество объектов для item-based и n — количество
пользователей для user-based. А число конференций намного меньше,
чем число пользователей.
Алгоритм состоит из 4 частей:
• Вычислить матрицу “пользователи - конференции”
• Вычислить матрицу весов “конференции-конференции” по форму-
ле
Wab =
ab
jajjbj
- косинус между векторами
• Вычислить рейтинг для пользователя по формуле
rcu =
P
d2Cu wcd
jCuj
rcu — рейтинг конференции c для пользователя u. Cu — множество
конференций, на которых был пользов атель u. wcd — вес между
конференциями c и d. jCuj - количество конференций, на которых
был пользователь u.
• Рекомендовать все объекты, у которых рейтинг выше установлен-
ного порога
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4.2. Инструменты
Реализация производилась на языке Python, так как он удобен для
машинного обучения и научных расчетов из-за существования таких
библиотек, как numpy[19] , scipy[13] , scikit-learn[12] .
4.3. Реализация
Матрица “пользователи-конференции” является разреженной (сред-
нее количество пользователей на конференции равно 372, а общее ко-
личество пользователей больше миллиона). Поэтому между многими
конференциями нет ни одного пользователя, и вес равен нулю. Ис-
ходя из этого, вес стоит считать только между теми конференция-
ми, между которыми есть хотя бы один пользователь. А саму мат-
рицу “пользователи-конференции” хранить в виде разреженной матри-
цы [14] .
Матрица весов “конференции-конференции” была построена по сле-
дующему алгоритму:
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C - множество всех конференций
Uc - множество пользователей на конференции c
Cu - множество конференций пользователя u
Mod - предпосчитанный заранее массив модулей векторов конферен-
ций Modi = jij
M - матрица ”пользователи - конференции” Mcu = 1 если пользователь
u был на конференции c
W - матрица весов Wij - вес между конференциями i и j
1: for i 2 C do
2: for u 2 Uc do
3: for j 2 Cu do
4: Wij =
jfk;Mik=Mjk=1gj
ModiModj
5: end for
6: end for
7: end for
После этого рейтинги для пользователя u могут быть построены по
следующему алгоритму:
C - множество всех конференций
Cu - множество конференций пользователя u
W - матрица весов Wij - вес между конференциями i и j
ru - массив рейтингов конференций для пользователя u
1: for c 2 C do
2: rcu =
P
d2Cu wcd
jCuj
3: end for
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5. Контентно-ориентированный подход
5.1. Алгоритм
Для реализации контентно-ориентированного подхода был состав-
лен список из всех слов, входящих в заголовки статей на конференции.
Идея состоит в том, чтобы на основе данных слов измерять “похожесть”
конференций.
Алгоритм выглядит следующим образом:
• Для каждой конференции составить список слов, входящих в за-
головки статей с данной конференции.
• Привести слова к нормальной форме используя стемминг2.
• Отбросить стоп-слова. В данном случае это слова, которые встре-
чаются больше 50000 раз, это слова, которые используются в об-
щей речи и не несут смысловой нагрузки, например артикли. И
слова, которые встречаются один раз, так как они не будут влиять
на результат вычисления весов.
• Вычислить матрицу “конференции-слова”, где на пересечении сло-
ва и конференции стоит TF-IDF слова. TF-IDF — отношение коли-
чества употреблений слова в заголовках публикаций данной кон-
ференции к количеству употреблений в заголовках всех публика-
ций.
• Вычислить матрицу “конференции-конференции”, аналогично кол-
лаборативному алгоритму, используя косинус между векторами.
• Вычислить рейтинг для пользователя по формуле
rcu =
P
d2Cu wcd
jCuj
rcu — рейтинг конференции c для пользователя u. Cu — множество
конференций, на которых был пользователь u. wcd — вес между
2https://en.wikipedia.org/wiki/Stemming
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конференциями c и d. jCuj - количество конференций, на которых
был пользователь u.
5.2. Реализация
При реализации также возникли проблемы с памятью и скоростью
вычислений. Но в данном случае матрица “конференции-слова” вышла
не такой разряженной, как при коллаборативном варианте и поэтому
вариант с разреженной матрицей не подошел. Вместо этого была ис-
пользована библиотека pytables[9] , которая позволяет хранить numpy
массивы на диске, а не в оперативной памяти. При этом операция чте-
ния выполняется дольше, чем операция скалярного умножения векто-
ров, поэтому для того что бы уменьшить количество обращений к дис-
ку, матрица считывается блоками 500 * 500.
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6. Гибридный подход
Гибридный подход был реализован как взвешенная сумма коллабо-
ративного и контентно-ориентированного алгоритма.
Формула:
rh =   rcf + (1   )  rcb, где rh обозначет рейтинг гибридной си-
стемы, rcf — коллаборативной, rcb — контентно-ориентированной. a -
выбирается по результатом тестирования, которое описано в следую-
шем разделе.
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7. Измерение результатов
7.1. Описание методов
Измерения качества алгоритма проводилось с использованием кросс-
валидации. Это техника оценки качества предсказательного алгоритма,
при котором данные разбиваются на k частей, на k–1 части произ-
водится обучение, а на одной — проверка. . В данной работе данные
разбиваются на две части, соответственно половина используется как
тренировочная, половина — как тестовая выборка.
В качестве метрик используются precision и recall3. Precision, в дан-
ном случае, — отношение верно порекомендованных конференций ко
всем рекомендованным. Recall — отношение верно порекомендованных
ко всем верным.
7.2. Распределение данных
Пользователи по количеству конференций распределены следую-
щим образом:
3https://en.wikipedia.org/wiki/Precision_and_recall
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57,50%
15,50%
27%
1 конференция 2 конференции больше 2 конференций
Рис. 1: Распределение пользователей по количеству конференций
Для тех, у кого одна конференция, провести кросс-валидацию по
конференциям не возможно. Для пользователей с двумя конференция-
ми был посчитан precision при recall, равном одному. Это значение по-
казывает, сколько в среднем надо порекомендовать конференций, для
того чтобы выдать релевантную. И для последней группы была посчи-
тана precision-recall кривая.
7.3. Пользователи с двумя конференциями
Была выбрана группа из 1500 пользователей, на которых была про-
ведена кросс-валидация и посчитано значение precision при recall, рав-
ном единице.
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Коллаборативный подход Контентно-ориентированный  подход
Рис. 2: Значение precision
7.4. Пользователи, у которых больше двух конфе-
ренций
В данном случае также были выбраны 1500 пользователей, но вме-
сто вычисления precision при recall, равном единице, была построена
precision-recall кривая.
Сначала будет рассмотрен пример вычисления precision-recall кри-
вой для рекомендации одному пользователю, а после этого уже усред-
ненное значение для 1500.
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Рис. 3: Precision-recall кривая
Рекомендации Веса № Точки
STACS 0.4415
ESA 0.4384
ISTCS 0.4007
SODA 0.2369 1 (0, 0)
ICALP 0.2243 2
FOCS 0.2207 3 (1/3, 1/3)
STOC 0.2084 4 (2/3, 1/2) 
ICALP (1) 0.1999 5
SWAT 0.1967 6
ISAAC 0.1871 7
MFCS 0.1808 8
LATIN 0.1655 9
WAOA 0.1538 10
WADS 0.1512 11
FSTTCS 0.1457 12
WG 0.1452 13
APPROX-RANDOM 0.1452 14
COCOON 0.1401 15
SPAA 0.1333 16 (1, 3/16)
Рис. 4: Пример выдачи рекомендаций
На Рис. 4 представлена рекомендация пользователю, у которого
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шесть конференций: STACS, ESA, ISTCS, FOCS, STOC, SPAA. С по-
мощью кросс-валидации данные конференции были разбиты на две ча-
сти, половина пошла в тренировочную, половина — в тестовую выбор-
ку.Зеленым обозначены тренировочные, а желтым — тестовые данные.
Рис. 3 показывает precision-recall кривую для данной рекомендации.
Первые три конференции из тренировочной выборки, и они не участ-
вуют в расчете кривой. Рассмотрим четыре точки на кривой. Первая
— (0; 0), она говорит о том, что в начале рекомендуется не релевантная
конференция. Вторая — (13 ; 13) — первая релевантная конференция на-
ходится на третьем месте, соответственно precision и recall равны 13. На
четвертом месте снова идет релевантная конференция, precision равен
1
2 , recall — 23. Последняя рекомендуется на шестнадцатом месте, соот-
ветственно precision равен 316 , recall равен 1.
Количественной мерой, показывающей качество алгоритма являет-
ся площадь под графиком (AU-PR). У идеального алгоритма она равна
единице. В таком случае precision равен одному при любом recall и пер-
выми рекомендуются релевантные конференции.
Теперь будет рассмотрен пример усредненного графика precision-
recall кривой для 1500 пользователей.
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Рис. 5: Усредненная precision-recall кривая
На Рис. 5 фиолетовым обозначен коллаборативный, а зеленым —
контентно-ориентированный алгоритм. Как видно на графике, площадь
под коллаборативным алгоритмом примерно в 2 раза больше. Значит в
среднем он работает лучше.
7.5. Гибридный алгоритм
Как уже было описано, гибридный алгоритм был реализован с ис-
пользованием взвешенной суммы. Тестирование состоит в подборе веса
 в формуле rh =   rcf + (1   )  rcb. Для тестирования пользова-
тели были разбиты на две группы — на тех, у кого от двух до шести
конференций и на тех, у кого больше шести.
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Рис. 6: Значение AU-PR относительно весового коэффициента для
пользователей, у которых от двух до шести конференций. Верхняя зеле-
ная линия обозначает максимальное значение AU-PR. Нижняя — зна-
чение AU-PR при коллаборативном подходе.
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Рис. 7: Значение AU-PR относительно весового коэффициента для
пользователей, у которых от двух до шести конференций в увеличенном
масштабе. 23
Как видно на Рис. 6 и Рис.7 гибридная модель дала прирост отно-
сительно коллаборативной для данной группы пользователей. Макси-
мальное значение AU-PR для гибридной модели равно 0.1314 (при 
равном 0.805), а для коллаборативной 0.1298. Таким образом прирост
составил 1.25% по данной метрике.
Далее таким же образом рассматривается отношение AU-PR и веса
 для группы пользователей, у которых больше шести конференций.
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Рис. 8: Значение AU-PR относительно весового коэффициента для
пользователей, у которых больше шести конференций. Верхняя зеленая
линия обозначает максимальное значение AU-PR. Нижняя — значение
AU-PR при коллаборативном подходе.
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Рис. 9: Значение AU-PR относительно весового коэффициента для
пользователей, у которых больше шести конференций в увеличенном
масштабе. 25
Как видно на Рис.8 и Рис.9 для данной группы пользователей ги-
бридная модель также дала прирост, но он оказался меньшим. Воз-
можно это потому, что для пользователей у которых много конферен-
ций коллаборативная модель работает лучше, чем для пользователей,
у которых количество конференций невелико. Максимальное значение
AU-PR для гибридной модели равно 0.1862 (при  равном 0.755). Для
коллаборативной модели значение AU-PR равно 0,1855. Таким образом
гибридная модель дала прирост 0.37%.
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Заключение
• Была реализован гибридный рекомендательный алгоритм, состоя-
щий из коллаборативного и контентно-ориентированного подхода.
• Было проведено тестирование с использование метрик precision и
recall. По результатам тестирования гибридная модель превзошла
коллаборативную. При этом лучший прирост она показала для
пользователей с небольшим числом конференций.
• Итоговая формула для гибридной системы : rh = 0:8 rcf +0:2 rcb
• Код работы доступен по адресу : [8]
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