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The authors would like to correct an error in the original paper [P. Gwiazda et al., Renormalized
solutions on nonlinear elliptic problems in generalized Orlicz spaces, J. Differential Equations 253 (2)
(2012) 635–666], which was kindly pointed out to us by Olivier Guibé. In the proof of Proposition 5.3
the conclusion of Step 1 was wrong and therefore we present here the proof based on a different
argument. The consideration presented below should be inserted instead of Steps 1–3 in the proof of
Proposition 5.3 (pp. 651–656) and Remark 1 should be inserted instead of Remarks 5.2, 5.3 (pp. 656–
657). We sincerely apologize for our mistake.
Step 1. Let us introduce the auxiliary sequence which we can choose from the Galerkin approximation
(which is subscribed by k, but in the next steps k means the level of truncation) of (Eε, fε) as follows:
uδ = ukε(k) with δ = δ(k) = 1k > 0 such that Tk(uδ) ∈ W 1,∞0 (Ω) for each δ and
uδ → u a.e. in Ω, (C1)
∇Tk(uδ) ∗⇀ ∇Tk(u) weakly-* in LM
(
Ω;Rd), (C2)
∇Tk(uδ) ⇀ ∇Tk(u) weakly in L1+ν
(
Ω;Rd) (C3)
as δ → 0.
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limsup
ε↓0
∫
Ω
a
(
x,∇Tk(uε)
) · ∇Tk(uε)dx
∫
Ω
αk · ∇Tk(u)dx. (C4)
To this end we ﬁx k, l > 0, take ϕ = hl(uε)(Tk(uε) − Tk(uδ)) as a test function in (Eε, fε) and obtain:
∫
Ω
T1/ε
(
βε
(
x, T1/ε(uε)
))[
hl(uε)
(
Tk(uε) − Tk(uδ)
)]
dx
+
∫
Ω
a(x,∇uε) · ∇
[
hl(uε)
(
Tk(uε) − Tk(uδ)
)]
dx
+
∫
Ω
F
(
T1/ε(uε)
) · ∇[hl(uε)(Tk(uε) − Tk(uδ))]dx
=
∫
Ω
T1/ε( f )
[
hl(uε)
(
Tk(uε) − Tk(uδ)
)]
dx. (C5)
We denote (C5) by
I0ε,δ + I1ε,δ + I2ε,δ = I3ε,δ.
First we focus on easier terms – I0ε,δ , I
2
ε,δ and I
3
ε,δ . As
I0ε,δ =
∫
Ω
T1/ε
(
βε
(
x, Tl+1(uε)
))[
hl(uε)
(
Tk(uε) − Tk(uδ)
)]
dx
for ε > 0 small enough, using (54) (i.e. Tk(uε) → Tk(u) strongly in Lp(Ω) for p ∈ [1,∞) and a.e.
in Ω), (5) (i.e. β0(·, l) ∈ L1(Ω) for each l ∈R), the Lebesgue Dominated Convergence Theorem and the
property (C1) we get
lim
δ→0 limε↓0 I
0
ε,δ = 0.
Let us write
I2ε,δ = I2,1ε,δ + I2,2ε′δ ,
where
I2,1ε,δ =
∫
Ω
F
(
T1/ε(uε)
) · ∇(Tk(uε) − Tk(uδ))hl(uε)dx,
I2,2ε,δ =
∫
F
(
T1/ε(uε)
) · ∇uεh′l(uε)(Tk(uε) − Tk(uδ))dx.
Ω
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I2,1ε,δ =
∫
Ω
F
(
Tl+1(uε)
) · ∇(Tk(uε) − Tk(uδ))hl(uε)dx,
therefore by (54) and (55) (i.e. ∇Tk(uε) ⇀ ∇Tk(u) weakly in L1+ν(Ω;Rd)) and (C3) it follows that
lim
δ→0 limε↓0 I
2,1
ε,δ = 0.
Now let us write
I2,2ε,δ =
∫
Ω
div
( Tl+1(uε)∫
0
F (r)h′l(r)dr
)(
Tk(uε) − Tk(uδ)
)
dx,
hence from the Gauss–Green Theorem for Sobolev functions it follows that
I2,2ε,δ = −
∫
Ω
Tl+1(uε)∫
0
F (r)h′l(r)dr · ∇
(
Tk(uε) − Tk(uδ)
)
dx,
and therefore we also get
lim
δ→0 limε↓0 I
2,2
ε,δ = 0
from (54), (55) and (C2). Moreover, since
∣∣hl(uε)(Tk(uε) − Tk(uδ))∣∣ 2k (C6)
and |T1/ε( f )|  | f | a.e. in Ω , by (54), the Lebesgue Dominated Convergence Theorem and (C1) it
follows that
lim
δ→0 limε↓0 I
3
ε,δ = 0.
Finally we concentrate on the most diﬃcult term I1ε,δ .
I1ε,δ = I1,1ε,δ + I1,2ε,δ =
∫
Ω
a(x,∇uε) · ∇hl(uε)
[(
Tk(uε) − Tk(uδ)
)]
dx
+
∫
Ω
a(x,∇uε) · hl(uε)∇
[
Tk(uε) − Tk(uδ)
]
dx.
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∫
{l<|uε |<l+1} a(x,∇uε) · ∇uε dx γ (Cl−ν)) we infer
sup
δ
sup
ε∈(0,1]
∣∣I1,1ε,δ ∣∣ = sup
δ
sup
ε∈(0,1]
∫
{l<|uε |<l+1}
a
(
x,∇Tl+1(uε)
) · ∇Tl+1(uε)∣∣[(Tk(uε) − Tk(uδ))]∣∣dx
 sup
δ
sup
ε∈(0,1]
2k
∫
{l<|uε |<l+1}
a
(
x,∇Tl+1(uε)
) · ∇Tl+1(uε)dx
 2kγ
(
Cl−ν
)
therefore
lim
l→∞
sup
δ
sup
ε∈(0,1]
∣∣I1,1ε ∣∣ = 0. (C7)
Thus the above considerations of (C5) provide
limsup
l→∞
limsup
δ→0
limsup
ε↓0
∫
Ω
a
(
x,∇Tk(uε)
) · hl(uε)∇(Tk(uε) − Tk(uδ))dx 0. (C8)
Note that for l > k∫
Ω
a
(
x,∇Tk(uε)
) · ∇(Tk(uε) − Tk(uδ))dx−
∫
{|uε |>k}
(
hl(uε) − 1
)
a(x,0) · ∇Tk(uδ)dx
=
∫
Ω
a
(
x,∇Tk(uε)
) · hl(uε)∇(Tk(uε) − Tk(uδ))dx. (C9)
Let us now concentrate on the second term of (C9) and notice that
1{|uε |>k}
∗
⇀ χ weakly-* in L∞(Ω),
where χ ∈ L∞(Ω) and χ ∈ sign+(|u| − k) a.e. in Ω . As (52) (i.e. uε → u a.e. in Ω) holds and hl is
bounded, a(x,0) ∈ LM∗ (Ω;Rd) = EM∗ (Ω;Rd) and, for ﬁxed δ, ∇Tk(uδ) ∈ L∞(Ω;Rd), we obtain
lim
ε↓0
∫
{|uε |>k}
hl(uε)a(x,0) · ∇Tk(uδ)dx =
∫
Ω
χhl(u)a(x,0) · ∇Tk(uδ)dx.
Then by (C2) and since χhl(u)a(x,0) ∈ EM∗ (Ω;Rd) we get
lim
δ→0
∫
Ω
χ
(
hl(u) − 1
)
a(x,0) · ∇Tk(uδ)dx =
∫
Ω
χ
(
hl(u) − 1
)
a(x,0) · ∇Tk(u)dx.
As h1(u) = 1 on the set {|u| < l}, the right-hand side in the above vanishes as we pass with l to
inﬁnity.
Since ∇Tk(uδ) ∈ L∞(Ω;Rd), we can now combine (C8) with (C9) and pass to the limit with ε ↓ 0
and next with δ → 0 in order to obtain (C4).
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∫
Ω
a
(
x,∇Tk(uε)
) · ∇Tk(uε)dx
∫
Ω
a
(
x,∇Tk(uε)
) · ζ dx+ ∫
Ω
a(x, ζ ) · (∇Tk(uε) − ζ )dx (C10)
for ζ ∈ L∞(Ω;Rd). Note that a(x, ζ ) ∈ EM∗ (Ω;Rd).
Letting ε ↓ 0 in (C10) and using (58) (i.e. a(x,∇Tk(uε)) ∗⇀ αk weakly-* in LM∗ (Ω;Rd)), (56) (i.e.
∇Tk(uε) ∗⇀ ∇Tk(u) weakly-* in LM(Ω;Rd)) and (C4) we achieve∫
Ω
(
a(x, ζ ) − αk
) · (ζ − ∇Tk(u))dx 0. (C11)
Then in the same way as in the previous section we can use the monotonicity trick in order to obtain
αk = a
(
x,∇Tk(u)
)
a.e. in Ω.
Remark 1. If a(x, ξ) is strictly monotone, from (C8) and (C9) we can deduce the convergence of
∇Tk(uε) to ∇Tk(u) a.e. on Ω for ε → 0. More precisely, (C8) and (C9) imply the a.e. convergence
(
a
(
x,∇Tk(uε)
)− a(x,∇Tk(u))) · ∇(Tk(uε) − Tk(u)) → 0 (C12)
for ε → 0, and then the assertion follows by classical arguments. For more details we refer the reader
to the proof of Lemma 3.2 in [31] (based on Young measures) or to the proof of Lemma 4.1 in [47]
(based on classical arguments as in [24]).
Moreover, proceeding step by step as in [31, Lemma 3.2] or [47, Lemma 4.1], in the strictly mono-
tone case, it can be shown that
∇Tk(uε) M−→∇Tk(u) in modular in LM
(
Ω;Rd)
and
a
(
x,∇Tk(uε)
) M∗−→a(x,∇Tk(u)) in modular in LM∗(Ω;Rd).
