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Abstract
The major challenges in hyperspectral (HS) imaging and data analysis are expensive
sensors, high dimensionality of the signal, limited ground truth, and spectral variability.
This dissertation develops and analyzes machine learning based methods to address
these problems. In the first part, we examine one of the most important HS data anal-
ysis tasks–vegetation parameter estimation. We present two Gaussian processes based
approaches for improving the accuracy of vegetation parameter retrieval when ground
truth is limited and/or spectral variability is high. The first is the adoption of covariance
functions based on well-established metrics, such as, spectral angle and spectral correla-
tion, which are known to be better measures of similarity for spectral data. The second
is the joint modeling of related vegetation parameters by multitask Gaussian processes
so that the prediction accuracy of the vegetation parameter of interest can be improved
with the aid of related vegetation parameters for which a larger set of ground truth is
available. The efficacy of the proposed methods is demonstrated by comparing them
against state-of-the art approaches on three real-world HS datasets and one synthetic
dataset.
In the second part, we demonstrate how Bayesian optimization can be applied to
jointly tune the different components of hyperspectral data analysis frameworks for
iii
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better performance. Experimental validation on the spatial-spectral classification frame-
work consisting of a classifier and a Markov random field is provided.
In the third part, we investigate whether high dimensional HS spectra can be recon-
structed from low dimensional multispectral (MS) signals, that can be obtained from
much cheaper, lower spectral resolution sensors. A novel end-to-end convolutional
residual neural network architecture is proposed that can simultaneously optimize both
the MS bands and the transformation to reconstruct HS spectra from MS signals by
analyzing a large quantity of HS data. The learned band can be implemented in sensor
hardware and the learned transformation can be incorporated in the data processing
pipeline to build a low-cost hyperspectral data collection system. Using a diverse set of
real-world datasets, we show how the proposed approach of optimizing MS bands along
with the transformation rather than just optimizing the transformation with fixed bands,
as proposed by previous studies, can drastically increase the reconstruction accuracy.
Additionally, we also investigate the prospects of using reconstructed HS spectra for
land cover classification.
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Chapter 1
Introduction
With applications to fields such as agriculture [1], ecology [2], mining [3], forestry [4],
urban planning [5], defense [6], and space exploration [7], hyperspectral (HS) imaging,
also known as imaging spectroscopy, is a powerful remote sensing modality to study the
chemical and the physical properties of scene materials. HS imaging (particularly, the
reflective HS imaging which will be primarily discussed in this dissertation) captures
the reflected electromagnetic energy from a scene over hundreds of narrow, contiguous
spectral bands, covering entirety or a subset of visible to shortwave infrared wavelengths
(350 nm to 2500 nm). Each pixel in a HS image is composed of a vector of hundreds of
elements measuring the reflected energy as a function of wavelength, known as the
spectrum. The spectrum captures the information about the material’s chemical and
physical properties because the interaction between light at different wavelengths and
the material is governed by material’s atomic and molecular structure [8]. The shape of
spectrum, sometimes called spectral signature, is generally unique to a material class and
the variations in the spectral signatures can be used to identify and study the chemical
and the physical properties of materials [9, 10]. Hence, hyperspectral sensors mounted
on aircraft and satellites can be used to collect images over a large geographical region
to map the distribution of the material properties.
Figure 1.1 shows a HS image as a three dimensional data cube with two spatial axes
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and one spectral axis. The spatial axes are sampled into pixels and the spectrum at each
pixel sampled into bands along the spectral axis. The spectrum can be measured in terms
of either raw sensor reading, observed radiance, or surface reflectance. Reflectance is
generally preferred because it is an intrinsic material property. In the figure, each
element in the data cube represents a reflectance value averaged over the area covered
by a particular pixel (indexed by row and column numbers) and integrated over a given
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Figure 1.1: Hyperspectral image as a data cube. Image obtained from [11].
Since HS images contain hundreds of bands, not just three bands as in color pho-
tography, it is rarely analyzed by visual inspection, instead algorithms are developed to
extract meaningful information from the images. Machine learning and pattern recog-
nition based methods have been very successful for this purpose, as they are able to
automatically learn the relationship between the spectrum captured at each pixel of the
image and the information that is desired to be extracted [12].
There are several hyperspectral image analysis tasks, but two of the important are
vegetation parameter estimation and land cover classification. Vegetation parameter
estimation [13] is the process of predicting biophysical parameters (e.g., biomass, water
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stress, and leaf area index) or biochemical parameters (e.g., concentrations of chlorophyll,
nitrogen and carbon) of vegetation from spectra captured from hyperspectral sensors
in order to create vegetation parameter distribution map over an area. Land cover
classification [14], also called land cover mapping and land cover segmentation, is the
process of identifying the material under each pixel of a hyperspectral image with the goal
of creating a map showing how different materials are distributed over the geographical
area imaged by a hyperspectral sensor. Both of these tasks are similar in that that the
goal is to predict a value for each pixel of an hyperspectral image–a real value that
corresponds to the value of biophysical/biochemical parameter for vegetation parameter
estimation and a discrete value that corresponds to a land cover type for land cover
classification.
Due to their amazing power of analyzing material properties from a distance, hyper-
spectral imaging and data analysis have recently received great amount of interests in
both academia and industry. Many well-respected academic journals regularly publish
special issues on hyperspectral imaging and data analysis, e.g. [15], [16], and [17], and
conferences, such as WHISPERS [18], that focus specifically on dissemination of new de-
velopments in hyperspectral imaging and data analysis are regularly held. On the other
hand in the commercial sector, there are many companies, such as HyperSat LLC and
Satellogic, working with great deal of enthusiasm in developing hyperspectral imaging
technologies that could be applicable to agriculture, oil and gas, environmental moni-
toring, and forestry at global scale [19]. However, there are still many open challenges
in hyperspectral imaging and data analysis. In this thesis, we will investigate four of
the major issues–expensive sensors, high dimensionality of signal, limited ground truth,
and spectral variability.
1.1 Challenges
Expensive sensors The cost of HS sensors is orders of magnitude higher than the cost
of other passive optical imaging sensors, such as panchromatic, color, and multispectral,
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because they are designed to capture reflected energy at much high spectral resolution
which requires more sophisticated hardware. Typically, conventional HS sensors, which
are deployed in airborne and satellite platforms, cost tens to hundreds of million dol-
lars [20], while the miniaturized sensors designed for unmanned aerial vehicles cost tens
to hundreds of thousand dollars [21]. This high cost have kept hyperspectral sensors
out of reach of many and has prevented the adoption of HS imaging from becoming as
wide spread as other passive optical imaging technologies even though it facilitates the
study of scene properties in much fine details compared to other sensors.
High dimensional signal Every pixel in a HS image is a vector of hundreds of elements,
with each element representing reflected energy at a particular wavelength. Hence, each
pixel is a point in a space with hundreds of dimensions. In this sense, a HS image in can
be imagined as a sparse set of points in a very high dimensional space. This is a problem
as it is difficult to analyze and model data in high dimensional space because as the
number of dimensions is linearly increased, the amount of data required to model the
data in that space typically grows exponentially. This phenomenon is called the curse of
dimensionality [22].
Limited ground truth Most HS datasets come with limited amount of ground truth for
training models. This is due to the difficulties in collecting samples/measurements and
cost associated with analysis of samples to determine ground truth [23]. For example,
when a very large area is being studied it may be necessary to travel large distances from
one location to another to collect ground truth. Similarly, the process of determining
chemical composition of collected samples in the laboratory or labeling classes of pixels
in the image by an analyst could be expensive and time consuming, limiting the amount
of ground truth that can be gathered. Since HS data is high dimensional, it is desirable to
have as large number of ground truth samples as possible to learn models to represent the
data. If adequate data is unavailable, models tend to overfit the training data and suffer
from poor generalization to unseen data. However, due to aforementioned reasons, it is
5
challenging to obtain sufficient training data.
Spectral variability The spectral signature captured by a HS sensor show variabilities
due to extrinsic or intrinsic factors [24]. The extrinsic factors include differences in atmo-
sphere, surrounding environment, illumination, sun-sensor geometry, sensor and any
other factors which are not related to the properties of the material. The intrinsic factors
are the ones related to the material’s chemical and physical properties. A significant
challenge for a successful data analysis algorithm is to be able to extract the desired
information from the intrinsic spectral variations while ignoring the extrinsic variations
and variation caused by unrelated intrinsic factors. The extrinsic spectral variations are
pronounced in images where spectra is measured in terms of raw sensor readings or
radiance. Since, reflectance image is obtained by applying atmospheric compensation
algorithms on radiance image to remove the effects of many extrinsic factors to obtain the
estimate of the material’s true surface reflectance, extrinsic spectral variabilities are less
consequential in reflectance image. However, it is impossible to completely eradicate
them due to the inability to model all the external factors perfectly and the assumptions
made by the atmospheric compensation algorithms [25]. Spectral variability is less of an
issue when there is abundance of training data [26] as typically with large quantity of
training data the machine learning model is capable of modeling the data varabilities,
however as discussed before the training data is almost always scarce for hyerspectral
datasets.
1.2 Problem Statements and Research Questions
Given the challenges presented in the previous section, we propose the following to
address them. In the first part of the dissertation, we tackle the problem of high di-
mensionality, limited ground truth, and spectral variability with respect to vegetation
parameter estimation task. In the second part, we discuss an approach to better tune hy-
perspectral data analysis frameworks. In the third part of the dissertation, the problem
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of high cost of sensor is addressed by proposing a novel computational method to design
optimized multispectral (MS) sensor whose signal can be projected into hyperspectral
(HS) spectrum using a learned transformation. This approach can provide low-cost so-
lution since the cost MS sensors can be orders of magnitude cheaper than HS sensors.
These proposed methods are described in more detail below:
1.2.1 Vegetation Parameter Estimation with Limited Ground Truth
and/or High Spectral Variability
Statistical models, such as Gaussian processes, have been very successful for modeling
vegetation parameters from captured spectra [13], however their performance is highly
dependent on the amount of available ground truth. This is a problem because it is
generally expensive to obtain ground truth information due to difficulties and costs
associated with sample collection and analysis. Similarly, the performance of these
methods deteriorates when the spectral variability is high and the training set is small.
Therefore, an open question is how can the prediction accuracy be improved when the
ground truth is scarce or the spectral variability is high. We propose two ideas to address
this issue as listed below:
1. Spectral covariance functions for modeling hyperspectral data with Gaussian processes:
This method utilizes covariance functions which are designed to take advantage of
known properties of spectra to provide better modeling of the relationship between
spectra and vegetation parameters using Gaussian processes.
2. Multitask learning framework for joint modeling of related vegetation parameters: In
this approach, we jointly model two or more related vegetation parameters using
multitask Gaussian process such that the performance of the vegetation parameter
with smaller training set can be improved by exploiting their relationship with
related vegetation parameters for which larger training set is available.
7
1.2.2 Tuning of Hyperspectral Data Analysis Frameworks
Many of the hyperspectral data analysis frameworks include different components
within them. Those components have parameters that have to be properly tuned by
the user as the performance of the framework is highly dependent on the choice of those
parameters. We explore the use of Bayesian optimization for automatic joint tuning of
the components in data analysis frameworks for better performance. Experiments are
performed on the spatial-spectral classification framework consisting of a classifier and
a Markov random field.
1.2.3 Design of Optimized Multispectral Sensor and Learning Spectral
Super-resolution Network
The widespread adoption of hyperspectral imaging technologies has been mainly hin-
dered by the high cost of sensors. There are many ongoing efforts in hardware, compres-
sive sensing, and computational imaging to bring down the cost of hyperspectral (HS)
sensors. We propose a novel method of designing optimized multispectral sensors and
a computational approach to transform the signal captured by the multispectral (MS)
sensor (once it is built in hardware) to HS spectra. MS sensors typically are orders of
magnitude cheaper than HS sensors because the technology required to build them is
much simpler as they sample reflectance spectra with few (typically less than 10) broad
bands instead of hundreds of narrow bands.
Reflectance spectra of real materials are high dimensional but sparse signals. It is
because HS sensors generally oversample in the reflectance spectra [27] such that the
adjacent bands are highly correlated. So in theory it should be possible to reconstruct HS
spectra from MS signal by utilizing prior information about the statistics of real spectra.
Most of the previous studies have focused only on optimizing the computational model
to transform MS signal to HS spectra. They as assume the MS sensor bands are known
apriori. However, better reconstructions could be obtained if we were to optimize
the bands of the MS sensor as well. Therefore, we propose a new end-to-end fully
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convolutional residual neural network architecture that simultaneously learns both the
MS bands and the transformation to reconstruct HS spectra from MS signals by analyzing
large quantity of HS data. Our proposed ideas are listed below:
1. A novel residual neural network architecture to learn the centers and the resolutions
of the optimized MS bands along with the computational mapping from MS signal
to HS signal.
2. A new spectral sub-sampling layer that acts like a tunable filters to convert HS
spectra to MS signal.
3. A novel reconstruction loss function for reconstructing HS data.
4. Study of application of reconstructed spectra for land cover classification tasks.
1.2.4 Original Contributions
The original contributions of this dissertation are listed below:
Vegetation parameter estimation with limited ground truth and/or high spectral vari-
ability
1. Proposed the use of expert knowledge about the nature of spectral data as prior
for retrieval of vegetation parameters using Gaussian processes through the use of
covariance functions based on well-established metrics for spectral comparison
2. Presented a novel idea of utilizing the ground truth information of related vegeta-
tion parameters to improve the prediction of the vegetation parameter of interest
by jointly modeling the vegetation parameters with a multitask Gaussian process
3. Proposed a novel pipeline consisting of physics based atmospheric model to gen-
erate synthetic datasets with varying levels of spectral variability to evaluate sen-
sitivities of data analysis methods to spectral variabilities
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4. Demonstrated the proposed approaches on three real-world diverse datasets
Tuning of hyperspectral data analysis frameworks
1. Proposed the use of Bayesian optimization to jointly tune the different components
of a hyperspectral data analysis framework to increase performance
Design of optimized sensor and learning spectral super-resolution network
1. Proposed a novel data-driven approach for designing multispectral (MS) sensors
2. Proposed the joint optimization of the MS bands and the super-resolution trans-
formation to reconstruct hyperspectral (HS) spectra from MS signal for improved
reconstructions
3. Developed formulations to enforce constraints on the centers and the bandwidth of
the extracted MS bands to handle real-world sensor hardware design specifications
and constraints
4. Proposed a novel residual convolutional neural network based architecture to
jointly optimize MS bands along with the super-resolution network to convert
MS signal to HS spectrum
5. Developed two new neural network layers–(i) spectral sub-sampling layer and (ii)
spectral loss layer
6. Validated the proposed method on land, aerial, and satellite based images and
obtained the state-of-the-art performance on a benchmarking dataset
7. Demonstrated that MS bands learned using data from one HS sensor is transferable
to a different HS sensor
10
8. Demonstrated the applicability of the reconstructed spectra for land cover classifi-
cation either by training new classifiers on the reconstructed data or using existing
classifiers trained on the real data
1.3 Organization
This dissertation is organized as follows. Chapter 2 briefly reviews machine learning
techniques that are essential to understand the proposed methods. In Chapter 3, we
present the idea of using spectral covariance functions and multitask learning with
Gaussian processes for vegetation parameter estimation when the ground truth is lim-
ited and/or the spectral variability is high. Chapter 4 shows the application of Bayesian
optimization for tuning random fields based spatial-spectral land cover mapping algo-
rithms. Chapter 5 proposes a novel neural network architecture to simultaneously learn
the MS bands and the transformation to reconstruct HS spectra from MS signals. In
Chapter 6, we summarize the findings of the dissertation and discuss possible future




Gaussian process (GP) regression [28] is a probabilistic model that assumes that the
output values are distributed by a joint multivariate normal distribution. The mean
vector of this joint distribution is generally assumed to be a zero vector and the covariance
matrix is obtained using covariance function defined over a pair of input values. Let
us assume that
{
(x1, y1), . . . , (xN, yN)
}
is the set of input-output pairs of the samples in
the training set, such that x1, . . . , xN are the vectors representing the N instances of the
multivariate input and y1, . . . , yN are the corresponding N instances of the scalar output.
Let X = [x1, . . . , xN]T be a matrix whose rows are the input vectors of the training set and
y =
[
y1, . . . , yN
]T be the vector of output values of the training set. It is assumed that the
training output values have been corrupted by noise. Let f be the vector of underlying
true noiseless training output values, with each element of f being noiseless version (true
value) of the corresponding element in y. Similarly, let X∗ be a matrix whose rows are
vectors representing the inputs of the test samples and f∗ is a vector of (noiseless) output
values of those test samples.











where σn is the standard deviation of the independent and identically Gaussian
noise observed in the output variables in the training set. K(X,X′) is the covariance
matrix between the outputs corresponding to the row vectors in the matrices X and X′,
such that its element at i-th row and j-th column is the covariance between the outputs
corresponding to the i-th row vector of X and j-th row vector of X′ given by k(xi, x′j).
k(x, x′) is a covariance function defined over a pair of arbitrary input vectors, x and x′.
We will discuss covariance functions in greater detail in the following subsection.





, and the testing set’s input values, X∗. In terms of Bayesian
statistics, (2.1) is the prior and (2.2) is the likelihood function. The inference task is to
find the distribution of latent variables, f∗. This problem has a closed-form solution and
p(f∗|X,y,X∗) is also a multivariate normal distribution, given by
f∗ | X,y,X∗ ∼ N(f̄∗, cov(f∗)), (2.3)
where
f̄∗ =K(X∗,X) [K(X,X) + σ2nI]
−1y, (2.4)
cov(f∗) =K(X∗,X∗) − K(X∗,X)[K(X,X) + σ2nI]
−1
K(X,X∗). (2.5)
The mean vector, f̄∗, provides the estimates of the output variable of the test samples
while the covariance, cov(f∗), provides the estimates of the uncertainty. Equation (2.4)
shows that the prediction is equal to the sum of output values of all training samples,
y, weighted by K(X∗,X) [K(X,X) + σ2nI]
−1. One of the component of this weight is the
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covariance between the training samples and the test sample. So the samples in the
training set which are most similar to the test sample as measured by covariance function
contribute the most in the prediction and the samples in the training set which are
dissimilar contribute the least. This is the prior that GPs operate on, i.e., if the input
values of the samples are similar, so will the output values. Hence, covariance functions
play a very important role in GPs as they measure the similarity of samples. The
importance of covariance function can also be seen in (2.1) where the prior over the
output values is completely defined by covariance function over input values.
An alternate way to look at (2.4) is to compare it with linear regression. In this view,
y can be assumed to the weights of linear regression and K(X∗,X) [K(X,X) + σ2nI]
−1 to
feature extracted from the test samples’ input, X∗. The feature extracted is non-linear
and the length of the features is equal to the number of training samples. As the size of
training set is increased, more non-linear features are extracted from X∗. This elucidates
the non-parametric nature of GP, i.e., the complexity of the model can grow with the
growing size of the training set.
The covariance functions are usually parameterized by few free hyperparameters,
which are to be learned from the data, along with σn. One of the common approach is
to fit these parameters by maximizing the log marginal likelihood of the training data,
given by:










where Σ = K(X,X) + σ2nI, Θ = [Θk, σ2n], and Θk are the hyperparameters of the covariance
function, k(x, x′).
The advantages of Gaussian processes stem from the fact that they are Bayesian and
non-parametric. Being Bayesian approach they are less likely to overfit and can handle
uncertainities. They have mathematically sound modeling and inference. Bayesian mod-
els are well suited for small datasets because strong prior can be applied under Bayesian
framework to incorporate expert knowledge about the data. Being non-parameteric,
the complexity of the function they can model is not fixed. The complexity of learning
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Figure 2.1: An example of a Gaussian process
algorithms is generally related to the number of parameters in the model, with more
parameters implying more complex solution space. Non-parameteric models, such as
GP, can grow the number of parameters with available data. In case of GP, the training
data itself becomes the parameters. Since, the complexity of model can grow with the
data, GPs are also less likely to underfit.
The main drawback of GPs is the computational complexity. The inference involves
inverting a n × n matrix which is a O(n3) operation. So there is limit to the amount of
training data that can be handled by the GP.
Figure 2.1 shows an example of an one-dimensional Gaussian process. The red dotted
line represents the underlying function that is to be learned. The black starts represents
the samples of the function that have been observed. The dark blue line is the mean of
the prediction and the shaded blue area represents 95% confidence interval. A common
property of the Gaussian process is that the uncertainty is very low at the points of
observation (contributed only by the additive Gaussian noise) and the uncertainty grows
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monotonically with the distance of the evaluation location from the observations.
Algorithm 1: Learning and inference in GP.
Input: X (Training input), y (Training output), X∗(Testing input)
Output: f̄∗ (Prediction), cov(f∗) [Prediction covariance matrix]
Given : K(X,X′) is the covariance matrix of the row vectors in the matrices X














where Σ = K(X,X) + σ2nI, Θ = [Θk, σ2n], and Θk are hyperparameters of k(x, x′).
Inference,
f̄∗ =K(X∗,X) [K(X,X) + σ2nI]
−1y
cov(f∗) =K(X∗,X∗) − K(X∗,X)[K(X,X) + σ2nI]
−1
K(X,X∗)
Algorithm 1 summarizes the process of learning and inference in GPs for regression.
2.1.1 Covariance Functions
The covariance functions play a crucial role in GPs. They are means to enforce prior
knowledge about the data in GP regression by defining what constitutes as similarity
between the data points. By varying the covariance function, Algorithm 1 can be used to
train and test models with different properties. However, not any arbitrary function that
maps a pair of inputs, x and x′, to a scalar value is a valid covariance function. To be a
valid covariance function, the function has to be a positive semidefinite (PSD) function.
A PSD covariance function (also called Mercer function or kernel) always produces a
PSD matrix for any set of input. This is essential for GPs because the covariance matrix
of a Gaussian distribution can only be PSD. Covariance functions are generally grouped
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Covariance functions k(x, x′)










































σ0 and l are hyperparameters.
Table 2.1: List of stationary covariance functions. r = ‖x − x′‖.
into two categories–stationary and non-stationary.
Stationary Covariance Functions
Stationary covariance functions are covariance functions that can be expressed as func-
tions of x − x′. They are invariant to translation in input space. Furthermore, most
common stationary covariance functions are only function of Euclidean distance be-
tween the inputs, r = ‖x − x′‖. Squared exponential covariance function, which is the
most widely used covariance function, fall under this category. Table. 2.1 lists commonly
used stationary covariance functions.
Non-stationary Covariance Functions
Any covariance function which is not stationary is a non-stationary covariance function.
Table. 2.2 lists common non-stationary covariance functions.
2.2 Undirected Graphical Models
Undirected graphical models (also called random fields) define the joint distribution
of a set of variables over the structure of an undirected graph [29]. The nodes of the
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p is a positive integer.
σ0, σ1, γ, and l are hyperparameters.
Table 2.2: List of non-stationary covariance functions.
undirected graph represent the variables while the edges between the nodes express the





be a vector of N variables whose joint probability distribution
is defined over an undirected graph G such that following conditional independence
relationships are true.
Local Markov property Each node is conditionally independent of all of the other
nodes given its neighboring nodes.
p(yi|y\i) = p(yi|N(yi)), (2.7)
whereN(yi) is the set of neighbors of yi.
Global Markov property Two nodes are conditionally independent if all the path
between them along the edges in the graph is blocked by an observed node.
p(yi|y j, yS) = p(yi|yS), (2.8)
where yS are the set of nodes separating yi and y j in G.
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Then, the Hammersley-Clifford theorem [30] states that the joint distribution of the















where C(G) is the set of all the cliques of G. A clique (also called maximal subgraphs) is
a subset of nodes of a graph that has an edge between every pair of nodes. yC denotes





negative functions that define the interaction between the variables inside the clique C











and is called a partition function. The partition function computes the sum of the product
of potential functions over the set of all possible configurations of the variables y1, ..., yN,
denoted by Y. The division by the partition function makes the product of potential
functions a valid probability that sums to one.





, UGMs can model a wide variety of families of probability
distributions over the variables y1, ..., yN. UGMs can represent the probability distribu-
tion of both real and discrete variables, however twe will focus on discrete UGMs.
2.2.1 Markov Random Fields
Markov random fields (MRF) is another name for UGMs [31]. However, similar to
many literature, the term MRF will be primarily used to denote models representing
unconditional distributions (models not conditioned on input features), in order to
contrast them with the conditional random fields (CRF). It is very common to repre-
sent (2.9) in terms of energies by choosing the potentials to be of exponential family,
19
Figure 2.2: Grid-structured graph commonly used with pairwise models.
ψC(yC|w) = exp(−EC(yC|w)) where EC(yC; w) = − log(ψC(yC|w)) is the clique energy func-
tion. Since, the potential functions contain free parameters in practice, the potential
functions and the energy functions have been parameterized with parameter vector w.


























Pairwise MRF is the simplest MRF formulation which expresses the total energy as
the sum of unary energies and pairwise energies. The unary energy is defined for all the
nodes and the pairwise energy is defined for all the edges in the graph. Each node has
a different unary energy based on the value assigned to it, with the likely assignments
having lower energy. Similarly, each edge exhibits different pairwise energy for different
configuration of possible values of the two nodes at its ends, with likely configurations
























is the unary energy of the ith variable when its value is yi and Ei j
(
yi, y j; w2
)
is the pairwise energy between the ith and the jth variables when their values are yi and
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y j respectively. V is the set of all nodes and D is the set of all edges in the graph G.
w = [w1,w2] are the parameters of the energy functions.
2.2.2 Conditional Random Fields
The conditional random field (CRF) [32] is a type of MRF whose clique potentials are
conditioned on input features. It is a discriminative version of MRF that models p(y|x)



























and w is the vector of potential function pa-
rameters. The potential functions of CRFs are most commonly represented by the log-








, where φ(xC,yC) is a feature func-





−wCTφ(xC,yC). The feature function produces an arbitrary length vector of features
dependent on xC and yC.










wTyi,y jφ2(xi, x j)
 , (2.14)
where w = {w1,wyi,y j} are the parameters and Z(x,w) is the partition function. φ1(xi, yi)
is the unary feature function for ith variable as a function of the input feature xi and label
yi. φ2(xi, x j) is the pairwise feature function between the ith and jth variables, yi and y j, as
a function of inputs features xi and x j. Separate parameter vectors are defined for each
possible combinations of yi and y j, represented by wTyi,y j . The pairwise energy is obtained
by multiplying the pairwise feature vector by appropriate pairwise weight vector based
on the values of yi and y j. The weight vector and the feature functions can be function
can be function of the node index and be different at different nodes, however in the
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above formulation it is assumed that they are same across the graph.
Figure 2.2 shows a grid-structured graph commonly used to model labels of pixels
in an image with pairwise model. In this model, there is pairwise interactions between
labels belonging to all 4-connected pixels.
The main advantages of CRFs over MRFs is that being discriminative model rather
than generative model they can better use data for classification and that potentials in
CRFs can be made more data-dependent than MRFs due to the use of input features,
while the main disadvantage of CRF is that they require larger training data and longer
training time [31].
2.2.3 Parameter Learning
Since MRF typically have very few parameters it is very common to tune the parameters
of MRF by grid-search over validation set. The parameters of CRF cannot be tuned in
this manner as they are substantially large in number. Parameters of CRF can be learned







where N is the number of samples and (y(i), x(i)) is the ith training pair. The gradient of




















The log-likelihood function can be maximized using a gradient based optimizer.
The second term in the derivative calculates expectation over marginal probability of
the clique. Marginal probabilities can be estimated by the inference methods discussed
below. Since, each iteration of gradient optimization requires performing inference once,
maximum likelihood parameter estimation is computationally expensive for graphical
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models. There are other alternatives for parameter learning, such as maximizing pseudo-
likelihood and maximum margin learning. Methods like maximum likelihood and
maximum pseudo-likelihood can be used for parameter estimation in MRF but maximum
margin learning is only for CRFs.
2.2.4 Inference
The size for the solution spaceY for a discrete undirected graphical model of N variables
where each of the N variables can take M distinct value is MN. Hence, brute-force infer-
ence by enumerating cost of all configurations of the variables in not computationally
feasible, unless the graph is very small.
There are two popular inference approaches for undirected graphical models: max-
imum a posteriori (MAP) inference and probabilistic inference (also called marginal
inference). Both inference approaches are NP-hard for general graphs and arbitrary
potential functions however for restricted graph structure and potential function, exact
inference is tractable. For example, for graphs with no loops such as chains and trees
exact inference is possible by method called belief propagation. Similarly, Graph-cuts
can be used to efficiently find the exact MAP inference in pairwise graphical model of
binary variables if the total energy function is sub-modular. For cases where exact infer-
ence is not tractable, a variety of efficient approximate algorithms have been developed.
The readers are encouraged to study [33] for in depth coverage of exact and approximate
inference algorithms.
MAP inference The MAP inference finds the configuration of y that maximizes the
joint probability or equivalently minimizes the total energy as
y∗ = arg max
y∈Y




Some of the common algorithms used for MAP inference are iterated conditional mode
(ICM), simulated annealing, graph cuts and move-making algorithms, belief propaga-
tions (including loopy and tree reweighted belief propagations), Markov chain Monte
Carlo, and linear programming relaxations.
Probabilistic inference The probabilistic inference finds the value of the log partition
function and the marginal probabilities of the cliques:
1. log Z(x,w)
2. p(yC|x,w),∀C ∈ C(G),∀yC ∈ YC.
Once the marginal probability of individual variables is calculated, the label with the
highest probability is generally assigned to the variable, which is sometimes called the
maximum of marginals inference. This is equivalent to minimizing the expected Ham-
ming loss while MAP inference is equivalent to minimizing the expected 0/1 loss [33].
Apart from being an important inference technique, probabilistic inference is essential for
maximum likelihood and other parameter estimation techniques as probabilistic infer-
ence is performed once per gradient calculation in these methods. Some of the common
algorithms for probabilistic inference are belief propagations (including loopy and tree
reweighted belief propagations), mean field inference, and Markov chain Monte Carlo.
Both inference techniques can be applied for CRFs and MRFs, however the equations
in provided here are particularly for CRFs as the terms are conditioned for input features.
The input features should be neglected when using them to denote MRFs.
2.3 Deep Learning
Deep learning [34, 35] methods apply a hierarchy of non-linear transforms to the data
with the goal of generating an abstract, useful representation. The growth in the develop-
ment of graphical processing units (GPUs), availability of large datasets, and innovations
24
in deep networks training and architecture such as dropout, rectified linear unit, resid-
ual learning, batch normalization, and dense connections have produced methods that
have exhibited state-of-the-arts performances in the fields of computer vision, speech
recognition, natural language processing, and many more engineering disciplines.
Traditional machine learning approaches typically consists of a pipeline of a feature
extraction method and a machine learning model. Typically, the feature extraction
portion is engineered by human. Examples of feature extraction methods include scale
invariant feature transform (SIFT) and histogram of oriented gradients (HoG) for images,
mel frequency cepstral coefficient (MFCC) for speech, and n-gram for text. The main
innovation of deep learning is to learn the features from the data itself along with the
machine learning model. That is, deep learning methods are able to take the raw input
data, learn relevant features from the data and perform inference using the learned
features. This produces better result than the traditional machine learning methods
because deep learning methods are able to learn highly optimized, more descriptive,
and much complex representation of data than that it is possible though hand designed
features.
In deep learning methods, a series of non-linear transformation is applied to the
data one after another. First non-linear transformations are applied to the raw input
to generate low-level features. Then, more complex features are obtained by applying
another set of non-linear transformations to those low-level features. Even more complex
features are learned again by applying non-linear transforms to the features learned in
previous step. This process of learning more complex features from features learned
in previous step is successively repeated for large number of times to obtain high level
features that are useful for task at hand. The earlier features capture low level information
in the data (such as edges in case of images) and the higher level features represent more
abstract information in the data (such as the identity of the object in an image).
Chapter 3
Gaussian Processes for Vegetation
Parameter Estimation from
Hyperspectral Data with Limited
Ground Truth and/or high spectral
variabilities
3.1 Introduction
Vegetation parameter estimation is the problem of retrieving information about the
biochemical quantities (e.g., concentration of photosynthetic pigments and plant nutri-
ents) or the biophysical properties (e.g., fractional vegetation cover, water stress, and
biomass) of the vegetation from its reflectance spectrum [13]. The interaction between
a material and light at different wavelengths, which is captured by the reflectance spec-
trum, depends on the absorption bands of the material which in turn is manifested by
the material’s atomic and molecular structure [8]. The location and the depth of these
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absorption artifacts (also called spectral features) are related to the concentration of the
constituent chemicals and the physical properties of the material, hence it possible to
develop regression models to predict biochemical and biophysical parameters from the
vegetation reflectance spectrum. It is a challenging problem because there is usually a
non-linear relationship between the vegetation parameters and the spectrum [36]. Tradi-
tionally, vegetation indices or radiative transfer models were used to retrieve vegetation
parameters. However, recently, there has been a drive to use statistical and machine
learning methods, such as, partial least squares [37], kernel ridge regression [38], sup-
port vector machines [39], and Gaussian processes [40]. These methods are usually more
accurate, robust and flexible than the traditional approaches [38, 41]. However, machine
learning methods are much more sensitive to the size of ground truth data and suffer
in performance when the ground truth data is not adequate for training, which occurs
commonly in hyperspectral datasets [42]. In this chapter, we propose two Gaussian pro-
cesses based approaches to tackle this problem and improve the predictive performance
of vegetation parameter retrieval when the training set is small.
Vegetation indices (VIs) and radiative transfer models (RTMs) are the traditional
approaches for vegetation parameter prediction. VIs (e.g., normalized difference veg-
etation index (NDVI) [43]) are ratios of reflectance at specific wavelengths which are
manually designed with the knowledge about the locations of spectral features and trial-
and-error [44]. They compare relative differences in spectral features and can only give
relative value of vegetation parameters, so a calibration function (generally a linear equa-
tion) is required to convert VI values to actual predictions. The calibration functions have
few free parameters whose values have to be estimated, so this approach requires some
ground truth data, but much less than that required by machine learning approaches.
The main benefit of this approach is its simplicity, however modern approaches have
been shown to outperform them [41]. RTMs are mathematical models that use the
physics of light propagation and light-material interaction to model reflectance spec-
trum of vegetation as a function of selected set vegetation parameters. If we are to invert
RTMs using look-up table or optimization, those vegetation parameters can be estimated
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from reflectance spectra [45]. Typically, RTMs do not require training ground truth data,
which is their advantage. However, they do require site-specific meta-information, such
as sun-sensor geometry, for proper parameterization of the model. The main disadvan-
tage of RTMs is that each of them are specific to a set of vegetation parameters and can
only be applied to study those parameters. Developing an RTM model is also a much
more involved endeavor than designing a VI, as it requires greater understanding of
energy propagation, optics, and material properties. Due to this, many studies utilize
the preexisting RTM model rather than developing their own. Unfortunately, there are
not enough well-validated RTM models available to cover a wide range of vegetation
parameters.
Modern statistical/machine learning based vegetation parameter estimation approaches
automatically learn the relationship between reflectance spectra and vegetation param-
eter of interest from training data [12]. The training data contains a collection of sample
spectra and the corresponding ground truth measurements of the vegetation param-
eters [13]. The spectra is the input and the vegetation parameters are the output for
these models. These methods mostly do not require expert knowledge about spectral
features as required for designing VIs and RTM models. They are also much more
flexible in that they can be used to predict a variety of vegetation parameters provided
adequate ground truth is available, unlike traditional approaches which are generally
specific to a set of vegetation parameters. However, compared to traditional methods,
they require larger training set, with more data being generally better. This is their major
drawback. Among the statistical/machine learning based methods, Gaussian processes
(GP) have many advantages when it comes to vegetation parameter prediction. GPs
have been shown to be robust to overfitting in general, a problem common in hyper-
spectral datasets due to high dimensionality and limited ground truth. They are also
non-parameteric, meaning models do not have a finite number of parameters, and hence
the complexity of the models is not fixed and can adjust to model linear, quadratic, ex-
ponential or any complex non-linear functions depending on the relationships exhibited
by the data, not running into the problem of underfitting. Additionally, since GPs model
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the probability distribution of the estimate rather than just the value, they also provide
confidence in predictions for accessing uncertainties. The major disadvantage of GPs is
that they are not scalable when the training set is huge, but this is not a problem when
predicting vegetation parameters from spectral data as the size of the datasets for these
problems is rarely larger than few hundred samples. Due to these factors, GPs have
been widely used for vegetation parameter prediction [46]. Studies have shown GPs to
outperform vegetation indices, support vector regression, kernel ridge regression, and
neural networks for vegetation parameter prediction [41, 47, 48]. Since they are versatile,
GPs with different features, such as, band selection [40], semi-supervised learning [49],
active learning [42], learned data transformation [50], and heteroscedastic noise [48],
have been proposed for vegetation parameter prediction. However, similar to other
statistical/machine learning methods, their performance deteriorates when the training
set is small. There are two approaches previously proposed for vegetation parameter
prediction under limited training examples. The first is active learning schemes [42] that
starts with model trained on very few training samples and iteratively refines the model
by picking a set of samples without ground truth for manual analysis to determine the
ground truth and adding the newly ground-truthed samples to the training set in each
iteration. The samples selected for analysis are those which are deemed most impor-
tant in improving the predictive performance. This approach is beneficial if used in
conjunction with data collection/analysis as it selects optimal set of samples for training
models, however this method cannot be retroactively applied to a dataset which have
been already collected/analyzed. The second approach is the fusion of real ground truth
samples and synthetic ground truth samples generated from RTMs [51]. In this method,
synthetic data are considered to be noisy versions of real data and both are modeled by
a joint GP that assumes different noise variances for the real and the synthetic samples.
This method has shown promising results, however the main drawback of this approach
is that it can be only used for vegetation parameters that have well-established RTMs.
Also, this approach has only been validated for multispectral data, not hyperspectral
data.
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Very recently, there has been growing interest in utilizing deep learning for vegeta-
tion parameter estimation [52, 53]. The biggest challenge for using deep architectures for
vegetation parameters estimation is that the number of parameters of such models can
be very large for high dimensional signal, such as hyperspectral spectra, which can lead
to model over-fitting if large amount of training data is unavailable. To tackle this issue,
Ni et al. [52] proposed an “importance factor block” that weights important bands in
the spectra, essentially performing a dimensionality reduction, before passing it as input
to a one-dimensional convolutional network for prediction. Similarly, Zhang et al. [53]
proposed a one-dimensional convolutional neural network consisting of an Inception
module to reduce the number of parameters in the model. Since deep convolutional
neural network based approaches for vegetation parameter predictions are very recent,
they have not been tested on wide variety of datasets. To the best of our knowledge, neu-
ral network architecture for multitask learning of multiple related vegetation parameters
has not been proposed till date.
In this chapter, we investigate two ideas for vegetation parameter prediction with
limited training set and/or high spectral variabilities. The first is the use of covariance
functions based on well-established spectral comparison metrics. Most of the previous
studies have used the squared exponential covariance function but we show that spec-
tral metrics-based covariance functions provide better priors for vegetation parameter
retrieval, especially under limited ground truth and illumination variations. The sec-
ond is the application of multitask GP to jointly model two or more related vegetation
parameters, such that prediction of vegetation parameter of interest can be improved
using ground truth of related vegetation parameter for which larger set of ground truth
is present. This method is applicable in scenarios in which obtaining ground truth anal-
ysis of vegetation parameter of interest is difficult or expensive but doing so for related
vegetation parameters in larger quantity is feasible.
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3.2 Proposed Approach
As we discussed earlier, covariance functions are crucial component of a Gaussian pro-
cess regression as they define how similarity between the data points are measured.
They are generally grouped into two categories–stationary and non-stationary.
Stationary Covariance Functions
Stationary covariance functions are covariance functions that can be expressed as func-
tions of x − x′. They are invariant to translation in input space. Furthermore, most
common stationary covariance functions are only function of Euclidean distance be-
tween the inputs, r = ‖x − x′‖. Squared exponential covariance function, which is the
most widely used covariance function, fall under this category. Table 3.1 lists commonly
used stationary covariance functions.
Covariance functions k(x, x′)










































σ0 and l are hyperparameters.
Table 3.1: List of stationary covariance functions. r = ‖x − x′‖.
Non-Stationary Covariance Functions
Any covariance function which is not stationary is a non-stationary covariance function.
Table. 3.2 lists some of the common non-stationary covariance functions. These covari-
ance functions will be discussed in this chapter, however there are several other classes
of non-stationary covariance functions, e.g., [54–56].
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Spectral covariance functions: In this dissertation, we have termed covariance func-
tions that utilize well-established spectral comparison metrics within them for covariance
computation as spectral covariance functions. The word “spectral” in the context of spec-
tral covariance functions refers to the reflectance spectrum and should not be confused
with the term “spectral density”, which is commonly used in GP literature to describe
the Fourier transform of stationary covariance function. None of the spectral compar-
ison metrics is based on translation between the inputs, hence the spectral covariance
functions are non-stationary and have been included in Table. 3.2 along with other non-
stationary covariance functions. There are three metrics, namely, spectral angle, spectral
correlation, and spectral information divergence, which are widely considered to be the
best for spectral data comparison due to their resilience to spectral variabilities due to
changes in different factors, such as, illumination, geometry, and atmosphere [57]. Spec-
tral angle metric considers spectra as vectors in high dimensional space and computes
the angle between those vectors. Spectral angle by itself is not a PSD function, so func-
tions that encapsulate spectral angle to make it a valid covariance function have been
previously proposed. Observation angle dependent covariance function (OAD) [58] was
proposed to classify minerals in rocks [59]. In our previous work, we have proposed
exponential spectral angle mapper [60] covariance function (ESAM) for biochemical pa-
rameter prediction. Correlation and information divergence based functions have not
been used as covariance function in remote sensing studies so far. Spectral covariance
metric computes correlation between reflectance of two spectra by treating them as se-
quences. It is a valid covariance function by itself [61]. We have included the spectral
correlation function and the exponential form of spectral correlation function in our
evaluation. Spectral information divergence (SID) metric normalizes spectra such that
reflectance in different bands sum to one, then the spectrum is treated as probability
distribution and information divergence is used for comparison of a pair of spectra. It
has been used as kernel in non-remote sensing studies [62], however it is not a valid
PSD function [63]. This means that there is no guarantee SID will always produce valid
results. During optimization we choose value that produces valid covariance matrices
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for training and test set. However, these model could fail for new data, so we have
included Bhattacharya kernel [63] and Chi-squared kernel [64] in our evaluation. These
are valid Mercer kernel to compare probability distributions.





































































































SID is not a positive semi-definite function; x and x′ are means of elements of x and x′
respectively; pi = xi/
∑




j x′j; σ0, σ1, γ, and l are hyperparameters. p controls the
order of the polynomial covariance function.
Table 3.2: List of non-stationary covariance functions.
3.2.1 Multitask Learning
Multitask learning is a type of transfer learning in which multiple related functions (called
tasks) defined over the same input variables (called domains) are simultaneously learned
from the data with the objective of increasing the predictive performance of the tasks [65].
It is assumed that the feature space and the probability distribution of the domain is the













(b) One multitask model
Figure 3.1: Multitask learning
(domain), multitask learning learns multiple functions (tasks), say, f1(x), . . . , fM(x), jointly,
i.e., model p( f1(x), . . . , fM(x) | x), rather than learning them individually, independent of
each other, i.e., model p( f1(x) | x), . . . , p( fM(x) | x). This is illustrated in Fig. 3.1.











be the input and the output of M related tasks, such that X1 =[
x1,1, . . . , xN1,1
]T, X2 = [x1,2, . . . , xN2,2]T,. . . ,XM = [x1,M, . . . , xNM,M]T and y1 = [y1,1, . . . , yN1,1]T,
y2 =
[
y1,2, . . . , yN2,2
]T, . . . ,yM = [y1,M, . . . , yNM,M]T. Here, for task 1, x1,1, . . . , xN1,1 are the
N1 vectors representing input samples and y1,1, . . . , yN1,1 are the corresponding scalar
output values. Similar is the case for task 2 to M. In general, for a task t, the rows of Xt
(x1,t, . . . , xNt,t) are vectors representing input samples, the elements of yt (y1,t, . . . , yNt,t) are
the corresponding scalar output values, and there are Nt samples in Xt and yt.
Then, if we are to collect the inputs and outputs of all of the tasks, such that
Xall =
[




y1,1, . . . , yN1,1, y1,2, . . . , yN2,2, . . . , y1,M, . . . , yNM,M
]T, then we could use standard GP
formulation to learn a joint function that maps Xall to yall, if we are able to define covariance
between elements of yall using corresponding inputs in Xall.




= K fl,k k(xi,l, x j,k), (3.1)〈
fl(xi,l), fk(x j,k)
〉
is the covariance between the noise-less outputs of i-th sample of task
l (i.e., fl(xi,l)) and j-th sample of task k (i.e., fk(x j,k)). k (x, x′) is a covariance function. K f is
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a M×M task covariance matrix. The task covariance matrix has to be PSD. K fl,k is the l-th
row and k-th column element of K f and scales the covariance function value between the
samples belonging to l-th task and k-th task, with higher magnitude implying greater
relationship between the tasks. The method by Bonilla et al. [66] treats the elements of K f
as hyperparameters of the model which are optimized alongside of the hyperparameters
of the covariance function and noise variances. So this method automatically learns the
relationship between the tasks without any supervision. However, since K f has to be a


















The likelihood function used by this method is given in (3.2). yi,1,. . . ,yi,M are the noisy
output values which are conditioned on the noiseless output values, fl(xi,1), . . . , fl(xi,M).
It is assumed that same noise variance is observed in all the samples belonging to a task.
σ21, . . . , σ
2
M are noise variances in tasks 1, . . . , M respectively. Rakitsch et al. extended
this method by assuming the noise across the task to be correlated [67]. They claim such
model is better suited if there are hidden factors affecting the output variables. Their
method uses same prior (i.e., (3.1)) but uses (3.3) as the likelihood function. ΣNoise is a
M×M noise covariance matrix which is a PSD matrix that captures relationship between















The learning and inference in these models can be performed similar to that for
standard GP algorithm (see Algorithm 1) by computing covariance between samples in
yall using (3.1), and noise in the observation from (3.2) for the first model [66] and (3.3)
for the second [67].
Several other types of multitask GPs have been proposed in literature. They are based
on approaches such as sparse linear combination of independent single-task GPs [68],
multi-kernel method [69], convolved latent processes [70], and spectral mixture ker-
nels [71]. There are also asymmetric multitask GPs, which model several tasks together
with the objective of enhancing the predictions of only a subset of the tasks by transfer-
ring information from other tasks to them [72]. Readers who are interested in learning
more about advanced multitask GPs are encourage to read the article by Liu et al. [73].
It reviews and experimentally compares a variety of state-of-the-art multitask GPs.
3.3 Datasets
We experiment with three real hyperspectral biophysical parameter prediction datasets
and one synthetic dataset.
3.3.1 Algae Dataset
The first dataset, which we call Algae dataset, contains 103 reflectance spectra of sedi-
ments containing algal bio-films, and the contents of the chlorophyll-a, the chlorophyll-b
and the carbohydrates in µg cm−2. This dataset was acquired by Murphy et al. [74] from
two mudflats, each of an area about 500 m2, in Sydney, Australia. The reflectance spectra
covers visible and near infrared region (350-1050 nm at 1 nm interval) and was measured
by an Analytical Spectral Devices (ASD) FieldSpec Pro spectroradiometer .
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Algorithm 2: Learning and inference in multitask GP.
Input: X1 =
[
x1, . . . , xN1
]T (Training input of primary task), y1 = [y1,1, . . . , yN1,1]T
(Training output of primary task), X2 =
[
x1, . . . , xN1 , . . . , xN2
]T (Training
input of secondary task), y2 =
[
y1,2, . . . , yN1,1, . . . , yN2,2
]T (Training output
of secondary task), X∗(Testing input)
Output: f̄∗,1 (Predicted output of primary task)
Given : k(x, x′) [covariance function]
Learning,
1. Combining X1 and X2, y1 and y2
Xall =
[




y1,1, . . . , yN1,1, y1,2, . . . , yN1,1, . . . , yN2,2
]T
2. Covariance computation
Ki, j = K
f
l,k k(Xall[i],Xall[ j]), ∀i, j ∈ {1, · · · ,N}
• For Bonilla et al. [66]: Σi, j =
Ki, j + σ2l , if l = kKi, j, otherwise , ∀i, j ∈ {1, · · · ,N}
• For Rakitsch et al. [67]: Σi, j = Ki, j + ΣNoisel,k , ∀i, j ∈ {1, · · · ,N}
Xall[i] is the i-th row of Xall. Xall[ j] is the j-th row of Xall.
l = 1 if i-th element of yall came from y1, else l = 2.
k = 1 if j-th element of yall came from y1, else k = 2.
N = N1 + N2.
3. Optimization of all hyperparameters, Θ
arg max
Θ












f̄∗,1 = K∗ Σ−1yall,
K∗i, j = K
f
1,kk(X∗[i],Xall[ j]), ∀i ∈ {1, · · · ,R},∀ j ∈ {1, · · · ,N}
X∗[i] is the i-th row of X∗. Xall[ j] is the j-th row of Xall. k = 1 if j-th element of yall
came from y1, else k = 2. R is the number of rows in X∗.
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3.3.2 NEON Dataset
The second dataset, which we call NEON dataset, contains 54 reflectance spectra of
foliage and the corresponding nitrogen and carbon contents of the samples, measured
in terms of percentage dry foliage weight. It was collected by The National Ecological
Observatory Network (NEON) [75] as part of their 2013 field campaign at San Joaquin,
Soaproot Saddle, and Teakettle in California, USA [76]. It contains visible to shortwave
infrared spectra (350-2500 nm at 1 nm interval) collected by an Analytical Spectral De-
vices (ASD) Fieldspec-3 portable field spectrometer. We also use a hyperspectral image
obtained from NEON for qualitative analysis. This test image is a subset of hyperspectral
data collected by NEON Imaging Spectrometer (NIS) over San Joaquin, California. It
covers an area of 250 m×250 m and each pixel has a spectral range of 382 nm to 2511 nm
and has a ground sampling distance of 1 m.
3.3.3 SPARC Dataset
The SPARC dataset contains 118 spectra extracted from the pixels of images captured
by an airborne HyMap sensor and the corresponding ground truth measurements of
leaf chlorophyll (chlorophyll) in µg cm−2, leaf area index (LAI) in m2 m−2, and fractional
vegetation cover (fCover) in m2 m−2. Few of the ground truth values for each biophysical
parameter is missing in the dataset. Such instances were ignored during experimental
evaluation. The data was collected by European Space Agency (ESA) as part of their
SPARC campaign around an agricultural site in Barrax, Spain [77].
3.3.4 Synthetic Dataset
We propose a pipeline (shown in Fig 3.2) to generate synthetic datasets with varying
levels of illumination variations. The goal is create datasets that can be used to compare
the sensitivity of the predictive models to illumination variations. This is hard to test
in real data because it will require collection of a new dataset that measures reflectance
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of same set of materials under varying lighting conditions whose variability can be
controlled. Theoretically, reflectance should be independent of illumination variations.
However, since there are no instrument to directly measure reflectance, it has to be
estimated from measured radiance, sun-sensor geometry, and atmospheric conditions.
This makes estimated reflectance sensitive to variation in illumination or any change in
atmospheric condition [78].
The proposed simulation pipeline utilizes data from SPARC dataset, 6S atmospheric
radiative transfer model [79] and empirical line method (ELM) [80]. The basic idea is to
convert the reflectance spectra in SPARC dataset to a radiance observed by a hypothetical
sensor defined in a 6S simulation and convert the radiance back to reflectance using
ELM. We randomly vary the atmospheric parameters in the 6S simulation for each
sample in SPARC dataset to introduce illumination variations in the dataset. The ELM is
calibrated only once and used to retrieve reflectance for radiances simulated for different
atmospheric conditions. If we allow the parameters to vary a lot, we get a dataset with
artifacts of huge illumination variation and if we allow the parameters to vary by only a
small amount, we have a dataset with artifacts of small illumination variations. In real-
world, similar situation could arrive when reference spectra to calibrate atmospheric
compensation algorithm is collected only once in the beginning of data collection and all
the data collected over a long period is converted to reflectance under that calibration.
In fact, such artifacts always appear when a more complex model (real atmosphere in
real-world and 6S in our pipeline) is inverted by a simpler model (RTM code/ELM in
real-world and ELM in our pipeline), since all the variabilities of the complex model is
not captured by the simpler model. The details of the synthetic data generation process
is given below.
Most of the parameters of the 6S simulation are fixed. We set the altitude to be
12 km, atmosphere to be mid-latitude summer, aerosol profile to be Continental and
the sensor to be nadir viewing. Only two parameters (AOT550 nm and solar zenith) are
varied. AOT550 nm is assigned a value uniformly sampled at random from the range 0.1






Mid-latitude summer  
Aerosol: Continental 
AOT550nm ~ U(0.1,0.2)
θsz ~ U(0, θvar) 
12 kmθsz 














Figure 3.2: Pipeline to generate synthetic dataset.
uniformly at random from the range 0 to θvar. The parameter θvar controls the amount
of spectral variability. With higher value meaning higher variability. It is held constant
40
for one pass through the dataset. The ELM is calibrated only once for each run through
the entire dataset using all zero and all one reflectance. We generate 9 separate datasets,
with increasing spectral variabilities due to illumination changes, by setting θvar from
10° to 90° at 10° increments and running the simulation through every sample in the
SPARC dataset.
3.4 Experimental Results
3.4.1 Evaluation of Covariance Functions
In this section, we evaluate the predictive performance of different covariance functions.
The first experiment compares the predictive performance of all discussed covariance
function on entirety of all three real datasets. In the second experiment, we measure the
effects of training set size on the performance of the methods using the real datasets.
The third experiment measures the sensitivity of predictive performances of different
methods to training set size and illumination variability using the synthetic dataset. All
of the results in this subsection were computed by repeating 10-fold cross-validation 30
times and reporting the mean and the standard deviation of the performance metrics
over those 30 repeats. The metrics reported are the coefficient of determination (R2) and
the root mean squared error (RMSE) between the prediction and the ground truth. In all
of the experiments in this chapter, we have not used automatic relevance determination
(ARD) in covariance functions, even though previous studies [40, 41] have found them
useful. This is because when training on very small datasets the number of new hyper-
parameters introduced by ARD for spectral data usually far exceeds the dataset size. The
hyperparameters of the GPs were optimized by minimizing the negative log-likelihood
function using quasi-Newton method. To prevent local minima, multiple optimization





Tables. 3.3 and 3.4 compare the predictive performance of different methods on the
real datasets. The covariance functions compared are the squared exponential (SE), the
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exponential (Exp), the Matern 3/2 (Mat3), the Matern 5/2 (Mat5), the linear (Linear), the
polynomial of order 2 (Poly2), the polynomial of order 3 (Poly3), the neural network, the
exponential spectral angle mapper (ESAM), the observation angle dependent (OAD), the
correlation (Corr1), the exponential correlation (Corr2), the spectral information diver-
gence (SID), the Bhattacharya (Bhatt), and the chi-squared (Chi2) functions. As baselines
methods, we have included partial least squared (PLS), random forest (RF), spectral angle
mapper (SAM), support vector regression (SVR), and kernel ridge regression (KRR). The
hyperparameters of the random forest (the number of trees) and partial least squares
were (the number of components) were tuned using cross-validation of the training
data. For support vector regression and kernel ridge regression, we utilized the sim-
pleR toolbox [81] implementations with squared exponential kernels, which have been
used by previous studies for vegetation parameter estimation [82, 83]. We also com-
pare the results with state-of-the-art approaches for vegetation parameter prediction,
i.e., VHGPR [48], GP-BAT [84], PLS-GPR [85], and WGP [86]. VHGPR was implemented
using the simpleR toolbox [81]; GP-BAT and WGP were implemented using GPML tool-
box [87]; and PLS-GPR was implemented using the simpleR [81] and the simFeat [88]
toolboxes. The best performing method and any method which was not statistically
different from the best method (two sample t-test, α = 0.01) have been highlighted in the
table.
Comparison between spectral and other covariance functions: The results show
that spectral covariance functions performed the best. The non-stationary covariance
functions in general outperformed the stationary covariance functions (including the
squared exponential function which was used by most of the previous studies). This
is due to the fact that the Euclidean distance between the spectra is not good metric
for similarity for spectral data. Our results prove that when applying Gaussian pro-
cesses for vegetation parameter estimation, rather than just utilizing the default squared
exponential covariance function as done by previous studies, it would be wise to use
model selection techniques, such as cross validation, to choose the best non-stationary
covariance function.
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Method Algae dataset NEON dataset SPARC dataset
Chlorophyll-a Chlorophyll-b Carbohydrates Nitrogen Carbon Chlorophyll LAI fCover
GP-SE 0.623±0.011 0.562±0.008 0.660±0.022 0.463±0.039 0.392±0.035 0.986±0.001 0.925±0.003 0.888±0.006
GP-Exp 0.496±0.031 0.470±0.016 0.688±0.016 0.401±0.037 0.447±0.038 0.980±0.014 0.929±0.004 0.891±0.007
GP-Mat3 0.627±0.011 0.543±0.016 0.684±0.016 0.441±0.042 0.401±0.034 0.987±0.001 0.919±0.004 0.899±0.004
GP-Mat5 0.627±0.010 0.560±0.015 0.668±0.017 0.448±0.041 0.381±0.036 0.987±0.001 0.921±0.005 0.897±0.006
GP-Linear 0.619±0.009 0.506±0.013 0.562±0.012 0.446±0.043 0.392±0.033 0.929±0.005 0.908±0.003 0.900±0.005
GP-Poly2 0.621±0.012 0.561±0.009 0.614±0.018 0.515±0.046 0.388±0.034 0.964±0.004 0.920±0.003 0.897±0.005
GP-Poly3 0.623±0.010 0.557±0.009 0.632±0.016 0.509±0.048 0.387±0.034 0.965±0.004 0.920±0.003 0.890±0.005
GP-NN 0.634±0.011 0.575±0.009 0.695±0.011 0.548±0.043 0.541±0.045 0.983±0.001 0.927±0.003 0.908±0.005
GP-ESAM 0.598±0.021 0.549±0.014 0.690±0.017 0.528±0.037 0.550±0.035 0.981±0.002 0.938±0.004 0.912±0.005
GP-OAD 0.599±0.020 0.550±0.014 0.691±0.016 0.530±0.037 0.550±0.035 0.981±0.002 0.938±0.004 0.912±0.005
GP-Corr1 0.596±0.011 0.520±0.012 0.723±0.011 0.624±0.029 0.500±0.026 0.944±0.004 0.898±0.004 0.889±0.003
GP-Corr2 0.599±0.014 0.526±0.017 0.724±0.011 0.617±0.023 0.525±0.045 0.975±0.003 0.896±0.003 0.897±0.005
GP-SID 0.607±0.029 0.570±0.008 0.584±0.092 0.563±0.076 0.182±0.098 0.285±0.115 0.325±0.128 0.707±0.132
GP-Bhatt 0.623±0.012 0.573±0.008 0.727±0.011 0.441±0.037 0.465±0.032 0.938±0.004 0.916±0.004 0.899±0.005
GP-Chi2 0.617±0.012 0.568±0.008 0.731±0.010 0.553±0.041 0.442±0.038 0.982±0.002 0.926±0.005 0.911±0.007
PLS 0.622±0.011 0.538±0.011 0.640±0.022 0.606±0.058 0.501±0.058 0.915±0.007 0.901±0.008 0.881±0.008
RF 0.471±0.036 0.415±0.025 0.610±0.019 0.460±0.037 0.406±0.039 0.910±0.018 0.915±0.006 0.880±0.010
SAM 0.412±0.041 0.370±0.027 0.566±0.027 0.295±0.048 0.371±0.039 0.992±0.003 0.921±0.005 0.896±0.013
SVR 0.606±0.022 0.556±0.022 0.660±0.031 0.441±0.062 0.347±0.051 0.987±0.001 0.927±0.006 0.906±0.009
KRR 0.594±0.049 0.544±0.029 0.633±0.086 0.461±0.099 0.355±0.083 0.982±0.003 0.923±0.006 0.896±0.009
VHGPR 0.585±0.033 0.526±0.023 0.627±0.029 0.208±0.068 0.472±0.055 0.983±0.004 0.934±0.006 0.872±0.014
GP-BAT 0.605±0.018 0.555±0.013 0.653±0.023 0.333±0.096 0.313±0.086 0.986±0.002 0.926±0.007 0.861±0.015
PLS-GPR 0.611±0.020 0.550±0.018 0.684±0.023 0.388±0.077 0.441±0.063 0.986±0.002 0.899±0.008 0.834±0.016
WGP 0.636±0.012 0.563±0.012 0.688±0.052 0.427±0.109 0.481±0.078 0.982±0.010 0.926±0.004 0.887±0.008
Table 3.3: Predictive performance of different methods on all three datasets measured in
R2.
Comparison with baselines: GP based methods performed superior to the baselines,
except for Chlorophyll prediction in SPARC dataset, for which surprisingly SAM per-
formed the best. The comparison of GP based methods with SAM for SPARC dataset’s
Chlorophyll prediction will be examined again in the third experiment.
Comparison with the state-of-the-art: When comparing with the state-of-the-art
approaches, GP with spectral covariance functions mostly performed better than VHGPR
and WGP, which are methods that utilize squared exponential covariance function with
more advanced likelihood functions. Additionally, the proposed methods outperformed
band selection (GP-BAT) and dimensionality reduction (PLS-GPR) based methods. In
addition to the state-of-the-art methods listed in the table, we also experimented with
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Method Algae dataset NEON dataset SPARC dataset
Chlorophyll-a Chlorophyll-b Carbohydrates Nitrogen Carbon Chlorophyll LAI fCover
GP-SE 9.716±0.138 0.323±0.003 8.701±0.278 0.275±0.012 1.712±0.057 2.134±0.106 0.457±0.008 0.115±0.003
GP-Exp 11.284±0.330 0.355±0.005 8.343±0.218 0.290±0.011 1.632±0.062 2.486±0.564 0.443±0.011 0.113±0.003
GP-Mat3 9.667±0.135 0.330±0.006 8.397±0.202 0.281±0.013 1.700±0.054 2.072±0.079 0.475±0.012 0.109±0.002
GP-Mat5 9.662±0.136 0.323±0.005 8.604±0.216 0.279±0.013 1.730±0.059 2.059±0.075 0.467±0.014 0.110±0.003
GP-Linear 9.766±0.123 0.343±0.005 9.896±0.139 0.278±0.012 1.711±0.052 4.764±0.176 0.504±0.009 0.108±0.003
GP-Poly2 9.736±0.152 0.323±0.003 9.286±0.218 0.261±0.014 1.717±0.053 3.367±0.167 0.472±0.008 0.110±0.003
GP-Poly3 9.717±0.135 0.325±0.003 9.060±0.201 0.263±0.015 1.718±0.053 3.361±0.165 0.469±0.009 0.113±0.002
GP-NN 9.575±0.139 0.318±0.003 8.238±0.144 0.251±0.014 1.517±0.094 2.326±0.069 0.450±0.009 0.104±0.003
GP-ESAM 10.035±0.256 0.327±0.005 8.311±0.223 0.256±0.011 1.478±0.066 2.509±0.143 0.416±0.012 0.101±0.003
GP-OAD 10.017±0.248 0.327±0.005 8.302±0.220 0.255±0.011 1.478±0.066 2.505±0.143 0.416±0.012 0.102±0.003
GP-Corr1 10.062±0.138 0.338±0.004 7.850±0.150 0.229±0.009 1.554±0.045 4.221±0.133 0.530±0.010 0.114±0.002
GP-Corr2 10.017±0.179 0.336±0.006 7.835±0.159 0.234±0.008 1.543±0.106 2.817±0.148 0.537±0.008 0.110±0.003
GP-SID 9.918±0.365 0.320±0.003 9.668±1.031 0.248±0.021 2.079±0.152 15.069±1.236 1.362±0.134 0.181±0.042
GP-Bhatt 9.711±0.151 0.318±0.003 7.800±0.160 0.278±0.012 1.605±0.053 4.429±0.134 0.483±0.012 0.109±0.003
GP-Chi2 9.792±0.158 0.320±0.003 7.745±0.147 0.253±0.014 1.690±0.088 2.399±0.135 0.454±0.015 0.102±0.004
PLS 9.773±0.163 0.335±0.005 9.191±0.364 0.247±0.026 1.683±0.139 5.213±0.224 0.525±0.023 0.120±0.005
RF 11.514±0.391 0.373±0.008 9.320±0.219 0.272±0.009 1.686±0.056 5.342±0.516 0.485±0.017 0.119±0.005
SAM 13.270±0.603 0.421±0.012 10.372±0.327 0.360±0.018 2.111±0.102 1.608±0.257 0.473±0.017 0.112±0.007
SVR 10.007±0.278 0.326±0.008 8.714±0.407 0.289±0.023 1.820±0.095 2.078±0.110 0.451±0.020 0.105±0.005
KRR 10.119±0.607 0.330±0.011 9.236±1.393 0.287±0.040 1.896±0.208 2.370±0.210 0.464±0.020 0.110±0.005
VHGPR 10.241±0.415 0.336±0.009 9.125±0.347 0.337±0.018 1.595±0.084 2.343±0.288 0.429±0.019 0.123±0.007
GP-BAT 9.954±0.245 0.325±0.005 8.833±0.312 0.324±0.041 2.087±0.375 2.096±0.138 0.406±0.019 0.113±0.006
PLS-GPR 9.878±0.260 0.327±0.007 8.416±0.325 0.312±0.029 1.726±0.161 2.129±0.142 0.473±0.018 0.123±0.006
WGP 9.659±0.132 0.326±0.004 8.380±0.700 0.297±0.054 1.736±0.259 2.368±0.505 0.453±0.013 0.115±0.004
Table 3.4: Predictive performance of different methods on all three datasets measured in
RMSE.
a recent deep learning based biophysical/biochemical parameter prediction network,
called DeepSpectra [53]. The exact network architecture experimented was the one used
to predict corn protein in the DeepSpectra paper. In our experiments, we found that
the validation loss did not converge, even when the training loss converged, for NEON
dataset (the smallest dataset), and for Chlorophyll-a and Chlorophyll-b in Algae dataset.
For rest of the parameters, the model produced poor results. The R2 of prediction
for Carbohydrate in Algae dataset was 0.6459 ± 0.0392 and the R2 of prediction for
Chlorophyll, LAI, and fCover in SPARC dataset were 0.9114 ± 0.0179, 0.8848 ± 0.0149,
and 0.8783 ± 0.0170, respectively. This clearly indicates that that DeepSpectra model
was over-fitting on our datasets. We tried increasing the regularization by increasing the
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weight decay value, increasing the dropout rate and decreasing the number of hidden
units, but no performance increase was observed. We hypothesize that the difficulty
in training is due to the fact that the training set size of our dataset is smaller and our
datasets are much noisier than the ones used in [53]. Better results could be obtained
by further tuning the hyperparameters of the network and making changes to network
architecture, but that is beyond the scope of our study. This shows another benefit of GPs
that they have fewer number of hyperparameters, which can be automatically learned
by minimizing log-likelihood function using an optimizer.
In the next experiment, we test how the performance of the models vary with training
set size. The results are shown in Fig. 3.3. Since, both R2 and RMSE performance metrics
showed congruent results in the first experiment, only R2 metric is reported in the
remainder of the chapter. The performance curves were obtained by using a modified
form of repeated 10 fold cross-validation. In each iteration of the cross-validation, the
models were trained on only a random subset of the samples in the training fold. The
size of the subset was set to the training set size for which performance is desired to
be measured. By varying the size of the subset, the performance as function of training
set size was obtained. This process guarantees that the size of the test set is same, even
though the size of the training set is varying, so that the results obtained from models
trained on training sets of different sizes can be compared. In this experiment, we did
not exhaustively cover all of the covariance functions, but only chose a representative
set. Only standard deviations of the squared exponential covariance function and the
exponential spectral angle mapper are shown for comparison.
The plots again show that the non-stationary functions are better. In general, we find
that the gap in performance between stationary covariance functions and non-stationary
covariance functions is larger when the training set size is small. This gap slowly nar-
rows as the number of training examples is increased. This shows that non-stationary
covariance functions (spectral functions in particular) are more preferable for biophys-
ical prediction when the ground truth is limited. From the plots, we can extrapolate
that if we have large quantity of ground truth, there would not be difference in perfor-
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Figure 3.3: Performance as a function of training set size. (a)-(c) are from Algae dataset,
(d) and (e) are from NEON dataset, and (f)-(h) are from SPARC dataset.
mance between stationary and non-stationary covariance functions. This observation
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is in agreement with the theory of Bayesian methods that states that as the amount of
data available grows to be sufficiently large, the effects of prior tend toward becoming
irrelevant, provided the prior does not make strong incorrect assumptions about the
data [89]. It should be noted that the phenomenon of narrowing of the performance
gap as training set size is increased is not seen in biophysical parameters from NEON
dataset. This could be happening because of the fact that, among the three datasets, this
is the smallest one and with even the full dataset used for training, the training set is
not adequate to properly model the relationship. This claim is supported by the fact
that in other datasets the performance tend to taper off and the standard deviation of
performance rapidly diminishes as the number of sample used tends to be as large as
the entire dataset, but this is not observed for biophysical parameters from the NEON
dataset.
Fig. 3.4 shows the results of the third experiment that utilizes the synthetic dataset to
show the effects of illumination variations and size of training set. The mean R2 metric
over 30 repeats of 10-fold cross validation is shown in the figure. We have used 9 synthetic
datasets obtained by setting θvar values from 0° to 90°. Each of those used the same
procedure as the last experiment to obtained performance under varying training set
size. The results indicate that non-stationary covariance functions (in particular spectral
covariance functions) perform better not only under limited ground truth but also when
illumination variation is high in the training set. One surprising result obtained in
Tables. 3.3 and 3.4 was that SAM performed better than Gaussian process based method
when predicting chlorophyll in SPARC dataset. Fig. 3.4 proves that when the training
set is limited or illumination variation is high the non-stationary covariance functions
outshine the SAM. This is because SAM, which is basically a nearest neighbor method
with cosine similarity as distance metric, needs large set of training data to work properly
as it makes hard decision to assign the test sample to the closest training set sample. If
the gap between the training set is large, the error is high for SAM but GP can learn a
smooth function between the gap to reduce the prediction error.
In Fig. 3.5, we qualitatively compare leaf nitrogen maps produced using GP-SE and
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Figure 3.4: Mean predictive R2 as function of training set size (x-axis) and illumination
variations (y-axis) evaluated on simulated dataset. The x-axis of the plots is training set
size and the y-axis of the plots is θvar.
GP-ESAM models trained on the NEON dataset. The test image was acquired by NEON
imaging spectrometer (NIS) over an area in San Joaquin, California. Since, the NEON
dataset contains leaf spectra, we use 4SAIL canopy model [90] to generate synthetic
canopy spectra from NEON dataset for training. Two hundred and fifty training samples
were generated by randomly selecting samples from the NEON dataset and passing it
through the 4SAIL model. The parameters of 4SAIL model was set as follows. The
solar zenith, the solar azimuth and the range of values for the viewing zenith and the
viewing azimuth from which they were randomly sampled from were obtained from
the meta-information in the test image file. Other parameters were uniformly sampled
at random from a range–leaf area index: 0.1 to 4.0, average leaf angle: 10° to 80°, hot
spot parameter: 0.01 to 1.0, and soil brightness factor: 0.1 to 1.0. The reflectance and the
transmittance of the leaf required by 4SAIL were estimated using the method in [91] using
the leaf reflectance against a white background and the same against a black background,
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Color image









Figure 3.5: GP-ESAM and GP-SE trained on the NEON dataset applied to the test
hyperspectral image.
present in the NEON dataset. We resample the bands of training samples to match with
the imaging spectrometers bands and remove the water bands. Non-vegetation pixels in
the images have been blacked out. We see that the maps produced by the two methods
are different. Unfortunately, there are no ground truth measurements corresponding to
the pixels of the image to quantitatively compare the performance of the methods.
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3.4.2 Evaluation of Multitask Gaussian Processes
In this section, we experiment on the real datasets and the synthetic dataset to show the
benefits of multitask learning. We experiment with two vegetation parameters from each
dataset at a time. The vegetation parameter of interest is called the primary vegetation
parameter and the other is called secondary vegetation parameter. We assume that we
have limited ground truth for the primary vegetation parameter but have larger quantity
of ground truth for the secondary vegetation parameter. We follow the same evaluation
methodology as in the previous experiments to obtain performance as a function of
primary vegetation parameter’s training set size. The only difference is that in each
cross-validation iteration within 30 random trials only the ground truth of the primary
vegetation parameter is subsetted from the training fold while all of the training fold
ground truth of the secondary vegetation parameter is kept. So each model is trained
on spectra in the training fold which have secondary vegetation parameter ground truth
for all of its samples but have primary biophysical parameter ground truth for only a
subset. The models are tested on separate set on spectra in the testing fold. For Algae and
SPARC datasets, which have 3 vegetation parameters, we evaluate every combination
of pair of parameters.
In the remainder of this chapter, the multitask model [66] proposed by Bonilla et
al. is referred as MTGP1 and the multitask model [67] by Rakitsch et al. is referred as
MTGP2. Gaussian processes modeling only one task is referred as single-task GP or GP.
To uniformly compare the multitask models, we set the covariance function to ESAM
throughout the experiments. To make sure that K f , and also ΣM×M for MTGP2, are




2IM×M, where ai ∀i are M dimensional vectors,
c is a scalar, r is an integer whose value can range from 1 to M. This approximation
generally produces a PSD matrix because the diagonal of the approximation generally
have higher magnitude than the rest of the elements [67]. ai’s and c are learned from the
data with other hyperparameters. The value of r controls the rank and the number of
hyperparameters associated with K f and ΣM×M. During training, we learn M separate
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models by one-by-one setting the value of r to values in the range 1 to M and tuning
the hyperparameters of the model using the same procedure as the one used for GPs in
previous experiments. Out of the M models, the one which exhibits the lowest negative
log-likelihood value is picked as the final model.
Tables. 3.5 and 3.6 compare single-task GP and multitask GP. Table. 3.5 shows the
combinations of vegetation parameters which benefited from multitask learning and Ta-
ble. 3.6 shows the combinations that did not. The results for each vegetation parameter
was obtained by considering it as the primary vegetation parameter and the other vege-
tation parameter as the secondary. For Algae dataset, multitask learning of chlorophyll-a
and chlorophyll-b was beneficial but learning either of them with carbohydrate was not.
This could be because chlorophyll-a and chlorophyll-b are more similar because both of
them are pigments. The joint modeling of leaf nitrogen and leaf carbon was seen to be
beneficial in NEON dataset. For SPARC dataset, multitask learning of leaf area index
and fractional vegetation cover performed better but either did not benefit from joint
modeling with leaf chlorophyll content. This is expected because leaf area index and
fractional vegetation cover are known to be related [92] but there is no direct relationship
of either with the leaf chlorophyll contents. For the positive results, the gain in perfor-
mance is the largest when the training set size of the primary biophysical parameter is
lowest, and steady grows as it is increased. When the primary vegetation parameter’s
training set size is adequately large, we see that there is no gain from using multitask GP.
The best performing model and any model which was not statistically different from the
best model (two sample t-test, α = 0.01) have been highlighted in the table. Since exper-
iments with pairs of vegetation parameters in Algae and SPARC dataset did not show
that all three vegetation parameters in the dataset are related, we did not experiment
with modeling three vegetation parameters jointly with multitask learning. However,
the same approach can be used to learn more than two vegetation parameters together.
Now, we investigate whether multitask learning can be used to improve the prediction
of model when the illumination variation in the training dataset is high. For this, we again
utilize the synthetic dataset. As in previous experiments, Fig. 3.6 shows the variation of
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Algae Dataset
No. Samples 10 30 50 70
Primary: Chlorophyll-a, Secondary: Chlorophyll-b
GP 0.246 ± 0.082 0.475 ± 0.055 0.538 ± 0.044 0.583 ± 0.028
MTGP1 0.438 ± 0.031 0.546 ± 0.024 0.555 ± 0.031 0.574 ± 0.039
MTGP2 0.412 ± 0.039 0.518 ± 0.043 0.564 ± 0.024 0.583 ± 0.024
Primary: Chlorophyll-b, Secondary: Chlorophyll-a
GP 0.192 ± 0.071 0.435 ± 0.071 0.492 ± 0.043 0.528 ± 0.024
MTGP1 0.444 ± 0.039 0.493 ± 0.039 0.519 ± 0.028 0.528 ± 0.025
MTGP2 0.428 ± 0.039 0.499 ± 0.034 0.530 ± 0.028 0.539 ± 0.020
NEON Dataset
No. Samples 5 15 25 35
Primary: Nitrogen, Secondary: Carbon
GP 0.115 ± 0.074 0.330 ± 0.103 0.475 ± 0.072 0.505 ± 0.055
MTGP1 0.094 ± 0.086 0.462 ± 0.077 0.493 ± 0.051 0.514 ± 0.050
MTGP2 0.029 ± 0.033 0.412 ± 0.087 0.499 ± 0.068 0.517 ± 0.047
Primary: Carbon, Secondary: Nitrogen
GP 0.139 ± 0.102 0.341 ± 0.109 0.469 ± 0.057 0.513 ± 0.053
MTGP1 0.364 ± 0.116 0.465 ± 0.052 0.503 ± 0.055 0.530 ± 0.044
MTGP2 0.326 ± 0.129 0.495 ± 0.060 0.518 ± 0.050 0.522 ± 0.040
SPARC Dataset
No. Samples 5 10 15 20
Primary: LAI, Secondary: fCover
GP 0.615 ± 0.099 0.784 ± 0.045 0.851 ± 0.023 0.870 ± 0.023
MTGP1 0.768 ± 0.048 0.806 ± 0.033 0.814 ± 0.076 0.836 ± 0.020
MTGP2 0.771 ± 0.047 0.811 ± 0.016 0.827 ± 0.014 0.847 ± 0.014
Primary: fCover, Secondary: LAI
GP 0.569 ± 0.110 0.762 ± 0.062 0.822 ± 0.047 0.852 ± 0.015
MTGP1 0.738 ± 0.058 0.809 ± 0.022 0.825 ± 0.018 0.845 ± 0.014
MTGP2 0.745 ± 0.050 0.799 ± 0.025 0.828 ± 0.018 0.838 ± 0.017
Table 3.5: Comparison of GP and multitask GP for vegetation parameter estimation.
Performance measured by R2.
R2 metric as function of training set size and illumination variation for single-task and
multitask GPs. We observe that multitask GP outperforms single-task GP, when either
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Algae dataset
No. Samples 10 30 50 70
Primary: Chlorophyll-a, Secondary: Carbohydrates
GP 0.222±0.075 0.471±0.054 0.535±0.032 0.576±0.025
MTGP1 0.230±0.043 0.383±0.072 0.498±0.050 0.566±0.027
MTGP2 0.229±0.045 0.364±0.055 0.515±0.052 0.569±0.030
Primary: Chlorophyll-b, Secondary: Carbohydrates
GP 0.168±0.093 0.412±0.069 0.497±0.039 0.532±0.026
MTGP1 0.298±0.074 0.410±0.046 0.471±0.037 0.513±0.033
MTGP2 0.333±0.049 0.385±0.043 0.462±0.041 0.509±0.023
Primary: Carbohydrates, Secondary: Chlorophyll-a
GP 0.319±0.101 0.553±0.056 0.634±0.027 0.670±0.024
MTGP1 0.283±0.079 0.534±0.049 0.620±0.044 0.660±0.027
MTGP2 0.295±0.058 0.521±0.044 0.623±0.036 0.664±0.018
Primary: Carbohydrates, Secondary: Chlorophyll-b
GP 0.297±0.085 0.532±0.053 0.625±0.038 0.665±0.031
MTGP1 0.415±0.061 0.536±0.036 0.601±0.051 0.651±0.026
MTGP2 0.426±0.060 0.528±0.036 0.601±0.040 0.654±0.026
SPARC dataset
No. Samples 5 10 15 20
Primary: Chlorophyll, Secondary: LAI
GP 0.541±0.130 0.758±0.061 0.819±0.038 0.852±0.042
MTGP1 0.284±0.108 0.552±0.135 0.718±0.078 0.761±0.086
MTGP2 0.270±0.108 0.659±0.082 0.800±0.047 0.842±0.041
Primary: Chlorophyll, Secondary: fCover
GP 0.452±0.129 0.733±0.095 0.837±0.040 0.867±0.027
MTGP1 0.370±0.128 0.584±0.172 0.757±0.112 0.763±0.127
MTGP2 0.360±0.133 0.612±0.129 0.811±0.038 0.861±0.040
Primary: LAI, Secondary: Chlorophyll
GP 0.459±0.118 0.700±0.056 0.789±0.039 0.828±0.027
MTGP1 0.243±0.160 0.586±0.113 0.705±0.128 0.785±0.068
MTGP2 0.246±0.147 0.493±0.105 0.704±0.062 0.789±0.049
Primary: fCover, Secondary: Chlorophyll
GP 0.539±0.137 0.746±0.094 0.833±0.029 0.841±0.033
MTGP1 0.234±0.179 0.534±0.230 0.602±0.251 0.727±0.188
MTGP2 0.274±0.136 0.600±0.082 0.766±0.055 0.809±0.048













































Figure 3.6: Mean predictive R2 of multitask GP as function of training set size (x-axis)
and illumination variations (y-axis) evaluated on simulated dataset. The x-axis of the
plots is training set size and the y-axis of the plots is θvar.
training set size is small and/or illumination variations is high.
Chapter 4
Bayesian Optimization for End-to-end
Tuning of Data Analysis Frameworks
4.1 Introduction
Many of the hyperspectral data analysis frameworks consist of multiple components,
each of which have to be optimized/tuned for the framework to exhibit a good perfor-
mance. For instance, a well-established method for spatial-spectral land cover classifica-
tion is the pipeline consisting of two components–a support vector machine (SVM) and
a Markov random field (MRF), referred as SVM-MRF [93, 94]. Typically, each compo-
nent of such frameworks are independently or sequentially optimized. However, better
performance could be obtained if all of the components are simultaneously optimized
with the objective of improving the final output. In this chapter, we present the idea of
joint, end-to-end tuning of the different components of data analysis frameworks using
Bayesian optimization. The efficacy of the presented idea will investigated in context
of SVM-MRF framework. In particular, we will demonstrate how jointly tuning the hy-
perparameters of the SVM and the MRF in a SVM-MRF framework can produce better




Hyperspectral land cover mapping, also called hyperspectral classification, is the
process of identifying the material under each pixel of an air- or space-borne hyperspec-
tral imagery in order to create a land cover distribution map of an area. Traditional
classifiers, called pixel-wise classifiers, used to create these maps utilize only the spec-
trum of the pixels to identify the material. A major drawback of this approach is that
it tends to produce noisy and spatially incoherent land cover maps due to the spatial
variations in illumination, shadows, purity of pixels, viewing geometry, atmospheric
conditions, and noise across the image, especially when the training set is limited. The
strong dependencies between the neighboring pixels in a hyperspectral image can be
utilized alongside the spectral information to produce more accurate land cover maps.
The current state-of-the-art mapping methods use both spectral and spatial contextual
information [95]. The spectral data contains the information about the chemistry of the
material, which in turn is related to the class of material. The spatial context contains
the information about the distribution of materials in the scene.
Broadly, all of the hyperspectral spatial-spectral classification algorithms can be cat-
egorized into two types. The first are the methods that use spatial-spectral features [96],
and the second are the methods that use undirected graphical models (also called ran-
dom fields) for post-processing [93]. This chapter focuses on the random fields based
methods. Since their introduction to remote sensing in [97] and [98], undirected graph-
ical models have been widely used to model spatial dependencies in remotely sensed
images for land cover mapping. Classical approaches utilize a grid-structured pairwise
pixel-based Markov random field (MRF) to model the pixel dependencies and use op-
timization algorithms, such as iterated conditional mode (ICM), simulated annealing,
and graph cuts for inference, see the reviews– [99] and [100]. These models are defined
over a grid-structured graph with each node representing a pixel label and edges present
between 4-connected neighboring pixels. The unary potentials are defined at each node
and captures the spectral information while the pairwise potentials are defined at edges
connecting neighboring pixels and captures the spatial information. Since these models
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only contain unary and pairwise interactions, they are called pairwise models. Unary
potentials are derived from pixel-wise classifiers, such as Gaussian maximum likelihood
classifier, logistic regressions, probabilistic support vector machines, Gaussian mixture
models, Gaussian processes, and ensemble methods. Potts model (including its contrast
sensitive version) is the most popular pairwise potential function. Zhong et al. [101] first
utilized a conditional random fields (CRF) to map the land covers in hyperspectral im-
ages. The standard CRF uses log-linear potential functions which have many parameters
that have to be learned from the data. Hence, large number of training pixels is required
while using CRF for land cover mapping. Higher order graphical models contain po-
tential functions defined over more than two nodes and are more expressive compared
to the grid-structured pairwise models with unary and pairwise potentials [102] . Since,
they include potential functions over group of pixels rather than just individual pixels,
they can model complex dependencies between various regions, structures, and objects
in the image. The higher order models typically have much larger number of parameters
and hence require larger training set. A comprehensive review of MRF- and CRF-based
spatial-spectral classification along with experiments benchmarking their performances
can be found in our tutorial paper [103].
Grid search is commonly used to tune the parameters of frameworks, such as SVM-
MRF [93]. In grid search, parameters (which are continuous valued) are sampled uni-
formly at discrete values and the performance of the method is evaluated at all combi-
nation of the sampled values of the parameters. The combination that produces the best
performance is chosen as the optimal value. The advantage of the grid search is that it
is a simple method to understand and implement. The disadvantages of this method
is that the spacing between the sampled values should be chosen appropriately to get
result sufficiently close to the real solution and the number of evaluation that needs to be
performed grows exponentially as the number of parameters is increased. Bayesian op-
timization does not suffer from either of these problems. Please note that the parameters
that need to be tuned by the user are commonly called hyperparameters to distinguish
them from internal parameters of the methods that are learned within the method itself.
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4.2 Bayesian Optimization
Bayesian optimization [104] is a derivative-free black-box optimization algorithm that
can optimize an objective function by sequentially querying its value for different input
values. It is best suited for optimizing a function whose value is difficult or expensive
to evaluate and whose input space is low dimensional (<20) [105]. Common black-box
optimization methods, such as grid-search, random search, simulated annealing, and
genetic algorithms, are not applicable in this scenario as they require a large number of
function evaluations to get accurate results.
Let us assume we want to minimize an objective function, f (x), whose input is vector
x. Elements of x can be either continuous or discrete. The only operation that can be
performed on f (x) is that it can be evaluated for arbitrary x in its input domain. As stated
earlier, it is very costly to evaluate f (x), so we want to intelligently search over the input
space in order to minimize the number of function evaluations. Bayesian optimization
iteratively queries f (x), while internally modeling f (x) using a function, g(x), learned
on the queried input and output. The g(x) is called the surrogate model. Popular
choices for surrogate models are Gaussian processes [106] and random forests [104]. It
captures the beliefs about f (x) and is updated in each iteration with the input-output
values of the query. Acquisition function, γ(g(x)), defined over g(x) picks the next query
point based on some objective that balances searching unexplored regions in the input
space and searching around good solutions to refine them. The the location where the
maxima of the acquisition function (which can be computed easily) occurs is the next
query point. Some of the common acquisition functions are probability of improvement,
expected improvement, and entropy search [104]. It is important to properly choose
g(x) and γ(g(x)) because the form g(x) controls how accurately f (x) is modeled and
γ(g(x)) defines the search strategy. Algorithm 3 shows the steps involved in Bayesian
optimization. Readers who are interested in learning more about Bayesian optimization
are encouraged to study the review by Shahriari et al. [104].
Bayesian optimization is commonly used to tune continuous as well as discrete
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hyperparameters of machine learning models. When tuning hyperparameters of models,
the validation loss can be used as the objective function, f (x), with the elements of x being
the hyperparameters of the model [106].
Algorithm 3: Bayesian Optimization
Let : Objective function: f (x), Surrogate model: g (x), Acquisition function:
γ(g(x))
Initialize: n← 0, D0 ← {(x, f (x)) : random x}, ymin←∞
while not stopping criteria do






Query objective function: yn+1 ← f (xn+1)
if yn+1 < ymin then
(xmin, ymin)← (xn+1, yn+1)
Augment the data: Dn+1 ← {Dn, (xn+1, yn+1)}
Update the surrogate model: learn g (x;Dn+1)
n← n + 1
return (xmin, ymin)
Figure 4.1 shows an example of a Bayesian optimization using Gaussian process as the
surrogate model. The red dots represent the observed values of the function. The solid
blue line is the mean of the non-parametric model and the shaded blue area represent
the variance. The solid red line is the acquisition function. As shown in the figure, the
maximum of the acquisition function is the next location that will be sampled by the





]T be a vector containing labels of all N pixels in an image and x1, ..., xN
be the spectra of those pixels respectively. As discussed in Section 2.2, the total energy
of a grid-structured pairwise SVM-MRF is the sum of all unary energies at each pixel
location and pairwise energies between each 4-connected pair of pixels.
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Figure 4.1: A Bayesian optimization example.
Unary energy The unary energy at each pixel is derived from the SVM classifier. The
SVM classifier is trained on the labeled pixels to predict class label from spectrum.









yi = c | xi
))
, is used as the unary energy function. The unary
energy is the highest for the class with the lowest probability and the lowest for the class
with the highest probability. The radial basis function, k(x1, x2) = exp(−γ||x1 − x2||2), is
used as kernel in the SVM.
The SVM has two hyperparamaters– trade-off parameter (C) and kernel parameter
(γ). The C parameter is part of the SVM formulation and controls the allowable training
misclassification rate, while the γ parameter is present in the kernel and controls the
scale of the input.
Pairwise energy The Potts model is used as the pairwise energy function. The Potts







0, if yi = y jβ, otherwise, (4.1)
where β is the cost of the labels yi and y j being different. Hence, this energy function
promotes prediction of neighboring pixels to be of same class by penalizing if the neigh-
boring pixels are assigned different class. The cost/penalty term (β) is the hyperparameter
of the pairwise function.
The final label prediction is made by choosing the set of class labels for all pixels that
minimizes the total energy, using an inference algorithm such as graph cuts. However,
before making the final prediction appropriate values of { C, γ, β} have to be chosen. We
utilize Bayesian optimization to find the values of these three parameters simultaneously.
The function that is minimized by Bayesian optimization is the overall misclassifica-
tion rate of the framework, computed over a set of validation pixels. In each iteration
of the Bayesian optimization, the values of the C and the γ parameters in the query is
used to train the SVM on the training set and the SVM is applied over the entire image
to estimate the class probabilities of all pixels. Then, using the value of β in the query,
graph cuts with alpha move expansion is performed to estimate the labels of all the
pixels, and the misclassification rate over the validation pixels is computed. This value
is fed back to Bayesian optimization which generates a new query based on this and past
misclassification rate for queried hyperparameter values.
This approach is different from the traditional approach where first the C and the γ
hyperparameters of SVM is tuned using grid search by minimizing the misclassification
rate over the validation pixels. Then, the values of the C and the γ hyperparameters are
held fixed and the value of β is optimized using grid search by again minimizing the
misclassification rate over the valdiation pixels.
61
4.4 Datasets
Experiments are conducted on two widely used hyperspectral datasets—the Indian
Pines [108] and the University of Pavia 1. The Indian Pines dataset contains an image
collected by the Airborne Visible/Infrared Imaging Spectrometer (AVRIS) and a corre-
sponding ground truth map, with the identity of the materials under each pixel of the
image. The Indian Pines image captures an area of 2 × 2 miles, covering agricultural
land and forest, in Northwest Tippecanoe County, Indiana. It is 145 × 145 pixels in size
and its pixel diameter is around 20 m. The image contain 220 spectral bands, with wave-
lengths ranging from 400 nm to 2500 nm. Twenty water absorption bands were removed
from the image as pre-processing. In our experiments, only the material classes having
ground truth labels at 200 or more pixels were used, bring the total number of material
classes from 16 to 12. The University of Pavia dataset was collected by Reflective Optics
System Imaging Spectrometer (ROSIS) over city of Pavia in northern Italy. It contains 103
bands in visible and near-infrared, with wavelengths ranging from 400 nm to 900 nm.
The image has 610 × 340 pixels, with each pixel having the diameter of 1.3 m. There are
nine material classes for this image and a full ground truth map of the image is available.
Both of the images are not atmospherically compensated, with the pixels measured in
the units of spectral radiance. During the experiment, the labeled pixels from every class
in the images were divided into the training set and the testing set.
4.5 Experimental Results
We compare three methods for optimizing hyperparameters. First is the joint optimiza-
tion of the three hyperparameters using Bayesian optimization. We contrast the joint tun-
ing to the piecewise Bayesian optimization of the framework. In the piecewise Bayesian
optimization, first the SVM hyperparamters and then the MRF hyperparamters are tuned
1both obtained from http://www.ehu.eus/ccwintco/index.php?title=Hyperspectral_Remote_
Sensing_Scenes
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separately by minimizing the overall misclassification rate using Bayesian optimization.
For both joint and piecewise Bayesian optimization, the values of all hyperparameters
were tuned in logarithmic scale and constrained between the range [10−3, 103]. These two
methods are in turn compared with traditional piecewise grid search, with the SVM and
the MRF tuned one after another over the validation pixels using a finite set of values
for the hyperparameters. The values used for each hyperparameter ranged from 10−3 to
103 at multiples of ten.
To evaluate the performance, 25 training pixels, 25 validation pixels, and 150 testing
pixels for each class were randomly selected. The methods were trained using the
training and the validation pixels, and evaluated on the testing pixels to calculate two
performance metrics (overall accuracy and κ coefficient). Thirty independent trails were
performed, and the mean and the standard deviations of the performance metrics were
reported in tables 4.1 and 4.2. The overall accuracy is expressed in percentage and the κ
coefficient is scaled by 100.
The SVM implementation used in the experiments is the multi-class C-SVM in LIB-
SVM [109] library. The MRF inference was performed by running 15 iterations of graph
cuts by expansion-move algorithm [110] using the library [111] by Szeliski et al.
The implementation of Bayesian optimization used in the experiment is from BayesOpt
library [112]. The Student-t process was as the non-parametric function, with a normal
prior on w and a inverse gamma prior on σ2s . The covariance function used was auto-
matic relevance determining Matern 5/2 covariance function. The covariance function
hyperparameters and noise variance was determined by maximum a posteriori estimate.
All other parameters were kept to default. For fair comparison, all the Bayesian opti-
mization in the experiments were performed using 60 initial samples and 140 iterations.
The acquisition function used was the expected improvement, which chooses a query
point that is expected to produce the largest improvement over the current best solution,
given the objective function’s posterior distribution.
Tables 4.1 and 4.2 compare the performance of the piecewise grid search (Piecewise-
GridSearch), the piecewise Bayesian optimization (Piecewise-BayesOptim), and the joint
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κ scaled by 100.
Table 4.1: Performance on the Indian pines dataset.




κ scaled by 100.
Table 4.2: Performance on the University of Pavia dataset.
Bayesian optimization (Joint-BayesOptim) strategies in tuning the framework consisting
of the support vector machine followed by Markov random field (SVM-MRF). It is
observed that for both datasets the joint optimization technique outperformed the other
approaches (unpaired two sample t-test, p<0.05). This proves our hypothesis that joint
tuning of different components of data analysis frameworks, such as SVM-MRF, could
produce better performance.
For illustration, Figs 4.2 and 4.3 shows two classification maps, one is the result of
pixel-wise SVM tuned using grid search and the other is the result of SVM-MRF jointly
tuned using Bayesian optimization, produced during one of the random trials.
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(a) Pixel-wise SVM
(b) Jointly tuned SVM-MRF
Figure 4.2: Predicted classification maps of the University of Indian pines dataset.
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(a) Pixel-wise SVM
(b) Jointly tuned SVM-MRF





The reconstruction of hyperspectral (HS) spectrum from multispectral (MS) signal is an
ill-posed problem. It is because MS bands are broader and fewer in number, so they do
not capture fine details in reflectance spectra that are captured by HS bands. Therefore,
it becomes necessary to use prior knowledge about the statistics of the real HS spectra in
order to accurately reconstruct HS spectra from MS signals. Past studies have success-
fully utilised machine learning techniques, such as, sparse dictionary learning [113] and
deep learning [114], for this purpose. However, they have only concentrated on learning
the transformation from MS signal to HS spectrum for fixed MS bands. They do not
optimize the location or the resolution of the MS bands. In this chapter, we propose a
deep learning based approach that can jointly optimize the MS bands and the transfor-
mation to reconstruct HS spectra by analyzing large quantity of HS data. Our method
is based on a novel end-to-end fully convolutional residual neural network architecture
that utilizes a custom band re-sampling layer and a custom loss layer.
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Hyperspectral sensors capture reflected energy at very high spectral resolution over
hundreds of narrow, contiguous bands over visible and infrared spectral range, while on
the other hand, multispectral sensors captures energy over the same spectral range with
a small number of broad bands (typically less that 15) [115]. While the higher spectral
resolution is essential for analyzing material properties in fine detail and at sub-pixel
scales, high spectral resolution sensors are very expensive. It is a well-known fact that
HS signals are oversampled signal and lie in a low-dimensional subspace within a high
dimensional space [116]. This means there is a possibility that HS spectrum could be
reconstructed from low dimensional signal, such as MS signal. Due to the potential of
obtained high resolution spectra from cheaper MS sensor, recently the topic of utilizing
super-resolution techniques to reconstruct HS spectrum from MS signal captured by MS
sensor has gained a lot of attention [114].
In the past, super-resolution techniques have been primarily applied to hyperspec-
tral remote sensing for improving the spatial resolution of the HS images by fusing a
low spatial resolution HS image with a high spatial resolution panchromatic or MS im-
age of the same scene [117]. However, there have been growing interests in methods,
called single image super-resolution, that map low spatial resolution HS image to high
spatial resolution image without the use of high spatial resolution panchromatic or MS
imagery [118–120]. These methods utilize prior knowledge about spatial distribution of
HS images, which is learned by training models on large dataset of imagery. Similarly,
models can be trained to perform single image spectral super-resolution, i.e., reconstruct
hyperspectral imagery from multispectral imagery without the aid of any additional
imagery or data. In these methods, the spatial resolution of the input image and the
reconstructed image is the same but the number of bands is different–the input image
contains few broad bands while the output image contains numerous contiguous narrow
bands.
Conventional approaches for single image spectral super-resolution utilized mod-
els such as PCA [121, 122], kernel ridge regression [123], and radial basis network [124].
Most of the modern methods utilize dictionary learning or deep networks, however there
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has been on-going research on application of other machine learning algorithms, such
as Gaussian processes, for spectral super-resolution [125]. Arad and Ben-Shahar [113]
proposed a method that jointly learned a RGB (red-green-blue) dictionary that mapped
RGB values to sparse code and a HS dictionary that mapped the sparse code to HS
spectrum in the visible spectral range. Similarly, many studies have recently utilized
deep neural networks to map an RGB image to a visible spectral range hyperspectral
image [114]. Galliani et al. [126] trained a 2 dimensional fully-convolutional deep net-
work, inspired from Tiramisu network [127], to predict hyperspectral image from RGB
image. They showed that their method can produce superior result compared to the
dictionary learning approach of Arad and Ben-Shahar [113]. Apart from using a very
deep architecture with 56 layers, their method is different from [113] in one important
aspect. Their method uses spatial context while performing spectral resolution as it uses
2 dimensional convolutional network trained on patches of HS images. Following this
finding, Aeschbacher et al. [128] proposed a dictionary learning method, based on A+
method [129], that outperformed the method by Galliani et al. [126] and showed that a
very deep network is not necessarily needed for spectral super-resolution. One of the
improvements in their method was that they utilized spatial context by training on spec-
tra of spatially down-sampled images or training on 3×3 neighborhood of pixels. More
recently, studies [130, 131] have found that moderately deep residual networks [132] can
provide better performance than very deep model, such as [126], and dictionary learning
approaches (shallow models), such as [128]. Gwn Lore et al. [133] investigated genera-
tive adversarial networks (GANs) for spectral super-resolution, however their method
did not outperform previous methods.
The proposed method is different from all of methods discussed so far. The above
mentioned methods only optimize the mapping from MS signal to HS spectrum, however
our method jointly optimizes the MS bands and the transformation from MS signal to
HS spectra. Our method is based on the hypothesis that better reconstructions of HS
spectra could be possible if we were to optimize the centers and the resolutions of the
MS bands along with the model to reconstruct HS spectra. The MS bands and the
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super-resolution method can be optimized by analyzing a large quantity of HS data and
later the optimized bands can be implemented in hardware to build a MS sensor whose
signal can be used to reconstruct HS signal using learned super-resolution model. This
is similar to the idea of HS compressed sensing, where the goal is to develop hardware
and data processing techniques to reconstruct high dimensional HS spectra by making
measurements much fewer than the dimension of the HS spectra [134–136].
Many optimization techniques have been applied to select best MS bands for spectra
super-resolution. One of classical approach utilized simulated annealing to optimize the
centers and the full-width-half-maximums (FWHMs) of Gaussian MS bands such that
those bands produced best reconstruction [137]. Some recent studies have investigated
the feasibility of finding optimum MS bands for spectral super-resolution using discrete
optimization, where the goal in this approach is to find a subset from a large collection
of MS bands which produces the best reconstruction accuracy [138–141]. Unfortunately,
these approaches are not scalable when the number of extracted MS bands becomes
much larger than 3 and the spectral range covered is not just visible range, as used in
these studies. It is because in these cases the number of possible combination of bands
becomes very large. Nie et al. [142] used a convolutional neural network to learn the
response value of the MS bands at every wavelength measured by a HS sensor over
the visible spectral range. However, their method becomes ineffective when learning
MS bands to cover a larger spectral region, for example, the entire visible to shortwave
spectral region, because their method optimizes bands freely without bounds to the
width of the bands. Hence, a single extracted band could extend very large spectral
ranges (have very large FWHM), possibly the entire visible to shortwave spectral region,
which is not realizable in real sensor hardware.
Our method assumes the MS bands are Gaussian in shape (similar to [137]) and al-
lows for optimization of the band center and the band FWHMs using back-propagation
along with the optimization of super-resolution neural network. It allows constraints
to be applied on the centers and the FWHMs of the optimized bands to handle design
constraints that may arise when building sensor hardware. Another important aspect
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of our study is that unlike almost all of the previous studies which have concentrated
on land-based HS images with spectral range only in visible region, we experiment with
terrestrial, airborne, and space-based imagery with some of them spanning a spectral
range covering the entirety of visible to shortwave infrared (350 nm to 2500 nm). The
main contributions in this chappter are as follows. We present a neural network ar-
chitecture for optimizing MS bands and a super-resolution network that provides high
fidelity reconstruction of HS spectra. The network utilizes a novel layer called tunable
spectral sub-sampling layer which contains tunable MS bands. We also propose a new
loss function for reconstruction of HS spectra. Experiments are performed on diverse
set of images. The performance of the optimized bands is evaluated for fine-level land
cover classification, one of the important applications of HS imaging.
5.2 Background on Convolutional Neural Networks
Convolutional neural network [143] (CNN) is a popular deep learning architecture for
vision tasks. Inspired by the mammalian visual system, these neural networks contain
convolution and pooling operations for learning low to high level features to represent
the data. A typical CNN consists of a series of components, such as input/output layers,
convolutional layers, pooling layers, fully connected layers, non-linearity layers, and
loss layer, which will be briefly discussed below:
Input and output layers The input layer of a network consists of the input to the
network and the output layer consists of the values predicted by the network.
Fully connected layers A fully connected layer is a layer in which each output node
of the layer is the weighted sum of all input layers. Figure 5.1 graphically shows a fully
connected layer. Each of the output nodes in the graph is connected to every input nodes
and there are weights associated with every connections that scales the contributions of




Figure 5.1: A fully connected layer.
If xn is a column vector whose elements are N input nodes and xn+1 is a column
vector whose elements are M output nodes of a fully connected layer, we can define a
N ×M matrix, Wn to represent weights in fully connected layer such that i-th row and
j-th column element of W represents the weight between j-th input node and i-th output
node. Then, we can write,
xn+1 = Wn xn + b, (5.1)
where b is a M element column vector with biases added to output nodes. Wn and b
are the parameters of the fully connected layers. The number of parameters in a fully
connected layer is dependent on the size of the input and the output and is given by
O(M ×N).
Since it connects all input nodes to the output nodes, a network consisting of many
fully connected layers in series can learn complex functions. However, such networks
cannot be used for high dimensional data, such as images, because the number of
parameters of such model will be extremely high, to the extent that current hardware
could not support such models and the training data requirement would be much larger
than the size of current datasets. The number of parameters requirement can be reduced
if output nodes are connected to only subset of the input nodes. This will be explored




















Figure 5.3: Computations in a 2-dimensional convolutional layer
Convolutional layers Convolutional layers are built upon the idea of local connectivity
and shared weights. Instead of all output nodes being connected to all input nodes with
separate weights, in a convolution layer each output layer is connected to a neighborhood
of input nodes by same set of weights. This is illustrated in Fig 5.2, where the three output
nodes are connected to their respective neighborhood of three input nodes by shared
weights.
Mathematically, this type of connection can be obtained by convolving the input
signal by a kernel whose elements are the shared weights. Typically the input with
convolved with multiple kernels to obtain large number of output nodes. Since, the
number of parameters associated with each convolution is equal to the size of kernel,
which can be much smaller than the size of the input, convolution layers can process high
dimensional signals. We explain the convolutional layer in context of two-dimensional
input signal below. Same idea can be generalized to one-dimensional signals and three-
dimensional signals.
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Figure 5.3 shows a two-dimensional convolutional layer. We assume the input con-
sists of N two-dimensional feature map as shown in the figure. The feature maps are
obtained from previous operations in the network. For example, the input feature maps
could be red-green-blue channels of an image if the layer is connected to the input layer.
Each elements of the feature map is a node, the nodes are arranged two dimensional
maps because it is easier to represent local connectivity for two dimensional data, such
as images, in this form. The input feature map is convolved with M filters to obtain M
output feature maps. In this way, the number of output feature maps is controlled by the
number of filters used. The dimensions of the output maps is same as the dimensions
of input maps if the stride of the convolution is one. Each filter consists of N number of
two-dimensional kernels so that two-dimensional convolution can be performed with
each of the N input maps, whose results are then added to compute the output map
corresponding to that filter as shown in the figure.
Convolutional layers are good for extracting local features from the input. This is
particularly suited for signals, such as images and audio, which are known to have local
properties. If the local features learned from the input are again passed through another
convolutional layer, the new set of learned features can cover larger context in the input.
Therefore, it is possible to apply a series of convolutional layer to the input to obtain
global features. Figure 5.4 show a series of convolutional layers. As the number of
layers is increased, the features transition from being local to global and represent more
abstract information related to the whole input rather than some local information about
a patch of the input.
Non-linearity layers If we are to build a network consisting of only fully connected
layers and convolutional layers in series, the whole network could be collapsed to a
single linear transformation as both of those layers are linear operations. In order for
the network to learn complex non-linear relationship between input and output, non-
linearity is added between the linear operations. Typical, non-linearity layer applied a
non-linear transform to its output. For example, if xn is a vector of input nodes and xn+1 is
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Figure 5.4: Convolutional layers.
a vector of output nodes, a rectified linear unit (ReLU) applied following transformation:
xn+1 = max(0, xn). (5.2)
Pooling layers Pooling layers are added to convolutional neural network to increase
the invariance of the output to translation in the input. This is essential for tasks such
as image recognition–where goal is to label object in the image–as it is preferred that
output be sensitive to the precise location of the object in the image. Mathematically, for
all output nodes, a pooling layer outputs maximum (or other pooling metric) of all of
the input nodes in the output node’s neighborhoods.
Loss layer Loss layer is used to measure how close the output of the network is to the
expected output and is only used during training. There are two inputs to the loss layer–
the output values predicted by the network for the input values in the training set and
the true output values in the training set. The loss layer outputs a single metric, called
the loss, whose value increases with the increase in mismatch between the predicted and
the true values. For example, mean square error is a common loss layer for applications
involving real value prediction. The output of the loss layer is fed into a gradient-based
optimization algorithm that tunes the parameters of the network to reduce the loss via
backpropagation. The inference through the network by performing computations from
input to the output is called forward-pass and the process of distributing error in the
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output layer to different layers in reverse order depending on their contribution to the
overall error is called backward-pass or backpropagation. To perform backpropagation,
partial derivatives of the layers parameter with respect to the layer’s output are required.
5.3 Proposed Method
We propose an end-to-end convolutional residual neural network, with a novel tun-
able spectral sub-sampling layer and a new spectral loss function, to jointly optimize
the multispectral (MS) bands and the transformation to reconstruct hyperspectral (HS)
spectra from MS signal. This method can optimize both the center and the resolution of
the MS bands. Only the number of MS bands to be optimized should be fixed a priori.
Additionally, constraints on the MS band centers and resolutions, that could occur in
real sensor design situations, can be incorporated in our method.
5.3.1 Tunable Spectral Sub-sampling Layer
Let radiance or reflectance, r(λ), be measured within a wavelength range λmin to λmax
by M consecutive hyperspectral (HS) bands with band centers
[
λ1, · · · , λM
]
to obtain a
HS signal, h =
[
h1, · · · , hM
]
. Here, hi is the radiance/reflectance measured by the i-th HS
band. If we are to assume that the number of HS bands is very large with the bands
being narrow and contiguous (i.e., λi+1 −λi → 0, ∀i ∈ {1, · · · ,M− 1}), their responsivities





hiδ (λ − λi) . (5.3)
Let r(λ) be measured again by N multispectral bands to obtain a MS signal, m =[
m1, · · · ,mN
]
, such that m j is the radiance/reflectance measured by the j-th MS band. The
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MS bands are much fewer in number than the HS bands (N  M). We assume the MS
bands to be Gaussian in shape with
[
µ1, · · · , µN
]
being the centers and
[





µ1, · · · , µN
]
are the locations (band centers) of the bands and[
σ1, · · · , σN
]
control the resolution of the bands (i.e., FWHM of i-th band is approximately
2.3548 σi).




r(λ) g(λ, µ j, σ j) dλ, ∀ j ∈ {1, · · · ,N}, (5.4)















hi g(λi, µ j, σ j), ∀ j ∈ {1, · · · ,N}. (5.5)
This result has been used by numerous past studies, e.g., [122, 137, 144]. It should be
noted that (5.5) is only accurate when the spectral resolution and the band spacing of
the HS bands are very small compared to spectral resolution of MS bands as assumed
earlier. Eq. (5.5) can be written in matrix algebra form as,
m1×N = h1×M RM×N, (5.6)
where, Ri, j = g(λi, µ j, σ j) is the i-th row and j-th column element of the responsivity
matrix R. The dimensions of the MS signal vector m, the HS signal vector h, and the
responsivity matrix are shown in (5.6) for clarity.
We define a new layer, called tunable spectral sub-sampling layer, to perform the
operation in (5.5), i.e, convert a HS signal to MS signal. This layer is similar to a fully
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Figure 5.5: Tunable spectral sub-sampling layer
connected layer that connects M input nodes to N output nodes. However, unlike
a fully connected layer whose weight matrix is unconstrained (i.e., each element can
take any real value), the weights matrix of the tunable spectral sub-sampling layer is
constrained to have Gaussian column vectors. This is shown in Figure 5.5. The values of
elements of R are parameterized by
[












σ1, · · · , σN
]
are the parameters of the tunable spectral sub-sampling layer. In other
words, the parameters of the sub-sampling layers are the locations and the resolutions
of the N MS bands, all of which are independently tunable.
We can optimize
[




σ1, · · · , σN
]
via backpropagation. The partial
derivatives of the layer output with respect to the parameters, needed for backprop-
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λi − µ j2σ3j − 1σ j
 g(λi, µ j, σ j). (5.8)
To summarize, (5.6) gives expression for the forward pass through the tunable spectral
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Figure 5.6: Proposed network architecture.
Figure 5.6 shows the proposed network architecture. The input to the network is a
hyperspectral spectrum and the output is a reconstructed version of the input spectrum.
There are two major parts in the network–(i) tunable spectral sub-sampler layer and (ii)
spectral super-resolution sub-network. The tunable spectral sub-sampler portion takes
as input HS spectrum (h) and resamples the HS spectrum to produce a MS signal (m).
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The spectral super-resolution portion of the network takes a MS signal (m) as input and
reconstructs the HS signal (ĥ).
The spectral super-resolution sub-network consists of a fully connected layer, fol-
lowed by a one-dimensional convolutional layer, a non-linear layer, a series of residual
blocks, a one-dimensional convolutional layer, and a non-linear layer in a cascade. The
input of the spectral super-resolution sub-network is a MS signal and the output is the
reconstructed HS signal. The fully connected layer converts the N dimensional MS sig-
nal into M dimensional signal, M being the dimension of HS signal. Hypothetically, had
M ≥ N, we would require only a fully connected layer to reconstruct HS signal from MS
signal. When M = N, the fully connected layer could learn weight matrix R−1 and when
M > N, the fully connected layer could learn weight matrix R† (pseudoinverse of R) to
retrieve h from m. However, in real world scenario, M is always much smaller than N.
When M  N, we cannot recover HS signal by just using a fully connected layer
because the problem becomes ill-posed. We need to use prior knowledge about real
spectra to perform the conversion. Had real hyperspectral spectra spanned the entire M
dimensional space, RM, (i.e, no structure), it would be impossible to recover them. But,
real spectra have structure and they lie in a subspace within high dimensional space [145].
So we can utilize information about statistics about real spectra to reconstruct HS spectra
from MS signal. In our network, we utilize a residual network architecture for this
purpose. After the fully connected layer, the proposed network consists of a convolution
layer with F 1-D filters of size K and parametric rectified linear unit (PrReLU) layer.
The purpose of this is to obtain F feature maps of length M, x(1). We use PrReLU as
non-linearity through out the network and all of filters used in all convolutional layers
are of length K. Following the PrReLU layer, we have a series of L residual blocks. Each
residual block consists of a convolutional layer with F filters of length K and a PrReLU
layer. There is also a skip connection from the input of the first residual block to the
output of the final residual block. After the final residual block, we convolve with one
filter of length K and follow with a PrReLU layer to obtain the final prediction (ĥ).
Another way to view our network is in the terms of encoder-decoder network.
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The tunable spectral sub-sampler is the encoder and the spectral super-resolution sub-
network is the decoder. The encoder projects the high-dimensional HS signal onto a
linear (not non-linear) subspace encoding (MS signal) and the super-resolution portion
of the network projects the low dimensional encoding onto the original high dimensional
space.
The network is trained on a large dataset of unlabeled HS data to find best MS bands
and super-resolution network by jointly optimizing parameters of the tunable spectral
sub-sampling layer and the super-resolution sub-network by back-propagation. Once
the network is trained, we can separate the optimal band information and the super-
resolution network. Then, a new MS sensor can be designed matching the specification
of the optimal bands. Any MS image acquired by this sensor can be projected into HS
image using the super-resolution network.
While training the network, we do not directly optimize
[




σ1, · · · , σN
]
.
It is because we want to make sure that the bands lie within the measured spectral
range. Failing to constrain band center could cause network to get stuck in local minima
(because MS signal is zero if the band is outside of the range) or a portion of the band
falling outside of the measured spectral wavelength range, [λmin, λmax].
[
σ1, · · · , σN
]
should be also constrained such that FWHM of the MS bands are significantly larger
than the FWHM of the HS bands, so that assumptions made for (5.5) are true. Also,
in a real sensor design problem we have limitations on the range of values of band
centers and FWHM. To accommodate all these, we further parameterize
[
µ1, · · · , µN
]
and[















σ j = σ j,min −
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∀ j ∈ {1, · · · ,N}, where S(x) = 11+exp(−x) is the sigmoid function. λ j,min and λ j,max are
the minimum and maximum values of the wavelengths that the j-th band can span. In
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other words, this means that the j-th band can have non-zero responsivity only between
the wavelength range
[
λ j,min, λ j,max
]
. Similarly, σ j,min and σ j,max are the minimum and
maximum value limits of σ j, respectively, for all j ∈ {1, . . . ,N}. The values of λ j,min, λ j,max,
σ j,min, and σ j,max for all j ∈ {1, . . . ,N} are fixed by the sensor designer before training the
model. In (5.9), the sigmoid function maps the value of σ′j onto [0, 1] and σ j gets a value in
the range
[
σ j,min, σ j,max
]
. Similarly, µ j is mapped within the range
[
λ j,min + bσ j, λ j,max − bσ j
]
in (5.10). The guard gap of bσ j guarantees that the width of the band lie within the limits,[
λ j,min, λ j,max
]
. If there were no guard gap, the model could possibly put µ j too close to
λ j,min or λ j,max, and a significant portion of the band may fall outside of
[
λ j,min, λ j,max
]
range. b controls the width of the guard gap and is set by sensor designer. A value of
≥ 3 is a good choice for b, as a value of Gaussian function is negligible past three times
of the standard deviation. In this way, our method gives flexibility to the designer of the
sensor, to set specifications for the extracted bands by fixing limits for individual band
centers and band resolution. In the tunable spectral sub-sampling layer,
[









are the actual parameters that are optimized via back-propagation. Their
value can be any real number. For back-propagation, we can easily calculate partial
derivatives needed to optimize µ′j and σ
′
j by calculating partial derivatives of (5.9)-(5.10)
and combining with (5.7)-(5.8) using the chain rule.
In design situations, where there is no specification for limits of
[
µ1, · · · , µN
]
and[
σ1, · · · , σN
]
, λ j,min and λ j,max has to be set to λmin and λmax so that the extent (or width)
of the extracted bands do not cross the limit [λmin, λmax]. σ j,min has to be set to a value
much greater than resolution of the HS bands, but in our study we found that σ j,max is
unnecessary, so that a simpler form, such as σ j = σ j,min + |σ′j|, can be used instead of (5.9).
While training models, we use different learning rates for the spectral sub-sampling
layer and the super-resolution sub-network, say, αsub and αsup respectively. All of the
weights of convolutional filters in the super-resolution sub-network haveL2 regulariza-
tion with a weight decay factor β.
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5.3.3 Spectral Loss Function
Mean squared error (MSE) is a poor choice for loss function to reconstruct HS spectra
because it tend to produce blurred/smooth reconstruction. This is problematic because
in reflectance spectra the information about material properties is manifested as sharp
valleys and peaks in reflectance curve, called spectral features [146]. Past studies have
shown that the first and the second derivative of the spectra with respect to wavelength
can capture these spectral features [147]. This can be seen in Figure 5.7, where h,
ĥ1, and ĥ2 are the original spectrum and two reconstructions, respectively. Both of the
reconstructions have equal squared Euclidean distance from the original, but the second,
ĥ2, is much smoother and does not capture the shape (features) of the original spectrum
while the first, ĥ2, does. That means if we just look at squared error, both reconstructions
are equally good. However, if we are to compare the first and the second derivatives
of the reconstructions to the original, the difference is clear. The first reconstruction has
much smaller squared Euclidean distances between its and original spectrum’s first and
second derivatives.
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Figure 5.7: Comparison of magnitude, first derivative, and second derivative of the
original spectrum (h) and two reconstructions (ĥ1 and ĥ2). SE is the squared Euclidean
distance between the original and reconstructions.
















It is a weighted sum of the Euclidean distances between the original and reconstruction
and their first and second derivatives. w1 and w2 are the hyperparameters. The deriva-
tives can be implemented using finite difference approximations. The loss function for
optimization is given by the average of the spectral error metrics computed over a batch.
5.3.4 Validation Procedure and Datasets
We experiment with six diverse real world datasets. Each dataset was divided into
separate training, validation, and testing sets. Models were trained on the training set,
and the performance of those models were evaluated on the testing set and reported in
the results. The validation set was used for early stopping the training of the network
and also to tune the hyperparameters of the model. For training the neural network,
Adam [148] was used as optimizer and a mini-batch size of 128 was used. The weights of
the model were initialized using a Xavier method [149]. Early stopping with validation
after every 1000 Adam iteration and a patience of 25 was used as stopping criteria. The
validation was performed on 64000 randomly selected spectra from the validation set
and the average spectral angle (SAM) between the input and the reconstruction was used
as the measure for validation loss. The reason average SAM, not root mean square error
(RMSE), was used to measure validation performance is that spectral angle is a better
metric to compare the shapes of the spectra and also because if we are to use RMSE to
measure the validation loss, it would be easier to minimize the loss by setting w1 and w2
to equal to zero and this would suppress the benefits of our unique loss function. Neural
networks were implemented using tensorflow [150] and trained on a NVIDIA Titan X
Pascal GPU.
The hyperparameters of the model were tuned using Bayesian optimization (BO) by
selecting values that minimize the validation loss. There are 8 hyperparameters of the
proposed model–F, K, L, β, αsub, αsup, w1, and w2. Some of them are continuous and some
are discrete. Limits were set for possible values of each hyperparameter. The values of






. The limit values of w1 and w2 was set to [0, 1]. The number
of features (F), the filter size (K), and the number of residual layers (L) are discrete
hyperparameters whose possible values were limited to fixed sets of integer values. L
was limited to a integer a value in the interval [1, 16], K was limited to {3, 5, 7, 9, 11},
and F was limited to {4, 8, 16, 32, 64, 128}. Gaussian processes was used as the surrogate
function (g(x)) and expected improvement was used as the acquisition function (γ(g(x))).
The cost minimized by the BO is the validation loss of the trained neural network.
BO was run for 50 function evaluations (BO not finished by 2.5 days was prematurely
stopped). In each evaluation, a model was trained with certain setting of hyperparmeters
(selected by the acquisition function) and the validation loss (as measured by average
spectral angle between 64000 randomly selected spectra from the validation set and their
reconstructions was computed. The model with lowest validation loss was returned as
final model. GPyOpt [107] library was used for Bayesian optimization.
Datasets
Outdoor scenes dataset: The first and the second datasets were acquired by terrestrial
cameras. The first dataset, which we call “Outdoor scenes dataset”, contains images of
outdoor scenes measured in raw sensor readings over visible wavelengths. It was col-
lected by Arad and Ben-Shahar [113] and contains Specim PS Kappa DX4 hyperspectral
camera acquired images with 31 HS bands in the visible wavelengths–400 nm to 700 nm
at 10 nm increments. We use “rural” and “park” subsets of the dataset in the experiment.
The rural subset contains 5 images and the park subset contain 9 images, each 1392 ×
1300 pixels in size. We train the model on one subset and test on another. From the
subset that is used for training, 70% of spectra is used for training and the remaining
30% is used for validation. We use this dataset to demonstrate that our method with
optimized bands can outperform baseline method that use fixed bands and conventional
spectral estimation technique.
CAVE dataset: The second dataset, called CAVE dataset [151], contains indoor
images of natural and artificial materials captured over visible wavelengths in raw sensor
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readings. The images contain 31 bands covering 400 nm to 700 nm at 10 nm increments
as well. We use this dataset to compare our method with state-of-the-art methods for HS
reconstructions, as many of them have published results on this dataset. We follow the
same experimental procedure as used by previous studies, e.g. [126, 128], and measure
the reconstruction accuracy by performing 4-fold cross-validation by dividing the 32
images into 4 groups, each consisting of 8 images.
Aerial images dataset: The remaining four datasets contain remote sensing im-
ages. The third dataset, which will be referred to as “Aerial images dataset”, contains
NASA Goddard’s LiDAR, Hyperspectral & Thermal Imager (G-LiHT) [152] airborne HS
reflectance images collected over different regions in the United States. The images have
114 bands covering a spectral range in visible and near infrared (400 nm to 1000 nm) and
pixel size on the ground is around 1 m. We construct training, validation, and testing
sets with spectra from images captured at separate geographical locations in the United
States. The training set contains spectra from images collected at Bowie in Maryland,
Rhode Island, and Hanover in Connecticut. The validation set contains spectra from im-
ages captured at San Marcos in California and University of Tennessee-Knoxville. The
testing set contains spectra from images collected at Cape Cod in Massachusetts, White
Mountains in Maine, and Rochester in New York. This is the largest of all datasets in
this chapter, containing about 189 × 106 training spectra, 9 × 106 validation spectra and
53 × 106 testing spectra (Cape Cod: 33 × 106, White Mountain: 13 × 106, and Rochester:
7 × 106). We use this dataset to show how we can constrained the optimized bands in
our method to match real sensor design situations.
Satellite images dataset: The fourth dataset, which we call “Satellite images dataset”,
contains satellite imagery obtained from Hyperion sensor [153]. Spectra in these images
are measured as radiance in W m−2 sr−1 nm−1 and each pixel is around 30 m on the
ground. Hyperion has two separate sensors for visible-near infrared and shortwave
spectral ranges with some overlapping bands [153]. We extracted 196 contiguous band
ranging from 400 nm to 2500 nm for our experiments. Training, validation, and testing
sets comprises images of different cities in the USA. The training set contains HS spectra
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from images collected from Baltimore, Boston, New York, Philadelphia, Pittsburgh, and
Syracuse. The validation set contains HS spectra from image captured from New Heaven.
The test set contains HS spectra from images collected from Atlanta, DC, and Rochester.
In total, there are about 8.9×106 training spectra, 1.8×106 validation spectra, and 2.5×106
testing spectra (Atlanta: 8 × 105, DC: 8.9 × 105, Rochester: 8.3 × 105). We use this dataset
to show how learned bands can be better for reconstruction than bands of LANDSAT-
8 [154] MS sensor. Using the third and the fourth datasets, we also demonstrate how
models trained on images collected in one geographical region can be applied for HS
reconstruction in completely different geographical region.
Land cover classification dataset: The fifth dataset called “Land cover classification
dataset”, contains radiance images, spanning visible to shortwave infrared wavelengths,
collected by NASA’s airborne AVIRIS sensor [155]. The imagery contains 220 bands and
was collected over an agricultural site in northwestern Indiana called Indian pines test
site 3 [108]. The spectral range covered is 400 nm to 2500 nm and the ground sampling
distance is 20 m. This dataset contains data from two flight lines. A small portion of one
of the flight lines, spanning an area of about 2× 2 miles, has a corresponding ground truth
land cover map available. This labeled area is 145 × 145 pixels in size and a land cover
label is available for most of those pixels. We divide unlabeled pixels (2.7 × 106 spectra)
into training (70%) and validation (30%). The testing set consists of spectra in the 145
× 145 area with ground cover class labels. Instead of calculating reconstruction metrics
between the reconstruction and the original signal in the testing subset, we compare the
classification performance of the models trained on the original signal and the models
trained on reconstruction. The classification model used throughout the experiments
is a support vector machine (SVM) with radial basis function kernel. A 3-fold cross-
validation is used to tune the cost parameter (C parameter) and the kernel scale of the
SVM. Also, of all the land cover classes in the labeled set, we only experiment with 13
classes which cover more than 50 pixels in the image.
Transfer test dataset: The last dataset, which we call “Transfer test dataset”, also
contains imagery collected by AVIRIS sensor. We use this dataset to investigate whether
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the optimized bands and the super-resolution sub-network trained on data from one
sensor can be use applied to data obtained from a different sensor. For this purpose, we
evaluate models trained on G-LiHT sensor collected data (Aerial images dataset) on this
dataset. In total, 28.6 × 106 spectra are present in this dataset and were extracted from
imagery collected by AVIRIS sensor during 3 flight lines over Bay Area in California.




We now evaluate the proposed method on the outdoor scenes dataset. In order to
compare with results published in Arad and Ben-Shahar [113], we optimize three MS
bands with the proposed approach in this experiment. In their work, Arad and Ben-
Shahar used sparse dictionary learning to reconstruct 31 bands from a red-green-blue
(RGB) image. They used CIE standard color matching functions to simulate RGB from
31 bands. We present results of our model with tunable spectral sub-sampling layer
(with no constraints on band centers and FWHMs) and with spectral sub-sampling
layer replaced with CIE color matching function (i.e., no optimization of the MS bands).
Table 5.1 shows the comparison of reconstruction performance of the proposed method
against [113]. Four metrics are reported. Two metrics (RRMSE and RMSE) are same as
the ones reported in Arad and Ben-Shahar [113]. RRMSE and RMSE are relative root
mean square error and root mean square error between the test image and reconstruction,
averaged over the test images. RRMSE is root mean square of the difference between
input and reconstruction normalized by the input and RMSE is root mean square of
difference between input and reconstruction normalized to 8-bit (0-255) value. SAM
(Spectral Angle Mapper) and R are the angle and the Pearson’s correlation coefficient
between the input spectrum and the reconstruction averaged over all test spectra in all
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test images.
Additionally, we have included the results from a traditional PCA-based spectral
reconstruction [121] and a conventional approach to optimize MS bands [137] in Table 5.1.
The PCA-based spectral reconstruction was performed on MS images obtained with the
RGB bands, the learned bands acquired from our method and the bands optimized by
conventional approach. The conventional approach to band optimization [137] used
Simulated Annealing optimization [156] to find bands that produces best reconstruction
with PCA-based spectral super-resolution approach [121]. The original approach used
a colorimetric cost function to measure the reconstruction accuracy but we chose to use
RMSE, as the main focus of this dissertation is remote sensing applications where the
spectral range is typically not just constrained to visible range.
Dataset Method RRMSE RMSE SAM RTrain Test
Rural Park
Ours (Learned bands) 0.0317 1.433 0.0269 0.987
Ours (RGB bands) 0.0443 2.082 0.0307 0.980
PCA [121] (RGB bands) 0.0465 1.964 0.0379 0.948
PCA [121] (Our learned bands) 0.0492 1.609 0.0342 0.943
PCA [121] (bands optimized by simulating annealing [137]) 0.0469 1.579 0.0341 0.946
Arad & Ben-Shahar [113] 0.0801 2.693 - -
Park Rural
Ours (Learned bands) 0.0264 1.591 0.0216 0.995
Ours (RGB bands) 0.0303 2.455 0.0265 0.993
PCA [121] (RGB bands) 0.0337 2.333 0.029 0.991
PCA [121] (Our Learned bands) 0.0283 1.64 0.0235 0.994
PCA [121] (bands optimized by simulating annealing [137]) 0.0342 1.769 0.0246 0.994
Arad & Ben-Shahar [113] 0.0592 3.121 - -
Table 5.1: Comparison of reconstruction accuracy on natural outdoor scenes dataset.
The proposed method showed superior performance to all compared approaches. We
find that optimized MS bands provide better reconstruction accuracy compared to RGB
bands. Furthermore, it is also seen that convolutional neural network based methods
can provide better reconstruction than sparse dictionary learning and traditional PCA-
based approach. It is interesting to observe that the PCA-based approach performed
better when reconstructing MS images obtained from our learned bands than MS images
obtained from the standard RGB bands. In one case (testing on Park subset), PCA-based
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method using our learned bands outperformed PCA-based method with traditional band
optimization. This reconfirms the superiority of the bands acquired from our method
for spectral reconstructions.
Figure 5.8 shows our learned bands along with mean per band RRMSE (with standard
deviation) computed over the test images. Interestingly, the three optimized bands seem
to roughly cover blue, green, and red spectral range. For all examples in Figure 5.8, we
find that per band error is minimum around centers of the MS bands and increase as the
separation from the center increases. The error is particularly high towards the extreme
ends of the spectral range of the HS signal. It should be because in the edge the network
has information from only one side of the HS band being predicted. It is also seen that
error is generally higher in areas where the responsivity of all of the MS bands are low.
This could be happening because in those areas the neural network gets less information
from the MS bands to predict HS reflectance accurately.


















(a) Learned bands (Train: Ru-
ral)



















(b) Learned bands (Train: Park)



















(c) RGB bands (Train: Rural)




















(d) RGB bands (Train: Park)
Figure 5.8: Responsivity of our learned bands and average relative RMSE across recon-
structed bands (black line) for outdoor scenes dataset.
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For the model trained on Rural subset, our learned MS bands had centers 478.48 nm,
548.58 nm, and 663.14 nm with FWHMs 56.74 nm, 84.34 nm, and 46.58 nm, respectively.
Similarly, for the model trained on Park subset, our learned MS bands had centers
460.89 nm, 539.79 nm, and 643.52 nm with FWHMs 42.45 nm, 84.34 nm, and 46.58 nm,
respectively. We see that there is slight difference in the band locations and resolutions
when the model was trained in different subsets. It could have stem from the fact that
the size of these subset are relatively small and substantially different from each other.
Another important fact to note is that there is no guarantee that the solution obtained by
optimizing a neural network is a global minimum. Different solutions could be obtained
with similar dataset if the models find different local minima solutions.
For comparison, the MS bands obtained from the traditional approach had centers
473.09 nm, 538.09 nm, and 643.16 nm with FWHMs 57.16 nm, 50.56 nm, and 45.17 nm,
respectively, for Rural subset and centers 478.73 nm, 554.12 nm, and 625.19 nm with
FWHMs 57.16 nm, 61.45 nm, 51.5 nm, and 58.11 nm, respectively, for Park subset. It is
interesting to observe the similarity between the bands found by ours and the traditional
approach.
Figures. 5.9 and 5.10 show examples of reconstructed spectra and examples of bands
in the reconstructed image obtained from our model with learned bands, respectively.
These plots indicate that there is variability in the reconstruction error observed for
pixels belonging to different material classes. This is expected as reconstruction accuracy
for particular class of material is assumed to be function of how many training pixels
belonging to that class were present in the training set and how much inter-class spectral
variability is shown by that material.
Comparison with State-of-the-art Approaches on CAVE Dataset
We compare our method with the state-of-the-art methods on CAVE [151] dataset. Our
approach is different than other methods in that our method optimizes three MS bands
along with the super-resolution network while the other approaches use fixed three MS

























































Figure 5.9: Examples of spectra reconstructions from our method with learned bands.
Spectra randomly selected from the test set of Outdoor scenes dataset. The RMSE shown
is unnormalized.











































































































































Figure 5.10: Five bands of an image in Outdoor scenes dataset reconstructed from learned
bands by our method.




Galliani et al. [126] 4.76
Arad & Ben-Shahar [113] 5.4
A+ [128] 6.70
Can & Timofte [130] 3.49
Han et al. [131] 4.78
Gwn Lore et al. [133] 8.06
Table 5.2: Comparison with state-of-the-art approaches on CAVE dataset.
of per-pixel mean root mean square error (RMSE). RMSE is only shown because this is
the common metric published by most of the state-of-the-art methods.
We find that our method outperforms state-of-the-art methods. The result is congru-
ent to the results in the last experiment and demonstrate that optimizing the MS bands
along with the transformation from MS signal to HS spectra can vastly improve the
reconstruction accuracy. It should be noted that most of the state-of-the-art methods uti-
lize spatial contextual information in their prediction, which our method does not. The
reconstruction performance of our method could be further improve if we are to replace
the current spectral super-resolution sub-network with a two dimensional network and
train on image patches. However, that is currently out of the scope of this study and will
be explored in future studies.
5.4.2 Remote Sensing Imagery
Aerial Images
We will now use Aerial images (G-LiHT sensor) dataset to demonstrate the feature of
the proposed model that allows constraining the center and the resolution (FWHM) of
the optimized bands. Such constraints may arise in real sensor design scenario due
to restriction in sensing hardware and technology. Table 5.3 shows a comparison of
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reconstruction accuracy of models trained with different constraints on MS bands. In
the table, there are 7 different models. “Free” is a model trained to optimize 4 MS bands
without any constraints. Similarly, “Free (8 bands)” is a model trained to optimize 8 MS
bands without any constraints. Except for “Free (8 bands)”, all models are trained to
optimize 4 MS bands. In “Fixed centers”, only FWHM is optimized and the centers of the
4 MS bands are fixed to 500 nm, 600 nm, 700 nm, and 800 nm respectively. Similarly, in
“Fixed FWHMs”, the FWHM of all four bands are set fixed to 100 nm and only the band
centers are optimized. In “Bounded centers”, the extent of 4 bands are bounded to 450 nm
to 550 nm, 550 nm to 650 nm, 650 nm to 750 nm, and 750 nm to 850 nm, respectively. In
“Bounded FWHMs”, the FWHM of the bands are limited to a range 13.55 nm to 22.59 nm
while the band center is freely optimized. Finally, in “Bounded centers & FWHMs” both
the extent and the FWHM of each of the bands are bounded by limits during optimization.
The extent and the FWHM of the first band were bounded to ranges 482 nm to 520 nm
and 50 nm to 100 nm, respectively. The extent and the FWHM of the second band were
bounded to ranges 580 nm to 620 nm and 50 nm to 100 nm, respectively. The extent and
the FWHM of the third band were bounded to ranges 680 nm to 720 nm and 50 nm to
100 nm, respectively. Finally, the extent and the FWHM of the fourth band were bounded
to ranges 780 nm to 824 nm and 50 nm to 150 nm, respectively.
These kind of constraints are important in real sensor design scenarios. For examples,
if we know the location of a certain important spectral feature, we may want to set the
band center of one of the MS band at that location and only optimize FWHM. If there
is some uncertainty in the location of the spectral feature, we could bound the center
of the MS bands to an interval around the location of the feature. Similarly, for many
filters that are used to build MS sensor, there are limits to FWHM values, so we may
need to bound the FWHM value of the optimized bands. For MS hardware that capture
large spectral span, they might contain different kind of sensors. For example, Silicon
sensor can be used to capture 400 nm to 100 nm but different technology is needed to
sense spectral range beyond 1000 nm. In this case, we do not want to have a MS band
that spans over spectral range covered by two different sensor technologies. This can be
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handled by setting appropriate limits on the values of band centers and band FWHM in
our model.
In Table 5.3, we find that increasing the number of MS bands from 4 to 8, significantly
reduces the reconstruction error. This is expected as larger number of MS bands can
capture more information about the reflectance spectra. Another interesting finding is
that as constraints are added to the optimized bands, the reconstruction error increases,
which is also expected. This happens because as constraints are added the set of all
possible solutions decreases in size.
Test dataset Bands RMSE SAM R
Cape Cod
Free 0.0027±0.0022 0.0252±0.0243 0.9917±0.0433
Free (8 bands) 0.0016±0.0009 0.0157±0.0174 0.9973±0.0149
Fixed centers 0.0047±0.0029 0.0382±0.0319 0.9866±0.0664
Fixed FWHMs 0.0036±0.0021 0.0309±0.0294 0.9918±0.0396
Bounded centers 0.0025±0.0017 0.0231±0.0147 0.9977±0.0186
Bounded FWHMs 0.0029±0.0019 0.0261±0.0229 0.9937±0.0300
Bounded centers & FWHMs 0.0033±0.0019 0.0303±0.0265 0.9924±0.0346
White Mountains
Free 0.0024±0.0011 0.0296±0.0183 0.9958±0.0428
Free (8 bands) 0.0018±0.0007 0.0228±0.0176 0.9963±0.0449
Fixed centers 0.0040±0.0023 0.0471±0.0279 0.9939±0.0481
Fixed FWHMs 0.0040±0.0019 0.0479±0.0273 0.9920±0.0705
Bounded centers 0.0033±0.0016 0.0404±0.0229 0.9940±0.0549
Bounded FWHMs 0.0029±0.0016 0.0372±0.0244 0.9948±0.0447
Bounded centers & FWHMs 0.0026±0.0015 0.0314±0.0176 0.9958±0.0433
Rochester
Free 0.0040±0.0014 0.0291±0.0157 0.9927±0.0356
Free (8 bands) 0.0030±0.0009 0.0216±0.0114 0.9965±0.0173
Fixed centers 0.0054±0.0026 0.0366±0.0214 0.9895±0.0479
Fixed FWHMs 0.0055±0.0029 0.0355±0.0186 0.9920±0.0357
Bounded centers 0.0048±0.0019 0.0333±0.0164 0.9913±0.0390
Bounded FWHMs 0.0042±0.0016 0.0300±0.0172 0.9930±0.0318
Bounded centers & FWHMs 0.0046±0.0022 0.0322±0.0175 0.9927±0.0323
Table 5.3: Comparison of our model with different constraints on MS bands using Aerial
images dataset.
Figure 5.11 shows the optimized MS bands along with per band RMSE. It is seen that
the error is high in areas where the responsivity of all MS bands are low and towards the
ends of the spectral range of the HS spectra, as it was observed in previous experiment
with Outdoor scenes dataset. Figure 5.12 shows reconstructed bands of a portion of test
imagery obtained using the model trained on 4 bands without any restriction. We see
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smaller objects with high reconstruction error in the images. They could be material
classes that were readily not present in the training set.






































(b) Free (8 bands)

















































































(g) Bounded centers & FWHMs
Figure 5.11: Responsivity of multispectral bands obtained using Aerial images dataset
and RMSE across reconstructed bands (dotted line).
Satellite Images
In this subsection, we compare the reconstruction performance of learned bands and
Landsat-8 MS sensor bands on satellite images (Hyperion sensor) dataset. We extract
9 MS bands without any constraints. The reconstruction accuracy of a model using
those 9 bands is compared with the one of a model that uses fixed Landsat-8 MS bands
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0.00000 0.04222 0.00000 0.07855 0.00000 0.04202 0.00000 0.03368 0.00000 0.03803
Figure 5.12: Examples of reconstructed bands for a portion of test imagery predicted
using model with 4 free bands trained on Aerial images dataset.
(Gaussian bands with Landsat-8 centers and FWHMs) in Table 5.4. The metrics are the
same as the last (aerial images) experiments. Figure 5.13 shows the extracted bands with
per band RMSE computed over the entire testing set and Figure 5.14 shows few sample
reconstructions. We again find that learned MS bands are more accurate that fixed MS
bands for reconstruction. The per band error was high in areas where all of the MS
bands had low responsivity as observed before. It is interesting to see that the model
did not place any band in the spectral range 1800 nm to 2000 nm because that region
contains atmospheric water absorption bands and the HS signal in that region highly
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Test image Bands RMSE SAM R
Atlanta Learned 6.751±2.081 0.033±0.007 0.999±0.001Landsat 26.460±10.869 0.119±0.042 0.986±0.009
DC Learned 4.978±3.039 0.047±0.016 0.998±0.004Landsat 11.046±4.952 0.096±0.024 0.990±0.007
Rochester Learned 4.797±1.701 0.078±0.038 0.995±0.007Landsat 7.369±5.359 0.094±0.034 0.994±0.008
Table 5.4: Reconstruction accuracy for satellite images. RMSE is measured in
W m−2 sr−1 nm−1.
attenuated [79].





































Figure 5.13: Responsivity of multispectral bands obtained using the satellite images
dataset and RMSE across reconstructed bands (dotted line).
Land Cover Classification
In previous experiments, we evaluated the reconstruction accuracy of the optimized MS
bands, now we will examine the performance of optimized bands for image analysis, in
particular land cover classification, which is one of the most important applications in
remote sensing [12].
For the experiments, we optimize separate sets of 5 MS bands and 10 MS bands using
the proposed network. The optimized bands are shown in Figure 5.15. It is interesting
to see that the model has placed most of the MS bands in visible and near infrared






























































Figure 5.14: Examples of Hyperion spectra (satellite images dataset) reconstructions
using learned bands (randomly selected from testing set). RMSE between the original
and the reconstructed spectrum is measured in W m−2 sr−1 nm−1.


























Figure 5.15: Bands extracted from Land cover classification dataset.
ones as majority of the spectra are vegetation spectra. Table 5.5 shows comparison of
classification performance of various models measured in terms of overall accuracy (OA),
average accuracy (AA), and kappa coefficient for different training sizes. We randomly
sampled a fixed number of pixels belonging to each land cover class to train classification
model and evaluated the model on the remaining pixels. This process was repeated 30
times to obtain the mean and the standard deviation of the metrics which have been listed
in the table. We observe that when training set is large, models trained on real (original)
data and tested on real data performs the best. This is expected because MS bands
and reconstructions from MS bands are likely to have less information contents than
the original signal. However, surprisingly, when the training set was very small (equal
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to 5 per class), models tested on reconstruction from 10 MS bands performed the best.
This could be because the reconstruction is less noisy than the original signal because
many details in the original signal that are not relevant to overall shape of the spectra
are removed during reconstruction. This is similar to how dimensionality reduction
improves classification performance when the dataset is small [157]. As expected, we
also observe that models trained and tested on reconstructions from 10 bands performed
better than the ones trained and tested on reconstructions from 5 bands.
The importance of spectral super-resolution sub-network is also seen in the results.
Models trained and tested on reconstructed HS signal performed better than the ones
that utilized MS signal for training and testing. This means if we are to use our approach
to optimize bands for a MS sensor and design a MS sensor in real-world, it is better to
convert the MS signal observed by the new sensor to HS signal using the super-resolution
sub-network before analysis. This is probably due to the fact that reconstructed HS signal,
which utilizes statistics of real HS signal, in a way, acts like a feature extractor for MS
signal. Finally, we observe interesting results regarding models that were trained on
real HS data but tested on reconstructed HS data. We find that such models can provide
sufficiently accurate classification performance. This is important because this means
that if we build a real MS sensor using our method, the data obtained from the new sensor
could be analyzed by pre-existing methods/models which were developed for real HS
spectra by projecting the captured data to HS signal space using the spectral super-
resolution sub-network. This could save time and costs associated with developing new
models for analysing the data obtained from the new sensor.
Figure 5.16 plots average accuracy (the mean and the standard deviation of 30 ran-
dom trial) as a function of training set size, as the training set size is increased from 15
per class to 150 per class. The experimental procedure used to obtain the result is same
as the one used in Table 5.5, except that classes which covered more than 200 labeled
pixels in the labeled image were only considered to accommodate larger training set
sizes. We find that the performance of all methods initially increases as the training set
size is increased but saturates after reaching a certain training set size. The performance
100
Number of training pixels per class
Image 5 25 50
Train Test OA (%) AA (%) kappa (%) OA (%) AA (%) kappa (%) OA (%) AA (%) kappa (%)
Real Real 51.4±6.8 59.6±5.9 45.5±7.3 73.6±1.6 81.6±1.3 70.2±1.7 78.8±1.3 85.9±0.6 75.9±1.4
Real HSI-5 47.6±4.2 55.3±3.0 41.6±4.1 53.8±4.0 58.8±3.6 48.2±4.2 53.3±4.8 57.6±3.9 47.5±4.9
HSI-5 HSI-5 48.8±5.8 57.2±4.6 43.0±6.1 66.7±2.6 73.9±1.8 62.5±2.8 69.5±3.3 76.7±2.1 65.5±3.6
MSI-5 MSI-5 46.8±4.4 54.2±4.9 40.5±4.9 65.2±2.5 72.3±2.0 60.8±2.7 65.5±3.3 73.8±1.8 61.0±3.5
Real HSI-10 52.6±5.3 60.7±4.7 47.1±5.7 68.1±2.4 73.7±2.5 63.9±2.6 70.0±2.3 74.7±2.7 66.0±2.5
HSI-10 HSI-10 54.6±5.0 62.5±3.7 49.2±5.3 72.3±2.7 79.4±1.7 68.7±2.9 74.5±3.1 81.6±2.1 71.1±3.4
MSI-10 MSI-10 48.0±5.6 55.8±4.8 41.8±6.0 68.2±2.3 75.8±1.7 64.1±2.5 69.9±4.5 77.7±3.7 65.9±4.9
MSI-5 and MSI-10 are derived 5-band and 10-band multispectral images. HSI-5 and HSI-10 are synthetic hyperspectral images
recontructed from MSI-5 and MSI-10 with RMSE of 0.0685±0.018 and 0.0589±0.014 W cm−2 sr−1 nm−1 respectively.
Table 5.5: Comparison of classification performance on real and reconstructed hyper-
spectral images.
of the methods that were trained on real data and tested on reconstructions saturated
earlier at around a training set size of 25, while the same for methods that were trained
and tested on either real data or reconstructions started saturating at around a training
set size of 100. In general, models that were trained and tested on same data source (real
or reconstructions) had much better performance than models trained on real data and
tested on reconstructions when the training set was large. This could have happened
because the classifier trained on real spectra (which has never seen reconstructed spec-
tra during training) cannot find subtle features in reconstructions which it deemed as
important while training looking at the real data. So adding more training data does not
help much because the subtle features are not present in the reconstructed data that is
used for testing.
Figure 5.17 shows normalized confusion matrices for models trained on real HS data
and tested on real data and reconstructions when training set was set to 25 pixels per class.
It is observed that when the classification model is tested on real data, reconstructions
from 10 MS bands and reconstructions from 5 MS bands get more confused about similar
classes (such as different types of soybeans, corn and grasses) in increasing order. This is
because less fine details about the reflectance spectra are present in reconstructions from
10 MS bands than in real and in reconstructions from 5 MS bands than in reconstructions
from 10 MS bands. So depending on the application, the number of optimized MS band
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Train:Real, Test:Real Train:HSI-5, Test:HSI-5 Train:HSI-10, Test:HSI-10
Train:Real, Test:HSI-5 Train:Real, Test:HSI-10
Figure 5.16: Average accuracy as a function of training set size for different models
trained on land cover classification dataset.










































































































































































































































Figure 5.17: Normalized confusion matrices (25 training samples per class) averaged
over 30 trials for classification model trained on real data and tested on real, HSI-10
(reconstruction from 10 MS bands), and HSI-5 (reconstruction from 5 MS bands).
Transfer of Learned Bands
Up to this point, we trained and evaluated our method on data from the same sensor,
albeit different geographical locations. In this section, we will evaluate the reconstruction
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accuracy of the learned bands and the spectral super-resolution sub-network on data
from a separate sensor. Figure 5.18 shows a block diagram explaining the design of the
experiment.
Training

















Figure 5.18: Evaluation of MS bands learned using G-LiHT data on AVIRIS imagery.
We utilize two models trained on G-LiHT spectra (Aerial images dataset) in Sec-
tion 5.4.2 for the experiments. The two models used are the networks to extract 4 MS
bands and 8 MS bands (without bounds on the band centers and the FWHMs). We eval-
uate these models on data obtained from AVIRIS sensor. For evaluation, we first convert
AVIRIS spectra to MS signal using the learned bands’ responsivity functions. Then,
this MS signal is used to reconstruct HS spectra using the spectral super-resolution sub-
network. The reconstructed HS spectra has the same spectral range and band spacing
as G-LiHT spectra. It cannot be directly compared with the original AVIRIS spectra.
The AVIRIS sensor measures a spectral range of 400 nm to 2500 nm at approximately
10 nm increments, while the G-LiHT sensor measures a spectral range of 400 nm to
1000 nm at approximately 4.43 nm increments. Hence, the visible and near infrared
portion of the original AVIRIS spectra was resampled to match the bands of the G-LiHT
spectra. Both AVIRIS and G-LiHT data are in reflectance units. Then, performance
metrics were computed to compare the predicted spectra and the resampled version
of the original spectra. The results are shown in Table 5.6. For comparison, we also
trained the conventional method (PCA + Simulated annealing) on G-LiHT spectra and
tested on resampled AVIRIS data. Since, the Aerial images dataset is very huge, we used
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Methods RMSE SAM R
Ours (4 bands) 0.0148±0.01 0.0729±0.0363 0.9520±0.1492
Ours (8 bands) 0.0046±0.0028 0.0227±0.0087 0.9843±0.0589
PCA with simulated annealing [121, 137] (4 bands) 0.4436± 0.02 0.0772±0.0116 0.95081±0.1324
PCA with simulated annealing [121, 137] (8 bands) 0.46055±0.01808 0.10655±0.00381 0.95729±0.09921
Table 5.6: Performance of MS bands learned using G-LiHT data on AVIRIS imagery.
Incremental PCA [158] to find the principal components needed for the conventional
approach.
The results show that our method performed much better than the traditional ap-
proach. In fact, the model learned using the traditional approach showed very high
error when tested on the AVIRIS spectra, even though it had better reconstruction error
for the G-LiHT test set (e.g., 0.006±0.0003 RMSE for Rochester subset using 4 bands).
We hypothesize that the traditional approach is more vulnerable to noise and variability,
which led to poor performance in this experiment.
The reconstruction performance of our method is also weaker compared to the results
in Table 5.3. This is expected as the training data and the testing data come from two
different HS sensors with different parameters, such as ground sampling distance, flying
altitude, and signal-to-noise ratio. However, the error of the reconstruction from 8
bands is significantly smaller than the reconstruction from 4 bands and comparable to
reconstruction error for Rochester subset (4 bands) in Table 5.3. This indicates more
bands are better when there is large variability in the properties and distribution of the


























Figure 5.19: Reconstructions of AVIRIS spectra using G-LiHT trained models. (Left to
right) the worst reconstruction with 4 bands, the best reconstruction with 4 bands, the
worst reconstruction with 8 bands, and the best reconstruction with 8 bands. RMSE-4





In this dissertation, we developed machine learning methods to address the major open
issues in hyperspectral imaging and data analysis, namely, high cost of sensors, limited
ground truth, high dimensionality of signal, and spectral variations. In particular, we
presented (i) Gaussian process based methods for vegetation parameter estimation when
ground truth is limited and/or spectral variability is high, (ii) Bayesian optimization of
the classifier and the Markov random field for land cover classification, and (iii) a residual
neural network that can jointly optimize the multispectral (MS) bands and the mapping
from MS signal to hyperspectral (HS) spectrum.
The performance of the vegetation parameter prediction models is generally limited
by the size of the training set. We presented two Gaussian processes based techniques for
retrieval of vegetation parameters from hyperspectral imagery when the training set is
small and evaluated those approaches on real and synthetic data. First, we showed that
compared to the popularly used squared exponential covariance function, non-stationary
covariance functions, in particular spectral covariance functions, can provide better pre-
diction, especially when the training set is small or has high spectral variability. Spectral
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covariance functions are those which are based on well-established spectral comparison
metrics, such as spectral angle and spectral correlation. Spectral covariance functions
performed better because they provide better prior for Gaussian process regression as
spectral metrics are better for comparing similarity between the spectra than Euclidean
distance on which many commonly used covariance functions are based. Since spectral
metrics are less affected by spectral variations due to factors, such as changes in illumina-
tion, the Gaussian process models that used spectral covariance functions also showed
better resilience to spectral variability. The second idea proposed is the joint modeling
of multiple related vegetation parameters by a multitask Gaussian process. In the ex-
periments, we proved that the prediction of a vegetation parameter whose training set
is small or has large spectral variations can be improved by jointly learning their model
with prediction models for related vegetation parameters. This approach showed best
result when the ground truth for related vegetation parameter was much larger than
ground truth of the vegetation parameter of interest.
The framework consisting of a classifier and a Markov random fields (MRFs) is a
well-established approach for land cover classification. We presented the idea of jointly
optimizing the hyperparameters of the classifier and the MRF using Bayesian opti-
mization and showed that this approach can provide better results that other common
hyperparameter tuning approaches.
The proposed neural network architecture for jointly learning the MS bands and the
super-resolution transformation to map MS signal to HS spectra was evaluated on six
real world HS dataset. The results of the experiments showed that optimizing MS bands
along with the transformation from MS signal to HS spectrum can greatly improve the
reconstruction accuracy compared to only optimizing the transformation for fixed MS
bands. The optimized MS bands could be implemented in cheaper hardware and the
optimized transformation can be used in the data processing pipeline to reconstruct
hyperspectral spectrum to build a low-cost system for reflectance spectrum measure-
ment. The proposed method allows for constraining the location and the resolution of
the optimized bands, which could be very helpful to handle design constraints of sensor
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hardware. We also showed that the reconstructed HS spectra can be used for land cover
classification.
6.2 Contributions
The major contributions of this dissertations are listed below:
Vegetation parameter estimation with limited ground truth and/or high spectral vari-
abilities
1. Proposed the use of covariance functions based on well-established spectral com-
parison metric for retrieval of vegetation parameters with Gaussian process regres-
sion when the ground truth is limited and/or spectral variability is high
2. Proposed utilization of the ground truth information of related vegetation param-
eters to improve the prediction of the vegetation parameter of interest when the
ground truth is limited and/or spectral variability is high by modeling the veg-
etation parameter of interest and other related parameters jointly by a multitask
Gaussian process
3. Demonstrated how the proposed method can increase the prediction accuracy on
three real-world datasets and one synthetic dataset when ground truth is limited
and spectral variability is high
4. Proposed a novel pipeline consisting of atmospheric model to generate synthetic
datasets with varying levels of spectral variability to test sensitivity of the data
analysis methods to spectral variabilities
Tuning of hyperspectral data analysis frameworks
1. Proposed the use of Bayesian optimization to jointly tune the different components
of hyperspectral data analysis frameworks for improved performance
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Design of optimized sensor and learning spectral super-resolution network
1. Proposed the idea of optimizing the multispectral bands (MS) along with trans-
formation to map MS signal to hyperspectral (HS) spectrum for better spectral
reconstruction
2. Proposed a new residual network based architecture to jointly optimize MS bands
along with the super-resolution network to convert MS signal to HS spectrum
3. The proposed methods allows constraints to be placed on the centers and the
bandwidths of the extracted MS bands that may be present in sensor hardware
technology
4. Developed two novel neural network layers–(i) spectral sub-sampling layer and
(ii) spectral loss layer
5. Evaluated the proposed method on land, aerial, and satellite based images and
obtained the state-of-the-art performance on a benchmarking (CAVE) dataset
6. Demonstrated MS bands learned using data from one hyperspectral sensor is trans-
ferable to a different hyperspectral sensor with similar band spacing and resolution.
7. Demonstrated that the reconstructed spectra can be used for applications such as
land cover classification either by training new classifiers on the reconstructed data
or by simply using existing classifiers trained on the real hyperspectral data
The above contributions have resulted in several publications (see Appendix 6.3 for
a complete list). We have published the source code of the methods proposed in this
dissertation. Appendix B lists the links to the software repositories.
6.3 Limitations and Future Work
Vegetation parameter estimation with limited ground truth and/or high spectral vari-
abilities Several different methods based on Gaussian processes have been previously
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developed for vegetation parameter prediction, e.g. [40, 48, 49]. It would be interesting
to investigate whether the performance of those methods can be further improved the
using spectral covariance functions in future studies. The multitask learning of vege-
tation parameters can handle joint modeling of several vegetation parameters, but our
experimental evaluation was limited to modeling only two vegetation parameters be-
cause only two parameters showed relationship in all of the datasets. Modeling of more
than two parameters jointly needs to be investigated in future studies. As the number
of vegetation parameters is increased so does the training set size of the multitask GP,
therefore scalable models, such as sparse Gaussian processes [159, 160], could be used
for efficient learning and inference when modeling several vegetation parameters. We
would also like to compare the performance of the two multitask Gaussian processes
used in our experiments to other state-of-the-art multitask Gaussian processes for the
task of predicting vegetation parameters. We are especially interested to investigate
whether asymmetric multitask models [72], which prioritize better modeling of vari-
ables of interest, are better than symmetric multitask models like the ones used in our
experiments, which give equal priority to all modeled variables. Similarly, it would be
interesting to combine the proposed methods with previously existing approaches for
handling scarce training set, i.e., active learning scheme and fusion with radiative trans-
fer models, to possibly further improve the prediction accuracy. In our study, the training
and the validation was limited to the same dataset. In future work, we would like to
investigate if our methods can be extended such that models trained on one dataset can
be transferred to be used on another dataset.
Tuning of hyperspectral data analysis frameworks In the dissertation, we explored
the joint tuning of the components of a framework consisting of a support vector ma-
chine and a Markov random field. However, the same idea could be applied to tune
other hyperspectral data analysis frameworks. For example, we could use Bayesian
optimization to tune a framework consisting of a deep-learning based feature extractor,
a support vector machine and a MRF. The hyperparameters of the feature extractor, such
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as the number of layers, the size of filters and the number of feature maps, could be
tuned jointly optimized with the hyperparameters of the support vector machine and
the MRF. This would be an interesting topic for exploration in future studies.
Design of optimized sensor and learning spectral super-resolution network It would
be interesting to investigate if more accurate reconstructions can be obtained using gen-
erative adversarial networks [161] (GANs) with the super-resolution sub-network. Cur-
rently, we are using the mean squared error between the first and the second derivatives
of the original signal and the reconstruction to capture fine details in HS spectra. How-
ever, leveraging GAN as prior for HS reconstruction could provide better reconstruction
of fine details. Another promising avenue for improving the reconstruction accuracy
is to utilize spatial contexts in the super-resolution sub-network by using a two dimen-
sional convolutional neural network architecture, which is trained end-to-end to predict
HS image from MS image. It would also be interesting to evaluate the performance of
reconstructed HS image for other image analysis applications, such as, physical/chemical
parameter estimation, target detection and unmixing. One of the limitations of this study
is that we have only validated the proposed method in software. Future goal would be
to implement the MS bands acquired from our method in hardware and evaluate the
reconstruction performance of a framework containing the hardware implementation
of the MS bands followed by a data processing pipeline containing the spectral super-
resolution sub-network. Another limitation is that our method currently only supports
Gaussian-shaped MS bands. We would also like to investigate tunable sub-sampling
layer with non-Gaussian bands in future.
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[50] J. Muñoz-Marı́, J. Verrelst, M. Lázaro-Gredilla, and G. Camps-Vails, “Biophysical
parameter retrieval with warped Gaussian processes,” in International Geoscience
and Remote Sensing Symposium (IGARSS), pp. 13–16, IEEE, 2015.
[51] D. H. Svendsen, L. Martino, M. Campos-Taberner, F. J. Garcı́a-Haro, and G. Camps-
Valls, “Joint Gaussian processes for biophysical parameter retrieval,” IEEE Trans-
actions on Geoscience and Remote Sensing, vol. 56, no. 3, pp. 1718–1727, 2018.
[52] C. Ni, D. Wang, and Y. Tao, “Variable weighted convolutional neural network
for the nitrogen content quantization of masson pine seedling leaves with near-
infrared spectroscopy,” Spectrochimica Acta Part A: Molecular and Biomolecular Spec-
troscopy, vol. 209, pp. 32–39, 2019.
[53] X. Zhang, T. Lin, J. Xu, X. Luo, and Y. Ying, “Deepspectra: An end-to-end
deep learning approach for quantitative spectral analysis,” Analytica chimica acta,
vol. 1058, pp. 48–57, 2019.
[54] Y. Cho and L. K. Saul, “Kernel methods for deep learning,” in Advances in neural
information processing systems, pp. 342–350, 2009.
118
[55] C. J. Paciorek and M. J. Schervish, “Nonstationary covariance functions for gaus-
sian process regression,” in Advances in neural information processing systems,
pp. 273–280, 2004.
[56] S. Remes, M. Heinonen, and S. Kaski, “Non-stationary spectral kernels,” in Ad-
vances in Neural Information Processing Systems, pp. 4642–4651, 2017.
[57] F. Van der Meer, “The effectiveness of spectral similarity measures for the analysis
of hyperspectral imagery,” International Journal of Applied Earth Observation and
Geoinformation, vol. 8, no. 1, pp. 3–17, 2006.
[58] A. Melkumyan and E. Nettleton, “An observation angle dependent nonstation-
ary covariance function for Gaussian process regression,” in Neural Information
Processing, Lecture Notes in Computer Science, pp. 331–339, Springer, 2009.
[59] S. Schneider, R. J. Murphy, and A. Melkumyan, “Evaluating the performance of
a new classifier–the GP-OAD: A comparison with existing methods for classi-
fying rock type and mineralogy from hyperspectral imagery,” ISPRS Journal of
Photogrammetry and Remote Sensing, vol. 98, pp. 145–156, 2014.
[60] U. B. Gewali and S. T. Monteiro, “A novel covariance function for predicting
vegetation biochemistry from hyperspectral imagery with Gaussian processes,” in
International Conference on Image Processing (ICIP), pp. 2216–2220, Sept 2016.
[61] H. Jiang and W.-K. Ching, “Correlation kernels for support vector machines classi-
fication with applications in cancer data,” Computational and Mathematical Methods
in Medicine, vol. 2012, 2012.
[62] P. J. Moreno, P. P. Ho, and N. Vasconcelos, “A Kullback-Leibler divergence based
kernel for SVM classification in multimedia applications,” in Advances in Neural
Information Processing Systems (NIPS), pp. 1385–1392, 2004.
119
[63] A. B. Chan, N. Vasconcelos, and P. J. Moreno, “A family of probabilistic kernels
based on information divergence,” Univ. California, San Diego, CA, Tech. Rep. SVCL-
TR-2004-1, 2004.
[64] S. Maji, A. C. Berg, and J. Malik, “Efficient classification for additive kernel SVMs,”
IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 35, no. 1, pp. 66–
77, 2013.
[65] S. J. Pan and Q. Yang, “A survey on transfer learning,” IEEE Transactions on knowl-
edge and data engineering, vol. 22, no. 10, pp. 1345–1359, 2009.
[66] E. V. Bonilla, K. M. Chai, and C. Williams, “Multi-task Gaussian process predic-
tion,” in Advances in neural information processing systems (NIPS), pp. 153–160, 2008.
[67] B. Rakitsch, C. Lippert, K. Borgwardt, and O. Stegle, “It is all in the noise: Effi-
cient multi-task Gaussian process inference with structured residuals,” Advances
in Neural Information Processing Systems (NIPS), pp. 1466–1474, 2013.
[68] T. V. Nguyen, E. V. Bonilla, et al., “Collaborative multi-output Gaussian processes.,”
in Uncertainty in Artificial Intelligence (UAI), pp. 643–652, 2014.
[69] A. Melkumyan and F. Ramos, “Multi-kernel Gaussian processes,” in International
Joint Conference on Artificial Intelligence (IJCAI), 2011.
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