INTRODUCTION
The empirical literature on program evaluation limits its scope almost exclusively to models where treatment effects are homogenous for observationally identical individuals. When treatment effects are heterogeneous among observationally identical individuals, the causal inference required for policy evaluation is considerably more difficult (see e.g. Heckman and Vytlacil, 2005) . In fact, in the presence of such heterogeneous treatment effects, the standard instrumental-variables (IV) approach can lead to inconsistency and incorrect inference.
In this paper, we propose a model that allows for heterogeneous treatment effects by extending the classical treatment-effects regression model to include both mean and variance effects rather than just mean effects:
where Y ∈ R is the outcome variable of interest, X ∈ R is a vector of observed covariates, D ∈ {0, 1} denotes the binary treatment status, and ∈ R is the model disturbance. Under an additional normalization assumption that has zero mean and unit variance (given X), the structural functions µ(·, X) and σ(·, X) are the mean and variance of the (potential) outcome, respectively, under different treatment statuses. Hence, µ(1, X) − µ(0, X) and σ(1, X) − σ(0, X) measure the mean and variance effects of the treatment, respectively.
Our model parsimoniously introduces heterogeneous treatment effects across the population.
The fact that the heteroskedasticity term σ(·, ·) depends on the endogenous treatment D implies that treatment effects can differ across individuals even after X has been controlled for. As such, we say that model (1) exhibits endogenous heteroskedasticity, and we will call our instrumentalvariables approach to estimation the endogenous heteroskedasticity IV (or EHIV) approach. As emphasized in Heckman and Vytlacil (2005) , the absence of heterogeneous responses to treatment implies that different treatment effects collapse to the same parameter. For instance, with homogenous treatment effects, the (conditional) local average treatment effects (LATE) is identical to the (conditional) average treatment effects (ATE). If σ(D, X) depends upon D in (1), however, heterogeneous treatment effects arise in general, and we show that the standard IV approach is generally inconsistent in the presence of endogenous heteroskedasticity.
On the other hand, if the heteroskedasticity is exogenous, as a special case of model (1), the mean effects of the treatment can be consistently estimated by the standard IV approach. Therefore, to apply the IV method, the exogeneity of heteroskedasticity serves as a key assumption, which should be justified from economic theory and/or a statistical test. By using a regression of squared IV estimated residuals on covariates as well as the treatment status, instrumented by the same instrumental variable, one can easily test the null hypothesis of exogenous heteroskedasticity. If the heteroskedasticity is not exogenous, the standard IV estimator becomes a mixture of the mean and variance effects, interpreted as the "local average treatment effects"
(LATE) in Imbens and Angrist (1994) . In particular, the latter is determined by who are the group of individuals switching their treatment status due to exogenous variations of the instrumental variable.
This paper builds upon several strands in the existing literature. The literature on heterogeneous treatment effects (e.g. Imbens and Angrist, 1994; Heckman, Smith, and Clements, 1997; Heckman and Vytlacil, 2005 , among many others) is an important antecedent. Within the LATE context, Abadie (2002 Abadie ( , 2003 has considered the estimation of the variance and the distribution of treatment effects, but the causal interpretation is limited to compliers. The main difference of our approach from that literature is that we consider additional assumptions on the structural outcome model rather than additional assumptions on a selection equation and/or variation of the instrumental variable. This approach does not restrict causal interpretation to compliers. As far as we know, the only other paper that explicitly considers a structural treatment-effect model with endogenous heteroskedasticity is Chen and Khan (2014) . Under the monotone selection assumption, Chen and Khan (2014) focus their attentions on identification and estimation of the ratio of the heteroskedasticity term under different treatment statuses, i.e., σ(1, x)/σ(0, x).
Another important related literature concerns the identification and estimation of nonseparable models with binary endogeneity (e.g. Chesher, 2005; Jun, Pinkse, and Xu, 2011, among many others). In particular, Chernozhukov and Hansen (2005) establish nonparametric (local and global) identification of quantile treatment effects under a rank condition. Extending Chernozhukov and Hansen (2005) 's results, Vuong and Xu (2017) develop a constructive identification strategy for the nonseparable structural model by assuming monotonicity of the selection.
This paper also derives closed-form (constructive) identification for the mean and variance of the treatment effects, but the additional assumptions on the structural outcome equation lead to an estimation strategy that should be considerably simpler for practitioners to use.
While identification does not require additional parametric assumptions on µ(D, X), we take a semiparametric approach to estimation that imposes linearity of µ(D, X), in line with nearly all empirical work, and leaves σ(D, X) unspecified. This specification allows for heterogeneous individual treatment effects, but it is quite tractable in the sense that the heterogenous individual treatment effects can be decomposed into mean and variance effects. In the recent literature, Chernozhukov and Hansen (2004, 2005) and Feng, Vuong, and Xu (2016) develop nonparametric estimation of quantiles and density functions of individual treatment effects, respectively, in fully nonseparable frameworks.
The structure of the paper is organized as follows. Section 2 formally introduces the notation and assumptions underlying the endogenous heteroskedasticity model in (1), focusing on the case of a binary instrumental variable. Section 3 provides a constructive approach to nonparametric identification of the mean and variance functions in (1). Section 4 considers a semiparametric version of (1) in which the mean function is a linear index of X and D. An estimator (the EHIV estimator) of the coefficient parameters is proposed, and its asymptotic properties ( √ n-consistency and asymptotic normality) are established. Combining this estimator with a nonparametric estimator of the heteroskedasticity function σ(·, ·) allows us to consistently estimate the (conditional) distribution of the heterogeneous treatment effects. Section 5 provides
Monte Carlo evidence to illustrate the performance of the proposed estimator. Section 6 applies the approach to an empirical application, where the effects of having a third child on female labor supply are estimated (as previously considered by Angrist and Evans (1998) ). Section 7 concludes. Proofs are collected in the Appendix.
ASSUMPTIONS AND MOTIVATION
To deal with the endogeneity of treatment status, we consider the canonical case in which a binary instrumental variable Z ∈ {0, 1} exists. The case of binary-valued instruments has been emphasized in the treatment effect literature, in particularly in the applications using natural and social experiments. For each (x, z) ∈ S XZ , let p(x, z) = P(D = 1|X = x, Z = z) denote the propensity score. The following assumptions are maintained throughout the paper.
Assumption A. (Normalization) Let E( |X) = 0 and E( 2 |X) = 1.
Assumption B. (i) (Instrument relevance)
For every x ∈ S X , S Z|X=x = {0, 1} and p(x, 0) = p(x, 1);
(ii) (Instrument exogeneity) E( |X, Z) = E( |X) and Var( |X, Z) = Var( |X).
Assumption A is a normalization on the first two moments of the error term, which implicitly requires the existence of the second moment of . The scale normalization on E( 2 |X) is clearly required for identification of σ(·, ·). Assumption B contains the instrument relevance and instrument exogeneity conditions. In particular, Assumption B(ii) is implied by the conditional independence of Z and given X, i.e., Z⊥ |X, which is usually motivated by the choice of the instrumental variable (see e.g. Angrist and Krueger, 1991) . Moreover, Assumption B implies that Cov( , Z|X) = 0. Combining Assumption A and Assumption B(ii), we have E( |X, Z) = 0
and Var( |X, Z) = 1. For expositional simplicity, we will assume throughout the paper that
In the baseline model (1), µ(·, ·) and σ(·, ·), respectively, capture the mean and variance effects of the treatment variable at the population level. With non-degenerate variance effects (i.e., σ(D, ·) depends on D), the standard IV model is misspecified, and the standard IV estimator is generally inconsistent. In the endogenous heteroskedasticity framework of (1), a closed-form expression for the bias of the IV estimator can be derived. For expositional simplicity, the covariates X are suppressed in the following discussion.
Under Assumption B(i), define the quantities r 0 and r 1 as follows
Then, model (1) can be represented by the following linear IV projection:
By definition,˜ measures the discrepancy between the structural model and its linear IV projection, which satisfies E(˜ |Z) = 0 under Assumptions A and B. Therefore, the standard IV estimator would estimate the coefficient r 1 , which is a linear mixture of the mean effect, µ(1) − µ(0), and the variance effect, σ(1) − σ(0).
In addition, suppose that the monotone selection assumption (Imbens and Angrist (1994)) holds:
where η ∈ R is a scalar-valued latent variable and m(·, ·) is a real-valued function that is increasing in its second argument.
1 Without covariates X, note that (2) simplifies to D = 1[η ≤ m(Z)] with m(0) < m(1). Under this assumption, Imbens and Angrist (1994) pointed out that 1 See Vytlacil (2002) for a proof of the observational equivalence between (2) and the monotone selection condition.
the coefficient r 1 is endowed with the LATE interpretation
which is clearly a mixture of the mean and variance effects. The bias term of the probability limit of the IV estimator, 
NONPARAMETRIC IDENTIFICATION
This section provides constructive identification of the µ(·, ·) and σ(·, ·) functions in the endogenous heteroskedasticity model of (1). The identification strategy involves two steps.
First, σ(·, X) is identified up-to-scale. Second, the model (1) is transformed into a model with exogenous heteroskedasticity, from µ(·, ·) and σ(·, ·) are identified.
Some additional notation is needed. For d = 0, 1, let
Under Assumption B(i), both δ d (X) and V d (X) are well defined. Similarly to Imbens and Angrist (1994) , δ d (X) and V d (X) can be written in terms of covariances of the observables:
Moreover, for = 1, 2, denote
By definition, ξ (X) depends on the (unknown) distribution of F D|XZ . Then, model (1) and Assumption A imply
from which it follows that
Thus, the vector (V 0 (X), V 1 (X)) identify the heterogeneity component σ(·, X) up to the scale C(X). The above discussion is summarized by the following lemma. Lemma 1. Suppose Assumptions A and B hold. Then
Lemma 1 implies that sign(V 0 (X)) = sign(V 1 (X)), which is a testable model restriction. As a matter of fact, Lemma 1 provides a basis for the identification of our model. Before proceeding, however, an assumption ruling out zero-valued variances is needed:
Assumption C. C(X) = 0 almost surely. distribution of is non-degenerate. Under additional parametric assumptions on µ(·, ·), e.g.
Model (1) can now be transformed to deal with the issue of endogenous heteroskedasticity.
Defining 
for which Z satisfies the instrument exogeneity condition with the (transformed) error distur-
Closed-form expressions for µ(·, x) and σ(·, x) are now provided. Fixing x ∈ S X , note that
which is a linear equation system in µ(0, x) and µ(1, x). Assumption B implies
Moreover, it is straightforward to show that
Interestingly, once µ(·, ·) and σ(·, ·) have been identified, the counterfactual mapping approach of Vuong and Xu (2017) can be used to identify counterfactual outcomes for each individual. 
which is constructively identified from the data. 
Moreover, V d (X) is the (conditional) variance of potential outcome Y d given X and the group of compliers:
It is worth pointing out that such a "local variance" interpretation does not depend on the functional form specification in model (1).
SEMIPARAMETRIC ESTIMATION
For the ease of implementation and in line with empirical practice, a linear specification for the µ(·, ·) is considered. Specifically, the following model with µ(D, X) = X β 1 + β 2 D is considered:
where β 1 ∈ R d X and β 2 ∈ R. Such a specification is parsimonious, with the mean effects measured by the parameter β 2 . This semiparametric model is a natural extension of the standard linear IV model with (exogenous) heteroskedasticity. While it is possible to estimate µ(·, ·) in model (1) nonparametrically, such an approach would suffer from the curse of dimensionality.
where n ∈ N is the sample size. For notational simplicity, let
and β = (β 1 , β 2 ) ∈ R d X +1 . To simplify the theoretical development, the components of X are assumed to be continuously distributed, with f X (·) denoting the density function. In practice, if X contains discrete variables which are ordered with rich support, then the discrete components can be simply treated as continuous random variables or a smoothing method (see e.g. Racine and Li, 2004 ) can be applied. Let further ∆ σ (X) ≡ σ(1, X) − σ(0, X) and
For the estimation approach, δ d (X i ) and V d (X i ) are first estimated nonparametrically for each i ≤ n. Let K : R d X → R and h be Nadaraya-Watson kernel and bandwidth, respectively.
Conditions on K and h will be formally introduced in the asymptotic analysis below. For a
The estimation of φ A (X i ) leaves the i-th observation out to improve its finite sample performance.
Note that when A is a constant, e.g. A = 1, we havê
which is a kernel density estimator of f X (X i ). Moreover, for d = 0, 1, let
Then, S i can be estimated by the plug-in method:
be the denominator from the estimators above.
Clearly, small values of ϕ ni could lead to a denominator issue. Moreover, it is well known that the above kernel estimators will be biased at the boundaries of the support. Therefore, attention is restricted to nonparametric estimation on an inner support
where
In the second step of estimation, β is estimated. Note that the conventional IV regression model with exogenous heteroskedasticity is a special case of (6). When σ(1, ·) = σ(0, ·), however, the standard IV estimator of β is inconsistent:
under standard conditions for applying the WLLN in the last step. Clearly, the bias term is equal (EHIV) estimator is defined as follows:
where {T ni : i ≤ n} is a trimming sequence for dealing with the denominator issue and the boundary issue in the nonparametric estimation. Specifically,
for positive deterministic sequences τ n ↓ 0, κ 0n ↓ 0, and κ 1n ↓ 0 as n → ∞. Conditions on τ n , κ 0n , and κ 1n will be introduced later for the asymptotics properties ofβ. Note that it is possible to apply more sophisticated trimming mechanisms used in the nonparametric regression literature (see, e.g., Klein and Spady (1993) ).
Next, the heteroskedasticity function σ(·, ·) is estimated, which immediately leads to estimates of the variance effects of the treatment. Fix x ∈ X n . For d = 0, 1, let d = 1 − d, and then definê
Under additional conditions, it is shown below thatβ converges to β at the parametric rate, and thereforeû i converges to
Therefore, the estimation errors associated withû i are asymptotically negligible in the estimation of σ 2 (d, x). The variance effects of the treatment are estimated bŷ
In conducting program evaluation, decision-makers might also be interested in the distributional effects of the treatment (see e.g. Heckman and Vytlacil, 2007) . From the model in (6), the individual treatment effect (ITE) is given by
which takes a non-degenerate probability distribution as long as ∆ σ (X) = 0 with strict positive probability. By Lemma 1 and S = σ(D, X) × |C(X)| 1/2 , the ITE can be re-written as
Based upon this expression, the ITE for observation i can be estimated by
Then, to estimate the distribution of ITE (conditional on covariates), we follow Guerre, Perrigne, and Vuong (2000) by using the pseudo-sample of ITE i 's estimated above:
where K f : R d X +1 → R and K X : R 2 → R are Nadaraya-Watson kernels; h f ∈ R + and h X ∈ R + are bandwidths. By a similar argument to Guerre, Perrigne, and Vuong (2000) , conditions for the choice of h f (see below) imply oversmoothing due to the fact that the ITE is estimated rather than directly observed.
4.1. Discussion. It is worth noting that the semiparametric model (6) fits Ai and Chen (2003) 's general framework of sieve minimum distance (SMD) estimation. Therefore, given the identification of structural functions established in Section 3, their SMD approach could be applied to construct a √ n-consistent estimator for β. The SMD approach would estimate the finitedimensional parameter β and nonparametric functions σ(·, ·) simultaneously from the following conditional moments:
In contrast to SMD, the EHIV approach described above leads to closed-form expressions for all of the estimators of interest.
Asymptotic properties.
In this subsection, we establish asymptotic properties for the EHIV estimator by following the semiparametric two-step estimation literature (e.g. Bierens, 1983; Powell, Stock, and Stoker, 1989; Andrews, 1994; Newey and McFadden, 1994 , among many others). Before we proceed, it is worth pointing out that the EHIV estimatorβ is √ n-consistent if the heteroskedasticity is exogenous, i.e., σ(d, ·) =σ(·) for someσ. In the presence of endogeneity, however, the following consistency (resp. √ n-consistency) argument ofβ requires that the
, uniformly converges to zero (resp. uniformly converges to zero faster than n −1/4 ).
To begin with, we make the following assumptions. Most of them are weak and standard in the literature.
The support S X is compact with nonempty interior; (iv) The density of X is bounded and bounded away from zero on S X ; (v) The function P(Z = 0|X = x) is bounded away from 0 and 1 on S X ; (vi) The
is an R-th order kernel, i.e.,
Assumption D can be relaxed to some extent: Assumption D-(ii) could be extended to allow for weak time/spatial dependence across observations. Regarding Assumption D-(iii) , unbounded regressors can be accommodated by using high order moments restrictions on the tail distribution of X at the expense of longer proofs. Assumption E is introduced for expositional simplicity. Moreover, Assumptions F to H are standard in the kernel regression literature. See e.g. Pagan and Ullah (1999) . In particular, Assumption F is a smoothness condition that can be further relaxed by a Lipschitz condition. Assumptions E and G imply that for d, z = 0, 1, the
continuously differentiable on S X with bounded R-th partial derivatives. In Assumption H, the ln n arises because we drive uniform consistency for the first-stage nonparametric estimation.
Lemma 2. Under Assumptions D to H, we have
The uniform convergence result in Lemma 2 is standard in the kernel estimation literature (see e.g. Andrews, 1995) , and therefore proofs are omitted. In particular, the choice of h should balance the bias and variance in the nonparametric estimation. Suppose h = λ 0 (n/ ln n) −γ for some λ 0 > 0 and γ ∈ (0, 1/d X ). Note that our choice of h satisfies Assumption H. Then, the convergence rate in Lemma 2 becomes n/ln n
To establish the consistency, we introduce the following additional assumptions. 
Assumption L. As n → +∞, the trimming parameters satsify (i) τ n ↓ 0, κ 0n ↓ 0, and κ 1n ↓ 0; (ii)
Assumption I is standard, allowing us to apply the WLLN and CLT. Assumption J is a testable rank condition, given that S i can be consistently estimated. Similar to Assumption E, Assumption K is introduced for expositional simplicity, dealing with the denominator issue. Such a condition can be relaxed at the expense of a longer proof and exposition. Assumption L imposes mild restrictions on the choice of the trimming parameters. Theorem 1 shows that if the first stage nonparametric estimation is uniformly consistent, then the EHIV converges to the true parameter in probability, provided by the rank condition.
With consistency, we are now ready to establish the limiting distribution ofβ. Following Powell, Stock, and Stoker (1989) , we impose conditions on the kernel function and the bandwidth such that the first-stage estimation bias vanishes faster than √ n. It is worth pointing out that our model fits the general framework in the semiparametric two-step estimation literature (e.g. Andrews, 1994 Andrews, , 1995 . Thus, the √ n-consistency ofβ require that the first-stage estimatorV d (·)
converge to V d (·) faster than n −1/4 for the √ n-consistency ofβ.
Assumption M strengthens Assumption H by requiring that both the first-stage estimation bias
and variance ofV d (·) vanish faster than n −1/2 . Note that this assumption implies that R ≥ d X . For instance, one could choose e.g. h = λ × (n/ ln n) 1/(2R−ι) for some positive constants λ and ι to satisfy Assumption M, as long as d X − R + 1 2 ι > 0 and ι < 2R. To deriveβ's limiting distribution, we plug (6) into the expression ofβ, which gives uŝ
Note that the last term on the right-hand side comes from the first-stage estimation error.
Unlike the semiparametric weighted least squares estimator (see e.g. Andrews, 1994) , the last term on the right hand side converges in distribution to a limiting normal distribution under additional assumptions, instead of being o p (n −1/2 ). This is because the weighting function used for transformation (i.e. 1/S i ) depends on the endogenous variable
and let Ψ = ψ(Y, D, X) be a random variable. By Lemma 1, we have
which is uncorrelated with Z conditional on X, i.e., Cov(Ψ, Z|X) = 0. Thus, E(Ψ|W ) = E(Ψ|X).
By definition, ζ is a random vector of d X + 1-dimensions and we have E(ζ|W ) = 0.
In the asymptotic variance matrix Ω, the term ζ accounts for the first-stage estimation error.
For inference, we need to estimate the variance matrix Ω. We first estimate E (X ,D) W S by it sample analog, i.e.,
By a similar argument to the proof of Theorem 1, E n
. Next, we construct a pseudo sample of {ζ i : i ≤ n; T ni = 1}. Let
X i , respectively, and for i, j ≤ n satisfying
where K h (u) = K(u/h)/h. Hence, we obtain a pseudo sample {ζ i : i ≤ n, T ni = 1} of ζ. We are now ready to define a consistent estimator of Ω as follows:
which consistently estimate Ω by a similar argument to the proof of Theorem 1. In practice, one could also obtain the standard errors ofβ by the bootstrap (see e.g. Abadie, 2002) and/or by simulation methods (see e.g. Barrett and Donald, 2003) .
Finally, we provide the asymptotic properties ofσ(·, ·) andf ITE|X (·|·).
, where the O p (n −1/2 ) holds uniformly. Therefore, we havê
provided that the conditions in Theorem 2 hold. Following the standard nonparametric literature (e.g. Pagan and Ullah, 1999) , we obtain the asymptotic properties ofσ(·, ·).
Theorem 3. Suppose all the assumptions in Theorem 2 hold. Then for any compact subset By a similar argument to Guerre, Perrigne, and Vuong (2000) , one can also establish the uniform convergence off ITE|X (·|·) to f ITE|X (·|·) under their conditions.
MONTE CARLO EVIDENCE
To illustrate our two-step semiparametric procedure, we conduct a Monte Carlo study. In particular, we consider the following triangular model for data generating process:
where X ∼ N (0, 1), Z ∼ Bernoulli(0.5), ( , η) conforms to a bivariate normal distribution with unit variance and correlation coefficient ρ 0 ∈ (−1, 1), and Φ(·) denotes the CDF of the standard normal distribution. Moreover, λ 0 ∈ R + and r 0 ∈ R + are two positive constants to be specified.
In particular, the former measures the level of endogenous heteroskedasticity and the latter is the size of "complier group". To satisfy Assumptions A and B, we assume (X, Z)⊥( , η). To assess the finite sample behaviors of our estimators, by setting β = (0, 1, 1) and (λ 0 , r 0 , ρ 0 ) = (0.5, 0.5, 0.5), we then compare EHIV's performance with the standard IV estimator. For the first stage estimation of V d (·), we consider two kernel functions of order R = 4, i.e., the Gaussian kernel and the Epanechnikov kernel. Specifically,
Note that the bounded support condition in Assumption G-(i) is satisfied by K E (·), but not by K G (·). Moreover, we follow Silverman's rule of thumb to choose the bandwidth, i.e., h = 1.06 × n −1/5 . Clearly, Assumptions G, H and M are all satisfied. For the trimming sequence T ni , we choose τ n = κ 0n = κ 1n = 0.1. We also consider other values for the trimming parameters (e.g., τ n = κ 0n = κ 1n = 0.05 and 0.01), the results are qualitatively similar. Table 1 reports the finite performance of the EHIV estimator in terms of the Mean Bias (MB), Median Bias (MEDB), Standard Deviation (SD), Root Mean Square Error (RMSE). For comparison, we also provide summary statistics of the IV estimates. In particular, the MB and MEDB of the IV estimates of β 2 do not shrink with the sample size, which provides evidence for inconsistency of the IV estimation. In contrast, both bias (i.e. MB, MEDB) and variance (i.e. SD) of the EHIV estimator decrease at the expected √ n-rate. Moreover, the summary statistics show that the EHIV behaves similar under the difference choices of kernel functions.
Moreover, Figure 1 illustrates the performance of the nonparametric estimates of the endoge- Next, we estimate f ITE|X (·|x) at x = −0.6745, 0 and 0.6745, which are the first, second and third quartiles of the X's distribution, respectively. Note that our specification implies that the conditional ITE conforms to a normal distribution with mean β 0 and variance λ 2 0 , regardless the value of x. Figure 2 shows thatf ITE|X (·|x) behaves well in all sample sizes.
For robustness check, we also consider different sizes of the compliers group (i.e. r 0 ), levels of endogeneity (i.e. ρ 0 ), and levels of heteroskedasticity (i.e. λ 0 ). For different values of r 0 , we choose τ n = 0.2 × r 0 for the trimming mechanism; otherwise, more observations would be In this section, we apply the EHIV estimation approach to an empirical application, specifically studying the causal effects of fertility on female labor supply. Motivated by Angrist and Evans (1998) , we investigate the effects of having a third child on hours worked per week. Having a third child might be expected to affect a mother's labor supply heterogeneously, given that fertility and labor supply are determined simultaneously and some latent variables may interact with the presence of a third child. Following Angrist and Evans (1998), we use the gender mix of the first two children to instrument for the decision of having a third child. There is a strong argument for the validity of this instrument since child gender is randomly assigned and families with first two children of the same gender are significantly more likely to have a third child.
For our application, the sample is drawn from the 2000 Census data (5-percent public-usemicrodata sample, PUMS). The outcome of interest (Y ) is hours worked per week of the mother worked in 1999, the binary endogenous explanatory variable (D) is the presence of a third child, and the instrument (Z) is whether the mother's first two children were of the same gender. The specifications considered below include mother's education, mother's age at first birth, and age of first child as exogenous covariates (X). To have the units of education in years, we recode some of the Census education classifications as detailed in Table 3 . Table 4 provides descriptive statistics for the observable realizations of (Y, D, Z, X) in our sample.
In our estimation, we assume R = 6 and use the 6th order Gaussian kernel, i.e.,
The bandwidth is chosen by
whereσ X is the sample standard deviation of the covariates andĉ z = n i=1 1(Z i = z)/n. With these choices, one can verify that Assumptions H and M are satisfied. Moreover, to specify our trimming sequence T ni , we set τ n = 10 −10 and κ 0n = κ 1n = 10 −2 . For this trimming sequence, 75,654 observations (roughly 26% of the whole sample) are "trimmed away." Table 5 reports the main results from EHIV estimation along with the results obtained from OLS and IV. Across the three methods, there is consistently a negative relationship between having a third child and labor supply. In looking at the OLS and IV results, a similar finding to that in Angrist and Evans (1998) is obtained, with the LATE effect of a third child being considerably lower in magnitude (4.226 hour reduction) than the OLS estimate (7.597 hour reduction). As we've shown previously, the IV estimate of −4.226 may be an inconsistent estimate of the ATE in the presence of endogeneous heteroskedasticity. The EHIV, in contrast, is consistent for the ATE under our model of endogenous heteroskedasticity. In this application, the EHIV estimate is more negative (−5.343) than the IV estimate, although it is still within a standard deviation of the latter. It is interesting to note that, despite the non-parametric estimates that play a role in EHIV estimation, the EHIV standard error is less than 30% larger than the IV estimator, and this difference is likely to be largely driven by the trimming described above. For the exogenous covariates, EHIV estimates are all of the same sign as the IV estimates, with the largest difference in magnitudes seen for the education and age-at-first-birth covariates.
The bottom of Table 5 reports the results of residual-based tests for endogenous heteroskedasticity. Note that under the null hypothesis of exogenous heteroskedasticity, the usual IV estimator
IV be the residuals. Then,ê i consistently estimates e i ≡σ(X) i . In addition, suppose one assumes the following parametric variance model:
where π 1 , π 2 ∈ R d X +1 are coefficients. Thus, the null hypothesis becomes π 2 = 0, for which we can apply the a partial F-test (or Chow test). Since the IV estimator is inconsistent under the alternative hypothesis of endogenous heteroskedasticity, it is possible that the IV-residual-based test might not have power against some alternatives. Use of EHIV-based residuals avoids this issue. As seen in the IV and EHIV columns, the zero p-values based upon either IV or EHIV residuals leads to a strong rejection of exogenous heteroskedasticity. (In the Appendix, Table 6 shows that Stata ouput associated with the exogenous heteroskedasticity test using IV residuals.)
Next, using the EHIV approach, we provide estimates of σ (d, x) at different values of x. Fixing age at first birth, 1st child's age, and 2nd child's age at their median values, we first estimate figure) is similar to that seen in Figure 3 . In terms of how these distributions vary for different covariate values, it appears that the largest differences are found for age at first birth (Figure 4 ) and 2nd child's age (Figure 6 ). An issue briefly discussed within our empirical application is how to test for endogenous heteroskedasticity. If the heteroskedasticity is indeed exogenous, there are certainly efficiency gains to use the usual IV methods (rather than EHIV), which can be attractive especially for smaller sample sizes. While we conducted a parametric test of exogeneity in Section 6, it would be interesting to develop a nonparametric test of
Under Assumptions A to C, Lemma 1 implies that H 0 holds if and only if V 0 (X) = V 1 (X) holds a.s., which suggests that such a test could be developed based upon nonparametric model specification tests developed in the statistics and econometrics literature (see e.g. Fan and Li, 1996; Lavergne and Vuong, 1996; Blundell and Horowitz, 2007) . Proof. By the definition ofβ and (6),
By Lemmas 3 and 4,
TniWiσ(Di,Xi) î Si converges in probability to zero. By Assumption J and Slutsky's Theorem,β − β p → 0.
B.2. Proof of Theorem 2.
Proof. By definition ofβ and (6), we have
By Lemmas 3 and 4, 1 n
Hence, it suffices to derive the limiting distribution of
where the last step comes from Lemma 6 and the fact that
Moreover, applying Taylor expansion, we have
where the o p term holds uniformly over i by Theorem 1. Hence, we have
. By a similar argument to Wan and Xu (2015, Lemma B.7) and Bernstein's tail inequality, we have
. By Lemma 5, we have
Let further T * ni = 1 (|ϕ i | ≥ τ n ; |V 0 (X i )| ≥ κ 0n ; |V 1 (X i )| ≥ κ 1n ; X i ∈ X n ), where ϕ i = φ 1 (X i )φ DZ (X i ) − φ D (X i )φ Z (X i ). By Assumption D-(ii) and Assumption E, T * ni = 1(X i ∈ X n ) for sufficiently large n.
Thus,
Following the Hoeffding's Decomposition in Powell, Stock, and Stoker (1989) , we have
where the last step uses a similar argument to Lemma 6.
Thus, we have
The results then simply follow from the CLT and Slutsky's Theorem.
APPENDIX C. TECHNICAL LEMMAS
Lemma 3. Suppose the assumptions in Theorem 1 hold. Then,
Proof. Because
where the last step comes from the WLLN. Moreover, by Cauchy Schwarz inequality,
Because of Assumptions E, K and L and X n → S X , we have E(T ni − 1) 2 ≤ P(|φ D (X i )φ Z (X i )| < τ n ) + P(|V 0 (X i )| ≥ κ 0n ) + P(|V 1 (X i )| ≥ κ 1n ) + 1(X i ∈ X Lemma 5. Suppose all the assumptions in Lemma 2 and Assumption M hold. Then,
where the o p (·) term holds uniformly over i, and A(X i ) ≡ f X (X i )Cov(D i , Z i |X i ).
Proof. Let A(X i ) = f X (X i )Cov(D i , Z i |X i ). By Taylor expansion, we havê
where all higher order terms are of o p (n −1/2 ) uniformly over i due to a similar argument to Lemma 2 and Assumption M. Similarly, we obtain Taylor expansions for
It follows that
Similarly, we obtainV 
