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Abstract. This paper presents a study that uses meta-learning techniques to the
task of automatic music genre classification. The meta-learning techniques we
used are Bagging and Boosting. In both cases the component classifiers used
in both approaches are Decision Trees, k-NN (k nearest neighbors) and Naive
Bayes. The experiments were performed on a dataset containing 1.000 songs
with 10 different genres. The achieved results show that the Bagging approach
is promising while the Boosting approach seems to be inadequate to the problem.
Resumo. Este artigo apresenta um estudo utilizando te´cnicas de meta-
aprendizagem para o problema de classificac¸a˜o automa´tica de geˆneros musi-
cais. As te´cnicas de meta-aprendizagem utilizadas foram Bagging e Boosting.
Em ambos os casos usando como classificadores componentes os algoritmos de
´Arvores de Decisa˜o, k-NN (k vizinhos mais pro´ximos) e Naive Bayes. Os expe-
rimentos foram realizados utilizando uma base contendo 1.000 mu´sicas de 10
geˆneros diferentes. Os resultados obtidos com o algoritmo de Bagging foram
positivos, enquanto o uso do me´todo de Boosting apresentou resultados aque´m
dos esperados.
1. Introduc¸a˜o
A quantidade de conteu´do multimı´dia disponı´vel on-line criou uma necessidade de
ferramentas capazes de organizar e gerenciar essa grande quantidade de informac¸o˜es
[Fingerhut, 1999] [Pampalk et al., 2002]. No momento, a maior parte das informac¸o˜es
sobre dados multimı´dia sa˜o classificadas e organizadas baseadas em meta-informac¸o˜es
textuais que sa˜o associadas ao seu conteu´do, como e´ o caso dos tags ID3 nos arquivos de
a´udio com o formato .mp3. Apesar destas informac¸o˜es serem relevantes para as tarefas de
indexac¸a˜o, busca e recuperac¸a˜o, elas sa˜o geradas manualmente e enta˜o associados com o
arquivo multimı´dia.
A mu´sica digital e´ um dos mais importantes tipos de dados distribuı´dos na
Internet. Como organizar e processar essa grande variedade e quantidade de da-
dos de maneira eficiente para permitir indexar, buscar e recuperar e´ um grande
desafio [Foote, 1999] [Guo and Li, 2003]. Existem muitos estudos e me´todos so-
bre a ana´lise de conteu´do de a´udio usando diferentes caracterı´sticas e me´todos
[Pampalk et al., 2002], [Guo and Li, 2003], [Zhang and Kuo, 2001], [Liu et al., 2003],
[Aucouturier and Pachet, 2003].
Apesar dos esforc¸os de va´rios pesquisadores, a classificac¸a˜o automa´tica de a´udio
e´ realizada com relativa precisa˜o somente em problemas simples, como diferenciar fala
e mu´sica [Carey et al., 1999]. Poucos trabalhos tratam com a tarefa de classificac¸a˜o au-
toma´tica de geˆneros musicais [Pye, 2000], [Kosina, 2002], [Tzanetakis and Cook, 2002],
[Liu et al., 2003], [Aucouturier and Pachet, 2003]. Um geˆnero musical e´ uma descric¸a˜o
importante que tem sido utilizado para classificar e caracterizar mu´sicas digitais
e para organizar grandes colec¸o˜es disponı´veis na Web [Tzanetakis and Cook, 2002]
[Shao et al., 2003] [Liu et al., 2003], [Aucouturier and Pachet, 2003]. Os geˆneros mu-
sicais sa˜o ro´tulos catego´ricos criados por especialistas humanos assim como por ama-
dores para determinar tı´tulos de mu´sicas. Esses ro´tulos sa˜o relacionados com a
instrumentalizac¸a˜o utilizada, estrutura rı´tmica e conteu´do harmoˆnico da mu´sica. Entre-
tanto, um geˆnero musical e´ um conceito relativamente subjetivo, e mesmo a indu´stria
musical muitas vezes e´ contradito´ria ao atribuir geˆneros musicais para as mu´sicas.
Uma pra´tica muito como e´ que as mu´sicas sa˜o categorizadas de acordo com o per-
fil do artista. Adicionalmente a classificac¸a˜o de mu´sicas tem sido desenvolvida
normalmente para a´lbuns, e na˜o e´ aplica´vel diretamente para as faixas do a´lbum
[Aucouturier and Pachet, 2003]. Dessa forma a classificac¸a˜o automa´tica de geˆneros mu-
sicais pode auxiliar ou substituir o usua´rio humano nesse processo, assim como prover um
componente importante para um sistema de recuperac¸a˜o de informac¸o˜es para mu´sicas.
A classificac¸a˜o automa´tica de geˆneros musicais e´ um tema relativamente novo e
nos u´ltimos anos tem atraı´do a atenc¸a˜o de diversos pesquisadores. Pye [Pye, 2000] usou
os coeficientes cepstrais de frequ¨eˆncia-Mel (Mel-frequency cepstral coefficients - MFCC)
e um Gaussian mixture model para classificar mu´sicas em cinco classes: blues, easy lis-
tening, classic, opera, dance e rock. Tzanetakis e Cook [Tzanetakis and Cook, 2002] pro-
puseram um conjunto de caracterı´sticas para modelar os sinais musicais que esta˜o rela-
cionadas a textura timbral (timbral texture), ritmo (rhythm) e variac¸o˜es da frequ¨eˆncia da
vibrac¸a˜o (pitch). Nesse trabalho eles utilizaram dois algoritmos de classificac¸a˜o (Gaussian
mixture model e k-NN) aplicando as caracterı´sticas extraı´das. Shao [Shao et al., 2003]
usou um modelo de classificac¸a˜o na˜o supervisionada baseada em Cadeias Escondidas de
Markov (HMMs). Liu et al. [Liu et al., 2003] propoˆs um novo me´todo de extrair carac-
terı´sticas baseado nos histogramas computados utilizando os coeficientes da Daubechies
Wavelet. Para classificac¸a˜o eles utilizaram diferentes algoritmos como: Support Vector
Machines (SVM), k-NN, Gaussian mixture models e ana´lise discriminante linear (Linear
Discrimant Analysis). Uma breve revisa˜o dos trabalhos anteriores na a´rea de classificac¸a˜o
automa´tica de geˆneros musicais mostra que o interesse atual e´ o desenvolvimento de no-
vos conjuntos de caracterı´sticas e a utilizac¸a˜o de diferentes classificadores. Um ponto
comum nos trabalhos anteriores e´ que eles utilizam sempre um u´nico classificador.
Neste trabalho e´ proposta uma nova abordagem para o problema de classificac¸a˜o
automa´tica de geˆneros musicais utilizando a combinac¸a˜o de classificadores componentes
atrave´s de te´cnicas de meta-aprendizagem. Neste trabalho foram utilizadas as te´cnicas
de Bagging [Breiman, 1996] e Boosting [Mitchell, 1997] com o algoritmo AdaBoostM1
[Freund and Schapire, 1996]. O restante deste trabalho esta´ organizado da seguinte ma-
neira: na sec¸a˜o 2 e´ apresentada uma visa˜o geral do sistema; na sec¸a˜o 3 sa˜o apresentadas
as caracterı´sticas utilizadas; na sec¸a˜o 4 sa˜o apresentadas breves descric¸o˜es dos me´todos
de meta-aprendizagem empregados; na sec¸a˜o 5 sa˜o apresentados os experimentos rea-
lizados e os resultados obtidos; e finalmente na sec¸a˜o 6 sa˜o apresentadas as concluso˜es
deste trabalho.
2. Visa˜o Geral do Sistema
O sistema de classificac¸a˜o de geˆneros musicais utilizando te´cnicas de meta-aprendizagem
e´ composto de dois mo´dulos principais (Figura 1): um mo´dulo para a extrac¸a˜o de carac-
terı´sticas e um mo´dulo de classificac¸a˜o de geˆneros musicais. Inicialmente um conjunto de
caracterı´sticas e´ extraı´do a partir dos trinta primeiros segundos do sinal de a´udio. Ao todo
sa˜o extraı´das trinta diferentes caracterı´sticas que formara˜o um vetor de caracterı´sticas.
Por se tratar de um sistema que utiliza algoritmos de classificac¸a˜o, o sistema opera
em dois modos: treinamento e teste. No modo de treinamento os vetores de caracterı´sticas
sa˜o utilizados com seus respectivos ro´tulos (neste contexto o geˆnero da mu´sica) para trei-
nar os algoritmos de classificac¸a˜o utilizados pelas te´cnicas de meta-aprendizagem Bag-
ging e Boosting. Os ro´tulos consistem na informac¸a˜o textual representando o geˆnero
musical atribuı´do a`quela mu´sica por especialistas humanos. No modo de classificac¸a˜o, a
mu´sica cujo geˆnero e´ desconhecido e´ fornecida ao sistema. Um vetor de caracterı´sticas e´
gerado a partir dos trinta primeiros segundos da mu´sica e este vetor e´ passado ao algoritmo

























Figura 1: Visa˜o Geral do Sistema
3. Extrac¸a˜o de Caracterı´sticas
O conjunto de caracterı´sticas utilizadas neste trabalho foi originalmente proposto por
[Tzanetakis and Cook, 2002] e utilizado em outros trabalhos [Kosina, 2002]. Sa˜o consi-
derados treˆs tipos de caracterı´sticas: textura timbral (Timbral texture), relacionadas a` ba-
tida (beat-related) e relacionadas as variac¸o˜es da frequ¨eˆncia da vibrac¸a˜o (pitch-related).
Caracterı´sticas de textura timbral incluem a me´dia e a variaˆncia do centro´ide espectral,
do rolloff espectral, do fluxo espectral, das taxas de cruzamento zero, coeficientes ceps-
trais de frequ¨eˆncia-Mel (MFCC), e da baixa energia. Caracterı´sticas relacionadas a` batida
incluem as amplitudes relativas e as batidas por minuto. As caracterı´sticas relacionadas
ao pitch incluem os perı´odos ma´ximos do pico do pitch nos histogramas. Estas carac-
terı´sticas formam vetores de 30 dimenso˜es (Textura Timbral: 9 FFT + 10 MFCC; Ritmo:
6; Pitch: 5) que posteriormente sa˜o utilizados no treinamento dos diferentes classifica-
dores de maneira supervisionada. A seguir sa˜o descritas as caracterı´sticas extraı´das das
mu´sicas.
3.1. Textura Timbral
Centro´ide Espectral (Spectral Centroid) e´ o ponto balanceado do espectro. ´E uma
medida da forma espectral e e´ associado frequ¨entemente com a noc¸a˜o do brilho espectral.






onde Mt[n] e´ o valor da transformada de Fourier no quadro t e faixa de frequ¨eˆncia n.
O centro´ide espectral e´ um atributo perceptual importante na caracterizac¸a˜o do timbre
musical de instrumentos.
Rolloff Espectral (Spectral Rolloff ) e´ outra medida da forma espectral que e´ definida








Fluxo Espectral (Spectral Flux) e´ uma medida da mudanc¸a espectral local e e´ definido





onde Nt[n] e´ o valor normalizado da transformada de Fourier na janela t.
Taxas de Cruzamento Zero (Time Domain Zero–Crossings) e´ uma caracterı´stica que







|sign(x[n])− sign(x[n− 1])| (4)
onde x[n] e´ o sinal no domı´nio do tempo e a func¸a˜o sign e´ 1 ou 0 para os argumentos
positivos e negativos respectivamente. Ao contra´rio do centro´ide espectral, do rolloff
espectral, e do fluxo espectral, que sa˜o caracterı´sticas no domı´nio da frequ¨eˆncia, a taxa do
cruzamento zero e´ uma caracterı´stica no domı´nio do tempo.
Coeficientes Cepstrais da frequ¨eˆncia Mel (Mel-frequency cepstral coefficients) sa˜o
caracterı´sticas perceptualmente motivadas que tambe´m sa˜o baseadas na transformada de
Fourier (Short Time Fourier Transform - STFT). Apo´s obter a amplitude logarı´tmica da
magnitude do espectro, as faixas pre´-determinadas sa˜o agrupadas e suavizadas (smoothed)
de acordo com a motivac¸a˜o perceptual da escala da frequ¨eˆncia Mel. Finalmente, para des-
correlacionar os vetores de caracterı´sticas resultantes, uma transformada discreta de co-
seno e´ utilizada. Apesar de normalmente treze coeficientes serem utilizados para repre-
sentar a fala, experimentos mostram que os cinco primeiros coeficientes levam a um me-
lhor desempenho para a classificac¸a˜o de geˆneros musicais [Tzanetakis and Cook, 2002].
Ana´lise e Janela de Textura Em ana´lise de a´udio o sinal e´ quebrado em pequenos
segmentos de tempo sobrepostos e cada segmento e´ processado separadamente. Esses
segmentos sa˜o chamados de janela de ana´lise e devem ser pequenos o suficiente para que
as caracterı´sticas de frequ¨eˆncia do espectro de magnitude sejam relativamente esta´veis.
Entretanto a sensac¸a˜o de textura do som surge como resultado de mu´ltiplos espectros de
tempo curto com diferentes caracterı´sticas seguindo algum padra˜o no tempo. Por exem-
plo, a fala conte´m vogais e consoantes as quais tem diferentes caracterı´sticas espectrais.
Logo, de forma a capturar a longa natureza da textura do som, as caracterı´sticas
computadas sa˜o me´dias e variaˆncias das caracterı´sticas descritas anteriormente nessa
sec¸a˜o, em um nu´mero de janelas de ana´lise. O termo janela de textura e´ utilizado para
descrever essa janela maior e idealmente deve corresponder ao mı´nimo de tempo de som
que e´ necessa´rio para identificar a textura de um som ou de uma mu´sica. Essencialmente,
ao inve´s de usar os valores das caracterı´sticas diretamente, sa˜o calculados os paraˆmetros
de uma distribuic¸a˜o gaussiana multidimensional. Mais especificamente, os paraˆmetros
(me´dias, variaˆncias) sa˜o calculados com base na janela de textura que consiste no vetor
de caracterı´sticas atual em adic¸a˜o a um nu´mero especı´fico de vetores de caracterı´sticas do
passado.
Baixa Energia (Low Energy) e´ calculada sobre um nu´mero de janelas com a me´dia e
variac¸a˜o, e na˜o separadas para cada janela como as outras caracterı´sticas. A caracterı´stica
energia baixa e´ definida como a porcentagem das janelas que teˆm menos energia do que
a energia me´dia de todas as 40 janelas. Por exemplo, sinais musicais tera˜o energia mais
baixa que sinais de fala que normalmente conteˆm muitas janelas silenciosas.
Com as caracterı´sticas apresentadas nesta sec¸a˜o, a textura timbral de uma mu´sica
consiste nas seguintes caracterı´sticas: me´dias e variaˆncias do centro´ide espectral, do rol-
loff espectral, do fluxo espectral, das taxas de cruzamento zero sobre a janela da textura
(8), baixa energia (1) e as me´dias e variaˆncias dos cinco primeiros coeficientes MFCC
sobre a janela de textura resultado assim em um vetor de caracterı´sticas com dezenove
dimenso˜es.
3.2. Caracterı´sticas Relacionadas a` Batida (Beat-Related)
A batida e a estrutura rı´tmica de uma mu´sica e´ frequ¨entemente uma boa indicac¸a˜o do
geˆnero. Por exemplo, dance music tende a ter uma batida principal muito forte e distintiva.
A mu´sica cla´ssica, geralmente na˜o tem uma batida dominante e regular desobstruı´da,
devido a` complexidade do arranjo. A extrac¸a˜o da caracterı´stica da batida tenta encontrar
a batida principal da mu´sica e de seu perı´odo em BPM (batidas por minuto). Ale´m desta,
e´ calculada tambe´m a batida mais forte, e um nu´mero de caracterı´sticas relacionando a
primeira e segunda batida.
Inicialmente o sinal e´ decomposto em um nu´mero de bandas de frequ¨eˆncias
usando uma transformada Wavelet discreta [Sweldens and Piessens, 1993]. Apo´s essa
decomposic¸a˜o, uma se´rie de passos para a extrac¸a˜o do envelope da amplitude no domı´nio
do tempo e´ aplicada a cada banda: retificac¸a˜o de onda completa, filtragem passa-baixa,
downsampling e remoc¸a˜o das me´dias [Kosina, 2002, Tzanetakis and Cook, 2002].
Apo´s o passo da extrac¸a˜o, os envelopes de cada banda sa˜o somados e a
autocorrelac¸a˜o resultante e´ calculada. Esse resultado e´ uma func¸a˜o de autocorrelac¸a˜o
onde os picos (peaks) dominantes correspondem ao tempo de lag (time lags) onde o sinal
tem a auto-similaridade mais forte. Os primeiros treˆs picos da func¸a˜o de autocorrelac¸a˜o
sa˜o adicionados ao histograma de batida. Cada banda do histograma corresponde a um
perı´odo da batida em BPM. Para cada um dos treˆs picos selecionados, a amplitude do pico
e´ adicionada ao histograma. Esse procedimento e´ repetido para cada janela de ana´lise. Os
picos mais fortes no final do histograma correspondem a`s batidas mais fortes do sinal.
Seis caracterı´sticas sa˜o calculadas usando o histograma de batidas:
• A amplitude relativa (i.e. a amplitude dividida pela soma de amplitudes) do pri-
meiro e do segundo picos no histograma de batidas. Essa e´ uma medida de qua˜o
distintivas sa˜o as batidas comparadas com o resto do sinal.
• A raza˜o da amplitude do segundo pico dividida pela amplitude do primeiro pico.
Essa caracterı´stica expressa a relac¸a˜o entre a batida principal e a primeira batida
auxiliar.
• O perı´odo do primeiro e segundos picos em BPM, indicando qua˜o ra´pida a e´ a
mu´sica.
• A soma do histograma, a qual pode ser um indicador da forc¸a da batida. A soma
das bandas do histograma e´ uma medida de forc¸a da auto-similaridade entre as
batidas, a qual e´ um fator de qua˜o rı´tmica uma mu´sica parece ser.
3.3. Caracterı´sticas Relacionadas ao Pitch (Pitch-Related)
O conjunto de caracterı´sticas de conteu´do pitch e´ baseado em mu´ltiplas te´cnicas de
detecc¸a˜o de pitch. Nesse algoritmo, o sinal e´ decomposto em duas bandas de frequ¨eˆncia
(abaixo e acima de 1.000 Hz) e envelopes de amplitude sa˜o extraı´dos para cada banda da
frequ¨eˆncia. A extrac¸a˜o do envelope e´ realizada aplicando retificac¸a˜o de meia onda e filtro
passa-baixa. Os envelopes sa˜o somados e uma func¸a˜o “aumentada” de autocorrelac¸a˜o e´
computada para que o efeito de mu´ltiplos inteiros no pico das frequ¨eˆncias para mu´ltiplos
pitch’s detectados sejam reduzidos.
Os picos proeminentes dessa func¸a˜o de autocorrelac¸a˜o “aumentada” correspon-
dem aos principais pitches para aquele curto segmento de som. Esse me´todo e´ similar
a detecc¸a˜o da estrutura de batidas para curtos perı´odos correspondendo a percepc¸a˜o de
pitch. Os treˆs picos dominantes sa˜o acumulados em histogramas de pitch sobre todo o
sinal de a´udio. Para computar o histograma de pitch, e´ utilizada uma janela de ana´lise de
512 amostras com taxa de amostragem de 22 050 Hz (aproximadamente 23 ms).
4. Classificac¸a˜o Utilizando Me´todos de Meta-Apredizagem
Com os vetores de caracterı´sticas calculados na sec¸a˜o 3, e´ possı´vel utilizar algoritmos
padro˜es de aprendizado de ma´quina. Neste trabalho sa˜o utilizados os me´todos de meta-
aprendizagem de Bagging [Breiman, 1996] e Boosting [Mitchell, 1997] com os classi-
ficadores componentes de a´rvores de decisa˜o [Quinlan, 1993] (versa˜o Java J4.8), Naive
Bayes [Mitchell, 1997] e k-NN [Aha et al., 1991].
O me´todo de Bagging consiste em utilizar mu´ltiplas verso˜es de um conjunto de
treinamento, cada versa˜o e´ criada selecionando aleatoriamente n′ < n amostras do con-
junto de treinamento D, com reposic¸a˜o. Cada um destas verso˜es e´ utilizada para treinar
diferentes “classificadores componentes” e a decisa˜o da classificac¸a˜o final e´ baseada no
voto de cada componente. Neste trabalho e´ utilizada uma abordagem tradicional, onde
todos os empregam o mesmo me´todo de classificac¸a˜o.
O me´todo de Boosting tem como objetivo melhorar a precisa˜o de qualquer algo-
ritmo de aprendizagem. Para isso o procedimento utilizado e´ o seguinte: (1) e´ criado um
classificador com precisa˜o sobre o conjunto de treinamento; (2) cria-se um classificador
com precisa˜o sobre o conjunto de treinamento maior do que a me´dia. Adicionalmente
novos classificadores componentes sa˜o adicionados para formar um conjunto cuja regra
de decisa˜o tenha uma alta precisa˜o arbitra´ria sobre o conjunto de treinamento. Neste
trabalho foi utilizada uma variac¸a˜o do algoritmo de Boosting denominada AdaBoostM1
[Freund and Schapire, 1996].
Tabela 1: Resultados da Classificac¸a˜o Automa´tica de Geˆneros Musicais (base
padra˜o)
Classificador Individual Pior Bag Melhor Bag Pior Boost Melhor Boost
J4.8 52.1 57.4 66.9 59.9 68.1
k-NN (k=1) 49.3 47.1 52.8 49.3 49.5
k-NN (k=2) 45.4 48.8 54.3 46.4 47.2
k-NN (k=3) 49.9 50.2 55.0 46.3 46.3
k-NN (k=4) 49.8 51.0 54.7 49.8 49.8
k-NN (k=5) 50.2 50.4 54.7 50.2 50.2
Naive Bayes 57.0 57.2 59.4 56.6 56.6
Tabela 2: Resultados da Classificac¸a˜o Automa´tica de Geˆneros Musicais (base
aleato´ria)
Classificador Individual Pior Bag Melhor Bag Pior Boost Melhor Boost
J4.8 50.1 57.9 67.5 58.6 65.9
k-NN (k=1) 52.0 52.1 56.5 52.0 52.1
k-NN (k=2) 46.7 50.9 56.8 47.8 48.2
k-NN (k=3) 51.8 51.4 56.5 48.5 48.5
k-NN (k=4) 50.0 52.7 56.7 50.0 50.0
k-NN (k=5) 51.6 52.3 56.2 51.6 51.6
Naive Bayes 57.7 57.0 58.7 57.3 57.3
5. Experimentos
Uma base de dados contendo 10 classes (blues, classical, country, disco, hiphop, jazz,
metal, pop, reggae e rock) e 100 instaˆncias (ou mu´sicas) de cada classe, totalizando 1.000
instaˆncias foi utilizada neste trabalho. Essa base foi a mesma utilizada nos experimen-
tos de Tzanetakis e Cook [Tzanetakis and Cook, 2002]1. Ale´m dessa base padra˜o que
conte´m as instaˆncias ordenadas por geˆnero, foi utilizada uma nova versa˜o desta base
com as instaˆncias de entrada ordenadas aleatoriamente no intuito de verificar a robus-
tez dos me´todos de meta-aprendizagem. Essa variac¸a˜o da base padra˜o foi chamada de
base aleato´ria. ´E importante ressaltar que apesar da base ser utilizada ser a mesma que a
utilizada em experimentos anteriores, uma comparac¸a˜o direta na˜o e´ possı´vel em virtude
das diferenc¸as nas condic¸o˜es experimentais.
Os experimentos foram realizados e avaliados com o me´todo de validac¸a˜o-cruzada
estratificada fator 10 (Ten-Fold Stratified Cross-Validation) e os resultados apresentados
foram calculados utilizando a me´dia das F-measures (calculada como a me´dia harmoˆnica
dos valores de precisa˜o e recobrimento) do resultado de cada classe. A precisa˜o e´ o
quociente entre o nu´mero de mu´sicas que tiveram seu geˆnero classificado corretamente e o
nu´mero de mu´sicas que foram classificadas como sendo daquele geˆnero. O recobrimento
e´ o quociente entre o nu´mero de mu´sicas que tiveram seu geˆnero classificado corretamente
e o nu´mero de mu´sicas que possuem esse geˆnero.
No intuito de avaliar a efica´cia de cada me´todo de meta-aprendizagem, num pri-
meiro momento, os experimentos foram realizados utilizando apenas um u´nico classifi-
cador. Os resultados obtidos por cada classificador e´ apresentado na coluna Individual da
tabela 1 para a base padra˜o e na tabela 2 para a base aleato´ria.
Os experimentos utilizando Bagging foram realizados visando determinar dois
1Disponı´vel em: http://opihi.cs.uvic.ca/sound/genres
paraˆmetros: o tamanho da cesta (bag size) que e´ a porcentagem de exemplos que devem
ser selecionados aleatoriamente para compor cada um dos n′ conjuntos de treinamentos
e o nu´mero de classificadores componentes que deveriam ser utilizados. Para o tamanho
da cesta foram utilizados os valores de 50%, 60%, 70%, 80% e 90%; e para avaliar
o nu´mero de classificadores foram utilizados: 5, 10, 20, 30, 40 e 50 classificadores
componentes em cada experimento. As colunas Pior Bag e Melhor Bag das tabelas 1 e
2 apresentam o pior e o melhor resultado obtido utilizando Bagging para a base padra˜o e
base aleato´ria respectivamente. Nos experimentos utilizando Boosting foram utilizados o
mesmo nu´mero de classificadores componentes utilizados nos experimentos de Bagging,
ou seja: 5, 10, 20, 30, 40 e 50. As colunas Pior Boost e Melhor Boost das tabelas 1 e 2
apresentam o pior e o melhor resultado obtidos utilizando Boosting para a base padra˜o e
base aleato´ria respectivamente.
Avaliac¸a˜o Geral dos Resultados
Os resultados obtidos utilizando apenas um u´nico classificador para a tarefa de
classificac¸a˜o automa´tica de geˆneros musicais mostram que em ambas as bases o classi-
ficador Naive Bayes apresenta uma taxa de classificac¸a˜o superior aos demais. Por outro
lado, o me´todo de Bagging apresentou um bom desempenho para os classificadores J4.8
e k-NN e resultados na˜o ta˜o bons para o classificador Naive Bayes.
No caso do J4.8 o me´todo apresentou um desempenho surpreendentemente posi-
tiva. No pior caso teve um aumento na taxa de acerto de 5% (utilizando um bag size de
50% e 5 classificadores) e no melhor caso o aumento foi de 14.8% (utilizando um bag size
de 90% e 50 classificadores) para a base padra˜o; e aumento de 7.8% no pior caso (utili-
zando um bag size de 50% e 5 classificadores) e de 17.4% no melhor caso (utilizando um
bag size de 80% e 30 ou 40 classificadores) para a base aleato´ria.
Ja´ os resultados obtidos pelo me´todo de Bagging aplicado ao classificador k-NN
apresentaram uma melhora razoa´vel em relac¸a˜o ao uso de um u´nico classificador k-NN.
Os resultados obtidos mostram que o desempenho mı´nimo obtido utilizando a te´cnica
de Bagging aplicada ao classificador k-NN obteve resultados equivalentes ao uso de um
u´nico classificador k-NN. As u´nicas excec¸o˜es foram para 1-NN na base padra˜o e 3-NN
na base aleato´ria. pore´m apresentando uma melhora de ate´ 5% no melhor caso. Um fato
interessante e´ que na base padra˜o, com excec¸a˜o do classificador 2-NN, o menor resultado
foi obtido utilizando o mesmo bag size (70%) e em todos os casos os pior resultado foi
obtido utilizando o mesmo nu´mero de classificadores (5), assim como em quase todos os
casos os melhores resultados foram obtidos utilizando um bag size de 50%. Ja´ na base
aleato´ria os melhores resultados sempre foram obtidos utilizando um bag size de 50%
com pelo menos 30 classificadores enquanto os piores resultados foram sempre obtidos
utilizando 5 classificadores e com um bag size de 80% ou 90%. Dessa forma e´ possı´vel
perceber uma relac¸a˜o no caso do k-NN que parece indicar que os melhores resultados sa˜o
normalmente obtidos com um bag size de 50%, enquanto que os piores resultados sempre
sa˜o obtidos com um bag size de 70% ou superior.
Os resultados apresentados nas tabelas 1 e 2 mostram que o uso do me´todo de
Bagging aplicado ao classificador Naive Bayes se mostrou praticamente ineficiente. No
primeiro caso, utilizando a base padra˜o, o resultado mı´nimo foi de 57.2% utilizando um
bag size de 60% e 5 classificadores. Esse valor e´ 0.2% maior que o resultado obtido
por um u´nico classificador Naive Bayes, que e´ de 57%. Ja´ no melhor caso, o resultado
ma´ximo atingido foi de 59.4% utilizando um bag size de 50% e 40 classificadores. No
segundo caso, utilizando a base aleato´ria, o resultado mı´nimo foi de 57% utilizando um
bag size de 60% e 10 classificadores. Esse valor e´ menor do que o obtido utilizando
um u´nico classificador Naive Bayes na mesma base, que e´ de 57.7%. E mesmo no me-
lhor caso o desempenho obtido foi de 58.7% utilizando um bag size de 50% e 30 ou 40
classificadores.
O me´todo de Boosting utilizando o algoritmo AdaBoostM1 apresentou ganhos
significativos para o classificador J4.8 e se mostrou ineficiente para os classificadores k-
NN e Naive Bayes. Utilizando o J4.8 o me´todo de Boosting apresentou uma performance
surpreendente. No pior caso teve um aumento na taxa de acerto de 7.8% (utilizando cinco
classificadores) e no melhor caso o aumento foi de 16% (utilizando 30 classificadores)
para a base padra˜o; e aumento de 8.5% (utilizando cinco classificadores) no pior caso e
de 15.8% (utilizando 50 classificadores) no melhor caso para a base aleato´ria.
Para o k-NN o me´todo de Boosting se mostrou ineficiente, apresentando resultados
aque´m do esperando, normalmente piorando o desempenho do classificador ou em alguns
raros casos aumentando ligeiramente o desempenho em no ma´ximo 2%. Os resultados
obtidos tanto na base padra˜o quanto na base aleato´ria mostram que o 2-NN foi o u´nico
caso em que o desempenho do pior caso foi superior a do classificador Individual, sendo
o desempenho normalmente igual ou inferior ao uso de um u´nico classificador. Ja´ no me-
lhor caso apenas o classificadores de 1-NN e 2-NN apresentam alguma melhora, enquanto
nos demais casos, os melhores resultados obtidos sa˜o piores do que os resultados obtidos
utilizando um u´nico classificador k-NN. Dessa forma, o me´todo de Boosting utilizando
o classificador k-NN teve um desempenho aque´m da esperada, na˜o apresentando nen-
huma melhora significativa no desempenho do classificador e em alguns casos ate´ mesmo
piorando o desempenho do mesmo quando comparada a um u´nico classificador sem o uso
da te´cnica de Boosting.
Para o Naive Bayes, os resultados obtidos com o me´todo de Boosting foram aque´m
do esperado, piorando o desempenho do classificador em todos os casos.
6. Concluso˜es
Neste trabalho foi proposta uma nova abordagem para o problema da classificac¸a˜o au-
toma´tica de geˆneros musicais utilizando as te´cnicas de meta-aprendizagem conhecidas
como Bagging e Boosting. O me´todo de Bagging se mostrou eficiente para os classifi-
cadores J4.8 e k-NN e ineficiente para o Naive Bayes. No caso do J4.8 a performance
aumentou significativamente, enquanto que no caso do k-NN o uso da te´cnica de Bagging
obteve normalmente nos piores resultados uma performance similar ao uso de um u´nico
classificador. No caso do Naive Bayes o me´todo na˜o apresentou melhora significativa e
chegou inclusive a obter resultados inferiores ao uso de um u´nico classificador.
O me´todo de Boosting se mostrou eficiente para o classificador J4.8 e ineficiente
para os classificadores k-NN e Naive Bayes. No caso do J4.8 a performance aumentou
significativamente (16% no melhor caso), enquanto que para o k-NN o me´todo normal-
mente piorou a performance do classificador tendo alguns raros casos onde a performance
foi ligeiramente aumentada em no ma´ximo 2%. Os resultados obtidos com o classificador
Naive Bayes foram aque´m do esperado piorando o desempenho do classificador em todos
os casos.
Sintetizando os resultados obtidos, no caso de um u´nico classificador o melhor
desempenho foi a do classificador Naive Bayes que teve um acerto de 57% na base padra˜o
e 57.7% na base aleato´ria. Ja´ no caso das te´cnicas de meta-aprendizagem, os melhores
resultados na base padra˜o foram obtidos com o uso de Boosting com um conjunto de
classificadores J4.8 tendo um acerto no melhor caso de 68.1% e na base aleato´ria com o
uso de Bagging tendo um acerto no melhor caso de 67.5%.
Como trabalho futuro os autores pretendem verificar o uso das te´cnicas de Bagging
e Boosting aliadas a outros classificadores, ale´m de rodar experimentos em outras bases
contendo outros geˆneros musicais.
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