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Abstrakt 
Tato bakalářská práce se zabývá analýzou, návrhem a implementací vhodných algoritmů pro zvýšení 
efektivnosti vyrovnávací paměti v architektuře běžného počítače. Hlavním cílem bylo navrhnout a 
implementovat aplikaci, která by efektivně pracovala se síťovými daty. Práce obsahuje popis 






This bachelor’s thesis is focused on analyse, design and implementation algorithms for increase the 
effectiveness of buffers on standard PC architecture. Work objective is to design and implement an 
application, that would work effectively with network data. Work includes description of 
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Internet je v současné době velice využívanou službou. Zpravidla dnešní populace by se bez něj 
neobešla. Pomocí něj se dá komunikovat přes celou zemi během vteřiny, uchovávají se zde data, sdílí 
se nové informace apod. 
Ačkoliv je internet z velké části ku prospěchu lidstva, je také z určité části využíván pro nekalé 
a nelegální činnosti (krádeže informací a peněz, rozesílaní škodlivých virů, …). Proto je nutné inter-
net také kontrolovat. Na to se používají nejrůznější metody a nástroje (tzv. monitorovací systémy). Ty 
dokáží sledovat jednotlivé sítě, pomáhají při průniku škodlivých vlivů a dalších. 
U takovýchto monitorovacích systémů dochází někdy k výkonnostním zatížením paměti, které 
ovlivňují kontrolu sítě. Proto je nutné najít pro tyto systémy vhodné správy paměti, které budou 
filtrovat datové toky. V dnešní době již několik správ paměti existuje (např. LRU, LFU apod.) a jsou 
pro tyto účely využívány. V některých případech jsou dále upravovány, anebo jsou vyvíjeny nové 
metody.  
Tato bakalářská práce je zaměřena na analýzu, popis, návrh a testování těchto základních 
a rozšířených správ paměti, které zvyšují efektivitu kontrolních systémů. 
Práce je rozdělena do šesti kapitol, kde ve druhé kapitole jsou informace o monitorování sítí, 
o datových informacích a o prostředcích a nástrojích ke sledování. Třetí kapitola se věnuje problema-
tice optimalizace systémů pro sledování sítí, popisu paměťové struktury a správy paměti 
a jednotlivým způsobům optimalizace. Ve čtvrté části je obsažen návrh programu a popisy pseu-
dokódů. Pátá kapitola je věnována výslednému testování a porovnávání jednotlivých správ paměti. 




2 Monitorování sítě 
Současná doba je doba počítačů a internetu. Jelikož dnes internet slouží pro mnohé úkony (od nale-
zení informací, přes komunikaci až po přihlašování do nejrůznějších databází), je potřeba počítačovou 
síť monitorovat. Nejedná se jenom o bezpečnost osobních údajů, jak si mnozí lidé myslí. Sledování se 
využívá také ke správné funkcionalitě sítě, sledování jejího zatížení, hledání problémů na sítí 
a k mnoha dalším účelům. 
 Přesnější popisy využití, typy a principy monitorování, včetně základních informací 
o počítačových sítích, budou popsány v jednotlivých podkapitolách.  
 
2.1 Využití monitorování 
Jak bylo řečeno v úvodu kapitoly, monitorování sítě má široké spektrum využití. Pro monitoring 
slouží systémy, které sledují vnitřní síť a detekují případné problémy. Mezi základní problémy patří 
výpadky na síti, extrémně pomalé načítání webových stránek, ztráty dat při přenosech souborů či 
komunikaci. Jedná se tedy o funkcionalitu části nebo celé sítě. 
 Dalším důležitým využitím je odhalování bezpečnostních rizik. Pomocí monitorování lze 
sledovat uživatelské aktivity, které jsou v rozporu s pravidly sítě. Nebo lze také sledovat vnější naru-
šování, do čehož patří útoky, ztráta citlivých dat apod. Pro detekci takových aktivit pak slouží speci-
ální systémy IDS1 (Intrusion Detection Systems) a IPS2 (Intrusion Prevention Systems), které jsou na 
takové aktivity přizpůsobené.  
 Třetím velmi podstatným problémem, ke kterému se využívá monitoring je statistika uživatel-
ských aktivit a služeb. Při sledování uživatelských aktivit bývá cílem zjistit, s kým uživatel komuni-
kuje, jaká data při tom přenáší a jakou velikost tyto datové přenosy mají. To využívají hlavně posky-
tovatelé internetu, kteří pro klienty zavádí vhodné tarify. To znamená, nastavují FUP limity, rychlost 
downloadu a uploadu, a nastavují hlavně i cenu za všechny tyto služby. Druhý bod - sledování statis-
tik služeb slouží ke sledování používaných aplikací a služeb na síti. Uplatnění je vhodné opět 
u poskytovatelů, kteří na základě těchto statistik posilují nejvíce využívané služby a naopak některé 
nevyužité služby ruší [4, 5]. 
 
                                                     
1
 IDS je systém detekce narušení. Sleduje datové toky a hledá v nich pokusy o útok na konkrétní aplikace. 
Jedná se o pasivní zařízení. Prostřednictvím upozornění a statistik poskytuje obsluze informace o útocích. [6] 
2
 IPS je systém prevence narušení. Podobně jako IDS detekuje pokusy o útok, ale zároveň je schopný aktivně 
reagovat na útoky dle nastavené konfigurace. [6] 
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2.2 Nástroje pro monitorování 
Za celou dobu provozu internetu vzniklo mnoho nástrojů pro sledování a správu sítí a tvorby statistik. 
První nástroje běžely (a běží) ještě v klasickém příkazovém řádku a jsou zpravidla v každém operač-
ním systému pro počítače. Pro příklad je zde příkaz „ping“, který prověřuje funkčnost spojení mezi 
dvěma síťovými rozhraními v počítačové síti. Podobnou funkci má i nástroj „traceroute“, který vypi-
suje jednotlivé směrovače od zdrojového počítače k cílovému. Nástroj tedy ve zkratce hledá cestu 
mezi dvěma systémy. Dalším nástrojem je „tcpdump“. Ten slouží pro analýzu sítí nebo síťového 
provozu. Cílem je zachytávání paketů při komunikaci (zejména TCP).  
 V současné době je ale rozšířeno grafické uživatelské prostředí, které je pro uživatele pohodl-
nější a přehlednější. Do této kategorie patří mnoho dalších nástrojů. Některé jsou jen rozšířením 
nástrojů popsaných výše. Jiné již zvládají vytvářet i dlouhodobé statistiky, detekovat abnormality 
a vytvářet grafy. Mezi nejznámější nástroje lze vypsat tyto: 
· SNMP – (Simple Network Management Prototol). Je součásti sady síťových protokolů. 
Umožňuje sběr dat pro existující rozhraní, zjišťuje stavové informace o zařízeních a vytváří 
následné vyhodnocení. Skládá se ze dvou částí: Agenta, který je součástí zařízení a sbírá data 
a Managera, který získává informace od agentů a vyhodnocuje je. Tento protokol je základem 
většiny prostředků pro správu sítě. [4] 
· WireShark – je aplikace zkonstruována k tomu, aby analyzovala protokoly a odchytávala pa-
kety, které počítač přijímá nebo vysílá. Aplikace pracuje na základu nástroje tcpdump, avšak 
je výkonnější. Dokáže každý paket dekódovat a graficky jej znázornit v celkovém rozložení, 
jak jej počítač zaslal. Obsahuje také filtr pro zachytávání určitých dat. [4, 7] 
· Nagios – je velmi kvalitní monitorovací systém pro automatické sledování stavu počítačo-
vých sítí. Tento systém monitoruje nespočetně mnoho funkcí. Sleduje libovolné typy služeb 
na operačních systémech Windows, Linux a Unix. Podporuje statistiky, grafické zobrazení 
topologie sítě ve 2D i 3D zobrazení. Je přizpůsobitelný pro různé rozšíření a pluginy. Využití 
hledá hlavně u větších sítí. [4, 8] 
· Icinga – je systém obdobný jako Nagios. Dokonce je z něj postupně přepisován kvůli novým 
požadavkům. Dá se tedy říct, že Icinga je druhou větví Nagiosu, jen je rozdílně navržena. 
Monitoring zde lze naplánovat a každá detekce chyby je nahlášena např. pomocí emailu. 
Výhodou systému je, že lze při jakékoliv detekci spustit vlastní skript pro kontrolu. [9] 




NetFlow je další protokol pro přenos záznamů o síťových tocích. Zároveň je chápán jako samostatný 
systém pro měření toků, pracující téměř v reálném čase. NetFlow vytvořila firma Cisco, jako po-
můcku pro administrátory. Dnes je však tato technologie rozšířena a využívána v mnoha směrech. 
 Kromě využití popsaných výše, lze NetFlow využít i pro další účely spojené se správou sítě. 
Jedná se o odhalování nesprávných konfigurací na síti, dohledávání různých incidentů v minulosti, 
dlouhodobé ukládání informací o síťových tocích, kontrola peeringu3 apod. [10] 
 
2.3.1 Datový tok 
Obecně se každý datový tok skládá ze sekvence paketů. Každý paket obsahuje informace, pomocí 
kterých lze paket správně rozpoznat. Všechny pakety proto mají stejně danou strukturu s klíčovými 
položkami, které jsou umístěny v hlavičce daného paketu.  
 
 
Obrázek 2.1: IP tok (převzato z [10]) 
 
Při užívání technologie NetFlow se zachytávají určité datové toky, které se monitorují a ze 
kterých jsou dále generovány statistiky. V každém datovém toku jsou pakety, obsahující položky, 
jejichž hodnoty se shodují [10]: 
· Zdrojová IP adresa – slouží k identifikaci uživatele, který paket odeslal 
· Cílová IP adresa – slouží k identifikaci uživatele, který paket přijal 
· Zdrojový TCP/UDP port – určuje aplikaci, která paket odeslala 
· Cílový TCP/UDP port – určuje aplikaci, která paket přijala 
· Rozhraní – slouží k určení využití konkrétních síťových prvků 
· Protokol – určuje, ke kterému protokolu vyšší vrstvy se mají data předat při doručení 
(ICMP,IGMP, TCP, …) 
· ToS – (type of service) určuje typ/charakter služby k přenosu daného paketu 
                                                     
3
 Peering je pojmenování pro vzájemné propojení počítačové sítě dvou telekomunikačních společností za 




Systém NetFlow je typicky poskládán z několika exportérů, jednoho kolektoru a libovolného 
prezentéru.  Základ však tvoří první dva prvky.  
 Exportér bývá označován jako sonda. Může se jednat o softwarovou nebo hardwarovou 
sondu, která je připojena k monitorované lince. Tato sonda zachytává datové toky a analyzuje pro-
cházející pakety. Z těchto dat vytváří statistiky o jednotlivých tocích. 
 Tyto statistiky z exportérů bývají předávány do kolektoru. Kolektor je zařízení s velkou úlož-
nou kapacitou (většinou jde o počítač). Zde běží proces, který jednotlivé informace od exportérů 
ukládá do centrální databáze. 
 Z této databáze lze pomocí určité aplikace efektivně vybírat data a zobrazovat je do grafů 
a tabulek. To umožňuje lepší analýzu monitorovaného provozu. Celá aplikace většinou bývá ve formě 
webového grafického prostředí, kde lze data filtrovat, zpracovávat apod. [10] 
 
 
Obrázek 2.2: Architektura technologie NetFlow (převzato z [10]) 
 
2.3.3 Zatížení 
Jelikož může být provoz na sítích někdy velmi náročný a datových toků může projít přes exportér 
velké množství, mohlo by to mít vliv celkové monitorování. Mohou zde nastat dva problémy. Prvním 
je zatížení procesoru, který je využíván při zachytávání paketů na lince. Druhým problémem je zatí-
žení paměti exportéru, do které se ukládají data. 
 První problém se dá vyřešit jednoduchou technikou. Říká se ji vzorkování (sampling). Expor-
tér typicky zachytává všechny pakety a tím se procesor zatěžuje. U vzorkování tomu tak není. V praxi 
není nutné uchovávat všechny informace o každém datovém toku, proto lze využít této techniky. 
Principem je, že exportér zpracovává jen některé pakety a tak se snižuje zatížení procesoru. Výběr 
paketů pro sledování se provádí třemi způsoby (viz obrázek 2.3). Prvním je deterministické vzorko-
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vání, při kterém se zachytává vždy N-tý paket. Druhým způsobem je náhodné vzorkování. Zde se 
vybírá vždy jeden z N paketů. Třetí způsob je založen na časovači a nazývá se časově orientované 
vzorkování. Zpracuje se vždy jeden paket za každých N milisekund. Poslední metoda je nejefektiv-
nější. I když je vzorkování jakkoliv efektivní, dochází při něm vždy ke ztrátám informací. Proto je 
vzorkování v některých případech nepřijatelné.  
 
Deterministické 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
N = 3 
                     
                      
                      
Náhodné 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
N = 3 
                     
                      
  
t1 = 3000ms 
  
t1 = 6000ms 
   
t1 = 9000ms t1 = 12000ms 
   
Časově orientované 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 
N = 3000ms 
                     
 
Obrázek 2.3: Porovnání metod vzorkování 
 
 Druhý problém se týká zatížení vnitřní paměti exportéru. Do této paměti se ukládají infor-
mace o nově zaznamenaných tocích. Tyto toky jsou uložené v paměti tak dlouho, dokud nedojde 
k načtení TCP příznaku oznamujícího ukončení toku, nebo podobných příznaků (FIN, RST). Po 
tomto příznaku lze data z paměti vzít a celý záznam odeslat na kolektor. Může docházet také 
k naplnění celé paměti ještě před načtením ukončujících příznaků toků. Poté se datové toky uměle 
ukončí a odešlou. To samé se uskuteční v případě, kdy je datový tok příliš dlouhý. Překročí se časový 
limit aktivního časovače, uměle se ukončí tok a odešle se záznam. Další pakety stejného typu se 
ukládají do nového záznamu. Posledním případem, kdy dochází k abnormalitě je, že u datového toku 
není zaznamenán žádný nový paket v časovém limitu neaktivního časovače. Zde se datový tok 
odstraní z paměti a s dalšími záznamy odešle na kolektor. 
 Případy, u kterých dochází k zaplnění paměti a umělému ukončení jsou velmi nepříznivé. 
Proto lze v exportéru provádět rovnou i optimalizaci, kterou se tato práce zabývá (viz následující 
kapitola). Pomocí této funkce se všechny informace o datových tocích mohou optimalizovat a tím se 
zatížení paměti exportéru snižuje. To pomáhá lepšímu výkonu sondy a celého systému. 
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3 Optimalizace paměti 
Optimalizace se sama o sobě zabývá modifikací výpočetního systému. Jedná se o proces, ve kterém 
se usiluje o zvýšení efektivity a zároveň snížení nároků výpočetního systému. To celé znamená, že 
vznikne rychlejší systém, který potřebuje méně operační paměti, méně systémových prostředků 
a méně výpočtů. 
 Nejvhodnější složkou, která se používá, jestliže je potřeba zvýšit výkon paměťové hierarchie, 
je vyrovnávací paměť. Pomocí této paměti lze data převést z nižší úrovně do hierarchie vyšší úrovně. 
To znamená, že dochází ke zrychlení práce s daty. Při tomto procesu je cílem správně navrhnout algo-
ritmus cache struktury a dosáhnout tak velmi dobrých výsledků. 
Hlavní náplní této kapitoly je popis struktury paměti a popis správy paměti. Kapitola dále po-
pisuje optimalizační metody a principy práce v daném problému. 
 
3.1 Paměť a její správa 
Paměť neboli úložné prostředí, slouží pro uchovávání informací. Jedná se o informace různých typů. 
V souvislosti s informačními technologiemi to jsou např. programové instrukce, data apod. Podle 
typu dat je paměť rozdělena na hierarchii paměťových technických prostředků (viz obrázek 3.1). Hie-
rarchie je rozdělena dle velikosti kapacity na registry, cache paměť, RAM, disky a externí média. 
V tomto pořadí však klesá rychlost a cena daných pamětí. První tři typy jsou napěťově závislé, což 
znamená, že po odpojení od sítě se veškerý obsah pamětí smaže. [11] 
 
 
Obrázek 3.1: Hierarchie paměti 
 
Napěťově nezávislé paměti sice uchovávají data i při odpojení od elektrické sítě, ale tyto pa-
měti jsou umístěny mimo základní jednotku. Lze je tak označit jako periferní zařízení a přiřadit jim 
stejné vlastnosti. Přístupová doba k datům na těchto perifériích je v porovnání s rychlostí mezi proce-
sorem a operační pamětí řádově mnohem větší. U vnějších pamětí se přístupová doba pohybuje 
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Obrázek 3.2: Porovnání přístupových dob [12] 
 
Při posunu o hierarchii výše se nachází vnitřní paměti, se kterými již pracuje procesor. Jedná se zde 
o operační paměť RAM, do které se ukládají nejen zpracovávaná data, ale i spuštěný programový 
kód. Jelikož přístupová doba je stále ještě extrémně velká oproti rychlosti procesoru a to by mělo 
negativní dopad na výkonnost procesoru, vkládá se do procesu další úroveň paměti - vyrovnávací 
paměť cache [12]. Ta má za úkol, jak již bylo řečeno v úvodu, sloužit pro převádění mezi úrovněmi 
hierarchie a dosahovat tak nízkých hodnot cache miss a zároveň vysokých hodnot cache hit.  
Pojmy vyrovnávací paměti: 
· Cache hit – pojem značí, že požadovaná data jsou uložena ve vyrovnávací paměti. 
· Cache miss – odkazuje na neúspěšný požadavek ke čtení dat ve vyrovnávací paměti. Násled-
kem je přístup k datům do hlavní paměti, což vyžaduje delší čekací dobu. 
· Hit rate – je četnost čtení dat z vyrovnávací paměti. Tato hodnota je určena jako procento 
cache hit z celkového počtu všech žádostí. 
· Hit time – je přístupová doba vyrovnávací paměti, neboli čas potřebný k nalezení požadova-
ných dat a jejich předání do procesoru. 
 
 Vyrovnávací paměť nepracuje s celými daty jako operační paměť. Vybere a duplikuje si vždy 
jen aktuálně používané úseky dat, s kterými se pracuje nebo bude pracovat. Adresy dat ve vyrovná-
vací paměti jsou zapsány v adresáři a z nich se poté určuje, zda požadavek patří do cache hit nebo 
cache miss. Při druhé možnosti, kdy data nejsou duplikována ve vyrovnávací paměti, proběhne hle-
dání v operační paměti a následně přesun dat do paměti vyrovnávací. 
 Vyrovnávací paměť je rozdělena na bloky adres – stránky nebo segmenty. Stránky mají vždy 
stejnou velikost a slouží jako jednotka pro přenos dat. Obsahují adresní značky (tagy), které informují 
o adrese bloku v operační paměti. Segmenty bývají složeny ze stránek a liší se v tom, že mohou mít 
různou velikost a zároveň se mohou překrývat. 
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 Při zaplnění vyrovnávací paměti a nutnosti zapsat nový blok, dochází k výpadku. Výpadek 
znamená, že jeden z bloků bude přepsán novými daty. Řídící logika v tuto chvíli musí rozhodnout, 
který blok se přepíše. Rozhodnutí musí být maximálně vhodné, jinak by mohlo docházet k výpadku 
často používaných stránek. To by bylo velmi neefektivní.  
 Celá tato problematika vyrovnávací paměti se vztahuje také k monitorování sítí. Přesněji ře-
čeno, je tato problematika úzce svázána s NetFlow sondou, u které dochází k zatěžování paměti. 
Právě touto pamětí je výše zmíněná vyrovnávací paměť. Ta je však nakonfigurována právě pro datové 
toky a jejich informace. Všechna tato data jsou stejné velikosti. Je možné tedy přirovnat tyto datové 
toky k blokům, které bývají zpracovávány ve vyrovnávací paměti. Způsob optimalizace je tedy velmi 
podobný, až na několik detailů. V každém případě je nutné zvolit efektivní řídící logiku pro tuto 
paměť. Těchto logik je několik a všechny závisí na zvolené správě paměti (viz další kapitola). 
  
3.2 Algoritmy 
Algoritmy pro management vyrovnávací paměti byly od šedesátých let studovány. Celkem jich 
vzniklo několik s různými metodikami. Tyto metodiky byly postupem času rozšiřovány o drobné 
úpravy. Dnes již je možností pro správu paměti několik. Mezi nimi se programátoři rozhodují podle 
dat a procesů, se kterými pracují a jiných okolností. 
Jak bylo řečeno, algoritmů je několik a samozřejmě, jako i v jiných odvětvích, existuje také 
pro správu vyrovnávací paměti nejúčinnější algoritmus. Nazývá se Bélády algoritmus [13] a je po-
jmenován podle maďarského počítačového odborníka jménem Lászlo Bélády. Ten pracoval v roce 
1966 na návrhu teoretického algoritmu minimalizace vyrovnávací paměti. Jedná se o algoritmus, 
který odstraňuje z cache paměti vždy informace, které nejsou důležité v dlouhé budoucnosti. 
„Laicky“ řečeno, program předpovídá budoucnost a podle ní se řídí. V praxi však takový program 
nelze vyvinout, protože je nemožné předpovědět, co se stane. A i kdyby bylo, tak jak daleko do bu-
doucnosti se má nahlížet?  
Bélády algoritmus je proto používám hlavně v teorii pro experimentování, a to za podmínek, 
že se znají určité proměnné. Aplikováním tohoto algoritmu se porovnává účinnost aktuálně 
vybraného algoritmu s ideálním (Bélády) algoritmem. 
 
3.2.1 Theoretically Optimal Page Replacement 
Metoda s optimálním algoritmem se nazývá Optimal. Vychází z Bélády algoritmu a používá se pro 
teoretické a experimentální účely. U této metody je důležité znát všechny hodnoty. To znamená, 
všechny vstupy, které budou přicházet a zároveň jejich čas příchodu. Metoda pak probíhá nejideálněj-
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ším postupem: z vyrovnávací paměti se odstraňují reference, které se v budoucnosti nejdéle nebudou 
potřebovat. 
 Vezměme si příklad viz obrázek 3.3. Na vstup přichází deset hodnot (0, 2, 8, 0, 3, 0, 4, 2, 0 
a 5). Velikost vyrovnávací paměti je pro tři hodnoty. První tři hodnoty se ukládají postupně za sebe 
a zaplní paměť. Při čtvrté hodnotě na vstupu (0) se zjistí, zda je hodnota obsažena v paměti. Pokud 
ano, obsah paměti se nemění. Jakmile přichází na vstup nová hodnota (3), která není ještě obsažena 
v paměti, provede se „náhled do budoucnosti“. Čísla 0 a 2 se budou opakovat o jeden a tři kroky poz-
ději. Číslo 8 se už v budoucím vstupu neobjeví, proto se odstraní a vloží hodnota 3. V dalším kroku se 
opět opakuje číslo 0, obsah paměti se nezmění. Dále následuje hodnota 4 a kontrola následujících 
vstupů. Přepíše se číslo 3 a vloží se aktuální hodnota na vstupu. Metoda probíhá pořád stejně. Při 
posledním vstupu nelze vyhledávat hodnoty z paměti na budoucích vstupech, proto se odstraní nej-
starší hodnota z paměti. 
 
Příchozí data: 0 2 8 0 3 0 4 2 0 5 
 
 
0 0 0 0 0 0 0 0 0 5 
 
 
  2 2 2 2 2 2 2 2 2 
 
 
    8 8 3 3 4 4 4 4 
 
 
Obrázek 3.3: Příklad algoritmu OPT 
 
 Lze vidět, že v praxi je tato metoda nepoužitelná, protože je těžké odhadnout budoucí vstupy 
a ještě těžší odhadnout či spočítat spolehlivě čas příchodů. V experimentálních účelech nebo statisti-
kách je tento ideální algoritmus však prospěšný. Neodstraňuje zbytečně hodnoty, které budou brzy 
použity znovu. [14] 
 
3.2.2 First In, First Out 
Metoda FIFO je jedna z nejjednodušších metod na realizaci. V překladu to značí „první přijde, první 
odejde“. Je to metoda, kdy se nejstarší stránka ve vyrovnávací paměti odstraní a místo ní se zapíše 
nová.  
 Celý postup lze vidět na příkladu viz obrázek 3.4, který je podobný jak předchozí příklad. 
Opět se načítají vstupní hodnoty postupně, dokud se nezaplní paměť. Poté se kontrolují nové vstupní 
hodnoty a porovnávají se s obsahem v paměti. Pokud je vstup stejný jako některá hodnota v obsahu, 
nic se nemění a paměť zůstává obsahově stejná. V opačném případě se odstraní nejstarší položka 
v paměti. Jedná se o šestý krok, ve kterém je na vstupu nové číslo 3. Postup je v každém kroku stejný 
až do konce. 
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 Tato metoda je často používaná v různých odvětvích, avšak pro optimalizaci vyrovnávací 
paměti je metoda velmi neefektivní. Dochází zde k odstraňování datových bloků, které se mohou 
v dalším kroku znova objevit. Metoda se sama o sobě proto nepoužívá a je spíše spjata s dalšími po-
stupy. 
 
Příchozí data: 0 2 8 0 2 3 0 4 0 5 
 
 
0 0 0 0 0 3 3 3 3 5 
 
 
  2 2 2 2 2 0 0 0 0 
 
 
    8 8 8 8 8 4 4 4 
 
 
Obrázek 3.4: příklad algoritmu FIFO 
 
 Příkladem může být metoda FIFO s druhou šancí, kde je základní algoritmus lehce modifiko-
ván. Datové bloky získávají „jednu šanci navíc“, která je označena ve speciálním bitu. Pokud je blok 
vybrán k odstranění, zkontroluje se daný bit. Při nastaveném bitu setrvá blok stále ve frontě, ale bit se 
vynuluje a tím se „šance ztrácí“. Tímto způsobem zůstávají v paměti sice staré, ale často používané 
bloky. [13, 14] Celé metoda se podobá politice LRU (viz další kapitola). 
 
3.2.3 Least Recently Used 
Ve zkratce LRU, neboli česky „použitý v poslední době“ patří k základním algoritmům při optimali-
zaci síťových toků. Při nutnosti odstranění referencí z paměti se zde využívá kontroly nejméně použí-
vaného souboru s nejdelší neaktivitou. V praxi to znamená, že se musí stále kontrolovat všechny 
položky a informace v paměti. Teoreticky to zní velmi jednoduše, ale v praxi je to velice náročné, jak 
po softwarové stránce, tak i po hardwarové podpoře. 
Metodu lze naimplementovat pomocí dvou způsobů. První způsob je řízen hodinami a každá 
reference má vlastní hodnotu, v níž je obsažen counter (čítač). Při práci v paměti se metoda chová 
následovně. Přijde-li na vstup datový blok, který je už v paměti obsažen, inkrementuje se hodnota 
v globálním čítači a tato hodnota se uloží do čítače bloku, na který se odkazuje. Při potřebě uvolnit 
místo se hledá reference s nejnižší hodnotou čítače, která se následně odstraní (obrázek 3.5). 
 
Příchozí data: 0 2 8 0 2 3 0 4 0 5 
 
 
0 0 0 0 0 0 0 0 0 0 
 
 
  2 2 2 2 2 2 4 4 4 
 
 
    8 8 8 3 3 3 3 5 
 
 
Obrázek 3.5: Příklad algoritmu LRU 
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Druhým způsobem je implementování zásobníku bloků do dvojitého seznamu. Pokud se na 
vstupu objeví soubor, který je už referencován, přesune se blok na vrchol zásobníku. V podstatě, pře-
sune se pouze ukazatel z druhého seznamu. Při uvolnění paměti se odstraňuje blok, jehož ukazatel je 
na dně zásobníku. Tento způsob je velmi softwarově náročný, proto je používán hlavně v hardwarové 
implementaci. [14, 15, 16, 17] 
Ačkoli je celková metoda LRU příliš náročná, řadí se mezi základní algoritmy a odvíjí se od ní 
další nástavby. Například Pseudo-LRU, segmentované LRU, LRU-2, LRU-K apod.  
 
3.2.3.1 LRU-K 
Jak je zmiňováno výše, LRU-K patří do skupiny odvíjené na principu LRU. Základem této metody je 
sledovat doby K referencí oblíbených databázových souborů. Pomocí těchto informací lze statisticky 
odhadnout časy příchozích referencí na jednotlivé soubory. Principem je tedy základ metody LRU, 
ale doplnění o historii. Podle historie jednotlivých referencí na objekty se odvíjí algoritmus pro výpo-
čet nepotřebného datového bloku, který se má v případě potřeby z paměti odstranit. 
 Celý proces závisí na vlastnosti „backward K-distance“ s označením bt (p, K). Ta určuje 
vzdálenost do historie na K posledních bloků p v čase t. Výměnná politika pro určení zbytečného 
bloku probíhá následovně: Datový blok určený pro odstranění, je ten, jehož vlastnost bt (p, K) je ma-
ximum ze všech bloků v cache paměti. Jediný případ, kdy je volba nejednoznačná, je když více než 
jeden blok má vlastnost „backward K-distance“ v nekonečnu. To znamená, že se bloky neobjeví 
v historii K. V takovém případě se používá např. základní politika LRU. Tato politika vybere pro 
výměnu jeden blok z těch, které mají danou vlastnost v nekonečnu. [15, 16, 17] 
Označení K tedy, jak je vidět v odstavci výše, udává vzdálenost do historie referencí. To 
znamená, že např. LRU-2 bere v úvahu dvě poslední reference na bloky. V podstatě metoda LRU-1 
koresponduje s klasickou metodou LRU. Optimálnost metody proto závisí na proměnné K. Výsledky 
celé výměnné politiky LRU-K bývají statisticky velmi optimální, což se ale projevuje na složitosti 
celého algoritmu. Metoda pomocí drobných výpočtů sahá příliš do hloubky, a to způsobuje náročnější 
implementaci oproti základní metodě LRU. 
 
3.2.4 Least Frequently Used - Aging 
Stejně jako LRU, tak i metoda LFU patří mezi základní metodiky pro výměnu dat v cache paměti. 
Základní verze LFU nahrazuje nejméně využívané reference, pomocí náročného udržování informací 
o používaných datových blocích. Jedná se o informace typu počet referencí na daný objekt v paměti. 
U každého příchozího vstupu, jehož reference se v paměti objevuje, se inkrementuje čítač referencí. 
Při potřebě uvolnit místo pro referenci na nový objekt se vybere z cache paměti ten datový blok, je-
hož referenční čítač je nejnižší. Jestliže se objeví více bloků se stejným počtem v čítačích, používá se 
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vnořená metoda LRU, která vybere blok pro odstranění. Toto se používá jen, když LFU nemůže najít 
s jistotou nejméně využívaný objekt. Příklad této metody je uveden níže (viz obrázek 3.6). 
Při LFU procesu však dochází k jednomu závažnému problému. Stává se, že nějaký soubor 
v cache paměti je ze startu značně využíván a tím získá extrémní počet referencí, které lze poté zřídka 
kdy nahradit, a to i v případě, že se soubor dále již nepoužívá. Na obrázku níže lze vidět na prvním 
řádku přepisování nových hodnot, hlavně v posledních sloupcích. Na druhém a třetím řádku se totiž 
vyskytují hodnoty 2 a 3 s velkým počtem referencí. Nahrazuje se proto vždy ta nejnovější hodnota. 






Obrázek 3.6: Příklad algoritmu LFU 
 
 Proto se k základnímu algoritmu přidal proces „stárnutí“ (aging). Tento proces se snaží zajis-
tit, aby starší nepoužívané bloky s velkým počtem v čítači byly odstraněny. Používá se zde proměnná, 
která určuje dobu stárnutí. Kdykoliv, kdy průměrný počet referencí překročí hranici této proměnné, je 
počet referencí objektu s extrémní hodnotou snížen. Tímto se udržuje paměť cache čistá. [17, 18] 
 
3.2.4.1 LFU*-Aging 
Při úpravě metody LFU lze získat nový princip metody, který je značen LFU*. Tato metoda pracuje 
na stejném principu jako obyčejné LFU. To znamená, že od každého bloku se uchovává referenční 
počet k tomuto bloku. Odstraňování „nepotřebných“ bloků probíhá na základě těchto počtů, kdy se 
bloky s nejmenším využitím odstraňují a uvolňují tak místo pro nové bloky. 
 Rozdílem mezi LFU a LFU* je rozdílná práce při cache miss. Jestliže se musí uvolnit místo 
pro nový blok, využívá se pouze bloků, jejichž počet referencí na ně samotné je roven jedné. Vzniká 
tak dynamicky udržovaný prostor pro kandidáty k výměně. Následujícím krokem pro zavedení no-
vého bloku je porovnání velikosti daného prostoru s novým blokem. Je-li blok menší než prostor, 
kandidáti v prostoru budou odstraněni a do cache bude vložen nový blok. V opačném případě, kdy 
nový blok překročí dynamický prostor, se žádné bloky z cache nemažou a nový blok se zahodí. 
 K modifikaci metody lze přidat již výše zmíněné „stárnutí“. To pracuje úplně stejně jako 
u klasické metody LFU. Přidáním tohoto doplňku vznikne LFU*Aging, který je podle výzkumů 
výkonnostně lepší než obyčejné metody LFU a LFU-Aging. [17] 
 
Příchozí data: 4 3 3 2 2 2 1 2 3 4 1 
 
 
4 4 4 4 4 4 1 1 1 4 1 
 
 
  3 3 3 3 3 3 3 3 3 3 
 
 
      2 2 2 2 2 2 2 2 
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3.2.5 Most Recently Used 
MRU v češtině znamená „naposledy použitý“. Metoda je navržena pro náhodné přístupy a opakované 
testování v referenčním modelu. Je to metoda obdobná jako LRU, ale předpokládá se zde, že přístup 
ke starším položkám bude pravděpodobnější než k novým položkám. Bloky naposledy použité se 
odstraňují z cache paměti jako první. [19] 
 
3.2.6 Frequency Based Replacement 
Dalším algoritmem do výměnné politiky přispívá metoda Frequency Based Replacement (ve zkratce 
FBR). Tato politika využívá pro výměnu datových bloků kombinaci užití frekvence a (podobně jako 
LFU-Aging) stárnutí. Mluví se zde však o postupném stárnutí. Využívá se rozdělení cache paměti do 
tří sekcí: New-nová, Middle-střední a Old-stará sekce. Každá sekce je naprosto stejně uspořádaná jako 
cache paměť používaná u politiky LRU. Využití sekcí je následovné: Do nové sekce se vkládají nej-
novější používané reference. Ve staré sekci jsou bloky nejstarší, určené k odstranění. Střední sekce je 
umístěna mezi novou a starou sekcí. 
 Celý princip spočívá v tom, že se s každou sekcí pracuje jakoby zvlášť.  Při každém úspěšném 
vložení reference do paměti, je paměť prozkoumána. Je-li blok nalezen ve střední nebo staré sekci, je 
přesunut zpět do nové sekce se zvýšením referenčního čítače na daný objekt. Pokud je však blok již 
v nové sekci, neprobíhá tato inkrementace. Při stárnutí referencí se využívá klasické metody LRU, 
která bere nejméně využívaný blok a přesune ho do sekce následující. U staré sekce se blok vyřazuje 
natrvalo. [17, 19, 20] 
 
3.2.7 Adaptive Replacement Cache 
Zkráceně ARC, pracuje opět na základě nejznámějších politik. V tomto případě se jedná o politiky 
LRU a LFU. Metoda ARC doslova balancuje mezi nimi. Jde o metodu, kterou vyvinula firma IBM. 
Metoda má zlepšovat základní strategii LRU politiky, čímž se metoda stane lepší než jen obyčejný 
základ LRU.  
 Zlepšení spočívá hlavně v rozdělení cache paměti do dvou seznamů. Konkrétně nazývané T1 
a T2, určené pro rozdělení referencí v cache. Seznam T1 obsahuje reference na datové bloky, které 
byly vyžadovány pouze jednou. Druhý seznam T2 obsahuje reference na bloky, které jsou často opa-
kovány (více než jednou). K těmto dvěma seznamům jsou připojeny další seznamy (B1 a B2). Těm se 
říká Ghost seznamy. Jsou určeny pro uchování historie naposledy odstraněných referencí. Přiřazují se 
na konce seznamů T1 a T2 (viz obrázek 3.7). Jejich obsah se ale neskládá ze zdrojových dat ale pouze 




Obrázek 3.7: Princip metody ARC [33] 
 
 Princip je velice jednoduchý. Nové bloky vstupují do části T1 na vrchol, který je spojený 
s vrcholem části T2. Těmto vrcholů se říká MRU pozice. Při vložení úplně nové položky se seznam 
T1 posunuje od vrcholu MRU k části B1. Nakonec se položky přesunují do ghost seznamu B1, odkud 
se poté odstraňují. Při vložení položek, jejichž reference již jsou v paměti, se dané reference přesou-
vají na vrchol seznamu T2, kde se opět posunují až do seznamu B2 a poté pryč z cache paměti. [13, 
21, 32, 33] 
 
3.2.8 Early Eviction LRU 
EELRU patří do skupiny adaptivních metod podobně jako ARC. EELRU vychází se ze základní me-
tody LRU, kde se při výměně odstraňují z cache paměti vždy nejdéle nevyužité datové bloky. LRU 
ale není vhodná pro data, která mají dlouhé referenční cykly. To znamená, bloky nejsou uchovávány 
v cache paměti tak dlouho, aby je bylo možné opět využít. Tímto problémem se zabývá algoritmus 
EELRU. Podobně jako LRU se zde využívá informací, které určují, jaké „nepotřebné“ bloky budou 
vyřazeny z paměti. Tyto informace obsahují počet odkazů na jednotlivé bloky, poslední odkazovaný 
blok, atd. EELRU udržuje ty samé informace, ale udržuje je pro rezidentní i nerezidentní bloky. 
 Základní myšlenkou metody je vykonávání algoritmu LRU, dokud nedojde k odebírání 
mnoha nedávno odkazovaných bloků. V takovém případě se využije tzv. havarijní („fallback“) algo-
ritmus. Tento algoritmus odstraní nejméně využívaný blok nebo e-tý nejvíce využívaný blok, kde e je 
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předem definovaná pozice. Tuto pozici lze nalézt na ose aktuálnosti odkazů, která určuje schéma 
metody EELRU (viz obrázek 3.8).  
 
 
Obrázek 3.8: Hlavní schéma EELRU [22] 
 
Havarijním algoritmem bývá nejčastěji výměnový algoritmus MRU. Ten zajišťuje smazání 
posledního bloku, na který je odkazováno (viz kapitola 3.2.5). Tato metoda v praxi však bývá někdy 
nestabilní, proto se nahrazuje jinými metodami. Někdy se jako havarijní metoda používá metoda 
WFL, která je jednoduchou modifikací metody MRU. 
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4 Návrh a implementace programu 
Cílem této bakalářské práce bylo prostudovat, implementovat a otestovat přístupy pro zvyšování 
efektivnosti vyrovnávací paměti v architektuře běžného počítače. Jedná se o přístupy v systému pra-
cujícím se síťovými daty.  
Základním prvkem všech metod je postupné procházení vstupních dat, které je jednoprůcho-
dové. Vstupní data jsou následně zpracovávána jako samostatné hlavičky paketů a předávána 
k dalšímu využití. Formát a informace o vstupních datech budou dále popsány v samostatné podka-
pitole. 
V dalším kroku se jednotlivé metodiky také moc neliší. Jedná se zde o hledání již uložených 
toků a jejich vlastnostech v paměti. Základem je tedy vytvořit správnou vyrovnávací paměť, která by 
přijaté data zpracovávala a následně uchovávala. Typy pamětí se v jednotlivých případech moc neliší. 
Každopádně pro některé postupy musí být navrženy speciální koncepty, jak pro uchování dat, tak také 
pro jejich hledání.  
Následující postup je spojený se specifickými algoritmy jednotlivých metodik. Jedná se 
hlavně o algoritmy pro výměnné politiky dat. Jak bylo zmíněno výše (viz kapitola 3.2), některé meto-
diky jsou založené na stejných základech. Proto by bylo vhodné vytvořit koncept, jenž bude možné 
použít jak v základních metodách, tak i v jejich odvozeninách. 
Konečnou fází je dále prostudovat funkcionalitu jednotlivých metod na reálných datech. Pro 
toto experimentování je vhodné si v projektu vytvořit přídavné funkce, které budou sloužit pro vytvo-
ření nejrůznějších statistik. Základním údajem by měly být velikosti souborů, počty paketů a toků. 
Dále pak úspěšnost jednotlivých algoritmů (cache hit), zaplnění paměti, časová náročnost apod. 
Při rozhodování, jaký implementační jazyk je pro tuto práci nejvhodnější, je nejpříznivější 
přihlédnout k vlastnostem jednotlivých programovacích jazyků. Kvůli určitým požadavkům, jako je 
práce s pamětí, obdobné postupy při řešení jednotlivých metodik apod., se nabízí využití objektově 
orientovaných jazyků.  
V tomto projektu je vhodné použít programovací jazyk C++, nejenom kvůli ulehčení pomocí 
objektového programování s využití dědičností, abstrakcí apod., ale také kvůli využití speciálních 
knihoven, které mohou urychlit vývoj celé aplikace se síťovými daty, usnadnit její ovládání a vyhnout 
se často používaným programátorským chybám. 
Při návrhu je kladen důraz na to, aby implementace nebyla příliš složitá. Jednoduchost je 
hlavním cílem, proto je zde využíváno principu dědičnosti. Data neboli hodnoty datových toků je 
vhodné umístit do nadřazené třídy, podobně jako společné funkce a vlastnosti, které budou pro 
všechny metody stejné. Tím je ušetřeno kopírování společných vlastností do všech metod. Abstrakce 
je využita i ve třídách „nižších“, jelikož i ty mohou být vzorem pro své odvozené potomky.  
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 Implementace jednotlivých správ paměti je vhodně rozvržena do samostatných tříd, které 
mezi sebou v určitých případech dědí některé vlastnosti. Takové rozvržení napomáhá tomu, aby se 
jednotlivé metody daly jednoduše udržovat a také aby byly sepsány přehledně. Celkový objektový 
návrh lze vidět na obrázku 4.1. 
 
 
Obrázek 4.1: Objektový návrh 
 
Dalším prvkem při rozhodování bylo využití speciálních knihoven. Jedná se hlavně o kni-
hovnu STL, která usnadňuje práci s pamětí pomocí prvků vector, list, map, multimap aj. Tyto prvky 
zajišťují okamžité vytvoření paměťových polí a mapovacích tabulek apod., a okamžitou správu těchto 
prvků. Funkcionalita bývá často jednoduchá a přehledná. Proto jsou prvky knihovny STL základem 
pro vytvoření cache paměti. 
 
4.1 Vstupní a výstupní formát 
Základem v projektu jsou data, která jsou v průběhu vykonávání celkové funkcionality programu 
načítána ze vstupního souboru a dále pak upravována a zpracovávána. Jelikož se v této práci jedná 
o síťový provoz, mohlo by se zdát, že data obsahují celkové pakety šířící se po konkrétní síti. Tak 
tomu však není. Pro monitoring na netflow sondě stačí uchovávat pouze hlavičky všech odchytáva-
ných paketů. To nejen zmenšuje paměťovou zátěž, ale také výkonnostní zátěž.  
 Vstupní soubor je tedy v jednoduchém formátu, kdy je na každém řádku uložena hlavička 
jednoho paketu. Hlavička uchovává šest základních hodnot pro komunikaci na síti. Jedná se např. 
o timestamp, která v sobě udržuje časový údaj. Ten je uložen ve formátu systému Unix. Dále je zde 
uloženo číslo protokolu. Na třetí a čtvrté pozici je IP adresa zdrojového a cílového prvku v síti. K IP 
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adresám je důležitý také zdrojový a cílový port, na kterých přenos dat probíhá. Na předposlední 
pozici je uložena velikost vstupního datového paketu nebo výstupního datového toku v bajtech. A po-
slední hodnotou je příznak oznamující stavy datových toků (tcpflags). Celkový vstupní formát 
i s příklady je zobrazen na obrázku 4.2. 
 
timestamp, protocol, srcip, dstip, srcport, dstport, bytes, tcpflags 
        1205989200.84, 6, 206.223.221.2, 207.106.112.90, 20, 1114, 1376, 16 
1205989200.84, 6, 206.223.221.2, 207.106.112.90, 20, 1114, 1448, 16 
 
Obrázek 4.2: Formát záznamu paketu na vstupu 
  
protocol, srcip, dstip, srcport, dstport, bytes, packets, starttimestamp, endtimestamp 
          6, 200.119.237.9, 206.223.208.210, 15968, 3127, 40, 1, 1205989201.630000, 1205989201.630000 
 
Obrázek 4.3: Formát záznamu toku na výstupu 
 
Po zpracování vstupních dat se v paměti ukládají zpracovaná data, jejichž formát na výstupu 
je obdobný. Liší se pouze ve změně pořadí jednotlivých vlastností, detailním zobrazení časových 
údajů zobrazující začátek a konec přenosu datového toku (starttimestamp a endtimestamp) a zobraze-
ním počtu paketů jednotlivých toků (viz obrázek 4.3). 
 
4.1.1 Slovní popis 
Základem čtení síťových dat je postupné načítání jednotlivých řádků (hlaviček paketů) ze vstupního 
souboru. Hlavní práce se souborem a cyklus pro načtení jednotlivých řádků je umístěn v hlavním 
programu. V tomto cyklu se hlavička načte jako řetězec do bufferu, který je dále poslán do funkce 
readline(). Načítání probíhá bez kontroly vstupního formátu. Očekává se totiž bezchybný vstupní 
soubor. 
 Ve funkci readline() se načtený řetězec rozdělí po daných sekvencích, provede se případné 
přetypování na číselné typy a všechny hodnoty z hlavičky se uloží do již vytvořeného objektu Data. 
Ten slouží pro další zpracování síťových hodnot.  
Jakmile je celý řetězec rozdělen a uložen, provede se návrat do hlavního programu, odkud 
jsou data dále zpracovávána přes další funkce. Po zpracování hodnot probíhá cyklus znovu do té 
doby, dokud není konec souboru. 
Při dokončení načítání a provedení všech metodických algoritmů se uložená data v cache pa-
měti musí zapsat do výstupního souboru. Ten má také svůj vlastní formát, do kterého jsou data 
v paměti převedena pomocí funkce printToFile(). Ta je obdobná jako funkce pro čtení, akorát 
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všechny hodnoty z datového objektu jsou převedeny do řetězce, jenž je zapsán do výstupního sou-
boru. 
 
4.2 Cache paměť 
Získaná a zpracovávaná data ze vstupního souboru jsou ukládána do jednotné paměti. Jedná se 
o paměťovou strukturu vytvořenou pomocí asociativního kontejneru z výše zmiňované knihovny 
STL. Paměť je tedy asociativní mapa map<string, Data>, do které je ukládán klíč a uložený datový 
tok objektu Data. Tato paměť bude dále označována jako „hlavní paměť“. 
 Klíč pro každý datový tok musí být jedinečný, proto se využívají vstupní hodnoty, které jsou 
u každého paketu daného síťového toku stejné. Jsou to vlastnosti: protokol, zdrojová a cílová IP 
adresa a zdrojový a cílový port. Tyto hodnoty zajišťují jedinečnost každého toku dat. Vložením těchto 
hodnot do speciální funkce createKlic(), vznikne v této funkci složený klíčový řetězec (dále jen 
„datový klíč“). Ten je dále pak hojně využíván při vyhledávání datových toků apod. 
   
4.3 Metoda LRU 
Cílem této metody je odstranění prvku z paměti, který je nejdéle nevyužíván. Jak bylo zmíněno 
v kapitole 3.2.3, metodu LRU lze naimplementovat pomocí dvou postupů. Prvním způsob je založen 
na využití jedné neuspořádané paměti a časového údaje. V takovém případě lze aplikovat neuspořá-
dané pole s jednotlivými datovými toky. Při takové implementaci dochází k problému, je nutností 
výměnné politiky prohledávat postupně celé pole a vyhledávat prvek s nejmenší (tedy nejstarší) časo-
vou hodnotou. To je velmi náročné a hlavně u velkých pamětí velmi zdlouhavé. 
 Druhý způsob implementace lze provést pomocí dvou seznamů, což urychluje výměnný 
algoritmus. Proto se v tomto projektu využilo právě tohoto způsobu. Základním seznamem je paměť 
založená na asociativním kontejneru STL knihovny (popisována v předchozí kapitole). Druhým 
seznamem je obdobná paměť (kontejner map z STL), jejímž klíčem je právě časová konstanta. Tato 
paměť však neukládá celé datové toky, ale odkazuje se právě na data v první paměti. 
 Implementace probíhá velice jednoduchým způsobem. Při získání paketu ze vstupního sou-
boru se zavolá upravená děděná funkce function(), jenž je umístěna ve speciální třídě pro tuto me-
todu. Zde se určí klíč tohoto toku pomocí funkce createKlic() a porovná se s položkami v hlavní 
paměti. Pokud je nalezen datový tok, do něhož nově přijatý paket zapadá, tak je tento tok v hlavní 
paměti upraven. Při této změně dochází ke zjištění časové konstanty v minulosti, která určuje pořadí 
prvku v druhém seznamu. Starý odkaz v druhém seznamu se tedy díky této hodnotě odstraní a vytvoří 
se zde nový odkaz, opět na tento datový tok, ale s jiným (novým) časovým klíčem, který je větší. 
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Díky novému klíči se odkaz dostane na konec druhého seznamu, a starší odkazy jsou umístěny 
v seřazeném pořadí před ním. 
 V případě, kdy se klíč paketu neshoduje s klíči toků v hlavní paměti, tak se nový paket uloží 
do hlavní paměti a jeho reference s aktuálním časovým klíčem až na konec pomocného seznamu. 
Takhle jednoduché to je v případě toho, že hlavní paměť ještě není plně obsazena. V případě druhém 
je nutnost ještě před vložením nového prvku provést algoritmus pro výměnnou politiku. Ten je umís-
těn ve stejné knihovně a slouží jako dědící funkce pro své potomky. Funkce má označení 
replaceLRU(). 
 Algoritmus ve zmiňované funkci je velice jednoduchý, jelikož je použito dvou seznamů, 
z nichž druhý je seřazený. To znamená, že se vybere první odkaz s nejmenším a tedy nejstarším časo-
vým klíčem, získá se odkaz na datový tok do hlavní paměti a ten je následně odstraněn. Po odstranění 
prvku se odstraní i odkaz v pomocném seznamu a tím se získá místo pro nový datový tok. 
 
4.3.1 Pseudokód 
//FUNKCE PRO ODSTRANĚNÍ DATOVÉHO TOKU Z CACHE PAMĚTI 
int replaceLRU(hlavniPamet*,pomocnaPamet*) { 
  získání odkazu nejmenšího prvku v pomocné paměti; 
  smazání prvku v pomocné paměti; 
  nalezení odstraňovaného datového toku v datové paměti; 




int function(Data) { 
  vytvoření klíče; 
  hledání prvku podle klíče v cache paměti; 
  if (prvek nenalezen) { 
    if (plná paměť) { 
      odstranění dat pomocí replaceLRU; 
      zvýšení počtu cache miss; 
    } 
    vložení nových dat do datové paměti; 
  } else { 
    nalezení starého odkazu v pomocné paměti; 
    úprava uložených dat v datové paměti; 
    smazání starého odkazu z pomocné paměti; 
    zvýšení počtu cache hit; 
  } 
  vložení nového odkazu do pomocné paměti; 




4.4 Metoda LRU-K 
Odvíjená metoda od základního principu LRU se snaží zlepšit efektivnost původního algoritmu, jak 
bylo zmíněno v kapitole 3.2.3.1. Možnost, jak toho dosáhnout je pomocí uchování hodnot v minulosti 
příchozích paketů. Tento způsob se odvíjí na základě tvorby statistik jednotlivých toků, podle kterých 
lze teoreticky odvodit, jaký prvek je nejvhodnější pro odstranění při výměnné politice. 
 Po bližším prozkoumání se metoda vyvíjí do dvou větví. V obou větvích existuje důležitý 
parametr K, který udává počet uchovávaných přístupů jednotlivých datových toků. U prvního způ-
sobu se využívá historie K příchodů paketů, ze kterého se vytváří statisticky možný čas příchodu dal-
šího paketu v daném toku. Nastává ale problém s tím, že pakety se stejným datovým klíčem mohou 
v jednu chvíli přijít velmi blízko za sebou, čímž si vytvoří statisticky nejlepší obsazení v paměti. Poté 
by byl problém je z cache paměti odstranit. Jednalo by se o podobný problém jako v případě metody 
LFU, kdy je možné, že datový tok získá v jednu chvíli vysoký počet referencí a pak již nemůže být 
tak lehce odstraněn. 
 Proto existuje druhý způsob, který využívá jak historie přístupů paketů toků, tak zahrnuje 
i další vlastnosti. Základem je však závislost výměnné politiky na K-tém prvku v historii. A to 
i v případě, pokud byl už jednou datový tok z cache paměti odstraněn a poté znovu vložen. To zna-
mená, že druhý způsob je založen na ukládání historie i u odstraněných toků.  
V této bakalářské práci je však velikost cache paměti vždy konstantní a historie smazaných 
prvků by ovlivňovala celkový výsledek. Proto je vhodné implementování první metody. Ta se ovšem 
liší od základního zpracování LRU tím, že obsahuje historii časových klíčů. V praxi není možné na-
vržení pomocného seznamu, který by byl ideální pro tolik klíčových požadavků. Proto je nejpraktič-
tější vytvořit druhý seznam, jehož klíčovým parametrem bude průměr všech K hodnot a druhým prv-
kem bude struktura uchovávající historii toku spolu s datovým klíčem. Jelikož se mohou statistické 
průměry datových toků někdy shodovat, seznam nesmí být tvořen jako kontejner map. Ten uchovává 
pouze prvky, jejichž klíče jsou jedinečné. Proto je výhodné sáhnout o kontejner vedle na multimap. 
Liší se ve vlastnosti, která povoluje mít více prvků se stejnými klíči.  
Potíže se stejnými klíči je tedy vyřešen. Teď nastává druhý problém – jak uložit historii právě 
do této multimapy. Ideální je vytvořit pomocnou třídu KeyX. Tato třída obsahuje pole K posledních 
časových příchodů daného toku a datový klíč k prvku v hlavní paměti. 
Použití v implementaci je naprosto stejné jako u metody LRU (přijetí paketu, kontrola dato-
vého klíče, hledání stejného datového toku). Rozdíl nastává v případech, kdy se nalezený datový tok 
upravuje spolu s klíčem v pomocném seznamu. Popřípadě když se ukládá nový datový tok. A hlavně 
když má být provedena výměnná politika. 
V případě vložení nového datového toku do paměti se data klasicky uloží do hlavní paměti. 
Dále je vytvořen pomocný objekt KeyX, ve kterém se zapíše do pole historie hist časová hodnota pro 
výpočet statistiky a také datový klíč. Tento objekt je následně vložen do pomocného seznamu (mul-
 23 
timapy) s klíčem, který je vypočten jako průměr všech K příchodů daného toku. U nového datového 
toku je tedy průměr roven pouze aktuální časové hodnotě. 
Při nalezení již uloženého datového toku se upraví hodnota tohoto toku. V pomocném se-
znamu se nalezne odkaz na tento tok a hodnoty uložené v objektu KeyX se přepíší. V případě zaplnění 
pole s historií se odstraní nejstarší časová položka a místo ní se vloží nová. Následuje vypočtení prů-
měru a vložení pod tímto průměrem do pomocného seznamu. 
Jestliže je cache paměť plná, dochází k výměnné politice ve funkci replace(). Ta je uložena 
ve stejné knihovně jako hlavní funkce function(). Algoritmus se podobá metodě LRU. Nalezne se 
statisticky nejhorší klíč, který je uložen zpravidla na začátku seznamu. Tento klíč může obsahovat 
nejeden prvek s datovým klíčem, proto je nutné sekvenčně projít všechny prvky (pomocné objekty) 
a v jejich polích s historií najít poslední čas (tak jako u LRU), podle kterého se odstraní nejvhodnější 
prvek. Odstranění v hlavní paměti probíhá pomocí datového klíče uloženého v pomocném objektu. 
V pomocném seznamu se odstraní celkový odkaz na daný datový tok i s celou jeho historií. 
 
4.4.1 Pseudokód 
//FUNKCE PRO ODSTRANĚNÍ DATOVÉHO TOKU Z CACHE PAMĚTI 
int replace(hlavniPamet*,pomocnaPamet*,double time) { 
  získání klíče nejmenšího prvku v pomocné paměti; 
  if (počet odkazů se stejným klíčem je víc než 1) { 
    for (procházení všech odkazů se stejným klíčem) { 
      porovnávaní posledních časových údajů; 
      uložení odkazu s nejstarším údajem; 
    } 
  } 
  smazání prvku v pomocné paměti; 
  nalezení odstraňovaného datového toku v datové paměti; 




int function(Data) { 
  vytvoření klíče; 
  hledání prvku podle klíče v cache paměti; 
  if (prvek nenalezen) { 
    if (plná paměť) { 
      odstranění dat pomocí replaceLRU; 
      zvýšení počtu cache miss; 
    } 
    vložení nových dat do datové paměti; 
    vložení nového odkazu na nová data do pomocné paměti; 
  } else { 
    úprava uložených dat v datové paměti; 
    nalezení klíče starého odkazu v pomocné paměti; 
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    if (počet odkazů se stejným klíčem je víc než 1) { 
      for (procházení všech odkazů se stejným klíčem) { 
        porovnávaní odkazů s nalezeným prvkem; 
        uložení nalezeného odkazu; 
      } 
    } 
    úprava historie časových hodnot nalezeného odkazu; 
    vypočtení průměru všech K hodnot v odkazu; 
    smazání starého klíče s odkazem z pomocné paměti; 
    uložení nového klíče s upraveným odkazem do pomocné paměti 
    zvýšení počtu cache hit; 
  } 
  zvýšení aktuální hodnoty času; 
} 
 
4.5 Metoda LFU 
Algoritmus založený na výměnné politice LFU pracuje podobně jednoduše jako metoda LRU. Oproti 
ní však nesleduje časovou konstantu posledního odkazu, ale snaží se v paměti udržovat prvky 
s největším počtem referencí na jednotlivé datové toky. Teoreticky by bylo možné stejně jako u LRU 
využít dvou postupů. Prvním by bylo využití jen jedné (hlavní) paměti a při algoritmu pro výměnu 
prvků postupně prohledávat celé pole cache paměti za cílem vyhledat tok s nejmenším počtem od-
kazů. To však bylo zavrženo již v předchozích kapitolách. 
 Druhým způsobem je opět vytvoření dalšího typu seznamu (tak jak u LRU) pro ukládání od-
kazů na datové toky spolu s klíči pro jednoduchou výměnnou politiku. Problém však nastává 
v případě, kdy dva a více toků mají stejný počet referencí. V tom případě se využije (jako u metody 
výše) kontejner multimap, který je pro tuto metodu velice vhodný.  
Avšak úzce s tímto problémem souvisí další problém. Při nalezení klíče s nejmenším počtem 
referencí (dále jen „referenční klíč“) by se mohlo stát, že je pod ním uloženo více datových toků. 
V tom případě nastane opět problém, kdy je potřeba sekvenčně prohledat všechny toky se stejným 
referenčním klíčem a určit dle časové konstanty nejstarší prvek, který bude odstraněn. Při tomto 
procházení dochází ke ztrátě časové efektivnosti, jelikož se toky v hlavní paměti vyhledávají podle 
jedinečného klíče. Pro usnadnění je vhodné vytvořit pomocnou strukturu či třídu obsahující hodnotu 
časového a datového klíče. Vzniká tak objekt Key, pomocí kterého lze najít prvek pro odstranění 
velmi rychle. 
U implementace je postup prakticky stejný jako u metody LRU. Pomocí děděné funkce 
function()se klíč nového paketu porovná s klíči v hlavní paměti. Při nalezení se provede úprava 
hodnot toku a vyhledá se odkaz na daný tok v pomocném seznamu (multimapě). Odkaz složený 
z referenčního klíče a speciálně vytvořeného objektu se odstraní ze seznamu. Hodnoty v objektu se 
přepíší na aktuální hodnoty a spolu s novým referenčním klíčem se vloží opět do multimapy. 
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Jestliže klíč nového paketu se neshoduje s klíči v hlavní paměti a paměť je plná, provede se 
funkce replaceLFU() sloužící pro výměnnou politiku. Jelikož je pomocný seznam opět uspořádán 
velikostně dle referenčního klíče, zvolí se ze začátku seznamu nejmenší klíč. V tom případě je získán 
jeden nebo i více odkazů na toky s nejmenším počtem referencí. Tyto odkazy jsou sekvenčně prohle-
dány a je vybrán datový klíč podle nejmenšího časového klíče. Datový tok nalezeného klíče spolu 
s odkazem v pomocném seznamu se následně odstraní z celé cache paměti. 
 
4.5.1 Pseudokód 
//FUNKCE PRO ODSTRANĚNÍ DATOVEHO TOKU Z CACHE PAMETI 
int replaceLFU(hlavniPamet*,pomocnaPamet*) { 
  získání klíče nejmenšího prvku v pomocné paměti; 
  if (počet odkazů se stejným klíčem je víc než 1) { 
    for (procházení všech odkazů se stejným klíčem) { 
      porovnávaní časových klíčů odkazů; 
      uložení odkazu s nejstarším klíčem; 
    } 
  } 
  smazání prvku v pomocné paměti; 
  nalezení odstraňovaného datového toku v datové paměti; 




int function(Data) { 
  vytvoření klíče; 
  hledání prvku podle klíče v cache paměti; 
  if (prvek nenalezen) { 
    if (plná paměť) { 
      odstranění dat pomocí replaceLFU; 
      zvýšení počtu cache miss; 
    } 
    vložení nových dat do datové paměti; 
    vložení nového odkazu na nová data do pomocné paměti; 
  } else { 
    úprava uložených dat v datové paměti; 
    nalezení klíče starého odkazu v pomocné paměti; 
    if (počet odkazů se stejným klíčem je víc než 1) { 
      for (procházení všech odkazů se stejným klíčem) { 
        porovnávaní odkazů s nalezeným prvkem; 
        uložení nalezeného odkazu; 
      } 
    } 
    úprava časové hodnoty nalezeného odkazu; 
    smazání starého klíče s odkazem z pomocné paměti; 
    uložení nového klíče s upraveným odkazem do pomocné paměti 
    zvýšení počtu cache hit; 
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  } 
  zvýšení aktuální hodnoty času; 
} 
 
4.6 Metoda LFU*-Aging 
Jelikož tato metoda má základní vlastnosti jako klasická LFU metoda, je základním prvkem u této 
metody dědičnost. Kromě metody function()se dědí zpravidla vše: typy pamětí, jejich správa a také 
funkce replaceLFU() spolu s pomocnou třídou Key. Rozdíl mezi tímto způsobem výměnné politiky 
a jeho předchůdcem spočívá pouze v problému, který samostatná metoda LFU neřeší. 
 Tímto problémem je rychlý vzestup počtu referencí u některých datových toků. Tyto toky pak 
již nelze z cache paměti tak lehce odstranit. To lze vyřešit pomocí stárnutí (viz Kapitola 3.2.4). Tato 
vlastnost využívá místo počtu referencí jednotlivých datových toků položku věk. Ta se od počtu refe-
rencí liší pouze v tom, že se hodnota této položky sníží po překročení průměru věků všech datových 
toků v cache paměti na polovinu své hodnoty. Věk v této situaci bývá použit v pomocné paměti místo 
referenčního klíče. 
 Druhým pomocným řešením je omezení růstu věku jednotlivých datových toků. Tím lze 
zajistit, že hodnota věku nepřekročí uživatelem zvolené maximum. 
 Poslední speciální vlastností této metody je „hvězdička“, která se liší od předchozího pro-
blému. Při nutnosti výměnné politiky je možné odstranit pouze specifické datové toky. Specifikace je 
definována počtem referencí (neboli velikosti věku), jenž odpovídá hodnotě jedna. Toky s větším 
věkem nelze odstranit. 
 Jak bylo již řečeno, rozdíl implementace je pouze v hlavní funkci a v přidání několika 
rozšiřujících doplňků. Jedním z nich je vytvoření kopie pomocného seznamu (na základě multimapy 
z STL jako u LFU), která slouží při překročení maxima celkového průměru všech věků. V takovém 
případě je implementována funkce copyAging(), jenž sekvenčně prochází první pomocnou paměť po 
prvcích, získá hodnotu věku z daného objektu, provede jeho snížení na polovinu a celý odkaz uloží 
s novým věkem do druhé pomocné paměti (tedy do vytvořené kopie), se kterou se nadále v celém 
procesu pracuje. 
 Další rozdíl v implementaci je umístěn přímo ve funkci function(). Přijatý paket se opět 
zkusí vyhledat v cache paměti. Při nalezení se upraví hodnoty datového toku a vyhledá se daný odkaz 
v pomocném seznamu. Nalezený objekt Key upraví své hodnoty pro nalezení datového klíče, zjistí se 
starý věk datového toku a určí se pomocí proměnné Mrefs, zda tento věk dosahuje určitého maxima, 
nebo ne. Podle této vlastnosti se věk (ne)zvýší o jedničku. 
 V případě, že prvek ještě není v paměti, je proveden klasický zápis do hlavní a pomocné pa-
měti. Před tím je provedena ještě kontrola zaplnění paměti a zapnutí vlastnosti „hvězdička“. Tato 
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kontrola stanoví, zda se provede abstraktní funkce replaceLFU() ze třídy LFU, bez ohledu na to, zda 
klíčem pomocného seznamu je referenční počet nebo věk. Při zapnutí vlastnosti „hvězdička“ se od-
straní pouze tok, specifikovaný v odstavcích výše. 
 Na konci hlavní funkce je implementována kontrola dosažení maxima průměru všech věků 
Amax. Pokud se této hranice dosáhne, automaticky se zavolá funkce copyAging(), jenž sníží všechny 
věky datových toků. 
 
4.6.1 Pseudokód 
//FUNKCE PRO SNÍŽENÍ VĚKU VŠECH DATOVÝCH TOKŮ 
int copyAging() { 
  if (pomocná paměť 1 je prázdná) { 
    while (pomocná paměť 2 není prázdná) { 
      přístup k odkazu na prvním místě; 
      získání jednotlivých hodnot z odkazu; 
      půlení věku; 
      smazání odkazu z pomocné paměti 2; 
      vytvoření nového odkazu se získanými hodnotami; 
      vložení nového klíče s odkazem do pomocné paměti 1; 
    } 
  } 
  if (pomocná paměť 2 je prázdná) { 
    while (pomocná paměť 1 není prázdná) { 
      přístup k odkazu na prvním místě; 
      získání jednotlivých hodnot z odkazu; 
      půlení věku; 
      smazání odkazu z pomocné paměti 1; 
      vytvoření nového odkazu se získanými hodnotami; 
      vložení nového klíče s odkazem do pomocné paměti 2; 
    } 




int function(Data) { 
  vytvoření klíče; 
  hledání prvku podle klíče v cache paměti; 
  if (prvek nenalezen) { 
    if (plná paměť) { 
      if (paměť obsahuje klíče o hodnotě 1 && zapnuta vlastnost star) { 
        odstranění dat pomocí replaceLFU; 
        vložení nových dat do datové paměti; 
        vložení nového odkazu na nová data do pomocné paměti; 
        zvýšení součtu všech věků o 1; 
      } 
      zvýšení počtu cache miss; 
    } else { 
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    vložení nových dat do datové paměti; 
    vložení nového odkazu na nová data do pomocné paměti; 
    zvýšení součtu všech věků o 1; 
  } else { 
    úprava uložených dat v datové paměti; 
    nalezení klíče starého odkazu v pomocné paměti; 
    if (počet odkazů se stejným klíčem je víc než 1) { 
      for (procházení všech odkazů se stejným klíčem) { 
        porovnávaní odkazů s nalezeným prvkem; 
        uložení nalezeného odkazu; 
      } 
    } 
    if ( (věk je menší než hodnota Mrefs && zapnutá vlastnost Mrefs) || 
         (vypnutá vlastnost Mrefs) ) { 
      inkrementace věku prvku o 1; 
      uložení nového klíče s upraveným odkazem do pomocné paměti; 
      zvýšení součtu všech věků o 1; 
    } else { 
      přepis starého odkazu novými parametry; 
    } 
    zvýšení počtu cache hit; 
  } 
  if (aktuální průměr všech věků je roven nebo větší než Amax) { 
    provedení funkce copyAging(); 
  } 
  zvýšení aktuální hodnoty času; 
} 
 
4.7 Metoda FBR 
Už v kapitole 3.2.6 bylo řečeno, že tato metoda využívá stejně jako LFU-Aging vlastnost stárnutí. 
V tomto případě ale nejde o zmenšování položky věk, kontrolování dosažení určité hranice apod. 
Vlastnost věk je samozřejmě také použita, ale hlavním principem je rozdělení paměti na několik částí. 
V každé z těchto částí by se uložené prvky spolu se svými věky měly zpracovávat jinak. 
 V první části New se věky datových toků vůbec neinkrementují a správu této části je nejvhod-
nější založit na metodě LRU, kdy jsou datové toky uchovávány s klíčem časového údaje. Tím lze 
vhodně zajistit, aby nenastal problém při častém referencování na tento tok. U druhé části Middle je 
vhodné opět využít správu podobnou typu LRU. Rozdíl oproti části New je v tom, že prvky v této 
části zpravidla začínají stárnout. Proto je vhodné při referenci na tento prvek věk zvyšovat. Datový 
tok bude následně převeden do první části. Třetí část Old slouží pro vyřazování starých a nepoužíva-
ných datových toků. Pro dobrou výměnnou politiku této časti paměti je efektivní použít typ správy, 
jako u LFU. Datové toky budou odstraňovány dle věkového klíče, tím je zajištěno odstranění nejstar-
ších prvků s nejmenšími věky.  
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 U implementace je vhodné zachovat typ hlavní paměti tak jako v předchozích metodách. Po-
mocnou paměť lze naprogramovat způsobem, který je navržen výše. Tedy rozdělí se na tři části, kde 
dvě z nich jsou tvořeny z kontejneru map, jejichž klíče pro hledání se tvoří z časových hodnot, které 
jsou jedinečné. Poslední část paměti (Old) je závislá na věku jednotlivých datových toků, tyto věky 
jedinečné nejsou, proto se využije kontejneru multimap. Ve všech třech typech pomocných pamětí je 
nejefektivnější využít opět pomocného objektu Key, který se bude v částech pamětí přesouvat a upra-
vovat. Tím se sníží výkonnostní nároky, které by vznikaly při přesunu celých datových toků. 
 Při spuštění této správy paměti je uživatelem zadaná celková velikost cache paměti rovno-
měrně rozdělena na tři části pomocí funkce setSize(). Poté se po načtení nového paketu opět pro-
vede ve funkci function()kontrola, zda je daný datový tok v paměti. Jestliže ano, je nutnost určit 
v jaké části se prvek uchovává. Podle tohoto parametru jsou provedeny následující postupy.  
 Hledaný datový tok nalezen v části New je pouze upraven a doplněn o nová data. Jeho časový 
klíč pro danou paměť se změní na aktuální hodnotu a odkaz v pomocné paměti je vložen s novým 
klíčem. 
 V případě nalezení prvku v části Middle je datový tok upraven. Odkaz v pomocné paměti je 
vyjmut, následně v něm zvýšen věk o jedničku a vložen s aktuálním časovým klíčem do první po-
mocné paměti New. V tomto případě dochází k situaci, kdy by byli jednotlivé části nerovnoměrně 
velké. Proto je povinnost ještě před tímto přemístěním provést přesun jednoho datového toku z první 
části do druhé. Zde dochází k využití „neúplné“ výměnné politiky podobné jako u LRU. Tzn., že se 
nalezne odkaz s nejstarším časovým klíčem, který je zpravidla na konci paměti, ten je přesunut na 
začátek druhé pomocné paměti. 
 Ve třetí situaci, kdy už datový tok je ve staré pomocné paměti se postup neliší od minulého 
případu. Odkaz na nalezený prvek je přemístěn do první paměti New a věk je inkrementován. Dochází 
zde taktéž k „neúplné“ výměnné politice, která je však provedena dvakrát. Poprvé v paměti New 
a podruhé v paměti Middle. Tzn., že se vždy nejstarší prvek z dané paměti přesune do paměti následu-
jící. 
 Nastane-li případ, že datový tok v celé paměti ještě není, pak se tento nový tok vloží do 
pomocné paměti New. V případě zaplnění jednotlivých částí se provádí opět výměnná politika pro 
danou paměťovou část. Jestliže už je zaplněna úplně celá paměť, je nutností provést i úplnou 
výměnnou politiku, což značí, že jeden prvek z celé paměti bude odstraněn. Tato politika se provádí 
na paměťové části Old, která je stejná jako u metody LFU. V tomto případě se volá abstraktní funkce 




int function(Data) { 
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  vytvoření klíče; 
  hledání prvku podle klíče v cache paměti; 
  určení umístění odkazu v pomocné paměti; 
  if (prvek nenalezen) { 
    if (celá paměť je plná) { 
      odstranění dat pomocí replaceLFU(pametOld); 
      zvýšení počtu cache miss; 
    } 
    if (paměť Middle je plná) { 
      získání nejstaršího odkazu z paměti Middle; 
      uložení tohoto odkazu s novým klíčem do paměti Old; 
    } 
    if (paměť New je plná) { 
      získání nejstaršího odkazu z paměti New; 
      uložení tohoto odkazu do paměti Middle; 
    } 
    vložení nových dat do datové paměti; 
    vložení nového odkazu na nová data na začátek paměti New; 
  } else { 
    if (prvek je v paměti New) { 
      úprava uložených dat v datové paměti; 
      nalezení klíče starého odkazu v paměti New; 
      smazání starého klíče s odkazem z paměti New; 
      uložení nového klíče s upraveným odkazem na začátek paměti New; 
 
    } 
    if (prvek je v paměti Middle) { 
      úprava uložených dat v datové paměti; 
      zvýšení věku dat o 1; 
      nalezení klíče starého odkazu v paměti Middle; 
      smazání starého klíče s odkazem z paměti Middle; 
      if (paměť New je plná) { 
        získání nejstaršího odkazu z paměti New; 
        uložení tohoto odkazu na začátek paměti Middle; 
      } 
      uložení nového klíče s upraveným odkazem do paměti New; 
    } 
    if (prvek je v paměti Old) { 
      úprava uložených dat v datové paměti; 
      zvýšení věku dat o 1; 
      nalezení klíče starého odkazu v paměti Old; 
      smazání starého klíče s odkazem z paměti Old; 
      if (paměť Middle je plná) { 
        získání nejstaršího odkazu z paměti Middle; 
        uložení tohoto odkazu do paměti Old; 
      } 
      if (paměť New je plná) { 
        získání nejstaršího odkazu z paměti New; 
        uložení tohoto odkazu na začátek paměti Middle; 
      } 
      uložení nového klíče s upraveným odkazem do paměti New; 
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    } 
    zvýšení počtu cache hit; 
  } 
  zvýšení aktuální hodnoty času; 
} 
 
4.8 Adaptivní metoda ARC 
Oproti předchozím metodám se tato metoda liší tím, že je schopna se přizpůsobit dle svého obsahu. 
Jak bylo zmíněno v kapitole 3.2.7, paměť je rozdělena do dvou hlavních částí (pod označením L1 
a L2), které jsou ještě rozděleny pro své ghost seznamy. Druhé rozdělení je však závislé na uloženém 
obsahu, proto se mohou jednotlivé velikosti pomocných částí v různých časových intervalech lišit.  
 Hlavním problémem u této metody jsou právě tyto adaptivní ghost seznamy, jelikož ty slouží 
pro uchování odkazů datových toků, které již nejsou v cache paměti. Tyto odkazy směřují již do 
jiného typu paměti (většinou paměť RAM). Protože požadavky této bakalářské práce stanovují, že 
uživatelem zadaná velikost celkové cache paměti musí být využita pro tento počet datových toků, 
nelze ghost seznamů efektivně využít. Pro tuto situaci je vhodné vymyslet efektivní zpracování těchto 
adaptivních seznamů, kdy by bylo možné využít celkovou velikost paměti. Jako jedno z efektivních 
řešení se nabízí práce s touto metodou, tak jak je původně popsána. Důležitým rozdílem je však to, že 
adaptivní ghost seznamy nebudou ukládat odkazy již vyřazených datových toků, ale přímo celé da-
tové toky, tak jak hlavní části paměti. Trik je v tom, že velikost celkové paměti i s těmito seznamy 
bude konstantní. Jen tzv. virtuální velikost vnitřních částí se bude přizpůsobovat obsahu.  
 Implementace je v takovém případě velmi jednoduchá. Opět je zde hlavní (datová) paměť 
a pomocná paměť pro výměnnou politiku. Pomocnou paměť je nutné rozdělit na čtyři adaptivní části 
(T1, T2 a ghost seznamy B1 a B2). Jelikož je metoda ARC odvíjená hlavně od metody LRU, využívá 
se i podobné výměnné politiky. Jednotlivé části proto budou zkonstruovány jako kontejnery map 
s časovým klíčem. Důležitým prvkem je vytvoření speciální proměnné p, která slouží při adaptivní 
úpravě paměti. Tato proměnná je na začátku celého procesu inicializována na nulu. 
 Hlavní funkce se ze začátku neliší od ostatních metod. Rozdíl je opět až v případech, je-li 
datový tok v paměti nalezen nebo ne. V případě nalezení jsou postupy jednoduché. Základním pravi-
dlem je to, že datové toky jsou přesouvány vždy na začátek části paměti T2, která uchovává prvky 
s referenčním počtem větším než je jedna. Při této proceduře se přepíše obsah datového toku a odkaz 
s objektem Key se vymaže z aktuální pomocné paměti. Poté je s novým časovým klíčem vložen na 
začátek pomocné paměti T2. V případě, že datový tok byl uložen předtím v jednom z ghost seznamů, 
se provede adaptivní úprava celé cache paměti. Nejprve se vypočítá poměr zaplnění obou ghost se-
znamů. Tento poměr je pak důležitý při určování proměnné p, která je následně použita ve funkci 
replace(). Tato funkce je využívaná pro přesun nejstaršího datového toku (odkazu s objektem Key) 
 32 
z paměti T1 nebo T2 do ghost seznamu B1 nebo B2. Po tomto přemístění dojde k úpravě velikostí 
jednotlivých částí paměti. Poté se přesune i nalezený datový tok do paměti T2. 
 Jestliže vyhledávaný datový tok není obsažen v žádné z částí paměti, provádí se kontrola 
velikostí jednotlivých částí. Je-li zaplněna celá pomocná paměť T1, případně i B1, je zavolána funkce 
replaceLRU() ze třídy LRU pro část T1, případně B1. V situaci, kdy se zaplní úplně celá paměť, je 
funkce replaceLRU() volána pro paměťovou část B2. Tím se odstraní nepotřebný prvek. Nový da-
tový tok se uloží do hlavní paměti a odkaz s časovým klíčem je uložen na začátek paměti T1. 
 
4.8.1 Pseudokód 
//FUNKCE PRO PŘESUN DATOVÉHO TOKU DO GHOST SEZNAMU 
int replace(int typ_paměti) { 
  if (paměť T1 není prázdná && (typ_paměti je B1 && velikost paměti T1 je roven P) || veli-
kost paměti T1 je větší než P) 
  získání dat z odkazu v paměti T1; 
  smazání odkazu z paměti T2; 
  uložení odkazu s novým klíčem na začátek ghost seznamu B1; 
  } else { 
  získání dat z odkazu v paměti T2; 
  smazání odkazu z paměti T2; 




int function(Data) { 
  vytvoření klíče; 
  C = polovina velikosti celé paměti; 
  hledání prvku podle klíče v cache paměti; 
  typ_paměti = určení umístění odkazu v pomocné paměti; 
  if (prvek nenalezen) { 
    if (plná paměť L1) { 
      if (ghost seznam B1 není prázdný) { 
        odstranění dat pomocí replaceLRU(paměť B1); 
        přesun dat pomocí replace(typ_paměti); 
      } else { 
        odstranění dat pomocí replaceLRU(paměť T1); 
      } 
      zvýšení počtu cache miss; 
    } else if (zaplnění paměti L1 je menší než C && zaplnění celé paměti je větší nebo rovno 
C) { 
      if (celá paměť je plná) { 
        odstranění dat pomocí replaceLRU(paměť B2); 
        zvýšení počtu cache miss; 
      } 
      přesun dat pomocí replace(typ_paměti); 
    }  
    vložení nových dat do datové paměti; 
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    vložení nového odkazu na začátek paměti T1; 
  } else { 
    nalezení klíče starého odkazu v pomocné paměti(typ_paměti); 
    if (typ_paměti je roven ghost seznamu B1 nebo B2) { 
      nastavení hodnoty P; 
      přesun dat pomocí replace(typ_paměti); 
    } 
    úprava uložených dat v datové paměti; 
    smazání starého odkazu z pomocné paměti(typ_paměti); 
    vložení nového klíče s upraveným odkazem na začátek paměti T2; 
    zvýšení počtu cache hit; 
  }  
  zvýšení aktuální hodnoty času; 
} 
 
4.9 Vlastní adaptivní metoda podle ARC 
Další variantou obdobnou předchozí adaptivní metodě je možné navrhnout bez nežádoucích ghost 
seznamů. Jednalo by se o paměť složenou pouze ze dvou částí T1 a T2, které by se v součtu rovnaly 
celkové cache paměti zadané uživatelem. Poměr obou částí by se v průběhu aplikace měnil dle 
obsahu dat v paměti. Dalším pozměněným detailem by bylo zavedení dvou různých typů správy 
paměti. Paměť T1 by uchovávala úplně nové datové toky a pracovala by jako LRU metoda, zatímco 
paměť T2 by byla určena pro toky s počtem referencí větším než jedna a její správa by se rovnala 
metodě LFU. 
 Při navržení je nutné kromě klasické hlavní paměti typu map vytvořit dvě pomocné paměti. 
První typu map s časovým klíčem a odkazem na datový tok a druhou typu multimap s referenčním 
klíčem a objektem Key s podrobnostmi od odkazu na daný tok. 
 Inicializace prováděná při spuštění aplikace by nastavila obě pomocné paměti na stejnou veli-
kost. Dále by se nastavila proměnná allowUpgrade, která určuje povolení ke změně velikostí pomoc-
ných pamětí. 
 Funkce metody function() využívá při hledání, úpravě, odstraňování a vkládání datových 
toků zcela stejných postupů jako metody LRU a LFU. U práce s pamětí T1 se využívá LRU principu 
a u práce s pamětí T2 principu LFU. Proto se dále podrobnosti těchto operací vynechají. 
 Důležitým prvkem této varianty je změna poměru velikostí pomocných pamětí, která je 
implementovaná ve funkci upgradeSizeC(). Efektivní by bylo vytvoření určitých pravidel, jako má 
metoda ARC. Prvním pravidlem by bylo to, že změna poměrů obou částí by byla možná až při zapl-
nění jakékoliv paměťové části. Tím by se vyhnulo prakticky okamžitého mazání datových toků z části 
T2, jestliže by na vstup přicházely stále nové toky. K tomuto účelu slouží právě proměnná 
allowUpgrade. 
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 Druhé pravidlo by se vázalo k výměnným politikám. Při zaplnění paměťové části T1 by se 
zavolala funkce replaceLRU(). Při zaplnění celé paměti by se využila funkce replaceLFU() v části 
T2 a zavolala by se funkce upgradeSizeC() závislá na allowUpgrade. Tato funkce by zvýšila veli-
kost paměťové části T1. 
 Třetím předpisem by byla změna poměru s odstraněním prvku z jedné části paměti, pokud by 
byla druhá část paměti plná. Případně by se změnil jen poměr velikostí (zvýšení T1). A to v situacích, 
že by byl buď vložen nový prvek, nebo by speciální proměnná podporovala tuto změnu anebo by bylo 
v obou paměťových částech ještě místo. 
Poslední pravidlo by se vztahovalo pouze k situacím, kdy by byl datový tok nalezen 
v jakékoliv části paměti. V obou případech by byl datový tok přesunut do části T2 a poměr částí pa-
měti by se zvýšil ku prospěchu T2. Při tom by proběhla kontrola, zda není nutné odstranit datový tok 
z části T1. 
 
4.9.1 Pseudokód 
//FUNKCE PRO ZMĚNU VELIKOSTÍ POMOCNÝCH PAMĚTÍ 
int upgradeSizeC(int typ_úpravy) { 
  if (nastavena vlastnost allowUpgrade) { 
    if (typ_úpravy je kladný && maximum paměti T2 je větší než 0 && maximum paměti T1 je 
menší než celková velikost paměti) { 
      navýšení maxima paměti T1; 
      snížení maxima paměti T2; 
    } 
    if (typ_úpravy je záporný && maximum paměti T1 je větší než 0 && maximum paměti T2 je 
menší než celková velikost paměti) { 
      navýšení maxima paměti T2; 
      snížení maxima paměti T1; 
    } 




int function(Data) { 
  vytvoření klíče; 
  hledání prvku podle klíče v cache paměti; 
  typ_paměti = určení umístění odkazu v pomocné paměti; 
  if (prvek nenalezen) { 
    if (plná paměť) { 
      if (paměť T2 je prázdná) { 
        odstranění dat pomocí replaceLRU(paměť T1); 
      } else { 
        odstranění dat pomocí replaceLFU(paměť T2); 
        provedení funkce upgradeSizeC(1); 
      } 
    } else { 
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      if (paměť T1 je plná) { 
        nastavení vlastnosti allowUpgrade; 
        if (paměť T2 je plná)  
          odstranění dat pomocí replaceLFU(paměť T2); 
        provedení funkce upgradeSizeC(1); 
      } else if (paměť T2 je plná) { 
        if (nastavena vlastnost allowUpgrade) 
          odstranění dat pomocí replaceLFU(paměť T2); 
        provedení funkce upgradeSizeC(1); 
      } else { 
        provedení funkce upgradeSizeC(1); 
      } 
    }  
    vložení nových dat do datové paměti; 
    vložení nového odkazu na začátek paměti T1; 
    zvýšení počtu cache miss; 
  if (prvek je v paměti T1) { 
    nalezení klíče starého odkazu v paměti T1; 
    úprava uložených dat v datové paměti; 
    smazání starého odkazu z paměti T1; 
    if (paměť T2 je plná) { 
      nastavení vlastnosti allowUpgrade; 
      provedení funkce upgradeSizeC(-1); 
    } 
    vložení nového klíče s upraveným odkazem do paměti T2; 
    zvýšení počtu cache hit; 
  }  
  if (prvek je v paměti T2) { 
    nalezení klíče starého odkazu v paměti T2; 
    if (počet odkazů se stejným klíčem je víc než 1) { 
      for (procházení všech odkazů se stejným klíčem) { 
        porovnávaní odkazů s nalezeným prvkem; 
        uložení nalezeného odkazu; 
      } 
    } 
    smazání starého odkazu z paměti T2; 
    úprava uložených dat v datové paměti; 
    if (paměť T1 je plná && nastavena vlastnost allowUpgrade) { 
      odstranění dat pomocí replaceLRU(paměť T1); 
      provedení funkce upgradeSizeC(-1); 
    } 
    vložení nového klíče s upraveným odkazem do paměti T2; 
    zvýšení počtu cache hit; 
  }  




Úkolem této bakalářské práce bylo navržení a implementovaní metod přístupů pro zvyšování efek-
tivnosti vyrovnávací paměti a také otestování těchto metod ve skutečné aplikaci s reálnými síťovými 
daty. Celá aplikace byla vyvinuta, tak jak je to popsáno v kapitole 4, na platformě Linux s operačním 
systémem Linux Mint 12 „Lisa“ 64b. Testování probíhalo jak na této distribuci, tak i na školním 
Unixu (merlin.fit.vutbr.cz). Celý projekt byl následně uložen v linuxové verzi s makefilem na CD, 
které je součástí této práce. 
Hlavní prioritou bylo vytvořit funkční metodiky pro zlepšení efektivity při práci se síťovými 
daty. Druhá priorita byla zaměřena na kvalitu efektivity a následně rychlosti celé aplikace. 
 Pro testování byly získány tři vstupní soubory s reálnými síťovými daty. Jednalo se o tři 
různě velké soubory, jejichž obsah se skládal v průměru z jednoho milionu datových toků, které byly 
rozloženy až na desítky milionů paketů. Při teoreticky neomezené vyrovnávací paměti by bylo možné 
dosáhnout u těchto souborů procentuální hodnoty cache hit v průměru 92%. Jednotlivé statistiky 
všech souborů jsou umístěny v tabulce 5.1. 
 





vut19 398 063 5 956 799 228 464 5 728 335 96,16 
mawi20 694 328 11 637 755 1 246 463 10 391 292 89,29 
snjc05 1 344 087 22 811 884 1 907 071 20 904 813 91,64 
 
Tabulka 5.1: Statistika testovacích souborů 
  
Při prvním testování se zaměřilo na metodu LRU-K. Jak už bylo řečeno, metoda má dva způ-
soby řešení. Kvůli podmínce „nepodporovat ghost seznamy“, se metoda vyvinula na principu, který 















500 5 023 968 84,34 
 
500 4 992 372 83,81 
1 000 5 294 338 88,88 
 
1 000 5 280 887 88,65 
5 000 5 558 616 93,32 
 
5 000 5 556 809 93,29 
10 000 5 601 886 94,04 
 
10 000 5 600 927 94,03 
15 000 5 625 498 94,44 
 
15 000 5 623 327 94,40 
20 000 5 643 095 94,73 
 
20 000 5 641 599 94,71 
25 000 5 650 722 94,86 
 
25 000 5 650 207 94,85 
 
















500 7 233 685 62,16 
 
500 7 219 221 62,03 
1 000 8 285 356 71,19 
 
1 000 8 252 053 70,91 
5 000 9 596 868 82,46 
 
5 000 9 588 972 82,40 
10 000 9 828 014 84,45 
 
10 000 9 822 256 84,40 
15 000 9 968 194 85,65 
 
15 000 9 962 910 85,61 
20 000 10 030 571 86,19 
 
20 000 10 025 114 86,14 
25 000 10 060 316 86,45 
 
25 000 10 056 445 86,41 
 















500 2 690 989 11,80 
 
500 2 690 889 11,80 
1 000 4 619 167 20,25 
 
1 000 4 619 166 20,25 
5 000 11 567 411 50,71 
 
5 000 11 548 223 50,62 
10 000 13 608 266 59,65 
 
10 000 13 551 208 59,40 
15 000 14 604 336 64,02 
 
15 000 14 543 412 63,75 
20 000 15 418 190 67,59 
 
20 000 15 355 480 67,31 
25 000 16 069 872 70,45 
 
25 000 16 020 263 70,23 
 
Tabulka 5.4: Cache hit pro metodu LRU-K u souboru snjc05 (vlevo: K=2, vpravo: K=3) 
 
Testování probíhalo s dvěma parametry K. Jelikož je v praxi dán velký význam principu 
LRU-2, využilo se této hodnoty a hodnoty k ní nejbližší, tedy 3. Test byl proveden na všech třech 
souborech s různými velikostmi vyrovnávací paměti (od 500 do 25000 toků). Výsledné hodnoty 
u všech tří souborů jsou zapsány v tabulkách 5.2 až 5.4 a zobrazeny v grafech 5.1 a 5.2. Z tabulek lze 
určit, že LRU-2 má o něco lepší výsledky než LRU-3. To je však ovlivněno nejen velikostí cache 
pamětí, jak to lze vidět u grafu 5.1, ale i velikostí souboru (viz grafy 5.2). 
 
 
Graf 5.1: Srovnání úspěšnosti metod LRU-2 a LRU-3 v závislosti na velikosti cache paměti pro vut19 
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Grafy 5.2: Srovnání úspěšnosti metody LRU-K s různými parametry v závislosti na velikosti cache 
paměti pro soubory mawi20 (vlevo) a snjc05 (vpravo) 
 
Druhým testováním byla opět metoda s nastavitelnými parametry. Byla to LFU*-Aging. 
V této metodě se v první řadě testovala závislost velikosti Aging, která určovala změnu hodnoty 
všech věků. Jako testovací parametry se zvolily hodnoty 5, 10 a 20. Testy byly opět provedeny na 
všech třech souborech a s velikostmi paměti od 500 do 25000 toků. Celkové výsledky jsou zapsány 





















5 058 052 84,91 
 
5 071 380 85,14 
 
5 115 488 85,88 
1 000 
 
5 327 023 89,43 
 
5 337 649 89,61 
 
5 354 989 89,90 
5 000 
 
5 562 422 93,38 
 
5 563 059 93,39 
 
5 561 675 93,37 
10 000 
 
5 609 658 94,17 
 
5 610 120 94,18 
 
5 611 305 94,20 
15 000 
 
5 633 216 94,57 
 
5 633 472 94,57 
 
5 633 869 94,58 
20 000 
 
5 645 920 94,78 
 
5 646 032 94,78 
 
5 646 677 94,79 
25 000 
 
5 652 497 94,89 
 
5 652 688 94,89 
 
5 653 864 94,91 
 





















7 522 172 64,64 
 
7 783 949 66,89 
 
7 217 879 62,02 
1 000 
 
8 495 391 73,00 
 
8 431 613 72,45 
 
7 791 814 66,95 
5 000 
 
9 626 242 82,72 
 
9 635 415 82,79 
 
8 697 217 74,73 
10 000 
 
9 853 749 84,67 
 
9 849 219 84,63 
 
8 887 593 76,37 
15 000 
 
9 989 687 85,84 
 
9 982 397 85,78 
 
8 971 133 77,09 
20 000 
 
10 048 707 86,35 
 
10 038 629 86,26 
 
8 839 485 75,96 
25 000 
 
10 095 911 86,75 
 
10 081 075 86,62 
 
8 792 263 75,55 
 
Tabulka 5.6: Cache hit pro metodu LFU*-Aging u souboru mawi20 (zleva: A=5, A=10, A=20) 
 




















6 482 095 28,42 
 
4 880 614 21,40 
 
3 503 830 15,36 
1 000 
 
7 848 244 34,40 
 
5 618 107 24,63 
 
4 846 590 21,25 
5 000 
 
12 127 792 53,16 
 
10 625 074 46,58 
 
9 288 674 40,72 
10 000 
 
14 273 622 62,57 
 
13 544 686 59,38 
 
11 706 498 51,32 
15 000 
 
15 186 775 66,57 
 
15 000 541 65,76 
 
13 088 035 57,37 
20 000 
 
15 887 552 69,65 
 
16 004 255 70,16 
 
13 889 628 60,89 
25 000 
 
16 507 254 72,36 
 
16 659 032 73,03 
 
14 493 300 63,53 
 
Tabulka 5.7: Cache hit pro metodu LFU*-Aging u souboru snjc05 (zleva: A=5, A=10, A=20) 
 
Z tabulky 5.7 je vidět, že pro největší testovaný soubor snjc05 byla lepší metoda 
s parametrem A=5. U středně velkého souboru docházelo u parametrů A=5 a A=10 prakticky ke stej-
ným výsledkům a u nejmenšího souboru (vut19) byla metoda s parametrem A=20 nejlepší (viz grafy 
5.4). U testovaného souboru mawi20 docházelo ještě k jednomu jevu. Metoda s parametrem A=20 
byla dokonce o 5-10% horší než metoda s menšími parametry. Důvodem může být fakt, že zde pro-
bíhá půlení věků v daleko větších intervalech. Díky tomu dochází ke dvěma vysvětlením. Prvním je 
to, že se metoda chová více jako klasická metoda LFU, která není celkové příliš efektivní. Druhým 
vysvětlením je, že díky využití vlastnosti „hvězdička“ je mnohem méně prvků, jejichž reference se 
rovnají jedné a dají se proto z paměti odstranit. 
 
 
Graf 5.3: Srovnání úspěšnosti metody LFU*-Aging s různými parametry v závislosti na velikosti cache 
paměti pro soubor snjc05 
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Grafy 5.4: Srovnání úspěšnosti metody LFU*-Aging s různými parametry v závislosti na velikosti cache 
paměti pro soubory vut19 (vlevo) a mawi20 (vpravo) 
 
 Dalšími parametry, které byly použity v testech, jsou použití „hvězdičky“ a omezení růstu 
věku. Oba parametry se různě kombinovaly na všech souborech, ale jen u paměti o velikostech 500 
a 15000 toků. V tabulce 5.8 lze vidět, že u nejmenšího souboru neměl parametr „hvězdička“ vůbec 
žádný vliv na výkon programu. Stejný výsledek byl i u středně velkého souboru, jestliže byla vyrov-
návací paměť větší (viz tabulka 5.9). U menší paměti tohoto souboru a u testování největšího souboru 
již docházelo k využití daného parametru. To snížilo procentuální účinnost pro cache hit o 1-3%. 
V tomto rozdílu figurovala také velikost vyrovnávací pamětí. Čím menší paměť je, tím více klesá 


















A=10, star 5 071 380 85,14 2 037 0 0 
A=10 5 071 380 85,14 2 037 0 0 
A=10 ,M=20, star 4 845 140 81,34 578 727 252 3 344 473 
15 000 
A=10, star 5 633 472 94,57 80 0 0 
A=10 5 633 472 94,57 80 0 0 
A=10 ,M=20, star 3 761 657 63,15 0 2 160 692 3 641 736 
 


















A=10, star 7 774 960 66,81 3 038 105 482 0 
A=10 7 783 949 66,89 3 039 0 0 
A=10 ,M=20, star 6 606 622 56,77 670 4 462 804 4 875 783 
15 000 
A=10, star 9 982 397 85,78 133 0 0 
A=10 9 982 397 85,78 133 0 0 
A=10 ,M=20, star 2 279 194 19,58 0 9 317 274 2 157 990 
 
Tabulka 5.9: Srovnání úspěšnosti pro různé parametry metody LFU*-Aging u souboru mawi20 


















A=10, star 4 147 258 18,18 1 594 16 263 453 0 
A=10 4 880 614 21,40 1 721 0 0 
A=10 ,M=20, star 3 794 656 16,63 940 18 196 950 1 361 846 
15 000 
A=10, star 15 000 541 65,76 191 1 549 976 0 
A=10 15 074 273 66,08 192 0 0 
A=10 ,M=20, star 12 693 083 55,64 68 8 743 734 7 323 607 
 
Tabulka 5.10: Srovnání úspěšnosti pro různé parametry metody LFU*-Aging u souboru snjc05 
 
Při celkovém zhodnocení parametru „hvězdička“ lze říci, že tento parametr je využíván u roz-
šířenějších vstupních souborů. Tzn. čím více vstupních dat je zpracováváno a čím menší vyrovnávací 
paměť je, tím více dochází ke snížení účinnosti a tím i k většímu „zahození“ vstupních toků ještě před 
uložením do paměti. 
Dalším parametrem, který byl testován, je hodnota M pro maximální věk. Za tento parametr 
se dosadila hodnota 20. Ta je dvojnásobná, než celkové maximum věkového průměru A. Zároveň byl 
využit i parametr „hvězdička“, aby byl zjištěn výkon celé správy paměti LFU*-Aging. Z tabulky 5.10 
si lze všimnout, že parametr M má mnohem větší využití než „hvězdička“. U velkých vyrovnávacích 
pamětí tento parametr výrazně snížil počet půlení věků při překročení celkového průměru. To lze 
lehce pochopit, jelikož datové toky nemohly přesáhnout zadaný věk a tím se tak často nedosáhlo 
maxima průměrů věků. Dalším výsledkem bylo zvýšení počtu toků, které byly odstraněny ještě před 
vložením do paměti (díky parametru „hvězdička“). To lze objasnit tím, že při snížení počtu půlení 
věků nedocházelo tak často k jevu, kdy datové toky byly vhodné pro výměnnou politiku. Celkové 
vyhodnocení metody se všemi parametry bylo velmi špatné. Především u větších vyrovnávacích 
pamětí docházelo ke snížení celkové úspěšnosti až o 60%. Což je nepřípustné. Z toho lze odvodit, že 
pro parametr M by měly být voleny spíše hodnoty mnohem vyšší.  
V posledním případě byly testovány ostatní metody, které pro svou funkčnost žádné pomocné 
parametry nepotřebují. Testy byly opět na všech souborech a se stejnými hodnotami pro vyrovnávací 
paměť, jako v předchozích testech. Na nejmenším souboru (vut19) pracovaly jednotlivé principy bez 
problémů a celkově dost efektivně. Průměr nejkvalitnějších metod se pohyboval v rozmezí 85-95% 
(viz tabulka 5.11). Mezi porovnávané metody se vložily i metody testované výše. V obou případech 
se zde zvolily ty nejlepší parametry. 
Podle tabulky 5.11 a grafu 5.5 by se daly řadit mezi efektivní metody tyto principy: FBR, 
ARC, LRU, LRU-K a LFU*-Aging. Za nimi dále zůstává vlastní adaptivní metoda (MyARC) a jako 
poslední LFU metoda. První čtyři nejlépe hodnocené metody využívají minimálně ze dvou třetin 
principu LRU. LFU*-Aging je však výjimkou. U souborů větších velikostí byly výsledky graficky 
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velice podobné, ačkoliv celková efektivita klesla v některých případech o více než 20%. To lze ale 





cache hit pro různé správy paměti [%] : 




LRU LRU-K (K=2) MyARC 
500 85,11 86,93 76,04 85,88 84,98 84,34 77,60 
1 000 89,30 89,81 81,98 89,90 89,38 88,88 84,53 
5 000 93,35 93,45 86,28 93,37 93,38 93,32 86,97 
10 000 94,17 94,34 87,82 94,20 94,17 94,04 87,88 
15 000 94,54 94,62 89,04 94,58 94,57 94,44 88,42 
20 000 94,77 94,83 89,68 94,79 94,78 94,73 89,03 
25 000 94,89 94,98 90,23 94,91 94,89 94,86 89,42 
 
Tabulka 5.11: Úspěšnost jednotlivých metod u souboru vut19 pro různé velikosti paměti 
 
 





cache hit pro různé správy paměti [%] : 




LRU LRU-K (K=2) MyARC 
500 64,78 63,20 37,39 66,89 62,46 62,16 59,60 
1 000 73,49 68,12 41,11 72,45 72,48 71,19 60,95 
5 000 82,87 82,58 48,33 82,79 82,66 82,46 63,28 
10 000 84,77 84,33 53,78 84,63 84,63 84,45 64,54 
15 000 85,87 85,47 56,11 85,78 85,82 85,65 65,34 
20 000 86,38 86,28 57,61 86,26 86,33 86,19 66,05 
25 000 86,77 86,81 58,49 86,62 86,73 86,45 66,69 
 
Tabulka 5.12: Úspěšnost jednotlivých metod u souboru mawi20 pro různé velikosti paměti 
 




cache hit pro různé správy paměti [%] : 




LRU LRU-K (K=2) MyARC 
500 34,35 33,86 9,05 28,42 33,72 11,80 23,77 
1 000 37,45 36,88 12,10 34,40 36,43 20,25 25,76 
5 000 52,63 53,37 26,17 53,16 53,39 50,71 37,05 
10 000 61,33 61,22 34,52 62,57 60,59 59,65 50,45 
15 000 65,49 65,24 38,73 66,57 64,79 64,02 51,03 
20 000 69,17 67,96 41,72 69,65 68,61 67,59 51,70 
25 000 71,98 70,06 43,85 72,36 71,19 70,45 52,40 
 
Tabulka 5.13: Úspěšnost jednotlivých metod u souboru snjc05 pro různé velikosti paměti 
 
 
Grafy 5.6: Srovnání úspěšnosti všech metod v závislosti na velikosti cache paměti pro soubory mawi20 
(vlevo) a snjc05 (vpravo) 
 
U grafu 5.5 si lze všimnout zajímavého jevu u předposlední metody MyARC, která využívá 
jak principu LRU, tak i LFU. V grafu lze vidět, že se vlastní adaptivní metoda kříží s metodou LFU. 
To je způsobeno tím, že metoda při načítání dat většinou využívá vnitřní pravé poloviny paměti (pra-
cující jako LRU) a poté zatěžuje druhou polovinu paměti (s LFU principem). U větších souborů (viz 
grafy 5.6) k tomuto křížení nedochází a metoda MyARC je výrazně lepší než obyčejné LFU.  
I když je metoda adaptivní a měla by se přizpůsobovat k efektivním výsledkům podobně jako 
klasická ARC metoda, výsledky tomu nenasvědčují. Vysvětlení pro tento jev je jednoduché. Od vý-
chozí metody ARC se ponechala základní pravidla, která určují přesuny mezi částmi paměti a jejich 
velikostmi. Ostatní principy se upravily nebo odstranily (např. ghost seznamy). Princip metody tedy 
spočívá v tom, že čím více je nově příchozích datových toků, tím více je využívána a zvětšována část 
paměti LRU. Naopak u častých referencí na již uložené toky dochází k většímu využití části paměti 
LFU a jejímu nárůstu. Při pohledu na graf 5.5 lze tedy odvodit to, že u menších velikostí pamětí 
dochází stále k výměnné politice, která pracuje na principu LRU. Tím dosahuje lepších výsledků. 
U větších pamětí dochází k velkému referencování již uložených toků, a tím metoda pracuje na 
principu LFU, který je podstatně horší.  
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Využití jednotlivých částí paměti lze zobrazit v tabulkách 5.14. Ta zobrazuje počet měření 
a časový interval, kdy k měření poměrů velikostí docházelo. Měřící intervaly jsou odlišné, jelikož 
soubory obsahují data s různými časovými příchody. V tabulkách lze vidět, že první část (LRU) bývá 
zpravidla zatížena minimálně. Tedy jen při zaplňování celkové vyrovnávací paměti. Poté se již jed-
notlivé toky opakují a tím se výkon metody přesouvá do druhé části (LFU). Jediná odchylka je u sou-
boru sjnc05 a velikosti vyrovnávací paměti o hodnotě 500. Zde dochází k situaci, kdy se celkový 
výkon se přesune do paměťové části LRU. K tomu dochází, protože soubor sjnc05 obsahuje desítky 
milionů paketů, a pravděpodobnost, že na vstup přijde prvek, jehož hodnota je již v paměti, je mini-
mální. Z tabulek 5.14 je možné říci, že zatížení paměťové části LRU je tím vyšší, čím je vyrovnávací 




















500 0,5 216 0,191667  99,808333  1,6  100  
15 000 0,5 216 1,64599  98,35401  50  100  
25 000 0,5 216 3,338  96,662  50  100  



















500 5 179 3,20559  96,79441  100  100  
15 000 5 179 1,65181  98,34819  95,86  100  
25 000 5 179 1,7013  98,2987  89,64  100  



















500 0,5 119 99,9126  0,0874  100  1  
15 000 0,5 119 0,257255  99,742745  1,62  100  
25 000 0,5 119 0,067261  99,932740  0,364  100  
 
Tabulky 5.14: Celkové průměrné zatížení vnitřních částí pamětí (shora: vut19, mawi20, snjc05) 
 
Ve výsledku celé práce lze tedy říci, že metody založené na principu LRU jsou pro práci 
v síťovém provozu nejvhodnější. Samozřejmě lze použít také metody LFU*-Aging. U ní je však 
povinnost nastavit správně vstupní parametry. To může být někdy velmi těžké, jestliže se neprovedou 
předběžné testy. 
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6 Závěr 
Celkový návrh programu vznikl inspirací a odvozením ze skutečných metod pro správu paměti. 
Základem bylo ponechání hlavních myšlenek a pravidel, které byly v návrhu doplněny o speciální 
úpravy ke zvýšení efektivity celého programu. 
 Algoritmy použité pro návrh a implementaci byly převzaty z popisů jednotlivých správ 
paměti. V práci se kladl důraz na ponechání základních sktruktur a pravidel správ paměti. Program 
tedy pracuje podle převzatých pravidel, které byly lehce upraveny. Výsledné grafy a hodnoty byly 
porovnávány i s jinými pracemi, které se však trochu odlišovaly v problematice. Každopádně, 
úspěšnosti všech metodik si byly velmi podobné. 
 V práci se vycházelo z implementačního jazyka, který podporuje knihovny pro speciální algo-
ritmy. Vycházelo se tedy z této podpory a určité knihovny byly využity přímo v programu. Ačkoliv 
z implementačního hlediska tyto knihovny usnadnily práci při vývoji, tak bohužel zklamaly při běhu 
aplikace. Knihovny totiž vyžadují příliš velkou režii, a tím je způsobeno celkové zpomalení aplikace, 
které je v některých případech nepřípustné. Toto zjištění se však projevilo až při závěrečném testo-
vání gigabajtových souborů.   
 Další vývoj do budoucna by tedy obnášel odstranění závislosti na těchto pomocných knihov-
nách a vytvoření vlastních knihoven. Ty by bylo vhodné navrhnout tak, aby položky ve vyrovnávací 
paměti byly jednoduše propojeny s jednotlivými částmi paměti. Tím by se časová režie programu 
výrazně snížila. 
 Také by bylo možné v budoucím vývoji jednoduše implementovat další správy paměti, díky 
vhodnému návrhu celého programu. Další metodiky by byly implementovány a vloženy jako 
přídavné knihovny. Tím by se nezasahovalo do již pracujících metodik. 
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Seznam příloh 
Příloha 1 - CD/DVD obsahující: 
· Zdrojové texty. 
· Soubor Readme.pdf obsahující návod k použití programu. 
· Technickou zprávu bakalářské práce ve formátu PDF v souboru xsmidj04_bp.pdf. 
· Technickou zprávu bakalářské práce ve formátu DOC v souboru xsmidj04_bp.doc. 
 
Příloha 2: 
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Příloha 2 
Seznam a popis souborů implementace 
Při implementaci této bakalářské práce se vycházelo z objektového návrhu (viz obrázek 4.1). Jednot-
livé třídy byly implementovány do samostatných knihoven pro lepší údržbu. Tyto knihovny byly 
následně propojeny nejen mezi sebou ale i s hlavním programem main.cpp, který byl určen pro testo-
vání. Implementace použitých knihoven pro správu paměti vypadá následovně: 
· data.cpp (data.h) – slouží pro uložení třídy Data, která uchovává informace o datových to-
cích 
· reference.cpp (reference.h) – obsahuje třídu Reference, která obsahuje abstraktní funkce, 
které využívají všechny knihovny pro správu paměti. Dále obsahuje speciální třídu Key, jenž 
je důležitá při vytváření datových pamětí. 
· lru.cpp (lru.h) – obsahuje třídu Lru, která potomkem třídy Reference, ale také slouží jako 
abstraktní třída pro odvozené metody 
· lfu.cpp (lfu.h) – je využita úplně stejně jako knihovna lru.h, ale pro metodu LFU. 
· lruk.cpp (lruk.h) – uchovává třídu Lruk, jenž využívá funkce nadřazené třídy Lru 
· lfua.cpp (lfua.h) – obsahuje třídu Lfua, jenž využívá funkce nadřazené třídy Lfu 
· arc.cpp (arc.h) – slouží jako třída Arc, která dědí vlastnosti třídy Lru 
· fbr.cpp (fbr.h) – je využita pro třídu Fbr, dědící vlastnosti ze třídy Lfu 
· myarc.cpp (myarc.h) – obsahuje třídu Myarc, která odkazuje a dědí ze tříd Lru a Lfu 
 
 
