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It’s simple. We. . . kill the Batman.
— Heath Ledger, a.k.a The Joker.
Oh ! les gens bienheureux !... Tout a` coup, dans l’espace,
Si haut qu’il semble aller lentement, un grand vol
En forme de triangle arrive, plane et passe.
Ou` vont-ils ? Qui sont-ils ? Comme ils sont loin du sol !
Regardez-les passer ! Eux, ce sont les sauvages.
Ils vont ou` leur de´sir le veut, par-dessus monts,
Et bois, et mers, et vents, et loin des esclavages.
L’air qu’ils boivent ferait e´clater vos poumons.
— Extraits des oiseaux de passage, poe`me de Jean Richepin.
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ont pris massivement la rue en 2012.
Ils ont fait e´clore le printemps que´be´cois
et redonne´ espoir aux gens comme moi.
Elle l’est aussi a` toi, mon petit Tristan,
qui as de´fie´ l’antie´meute
et ses gaz lacrymoge`nes
depuis le douillet ventre de maman.
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RE´SUME´
La simulation en temps re´el des re´seaux e´lectriques connaˆıt un vif inte´reˆt industriel, mo-
tive´ par la re´duction substantielle des couˆts de de´veloppement qu’offre une telle approche
de prototypage. Ainsi, la simulation en temps re´el permet d’inte´grer dans la boucle de la
simulation du mate´riel au fur et a` mesure sa conception, permettant du meˆme coup d’en
ve´rifier le bon fonctionnement dans des conditions re´alistes. Ne´anmoins, la simulation en
temps re´el au moyen de CPU, telle qu’elle a e´te´ pense´e depuis une quinzaine d’anne´es,
souffre de certaines limitations, notamment dans l’atteinte de pas de calcul de l’ordre de
quelques micro-secondes, un requis important pour la simulation fide`le des transitoires ra-
pides qu’exigent les convertisseurs de puissance modernes.
Pour tenter d’apporter une re´ponse a` ces difficulte´s, les industriels ont adopte´ les cir-
cuits FPGA pour la re´alisation d’engins de calcul de´die´s a` la simulation rapide des re´seaux
e´lectriques, ce qui a permis de franchir la barrie`re de la fre´quence de commutation de 5
kHz qui e´tait caracte´ristique de la simulation sur CPU. La simulation sur FPGA offre a` ce
titre diffe´rents avantages telle que la re´duction de la latence de la boucle de simulation du
mate´riel sous test, particulie`rement du fait que le FPGA donne un acce`s direct aux senseurs
et aux actuateurs du dispositif en cours de prototypage.
Les paradigmes usuels du traitement de signal sur FPGA font qu’il est d’usage d’y ope´rer
une arithme´tique a` virgule fixe. Ce format des nombres pe´nalise le temps de de´veloppement
puisqu’il requiert du concepteur une e´valuation complexe de la pre´cision ne´cessaire pour re-
pre´senter l’ensemble des variables du mode`le mathe´matique. C’est pourquoi l’arithme´tique
a` virgule flottante suscite un certain inte´reˆt dans la simulation des re´seaux sur FPGA. Ce-
pendant, les ope´rateurs en virgule flottante imposent de longues latences, particulie`rement
handicapantes dans la re´alisation de lois d’inte´gration (trape´zo¨ıdale, Euler-arrie`re, etc.) pour
lesquelles l’utilisation d’un accumulateur a` un cycle est cruciale. En cela, la proble´matique
de l’addition et de l’accumulation en virgule flottante forme le cœur de notre travail de re-
cherche. Ce travail a permis l’e´laboration des architectures d’accumulateurs, de multiplieurs
accumulateurs (MAC) et d’ope´rateurs de produit scalaire (OPS) en virgule flottante, qui
joueront un roˆle de´terminant dans la mise en œuvre de nos engins de calcul pour la simula-
tion des re´seaux e´lectriques.
Ainsi, le travail pre´sente´ dans cette the`se propose diffe´rentes contributions scientifiques au
domaine de la simulation en temps re´el sur FPGA. D’une part, il contribue a` la formulation
d’un algorithme de sommation qui est une ge´ne´ralisation de la technique d’auto-alignement,
nantie ici d’une formulation et d’une re´alisation mate´rielle simplifie´es. Le travail e´tablit les
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crite`res permettant de garantir la bonne exactitude des re´sultats, crite`res que nous avons
e´tablis par des de´monstrations the´oriques et empiriques. La the`se propose e´galement une
analyse exhaustive de l’utilisation du format redondant high radix carry-save (HRCS) dans
l’addition de mantisses larges, format pour lequel deux nouveaux ope´rateurs arithme´tiques
sont propose´s : un additionneur endomorphique ainsi qu’un convertisseur HRCS a` conven-
tionnel.
Une fois l’addition en virgule flottante a` un cycle re´alise´e, la the`se propose de conce-
voir sur FPGA des engins de calcul exploitant une architecture SIMD (single instruction,
multiple data) et disposant de plusieurs MAC ou ope´rateurs de produit scalaire (OPS) en
virgule flottante. Ces ope´rateurs pre´sentent une latence tre`s courte, permettant l’atteinte de
pas de calcul de quelques centaines de nanosecondes dans la simulation de convertisseurs
de puissance de moyenne complexite´. Le travail se conclut par l’analyse de la mode´lisation
de circuits d’e´lectronique de puissance et la pre´sentation d’un engin de calcul versatile per-
mettant de simuler des convertisseurs de topologie arbitraire, pouvant contenir jusqu’a` 24
interrupteurs avec des pas de temps en dec¸a` du 1 µs, tout en admettant des fre´quences de
commutations de plusieurs kilohertz. Cette re´alisation a abouti a` une commercialisation par
le partenaire industriel de la the`se.
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ABSTRACT
The real-time simulation of electrical networks gained a vivid industrial interest during
recent years, motivated by the substantial development cost reduction that such a prototyp-
ing approach can offer. Real-time simulation allows the progressive inclusion of real hardware
during its development, allowing its testing under realistic conditions. However, CPU-based
simulations suffer from certain limitations such as the difficulty to reach time-steps of a few
microsecond, an important challenge brought by modern power converters.
Hence, industrial practitioners adopted the FPGA as a platform of choice for the im-
plementation of calculation engines dedicated to the rapid real-time simulation of electrical
networks. The reconfigurable technology broke the 5 kHz switching frequency barrier that
is characteristic of CPU-based simulations. Moreover, FPGA-based real-time simulation of-
fers many advantages, including the reduced latency of the simulation loop that is obtained
thanks to a direct access to sensors and actuators.
The fixed-point format is paradigmatic to FPGA-based digital signal processing. How-
ever, the format imposes a time penalty in the development process since the designer has
to asses the required precision for all model variables. This fact brought an import re-
search effort on the use of the floating-point format for the simulation of electrical networks.
One of the main challenges in the use of the floating-point format are the long latencies
required by the elementary arithmetic operators, particularly when an adder is used as an
accumulator, an important building bloc for the implementation of integration rules such
as the trapezoidal method. Hence, single-cycle floating-point accumulation forms the core
of this research work. Our results help building such operators as accumulators, multiply-
accumulators (MACs), and dot-product (DP) operators. These operators play a key role in
the implementation of the proposed calculation engines.
Therefore, this thesis contributes to the realm of FPGA-based real-time simulation in
many ways. The research work proposes a new summation algorithm, which is a general-
ization of the so-called self-alignment technique. The new formulation is broader, simpler
in its expression and hardware implementation. Our research helps formulating criteria to
guarantee good accuracy, the criteria being established on a theoretical, as well as empirical
basis. Moreover, the thesis offers a comprehensive analysis on the use of the redundant high
radix carry-save (HRCS) format. The HRCS format is used to perform rapid additions of
large mantissas. Two new HRCS operators are also proposed, namely an endomorphic adder
and a HRCS to conventional converter.
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Once the mean to single-cycle accumulation is defined as a combination of the self-
alignment technique and the HRCS format, the research focuses on the FPGA implementa-
tion of SIMD calculation engines using parallel floating-point MACs or DPs. The proposed
operators are characterized by low latencies, allowing the engines to reach very low time-
steps. The document finally discusses power electronic circuits modelling, and concludes
with the presentation of a versatile calculation engine capable of simulating power converter
with arbitrary topologies and up to 24 switches, while achieving time steps below 1 µs and
allowing switching frequencies in the range of tens kilohertz. The latter realization has led
to commercialization of a product by our industrial partner.
xTABLE DES MATIE`RES
E´PIGRAPHE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
DE´DICACE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iv
REMERCIEMENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
RE´SUME´ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . viii
TABLE DES MATIE`RES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . x
LISTE DES TABLEAUX . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
LISTE DES FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiv
LISTE DES ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi
LISTE DES SIGLES ET ABRE´VIATIONS . . . . . . . . . . . . . . . . . . . . . . . xvii
INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
CHAPITRE 1 Revue de litte´rature . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2 Contexte . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Simulation des re´seaux e´lectriques . . . . . . . . . . . . . . . . . . . . 6
1.2.2 Simulation en temps re´el . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.3 Utilite´ des FPGA dans les simulateurs HIL . . . . . . . . . . . . . . . 9
1.3 Techniques propres a` la simulation en temps re´el . . . . . . . . . . . . . . . . 9
1.3.1 Re´seaux a` interrupteurs . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.3.2 De´couplage du re´seau . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.4 Simulation sur FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.1 Repre´sentation des nombres re´els sur FPGA . . . . . . . . . . . . . . 13
1.4.2 Ope´rateurs arithme´tiques en virgule flottante . . . . . . . . . . . . . 14
1.4.3 Tendances e´mergentes . . . . . . . . . . . . . . . . . . . . . . . . . . 15
1.4.4 Accumulation en virgule flottante . . . . . . . . . . . . . . . . . . . . 15
1.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
xi
CHAPITRE 2 Analyse du proble`me . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2 E´quations du re´seau . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Approche des e´quations d’e´tats . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Circuit compagnon discre´tise´ . . . . . . . . . . . . . . . . . . . . . . . 19
2.2.3 Analyse nodale du re´seau . . . . . . . . . . . . . . . . . . . . . . . . 22
2.3 Caracte´risation des engins de calcul . . . . . . . . . . . . . . . . . . . . . . . 24
2.3.1 Esquisse d’une architecture d’engin de calcul . . . . . . . . . . . . . . 24
2.3.2 Impact des se´quences de lecture sur le pas de temps . . . . . . . . . . 27
2.3.3 Taille du mode`le et ope´rateurs arithme´tiques . . . . . . . . . . . . . . 29
2.3.4 Influence de la latence des ope´rateurs . . . . . . . . . . . . . . . . . . 32
2.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
CHAPITRE 3 Ope´rateurs de sommation en virgule flottante . . . . . . . . . . . . 34
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Proble´matique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2.1 Additionneur en virgule flottante . . . . . . . . . . . . . . . . . . . . 34
3.2.2 Exactitude de la sommation en virgule flottante . . . . . . . . . . . . 35
3.2.3 Accumulation a` un cycle par l’auto-alignement des mantisses . . . . . 38
3.3 Ge´ne´ralisation de la TAA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1 Le format d’auto-alignement . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.2 Sommation de type TAA d’exactitude K-tuple . . . . . . . . . . . . . 43
3.4 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.4.1 Exactitude de l’accumulation de type TAA . . . . . . . . . . . . . . . 45
3.4.2 Ope´rateurs de type TAA . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
CHAPITRE 4 Addition redondante des mantisses . . . . . . . . . . . . . . . . . . 50
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2 Proble´matique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4.2.1 Chemin critique de l’additionneur . . . . . . . . . . . . . . . . . . . . 50
4.2.2 L’addition redondante . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.3 Additionneurs a` virgule flottante avec syste`me redondant . . . . . . . 53
4.3 Le syste`me HRCS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.1 Illustration du principe du syste`me HRCS . . . . . . . . . . . . . . . 54
4.3.2 De´finition du format HRCS . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.3 Additions dans le syste`me HRCS . . . . . . . . . . . . . . . . . . . . 56
xii
4.3.4 Conversion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4.1 Additionneur he´te´roge`ne . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.4.2 Additionneur endomorphique . . . . . . . . . . . . . . . . . . . . . . 63
4.4.3 Convertisseur HRCS a` format conventionnel . . . . . . . . . . . . . . 64
4.4.4 Imple´mentation HRCS des ope´rateurs de type TAA . . . . . . . . . . 66
4.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
CHAPITRE 5 Engins de calcul employant l’approche TAA/HRCS . . . . . . . . 72
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.2 Usage de la me´moire embarque´e . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Mode`le d’interrupteur a` matrice fixe . . . . . . . . . . . . . . . . . . . . . . 74
5.3.1 Formulation mathe´matique du mode`le . . . . . . . . . . . . . . . . . 74
5.3.2 Manipulation des e´quations MANA . . . . . . . . . . . . . . . . . . . 76
5.3.3 Limites du mode`le a` matrice fixe . . . . . . . . . . . . . . . . . . . . 77
5.3.4 Me´thode pour surmonter les limites du mode`le a` matrice fixe . . . . . 79
5.4 Imple´mentation FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.4.1 Le format des nombres . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.4.2 Imple´mentation d’un convertisseur boost . . . . . . . . . . . . . . . . 84
5.4.3 Engin de calcul versatile . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.5 E´tudes de cas utilisant le mode`le re´sistif de l’interrupteur . . . . . . . . . . . 91
5.5.1 Pont a` deux niveaux . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.5.2 Convertisseur multi-niveaux . . . . . . . . . . . . . . . . . . . . . . . 95
5.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
CONCLUSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
PUBLICATIONS DE L’AUTEUR . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
BIBLIOGRAPHIE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
ANNEXES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
xiii
LISTE DES TABLEAUX
3.1 Logique de controˆle de l’accumulateur a` virgule flottante. . . . . . . . 40
3.2 Architectures mate´rielles utilise´es pour les tests nume´riques. . . . . . 45
3.3 Occupation de surface d’ope´rateurs a` virgule flottante. . . . . . . . . 49
4.1 Parame`tres et caracte´ristiques des ope´rateurs e´value´s. . . . . . . . . . 69
4.2 Ope´rateurs a` virgule flottante exploitant le format HRCS . . . . . . . 70
5.1 Parame`tres du buck-boost. . . . . . . . . . . . . . . . . . . . . . . . . 77
5.2 Parame`tres du boost. . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.3 Re´sultats d’imple´mentation pour le convertisseur boost . . . . . . . . 85
5.4 Re´sultats d’imple´mentation de l’eHS. . . . . . . . . . . . . . . . . . . 89
5.5 Circuits conside´re´s pour de´montrer la versatilite´ de l’eHS . . . . . . . 90
5.6 Re´sultats d’imple´mentation du pont a` deux niveaux . . . . . . . . . . 94
5.7 Re´sultats d’imple´mentation du MMC . . . . . . . . . . . . . . . . . . 101
xiv
LISTE DES FIGURES
1.1 Diffe´rence entre le temps re´el et le temps diffe´re´. . . . . . . . . . . . . 7
1.2 Configuration typique d’un simulateur HIL. . . . . . . . . . . . . . . 8
1.3 De´couplage d’un circuit en deux parties distinctes. . . . . . . . . . . . 12
1.4 Latence de l’additionneur et inte´gration. . . . . . . . . . . . . . . . . 16
2.1 E´quivalents Norton de composants de base. . . . . . . . . . . . . . . 20
2.2 Esquisse d’engin de calcul pour la simulation des re´seaux. . . . . . . . 24
2.3 Ope´rateurs utilise´s par les engins de calcul. . . . . . . . . . . . . . . . 26
2.4 Partitionnement d’un syste`me d’e´tats sur de multiples MAC. . . . . . 28
2.5 Principe d’optimisation dune re´solution multi-MAC. . . . . . . . . . . 28
2.6 Pas de calcul fonction du type/nombre d’ope´rateurs OPSk. . . . . . . 30
2.7 Efficacite´ des ope´rateurs OPSk. . . . . . . . . . . . . . . . . . . . . . 31
2.8 Impact de la latence de l’OPSk sur l’efficacite´ des engins de calcul. . 32
3.1 Algorithme d’addition en virgule flottante. . . . . . . . . . . . . . . . 35
3.2 Exemples d’addition en virgule flottante. . . . . . . . . . . . . . . . . 36
3.3 E´tapes principales d’un accumulateur TAA. . . . . . . . . . . . . . . 39
3.4 Chemin de donne´es d’un accumulateur a` virgule flottante. . . . . . . 40
3.5 Composition de la mantisse e´largie en FAA. . . . . . . . . . . . . . . 42
3.6 Position du bit de poids fort dans le FAA premier. . . . . . . . . . . . 43
3.7 Ope´rateurs TAA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.8 Test sur des valeurs normalement distribue´es. . . . . . . . . . . . . . 47
3.9 Test sur des valeurs tire´es de la se´rie de Taylor de e−x. . . . . . . . . 47
4.1 Additionneur RCA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Chaˆıne de retenues dans le Virtex 5 . . . . . . . . . . . . . . . . . . . 52
4.3 Illustration de l’addition en HRCS. . . . . . . . . . . . . . . . . . . . 54
4.4 Additionneurs HRCS classiques. . . . . . . . . . . . . . . . . . . . . . 56
4.5 Additioneur endomorphique a` deux chaˆınes de retenues. . . . . . . . 57
4.6 Transformations pour la re´alisation de l’additionneur endomorphique. 58
4.7 Additionneur endomorphique imple´mente´ graˆce aux LUT a` six entre´es. 59
4.8 Convertisseurs HRCS a` format conventionnel. . . . . . . . . . . . . . 60
4.9 Comparaison du de´lai de l’additionneur he´te´roge`ne et du RCA. . . . 62
4.10 Comparaison des additionneurs he´te´roge`ne et endomorphique. . . . . 64
4.11 Comparison de trois types de convertisseur HRCS. . . . . . . . . . . . 65
4.12 Operateurs a` virgule flottante de type FAA re´alise´s. . . . . . . . . . . 67
xv
5.1 Utilisation de la me´moire embarque´e. . . . . . . . . . . . . . . . . . . 73
5.2 Exemples de discre´tisation d’interrupteurs. . . . . . . . . . . . . . . . 75
5.3 Convertisseur buck-boost. . . . . . . . . . . . . . . . . . . . . . . . . 77
5.4 Re´sultats de simulation du buck-boost en mode continu. . . . . . . . 78
5.5 Re´sultats de simulation du buck-boost en mode discontinu. . . . . . . 79
5.6 Illustration du principe de la simulation par multiples sous-pas. . . . 80
5.7 Re´sultats de simulation corrige´s du buck-boost. . . . . . . . . . . . . 81
5.8 Re´sultats d’un multiplieur large. . . . . . . . . . . . . . . . . . . . . . 83
5.9 Convertisseur boost. . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
5.10 Erreur relative dans la simulation du convertisseur boost . . . . . . . 86
5.11 Topologie d’un engin de calcul pour re´soudre les e´quations MANA. . 87
5.12 Trois circuits d’e´lectronique de puissance servant a` tester l’eHS . . . . 88
5.13 E´volution du pas de calcul de l’eHS. . . . . . . . . . . . . . . . . . . 89
5.14 Re´sultats de simulation du circuit #3 . . . . . . . . . . . . . . . . . . 91
5.15 Circuit d’onduleur de´couple´ . . . . . . . . . . . . . . . . . . . . . . . 92
5.16 Simulation d’onduleur alimentant un moteur PMSM . . . . . . . . . 93
5.17 Simulation en temps re´el d’un onduleur . . . . . . . . . . . . . . . . . 94
5.18 Structure du MMC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.19 Relation entre le pas de temps et le nombre de SM. . . . . . . . . . . 97
5.20 Infrastructure mate´rielle pour la simulation du MMC . . . . . . . . . 98
5.21 Engin de calcul pour la simulation du MMC . . . . . . . . . . . . . . 99
5.22 Re´sultats de simulation du MMC . . . . . . . . . . . . . . . . . . . . 100
A.1 Bloc DSP du Virtex 5. . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.2 Sche´ma d’une slice du Virtex 5. . . . . . . . . . . . . . . . . . . . . . 122
xvi
LISTE DES ANNEXES
ANNEXE A Technologie FPGA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.1 Marche´ mondial . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.2 Altera vs. Xilinx . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.3 Technologie de FPGA chez Xilinx . . . . . . . . . . . . . . . . . . . . . . . . 120
A.3.1 Blocs DSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
A.3.2 Blocs RAM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
A.3.3 Circuits de´die´s a` la propagation de la retenue . . . . . . . . . . . . . 121
A.4 Outils de conception . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
xvii
LISTE DES SIGLES ET ABRE´VIATIONS
APR Additionneur a` propagation de retenue
BRAM Bloc RAM : bloc de me´moire grave´ en dur dans le FPGA
clk Abre´viation anglaise de clock : re´fe´rence au signal d’horloge
CS Carry-Save : format redondant utilisant la sauvegarde de la retenue
CAN Convertisseur analogique a` nume´rique
CLA Carry Look-ahead : Anticipateur de retenues
CNA Convertisseur nume´rique a` analogique
CPU Central Processing Unit : acronyme anglais servant a` de´signer un PUG, et par
me´tonymie un ordinateur de bureau
dd De´calage a` droite
dg De´calage a` gauche
DP Dot-product (operator) : acronyme utilise´ dans nos publications anglophones
pour de´signer un OPS
DSP Digital Signal Processing : traitement de signal nume´rique
DUT Device Under Test : dispositif sous test
ECU Electronic Control Unit : unite´ de controˆle e´lectronique, acronyme re´pandu
dans le domaine de l’automobile et de l’ae´rospatial
eHS acronyme de eHardwareSolver, nom commercial de l’engin de calcul versatile
de´veloppe´ dans le cadre de la pre´sente the`se et commercialise´ par le partenaire
industriel, Opal-RT Technologies
EMT Electromagnetic Transient : me´thode nume´riques de mode´lisation des re´seaux
e´lectriques employant l’analyse nodale
EMTP Electromagnetic Transient Program : logiciel de simulation des re´seaux
e´lectriques de type EMT
E/S Entre´es/sorties
FA Full Adder : additionneur complet
FAA Format d’auto alignement, associe´ a` la TAA
FLOPS Floating-point Operations Per Second : mesure de la puissance de calcul
e´value´e par la quantite´ d’ope´rations en virgule flottante pouvant eˆtre effectue´es
en une seconde
xviii
FMA Fused Multiply-Adder : multiplieur additionneur fusionne´s
FPGA Field Programmable Gate Array : circuit nume´rique fait de re´seaux pre´-diffuse´s
programmables
HIL Hardware-in-the-Loop : re´fe`re a` une configuration particulie`re de la simulation
en temps re´el ou` du mate´riel est connecte´ au simulateur et se retrouve dans la
boucle de simulation
HRCS High Radix Carry-Save : sauvegarde de retenues a` base e´leve´e
IEEE Institute of Electrical and Electronics Engineers : socie´te´ professionnelle
regroupant les inge´nieurs e´lectriciens et e´lectroniciens en charge notamment
d’e´tablir les normes industrielles
IGBT Insulated Gate Bipolar Transistor : transistor bipolaire a` grille isole´e
ISE Logiciel de synthe`se et d’imple´mentation des FPGA de la compagnie Xilinx
LUT Look-Up Table : table des correspondances
GFLOPS GigaFLOPS : un milliard de FLOPS
Matlab Logiciel mathe´matique de la compagnie Mathworks
MAC Multiply-acumulator : multiplieur-accumulateur
MANA Modified-augmented nodal analysis : analyse nodal modifie´e et augmente´e
MEE Me´thode explicite d’Euler
MIE Me´thode implicite d’Euler
MLI Modulation de largeur d’impulsion, PWM en anglais
MMC Modular Multilevel Converter : convertisseur de puissance multi-niveaux
MNA Modified nodal analysis : analyse nodal modifie´e
OPS Ope´rateur de produit scalaire
PMSM Permanent magnet synchronuous motor : moteur a` aimant permanent
PUG Processeur a` usage ge´ne´ral : processeur tels que ceux que l’on retrouve dans les
ordinateurs personnels, par opposition aux processeurs a` usage spe´cifiques
PUS Processeur a` usage spe´cifique : processeur spe´cialise´ destine´ a` l’exe´cution d’un
d’algorithme ou d’une taˆche spe´cifique
PWM Pulse-width modulation, acronyme anglais de MLI
RAM Random access memory : me´moire a` acce`s ale´atoire
ROM Read only memory : me´moire a` acce`s ale´atoire permettant uniquement les acce`s
en lecture
xix
RCA Ripple Carry Adder : additionneur a` propagation de retenue
slice Unite´ reconfigurable des FPGA de Xilinx, tranche en franc¸ais
SD Signed-Digit : format redondant utilisant des chiffre signe´s
SIMD Single Instruction, Multiple Data : architecture de processeur ou` des unite´s de
calcul paralle`les exe´cutent les meˆmes instructions sur des donne´es diffe´rentes
Simulink Logiciel de simulation nume´rique de la compagnie Mathworks
SM Sous-module : cellule d’un convertisseur MMC
SPS SimPower System : logiciel de simulation des re´seaux e´lectriques commercialise´
sous la forme d’une boˆıte a` outils Matlab/Simulink
TAA Technique d’auto alignement, technique permettant d’accumuler des ope´randes
en virgule flottante avec une boucle d’accumulation a` un cycle
TNA Transient Network Analyzer : simulateur analogique
ulp Unit in the Last Place : poids du plus petit bit de la mantisse d’une
repre´sentation en virgule flottante
VF Virgule flottante
1INTRODUCTION
La simulation en temps re´el des re´seaux e´lectriques connaˆıt un inte´reˆt industriel marque´.
Cet engouement est motive´ par la re´duction substantielle des couˆts de de´veloppement qu’une
telle approche permet. Pour avoir une ide´e de la chose, il suffit de penser a` des syste`mes tels
que les ve´hicules e´lectriques, les ae´ronefs modernes ou les re´seaux de distribution e´lectrique,
domaines d’application ou` la complexite´ et le couˆt e´leve´ des syste`mes donnent la pre´fe´rence a`
la simulation plutoˆt qu’au prototypage physique. De plus, la simulation en temps re´el permet
d’inte´grer dans la boucle de la simulation du mate´riel au fur et a` mesure de la conception
de ce dernier, ce qui permet d’en ve´rifier le bon fonctionnement dans des condition re´alistes.
C’est d’ailleurs la` une des spe´cificite´s du domaine : la simulation en temps re´el permet
l’adjonction d’un mate´riel au simulateur dans une configuration dite de mate´riel dans la
boucle (hardware-in-the-loop : HIL) que ne permet pas (ou difficilement) une simulation en
temps diffe´re´.
Durant la premie`re moitie´ du XXe sie`cle, la simulation des transitoires dans les re´seaux
e´lectriques se fait au moyen de simulateurs analogiques appele´s TNA (Transient Network
Analyser). Ces simulateurs re´solvaient les e´quations diffe´rentielles par l’interaction d’unite´s
analogiques interconnecte´es (additionneurs, inte´grateurs) ou en recourant a` des mode`les re´-
duits permettant la reproduction a` l’exact, mais a` des e´chelles moindres, des phe´nome`nes a`
l’e´tude. Les simulateurs analogiques eurent leur temps de gloire et continue`rent d’eˆtre uti-
lise´s jusqu’a` l’adoption re´cente des me´thodes nume´riques de simulation que rendit possible
l’apparition des calculateurs puissants que sont nos ordinateurs modernes. Progressivement,
les simulateurs nume´riques se de´veloppe`rent sous la forme de grappes d’ordinateurs inter-
connecte´s par des liens rapides, offrant une puissance de calcul confortable et permettant la
prise en charge de mode`les de plus en plus complexes.
Ne´anmoins, la simulation en temps re´el au moyen de processeurs a` usage ge´ne´ral (PUG)
souffre de certaines limitations inhe´rentes a` l’infrastructure mate´rielle et aux syste`mes phy-
siques a` l’e´tude. D’une part, la puissance de calcul brute des PUG s’ave`re parfois insuffisante
pour l’atteinte d’un pas de calcul de l’ordre de quelques micro-secondes, ce qui est un requis
important pour la simulation fide`le des transitoires rapides telles que celles des re´seaux com-
mute´s a` haute fre´quence. Une autre limitation provient des liens de communication liant le
PUG a` ses pe´riphe´riques et dont la latence intrinse`que ralentit l’acce`s aux interfaces (sen-
seurs et actuateurs) du dispositif sous test. Cet e´tat de fait est alors re´percute´ sur la dure´e
totale de la boucle de simulation, rendant impossible la simulation des transitoires rapides.
2Pour tenter d’apporter une re´ponse a` ces difficulte´s, la pratique industrielle a adopte´
les circuits reconfigurables de type FPGA (Field Programmable Gate Array) pour la mise
en œuvre de processeurs a` usage spe´cifique (PUS) de´die´s aux applications de simulation
des re´seaux e´lectriques. Cette approche offre diffe´rents avantages : d’une part, les FPGA
sont aujourd’hui suffisamment denses pour accueillir des engins de calcul de grande capacite´
(quelques dizaines de GFLOPS), ce qui laisse espe´rer que le mode`le a` simuler peut eˆtre
de´place´ en partie ou en totalite´ du PUG vers le PUS ; d’autre part, un FPGA peut disposer
d’un acce`s direct aux entre´es/sorties (E/S) du simulateur, re´duisant conside´rablement les
latences d’acce`s aux senseurs et aux actuateurs du dispositif sous test et permettant du
meˆme coup la simulation de syste`mes a` dynamiques rapides.
Il convient de relever que l’utilisation des circuits reconfigurables pour des applications
de calcul connaˆıt un vif inte´reˆt. Cet inte´reˆt est justifie´ d’une part par la croissance impres-
sionnante des ressources mate´rielles disponibles sur ces dispositifs. De plus, le caracte`re re-
configurable des FPGA leur confe`re une flexibilite´ architecturale qui, dans les cas favorables,
permet d’atteindre des performances de calcul meilleures que celles offertes par des proces-
seurs commerciaux. Ne´anmoins, les paradigmes usuels du traitement de signal sur FPGA
introduisent certaines restrictions. Ainsi, il est d’usage d’ope´rer sur FPGA une arithme´tique
a` virgule fixe qui pe´nalise le temps de de´veloppement puisqu’elle requiert du concepteur (qui,
dans le cas de figure qui nous inte´resse, n’est souvent pas un expert) un redimensionnement
de l’ensemble des variables du mode`le mathe´matique. Une fac¸on de contourner ce proble`me
est d’utiliser une arithme´tique a` virgule flottante. En effet, il est aujourd’hui possible de
disposer sur FPGA d’ope´rateurs a` virgule flottante que l’usager peut obtenir graˆce aux li-
brairies commerciales du manufacturier de la puce. Cependant, l’emploi de ces ope´rateurs
impose des latences qui peuvent s’ave´rer handicapantes, particulie`rement dans le cas de
l’addition car les techniques de mode´lisation conside´re´es ici emploient des lois d’inte´gration
(trape´zo¨ıdale, Euler-arrie`re, etc.) pour lesquelles l’utilisation d’un accumulateur est cruciale.
Or, les additionneurs en virgule flottantes ne´cessitent en ge´ne´ral plusieurs cycles ope´ratoires,
restreignant d’une certaine fac¸on la re´troaction directe de la sortie de l’additionneur a` une
de ses entre´es. La proble´matique de l’addition et de l’accumulation en virgule flottante forme
le cœur de notre travail de recherche et deux chapitres de la the`se lui sont consacre´s. Quatre
objectifs guideront notre de´marche dans l’e´tude de cette proble´matique :
1. l’exactitude des calculs ;
2. la compacite´ des ope´rateurs d’addition ;
3. la ce´le´rite´ de ces derniers en termes de fre´quences et de latence ; et
4. la possibilite´ de disposer d’une boucle d’accumulation a` un cycle.
3Ce travail permettra notamment d’e´laborer des architectures d’accumulateurs, de multi-
plieurs accumulateurs (MAC) et d’ope´rateurs de produit scalaire (OPS) en virgule flottante,
qui joueront un roˆle de´terminant dans la mise en œuvre de nos engins de calcul pour la
simulation des re´seaux e´lectriques.
Les e´quations de re´seau utilise´es pour mode´liser les syste`mes susmentionne´s sont ge´ne´ra-
lement formule´es suivant deux approches distinctes : i) les e´quations d’e´tat ; et ii) l’analyse
nodale. Les deux me´thodes sont conside´re´es dans le pre´sent travail. Leur solution repose sur
les techniques de re´solution des syste`mes d’e´quations diffe´rentielles line´aires ou line´aires par
parties. Nous de´montrons ici que celles-ci s’expriment sous la forme d’un produit matrice-
vecteur contraint temporellement sur la re´troaction des e´tats du circuit. Ce qui est entendu
par la contrainte temporelle est l’importance d’actualiser au plus vite les variables du sys-
te`me avant de de´buter un nouveau pas de temps. La me´thode des e´quations d’e´tats retiendra
notre attention surtout pour la mode´lisation des moteurs e´lectriques d’une part, et du fait
qu’elle est au cœur de la librairie SimPowerSystem (SPS) qu’exploite dans ses produits le
partenaire industriel de la pre´sente the`se, la compagnie montre´alaise Opal-RT Technologies.
La me´thode nodale quant a` elle est caracte´rise´e par la simplicite´ de sa formulation (facili-
tant d’autant son automatisation) et sera utilise´e dans notre travail pour la mode´lisation
des re´seaux a` interrupteurs. Nous pre´sentons a` cette fin une re´e´criture des e´quations de la
me´thode nodale pour alle´ger la contrainte sur le chemin de donne´es de nos engins de calcul.
E´tant donne´es les contraintes temporelles susmentionne´es, il est d’usage de pre´-calculer
la solution des e´quations du re´seau ou, dans le cas de circuits a` interrupteurs, les solutions
des diffe´rentes topologies du re´seau que ces interrupteurs induisent. Ce dernier point nous
poussera a` e´tudier des approches permettant de re´duire la quantite´ de me´moire ne´cessaire
a` la simulation sur puce des syste`mes a` l’e´tude. Il motivera e´galement la recherche de solu-
tions permettant de repousser les limites usuelles impose´es aux proble`mes conside´re´s dans
la simulation en temps re´el sur FPGA.
Ainsi, l’imple´mentation mate´rielle d’engins de calcul en virgule flottante implique plu-
sieurs de´fis architecturaux qu’il convient d’e´tudier et d’e´valuer ade´quatement. Les parame`tres
a` conside´rer sont :
1. La taille des ressources reconfigurables disponibles (slices, blocs DSP, blocs RAM) ;
2. La taille de la me´moire embarque´e (blocs RAM) ne´cessaire pour simuler un proble`me
donne´ et la manie`re de l’exploiter ;
3. La latence des ope´rateurs arithme´tiques (MAC/OPS) re´alise´s et leur impact sur la
latence globale des engins de calcul ;
44. L’exactitude des calculs, tant au niveau unitaire des ope´rateurs (MAC/OPS) qu’au
niveau syste`me ;
5. Les techniques de mode´lisation des re´seaux e´lectriques, et plus particulie`rement des
re´seaux a` interrupteurs.
Notre travail de the`se offre diffe´rentes contributions scientifiques que nous pouvons e´nu-
me´rer comme suit :
1. Au domaine de l’arithme´tique des ordinateurs, nous avons contribue´ a` la formula-
tion d’un algorithme de sommation qui est une ge´ne´ralisation de la technique d’auto-
alignement pre´ce´demment publie´e dans la litte´rature. Nous avons a` ce titre simplifie´
son expression et sa re´alisation mate´rielle, e´tabli des crite`res permettant de garantir
la bonne exactitude de ses re´sultats, crite`res que nous avons e´nonce´s en les appuyant
de de´monstrations the´oriques et empiriques.
2. Au domaine de l’arithme´tique des ordinateurs e´galement, nous avons contribue´ a`
l’analyse du format redondant high radix carry-save (HRCS) et a` l’e´tude de son im-
ple´mentation sur FPGA. Nous avons e´galement contribue´ a` de´finir deux nouveaux
ope´rateurs au format HRCS. D’une part, nous avons de´fini un additionneur endo-
morphique, prenant en entre´e deux ope´randes en HRCS et produisant un re´sultat en
HRCS. Ce re´sultat permet de re´aliser des arbres d’additionneurs recevant des nombres
de grande largeur (80 bits par exemple) et de les sommer avec une latence re´duite.
Le second ope´rateur propose´ est un convertisseur HRCS a` format conventionnel qui
permet de convertir un re´sultat en HRCS en un format binaire standard. L’avantage
de cet ope´rateur est qu’il a peu d’impact sur le chemin critique de l’additionneur et
garantit une latence quasi-constante (un a` trois cycles) pour une grande gamme de
largeurs du format des nombres (jusqu’a` 1024 bits).
3. Au domaine de la simulation en temps re´el sur FPGA, nous avons contribue´ en unifiant
l’e´criture des e´quations du re´seau, qu’elles soient exprime´es selon l’analyse nodale ou
les e´quations d’e´tats. Cette re´alisation a permis de formuler une architecture d’engins
de calcul de type SIMD (single instruction, multiple data) faits a` base d’ope´rateurs
MAC et OPS en virgule flottante.
4. Nos contributions au domaine de l’arithme´tique des ordinateurs ont permis de re´aliser
des ope´rateurs arithme´tiques en virgule flottante complexes tels que MAC et OPS qui
sont a` la base des engins de calcul que nous proposons pour la simulation en temps
re´el des e´quations du re´seau.
5. Finalement, nos travaux ont permis la re´alisation d’un engin de calcul versatile per-
mettant de simuler des convertisseurs de puissance de topologie arbitraire avec des pas
5de temps en dec¸a` du 1 µs, tout en admettant des fre´quences de commutations de plu-
sieurs kilohertz. Cette re´alisation a abouti une commercialisation par notre partenaire
industriel.
La pre´sente the`se est organise´e comme suit. Le Chapitre 1 propose une revue de la lit-
te´rature touchant le domaine de la simulation en temps re´el, de la simulation sur FPGA,
des me´thodes de mode´lisation des circuits a` interrupteurs et des techniques rattache´es a`
la repre´sentation en virgule flottante sur FPGA. Le Chapitre 2 s’attaque ensuite a` la pro-
ble´matique de la simulation sur FPGA. Les me´thodes nodales et des e´quations d’e´tats y
sont pre´sente´es, ainsi que les me´thodes propose´es pour re´e´crire leur solution sous la forme
d’un produit matrice-vecteur. L’analyse du partitionnement d’un tel proble`me sur plusieurs
ope´rateurs arithme´tiques est alors de´taille´e, de´montrant le roˆle de l’accumulateur a` un cycle,
celui du MAC et le roˆle primordial joue´ par l’OPS. Le Chapitre 3 traite de la technique
d’auto-alignement (TAA) qui fut propose´e au de´but des anne´es 2000 pour l’accumulation
a` un cycle d’ope´randes en simple pre´cision. Le chapitre en propose une reformulation et
la ge´ne´ralisation de la porte´e algorithmique au format en double pre´cision et aux formats
interme´diaires, tout en identifiant les conditions garantissant la qualite´ de ses re´sultats. Le
Chapitre 4 quant a` lui traite du format HRCS, utilise´ dans notre travail pour imple´men-
ter efficacement la TAA sur FPGA. Le Chapitre 5 exploite les re´sultats des trois chapitres
pre´ce´dents pour imple´menter des engins de calcul destine´s a` la simulation en temps re´el
de circuits a` interrupteurs mode´lise´s au moyen de l’analyse nodale modifie´e et augmente´e
(modified-augmented nodal analysis : MANA). Ce chapitre se termine avec la pre´sentation
d’un engin de calcul versatile permettant de simuler des convertisseurs de topologie arbi-
traire ayant jusqu’a` 24 interrupteurs et qui est actuellement commercialise´ par le partenaire
industriel de cette the`se sous le nom eHS (eHardwareSolver).
6CHAPITRE 1
REVUE DE LITTE´RATURE
1.1 Introduction
La revue de litte´rature pre´sente´e ici tente de faire un point sur l’e´tat de l’art de la si-
mulation des re´seaux e´lectriques sur FPGA. Dans un premier temps, nous traiterons des
techniques de simulation des re´seaux et taˆcherons de relever les spe´cificite´s associe´es a` la
simulation en temps re´el. Il est entendu ici par simulation des re´seaux la simulation de sys-
te`mes aussi varie´s que les moteurs e´lectriques, les convertisseurs de puissance ou les re´seaux
de distribution e´lectriques. Cet examen nous portera a` traiter des techniques de simulation
des re´seaux sur FPGA et des conside´rations qui leur sont propres. Notre revue de litte´ra-
ture portera finalement sur l’emploi de la virgule flottante sur FPGA, ou` nous veillerons a`
faire ressortir les paradigmes e´mergents dans ce domaine, notamment l’utilisation de formats
non standards. Cette revue de litte´rature sera comple´te´e dans les chapitres subse´quents afin
de couvrir plus en de´tail certains sujets plus pointus et de confe´rer au pre´sent chapitre un
caracte`re plus ge´ne´ral.
1.2 Contexte
1.2.1 Simulation des re´seaux e´lectriques
A` partir des anne´es 1930, la simulation des transitoires dans les re´seaux e´lectriques se
fait au moyen des simulateurs analogiques appele´s TNA. Un simulateur TNA est re´alise´ au
moyen de mode`les re´duits du re´seau e´lectrique ou` les lignes de transmissions sont e´mule´es par
des sections en pi. Les TNA sont suffisamment sophistique´s pour permettre l’e´valuation de
sce´narios de court-circuit, de fautes ou de soudaine perte de charge. Un de leurs avantages
majeurs est leur fonctionnement en temps re´el puisqu’il permet une e´valuation rapide de
diffe´rents sce´narios de fonctionnement des syste`mes a` l’e´tude, sans compter la possibilite´ d’y
connecter physiquement des controˆleurs aux fins de leur validation empirique [73, 115].
L’ave´nement des ordinateurs nume´riques et la constante croissance de leurs capacite´s de
calcul fit en sorte que les simulateurs nume´riques ont progressivement supplante´ les TNA
dans la pratique industrielle. L’e´mergence de la simulation nume´rique des re´seaux e´lectriques
est souvent attribue´e a` l’article de Dommel [20] qui appliquait la discre´tisation des e´le´ments a`
l’analyse nodale du re´seau. L’analyse nodale recourt a` la relation courant-tension aux divers
7noeuds du circuit en utilisant la discre´tisation nume´rique des divers composants du circuit.
Du point de vue du circuit, cela e´quivaut a` recourir a` l’e´quivalent Norton de l’ensemble des
composants du re´seau pour ensuite de´terminer les tensions inconnues aux diffe´rents noeuds.
On appelle ge´ne´ralement EMTP (Electromagnetic Transients Program) les logiciels utilisant
les me´thodes nume´riques pour la simulation des re´seaux e´lectriques. De nombreux logiciels
de type EMT existent, un des plus connus e´tant EMTP-RV, de´veloppe´ sous les auspices
d’Hydro-Que´bec sur la base des travaux du Professeur Mahseredjian [72].
Vers la fin des anne´es 1990 et paralle`lement au de´veloppement d’EMTP-RV, Mathworks
commercialisait une boˆıte a` outils Simulink/Matlab appele´e SimPowerSystems (SPS), et
dont le but est la simulation des re´seaux de taille modeste. SPS exploite la repre´sentation
d’e´tats pour la mode´lisation des re´seaux e´lectriques. Le chapitre 2 traitera plus en de´tail de
ces deux me´thodes de mode´lisation des re´seaux et de leur utilisation potentielle sur FPGA.
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Figure 1.1 – Diffe´rence entre la simulation en temps diffe´re´ et la simulation en temps re´el.
1.2.2 Simulation en temps re´el
Un des avantages majeurs des TNA est leur fonctionnement en temps re´el qui permet
d’y adjoindre des controˆleurs physiques. Les me´thodes de simulation nume´riques ne sont pas
force´ment exe´cute´es en temps re´el et peuvent tout autant se concevoir dans le cadre d’une
simulation en temps diffe´re´. Si l’on se fie a` la Figure 1.1, il apparaˆıt qu’une simulation en
temps diffe´re´ produit les e´tats du syste`me a` chaque fois qu’une ite´ration termine, ce qui
signifie que la simulation peut eˆtre soit plus rapide que le temps re´el (cas ou` les calculs ne
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Figure 1.2 – Configuration typique d’un simulateur HIL.
sont pas trop longs), soit plus lente que le temps re´el (cas de charge de calcul importante).
Dans le cas d’une simulation nume´rique en temps re´el, il est admis que le temps de calcul
associe´ a` chaque ite´ration ne doit pas eˆtre plus long que le pas de calcul lui-meˆme. De plus,
le de´but de chaque ite´ration est synchronise´ sur le de´but du pas de calcul.
La simulation nume´rique en temps re´el a connu un essor important durant les dix a`
vingt dernie`res anne´es, c’est-a`-dire depuis l’ave´nement de simulateurs a` base de grappes
d’ordinateurs personnels qui permirent d’en re´duire le couˆt tout en offrant des puissances de
calcul confortables [68, 90]. E´tant donne´ que ce type de simulateurs sert principalement a`
interfacer du mate´riel a` des fins de tests et de validation, les simulateurs en temps re´el sont
souvent appele´s simulateurs HIL (acronyme anglais de Hardware in the Loop). La Figure 1.2
pre´sente la configuration typique d’un simulateur HIL, ou` une station de travail est connecte´e
a` un dispositif sous test (DUT). Le dispositif sous test peut tout autant eˆtre un controˆleur
e´lectronique ou un dispositif de puissance (par exemple un panneau solaire). Le dispositif sous
test est connecte´ au simulateur au travers d’une interface d’isolation ou de conditionnement
de signal.
Les simulateurs HIL sont largement employe´s dans les industries automobile et ae´ro-
spatiale pour valider le bon fonctionnement d’unite´s de controˆle appele´es ECU (Electronic
Control Unit) sur un mode`le mathe´matique du re´seau. L’objectif principal d’une simulation
HIL est la re´duction des couˆts de conception en effectuant des tests sur le prototype re´el
durant son de´veloppement dans des conditions re´alistes d’ope´ration [68, 73]. La simulation
HIL permet e´galement une couverture de test la plus large possible, incluant les cas limites
d’ope´ration qui seraient dangereux voire impossibles a` re´aliser sur du vrai mate´riel (cas de
faute phase-phase sur une des bornes du moteur, par exemple) [24].
91.2.3 Utilite´ des FPGA dans les simulateurs HIL
Durant les dix dernie`res anne´es, les FPGA ont fait leur apparition sur les simulateurs
HIL comme une composante importante. Les FPGA sont adjoints a` ces simulateurs pour
servir divers objectifs :
1. Offrir au mode`le simule´ sur le PUG un acce`s aux entre´es/sorties (E/S), tant analogiques
que nume´riques ;
2. Servir d’interface d’acce`s aux cartes de conversion analogiques (CAN/CNA) du simu-
lateur qui emploient ge´ne´ralement des protocoles de communication se´rielle tel que
SPI ou I2C ;
3. Ge´ne´rer des fonctions spe´cialise´es telle que des sinus, des signaux de re´solveur ou des
signaux de modulation de largeur d’impulsion (MLI) ;
4. De´tection des e´ve´nements inter-pas (gaˆchette de controˆle s’ouvrant ou se refermant au
milieu du pas de calcul) pour les besoins de certaines me´thodes d’interpolation [23].
La litte´rature indique qu’il est aujourd’hui envisageable de de´placer, en tout ou en partie,
la charge de calcul depuis les CPU du simulateur vers le FPGA [75, 84]. Nous discutons a`
la Section 1.4 de cette proble´matique qu’on appellera «la simulation sur puce ».
1.3 Techniques propres a` la simulation en temps re´el
Les contraintes physiques et temporelles auxquelles est soumise la simulation en temps
re´el ne´cessitent certains artifices de mode´lisation qui me´ritent d’eˆtre conside´re´s plus en de´tail.
Cette section propose de revoir les techniques les plus souvent employe´es dans le domaine et
qui nous seront d’une grande utilite´ dans le reste du travail. Ce faisant, la section se propose
e´galement de brosser un portrait de l’e´tat de l’art du domaine.
1.3.1 Re´seaux a` interrupteurs
Il est fre´quent dans la pratique industrielle de conside´rer des re´seaux a` interrupteurs,
notamment dans la mode´lisation des convertisseurs de puissance. Ces re´seaux sont de plus
en plus pre´sents dans le domaine des re´seaux e´lectriques et se retrouvent tout autant dans
les syste`mes a` faible ou moyenne tension que les syste`me a` tre`s haute tension. Un re´seau
commute´ pose des contraintes de simulation du fait que la topologie du re´seau est modifie´e
a` chaque fois qu’un interrupteur change de statut (ouvert/ferme´). Il est ge´ne´ralement admis
que la simulation de re´seaux commute´s peut suivre deux modes distincts : le mode de´taille´
et le mode comportemental [54]. On retrouve le mode de´taille´ dans des logiciels tels que
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SPICE ou EMTP-RV ou` le mode`le de l’interrupteur est une fonction non line´aire analytique
ou line´aire par segments. Ce mode de simulation est tre`s demandant en temps de calcul
et se preˆte mal a` la simulation en temps re´el. Le mode comportemental quant a` lui est
consubstantiel a` la simulation HIL et se caracte´rise par une complexite´ de calcul mode´re´e.
Trois mode`les d’interrupteur produisent use simulation en mode comportemental [54] :
1) le mode`le ide´al ; 2) le mode`le de fonction de commutation ; 3) le mode`le moyen. Dans le
contexte de la simulation en temps re´el, la litte´rature rapporte l’utilisation de chacun de ces
mode`les pour la mode´lisation de circuits d’e´lectroniques de puissance. On rele`vera cepen-
dant que le mode`le moyen ne donne aucune information sur le comportement de´taille´ des
transitoires et s’inte´resse simplement aux niveaux de tension ou de courant correspondant
au fonctionnement au niveau syste`me d’un convertisseur de puissance [95]. Le mode`le de
fonction de commutation permet au contraire d’atteindre un niveau de de´tail suffisamment
appre´ciable, avec souvent un niveau de re´solution de l’ordre de quelques nanosecondes [24].
Ce mode`le est cependant tre`s de´pendant de la topologie du convertisseur, ne conside`re que
des convertisseurs avec un nombre d’interrupteurs modeste (moins de 8 1) et peut difficile-
ment se ge´ne´raliser. Il reste finalement le mode`le ide´al. Ce dernier se traduit soit par un
interrupteur ide´al, soit par une re´sistance binaire (Ron/Roff). Un tel mode`le offre diffe´rents
avantages, notamment de permettre la simulation des cas de faute de court-circuit ou de
circuit ouvert [49]. Cependant, un tel mode`le ne´cessite la reformulation des e´quations du
re´seau pour chaque combinaison des statuts des interrupteurs [25, 110], ce qui implique ge´-
ne´ralement de me´moriser les e´quations de chacune des topologies ainsi induites, limitant de
ce fait le nombre d’interrupteurs a` 6 ou 7. De plus, de`s lors que le circuit inclut des disposi-
tifs a` commutation naturelle (des diodes par exemple), la simulation en temps re´el ne´cessite
que ce mode`le soit adjoint d’une fonction de commutation. Ainsi, le proble`me retourne a` la
restriction du mode`le d’interrupteur a` mode comportemental, soit une limite sur les diffe´-
rentes topologies pouvant eˆtre conside´re´es due a` la ne´cessite´ d’ope´rer une e´tude relativement
e´labore´e des diffe´rents modes de fonctionnement du convertisseur [49].
Au de´but des anne´es 1990, un effort conjoint de deux e´quipes de recherche a abouti a`
la formulation d’un mode`le d’interrupteur qui connaˆıt un regain d’inte´reˆt dans le domaine
de la simulation en temps re´el [45, 47, 94]. Ce mode`le proce`de en deux temps. D’une part,
il choisit de mode´liser l’interrupteur soit comme une petite capacite´ Csw (pour indiquer
que l’interrupteur est ouvert), soit comme une petite inductance Lsw (pour indiquer que
l’interrupteur est ferme´). En choisissant ade´quatement les valeurs de Csw et Lsw, il est possible
d’obtenir des e´quations du re´seau totalement inde´pendantes des statuts des interrupteurs,
apportant ainsi une solution aux limitations de me´moire e´voque´es pre´ce´demment. D’autre
1. Cette limite sera justifie´e au Chapitre 5.
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part, ce mode`le d’interrupteur est accompagne´ d’une re`gle de mise a` jour du statut de
l’interrupteur pour diffe´rents type de semi-conducteurs [94] exprime´e de manie`re relativement
simple puisqu’elle ne de´pend que de la gaˆchette, du statut courant de l’interrupteur et des
signes du courant et de la tension aux bornes du dispositif. Ce mode`le a e´te´ largement utilise´
et constitue l’approche algorithmique principalement adopte´e dans notre travail de the`se. Il
convient cependant de mentionner que cette approche souffre de certaines limitations que
nous aurons soin de conside´rer plus en de´tails au Chapitre 5.
1.3.2 De´couplage du re´seau
Le de´couplage du re´seau est une technique qui consiste a` de´couper le re´seau en deux ou
plusieurs parties dans le but d’atteindre diffe´rents objectifs. D’une part, la charge de calcul
ne´cessaire a` la simulation d’un re´seau complet est souvent supe´rieure a` la charge de calcul
que ne´cessite la simulation de ses multiples sous-re´seaux. Dans le cas d’une simulation en
temps re´el, cet alle`gement de la charge de calcul par le de´coupage du re´seau peut permettre
une re´duction e´ventuelle du pas de temps de la simulation, ame´liorant par conse´quent la
pre´cision de cette dernie`re. D’autre part, le de´couplage simplifie la paralle´lisation du calcul
sur plusieurs processeurs. Le paralle´lisme peut tout autant se conside´rer dans le contexte
de simulateurs a` base de grappes d’ordinateurs que de simulateurs a` base de processeurs
multi-coeurs. Un autre inte´reˆt du de´couplage, dans le cas des re´seaux commute´s tels les
convertisseurs de puissance, provient du fait que le de´couplage du re´seau permet de circons-
crire des sous-ensembles d’interrupteurs et de re´duire la quantite´ de me´moire ne´cessaire pour
conserver les e´quations du re´seau.
Une fois le de´couplage du re´seau obtenu — et en supposant une exe´cution paralle`le de
la simulation —, il est e´tabli que le pas de temps de la simulation est au minimum le pas de
temps le plus lent des pas des sous-re´seaux. De plus, tous les processeurs sont synchronise´s
par un processeur maˆıtre qui se charge de cadencer la simulation [73]. Pour ce faire, il faut
que tous les e´changes d’information entre les processeurs soient conclus avant de de´buter un
nouveau pas de temps. La dure´e de la communication de´pend de la technologie adopte´e :
les communications inter-processeurs au travers d’une me´moire partage´e (aujourd’hui dis-
ponibles sur les ordinateurs de bureau) e´tant plus rapides que celles exploitant des liens de
communication standards telles que PCIe ou Infiniband [90]. Il en ressort que les meilleurs
pas de calcul que l’on puisse observer durant une simulation en temps re´el avoisinent les 2
a` 3 µs 2, mais elles ne sont possibles qu’au moyen d’une me´moire partage´e et excluent la
pre´sence de mate´riel dans la boucle. Aussi, de`s lors qu’on est en pre´sence de signaux E/S
2. Cet e´nonce´ s’appuie sur l’expe´rience que l’auteur a eue avec les outils de simulation de la compagnie
partenaire de la the`se, Opal-RT Technologies.
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Figure 1.3 – De´couplage d’un circuit en deux parties distinctes au travers d’un composant
(a) capacitif ; (b) inductif.
interfac¸ant du mate´riel, la litte´rature rapporte des pas de calcul qui sont de l’ordre de 5 a`
10 µs au mieux [74, 91].
Le de´couplage du re´seau est traditionnellement effectue´ au niveau des lignes de trans-
mission. Dans ce cas, la ligne de transmission joue un roˆle de de´lai que peut re´pliquer
avantageusement le de´lai de la communication [42]. Cette technique est tre`s re´pandue et
couramment utilise´e dans la simulations des re´seaux de transport de l’e´nergie e´lectrique,
mais elle se preˆte plus difficilement aux convertisseurs de puissance que l’on retrouve dans
des re´seaux de moyenne tension.
Une autre technique de de´couplage consiste a` diviser le circuit aux points de variation
lente de la tension ou du courant, c.-a`-d. les capacite´s ou les inductances du circuit [46]. Les
deux parties du circuit de´couple´ retrouvent de part et d’autre l’information relative a` l’autre
moitie´ au moyen d’une source de courant et d’une source de tension, respectivement [49]. Ce
proce´de´ est illustre´ a` la Figure 1.3. Contrairement aux techniques de de´couplage par lignes de
transmission, ce type de de´couplage n’est qu’une approximation du ve´ritable comportement
du re´seau. Des techniques d’interpolation peuvent eˆtre exploite´es pour raffiner le re´sultat [58],
mais elles ne sont envisageables que dans le cas d’une simulation en temps diffe´re´.
La litte´rature rapporte e´galement des techniques de de´chirement du re´seau (network tea-
ring) dites diakoptiques [11]. Des variantes de ces techniques ont e´te´ re´cemment propose´es et
imple´mente´es avec succe`s dans un contexte de simulation en temps re´el [26, 114]. Cependant,
ces techniques sont difficilement envisageables sur FPGA car elles requie`rent l’inversion de
matrices, limitant conside´rablement le pas de calcul de la simulation et le champ d’applica-
tion de la technologie.
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1.4 Simulation sur FPGA
Une des grandes difficulte´s rencontre´es dans la simulation en temps re´el provient de la
non-line´arite´ du re´seau en pre´sence des discontinuite´s dues aux commutations des inter-
rupteurs. Comme nous avons pu le voir a` la Section 1.3.1, diffe´rentes approches existent
pour re´pondre a` cette question. Dans les industries de l’automobile et de l’ae´rospatiale (tre`s
demanderesses de la me´thodologie de prototypage HIL), la simulation en temps re´el des
convertisseurs de puissance ne´cessite des pas de calcul infe´rieurs a` la microseconde. De tels
contraintes temporelles sont dues aux fre´quences de commutations de ces convertisseurs qui
se trouvent dans l’intervalle des 10 kHz a` 200 kHz [38, 123]. Aussi, si l’on se fie aux directives
de bonne pratique admises par la communaute´ scientifique [35], les pas de calcul devraient
eˆtre 10 a` 20 fois plus petits que la pe´riode de la fre´quence de commutation. Cela conduit
a` des pas de calcul dans l’intervalle de 0.25 µs a` 5 µs. Comme nous avons pu le mention-
ner pre´ce´demment, de tels pas de calcul sont inconcevables dans un contexte de simulation
sur CPU. C’est ainsi que les FPGA sont devenus de plus en plus utilise´s dans le domaine de
la simulation HIL, avec des pas de calcul rapporte´s dans l’intervalle 0.1-1 µs [97, 100].
Ainsi, la croissance de la taille des FPGA durant les re´centes anne´es a rendu la simulation
sur puce une solution a` la fois envisageable et attrayante. Elle suscite de ce fait un important
effort de recherche, comme le de´montre la riche litte´rature s’y rapportant [2, 75, 74, 98]. La
me´thode de mode´lisation des interrupteurs a` matrice constante [45, 47, 94] y a trouve´ un
terreau fertile [13, 66, 75, 85] pour des raisons e´videntes de rarete´ de la me´moire embarque´e.
Nous reviendrons a` cette technique avec plus de de´tails au Chapitre 5.
1.4.1 Repre´sentation des nombres re´els sur FPGA
Une des difficulte´s impose´es par la simulation sur FPGA provient de la repre´sentation
des re´els. La repre´sentation en virgule fixe est naturelle dans ce contexte, mais elle impose
des limitations sur les pas de calcul dues a` des raison de quantifications [75]. Il est possible
d’e´viter ces e´cueils en utilisant une approche de mode´lisation sans unite´ (p.u.) [24, 52]. Cette
solution demeure ne´anmoins fastidieuse tant du point de vue de la conception que du point
de vue de l’entretien et du de´verminage. Le format a` virgule flottante offre un potentiel
inte´ressant. Avec la disponibilite´ des ressources mate´rielles sur les FPGA modernes, l’ide´e
de recourir a` la repre´sentation en virgule flottante devient re´aliste. Dans le contexte de la
simulation des re´seaux e´lectriques, on mentionne une telle imple´mentation aussi toˆt qu’en
2004 [52], ou` une approche mixte (combinant virgule flottante et virgule fixe) e´tait utilise´e
pour la simulation d’un moteur d’induction. Aujourd’hui, les exemples d’imple´mentation en
virgule flottante sont le´gion [2, 10, 74, 98], de´montrant l’inte´reˆt pour cette solution.
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1.4.2 Ope´rateurs arithme´tiques en virgule flottante
Afin de comprendre les enjeux porte´s par l’utilisation de la virgule flottante sur FPGA,
nous allons proce´der a` un bref survol des concepts importants qui y pre´valent. Nous au-
rons donc a` cœur de discuter des quelques ge´ne´ralite´s qu’il sied de connaˆıtre, les librairies
d’ope´rateurs a` la disposition du concepteur ainsi que les paradigmes e´mergents.
La repre´sentation des nombres en virgule flottante est une convention qui consiste a`
repre´senter le re´el x par x = (−1)s · 2e ·m, ou` s est le signe de x, m sa mantisse et e son
exposant. En normalisant la mantisse (1 ≤ m < 2), la repre´sentation de x en virgule flottante
devient unique. Le norme du format a` virgule flottante et son utilisation dans les machines
ordine´es sont encadre´s par la norme IEEE-754 [48]. Les architectures des ope´rateurs de base
sont largement couverts dans les ouvrages spe´cialise´s [29, 93]. Ainsi, la norme admet au
moins deux formats pour la repre´sentation binaire de la virgule flottante, soit la simple
pre´cision (8 bits pour l’exposant, 24 bits pour la mantisse) et la double pre´cision (11 bits
pour l’exposant, 53 bits pour la mantisse). La quadruple pre´cision (15 bits d’exposant, 113
bits de mantisse) a re´cemment e´te´ normalise´e dans la re´vision 2008 de la norme [48].
La construction mate´rielle des ope´rateurs en virgule flottante suit le plus souvent le
sche´ma suivant :
1. De´paquetage des diffe´rents e´le´ments (signe, exposant et mantisse) des ope´randes en-
trants vers un format de traitement interne ;
2. Re´alisation de l’algorithme de l’ope´ration requise (addition, multiplication, etc.) ;
3. Empaquetage du re´sultat vers le format standard apre`s normalisation et arrondi.
La re´alisation de l’addition et de la multiplication sont relativement e´vidents. L’imple´-
mentation de la division ou de la racine carre´e requiert plus de soins [1, 63, 67]. La norme
IEEE de l’arithme´tique flottante [48] impose aux ope´rateurs arithme´tiques de base (+, −,
×, ÷) de garantir une erreur absolue infe´rieur a` 1
2
ulp(xfp ⊙ yfp), ou` ⊙ est une ope´ration
arithme´tique de pre´cision infinie, et ou` ulp(·) est la fonction unit in the last place (ulp) [77].
La litte´rature rapporte diverses imple´mentations d’ope´rateurs de base pour la virgule
flottante sur FPGA [53, 57]. Certaines imple´mentations acade´miques sont ainsi librement
distribue´es [15]. Il est aussi possible d’utiliser les librairies commerciales fournies par les
compagnies de FPGA (telles que Xilinx ou Altera) puisqu’elles sont optimise´es pour les
FPGA de leur fabrication. Malheureusement, les librairies commerciales, bien que libres de
droits, ne sont pas ouvertes, et il n’est pas possible de connaˆıtre le de´tail d’imple´mentation
de leur technologie.
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1.4.3 Tendances e´mergentes
L’ide´e qui consiste a` affirmer qu’il est pre´fe´rable de ne pas imple´menter sur FPGA des
ope´rateurs en virgule flottante comple`tement conformes a` la norme de l’IEEE s’impose dans
la litte´rature et dans la pratique industrielle comme une re`gle [14, 60]. On entend par
la` qu’il n’est pas utile, par exemple, d’imple´menter les nombres de´normalise´s 3, puisque la
perte potentielle de pre´cision occasionne´e par ce choix architectural peut eˆtre compense´e par
l’ajout d’un bit supple´mentaire a` l’exposant, et ce au be´ne´fice d’une simplification du circuit.
D’ailleurs, l’utilisation d’ope´rateurs customise´s et d’un format non standard sur FPGA pour
la simulation des re´seaux est une avenue de recherche qui s’est ave´re´e fructueuse [87].
Mentionnons e´galement l’approche de fusion d’ope´rateurs. Il s’agit d’une approche consis-
tant a` optimiser le chemin de donne´es d’une architecture DSP par l’e´limination des e´tages
d’empaquetage et de de´paquetage des ope´rateurs interme´diaires. Cette approche est ac-
tuellement au coeur d’un produit commercial (datapath compiler) en de´veloppement chez
Altera [64, 65]. Kulisch a de´montre´ qu’une telle approche pouvait ame´liorer la pre´cision
globale de l’ope´rateur fusionne´ puisqu’elle e´limine les erreurs d’arrondis interme´diaires [62].
Relevons finalement l’ide´e propose´e par Flynn de changement de base dans l’imple´men-
tation des ope´rateurs en virgule flottante [31, 32] que Jabiripur a re´cemment applique´e avec
succe`s [51]. Cette approche a fait ses preuves dans le domaine de l’imple´mentation des ope´-
rateurs en virgule flottante sur FPGA ou` elle profite des circuit de´die´s a` la propagation de
la retenue [7, 9].
1.4.4 Accumulation en virgule flottante
Une des difficulte´s dans l’utilisation de la virgule flottante pour la simulation en temps re´el
re´side dans la latence importante des ope´rateurs arithme´tiques, et plus particulie`rement celle
de l’additionneur. En effet, la mode´lisation des circuits e´lectriques requiert l’imple´mentation
d’une loi d’inte´gration (la me´thode trape´zo¨ıdale par exemple) qui ne´cessite une accumulation
de plusieurs valeurs re´elles. Or, les additionneurs en virgule flottantes requie`rent plusieurs
cycles ope´ratoires, ce qui exclut d’une certaine fac¸on la re´troaction directe de la sortie de
l’additionneur a` son entre´e telle qu’illustre´e par la Figure 1.4.
Une approche simple consiste a` effectuer l’accumulation en virgule fixe. C’est l’ide´e ex-
ploite´e dans [10, 74] et, de fac¸on plus ge´ne´rale, l’approche promulgue´e par [18]. Ne´anmoins,
la gamme dynamique des nombres en virgule flottante ne peut eˆtre couverte correctement
que si la largeur du registre d’accumulation est suffisamment importante (l’accumulateur
3. Les nombres de´normalise´s permettent d’agrandir l’e´ventail des nombres repre´sente´s en admettant une
mantisse dite de´normalise´e (0 < m < 1) lorsque l’exposant (biaise´) est nul.
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Figure 1.4 – Proble`me pose´ par la latence de l’addition dans l’algorithme d’inte´gration.
dans [10], par exemple, est large de 140 bits), ce qui peut eˆtre pe´nalisant du point de vue de
la performance.
Une autre technique pour re´soudre le proble`me de l’accumulation consiste a` recourir a`
des techniques d’entrelacement des ope´rations par un ordonnancement ade´quat des ope´ra-
tions envoye´es a` un additionneur en virgule flottante. On retrouve cette technique dans le
simulateur de moteur a` inductance dans [52] et plus re´cemment (dans un contexte d’appli-
cation plus ge´ne´ral) dans [43, 44, 108, 124]. Le principal proble`me avec cette approche tient
dans le fait qu’elle est de´pendante de l’application et reste difficile a` employer dans un cadre
ge´ne´ral. La raison est que, si la quantite´ d’ope´rations pouvant eˆtre entrelace´es est infe´rieure
a` la latence de l’additionneur, l’ope´rateur d’accumulation est sous-exploite´.
Une dernie`re technique est celle propose´e dans [69] et adapte´e dans [116] dans la re´ali-
sation d’un multiplieur-accumulateur (MAC). Son principe consiste a` aligner l’ensemble des
mantisses des ope´randes entrants par rapport a` la meˆme limite, suivant les cinq bits supe´-
rieurs de leur exposant. Cette approche a e´te´ imple´mente´e avec succe`s sur FPGA dans [89],
ainsi que par nos soins [82, 83]. Ces travaux sont couverts aux chapitres 3 et 4.
1.5 Conclusion
Ce premier chapitre a permis de faire un tour d’horizon de la litte´rature pertinente a` notre
sujet de recherche, et de pointer vers les avenues que nous avons retenues tout au long de
notre travail. Cette revue a cependant taˆche´ de rester assez ge´ne´rale et sera comple´te´e dans
les chapitres subse´quents lorsqu’un sujet pointu ne´cessitera l’e´clairage scientifique ade´quat.
Ainsi, la litte´rature que nous aurons omise pour des raisons d’alle´gement du texte et de
lisibilite´ sera discute´e dans un contexte plus se´ant et en lui re´servant l’espace ne´cessaire.
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CHAPITRE 2
ANALYSE DU PROBLE`ME
2.1 Introduction
La conception sur FPGA d’un engin de calcul aux fins de la simulation en temps re´el
du re´seau ne´cessite la conception d’un PUS pour la re´solution des e´quations diffe´rentielles
du circuit. De ce qui pre´ce`de, et e´tant donne´es les contraintes temporelles associe´es a` ce
PUS, il convient de conside´rer que : 1) un pre´calcul ade´quat de certaines parties du mode`le
mathe´matique est de mise pour l’atteinte de haute performance, notamment par l’inversion
a priori des e´quations du re´seau ; 2) l’utilisation d’ope´rateurs a` virgule flottante customise´s
et l’utilisation d’un format en virgule flottante non standard offrent une solution e´le´gante
et puissante au proble`me conside´re´ [10, 74] ; 3) la re´gularite´ du calcul est une cle´ essentielle
pour obtenir un paralle´lisme efficace.
Le chapitre qui suit tente de couvrir ces sujets en proposant diffe´rentes analyses des
e´quations du re´seau et une e´tude de la mise en œuvre de ces dernie`res sur FPGA. Aussi,
le chapitre de´bute par une analyse de la manie`re dont les e´quations d’e´tat peuvent eˆtre
re´e´crites a` cette fin avant d’appliquer la meˆme me´thode a` l’analyse nodale du circuit. Le
chapitre propose ensuite une e´tude permettant de caracte´riser l’impact des ope´rateurs sur la
performance d’un engin de calcul pour la re´solution des e´quations en temps re´el, ainsi que de
l’inte´reˆt de disposer d’un ope´rateur de produit scalaire (OPS) qui sera l’objet de discussion
des chapitres 3 et 4.
2.2 E´quations du re´seau
Dans ce travail, nous conside´rons tout autant les e´quations d’e´tats que l’analyse nodale.
Ce choix est dicte´ par le cadre industriel de la the`se et les besoins de la compagnie partenaire.
Dans ce qui suit, nous proposons des me´thodes de re´e´criture des e´quations du re´seau pour
faciliter leur exe´cution sur FPGA. Comme nous le verrons, la re´e´criture des e´quations me`ne
a` un formalisme ou` les deux me´thodes sont confondues. Cette unification des deux me´thodes
de description des e´quations du re´seau nous permettra de nous concentrer sur les ope´rateurs
arithme´tiques ne´cessaires pour la re´solution d’un proble`me de multiplication matrice-vecteur.
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2.2.1 Approche des e´quations d’e´tats
L’approche des e´quations d’e´tat est la me´thode de choix pour les syste`mes e´lectrome´ca-
niques et la mise en œuvre de controˆleurs car elle permet notamment l’analyse des vecteurs
propres du syste`me [40]. Elle consiste en la re´e´criture des e´quations diffe´rentielles du re´seau
(de haut ordre) en un syste`me d’e´quations de premier ordre. L’expression ge´ne´rale d’un
syste`me d’e´tats Σ peut eˆtre exprime´e ainsi :
Σ ≡
{
x˙t = Axt +But
yt = Cxt +Dut
(2.1)
ou` xt, ut et yt sont respectivement les vecteurs d’e´tats, d’entre´e et de sortie du syste`me ; A,
B, C et D sont respectivement les matrices d’e´tats, d’entre´e, de sortie et d’action directe.
D’autres e´critures existent mais nous retiendrons celle-ci puisqu’elle se retrouve telle quelle
dans la librairie SPS exploite´e dans le pre´sent travail. Dans le cas ou` les matrices sont
de´pendantes du temps, le syste`me est dit variant, autrement le syste`me est dit invariant.
Le syste`me d’e´quations Σ peut eˆtre re´solu dans le temps apre`s discre´tisation. Diffe´rentes
techniques de discre´tisation (a` pas fixe, a` pas multiples, explicite ou implicite) existent.
Le choix d’une me´thode plutoˆt qu’une autre de´pend de diffe´rents parame`tres tels que la
stabilite´ et l’exactitude de la me´thode [22]. Dans le contexte de la simulation en temps re´el,
les me´thodes a` pas fixe (telle que la me´thode du trape`ze) sont ge´ne´ralement pre´fe´rables car
elles re´duisent l’effort de calcul. Une pre´cision ade´quate peut eˆtre garantie lors de la mise en
œuvre de me´thodes directes si le pas de calcul est suffisamment petit.
Si le pas de calcul ∆t est substantiellement plus petit que les constantes de temps du
syste`me, x˙t peut eˆtre conside´re´ comme constant par morceaux, de sorte que la me´thode
explicite d’Euler (MEE) puisse eˆtre conside´re´e, ce qui me`ne au syste`me d’e´quations Σ∆tmee :
Σ∆tmee ≡


xn+1 = Adxn +Bdun+1
yn+1 = Cdxn +Ddun+1
Ad = I+∆tA
Bd = ∆tB
Cd = C; Dd = D
(2.2)
ou` I est la matrice identite´, Ad, Bd, Cd et Dd sont respectivement les e´quivalents discrets
des matrices A, B, C et D ; xn, yn et un sont les e´quivalents e´chantillonne´s des vecteurs
continus du syste`me Σ.
La MEE s’imple´mente facilement mais souffre de limites de stabilite´ et d’exactitude [99].
La me´thode du trape`ze est ge´ne´ralement pre´fe´rable car elle est dite A-stable. Elle me`ne a`
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l’approximation Tustin du syste`me donne´e par :
Σ∆ttrape`ze ≡


xn+1 = Adxn +Bdun+1
yn+1 = Cdxn +Ddun+1
Ad = (I− ∆t2 A)−1(I + ∆t2 A)
Bd = (I− ∆t2 A)−1∆tB
Cd = C(I− ∆t2 A)−1
Dd = C(I − ∆t2 A)−1∆tB +D
(2.3)
Ainsi, qu’il s’agisse de la MEE ou de la me´thode du trape`ze, il apparaˆıt que le syste`me
d’e´quations Σ se rame`ne a` un e´quivalent discret qui peut s’exprimer sous la forme compacte
d’une multiplication matrice-vecteur :
[
xn+1
yn
]
=
[
Ad Bd
Cd Dd
][
xn
un
]
(2.4)
On notera a` ce point de la discussion certaines spe´cificite´s de l’emploi de ces e´quations
sur FPGA. D’une part, on constatera que la me´thode du trape`ze ne´cessite l’inversion d’une
matrice puisqu’il faut e´valuer (I − ∆t
2
A)−1. Ceci pose proble`me dans le cas ou` le syste`me
est variant, puisque l’inversion d’une matrice se fait en O(n3). Des versions paralle`les de
l’inversion existent, mais elles s’exe´cutent au mieux en temps O(n3/p) sur p processeurs [36].
Cependant, si le syste`me est invariant, les e´quations discre´tise´es du re´seau peuvent eˆtre
pre´calcule´es, et la me´thode du trape`ze peut alors eˆtre conside´re´e. Le calcul se re´sume dans
ce cas a` une multiplication matrice-vecteur, ce qui est envisageable en O(n2/p) sur une
architecture paralle`le a` p processeurs.
2.2.2 Circuit compagnon discre´tise´
Avant d’aborder l’analyse nodale a` proprement parler, il est utile d’e´voquer le concept
de circuit compagnon discre´tise´. Ce concept est exploite´ dans diffe´rentes formulations des
e´quations du re´seau, dont l’approche du tableau [37], l’analyse nodale [20], l’analyse no-
dale modifie´e (modified-nodal analysis — MNA) [41] ou encore l’analyse nodale modifie´e et
augmente´e (modified-augmented-nodal analysis — MANA) [71, 72].
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Figure 2.1 – E´quivalents Norton (droite) de composants de base (gauche).
Le principe du circuit compagnon discre´tise´ repose sur l’ide´e du remplacement de chaque
composant du circuit par un e´quivalent Norton, et d’assembler ces diffe´rents composants
dans un circuit compagnon dont il convient de de´crire les e´quations du re´seau par une
des me´thodes pre´cite´es. La Figure 2.1 donne une illustration de ce que sont les e´quivalents
discre´tise´s des composants de base, a` savoir la re´sistance, l’inductance et la capacite´.
L’e´quation de la re´sistance est donne´e par la loi d’Ohm et s’exprime sous la forme :
ikm(t) =
1
R
(
vk(t)− vm(t)
)
(2.5)
Sa discre´tisation laisse l’e´quation inchange´e et n’implique aucun terme historique.
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Dans le cas de l’inductance, nous aurons :
dikm(t)
dt
=
1
L
(
vk(t)− vm(t)
)
(2.6)
Il est possible d’utiliser la me´thode du trape`ze et de poser :
ikm(t) = ikm(t−∆t) + ∆t
2L
(
vk(t−∆t)− vm(t−∆t)
)
+
∆t
2L
(
vk(t)− vm(t)
)
(2.7)
Le terme de courant ikm(t−∆t)+ ∆t2L
(
vk(t−∆t)−vm(t−∆t)
)
e´tant associe´ au passe´, on
peut le repre´senter par une source de courant ihist(t−∆t), de sorte a` retrouver l’e´quivalent
Norton de la Figure 2.1 ou` le terme Reff = 2L/∆t
On e´crira alors :
ikm(t) = ihist(t−∆t) +
1
Reff
(
vk(t)− vm(t)
)
(2.8)
Un traitement similaire s’applique au condensateur. Ayant :
ikm(t) = C
d
(
vk(t)− vm(t)
)
dt
(2.9)
la me´thode du trape`ze donne :
ikm(t) =
2C
∆t
(
vk(t)− vm(t)
)
− 2C
∆t
(
vk(t−∆t)− vm(t−∆t)
)
− ikm(t−∆t) (2.10)
L’e´quation 2.10 se traduit facilement sous la forme obtenue en (2.8), de sorte que l’on
retrouve Reff =
∆t
2C
et ihist(t−∆t) = −2C∆t
(
vk(t−∆t)− vm(t−∆t)
)− ikm(t−∆t). Ainsi, le
principe de discre´tisation des composants suivant la me´thode du trape`ze peut se ge´ne´raliser
facilement et non sans e´le´gance a` l’ensemble des composants du re´seau [20].
Tout comme dans l’approche des e´quations d’e´tats, d’autres techniques de discre´tisa-
tion existent et peuvent eˆtre utilise´es. On mentionnera principalement la me´thode implicite
d’Euler (MIE) qui nous sera utile lorsque nous conside´rerons les convertisseurs de puissance,
comme nous le verrons au Chapitre 5. On notera cependant a` ce point de la discussion que,
contrairement a` l’approche des e´quations d’e´tats, l’approche du circuit compagnon proce`de
a` une discre´tisation du circuit au niveau des composants individuels du circuit plutoˆt qu’a`
celle de la matrice continue des e´quations du re´seau.
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2.2.3 Analyse nodale du re´seau
Pour une topologie de re´seau donne´e, et apre`s la phase de discre´tisation de l’ensemble
des composants du circuit, il est possible d’appliquer la loi des nœuds de Kirchhoff au re´seau
afin de le mode´liser sous la forme matricielle :
Gtvt = it + ihist (2.11)
ou`G est une matrice de conductance, it un vecteur contenant les sources de courant externes,
ihist un vecteur contenant les sources de courant constitue´es des termes passe´s et ou` vt est
un vecteur des tensions nodales inconnues. Notons aussi que les sources de tension ide´ales
impliquent des tensions connues dans le vecteur «d’inconnues ». L’e´quation 2.11 peut alors
eˆtre re´e´crite sous la forme :
[
Gii Gic
Gci Gcc
][
vit
vct
]
=
[
iit
ict
]
+
[
ii−p
ic−p
]
(2.12)
ou` l’on se´pare les termes connus (indice c) des termes inconnus (indice i), de sorte que la
solution de vit s’obtient par :
Giivit = iit + iip −Gicvct (2.13)
Cette manipulation alge´brique n’est valable que si les sources de tension posse`dent un
terminal a` la masse. Il est possible de contourner cette limitation par des artifices de mo-
de´lisation (notamment en introduisant des re´sistances ne´gatives [21]). Il n’en demeure pas
moins que la me´thode nodale classique souffre de limitations topologiques qu’ont toutefois
re´ussi a` surmonter la MNA [41] et la MANA [72]. Dans ce travail, nous nous inte´ressons
uniquement aux e´quations MANA.
Dans MANA, les e´quations du re´seau sont augmente´es de sorte a` aboutir a` la forme :
Atxt = bt (2.14)
ou` xt est un vector composite constitue´ des tensions de nœuds et de courants de branches
inconnus. Le vecteur bt contient quant a` lui les tensions connues et les injections de courant
(incluant les termes historiques).
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Plus spe´cifiquement, les e´quations du re´seau s’expriment comme suit [72] :


Y Vc Dc Sc
Vl Vd DVD SVS
Dl DDV Dd SDS
Sl SSV SSD Sd




v
iV
iD
iS

 =


i
vb
db
sb

 (2.15)
ou` les indices l, c et d de´signent respectivement ligne, colonne et diagonale. La matrice
Y est la matrices d’admittance, v est le vecteur des tensions inconnues et i et le vecteur
des injections de courant dans le re´seau, incluant les termes historiques. La sous-matrice
Vl sert a` exprimer les e´quations des sources de tensions. La sous-matrice Dl contient les
e´quations des branches de´pendantes tandis que Sl contient les e´quations des interrupteurs
ide´aux dans le circuit. Les sous-matrices colonnes sont le plus souvent les transpose´es des
matrices lignes (par exemple, Dc = D
T
l ), tandis que les matrices sur la diagonale sont toutes
nulles (excepte´es Y and Sd). Les sous-matrices restantes (VDV, DVD, etc.) sont le plus
souvent nulles aussi.
Comme nous l’avions fait pour les e´quations d’e´tats, nous proposons de reformuler les
e´quations MANA afin d’assurer une exe´cution performante de ces dernie`res sur FPGA. Pour
ce faire, nous de´finissons le vecteur jn contenant tous les termes historiques dans le circuit
compagnon, ainsi que le vecteur un contenant toutes les sources inde´pendantes du re´seau.
On de´finira e´galement le vecteur yn contenant les diffe´rences de tension et les courants de
branche du re´seau utiles a` l’usager durant la simulation. En posant bn = Kc[ jn, un ]
T , ou`
Kc est la matrice de connexion, on trouve :
xn = A
−1
t Kc
[
jn
un
]
(2.16)
En supposant que la matrice MANA est invariante (At ≡ A), il est possible de poser le
syste`me d’e´quations suivant :
[
jn+1
yn
]
=
[
Wjj Wju
Wyj Wyu
][
jn
un
]
(2.17)
Il convient de relever qu’en e´valuant jn+1, l’e´quation 2.17 se trouve a` anticiper les termes
historiques pour le prochain pas de temps de la simulation. Ceci est possible car les termes
historiques jn du pas actuel sont toujours exprime´s par une combinaison line´aire des tensions
aux nœuds (vn−1) et des termes historiques (jn−1) du pas de temps pre´ce´dent.
On rele`vera e´galement que la forme de l’e´quation 2.17 ressemble beaucoup a` celle de
l’e´quation 2.4 que nous avions e´tablie pour les e´quations d’e´tats. Dans le cas de la me´thode
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Figure 2.2 – Esquisse d’engin de calcul pour la simulation des re´seaux.
nodale, les termes historiques sont en quelque sorte les e´tats du circuit (jn ≡ xn). Ce re´sultat
nous outille pour analyser deux me´thodologies de mode´lisation des re´seaux de la meˆme
manie`re. Ce qui vaudra pour l’une vaudra pour la seconde. Aussi, le restant de ce chapitre
se concentrera sur les e´quations d’e´tats pour caracte´riser les parame`tres des engins de calcul
que nous voulons re´aliser. Nous reviendrons au Chapitre 5 a` l’analyse nodale quand il s’agira
de conside´rer la mode´lisation des convertisseurs de puissance au moyen de la mode´lisation
des interrupteurs a` matrice constante [45, 47, 94].
2.3 Caracte´risation des engins de calcul
2.3.1 Esquisse d’une architecture d’engin de calcul
Afin de simuler en temps re´el les e´quations du re´seau, ce qui pre´ce`de a de´montre´ qu’il
convient de re´soudre une e´quation de produit matrice vecteur. Pour ce faire, nous proposons
d’utiliser l’architecture de PUS pre´sente´e a` la Figure 2.2. Cette architecture sera raffine´e et
de´taille´e dans le restant de ce chapitre et les chapitres subse´quents.
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L’engin de calcul 1 que nous proposons — et que nous avons de´cline´ sous plusieurs formes
pour re´soudre avec succe`s maints proble`mes de simulation sur puce [25, 27, 30, 49, 81, 84,
85, 86, 87, 88] — se compose des e´le´ments suivants :
1. Entre´e accueillant le vecteur un ;
2. E´le´ments de me´moire (registres, RAM) servant a` entreposer la matrice (e´quations du
re´seau) et le vecteur (entre´es et e´tats du circuit) qui lui est multiplie´ ;
3. Registres de sortie permettant d’offrir a` l’usager les mesures faites sur le re´seau ;
4. Ope´rateurs arithme´tiques dispose´s en paralle`le constitue´s de MAC ou de OPS ;
5. Unite´ de controˆle permettant de cadencer les se´quences d’ope´rations.
La se´quence des ope´rations cadence´e par l’unite´ de controˆle se traduit par la lecture des
entre´es pour le pas de calcul a` exe´cuter, la lecture en se´quence des valeurs des e´quations du
re´seau et des e´le´ments du vecteur correspondant, la re´e´criture des e´tats du circuit dans les
e´le´ments de me´moire une fois ceux-ci obtenus et l’e´criture en sortie des mesures effectue´es
sur le re´seau pour le meˆme pas de calcul.
Le type d’e´le´ments de me´moire utilise´s pour entreposer les e´quations du re´seau sont
ge´ne´ralement des blocs de me´moire pre´sents dans le FPGA (BRAM). Les BRAM des FPGA
(tels que le Virtex 5 ou le Spartan 3 de Xilinx [118, 119] qui ont e´te´ exploite´s dans le pre´sent
travail) comportent deux ports de lecture et d’e´criture (voir Annexe A). En supposant que
le syste`me conside´re´ est invariant, les BRAM sont alors exploite´es en mode lecture seule
(ROM). Les e´quations du re´seaux sont alors re´parties sur autant de BRAM que ne´cessaire
(ce qui correspond au nombre de MAC ou de OPS).
Le vecteur quant a` lui peut reque´rir diffe´rents types d’e´le´ments de me´moire. Pour de
petits proble`mes (|un|+ |xn| < 20) 2, des registres individuels suffisent. Pour des proble`mes
de taille plus importante, l’utilisation de BRAM peut s’ave´rer utile. On rele`vera toutefois que
les meˆmes valeurs du vecteur sont lues en meˆme temps par les multiples MAC/OPS. Ainsi,
si leur nombre n’est pas excessif, une seule instance de me´moire peut eˆtre utilise´e et sa sortie
achemine´e aux diffe´rents ope´rateurs. Dans le cas ou` le nombre d’ope´rateurs serait plus e´leve´,
il peut valoir la peine de dupliquer l’instance de me´moire pour le meˆme vecteur. Relevons
finalement que pour e´viter d’e´craser une valeur du vecteur d’e´tats par sa valeur actualise´e,
nous utilisons le principe de double tampon. Au premier pas de simulation, l’engin de calcul
lit le tampon #1 et e´crit dans le tampon #2. Au prochain pas de temps, le controˆleur aiguille
1. Nous utilisons les termes PUS et engin de calcul de manie`re interchangeable.
2. On admettra ici que |v| signifie dimension du vecteur v (dim(v)), cette notation ayant e´te´ choisie en
raison de sa simplicite´.
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Figure 2.3 – Ope´rateurs utilise´s par les engins de calcul : (a) MAC ; (b) OPSk.
les lectures depuis le tampon #2 et e´crit dans le tampon #1. L’alternance se poursuit ainsi
tout au long de la simulation.
Les ope´rateurs de la Figure 2.3 illustrent un MAC et un OPS a` k multiplieurs (on e´crira
souvent OPSk). Le MAC est constitue´ d’un multiplieur suivi d’un additionneur boucle´ sur lui
meˆme et dont le but est d’effectuer l’accumulation. L’additionneur dispose d’un me´canisme
permettant d’initialiser l’accumulation illustre´ a` la Figure 2.3 par un multiplexeur. Si ledit
me´canisme ne requiert pas la mise a` ze´ro d’un registre (contrairement a` ce qui se passe
dans l’accumulateur du bloc DSP par exemple [120]), il est possible d’e´pargner un cycle
d’horloge par cycle d’accumulation. Ge´ne´ralement, chaque ope´rateur (MAC ou OPS) re´alise
plusieurs accumulations par pas de calcul. Les multiples cycles d’initialisation ainsi e´pargne´s
permettent alors de re´duire le pas de calcul. L’OPS ressemble au MAC, a` la diffe´rence qu’il
dispose de plusieurs multiplieurs a` son entre´e, suivi d’un circuit de re´duction effectuant la
somme des re´sultats des multiplications que comple`te un accumulateur.
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Qu’il s’agisse du MAC ou de l’OPS, la re´alisation en virgule flottante (VF) des ope´ra-
teurs arithme´tiques peut s’obtenir de deux manie`res principalement : 1) l’utilisation d’ad-
ditionneurs et de multiplieurs e´le´mentaires en VF issus d’une librairie ; 2) l’utilisation d’un
ope´rateur inte´gre´ fait «a` la main». Dans le premier cas, l’inte´reˆt du proce´de´ se justifie par la
facilite´ d’inte´gration des ope´rateurs commerciaux et la garantie d’obtenir un re´sultat fide`le
a` la norme IEEE. cependant, cette approche exclut la possibilite´ d’effectuer l’accumulation
en un cycle et ne´cessite d’entrelacer plusieurs calculs. Cette ne´cessite´ d’entrelacement a ten-
dance a` re´duire l’efficacite´ du paralle´lisme de l’engin de calcul, particulie`rement pour des
proble`mes de petite et de moyenne envergures.
La seconde approche a le de´savantage de ne´cessiter la conception ad hoc d’ope´rateurs
arithme´tiques en VF. Cette taˆche peut s’ave´rer ardue et laborieuse. Surtout elle peut diffici-
lement eˆtre confie´e a` des non spe´cialistes. Ne´anmoins, nos travaux ont permis d’emprunter
cette approche en offrant les be´ne´fices suivants : i) un accumulateur a` un cycle ; ii) des
ope´rateurs de latence re´duite ; iii) une pre´cision supe´rieure ; iv) une garantie d’obtenir une
meilleure qualite´ d’exactitude des calculs ; v) une compacite´ de l’ope´rateur ; vi) un fonction-
nement en haute fre´quence. Le proble`me de l’acce`s a` cette technologie par des non spe´cialistes
peut alors eˆtre garanti par la re´alisation d’un engin de calcul versatile permettant au moyen
d’un logiciel approprie´ de traduire les e´quations du re´seaux en contenu de BRAM, comme
ce sera discute´ au Chapitre 5.
Il convient de relever que l’architecture de la Figure 2.2 ne nous est pas propre. On
la retrouve sous cette forme ou avec de subtiles diffe´rences dans les travaux d’autres cher-
cheurs [10, 66, 74, 75, 97, 98]. Ce qui fait l’originalite´ de notre travail est l’utilisation d’OPS
en VF, ce qui constitue une re´alisation rendue possible graˆce a` la me´thodologie qui sera
e´labore´e aux chapitres 3 et 4.
2.3.2 Impact des se´quences de lecture sur les pas de temps de la simulation
L’analyse que nous pre´sentons ici a e´te´ discute´e dans [81] ou` nous avions propose´ l’im-
ple´mentation sur FPGA d’un mode`le de moteur sans balais. Il s’agissait alors d’utiliser des
ope´rateurs e´le´mentaires (additionneurs/multiplieurs) pour re´aliser un MAC multi-cycles,
c’est-a`-dire un MAC dont la boucle d’accumulation est effectue´e sur plusieurs cycles : c’est
la` la premie`re approche propose´e a` la section pre´ce´dente pour imple´menter un MAC. Dans
l’exemple conside´re´ ici, les matrices Ad, Bd, Cd et Dd ont respectivement une taille de 5×5,
5 × 3, 4 × 5 et 4 × 3,. Ceci signifie que le circuit admet 5 e´tats, rec¸oit 3 entre´es et produit
4 sorties. L’engin de calcul quant a` lui dispose de 3 MAC multi-cycles et effectue l’accumu-
lation en trois cycles. La Figure 2.4 illustre comment les donne´es et les calculs sont re´partis
sur les trois MAC.
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Figure 2.4 – Partitionnement d’un syste`me d’e´tats sur trois MAC.
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Figure 2.5 – Principe d’optimisation dune re´solution multi-MAC.
L’ide´e d’effectuer l’accumulation sur plusieurs cycles en pre´sence d’un additionneur pipe-
line´ a pre´ce´demment e´te´ exploite´e dans [28]. Nous allons montrer dans ce qui suit comment
il est possible d’e´viter certains e´cueils spe´cifiques a` notre formulation du proble`me. Le prin-
cipe de de´part consiste a` lire les e´le´ments de la matrice par colonnes. Puisque le nombre de
lignes assigne´es a` un MAC est exactement e´gal a` la latence de l’accumulateur (cas ide´al de
3 lignes pour 3 cycles par accumulation), les niveaux de pipeline de l’additionneur jouent le
roˆle de me´moire ou` les re´sultats partiels des produits scalaires sont entrepose´s. Une fois que
toutes les lignes ont e´te´ lues, les trois nouveaux re´sultats apparaissent en sortie du MAC
de´cale´s d’un cycle chacun, et apre`s un de´lai e´gal a` la latence total du MAC, comme l’illustre
la Figure 2.5.a.
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Dans le contexte de la simulation en temps re´el, un nouveau cycle de calcul ne peut de´bu-
ter tant que les nouvelles valeurs des e´tats du circuit ne sont pas disponibles. La Figure 2.5.a
illustre la pe´nalite´ subie par le temps de calcul re´sultant d’une lecture des matrices suivant
l’ordre naturel de leur e´criture. La latence du MAC fait en sorte que l’engin de calcul est
oblige´ de subir des cycles de temps mort ou` aucun traitement n’est effectue´. Il est possible de
reme´dier a` cette situation en privile´giant le vecteur un a` xn, comme l’illustre la Figure 2.5.b.
De cette fac¸on, le nouveau cycle de lecture peut de´buter plus toˆt et la latence du MAC
est recouverte par les cycles ou` les donne´es rattache´es a` un (celles des matrices Bd et Dd)
sont lues. Dans l’exemple de la Figure 2.5.b, cette approche fait en sorte que plus aucun
cycle de temps mort n’existe. Ce re´sultat n’est bien entendu pas toujours possible selon le
proble`me rencontre´ et la fac¸on de le traiter (accumulation a` un cycle ou a` plusieurs cycles).
Ne´anmoins, le principe qui consiste a` privile´gier un a` xn s’applique toujours.
2.3.3 Relation entre la taille du mode`le et les ope´rateurs arithme´tiques
Dans cette section, nous discutons de la relation qui existe entre la taille du mode`le a`
re´soudre et le type d’ope´rateurs arithme´tiques utilise´s. La Figure 2.6 pre´sente l’e´volution du
pas de calcul pour diffe´rents tailles de proble`me en fonction du type et du nombre d’ope´-
rateurs utilise´s. Cette analyse posait certaines difficulte´s ne´cessitant les simplifications que
nous allons de´tailler ici. La difficulte´ principale de cette analyse rele`ve du grand nombre
de parame`tres a` conside´rer. D’une part, la matrice des e´quations du re´seau, telle que nous
l’avons de´finie pre´ce´demment, a une taille (|xn|+ |yn|)× (|xn|+ |un|) et de´pend par conse´-
quent de trois parame`tres (|xn|, |yn| et |un|). D’autre part, le pas de temps de´pend du type
d’ope´rateurs (MAC, OPSk) et du nombre (N) de ceux-ci au sein l’architecture de la Fi-
gure 2.2. Il est cependant possible de re´duire conside´rablement le nombre de parame`tres en
tenant compte du fait que le pas de calcul est une fonction monotone ; elle est de´croissante
en fonction des parame`tres de l’engin de calcul, elle est croissante en fonction de la taille du
proble`me. Aussi, pouvons-nous conside´rer, sans perte de ge´ne´ralite´, que |un| = |yn| et que
k = N (OPS1 ≡ MAC). En supposant une horloge de 200 MHz (5 ns) et une latence (l) de
20 cycles par ope´rateur (ce sont la` des hypothe`ses raisonnables comme nous le verrons dans
les chapitres subse´quents), on peut poser l’e´quation de´terminant le pas de calcul (ts) :
ts = 5
(⌈
(|xn|+ |yn|)
N
⌉⌈
(|xn|+ |un|
k
⌉
+ l
)
ns (2.18)
La Figure 2.6 conside`re six tailles de proble`me (8 × 8, 16 × 16, . . . , 256 × 256) et 16
types/nombre d’ope´rateurs (k = N = 1, 2, . . . 16). On vise une limite de pas de calcul de
1 µs pour les raisons e´voque´es au Chapitre 1. Plusieurs conclusions pre´liminaires peuvent
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Figure 2.6 – Pas de calcul fonction du type/nombre d’ope´rateurs OPSk.
eˆtre tire´es de cette e´tude. D’une part, il apparaˆıt que si l’on se limite a` un pas de calcul
de 1 µs, la taille du proble`me ne peut de´passer un certain seuil critique. Ainsi, aucune des
topologies d’engin de calcul conside´re´es n’a permis de passer sous la limite de 1 µs pour un
proble`me de taille 256 × 256. D’autre part, il apparaˆıt que si un seul MAC (k = N = 1)
est utilise´, seuls des proble`mes de tre`s petite taille peuvent eˆtre conside´re´s. On remarquera
e´galement que tous les pas de calcul tendent asymptotiquement vers la limite de 100 ns.
Cette limite re´sulte de la latence de l’ope´rateur (20 × 5 ns = 100 ns). Finalement, on voit
clairement l’inte´reˆt d’exploiter des OPS. Plus ces ope´rateurs sont larges (grandes valeurs de
k), plus l’engin de calcul dispose d’une puissance de calcul a` meˆme de l’aider a` re´soudre des
proble`mes de grande taille.
Afin de quantifier l’inte´reˆt d’utiliser les OPS, nous proposons de conside´rer l’efficacite´ des
engins de calculs selon la taille du proble`me et le type d’OPS conside´re´. L’efficacite´ d’une
architecture paralle`le a` p processeurs est de´finie comme le ratio sur p de l’acce´le´ration obtenue
par ladite architecture [36]. Ici, les acce´le´rations prennent comme re´fe´rence une architecture
a` un seul OPS1. Nous conside´rons dans nos calculs que p est donne´ par p = kN . Cette
e´valuation est raisonnable puisque un OPSk posse`de k fois plus d’additionneurs/multiplieurs
qu’un OPS1. L’acce´le´ration quant a` elle sera le ratio du pas de calcul de l’architecture a` un
OPS1 sur celui d’une architecture a` N OPSk.
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Figure 2.7 – Efficacite´ des ope´rateurs OPSk.
L’efficacite´ (Eff .) d’un engin de calcul est donc donne´e par :
Eff .(N , k) =
ts(1 OPS1)
p · ts(N OPSk) =
ts(1 OPS1)
k ·N · ts(N OPSk) (2.19)
Les re´sultats de cette analyse sont reproduits a` la Figure 2.7, ou` l’efficacite´ (en pourcen-
tage) apparaˆıt en ordonne´e. La Figure 2.7 conside`re les cas ou` k = N afin re´duire le nombre
de parame`tres. Trois tailles de proble`me sont e´tudie´s : 16 × 16, 64 × 64 et 256 × 256. Les
re´sultats pour des tailles interme´diaires peuvent se de´duire par interpolation. La Figure 2.7
montre clairement que l’efficacite´ se de´te´riore avec la re´duction de la taille du proble`me et
l’augmentation de la taille des ope´rateurs. Ainsi, il apparaˆıt que l’efficacite´ de l’engin calcul
de la Figure 2.3 est presque parfaite pour une matrice de taille 256 × 256 pour toutes les
tailles d’ope´rateurs, alors qu’elle devient rapidement sous-efficace pour une petite taille de
matrice. Ce re´sultat est cohe´rent puisque pour un proble`me de petite taille, une architecture
de paralle´lisme excessif est sous utilise´e. Conside´rons plus spe´cifiquement le cas d’une ma-
trice 16× 16 qui serait exe´cute´e sur une architecture a` 16 OPS16. Le paralle´lisme en entre´e
fait qu’un seul cycle d’horloge est ne´cessaire pour effectuer toutes les lectures. Cependant,
l’engin de calcul doit attendre que les re´sultats du calcul soient disponibles avant de passer
au prochain pas de temps. Ainsi, plus la latence de l’ope´rateur est basse, meilleure est l’effi-
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Figure 2.8 – Impact de la latence de l’OPSk sur l’efficacite´ des engins de calcul.
cacite´ de l’engin de calcul. La section suivante propose justement de discuter l’influence de
la latence des ope´rateurs arithme´tiques sur les performances de l’engin de calcul.
2.3.4 Influence de la latence des ope´rateurs
Nous proposons d’e´valuer l’impact de la latence des ope´rateurs arithme´tiques sur les
performances de l’engin de calcul de la Figure 2.3. Pour ce faire, nous conside´rons uniquement
une taille de proble`me de 64× 64 pour laquelle nous faisons varier la taille et le nombre des
ope´rateurs OPS de 1 a` 16 (un OPS1 reste l’architecture de re´fe´rence). La Figure 2.8 pre´sente
l’e´volution de l’efficacite´ de l’architecture pour diffe´rentes latences, allant de 10 a` 50 selon
un incre´ment de 8. Nous avons choisi le spectre le plus large possible afin de donner une
ide´e suffisamment pre´cise de l’e´volution de l’efficacite´. Nous avons e´galement choisi de nous
concentrer sur le cas spe´cifique d’un proble`me 64 × 64 car il est suffisant pour contenir
diverses topologies de convertisseurs de puissance, comme nous le verrons au Chapitre 5.
Il apparaˆıt assez clairement de la Figure 2.8 que l’efficacite´ de l’engin de calcul se de´grade
avec la latence et l’exce`s de paralle´lisme offert. L’explication de ce phe´nome`ne a e´te´ discute´e
pre´ce´demment, et les re´sultats pre´sente´s ici la confirment : plus le paralle´lisme est grand,
plus l’engin de calcul est porte´ a` effectuer toutes les lectures rapidement et a` attendre que
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les re´sultats lui parviennent, dure´e qui correspond a` la latence de l’ope´rateur OPS. Ainsi,
plus le nombre de cycles de lecture est bas, plus la latence tend a` de´grader l’efficacite´ de
l’engin de calcul.
Ne´anmoins, il ne faut pas perdre de vue les re´sultats de la Figure 2.6. L’objectif principal
de l’engin de calcul est de minimiser le temps de calcul. Ainsi le choix du nombre et type
d’ope´rateurs a` adopter est un compromis de conception qui de´pend des topologies de circuit
et des pas de calcul vise´s. Aussi, nous remarquerons que l’efficacite´ d’une architecture a` deux
OPS2 varie entre 85% et 95%, mais elle ne permet d’obtenir un pas sous la barre du 1 µs
que pour de petits proble`mes. Cependant, une architecture a` quatre OPS4 ou a` huit OPS8
permet d’atteindre un pas de calcul infe´rieur a` 1 µs pour une large gamme de proble`mes
bien que leur efficacite´ soit infe´rieure a` celle d’une architecture a` deux OPS2.
2.4 Conclusion
Ce chapitre a re´alise´ une analyse de proble`me portant sur le formalisme de la mode´lisation
des re´seaux selon les e´quations d’e´tats et l’analyse nodale. Il a permis de ce fait d’unifier les
deux me´thodes de mode´lisation et a rendu possible une e´tude du proble`me circonscrite a` une
seule et meˆme formulation, a` savoir celle du produit matrice-vecteur contraint dans le temps.
Cet acquis a ensuite permis d’esquisser une architecture d’engin de calcul fait de MAC/OPS
paralle`les. Le chapitre s’est alors attarde´ a` e´valuer l’impact des diffe´rents parame`tres de
l’architecture (type d’ope´rateurs, latence) sur les performances de l’engin de calcul en termes
de pas de calcul (avec pour objectif de minimiser ce dernier) et l’efficacite´ globale du PUS.
Les Chapitres 3 et 4 vont porter sur les moyens de re´aliser une addition/accumulation a` un
cycle, de sorte a` re´duire la latence globale des OPS et de garantir une bonne exactitude des
re´sultats. Le Chapitre 5 s’attardera quant a` lui sur la manie`re d’exploiter ces ope´rateurs
dans la simulation en temps re´el des re´seaux commute´s.
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CHAPITRE 3
OPE´RATEURS DE SOMMATION EN VIRGULE FLOTTANTE
3.1 Introduction
Les chapitres 1 et 2 ont permis de mettre en e´vidence l’importance de disposer d’ope´ra-
teurs en VF de faible latence et de pouvoir ope´rer des re´ductions de somme de fac¸on compacte
et rapide. Afin de mieux saisir la nature du de´fi que repre´sente l’imple´mentation de tels ope´-
rateurs en mate´riel, nous proposons de faire un bref retour sur les bases de l’addition en VF
dans un premier temps, puis de conside´rer plus ge´ne´ralement le proble`me de la re´duction de
somme et de la possibilite´ de la re´aliser avec la technologie FPGA. Ce chapitre nous per-
mettra donc de de´couvrir comment il est possible de re´aliser en mate´riel un accumulateur en
virgule flottante, c’est-a`-dire un ope´rateur permettant d’effectuer la boucle d’accumulation
en un cycle d’horloge. Les contributions de ce chapitre e´largissent les concepts utilise´s dans
la re´alisation de la fonction d’accumulation aux autres formes d’ope´rateurs ou` la sommation
joue un roˆle important, tels que l’arbre d’additionneurs ou l’OPS.
3.2 Proble´matique
3.2.1 Additionneur en virgule flottante
La Figure 3.1 illustre l’algorithme de base de l’addition en virgule flottante [29]. L’e´tape I
consiste a` calculer la diffe´rence des exposants, de sorte a` permuter les ope´randes a` l’e´tape II
si l’exposant du premier ope´rande est infe´rieur a` l’exposant du second. Ainsi, a` l’e´tape III,
seule la mantisse du second ope´rande est de´cale´e a` droite si les exposants ne sont pas e´gaux.
Ces trois e´tapes sont illustre´es a` la Figure 3.2 a` laquelle nous reviendrons plus loin. Une fois
que les mantisses sont correctement aligne´es, on proce`de a` leur addition ou soustraction a`
l’e´tape IV. Il est a` noter que lors d’une soustraction de nombres de magnitudes relativement
e´gales, la mantisse re´sultant de cette ope´ration peut subir une perte de re´solution. C’est
alors qu’entrent en ligne de compte les e´tapes V et VI qui consistent a` de´tecter le bit le
plus significatif de la mantisse re´sultante et de de´caler a` gauche cette dernie`re aux fins de
normalisation. L’e´tape VII proce`de a` l’arrondi de la mantisse. L’e´tape VIII ajuste l’exposant
en conse´quence afin de refle´ter les modifications apporte´es aux e´tapes V a` VII. L’e´tape IX
traite les cas spe´ciaux de l’arithme´tique flottante, soit Ze´ro, Inf., NaN, etc.
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Figure 3.1 – Algorithme d’addition en virgule flottante.
La Figure 3.2 pre´sente deux exemples d’addition illustrant ces e´tapes. Dans l’exemple 1,
les exposants sont diffe´rents, de sorte que l’exposant non biaise´ du premier ope´rande (ea = 0)
est plus petit que celui du second ope´rande (eb = 3). Les ope´randes sont donc permute´s a` la
phase #2 avant d’eˆtre aligne´s a` la phase #3 puis additionne´s a` la phase #4.
Dans l’exemple 2, on proce`de plutoˆt a` l’addition de deux nombres de signes diffe´rents,
et de magnitudes relativement e´gales. On voit alors qu’a` la phase #2, le re´sultat perd
plusieurs bits de re´solution. La mantisse est par conse´quent de´cale´e a` gauche pour pre´parer
la normalisation a` la phase #3. L’exposant est ajuste´ en conse´quence.
Il est important de comprendre que les de´caleurs variables couˆtent cher en latence et en
ressources logiques. Ainsi, il est impossible de concilier haute fre´quence de fonctionnement
et accumulation a` un cycle si l’addition en virgule flottante suit une lecture stricte de l’algo-
rithme de la Figure 3.1. Afin de re´duire la latence de l’additionneur, il est possible d’utiliser
deux chemins de donne´es paralle`les, l’un effectuant le de´calage de l’e´tape III, le second celui
de l’e´tape VI [107]. Le principe de cette approche provient du fait que les deux e´tapes sont
mutuellement exclusives. Ainsi, la latence de l’additionneur est re´duite au prix d’un peu de
logique supple´mentaire. Cependant, une telle approche ne suffit pas pour offrir une solution
au proble`me de l’addition a` un cycle.
3.2.2 Exactitude de la sommation en virgule flottante
Nous appelons sommation l’ope´ration de re´duction de somme de deux ope´randes ou plus.
La sommation en virgule flottante souffre de proble`mes d’exactitude dus a` l’accumulation
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Figure 3.2 – Exemples d’addition en virgule flottante.
des erreurs d’arrondis des additions successives qui la composent. Plus spe´cifiquement, e´tant
donne´e la non associativite´ de l’addition en VF (il est possible pour trois nombres en VF
avf , bvf et cvf d’obtenir (avf + bvf ) + cvf 6= avf + (bvf + cvf )). En effet, partant du principe
que la norme IEEE de l’arithme´tique flottante [48] impose aux ope´rateurs arithme´tiques
de base (+, −, ×, ÷) de garantir une erreur absolue infe´rieur a` 1
2
ulp(xvf ⊙ yvf ), ou` ⊙ est
une ope´ration arithme´tique de pre´cision infinie, et ou` ulp(·) est la fonction unit in the last
place (ULP!) [77], il devient clair que chaque nouvelle addition ope´re´e dans l’exe´cution de la
sommation vient accroˆıtre l’erreur totale. C’est pourquoi la normeIEEE e´voque l’exactitude
de la sommation (sum) en virgule flottante sans lui imposer de contrainte re´elle :
Sums are computed in a manner that avoids overflow or underflow in the calcu-
lation and the final result is determined from that intermediate result.
Le travail de Higham [39] a permis d’e´tablir une borne supe´rieure a` l’erreur relative
d’une sommation en virgule flottante. En notant SN le re´sultat exact de la sommation de N
nombres flottants xi (1 ≤ i ≤ N) et en notant SˆN son approximation, on obtient :
|SˆN − SN |
SN
≤ (N − 1)u
1− (N − 1)uRN ≡ γ(N−1)RN (3.1)
ou` RN =
∑N
i=1 |xi|/|
∑N
i=1 xi| est le conditionnement de la somme (une grande valeur de RN
indique un mauvais conditionnement) et u = 1
2
ulp(1.0) (u vaut 2−24 en simple pre´cision, 2−53
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en double pre´cision). Si N ≪ 1/u (ce qui est ge´ne´ralement le cas), alors γ(N) ≃ Nu, de sorte
que l’erreur relative soit de l’ordre de Nu fois RN . Il convient de mentionner cependant que
l’e´quation 3.1 ne donne qu’une bonne supe´rieure a` l’erreur relative — une borne pessimiste
par ailleurs puisque l’erreur relative est ge´ne´ralement bien moins importante.
Techniques logicielles pour re´duire l’erreur de la sommation
Il existe diffe´rentes techniques permettant d’ame´liorer l’exactitude d’une sommation. La
plus connue d’entre elles est certainement la technique de Kahan [55], dont l’erreur relative
est borne´e par (2u+O(Nu2))RN , ce qui signifie que la sommation est aussi exacte que si elle
avait e´tait ope´re´e avec une pre´cision double de la pre´cision utilise´e, puis que le re´sultat avait
e´te´ arrondi ”conforme´ment”1 : ainsi si le calcul e´tait re´alise´ en simple pre´cision, le re´sultat
serait aussi exact que si la sommation avait e´te´ ope´re´e en double pre´cision, puis arrondie
conforme´ment a` la simple pre´cision.
Les techniques modernes dites de distillation sont plus e´labore´es que l’algorithme de Ka-
han bien qu’elles en respectent l’esprit. On les appelle techniques de distillation car elles pro-
ce`dent en transformant les ope´randes de de´part pour des ope´randes aux meilleures proprie´te´s.
Ainsi, la distillation substitue les ope´randes yj (1 ≤ j ≤ M) aux ope´randes xi (1 ≤ i ≤ N)
de sorte que
∑N
i=1 xi =
∑M
j=1 yj = SN , tout en veillant a` ce que le conditionnement du nouvel
ensemble d’ope´randes soit meilleur :
∑M
j=1 |yj|/|
∑M
j=1 yj| ≪
∑N
i=1 |xi|/|
∑N
i=1 xi|.
C’est ainsi qu’une K-tuple exactitude est rendue possible au moyen de la technique de
distillation propose´e dans [80] : une K-tuple signifie ici que le re´sultat de la sommation est
aussi exact que s’il avait e´te´ mene´ avecK fois la pre´cision employe´e, puis arrondi a` la pre´cision
de travail (la technique de Kahan offre une K-tuple exactitude, ou` K = 2). L’algorithme
de distillation ultime a par ailleurs e´te´ re´cemment propose´ dans [103], garantissant une
sommation exacte conforme´ment arrondie, c.-a`-d. que l’erreur relative est borne´e par 2u,
inde´pendamment de RN .
Techniques mate´rielles de sommation
Les approches mate´rielles ne souffrent pas des contraintes que subissent les approches
logicielles ou` il n’est possible de faire autrement que d’employer les pre´cisions disponibles sur
la machine. Ainsi, il existe diffe´rentes formes d’ope´rateurs mate´riels de sommation. Certaines
sont conventionnelles tandis que d’autres pre´sentent des originalite´s topologiques assez frap-
pantes. Ainsi, un ope´rateur de sommation peut prendre diffe´rentes formes. Par exemple. il
1. Arrondi conforme est une traduction libre du concept de faithful rounding pre´sente´ dans [103]. A` toutes
fins utile, cela signifie que l’on substitue la contrainte arrondi(x) ≤ 1
2
ulp(x) a` arrondi(x) < 1
2
ulp(x).
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peut se concevoir comme un additionneur a` plusieurs entre´es dans lequel toutes les ope´-
randes sont traite´es simultane´ment [112, 117]. Il peut e´galement se concevoir comme un ac-
cumulateur ou` les ope´randes arrivent se´quentiellement [62, 69, 89]. Il est e´galement possible
de fusionner l’additionneur multi-ope´randes et l’accumulateur afin d’augmenter le de´bit du
sommateur [76, 125]. D’autres approches plus ou moins exotiques sont e´galement rapporte´es
dans la litte´rature [56, 111].
L’exactitude d’une sommation mate´rielle de´pend bien e´videmment de la strate´gie adop-
te´e. Ainsi, il est relativement aise´ d’assurer un re´sultat exactement arrondi au prix d’une
mantisse interne tre`s large [5, 62, 112]. Il est e´galement possible de borner l’erreur par des
approches topologiques. Par exemple, un arbre binaire d’additionneur a une erreur relative
borne´e par γlog2(N)RN [39]. Notre contribution dans cette the`se est une me´thode de somma-
tion mate´rielle inspire´e de la technique dite d’auto-alignement [69, 116] qui se traduit par
une exactitude K-tuple, exprime´e par une logique de controˆle fort simple tout en permettant
la re´alisation d’une accumulation a` un cycle en simple et en double pre´cision.
3.2.3 Accumulation a` un cycle par l’auto-alignement des mantisses
La technique d’auto-alignement (TAA) des mantisses est une me´thode permettant l’ac-
cumulation a` un cycle de nombres en VF [69]. Elle proce`de en minimisant l’interaction entre
la somme en cours et les nouveaux ope´randes en proce´dant a` l’alignement de chaque nouvelle
mantisse par rapport a` un repe`re commun a` toutes les mantisses, repe`re qui sera de´fini par
leur exposant, comme nous allons le voir. La TAA permet par conse´quent d’ope´rer tous les
de´calages des mantisses en dehors de la boucle d’accumulation dont le chemin critique est
par conse´quent re´duit. Une version modifie´e de la TAA, ou` des conside´rations touchant a` la
perte de pre´cision sont traite´es, fut propose´e dans [116]. Des imple´mentations FPGA de la
technique furent propose´es dans [82, 89].
La Figure 3.3 pre´sente les e´tapes principes d’un accumulateur exploitant la TAA. Dans
un premier temps, l’entre´e a est de´paquete´e, c.-a`-d. de´faite de ses parties constituantes :
le signe sa, l’exposant ea de we bits et la mantisse ma de wum bits. La mantisse ma est
alors convertie vers un format signe´ en comple´ment a` 2 puis de´cale´e a` gauche selon la
valeur du nombre forme´ par les l bits les moins significatifs de l’exposant ea. l bits sont
alors tronque´s de l’exposant. Cette e´tape produit un exposant re´duit ei de largeur wre bits
(ei = ea[we − 1 : l], wre = we − l) et une mantisse e´largie mi de wem bits (2l + wum ≤ wem).
A` l’e´tape suivante, les ei et mi conse´cutifs sont accumule´s, produisant une somme cumule´e
exprime´e par un exposant re´duit ef et une mantisse e´largie mf . La dernie`re e´tape de post-
accumulation sert a` convertir le re´sultat du format interne vers un format standard, apre`s
arrondi et normalisation. Dans [116], les auteurs ne conside´raient que la simple pre´cision
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Figure 3.3 – E´tapes principales d’un accumulateur TAA.
(wstdfp = 32) et utilisaient les parame`tres l = 5, wem = 57 et wre = 3. Ces valeurs sont
choisies de fac¸on que wem ≤ 2 l+1 afin de limiter les de´calages a` droite de la mantisse a`
l’inte´rieur de la boucle d’accumulation. Nous verrons a` la Section 3.3 comment nos travaux
ont permis de ge´ne´raliser cette approche de sorte a` permettre l’exploitation de la TAA dans
la re´alisation d’accumulateurs a` double pre´cision, mais aussi dans la re´alisation d’ope´rateurs
ou` l’addition est une ope´ration critique tels que le MAC et l’OPS.
L’imple´mentation de la boucle d’accumulation peut eˆtre obtenue en adoptant le chemin
de donne´es de la Figure 3.4. Nous avons propose´ ce chemin de donne´es dans [82] ou` fut
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Figure 3.4 – Chemin de donne´es de la boucle d’accumulation tel que propose´ dans [82].
Tableau 3.1 – Logique de controˆle de l’accumulateur a` virgule flottante.
Mise a` jour de la mantisse :
m+f ← dd(m+f ) en cas de pre´misse de de´bordement de m+f
ef − ei nil pre´misse de perte de pre´cision autres
≤ −2 mi mi mi
−1 mi mi dd(mf ) +mi
+0 mi mf +mi mf +mi
+1 mi dg(mf ) +mi mf + dd(mi)
+2 mi dg(mf ) + dd(mi) mf
≥ +3 mi mf or dg(mf ) mf
Mise a` jour de l’exposant :
e+f ← e+f + 1 en cas de pre´misse de de´bordement de m+f
ef − ei nil pre´misse de perte de pre´cision autres
≤ −2 ei ei ei
−1 ei ei ef + 1
+0 ei ef ef
+1 ei ef − 1 ef
+2 ei ef − 1 ef
≥ +3 ei ef or ef − 1 ef
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e´galement propose´e la logique de controˆle de´crite a` la Table 3.1. Le cas nil renvoie au cas
ou` l’accumulateur est initialise´ (init = 1) ou le cas ou` mf = 0. La pre´misse de perte de
pre´cision est de´termine´e par le fait que mf posse`de plus que 2
l ze´ros ou uns conse´cutifs a` sa
gauche. Les ope´rateurs dd() et dg() sont respectivement des de´calages de 2l positions vers
la droite et la gauche. Finalement, avant de registrer e+f et m
+
f , il convient de ve´rifier la
pre´misse de de´bordement de m+f . On entend par la` qu’on veut ve´rifier que la valeur de m
+
f
est tellement grande qu’elle risquerait de de´border si on y ajoutait une nouvelle valeur, ce qui
peut eˆtre de´termine´ par le fait que les deux bits les plus significatifs de m+f sont diffe´rents.
Dans un tel cas, e+f est incre´mente´ (e
+
f ← e+f + 1) et m+f est de´cale´ a` droite de 2l positions
(m+f ←dd(m+f )).
Le travail que pre´sente ce chapitre permettra de de´celer des lacunes dans la formulation
classique de la TAA, notamment concernant l’exactitude de ses re´sultats. Aussi aurons nous
proce´de´ en la formalisant de sorte a` mieux pouvoir la ge´ne´raliser et en e´tendre la porte´e a`
d’autres types d’ope´rateurs mate´riels ou` la sommation a un roˆle de´terminant.
3.3 Ge´ne´ralisation de la TAA
La Section 3.2.3 a permis de couvrir la TAA et d’en saisir les limitations potentielles. En
effet, il est apparu que la logique de controˆle repose sur plusieurs ve´rifications effectue´es sur
la mantisse mf et m
+
f (pre´misse de de´bordement, ze´ro et pre´misse de perte de pre´cision).
Comme ces ve´rifications doivent toutes eˆtre re´alise´es en un cycle, il est e´vident que le chemin
critique en est affecte´. Cela est d’autant plus vrai lorsque la double pre´cision est conside´re´e.
Il est possible de reme´dier a` ce proble`me en adoptant la strate´gie que nous avons propose´e
dans [82], et que nous avons formalise´e dans [83].
3.3.1 Le format d’auto-alignement
Nous proposons de ge´ne´raliser la sommation de type TAA en de´finissant un format
d’auto-alignement (FAA) auquel sont associe´s trois parame`tres entiers : l, le nombre de
bits pris de l’exposant standard pour l’auto-alignement de la mantisse ; w, la largeur de la
mantisse e´tendue ; b, une valeur de biais permettant de situer la valeur du re´el repre´sente´ en
TAA. Ainsi, un re´el x exprime´ en TAA(l, w, b) est donne´ par une paire d’entiers (e,m), de
sorte que :
x = m · 22le−b (3.2)
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La Figure 3.5 illustre les diffe´rentes parties d’une mantisse e´tendue en FAA. A` l’extreˆme
gauche, on retrouve ⌈log2(N)⌉ bits dont le roˆle est d’e´viter tout de´bordement durant la som-
mation de N ope´randes. Ces ⌈log2(N)⌉ bits ne repre´sentent pas une limitation dans l’imple´-
mentation d’un accumulateur base´ sur la TAA puisque N peut demeurer e´leve´ (N ≫ 106)
a` un couˆt mate´riel raisonnable. Cette affirmation sera ve´rifie´e a` la Section 4.4.4. Suivent
ensuite 2l − 1 bits bits permettant de contenir les de´calages potentiels que subit la man-
tisse durant l’auto-alignement. On trouvera a` leur droite wsm bits permettant d’accueillir la
mantisse signe´e du format standard. Ainsi, wsm vaut 25 en simple pre´cision et 54 en double
pre´cision. Finalement, g bits de garde se retrouvent a` l’extreˆme droite de la mantisse e´tendue
afin d’assurer l’exactitude K-tuple, comme nous allons le de´montrer ci-apre`s.
bits de 
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mantisse standard signée
décalages 
à gauche
bits supp.
gwsm2
l−1log2(N)
w
Figure 3.5 – Composition de la mantisse e´largie en FAA.
Contrairement a` ce que nous avions vu jusqu’ici, w n’est plus limite´e a` 2l+1 bits. Rap-
pelons que cette limitation e´tait impose´e dans la formulation originale afin de re´duire le
nombre de de´calages a` granularite´ large a` deux potentialite´s. Il convient de mentionner que
le FAA ne ne´cessite pas une mantisse normalise´e, ce qui en fait un format redondant de`s
lors que w > 2l. Ainsi, chaque re´el admet ⌈w/2l⌉ repre´sentations redondantes dans FAA.
Par exemple, x = 10.78125 peut eˆtre repre´sente´ des diffe´rentes manie`res suivantes :
x = 10.78125 = 1.34765625 · 23 = 690 · 2-6
= (690) · 2(24)(9)-150 ≡ (9, 690)FAA(4, 64, 150)
≡ (9, 0x0000 0000 0000 02B2)FAA(4, 64, 150)
≡ (8, 0x0000 0000 02B2 0000)FAA(4, 64, 150)
≡ (7, 0x0000 02B2 0000 0000)FAA(4, 64, 150)
≡ (6, 0x02B2 0000 0000 0000)FAA(4, 64, 150)
(3.3)
Il importe de relever que la valeur du biais b s’obtient par b = 23 + 127 = 150, ou` 23 est
le nombre de bits fractionnaires dans la mantisse standard de la simple pre´cision (qui a servi
dans l’expression de 690) et 127 est le biais de la meˆme pre´cision. Ici nous avons une mantisse
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de w = 64 bits, de sorte que l’on obtient ⌈w/2l⌉ = 64/24 = 4 repre´sentations redondantes
de la meˆme quantite´. Nous le verrons plus loin, cette redondance complexifie l’e´valuation de
l’erreur de la sommation suivant la TAA puisque, selon la position du premier bit actif de
poids fort dans la mantisse, le bit de poids faible aura un poids diffe´rent au regard de l’ulp
de la pre´cision de travail.
Cette proble´matique nous porte a` de´finir le concept de FAA premier. Un re´el est exprime´
en FAA premier si le premier bit actif de poids fort (position ou` l’extension de signe de´bute
dans la mantisse e´largie) se trouve dans l’intervalle de positions wsm + g − 1 a` wsm + g+ 2l,
tel qu’indique´ a` la Figure 3.6.
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w
1 bit
intervalle où se situe le bit 
actif de poids fort lorsque 
la mantisse est en FAA premier 
Figure 3.6 – Position du bit de poids fort dans le FAA premier.
3.3.2 Sommation de type TAA d’exactitude K-tuple
L’Algorithme 1 pre´sente notre formulation d’une addition de type TAA. La normalisation
et l’arrondi peuvent eˆtre effectue´s sur le re´sultat pour respecter les exigences de l’encodage
binaire du standard IEEE 754. Cet algorithme a la qualite´ d’une expression concise qui en
simplifie la logique de controˆle. Il peut eˆtre utilise´ dans l’imple´mentation d’un accumulateur
ou d’un additionneur multi-ope´randes.
Algorithme 1 s← SafSum(x, y)
Entre´es : x ≡ (ex, mx) et y ≡ (ey, my)
Sortie : s ≡ (es, ms)
es ← max(ex, ey)
qx ← es − ex
qy ← es − ey
ms ← (mx ≫ (qx · 2l)) + (my ≫ (qy · 2l))
Retourne s
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L’imple´mentation d’un accumulateur est illustre´e a` la Figure 3.7.a, tandis que celle d’un
additionneur multi-ope´randes est donne´e a` la Figure 3.7.b. Les me´canismes des deux ope´ra-
teurs sont similaires, a` l’exception que l’accumulateur traite les ope´randes de manie`re se´rielle,
tandis que l’additionneur multi-ope´rande traite toutes les ope´randes d’un coup. Ainsi, l’addi-
tionneur multi-ope´randes est plus susceptible aux erreurs de troncature puisque celles-ci sont
simultane´es. C’est pourquoi nous avons mene´ l’estimation de l’erreur en supposant qu’elle
est re´alise´e par un additionneur multi-ope´randes a` N entre´es. Il en re´sulte qu’avant la nor-
malisation et l’arrondi, la sommation admet une borne supe´rieure de son erreur absolue
exprime´e par :
|SˆN − SN | ≤ (N − 1)u2−g Nmax
i=1
|xi|
≤ (N − 1)u2−g
N∑
i=1
|xi|
(3.4)
ou` u = 1
2
ulp(1.0) dans la pre´cision de travail. L’e´quation 3.4 s’obtient par le raisonnement
suivant. Les erreurs de la sommation TAA s’obtiennent des diffe´rents de´calages a` grain large
de la mantisse e´tendue. Par conse´quent, la plus grande erreur absolue s’obtient dans le cas
ou` toutes les mantisses sont comple`tement de´cale´es a` droite, excepte´ pour l’une d’elle.
45
Ainsi, apre`s normalisation et arrondi, l’erreur relative se trouve borne´e par :
|SˆN − SN |
|Sn| ≤ (2u+ (N − 1)u2
−g)
∑N
i=1 |xi|
|∑Ni=1 xi|
≤ (2u+O(NuK))RN
(3.5)
en autant que log2(1/u)(K−1) ≤ g < log2(1/u)K et que tous les ope´randes soient exprime´s
en FAA premier. En ve´rite´, ce re´sultat est intuitif. Supposons que la pre´cision de travail est
la simple pre´cision. Il en re´sulte que u = 0.5ulp(1.0) = 2−24. En ayant g bits de garde a`
la droite de la mantisse FAA tels que 24(K − 1) ≤ g < 24K, on s’assure une exactitude
K-tuple de la pre´cision de travail. Ainsi, si l’on admet g = 24 bits de garde, on s’assure une
exactitude de double pre´cision (K = 2). Il apparaˆıt donc bien que l’Algorithme 1 assure une
sommation aussi pre´cise que si elle e´tait effectue´e en K-tuple pre´cision et que le re´sultat
e´tait arrondi conforme´ment vers la pre´cision de travail.
3.4 Re´sultats
3.4.1 Exactitude de l’accumulation de type TAA
Il est faux de croire qu’une mantisse interne large suffit a` garantir la bonne exactitude
du re´sultat de la sommation. Cette dernie`re est plutoˆt assure´e par l’algorithme de somma-
tion employe´. C’est ce que nous de´montrons ici. Pour ce faire, nous avons utilise´ des tests
nume´riques connus que rapporte la litte´rature [39, 78] sur un ensemble d’accumulateurs de
type TAA et que re´sume le Tableau 3.2. Deux approches y sont exploite´es.
Tableau 3.2 – Architectures mate´rielles utilise´es pour les tests nume´riques.
Architecture Bits de garde (g) TAA : (l,w,b) N
TAA original 0 (5, 64, 150) ∞
TAA K-tuple 0 (3, 48, 150) 216
TAA K-tuple 8 (3, 56, 158) 216
TAA K-tuple 16 (3, 64, 166) 216
TAA K-tuple 24 (3, 72, 174) 216
1. La premie`re approche est celle de l’accumulateur de [116], utilisant une mantisse interne
de 64 bits et le chemin de donne´es de la Figure 3.4 ;
2. La seconde approche est un accumulateur de type TAA d’exactitude K-tuple de la
Figure 3.7.a. L’accumulateur est conc¸u de sorte a` pouvoir accepter une se´quence
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de N = 216 ope´randes au plus. Nous avons conside´re´ diffe´rentes valeurs de g, soit
g = 0, 8, 16 et 24.
Les tests nume´riques ont e´te´ mene´s en suivant la me´thodologie suivante :
– Les ope´rateurs teste´s ont e´te´ conc¸us en utilisant la boˆıte a` outils System Generator de
Xilinx. Il s’agit d’un outil permettant d’effectuer une simulation dans l’environnement
Matlab/Simulink pre´cis au coup d’horloge et au bit pre`s. Tous les ope´rateurs ont e´te´
conc¸us pour travailler en simple pre´cision, de sorte a` pouvoir effectuer une e´valuation
pre´cise de l’erreur en double pre´cision.
– Les erreurs relatives et le conditionnement sont e´value´s tout au long de la se´quence de
sommation, c.-a`-d. pour toutes les sous se´quences initiales, et ce du de´but a` la fin de
la se´quence de sommation.
– Le re´sultat exact de la sommation est e´value´ en employant la double pre´cision en
utilisant la routine FastAccSum [102] qui est une version acce´le´re´e de l’algorithme de
distillation ultime pre´sente´ dans [103]. La routine FastAccSum est librement distribue´e
avec le logiciel INTLAB [101].
– Les erreurs sont e´value´es avant normalisation et arrondi, c.-a`-d. sur le re´sultat en FAA.
Le premier test nume´rique conside`re la somme d’une se´quence de 64 000 valeurs ale´atoires
issues d’une distribution normale centre´e re´duite. Ce test permet d’e´valuer la performance
de l’accumulateur dans une situation typique. La Figure 3.8.a pre´sente l’e´volution du condi-
tionnement de la sommation tout au long de la se´quence d’entre´e ou` il apparaˆıt clairement
que la valeur de RN est en ge´ne´ral dans l’intervalle 10
2 − 104. Ceci signifie que la somma-
tion est plutoˆt bien conditionne´e. Le trait fin noir de la Figure 3.8.b pre´sente l’e´volution
de l’erreur relative des re´sultats produits par l’accumulateur de type TAA original [116]. La
meˆme figure indique e´galement comment ces re´sultats se comparent a` ceux d’une sommation
re´alise´e en simple pre´cision par une simple boucle for (trait gras de gris clair) ainsi que que
ceux de la meˆme sommation re´alise´e en double pre´cision par une simple boucle for (trait
gras de gris fonce´). Lorsque l’erreur absolue est 0.0, nous avons volontairement force´ l’erreur
relative a` 10−20 pour simplifier l’affichage sur l’e´chelle logarithmique.
Ce premier test montre que la double pre´cision permet d’obtenir un calcul parfaitement
exact puisque l’erreur relative est maintenue a` un niveau plancher. L’accumulateur original
de type TAA produit des re´sultats qui sont proches de l’arithme´tique en simple pre´cision,
parfois meilleurs, parfois moins bons. Il est ainsi de´montre´ qu’une mantisse large ne suffit
pas a` garantir l’exactitude des re´sultats, mais aussi que la formulation originale donne´e
dans [116] pre´sente certaines lacunes.
La Figure 3.8.c pre´sente les erreurs relatives des re´sultats produits par les accumulateurs
de type TAA d’exactitude K-tuple, et ce pour les diffe´rentes valeurs de g conside´re´es. Il
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Figure 3.8 – Erreurs relatives et conditionnement d’une se´quence de valeurs tire´es de la
distribution normale centre´e re´duite.
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Figure 3.9 – Erreurs relatives et conditionnement d’une se´quence de valeurs tire´es de la se´rie
de Taylor de e−x pour x = 2pi.
apparaˆıt ici que l’erreur relative baisse conside´rablement quand croˆıt g. Lorsque g = 0,
les re´sultats sont moins pre´cis que ceux de la simple pre´cision. Par contre, l’erreur relative
est de´ja` appre´ciable pour g = 8 (K = 1.33) puisque l’erreur relative se trouve alors dans
l’intervalle 10−10 to 10−9. Pour g = 16, le re´sultat est exact au de´but de l’accumulation, puis
l’erreur relative remonte vers 10−15. Pour g = 24, les re´sultats produits sont parfaitement
exacts.
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La seconde expe´rience prend en entre´e les 70 premiers termes issus de la se´rie de Taylor
autour de l’origine de la fonction e−x, e´value´s pour x = 2pi. Il s’agit la` d’un exemple clas-
sique d’une sommation de type perte de pre´cision catastrophique (catastrophic cancellation),
comme l’illustre parfaitement la Figure 3.9.a ou` l’on voit la progression du conditionnement
du proble`me : RN atteint rapidement des valeurs tre`s grandes qui de´passent les 10
5, ce qui
indique un tre`s mauvais conditionnement. Il est d’usage de ne conside´rer que les 40 premiers
termes de la suite. Nous avons choisi les 70 premiers termes pour illustrer qu’au dela` des 40
premiers termes, la double pre´cision ne suffit plus a` garantir un re´sulta exact.
Il apparaˆıt aux Figures 3.9.b et 3.9.c que la double pre´cision ne suffit plus pour obtenir
des re´sultats parfaitement exacts. De plus, on constate a` la Figure 3.9.b que l’accumulateur
de type TAA original produit des re´sultats parfaitement exacts jusqu’a` l’ite´ration i = 25,
moment a` partir duquel une erreur relative de l’ordre de 10−13 apparaˆıt. Ce re´sultat s’explique
par le fait que cet ope´rateur a e´te´ conc¸u pour re´soudre le proble`me de cancellation. Les
erreurs relatives des accumulateurs de type TAA que nous avons propose´s sont quant a`
elles pre´sente´es a` la Figure 3.9.c. On voit que les accumulateurs produisent des re´sultats
parfaitement exact jusqu’a` i = 15 a` i = 25 (suivant la valeur de g), moment a` partir duquel
les re´sultats pre´sentent une erreur relative non nulle qui est de plus en plus petite au fur et
a` mesure que g croˆıt — le meilleur re´sultat e´tant obtenu pour g = 24 ou` l’erreur relative est
de l’ordre de 10−11.
3.4.2 Ope´rateurs de type TAA
Pour qu’un ope´rateur exploitant notre formulation de la TAA produise des re´sultats suffi-
samment exacts, il convient de disposer de mantisses larges. De larges mantisses ont tendance
a` ralentir la cadence de l’ope´rateur, surtout si l’accumulation doit se faire en un cycle et que
l’addition ne peut eˆtre pipeline´e. Nous couvrons au Chapitre 4 l’approche propose´e pour
re´soudre ce proble`me. En attendant, nous reproduisons ici des re´sultats d’imple´mentation
d’ope´rateurs de type TAA rapporte´s dans [85] qui permettent d’en appre´cier la compacite´.
Pour cette expe´rience, nous avons re´alise´ les ope´rateurs arithme´tiques suivants : un MAC,
un OPS2 et un OPS4. Dans un premier temps, l’ope´rateur est ge´ne´re´ en utilisant des noyaux
fournis par l’outil CoreGen de Xilinx (additionneurs et multiplieurs en VF). Ces ope´rateurs
arithme´tiques ont e´te´ ge´ne´re´s avec une latence de 4 cycles par ope´ration, de sorte a` pouvoir
atteindre une fre´quence de fonctionnement de 200 MHz au moins. Dans un second temps,
nous avons produit les meˆmes ope´rateurs en utilisant la TAA pour effectuer toutes les addi-
tions voulues. Bien entendu, en utilisant la TAA, l’accumulation s’effectue en un cycle. Tous
ces ope´rateurs utilisent un FAA(48, 3, 160). Tous les ope´rateurs produits ont e´te´ synthe´ti-
se´s puis imple´mente´s en visant le FPGA Virtex 5 XC5VSX50T-3C [119] avec une contrainte
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Tableau 3.3 – Occupation de surface et performance d’ope´rateurs a` virgule flottante imple´-
mente´s sur un FPGA Virtex 5 (XC5VSX50T-3C [119]) de Xilinx.
Noyaux commerciaux TAA
Me´triques add. mult. MAC OPS2 OPS4 MAC OPS2 OPS4
Latence 4 4 8 12 16 8 9 10
Tranches 210 45 269 321 848 218 284 440
Registres 288 94 383 765 1,529 332 525 912
LUT 493 95 621 1,198 2,378 568 783 1,239
Blocs DSP 0 2 2 4 8 2 4 8
Pe´riode min. de clk (ns) 4.970 3.153 4.819 4.855 4.928 4.925 4.827 4.934
Fre´q. max. de clk (MHz) 201.2 317.1 207.5 205.9 202.9 203.0 207.1 202.6
d’horloge de 5 ns, ce qui e´quivaut a` une fre´quence d’horloge de 200 MHz. Tous les ope´rateurs
ont e´te´ synthe´tise´s et imple´mente´s en utilisant la version 10.1 du logiciel ISE de Xilinx.
Le Tableau 3.3 pre´sente l’occupation de surface et la performance en vitesse des ope´ra-
teurs. Il y apparaˆıt clairement que les ope´rateurs de type TAA occupent moins de surface
que leurs e´quivalents fait de noyaux commerciaux. Il en est de meˆme pour les latences qui
sont aussi importantes ou e´gales a` celles obtenues avec les noyaux commerciaux. Dans le cas
de l’OPS2, on constate que l’ope´rateur de type TAA est plus compact que son e´quivalent
commercial d’environs 11 %. Il l’est de 49 % dans le cas de l’OPS4. Il convient de relever que
la grande puissance de calcul de ce dernier ope´rateur est deux fois supe´rieure a` celle d’un
OPS2, quatre fois supe´rieure a` celle d’un MAC.
3.5 Conclusion
Ce chapitre a permis de conside´rer en profondeur la proble´matique de la sommation
en virgule flottante, de mesurer l’e´tat de l’art sur le sujet et d’appre´cier ade´quatement les
contributions que le travail de the`se a permis d’apporter. Nous avons ainsi montre´ les limites
de la formulation de la TAA originale que proposait la litte´rature, e´largi son applicabilite´
et de´montre´ formellement et empiriquement la qualite´ des calculs que de tels ope´rateurs
permettent d’obtenir. Nous avons aussi pu mesurer la compacite´ des ope´rateurs ainsi conc¸us.
Le chapitre suivant portera sur la possibilite´ d’employer des mantisses tre`s larges dans de
tels ope´rateurs sans pour autant en compromettre les performances en fre´quence.
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CHAPITRE 4
UN SYSTE`ME REDONDANT POUR L’ADDITION RAPIDE DE
MANTISSES LARGES
4.1 Introduction
Le chapitre 3 a de´montre´ le roˆle joue´ par la largeur des mantisses dans l’exactitude des
calculs effectue´s au moyen de l’algorithme ge´ne´ralise´ d’auto-alignement. Notre objectif est
d’eˆtre en mesure d’effectuer l’addition de mantisses larges en un cycle et a` haute fre´quence.
L’addition en un cycle, comme nous avons pu le voir pre´ce´demment, a le me´rite de permettre
l’imple´mentation d’accumulateurs. De ce fait, et du fait de la haute fre´quence d’ope´ration
vise´e, nous tentons d’ame´liorer les performances des engins de calculs que nous voulons de´-
velopper dans ce travail de recherche, et ce sans en compromettre l’exactitude des re´sultats.
Or, la performance des additionneurs est inversement proportionnelle a` la largeur des ope´-
randes. C’est pourquoi la solution retenue pour atteindre notre objectif exploite le concept
d’additionneurs a` temps constant, dont le principe repose sur la repre´sentation redondante
des nombres.
Ce chapitre traite de cette question en trois temps. Dans un premier temps, la proble´-
matique du chemin critique de l’additionneur est introduite, le principe de la repre´sentation
redondante comme solution au proble`me est pre´sente´ et la solution retenue pour notre tra-
vail brie`vement justifie´e. Dans un second temps, le syste`me redondant choisi est plus for-
mellement de´fini, ses ope´rateurs e´tudie´s et les contributions de notre travail de recherche
pre´sente´es, soit i) un additionneur redondant endomorphique et ii) un convertisseur redon-
dant a` format conventionnel. Le troisie`me et dernier temps de ce chapitre consiste a` e´valuer
empiriquement les performances de nos ope´rateurs sur FPGA.
4.2 Proble´matique
4.2.1 Chemin critique de l’additionneur
L’additionneur a` propagation de retenue (APR) — ripple carry adder (RCA) en anglais
— est un ope´rateur mate´riel dont la fonction est d’additionner deux nombres entiers. Il est
construit suivant une conception dite ite´rative qui exploite une cellule appele´e additionneur
complet, full adder (FA) en anglais. Un additionneur complet permet d’additionner trois
bits : deux bits ope´randes et un bit de retenue. En retour, la cellule produit un bit de somme
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Figure 4.1 – Additionneur construit en chaˆınant plusieurs cellules d’additionneurs complets.
et un bit de retenue de poids supe´rieur. Les cellules sont connecte´es les unes aux autres
au moyen des bits de retenue, formant ainsi ce qu’on appelle une chaˆıne de retenues, tel
qu’illustre´ a` la Figure 4.1 ou` est conside´re´ un RCA a` n bits.
La rapidite´ d’un RCA de´pend de la longueur de la chaˆıne de retenues, et par conse´quent
du nombre de bits des ope´randes. La fre´quence d’ope´ration maximale de l’additionneur est
par conse´quent inversement proportionnelle a` la largeur des ope´randes. L’additionneur e´tant
un circuit de grande utilite´ pour les syste`mes nume´riques, les FPGA disposent de chaˆınes de
retenues grave´es en dur (voir Figure 4.2) dont le but est d’une part de limiter l’utilisation de
la logique reconfigurable dans la re´alisation des additionneurs, et d’autre part d’en ame´liorer
les performances. Ainsi, les FPGA modernes (tels que le Virtex 5 de Xilinx) sont en mesure
de re´aliser des additions sur des ope´randes a` 64 bits a` une fre´quence de plus de 400 MHz [12].
4.2.2 L’addition redondante
Il existe diffe´rentes strate´gies pour re´duire le chemin critique d’un additionneur, les plus
connues e´tant probablement celles du circuit a` anticipation de retenue (carry-lookahead ad-
der) et du circuit a` se´lection de retenue (carry-select adder) [29]. Au de´but des anne´es 1960,
Algirdas Avizienis propose un syste`me de repre´sentation des nombres qui permet d’effectuer
l’addition d’entiers en temps constant (c.-a`-d. inde´pendamment de n) en exploitant la re-
dondance de la repre´sentation des nombres [3]. Pour ce faire, l’ensemble des chiffres utilise´s
est e´largi de sorte a` enrichir les repre´sentations possibles d’une meˆme quantite´. Par exemple,
en admettant l’ensemble de chiffres {−1, 0, 1} ≡ {1¯, 0, 1} et une repre´sentation a` quatre
chiffres, il est possible de repre´senter la valeur +3 de cinq manie`res diffe´rentes : 0011, 0101¯,
011¯1, 11¯01¯ et 11¯1¯1.
Les codes redondants sont abondamment utilise´s dans la pratique : on les retrouve par
exemple dans la re´alisation des multiplieurs signe´s [8]. Au de´but des anne´es 1990, Behrooz
Parhami sugge`re une ge´ne´ralisation du concept de repre´sentation redondante des nombres
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et e´tablit pour ce faire une classification et une taxonomie des syste`mes de nume´ration posi-
tionnels [92]. Cette classification identifie deux types distincts d’ensembles de chiffres : 1) les
ensembles de chiffres positifs dits a` sauvegarde de retenues, carry-save (CS) en anglais ; et
2) ensembles de chiffres signe´s, signed-digit (SD) en anglais, dont l’exemple utilise´ pre´ce´-
demment (c.-a`-d. {1¯, 0, 1}) fait partie. Il a e´te´ e´tabli que ces deux types d’ensembles sont
the´oriquement e´quivalents du point de vue mate´riel, affichant des proprie´te´s communes en
termes d’occupation de surface et de consommation de puissance [79]. Il convient cependant
de relever une particularite´ des syste`mes de type CS puisque ces derniers admettent une
re´alisation mate´rielle employant des blocs standards de l’additionneur binaire, notamment
la cellule FA et des RCA [59, 113, 50], ce qui n’est pas le cas des syste`mes de type SD.
4.2.3 Additionneurs a` virgule flottante avec syste`me redondant
Les circuits arithme´tiques a` virgule flottante utilisent la repre´sentation redondante pour
acce´le´rer ses multiples sous-ope´rations. C’est la` une me´thode de conception dont la paternite´
est attribue´e aux travaux de P. Michael Farmwald [33]. La redondance dans ce contexte peut
se manifester a` diffe´rents niveaux de la repre´sentation interne des ope´randes : on peut la
retrouver au niveau de la repre´sentation de la mantisse [31, 32], au niveau de la repre´senta-
tion de l’exposant [51], ou encore dans la repre´sentation des cas spe´ciaux de l’arithme´tique
flottante, c.-a`-d. les symboles NaN, Inf, Zero [19]. Le goulot d’e´tranglement d’un ope´rateur
arithme´tique se situe le plus souvent dans la manipulation de la mantisse. La redondance de
cette dernie`re reveˆt par conse´quent une importance primordiale.
La litte´rature rapporte diffe´rents syste`mes redondants utilise´s pour repre´senter la man-
tisse. Le syste`me CS en base 2 est e´voque´ dans la re´alisation d’accumulateurs [69], de multi-
plieur accumulateur (multiplier-accumulator — MAC) [116] et de multiplieur-additionneur
fusionne´s (fused multiply-add — FMA) [61, 109]. L’utilisation du syste`me SD dans la litte´-
rature est concomitante a` celle de bases e´leve´es (≫ 2) [31, 32, 51]. L’inte´reˆt d’utiliser une
base e´leve´e provient de l’e´conomie de registres ainsi obtenue. Dans le contexte d’une imple´-
mentation FPGA, cet argument est tout aussi valable, mais il est alors pre´fe´rable d’utiliser
un syste`me CS a` base e´leve´e (high-radix carry-save — HRCS) afin d’exploiter au mieux
les chaˆınes de retenues grave´es en dur [18]. La Section 4.3 pre´sente ce format et couvre les
innovations que ce travail doctoral a permis d’y adjoindre. Ces dernie`res seront discute´es a`
la lumie`res de re´sultats expe´rimentaux a` la Section 4.4.
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4.3 Le syste`me HRCS
4.3.1 Illustration du principe du syste`me HRCS
Avant de conside´rer le syste`me HRCS en profondeur et de manie`re plus formelle, il
est inte´ressant d’illustrer son fonctionnement par un exemple pe´dagogique. Supposons un
syste`me de repre´sentation des nombres utilisant la base b = 4. En admettant que le syste`me
utilise cinq chiffres, les valeurs admissibles vont de 0 a`
∑4
i=0 (b− 1) · bi =
∑4
i=0 3 · 4i = 1023.
1 1 1 1 s1 1 1 2 3 0
x1 1 2 3 3 2 x1 1 2 3 3 2 c1 1 1 0 1 0
x2 + 0 3 3 0 2 x2 + 0 3 3 0 2 x3 + 1 0 2 2 1
Σ = 2 2 3 0 0 s1 1 1 2 3 0 s2 3 2 0 2 1
c1 = 1 1 0 1 0 c2 = 0 1 1 0 0
(a) (b) (c)
Figure 4.3 – Illustration de l’addition en HRCS.
L’exemple de la Figure 4.3.a montre comment il est possible d’additionner en base 4 les
quantite´s x1 = 12332(4) ≡ 446(10) et x2 = 03302(4) ≡ 242(10). L’addition donne 22300(4) ≡
688(10) et implique une propagation de la retenue de la position #1 a` la position #4. En
utilisant un syste`me a` sauvegarde de retenues (CS) pour effectuer cette addition, il est
possible de briser la chaˆıne de propagation et de re´duire le chemin critique du circuit. Pour
ce faire, le re´sultat est conserve´ sous la forme de paires de chiffres incluant une somme et
une retenue. Ces paires sont e´value´es a` chacune des positions des nombres en entre´e. Dans
l’exemple de la Figure 4.3.b, la retenue a` position donne´e ne de´pend pas des retenues aux
positions pre´ce´dentes (par exemple la retenue a` la position #2 ne de´pend pas de la retenue
a` la position #1 ni de celle a` la position #0). Ainsi, les chiffres a` la position #0 (2 et 2)
donnent une somme de 0 et une retenue (de poids supe´rieur) de 1 ; ceux a` la position #1 (3
et 0) donnent une somme de 3 et une retenue de 0 ; ceux a` la position #2 (3 et 3) donnent
une somme de 2 et une retenue de 1, etc.. Ainsi, le re´sultat HRCS de l’addition s’exprime
comme l’ensemble des paires (somme, retenue) suivant : ((1, 1), (1, 1), (2, 0), (3, 1), (0, 0)) ≡
11230(4) + 11010(4) ≡ 688.
Un des grands inte´reˆts dans l’utilisation du format HRCS est que le re´sultat peut eˆtre
re´utilise´ pour effectuer une nouvelle addition sans conversion pre´alable vers le format non re-
dondant. Par exemple, nous pourrions ajouter la quantite´ x3 = 10221(4) ≡ 297(10) au re´sultat
HRCS de l’addition de x1 et x2, c’est-a`-dire (s1, c1). Cette ope´ration est illustre´e a` la Fi-
gure 4.3.c et donne ((3, 0), (2, 1), (0, 1), (2, 0), (1, 0))≡ 32021(4)+01100(4) ≡ 905(10)+80(10) =
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985(10) = 688(10) + 297(10). Cette proprie´te´ fait que le syste`me HRCS est avantageux pour
la re´alisation d’accumulateurs a` haute performance, puisque le paralle´lisme qu’il introduit
est au niveau de chaque chiffre, inde´pendamment du nombre total de chiffres utilise´s (c’est
pre´cise´ment la` le principe d’un additionneur a` temps constant).
Bien entendu, en aval des ope´rations, le re´sultat HRCS devra eˆtre converti vers un format
non redondant. Pour ce faire, il existe diffe´rentes techniques permettant cette conversion.
Nous couvrirons a` la Section 4.3.4 ces techniques, section ou` nous pre´senterons e´galement la
technique propose´e dans ce travail.
4.3.2 De´finition du format HRCS
Nous nous inte´ressons ici au format HRCS en base 2k. Ce choix de base est motive´ par
le fait que les chaˆınes de retenues grave´es en dur du FPGA sont exploite´es au meilleur de
leur potentiel lorsque la base est une puissance de 2. La notation utilise´e ici est inspire´e de
celle pre´sente´e dans [6, 7]. Cependant, il convient de relever que ces articles traitaient d’un
syste`me a` base variable dit a` redondance maximale dans la taxonomie de Parhami [92], un
syste`me qui plus est servait a` la repre´sentation d’entiers naturels, c.-a`-d. d’entiers non signe´s.
Le syste`me HRCS utilise´ dans notre travail est quant a` lui a` redondance minimale, il utilise
une base fixe et sert a` la repre´sentation d’entiers relatifs, c.-a`-d. d’entiers signe´s.
Soit A un entier a` n chiffres repre´sente´ dans un syste`me HRCS en base 2k :
A = (An−1, An−2, . . . , A0)
=
((
A
(s)
n−1, A
(c)
n−1
)
,
(
A
(s)
n−2, A
(c)
n−2
)
, . . . ,
(
A
(s)
0 , A
(c)
0
)) (4.1)
Chacun des chiffres Ai (0 ≤ i < n) de A est forme´ de mots de somme (sum words) de
k bits — A
(s)
i = A
k−1
i A
k−2
i . . . A
0
i — et d’un bit de retenue — A
(c)
i . La valeur entie`re ai
associe´e au chiffre Ai est donne´e par :
ai = a
(s)
i + a
(c)
i =
k−1∑
j=0
Aji2
j + A
(c)
i (4.2)
Ainsi, chaque chiffre Ai admet 2
k + 1 valeurs diffe´rentes ai. Par conse´quent, le cardinal
de l’ensemble des chiffres est 2k+1, soit la base plus un. Cette spe´cificite´ en fait un syste`me
a` redondance minimale [92]. A peut eˆtre signe´ ou non signe´. Soit a˜ =
∑n−1
i=0 ai2
ik mod 2nk.
Si A est non signe´, alors a = a˜. Si A est signe´, sa valeur est donne´e par la convention de
comple´ment a` 2k, c.-a`-d. que a = a˜ si a˜ < 2nk−1, autrement a = a˜− 2nk.
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Figure 4.4 – (a) Accumulateur avec sortie HRCS (S) ; (b) Additionneur HRCS he´te´roge`ne.
4.3.3 Additions dans le syste`me HRCS
L’inte´reˆt d’utiliser le syste`me HRCS est qu’il permet l’imple´mentation efficace d’accu-
mulateurs larges. L’accumulateur de la Figure 4.4.a sert a` accumuler une entre´e en format
non redondant de nk bits (ou, vu autrement, des entiers de n chiffres en base 2k). Une telle
topologie permet de re´duire le chemin critique de l’accumulateur re´sultant, passant du tra-
versement de nk FA au simple traversement de k FA. Elle est e´galement tre`s attractive dans
un contexte FPGA car elle utilise efficacement les chaines de retenues [7, 18].
Une topologie similaire a` celle de l’accumulateur peut eˆtre utilise´e pour re´aliser un addi-
tionneur que nous qualifierons d’he´te´roge`ne, tel que celui de la Figure 4.4.b. Un additionneur
he´te´roge`ne accepte en entre´e un entier repre´sente´ en format conventionnel et un second entier
repre´sente´ en format HRCS. Il produit en retour un re´sultat en HRCS.
Une lacune du format HRCS est l’absence d’un additionneur endomorphique, c’est-a`-
dire d’un additionneur prenant en entre´e deux nombres en HRCS et produisant une sortie
en HRCS. L’inte´reˆt que nous voyons dans l’utilisation d’un additionneur endomorphique est
qu’il permet l’imple´mentation efficace d’un arbre d’additionneurs, d’autant plus si cet arbre
est termine´ par un accumulateur, tel que dans l’OPS discute´ pre´ce´demment. Cependant, il
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Figure 4.5 – Additioneur endomorphique a` deux chaˆınes de retenues.
n’est pas aise´ de concevoir un tel additionneur du fait que l’addition de deux chiffres HRCS
peut produire une valeur maximale de 2max(ai) = 2(1+ (2
k−1)) = 2k+1, qui est supe´rieure
a` la valeur maximale d’un mot de somme et un bit de retenue de poids supe´rieur, c.-a`-d.
max(a
(s)
i + a
(c)
i+1) = (2
k − 1) + 2k = 2k+1 − 1. Il est possible de pallier a` ce proble`me en
employant deux additionneurs he´te´roge`nes, tel qu’indique´ a` la Figure 4.5. Cependant, cette
solution double le chemin critique, qui passe du traversement de k FA a` 2k FA.
Notre travail a permis d’e´tablir qu’il est possible de re´aliser un additionneur endomor-
phique a` une seule chaˆıne de retenues au prix de quelques manipulations logiques. La Fi-
gure 4.6 pre´sente une vue de´taille´e des ope´rations de transformation ne´cessaires pour parvenir
a` ce but. Dans cet exemple, les deux ope´randes A et B sont des nombres HRCS ayant pour
parame`tres n = k = 4. La transformation est ope´re´e en trois e´tapes comme suit.
A` la premie`re e´tape, on applique une transformation de type somme et retenue aux k−1
bits de poids supe´rieur des mots de somme A
(s)
i et B
(s)
i , tel qu’indique´ a` la Figure 4.6 sous
l’intitule´ E´TAPE 1. La transformation consiste a` effectuer la somme des paires de bits et
de sauvegarder la retenue qui en re´sulte, ce qui est re´alise´ par un demi-additionneur et se
traduit par la relation logique suivante :


V ji = A
j
i ⊕ Bji , 0 < j < k
W j+1i = A
j
i · Bji , 0 < j < k − 1
αi+1 = A
j
i · Bji , j = k − 1
(4.3)
La seconde e´tape consiste a` prendre les bits aux positions des bits de retenue et or-
ganise´es en colonnes de 4 a` 5 bits sur la Figure 4.6. Chacune de ces colonnes peut eˆtre
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Figure 4.6 – Repre´sentation du de´tail des transformations permettant de re´aliser une addition
endomorphique a` une seule chaˆıne de retenues.
remplace´e par trois bits e´quivalents, dont deux de poids supe´rieurs, tel qu’indique´ sous l’in-
titule´ E´TAPE 2. Il existe diffe´rentes relations logiques pour traduire cette transformation
du fait de l’interchangeabilite´ des deux bits de poids supe´rieur. Nous proposons d’utiliser la
relation suivante :


βi = A
0
i ⊕B0i ⊕ A(c)i ⊕ B(c)i
γi = A
0
i ·B0i · A(c)i · B(c)i
W
(c)
i = αi · βi + γi
W 1i = (A
0
i +B
0
i + A
(c)
i )
(A0i +B
0
i +B
(c)
i )
(A0i + A
(c)
i +B
(c)
i )
(B0i + A
(c)
i +B
(c)
i )
S0i = αi ⊕ βi
(4.4)
ou` αi est force´ a` 0 lorsque i = 0.
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simple chaˆıne de propagation en exploitant les LUT a` six entre´es et a` deux sorties.
A` la troisie`me e´tape, les re´sultats des transformations des deux e´tapes pre´ce´dentes sont
combine´es pour effectuer la propagation de la retenue. On somme pour ce faire le bit de rete-
nue W
(c)
i et les deux mots de somme Vi et W
(s)
i — Vi = V
k−1
i . . . V
1
i et W
(s)
i =W
k−1
i . . .W
1
i .
Cette addition produit alors un mot de somme partiel Sˆ
(s)
i = S
k−1
i . . . S
1
i et un bit de retenue
de poids supe´rieur S
(c)
i+1. Le mot de somme du re´sultat final S
(s)
i est obtenu par concate´nation :
S
(s)
i = Sˆ
(s)
i S
0
i (4.5)
La Figure 4.7 illustre comment un tel additionneur endomorphique est associe´ aux primi-
tives des FPGA modernes, soit la LUT a` six entre´es et a` deux sorties, ainsi que la chaˆıne de
propagation qui permet de re´aliser efficacement un RCA. La LUT a` six entre´es et deux sor-
ties permet d’imple´menter une fonction a` six variables ou deux fonctions a` cinq variables (les
variables sont communes aux deux fonctions). Pour des raisons de lisibilite´, nous conside´rons
dans cet exemple k = 4.
On rele`vera que les signauxW ji et V
j
i sont implicitement ge´ne´re´s au sein meˆme des LUT.
Ils sont ensuite dirige´s vers un demi-additionneur, dont les deux sorties (somme et retenue)
vont alimenter la chaˆıne de retenues grave´e en dur. Quant aux signaux W 1i , W
(c)
i et S
0
i , il
est clair, en e´tudiant leur expression donne´e a` l’e´quation 4.4, qu’il s’agit de fonctions a` six
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Figure 4.8 – (a) Convertisseur HRCS a` format conventionnel utilisant un large RCA ;
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tenues ; (c) Topologie du circuit d’anticipation de retenues ; (d) Imple´mentation possible de
la cellule ci a` ci+1 ; (e) Imple´mentation alternative de la cellule ci a` ci+1, plus avantageuse
pour les FPGA disposant de LUT a` six entre´es.
variables et moins, et que chacune d’elles peut eˆtre imple´mente´e dans une LUT a` 6 variables.
A` la Section 4.4.2, nous montrons que les FPGA permettent de re´aliser l’additionneur en-
domorphique de fac¸on efficace.
4.3.4 Conversion
Nous avons pu le voir pre´ce´demment, les entiers repre´sente´s en format HRCS doivent toˆt
ou tard eˆtre convertis vers un format conventionnel. Il existe diffe´rentes fac¸ons de re´aliser une
telle conversion. Dans le cas ou` cette conversion est effectue´e a` la fin d’un accumulateur tel
que celui de la Figure 4.4.a, il est possible de de´dier n cycles a` la fin de l’accumulation pour
propager les bits de retenue durant lesquels des entre´es nulles alimentent l’ope´rateur [18].
Une telle solution a l’avantage de ne ne´cessiter aucun surcouˆt mate´riel, mais elle impose une
pe´nalite´ temporelle qui est difficilement tole´rable dans notre contexte d’application, e´tant
donne´es les contraintes de la simulation en temps re´el auxquelles sont assujettis les engins
de calcul que nous voulons de´velopper.
Une autre solution existe pour re´aliser la conversion et consiste a` utiliser un long RCA
de nk bits pour sommer les diffe´rentes paires de S
(s)
i , S
(c)i, tel qu’indique´ a` la Figure 4.8.a.
Un tel convertisseur peut eˆtre vu comme n RCA de k bits connecte´s les uns aux autres au
61
moyen de bits de retenue. Chaque RCA a` la position #i rec¸oit un bit de retenue ci de l’e´tage
pre´ce´dent (c0 = 0) et produit un mot de somme Ri ainsi qu’un bit de retenue ci+1 de poids
supe´rieur qu’il achemine au RCA a` la position #i+1. La` encore, la vitesse de la conversion
est limite´e par la longueur de la chaˆıne de retenues. Il est bien entendu possible de pipeliner
le RCA et d’effectuer la conversion en n cycles. Mais alors, en plus de la pe´nalite´ temporelle,
similaire a` celle pre´ce´demment e´voque´e pour la solution de [18], vient s’ajouter un surcouˆt
mate´riel.
La solution que nous pre´conisons part du RCA de la Figure 4.8.a. Elle brise la chaˆıne
de propagation au moyen d’un circuit d’anticipation des retenues ci, tel qu’illustre´ a` la Fi-
gure 4.8.b. Une telle approche est classique dans la re´alisation des additionneurs rapides.
L’originalite´ ici vient de la topologie utilise´e pour re´aliser le circuit d’anticipation, sche´ma-
tise´e a` la Figure 4.8.c. ou` des fonctions logiques appele´es “transmet” ge´ne`rent des signaux
note´s ti et de´crits par la relation :
ti =
k−1
AND
j=1
Sji , 0 ≤ i < n− 1 (4.6)
Les blocs “ci a` ci+1” qui sont chaˆıne´s produisent les bits de retenue ci+1 en utilisant la
relation :
ci+1 = tiS
0
i S
(c)
i + tici(S
0
i ⊕ S(c)i ), 0 ≤ i < n− 1 (4.7)
Les FPGA ont de la difficulte´ a` re´aliser des fonctions logiques a` multiples entre´es et
multiples sorties avec l’efficacite´ espe´re´e d’un circuit d’anticipation de retenues. Ne´anmoins,
comme nous avons pu l’e´voquer a` maintes reprises jusqu’ici, ces meˆmes FPGA disposent de
chaˆınes de retenues grave´es en dur qui peuvent eˆtre exploite´es ade´quatement pour re´aliser de
telles fonctions logiques avec la ce´le´rite´ de´sire´e, en s’assurant que lesdites fonctions puissent
eˆtre exprime´es d’une fac¸on ou` l’usage de la chaˆıne de retenues est explicite´. C’est pre´cise´ment
ce qui est fait dans les Figure 4.8.d et Figure 4.8.e, ou` nous proposons deux imple´mentations
possibles de la cellule “ci a` ci+1”. La cellule de la Figure 4.8.d vise une imple´mentation sur les
FPGA des ge´ne´rations pre´ce´dentes (Virtex II Pro, Spartan 3) qui offrent des LUT a` quatre
entre´es seulement. Notons qu’une cellule similaire a e´te´ propose´e dans [16] pour la re´alisation
sur FPGA de RCA pipeline´s. La cellule de la Figure 4.8.e peut quant a` elle eˆtre exploite´e
sur les FPGA disposant de LUT a` six entre´es et re´sulte en une e´conomie d’occupation de
surface et de meilleures performances en vitesse.
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Figure 4.9 – Comparaison du de´lai de l’additionneur he´te´roge`ne et du RCA.
4.4 Re´sultats
4.4.1 Additionneur he´te´roge`ne
Afin de donner une ide´e de la re´duction du chemin critique obtenue en employant l’ad-
ditionneur he´te´roge`ne de Figure 4.4.b, nous avons compare´ les performances de ce dernier a`
celles d’un RCA de taille nk en variant la valeur de k entre 4 et 32, et ce pour des valeurs de
n ∈ {4, 8}. Figure 4.9 compare les longueurs des chemins combinatoires de ces additionneurs
telles qu’estime´es par la version 13.1 du logiciel ISE, ou` le Virtex 5 XC5VSX50T-3C de
Xilinx est le FPGA cible.
Sans grande surprise, il apparaˆıt que le de´lai de l’additionneur he´te´roge`ne ne varie pas
avec n et ne de´pend que de k suivant une relation line´aire, tandis le de´lai du RCA croˆıt
line´airement avec nk. Il est inte´ressant de relever que la Figure 4.9.a indique que la re´alisation
d’un additionneur he´te´roge`ne avec k = 4 donne des re´sultats sous optimaux puisque le de´lai
est presque aussi important que celui obtenu pour k = 16. Cette observation s’explique par le
fait que le synthe´tiseur subit un effet de bord dans l’imple´mentation de petits additionneurs
ou` il n’exploite pas la chaˆıne de retenues.
Nous rapportons a` la Figure 4.9.b le gain en vitesse obtenu en passant d’un RCA a` l’ad-
ditionneur he´te´roge`ne. On note que l’acce´le´ration obtenue est dans l’intervalle 1, 32 − 1, 99
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pour n = 4 et dans l’intervalle 1, 76 − 3, 31 pour n = 8, au lieu des facteurs 4 et 8 respec-
tivement escompte´s. Cette observation s’explique par le fait que le de´lai de l’additionneur
endomorphique est donne´ par τlut+kτcc, alors que le de´lai du RCA est donne´ par τlut+nkτcc,
ou` τlut est le de´lai de traversement d’une LUT et τcc est le de´lai unitaire (c.-a`-d. par bit) du
traversement de la chaˆıne de retenues. On obtient par conse´quent une acce´le´ration exprime´e
par :
τlut + nkτcc
τlut + kτcc
= 1 +
kτcc
τlut + kτcc
(n− 1) (4.8)
Le terme a` droite de l’e´quation 4.8 se lit comme suit : plus le ratio kτcc/(τlut + kτcc) s’ap-
proche de 1.0 (100%), plus l’acce´le´ration s’approche de l’optimum the´orique. Nos re´sultats
indiquent que pour des valeurs de k dans l’intervalle 8 − 32, le coefficient kτcc/(τlut + kτcc)
croˆıt progressivement de 11% a` 33% ; il ne de´passe 50% que pour des valeurs de k > 64.
Bien que cette observation relativise l’efficacite´ de l’approche HRCS, elle ne remet pas en
question son utilisation. Le syste`me HRCS demeure une solution tre`s attractive comme le
de´montre clairement les estime´s de de´lai de la Figure 4.9.a. Il convient simplement d’eˆtre
conscient des ordres de grandeur des gains obtenus.
4.4.2 Additionneur endomorphique
Figure 4.10 compare l’occupation de surface et le de´lai de l’additionneur he´te´roge`ne et
des additionneurs endomorphiques, celui a` deux chaˆınes de retenues (voir Figure 4.5) et
celui a` chaˆıne de retenues unique, de´signe´s respectivement par “double” et “simple”. Les
Figures 4.10.a et 4.10.b donnent les valeurs en absolu, tandis que les Figures 4.10.c et 4.10.d
reproduisent ces valeurs en relatif, ou` la re´fe´rence est l’additionneur he´te´roge`ne. Si on e´carte
les effets de bord du synthe´tiseur pour k = 4, il apparaˆıt que la double chaˆıne de retenues
impose un facteur 2 a` l’occupation de surface et au de´lai du chemin combinatoire. La chaˆıne
de retenues simple quant a` elle ne requiert qu’un supple´ment de 15% a` 35%, tant en surface
qu’en de´lai. Ce de´lai supple´mentaire et l’occupation de surface sont entie`rement attribuables
aux trois LUT imple´mentant les fonctions W 1i , W
(c)
i et S
0
i . C’est pourquoi le surplus baisse
quand k croˆıt. Il convient de relever ici que l’additionneur endomorphique a` une chaˆıne de
retenues est d’autant plus attrayant que son utilisation permet d’e´viter de convertir une
des deux ope´randes vers un format conventionnel, d’e´quilibrer plus facilement les e´tages de
pipeline dans une topologie d’arbre d’additionneurs, tout en re´duisants sa profondeur.
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Figure 4.10 – Comparaison des additionneurs he´te´roge`ne et endomorphique.
4.4.3 Convertisseur HRCS a` format conventionnel
Afin d’e´valuer les performances du convertisseur HRCS a` format conventionnel, nous
avons imple´mente´ trois architectures de convertisseur de fac¸on purement combinatoire. La
Figure 4.11 donne l’occupation de surface et le de´lai associe´ a` chacune de ces architectures.
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Figure 4.11 – Comparison de trois types de convertisseur HRCS a` format conventionnel.
– Le convertisseur note´ “RCA’ est celui consistant d’un long RCA de nk bits, tel que
celui de la Figure 4.8.a ;
– Le convertisseur note´ “CLA EQ” est celui utilisant l’anticipation des retenues, ou` la
cellule “ci a` ci+1” est re´alise´e en transcrivant en VHDL l’e´quation 4.7 ;
– Le convertisseur note´ “CLA CC” est celui utilisant l’anticipation des retenues, ou` la
cellule “ci a` ci+1” est re´alise´e en utilisant la cellule de la Figure 4.8.e.
66
Pour cette expe´rience, le nombre de bits par mot de somme (k) a e´te´ fixe´ successivement
a` 8 et a` 16, soit des valeurs raisonnables pour une imple´mentation ou` la performance en
vitesse est vise´e. Pour chacune de ces valeurs, le nombre de chiffres (n) a e´te´ varie´ de 4 a` 32,
ce qui correspond a` une largeur des registres (nk) allant de 16 a` 512.
L’option“RCA”de´montre un comportement line´aire parfait, tant du point de vue du de´lai
combinatoire que de l’occupation de surface. Il en est de meˆme avec l’option “CLA EQ”, a`
la diffe´rence que le de´lai et l’occupation de surface sont ici supe´rieurs a` l’option “RCA”,
contrairement a` ce qui serait espe´re´ d’un circuit a` anticipation de retenue. Ce re´sultat est
bien e´videmment explicable par le fait que la chaine de retenue grave´e en dur offre de
meilleures performances que ce que l’on peut espe´rer de l’imple´mentation d’une fonction
multivarie´e (≫ 6 variables) au moyen de LUT. Finalement, la dernie`re option (“CLA CC”)
offre l’acce´le´ration recherche´e (le de´lai est re´duit de 30% a` 60%), au prix d’une occupation
de surface supple´mentaire de 15% a` 25%. On notera que l’ame´lioration est meilleure pour
k = 16, ce qui s’explique par le fait que τlut ≫ τcc.
4.4.4 Imple´mentation HRCS des ope´rateurs de type TAA
Afin d’e´valuer l’utilite´ du format HRCS dans l’imple´mentation d’ope´rateurs a` virgule
flottante exploitant l’algorithme d’auto-alignement que nous avons propose´, nous avons re´a-
lise´ plusieurs de ces ope´rateurs et e´value´ leur performances. Nous avons e´galement varie´ les
diffe´rents parame`tres entrant en jeu dans la constitution de ces ope´rateurs afin d’en mesurer
concre`tement l’impact. Les ope´rateurs adoptent diffe´rentes topologies dont l’ope´ration de
base est l’addition, de sorte que l’imple´mentation mate´rielle de l’Algorithme 1 est adopte´e
sous diffe´rentes formes.
Les Figures 4.12.a a` 4.12.c pre´sentent les trois ope´rateurs conside´re´s ici, respectivement
l’additionneur, l’accumulateur (de K-tuple exactitude) et un additionneur termine´ par un
accumulateur K-tuple, c.-a` d. la forme la plus simple de l’arbre d’additionneurs termine´ par
un accumulateur. Les Figures 4.12.d a` 4.12.f pre´sentent quant a` elles l’architecture interne
de l’imple´mentation de type TAA de ces ope´rateurs, et les diffe´rents formats internes utilise´s.
On distinguera les chemins de donne´es ou` les ope´randes sont en format a` virgule flottante
standard, en format FAA avec mantisse conventionnelle (non-redondante) et en format FAA
avec mantisse redondante (HRCS), tel qu’indique´ par la le´gende de la Figure 4.12. Ces
formats de´terminent le type d’additionneur utilise´, soit un additionneur he´te´roge`ne (indique´
par une zone grise´e) ou un additionneur endomorphique (indique´ par une zone grise´e et
hachure´e).
Avant de discuter les re´sultats d’imple´mentation, il convient d’indiquer que ceux-ci sont
obtenus apre`s placement et routage et sans contrainte de placement, en utilisant la version
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Figure 4.12 – Operateurs a` virgule flottante conside´re´s : (a) Additionneur binaire ; (b) Ac-
cumulateur ; (c) Additionneur binaire termine´ par un accumulateur ; (d) Imple´mentation de
(a) de type TAA ; (e) Imple´mentation de (b) de type TAA ; (f) Imple´mentation de (c) de
type TAA.
13.1 de l’outil ISE de Xilinx, avec le FPGA Virtex 5 XC5VSX50T-3C pour cible. Ces re´sultats
peuvent varier sensiblement, en mieux ou en pire qui plus est, simplement en changeant le
FPGA cible ou en incluant des contraintes de connexion aux pattes. Par conse´quent, il faudra
manipuler les chiffres pre´sente´s avec une certaine pre´caution, et les utiliser a` titre indicatif
et comme mesures relatives.
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La Table 4.1 pre´sente les diffe´rents parame`tres et caracte´ristiques des ope´rateurs utili-
se´s. Un ope´rateur utilisant l’approche TAA/HRCS pour effectuer des additions doit fixer
l’ensemble des parame`tres (w, k, g, N, l), ou` :
– w est la largeur de la mantisse (il est fonction des autres parame`tres) ;
– k est le parame`tre du format HRCS de la mantisse ;
– g est le nombre de bits de garde ;
– N est le maximum d’ope´randes pouvant eˆtre traite´s dans une meˆme sommation ;
– l de´termine le nombre de de´calages a` fine granularite´ dont re´sulte la mantisse FAA.
Il importe de mentionner que le parame`tre l a un impact direct sur la quantite´s de
de´calages potentiels que la mantisse e´tendue du format FAA peut subir. Plus pre´cise´ment,
il existe ⌈w/2l⌉ de´calages diffe´rents pour une mantisse de largeur w dans un format FAA
de parame`tre l. En meˆme temps, l limite les valeurs admissibles pour k puisque 2l doit eˆtre
un multiple de k afin que les de´calages de la mantisse redondante soient effectue´es sur des
multiples de la base 2k.
Afin de bien comprendre comment un concepteur doit manipuler ces parame`tres, consi-
de´rons ce qui suit. Supposons que nous voulions traiter des ope´randes en simple pre´cision,
dont la mantisse signe´e comporte wstd = 25 bits. Supposons que nous choisissions g = 16 et
N = 216. Fixer l a` 3 me`ne a` une largeur de mantisse e´tendue de w = wstd + g+ ⌈log2(N)⌉+
(2l − 1) = 25+ 16 + 16 + 7 = 64, ce qui implique e´galement ⌈w/2l⌉ = 8 de´calages potentiels
a` large granularite´. Si on fixait l plutoˆt a` 4, la largeur de la mantisse e´tendue serait de
w = 25 + 16 + 16 + 15 = 72, et elle impliquerait ⌈w/2l⌉ = 5 de´calages a` large granularite´
potentiels. Bien entendu, plus le nombre de de´calages potentiels est grand, plus complexe
est l’imple´mentation d’un accumulateur a` un cycle. La relation est inverse suivant la largeur
de la mantisse.
Dans le but de disposer d’une re´fe´rence quant a` l’occupation de surface et la fre´quence
d’ope´ration d’un additionneur, nous avons ge´ne´re´ au moyen de l’outil Coregen de Xilinx
(version 13.1) deux additionneurs binaires pour chacune des deux pre´cisions usuelles de la
virgule flottante. Ces ope´rateurs sont identifie´s comme items #1 et #2 dans les Tableaux 4.1
et 4.2. Les autres ope´rateurs e´nume´re´s dans ces tableaux ont e´te´ re´alise´s par nous en exploi-
tant au mieux le format FAA/HRCS. Il a ainsi e´te´ trouve´ que choisir k = 8 e´tait pre´fe´rable
pour les ope´rateurs #3 et #4 (additionneurs binaires au format FAA), tandis que k = 16
e´tait pre´fe´rable pour les items #5 a` #12.
Le Tableau 4.2 de´taille l’occupation de surface et la fre´quence d’ope´ration maximale de
chacun des items pre´cite´s lorsque le FPGA cible est Virtex 5 XC5VSX50T-3C [119]. Les ope´-
rateurs #1 et #2, sont optimaux pour des latences de 9 et 12 respectivement : ils pre´sentent
une fre´quence d’ope´ration maximale supe´rieures a` 400 MHz pour une occupation de surface
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Tableau 4.1 – Parame`tres et caracte´ristiques des ope´rateurs e´value´s.
Item Architecture Pre´cision K w k l g N Latence
Coregen
#1 Add. simple 1.00 - - - - 2 9
#2 Add. double 1.00 - - - - 2 12
Ope´rateurs TAA
#3 Add. simple 1.00 35 8 3 2 2 9
#4 Add. double 1.00 72 8 4 2 2 11
#5 Acc. K-tuple simple 1.67 64 16 4 16 28 9
#6 Acc. K-tuple double 1.60 128 16 5 32 211 11
#7 Add.+acc. simple 1.67 64 16 4 16 28 11
#8 Add.+acc. double 1.60 128 16 5 32 211 12
#9 Acc. K-tuple simple 1.67 96 16 4 16 240 10
#10 Acc. K-tuple double 1.60 160 16 5 32 243 11
#11 Add.+acc. simple 1.67 96 16 4 16 240 12
#12 Add.+acc. double 1.60 160 16 5 32 243 12
minimale. De telles fre´quences d’ope´ration sont e´galement possibles lorsque l’additionneur
binaire est re´alise´ en format FAA (items #3 et #4). Les fre´quences d’ope´ration des items
#5 a` #12 sont le´ge`rement plus faibles car ces ope´rateurs comportent un accumulateur a` un
cycle. Ne´anmoins, on appre´ciera que ces ope´rateurs sont capables de traiter les donne´es a` des
fre´quences allant de 324 MHz a` 338 MHz, et ce meˆme si la largeur des mantisses est de 160
bits (ce qui est le cas des items #8 et #10). Cette performance est entie`rement attribuable
au format HRCS ainsi qu’a` l’efficacite´ et la simplicite´ de l’Algorithme 1.
Comme nous avons pu le constater au Chapitre 3, les ope´rateurs de type TAA garan-
tissent une meilleure exactitude des calculs au prix de mantisses internes plus larges. Lorsque
les mantisses larges sont normalise´es lors de la conversion de FAA a` standard, il convient
d’effectuer une de´tection du bit le plus fort, ope´ration qui est d’usage couˆteuse en occupation
de surface et qui peut causer un surcouˆt mate´riel. Cependant, ce surcouˆt n’est pas visible
lorsque l’on compare les items #3 et #4 aux re´fe´rences #1 et #2 (il est meˆme contredit
dans le cas de l’ope´rateur #4) car les mantisses e´tendues dans ces cas n’ont pas a` eˆtre trop
larges. L’argument prend son importance par contre de`s lors qu’il s’agit d’additionner plus
de deux nombres, tel que discute´ au Chapitre 3.
Ainsi, si l’on compare les ope´rateurs #5 a` #6 (accumulateurs) aux re´fe´rences #1 et #2
(additionneurs simples), on constatera qu’ils occupent respectivement 35.3% et 29.4% plus
d’espace que les re´fe´rences. Ne´anmoins, ce surcouˆt est fort raisonnable si on conside`re le
fait qu’un accumulateur ne´cessite plus de logique qu’un simple additionneur [111]. De plus,
ce surplus est largement compense´ par le fait, d’une part, que la boucle d’accumulation est
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Tableau 4.2 – Estime´s d’occupation de surface et de fre´quence maximale des ope´rateurs a`
virgule flottante exploitant le format HRCS sur le Virtex 5 (XC5VSX50T-3C) de Xilinx. Les
re´sultats sont obtenus apre`s placement et routage.
Item Arch. Pre´cision K Slices Reg. LUT De´lai Freq.
(ns) (MHz)
Coregen
#1 Add. simple 1.00 153 445 415 2.225 449.44
#2 Add. double 1.00 425 1, 035 718 2.306 433.65
Ope´rateurs TAA
#3 Add. simple 1.00 188 448 587 2.177 459.35
#4 Add. double 1.00 401 1, 026 1, 253 2.266 441.31
#5 Acc. K-tuple simple 1.67 207 397 634 2.933 340.95
#6 Acc. K-tuple double 1.60 550 1, 120 1, 630 2.973 336.36
#7 Add.+acc. simple 1.67 310 661 887 2.954 338.52
#8 Add.+acc. double 1.60 638 1, 367 1, 959 3.066 326.12
#9 Acc. K-tuple simple 1.67 317 652 906 2.954 338.52
#10 Acc. K-tuple double 1.60 657 1, 271 1, 985 3.057 327.12
#11 Add.+acc. simple 1.67 388 854 1, 215 2.969 336.81
#12 Add.+acc. double 1.60 799 1, 642 2, 468 3.079 324.78
re´alise´e en un cycle (offrant une marge de manœuvre supe´rieure que ce qui serait possible
avec un simple additionneur), et que l’exactitude est K-tuple de la pre´cision des ope´randes,
avec dans ces cas-ci K ≥ 1.6.
En ce qui a trait aux ope´rateurs #7 et #8 (arbres d’additionneurs minimaux termine´s
par un accumulateur), il faut conside´rer que ces ope´rateurs ont la meˆme puissance de calcul
que deux additionneurs. Par conse´quent, le fait que ces ope´rateurs occupent respectivement
182% et 150% de la surface des re´fe´rences Coregen #1 et #2 au lieu des > 200% permissibles
de´montre que ces ope´rateurs offrent un gain en surface plutoˆt qu’un surcouˆt. Ce fait est
d’autant plus marquant que, la` aussi, nous be´ne´ficions d’une exactitude des re´sultats qui est
K-tuple de la pre´cision des ope´randes, avec K ≥ 1.6. Ces observations plaident en faveur de
l’utilisation du patron de conception a` “chemin de donne´es fusionne´” (fused-path).
Finalement, afin de mesurer l’impact de de´dier ⌈log2(N)⌉ bits a` la gauche de la mantisse
pour sommer N ope´randes, nous avons re´-imple´mente´ les ope´rateurs #5 a` #8 avec des
valeurs plus importantes pour N . Ainsi, tandis que N valait 256 pour les ope´rateurs en
simple pre´cision (#5 et #7) et 2048 pour les ope´rateurs en double pre´cision, nous avons
fixe´ N a` 240 pour les ope´rateurs en simple pre´cision (#8 et #10) et 243 pour les ope´rateurs
en double pre´cision : additionner N = 240 ope´randes a` 300 MHz correspond a` une heure
d’accumulation, a` 8 heures pour N = 243.
La` encore, les re´sultats du Tableau 4.2 sont e´loquents et de´montrent que le surcouˆt
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ne´cessaire pour accommoder les 32 bits supple´mentaires est tre`s acceptable. En effet, il est de
53% (item #5→#9) et de 39.1% (item #7→#11) en simple pre´cision ; il est de 19.4% (item
#6→#10) et 25.2% (item #8→#12) en double pre´cision. Ces observations sont cohe´rentes
avec les re´sultats pre´ce´dents et indiquent qu’il est plus rentable d’employer des mantisses
larges en double pre´cision qu’en simple pre´cision. Il y a fort a` parier que cela est duˆ au fait
que les ope´rateurs de Xilinx sont plus optimise´s en simple pre´cision qu’en double pre´cision.
Une analyse temporelle sur certains ope´rateurs a e´te´ mene´e afin de de´partir la part du
de´lai qui se situe dans la logique de celle qui se trouve dans les ressources de routage. Il
apparaˆıt que le routage comprend entre 50% et 80% du de´lai total. Les parties les plus
critiques (ayant un taux e´leve´ de routage) se situent dans le bloc de conversion FAA a` VF.
Cette analyse indique que les re´sultats d’imple´mentation de nos ope´rateurs, bien que fort
encourageants, pourraient be´ne´ficier d’une optimisation supple´mentaire pour les ame´liorer
davantage, par exemple par un placement manuel. Il convient cependant de relever qu’une
telle taˆche peut s’ave´rer ardue. Les re´sultats actuels e´tant tre`s convenables pour le contexte
d’application de la pre´sente the`se, ainsi que pour la de´monstration que nous de´sirions faire
dans ce chapitre, nous n’avons pas proce´de´ a` de telles optimisations.
4.5 Conclusion
Ce chapitre a permis de couvrir le format redondant HRCS pour lequel nous avons de´-
veloppe´ de nouveaux ope´rateurs mate´riels dont la performance a e´te´ de´montre´e par nos e´va-
luations empiriques, et dont l’utilite´ a e´te´ rendue claire par les re´sultats de la Section 4.4.4.
Dans le chapitre suivant, nous allons explorer l’inte´gration des re´sultats des chapitres pre´-
ce´dents dans la re´alisation d’engins de calcul a` haute performance pour la simulation en
temps-re´el aux circuits d’e´lectronique de puissance.
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CHAPITRE 5
ENGINS DE CALCUL EMPLOYANT L’APPROCHE TAA/HRCS
5.1 Introduction
Ce dernier chapitre porte sur la re´alisation d’engins de calcul employant la technique
d’auto-alignement pour la simulation de circuits d’e´lectronique de puissance. Pour ce faire,
nous de´butons notre propos en conside´rant la question de la disponibilite´ de la me´moire
embarque´e. Ce travail nous portera a` revenir sur la mode´lisation des interrupteurs a` matrice
fixe. Ainsi, nous pre´senterons les manipulations des e´quations MANA que nous proposons
pour permettre l’exe´cution efficace de l’algorithme sur nos engins de calcul. Nous proce´derons
ensuite a` l’e´valuation de certains parame`tres d’imple´mentation des ope´rateurs arithme´tiques
tels que la pre´cision du format des nombres et la consommation des blocs DSP. Cette dis-
cussion se terminera par la pre´sentation d’un engin de calcul versatile permettant de simuler
des convertisseurs de puissance de topologie arbitraire et disposant d’un maximum de 24
interrupteurs. Le chapitre se conclut avec la pre´sentation d’e´tudes de cas ou` le mode`le re´-
sistif de l’interrupteur (Ron/Roff ) a e´te´ pre´fe´re´ au mode`le a` matrice constante. Ces e´tudes
de cas illustrent comment les techniques de conception d’ope´rateurs en VF que nous avons
de´veloppe´es pour la conception sur FPGA ont permis d’atteindre des performances esti-
mables dans la simulation en temps re´el de convertisseurs de puissance tire´s de contextes
industriels re´alistes. Ainsi, le chapitre recoupe les re´sultats applicatifs rattache´s a` diverses
de nos publications [27, 49, 84, 85, 87, 88, 105].
5.2 Usage de la me´moire embarque´e
Les ressources en me´moire embarque´e sur un FPGA sont de nos jours relativement ap-
pre´ciables. Ne´anmoins, pour de nombreux proble`mes de simulation en temps re´el, elles de-
meurent insuffisantes. Conside´rons par exemple le cas de circuits d’e´lectronique de puissance
pour lesquels nous voudrions conserver les e´quations du re´seau pour toutes les combinaisons
possibles des statuts des N interrupteurs qui le composent. La quantite´ de me´moire ne´ces-
saire serait alors de l’ordre de 2N fois celle ne´cessaire pour repre´senter les e´quations du re´seau
line´aire e´quivalent (N = 0). Cette croissance exponentielle rencontre tre`s rapidement les li-
mites physiques des FPGA, de sorte que d’autres techniques de mode´lisation des re´seaux
commute´s doivent eˆtre conside´re´es.
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Figure 5.1 – Utilisation de la me´moire embarque´e pour diffe´rentes tailles du re´seau, fonc-
tion du nombre d’e´tats et du nombre d’interrupteurs dans le circuit (N donne le nombre
d’interrupteurs dans le re´seau).
Afin de donner une ide´e suffisamment pre´cise des limitations dont nous parlons, la Fi-
gure 5.1 propose de rapporter sur un graphique la quantite´ — en kilo-bits (kb) 1 — de me´-
moire utilise´e en fonction du nombre d’e´tats (on posera que |xn| = |un| = |yn|) et le nombre
d’interrupteurs dans le re´seau (N). Sont e´galement rapporte´es sur le graphique la quantite´
de me´moire disponible sur le Virtex 5 utilise´ comme FPGA cible dans la pre´sentation des
re´sultats tout au long de ce document (on parle ici du XC5SX50T [119]), ainsi que la quan-
tite´ de me´moire disponible sur le Virtex 6, le FPGA que fournit actuellement le partenaire
industriel sur ses nouveaux simulateurs (il s’agit cette fois du XC6LX240T-1C [122]).
On constate dans la Figure 5.1 que le nombre d’interrupteurs pouvant eˆtre conside´re´s
sature assez rapidement a` 6 a` 8 au maximum, et ce pour un nombre d’e´tats de´passant dif-
ficilement les 20. Dans un certain nombre de convertisseurs de puissance (le convertisseur
triphase´ a` deux niveaux par exemple), les besoins sont bien en dec¸a` de telles grandeurs.
Ne´anmoins, l’ambition de ce travail est d’offrir une solution sur FPGA qui puisse satisfaire
les besoins de nombreuses topologies de convertisseurs, et une grande varie´te´ de quanti-
1. On rappellera que 1 kb = 1024 bits.
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te´s d’interrupteurs. Cette ambition est notamment motive´e par les besoins industriels de
notre partenaire commercial. A` l’issue de ce de´veloppement, on comprendra d’autant plus
facilement l’inte´reˆt du mode`le a` matrice fixe pre´sente´ a` la Section 5.3.
5.3 Mode`le d’interrupteur a` matrice fixe
Comme nous avons pu le voir au Chapitre 1, plusieurs techniques de mode´lisation des
interrupteurs existent. E´tant donne´es les contraintes de disponibilite´ de la me´moire embar-
que´e, la technique qui a retenu notre attention pour le travail de the`se est celle a` matrice
fixe, propose´e au de´but des anne´es 1990 [45, 47, 94]. Ce mode`le proce`de en deux temps.
D’une part, il choisit de mode´liser l’interrupteur soit comme une petite capacite´ (pour in-
diquer que l’interrupteur est ouvert), soit comme une petite inductance (pour indiquer que
l’interrupteur est ferme´), mais en assignant des valeurs Csw et Lsw telles que les e´quations
du re´seau deviennent invariantes et que seule la fac¸on de calculer l’historique associe´ a`
l’interrupteur de´pende du statut de ce dernier. D’autre part, ce mode`le d’interrupteur est
accompagne´ d’une re`gle de mise a` jour du statut de l’interrupteur pour diffe´rents type de
semi-conducteurs [94] exprime´e de manie`re relativement simple.
5.3.1 Formulation mathe´matique du mode`le
Comme nous l’avons e´voque´ au Chapitre 2, les me´thodes nodales, et particulie`rement
l’approche MANA, proce`dent a` la discre´tisation de chacun des composants du circuit au
moyen des me´thodes nume´riques connues, puis assemblent les e´quations du circuit com-
pagnon. Pour les circuits d’e´lectronique de puissance, la me´thode d’Euler arrie`re (MIE),
me´thode implicite d’ordre 1, est pre´fe´rable car elle n’occasionne pas les oscillations que la
me´thode du trape`ze tend a` ge´ne´rer. Chaque composant aux bornes des nœdus k et m se voit
alors associer une conductance e´quivalente (geq) et un courant historique (jn), de sorte que
geq(v
k
n − vmn ) = jn + ikmn (5.1)
ou` ikmn+1 est le courant qui traverse le composant en passant du nœud k au nœud m, et
(vkn − vmn ) est la chute de tension a` ses bornes. La discre´tisation MIE associe une conduc-
tance e´quivalente gC a` une capacite´ C exprime´e par gC=C/h, tandis qu’elle associe une
conductance e´quivalente gL a` une inductance L exprime´e par gL=h/L, ou` h=∆t est le pas
fixe de la simulation. Le terme historique de la capacite´ pour le prochain pas de la simulation
est donne´ par :
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Figure 5.2 – Exemples de discre´tisation d’interrupteurs suivant le mode`le a` matrice
constante : (a) IGBT avec diode anti-paralle`le ; (b) diode.
jn+1 = gC(v
k
n − vmn ) (5.2)
Celui de l’inductance est donne´ par :
jn+1 = −ikmn = jn − gL(vkn − vmn ) (5.3)
Le mode`le a` matrice fixe proce`de en repre´sentant l’interrupteur ouvert par une petite
capacite´ tandis que l’interrupteur ferme´ est une petite inductance. En posant gCsw = gLsw =
gsw , la matrice MANA At de l’e´quation 2.14 devient invariante et ce, quel que soit le statut
des interrupteurs, de sorte que seul le vecteur bt en est affecte´ en employant, selon le cas,
l’e´quation 5.2 ou l’e´quation 5.3.
Une des difficulte´ dans la simulation des re´seaux a` interrupteurs provient dans l’actualisa-
tion des statuts des interrupteurs, particulie`rement en pre´sence d’interrupteurs a` commuta-
tion naturelle (par opposition aux interrupteurs a` commutation commande´e). La Figure 5.2
pre´sente deux interrupteurs et leur mode`le e´quivalent, a` savoir un transistor bipolaire a` grille
isole´e (IGBT) avec diode anti-paralle`le (ou` les deux semi-conducteurs sont vus comme un
seul interrupteur) et la diode. On retrouve ces deux types de semi-conducteurs dans la majo-
rite´ des convertisseurs de puissance modernes. D’autres types d’interrupteurs sont conside´re´s
dans [94] et traite´s de manie`re analogue.
La loi d’actualisation du statut de la paire IGBT/diode est donne´e par :
sn = cn + sn−1(in ≤ 0) + sn−1(vn < 0) (5.4)
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ou` cn est la gaˆchette commandant l’IGBT au nouveau pas, sn, vn et in sont respectivement
le statut de l’interrupteur, le voltage a` ses bornes et le courant qui le traverse.
La loi d’actualisation du statut de la diode, elle, se traduit par :
sn+1 = sn−1(in ≥ 0) + sn−1(vn ≥ 0) (5.5)
5.3.2 Manipulation des e´quations MANA
Nous avons vu au Chapitre 2 que les e´quations MANA doivent eˆtre manipule´es afin d’ob-
tenir une formulation sous forme d’un produit matrice-vecteur. Dans ce qui suit, nous allons
voir comment il est possible de parvenir a` une forme similaire a` celle de l’e´quation 2.17 mal-
gre´ les quelques spe´cificite´s de la me´thode conside´re´e ici. Nous verrons e´galement comment
il est possible de re´duire la quantite´ de variables a` e´valuer pour de´terminer le statut des
interrupteurs.
A` chaque pas de calcul, l’engin de calcul aura pour mission d’anticiper le vecteur des
historiques jn+1 = [j
s0
n+1, j
s1
n+1, j
d
n+1]
T qui contient l’historique des tous les interrupteurs a`
l’e´tat ouvert (js0n+1), l’historique de tous les interrupteurs a` l’e´tat ferme´ (j
s1
n+1) ainsi que
l’historique des e´le´ments dynamiques (L/C), que l’on note jdn+1. Pour le pas courant, on
de´finira le vecteur des historiques courant jσn qui est cohe´rent avec la combinaison des statuts
des interrupteurs (note´e σ). Le vecteur jσn contient le vecteur des historiques j
d
n ainsi que des
e´le´ments des vecteurs js0n et j
s1
n , selon le statut effectif de chaque interrupteur. Ainsi, on
re´e´crira l’e´quation 2.17 sous sa nouvelle forme :
[
jn+1
yn
]
=
[
Wju Wjj
Wyu Wyj
][
un
jσn
]
(5.6)
A` chaque pas de temps, l’engin de calcul part du vecteur jn, de´termine l’e´tat des inter-
rupteurs suivant les e´quations 5.4 et 5.5 et forme le vecteur jσn pour re´soudre l’e´quation 5.6.
Il reste alors a` observer que les e´quations 5.4 et 5.5 de´pendent du signe des courant/tensions
de chaque interrupteur. Or, puisque l’interrupteur est mode´lise´ comme une capacite´ ou une
inductance (selon qu’il est ouvert ou ferme´), il est possible de connaˆıtre le signe de la tension
a` ses bornes et celui du courant qui le traverse a` partir du signe des historiques js0n et j
s1
n ,
respectivement, comme l’indique les e´quations 5.2 et 5.3. Par conse´quent, plutoˆt que de cal-
culer quatre variables pour chaque interrupteur dans le re´seau (soit js0n , j
s1
n , vs et is), seuls
les historiques a` l’e´tat ouvert et ferme´ suffisent. On remarquera finalement que d’apre`s les
e´quations 5.2 et 5.3, il est possible de poser js1n+1 = j
s
n−js0n+1. Ainsi, il nous suffira de calculer
js0n+1 pour de´duire j
s1
n+1 par simple soustraction. Ceci est tre`s avantageux d’autant plus que
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Figure 5.3 – Convertisseur buck-boost servant a` de´montrer les limites du mode`le de l’inter-
rupteur a` matrice fixe.
Parame`tres Mode continue Mode discontinu
R 8 Ω 80 Ω
L 0.01 mH 0.01 mH
C 100 µF 100 µF
Vdc 8 V 8 V
vC initial −24 V −37.5 V
iL initial +9 A 0 A
Fre´quence de la MLI 100 kHz 100 kHz
Rapport cyclique 75 % 75 %
Tableau 5.1 – Parame`tres du buck-boost.
les additions/soustraction en virgule flottante peuvent eˆtre effectue´es en un cycle d’horloge
au moyen du FAA que nous avons couvert au Chapitre 3. Pour ce faire, nous ajouterons
des e´le´ments de me´moire a` l’engin de calcul de la Figure 2.2 pour conserver le vecteur jσn au
format FAA premier.
5.3.3 Limites du mode`le a` matrice fixe
Il existe certaines limitations au mode`le d’interrupteur a` matrice fixe qu’il convient de
connaˆıtre. Pour ce faire, nous proposons de conside´rer le circuit de la Figure 5.3. Ce circuit
d’exemple est emprunte´ a` [106]. Il pre´sente diffe´rentes caracte´ristiques et modes d’ope´ration
(mode continu, mode discontinu) qui en font un bon cas d’e´tude. Le Tableau 5.1 de´taille les
parame`tres utilise´s pour initier les deux modes de fonctionnement.
La Figure 5.4 pre´sente les signaux extraits d’une simulation du convertisseur (code Mat-
lab) en mode continu sur une dure´e 0.2 ms. Une re´fe´rence SPS est utilise´e pour valider les
re´sultats. On fera remarquer que le pas de calcul utilise´ pour la re´fe´rence SPS et le mode`le
est de 1 ns. Un tel pas de calcul est ne´cessaire a` cause de la haute fre´quence de commutation
du mode`le d’exemple, mais il s’ave`re e´galement ne´cessaire pour que la re´fe´rence SPS donne
des re´sultats corrects. De plus, un pas de calcul de 1 ns facilite le choix du gsw pour le mode`le
d’interrupteur a` matrice fixe : on pose gsw = 1, de sorte que Lsw = 1 nH et Csw = 1 nF.
78
0 0.05 0.1 0.15 0.2
8
10
12
14
16
Courant de l’inductance
Temps (ms)
Co
ur
an
t (A
)
0 0.05 0.1 0.15 0.2
−15
−10
−5
0
5
10
15
Courant de la capacité
Temps (ms)
Co
ur
an
t (A
)
0 0.05 0.1 0.15 0.2
−30
−20
−10
0
10
Tension de l’inductance
Temps (ms)
Te
ns
io
n 
(V
)
0 0.05 0.1 0.15 0.2
−25
−24
−23
−22
Tension de la capacité
Temps (ms)
Te
ns
io
n 
(V
)
 
 
SPS
Modèle
Figure 5.4 – Re´sultats de simulation du convertisseur buck-boost en mode continu.
Les re´sultats de la simulation sont plutoˆt pre´cis : des diffe´rences apparaissent au fil de
la simulation sur la tension vc et sur le courant iL, mais ces diffe´rences sont relativement
ne´gligeables (< 1 %). Cependant, on voit apparaˆıtre des impulsions sur le courant iC qui sont
absentes de la re´fe´rence. De telles impulsions sont ge´ne´re´es par le mode`le au moment des
commutations commande´es. Il a e´te´ de´montre´ dans [94] que ces impulsions sont en fait des
oscillations convergentes du courant (ou, selon le circuit, de la tension) autour de sa valeur
finale apre`s la commutation. Plus ces oscillations sont courtes, plus leur amplitude maximale
est importante, et vice et versa. La dure´e et l’amplitude de ces impulsions de´pendent de la
valeur de gsw et du pas de calcul. Par conse´quent, si le pas de calcul de la simulation est trop
grand, il peut eˆtre difficile de trouver une valeur de gsw qui assure des oscillations faibles et
une convergence rapide, surtout lorsque la fre´quence de commutation tend a` augmenter.
La Figure 5.5 pre´sente les signaux extraits d’une simulation du convertisseur en mode
discontinu sur une dure´e de 0.05 ms. Ici aussi la re´fe´rence SPS sert a` valider les re´sultats.
Les pas de calcul du mode`le et de la re´fe´rence sont de 1 ns. On constatera que les re´sultats
de la simulation pour le mode discontinu sont tout aussi pre´cis. Mais en plus des oscillations
observe´es sur iC, des perturbations apparaissent sur iL et vL. Contrairement aux oscillations
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Figure 5.5 – Re´sultats de simulation du convertisseur buck-boost en mode discontinu.
pre´ce´dentes, les oscillations observe´es dans le mode discontinu (qui apparaissent durant le
temps ou` les deux interrupteurs sont ouverts) ne convergent pas. Elles s’expliquent par le
fait que lorsque les deux interrupteurs ouverts sont remplace´s par de petites capacite´s Csw .
Ainsi, durant ce court temps, le circuit se comporte comme un circuit LC avec un petit
courant initial (iL) qui de´marre une oscillation de fre´quence 1/(2pi
√
2CswL).
5.3.4 Me´thode pour surmonter les limites du mode`le a` matrice fixe
Il existe diffe´rentes me´thodes pour re´duire l’impact des oscillations observe´es durant
la convergence du mode`le a` matrice fixe. La plus simple a` imple´menter est celle propose´e
dans [47] et qui consiste a` ajouter en paralle`le de l’interrupteur un amortisseur nume´rique
(snubber). Une approche similaire a e´te´ propose´e dans [70] ; elle consiste a` modifier le mode`le
de l’interrupteur pour qu’il utilise une petite inductance pour mode´liser l’interrupteur a` l’e´tat
ferme´, et un circuit RC se´rie pour mode´liser un circuit ouvert, de sorte que gLsw = gRCsw .
Cette seconde approche ne permet cependant pas la re´duction du nombre d’e´quations a`
utiliser que nous avons propose´e (les historiques au lieu des historiques plus vs et is). A`
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Figure 5.6 – Illustration du principe de la simulation par multiples sous-pas.
ce titre, la premie`re me´thode pre´sente davantage d’inte´reˆts, d’autant plus que l’amortisseur
nume´rique peut offrir des re´sultats satisfaisant tout en e´tant entie`rement re´sistif (ce qui
permet de faire l’e´conomie du calcul d’un historique de capacite´ pour le snubber).
Dans ce qui suit, nous proposons une nouvelle me´thode pour surmonter les limites du
mode`le a` matrice fixe. L’approche propose´e permet d’absorber les oscillations convergentes
et les oscillations parasites observe´es durant le mode discontinu. Cependant, la me´thode
souffre de certaines limitations que nous aurons soin de pre´ciser. Ces limitations nous ont
pousse´ a` ne pas publier cette me´thode. Ne´anmoins, elle pre´sente un certain inte´reˆt qui lui
me´rite d’eˆtre consigne´e dans la pre´sente the`se.
La me´thode que nous proposons part du constat que le mode`le a` matrice fixe est plus
pre´cis lorsque le pas de calcul est tre`s petit (≤ 1 ns), d’autant plus si un amortisseur re´sistif
est employe´. Cependant, avec la technologie FPGA actuelle, il est difficile de concevoir un
pas de calcul en bas des 100 ns. Or il convient de constater qu’a` l’inte´rieur d’une feneˆtre de
temps ∆t = 100 ns, et pour une fre´quence de commutation de quelques dizaines de kilohertz,
les interrupteurs changent peu de fois de statut. Ainsi, comme l’illustre la Figure 5.6, nous
proposons de subdiviser le pas de calcul ∆t en petits sous-pas de dure´e fixe δt (∆t = 24δt
dans l’exemple). De`s lors, en supposant que les interrupteurs ne changent pas de statut
durant k sous-pas conse´cutifs, il est possible de se de´placer du temps t au pas t + kδt en
exploitant certains manipulations alge´briques que nous pre´sentons ci-apre`s. Il est sugge´re´
alors de proce´der a` un nombre de ces actualisations par pas de calcul (l’exemple de la
Figure 5.6 en compte trois, avec k1 = 4, k2 = 7 et k3 = 13).
Si les interrupteurs demeurent dans une combinaison σ donne´e durant un sous-pas de
temps δt, on peut poser :
[
jσn+1
yn
]
=
[
Wσju W
σ
jj
Wyu Wyj
][
un
jσn
]
(5.7)
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Figure 5.7 – Re´sultats de simulation corrige´s du convertisseur buck-boost en mode discontinu.
En assumant que les interrupteurs ne changent pas de statut durant k sous-pas conse´cutifs
(et que l’entre´e un est constante par morceaux sur cet intervalle), il est alors possible d’e´crire :
 jn+k+1
yn+k

 =

 Wju +WjjX
σ
kW
σ
ju Wjj(W
σ
jj)
k−1
Wyu +WyjX
σ
kW
σ
ju Wyj(W
σ
jj)
k−1



 un
jσn

 (5.8)
ou` Xσk = I+W
σ
jj + . . .+ (W
σ
jj)
k−2, et k ≥ 2.
La Figure 5.7 illustre le re´sultat de la simulation du buck-boost, obtenu en exploitant la
me´thode propose´e. Le pas de temps est ∆t = 100 ns, le sous-pas de temps est δt = 1 ps, et
trois actualisation sont utilise´es : k1 = 1, k2 = 100 et k3 = 99899. Comme on peut le consta-
ter, les oscillations de convergence et les oscillations parasites ont comple`tement disparu et
les re´sultats concordent parfaitement avec la re´fe´rence SPS. Ce re´sultat est d’autant plus
remarquable que le pas de calcul du mode`le est cent fois plus lent que celui de la re´fe´rence
(SPS utilise un pas de calcul de 1 ns).
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Ne´anmoins, il convient de relever que cette approche, bien que prometteuse, a certaines
limites. Tout d’abord, comme l’indique l’e´quation 5.8, la matrice utilise´e a` chaque actualisa-
tion de´pend de la combinaison des statuts des interrupteurs σ. De plus, puisqu’a` l’inte´rieur
d’un pas de temps ∆t, la me´thode ne´cessite des actualisations qui ne sont pas de meˆme du-
re´e, il devient ne´cessaire de pre´calculer autant de matrices qu’il y a de blocs d’actualisation,
et pour chacune d’elle 2N combinaisons des statuts des N interrupteurs.
Ce requis en me´moire embarque´e est plus important que celui des me´thodes standards de
pre´-calcul des e´quations du re´seau pour toutes les combinaisons des interrupteurs. L’avantage
qu’elle offre est qu’elle de´pend peu de la topologie du convertisseur de puissance, et permet
de formuler les lois d’actualisation des statuts des interrupteurs de manie`re simple. Jumele´e
a` des techniques de de´couplage efficaces, elle pourrait avoir une utilite´ pratique.
5.4 Imple´mentation FPGA
Dans cette section, nous discutons l’imple´mentation FPGA des engins de calcul dont nous
avions esquisse´ l’architecture au Chapitre 2. Pour ce faire, nous de´butons la discussion sur le
format des nombres, a` savoir le format en VF. Nous montrons que la double pre´cision est pour
le moment trop couˆteuse pour la technologie FPGA. Ne´anmoins, en utilisant une largeur
de mantisse non standard de pre´cision interme´diaire, il est possible d’obtenir des re´sultats
suffisamment exacts pour que la simulation pre´sente une erreur relative infe´rieure a` 1 %. La
section se termine par la pre´sentation d’une architecture d’engin de calcul versatile, capable
de simuler des circuits d’e´lectronique de puissance de topologie arbitraire. Trois circuits sont
pre´sente´s pour illustrer cette versatilite´.
5.4.1 Le format des nombres
La virgule flottante admet deux format principaux : la simple et la double pre´cision.
Dans le premier cas, la partie fractionnaire de la mantisse compte 23 bits, 52 bits dans le
second cas. Afin d’exploiter ade´quatement les multiplieurs signe´s des FPGA, il convient de
prendre en compte la mantisse plus son signe et le bit cache´, ce qui me`ne a` 25 bits pour
la simple pre´cision et 54 bits pour la double pre´cision. Il a e´te´ de´montre´ dans [4, 17] qu’il
est ne´cessaire, pour imple´menter un multiplieur en double pre´cision, d’exploiter entre 6 et
10 blocs DSP. Ceci reste trop exigeant pour nous qui ambitionnons de re´aliser un engin de
calcul comprenant 4 OPS4, ce qui repre´sente 16 multiplieurs, soit un total dans l’intervalle
de 96 a` 160 blocs DSP. L’approche que nous proposons ici permettra de re´duire ce nombre
a` 32 blocs DSP, tout en assurant une qualite´ appre´ciable des re´sultats de simulation.
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Figure 5.8 – Re´alisation d’un multiplieur large au moyen de deux blocs DSP : (a) sche´ma
simplifie´ du bloc DSP de la famille Virtex a` compter de la 5e ge´ne´ration ; (b) Multiplieur
25× 35 signe´ forme´ en combinant deux blocs DSP.
La Figure 5.8.a pre´sente sous une forme simplifie´e un bloc DSP de la nouvelle ge´ne´ration
des FPGA Virtex de Xilinx. Ce dernier comporte un multiplieur asyme´trique 25× 18 signe´
suivi d’un additionneur qui, par configuration statique ou dynamique, permet de re´aliser
une fonction de multiplieur additionneur fusionne´ ou de multiplieur accumulateur (MAC)
en virgule fixe. Les blocs DSP des nouvelles ge´ne´rations de FPGA Virtex sont faits de telle
manie`re qu’il est possible de les combiner pour former des multiplieurs plus larges, et ce
en exploitant l’additionneur du bloc DSP pour effectuer la somme des produits partiels.
Ainsi, le choix du multiplieur asyme´trique 25× 18 est une e´volution des technologies Xilinx
(qui comportaient jusqu’a` la 4e ge´ne´ration des Virtex des multiplieurs syme´triques 18× 18)
pour faciliter l’imple´mentation de multiplieurs en simple pre´cision. La Figure 5.8.b illustre
comment il est possible de produire un multiplieur 25× 35 en combinant deux blocs DSP.
Un multiplieur en simple pre´cision n’exploite pas les dix bits supple´mentaires obtenus
en combinant les deux blocs DSP. Notre ide´e est de profiter de ces 10 bits pour e´largir la
mantisse des vecteurs un et jn. Dans les blocs DSP des anciennes ge´ne´rations de Virtex
(ou encore dans les FPGA Spartan de Xilinx), les multiplieurs sont 18 × 18. Aussi, pour
construire un multiplieur 25 × 25, il faut d’abord construire un multiplieur 35 × 35. Dans
un tel cas de figure, nous proposons d’e´largir aussi la mantisse des valeurs des matrice de 10
bits additionnels. Dans la section qui suit, nous e´tudions l’inte´reˆt d’une telle approche dans
l’imple´mentation des engins de calcul.
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Figure 5.9 – Convertisseur boost servant a` e´valuer la performance de l’engin de calcul.
Parame`tres Valeurs
R 8 Ω
L 50 µH
C 50 µF
Vdc 200 V
Fre´quence de la MLI 1 kHz
Rapport cyclique 30 %
Tableau 5.2 – Parame`tres du boost.
5.4.2 Imple´mentation d’un convertisseur boost
Nous conside´rons maintenant l’exemple de circuit boost donne´ dans [94] pour e´valuer
l’inte´reˆt d’exploiter 10 bits additionnels dans la repre´sentation de la mantisse du format en
VF de l’engin de calcul. La Figure 5.9 pre´sente le circuit boost conside´re´. Le Tableau 5.2
donne le de´tail des parame`tres du circuit et de son ope´ration.
Les engins de calcul utilise´s pour cette de´monstration ont e´te´ imple´mente´s sur un Virtex 5
(XC5SX50T [119]) et sur un Spartan 3 (XC3S5000 [118]), deux FPGA auxquels le partenaire
industriel nous donnait acce`s. Dans [94], le pas de calcul est de 100 ns. Un engin de calcul
atteignant un tel pas de calcul peut eˆtre obtenu sur le Virtex 5, ou` la pe´riode de l’horloge
est 5 ns, mais il est difficile a` obtenir sur le Spartan 3 ou` seul un pas de calcul de 200 ns est
possible (l’horloge a une pe´riode de 10 ns). Ce sont ne´anmoins des valeurs tre`s honorables
qui suffisent a` la simulation du circuit, eu e´gard a` la fre´quence et au rapport cyclique de la
MLI (voir Tableau 5.2).
Les engins de calcul imple´mente´s exploitent uniquement des MAC. Pour pouvoir at-
teindre le pas de calcul de´sire´, nous avons utilise´ au total 8 MAC. Les MAC exploitent un
FAA(4, 80, 183), ce qui signifie que la mantisse est large de 80 bits. Le Tableau 5.3 donne
la surface occupe´e ainsi que la pre´formance en fre´quence des MAC et des engins de calcul.
La latence du MAC sur le Virtex 5 est de 11 cycles, elle est de 12 cycles sur le Spartan
3. Comme on peut le voir, les MAC atteignent la fre´quence d’ope´ration cible´e ; il en est de
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Tableau 5.3 – Re´sultats d’imple´mentation pour le convertisseur boost
Me´triques Spartan 3 disponibles Virtex 5 disponibles
Ope´rateur MAC
Tranches 937 (2 %) 33,280 360 (6 %) 8,160
Blocs DSP 4 (3 %) 104 2 (1 %) 288
Chemin critique 9.912 ns N/A 4.940 ns N/A
Fre´quence maximale 100.88 MHz N/A 202.43 MHz N/A
Engin de calcul comprenant 8 MAC
Tranches 6,921 (20 %) 33,280 2,768 (34 %) 8,160
Blocs DSP 32 (30 %) 104 16 (5 %) 288
Blocs RAM 9 (8 %) 104 5 (3 %) 132
Chemin critique 9.985 ns N/A 4.973 ns N/A
Fre´quence maximale 100.15 MHz N/A 201.09 MHz N/A
meˆme pour les engins de calcul. Ceci est notamment rendu possible graˆce au format HRCS
utilise´ pour l’accumulation a` un cycle des mantisses de 80 bits. On remarquera aussi que les
engins de calcul occupent 20 % et 34 % du Spartan 3 et du Virtex 5 respectivement. Ceci
signifie que les FPGA disposent encore de suffisamment de place pour accueillir des engins
de calcul supple´mentaires.
La Figure 5.10 pre´sente la tension a` la charge obtenue lors de la simulation du conver-
tisseur boost sur une dure´e de 30 ms. La figure pre´sente e´galement l’e´volution de l’erreur
relative en pourcentage pour les deux engins de calcul, ou` une simulation en double pre´ci-
sion est utilise´e comme base de re´fe´rence. La Figure 5.10 donne a` titre de re´fe´rence l’erreur
relative re´sultant d’une simulation ou` la simple pre´cision standard est utilise´e. Comme on
peut le constater, l’erreur est toujours infe´rieure a` 1 %. Dans le cas de la simple pre´cision
standard, elle est proche de 0.1 %. L’engin imple´mente´ sur le Virtex 5 quant a` lui affiche une
erreur relative variant entre 0.001 % et 0.01 %. L’ame´lioration de la qualite´ de la simulation
par rapport a` la simple pre´cision attribuable au FAA utilise´ dans l’accumulation, mais e´ga-
lement aux dix bits supple´mentaires dans la repre´sentation des valeurs des vecteurs. Ceci est
d’autant plus e´vident lorsque l’on conside`re l’erreur relative ge´ne´re´e par la simulation sur le
Spartan 3 qui varie entre 0.0001 % et 0.001 %
5.4.3 Engin de calcul versatile
L’engin de calcul que nous pre´sentons ici est a` la base un prototype de produit commercial
qui a servi a` une de´monstration faite a` un client de Opal-RT Technologies, la compagnie GE
aviation. Le prototype est aujourd’hui commercialise´ par Opal-RT sous le nom eHS pour
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Figure 5.10 – Tension de charge et erreur relative dans la simulation du convertisseur boost.
eHardwareSolver. Sa versatilite´ a permis d’en faire un simulateur sur FPGA que l’usager
peut exploiter en concevant un convertisseur depuis l’interface graphique de SPS 2. L’eHS
permet de simuler des convertisseurs de puissance de topologie arbitraire disposant d’un
maximum de 24 interrupteurs, de 16 entre´es, 8 sorties (la version commerciale offre jusqu’a`
16 sorties) et plusieurs dizaines (jusqu’a` 60) composants L/C. Le nombre de re´sistances dans
le re´seau est illimite´. Nous avons publie´ les de´tails de ce travail dans [85], publication dont
nous reprenons ici une large partie des re´sultats. Il est a` noter que la version commerciale
de l’eHS est uniquement destine´e aux FPGA Virtex tandis que les re´sultats pre´sente´s ici
conside`rent e´galement une imple´mentation de l’eHS sur Spartan 3.
La Figure 5.11 illustre l’architecture ge´ne´rale de l’eHS. On reconnaˆıt ici l’esquisse que
nous en avions donne´ a` la Figure 2.2, avec cette diffe´rence qu’un module supple´mentaire est
ajoute´ pour le support de l’actualisation des interrupteurs du mode`le a` matrice constante,
selon les lois e´nonce´es pre´ce´demment. L’eHS utilise 4 OPS4 paralle`les. Ces ope´rateurs ont
e´te´ pre´sente´s au Tableau 3.3 et discute´s au Chapitre 3. Les ope´rateurs OPS4 utilise´s diffe`rent
le´ge`rement de celui que l’on peut observer a` la Figure 2.3.b, en cela qu’un soustracteur TAA
2. Le lecteur inte´resse´ pourra trouver une de´monstration vide´o du fonctionnement de l’eHS a` l’adresse
www.youtube.com/watch?v=Cfce0FN9kSw.
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grise´e est spe´cifique aux circuits d’e´lectronique de puissance.
suit la boucle d’accumulation pour re´aliser la relation js1n+1 = jn − js0n+1. La version Virtex 5
(XC5SX50T [119]) de l’eHS cible une fre´quence de fonctionnement de 200 MHz, la cible
est de 100 MHz pour le Spartan 3 (XC3S5000 [118]). Avec de telles fre´quences, on peut
de´duire que l’eHS offre une puissance de calcul de 6.4 GFLOPS sur le Virtex 5, la puissance
de calcul e´tant de 3.2 GFLOPS sur le Spartan 3. Le Tableau 5.4 pre´sente les re´sultats
d’imple´mentation de l’eHS tels qu’obtenus avec la version 10.1 du logiciel ISE de Xilinx.
On y constate d’une part que les fre´quences cibles sont effectivement atteintes. De plus, on
rele`vera que les engins de calcul occupent 32 % et 35 % des ressources reconfigurables des
FPGA Spartan 3 et Virtex 5 respectivement. Ce re´sultat est d’autant plus remarquable que
les nouvelles ge´ne´rations de la famille Virtex offrent des FPGA beaucoup plus denses. Par
exemple, le Virtex 6 XC6LX240T-1C [122] disponible sur la carte ML605 que l’on retrouve
sur les nouveaux simulateurs de la compagnie Opal-RT disposent de 37, 680 tranches (slices),
ainsi que de 768 blocs DSP, comparativement a` 8, 160 tranches et 288 blocs DSP sur le Virtex
5 que nous conside´rons dans nos re´sultats.
Afin de de´montrer la versatilite´ de l’eHS, nous avons cible´ trois circuits d’e´lectronique de
puissance diffe´rents, que le lecteur retrouvera sche´matise´ a` la Figure 5.12. Plus spe´cifique-
ment, les circuits conside´re´s sont : i) circuit #1, un convertisseur boost ; ii) circuit #2, un
convertisseur deux niveaux triphase´ ; iii) circuit #3, un convertisseur boost alimentant un
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Figure 5.13 – E´volution du pas de calcul de l’eHS en fonction du nombre d’e´tats.
convertisseur deux niveaux triphase´. Les circuits #1 et # 2 sont connecte´s a` des moteurs
a` aimant permanent (PMSM) dont les e´quations sont exe´cute´es par un mode`le d’e´quations
d’e´tats que re´alise un engin de calcul fait d’un seul MAC multi-cycles, tel que de´crit dans [84].
Le Tableau 5.5 donne les pas de calcul obtenus pour les diffe´rents convertisseurs de puissance
conside´re´s selon qu’un Virtex 5 ou un Spartan 3 est utilise´. Le tableau pre´sente e´galement
la taille de la matrice a` titre de re´fe´rence.
La Figure 5.13 illustre l’e´volution du pas de temps en fonction du nombre d’e´tats (|jn|),
Tableau 5.4 – Re´sultats d’imple´mentation de l’eHS.
Me´triques Spartan 3 disponibles Virtex 5 disponibles
Tranches 10,776 (32 %) 33,280 2,933 (35 %) 8,160
Registres 9,436 (14 %) 66,560 5,370 (16 %) 32,640
LUTs 16,683 (25 %) 66,560 7,374 (22 %) 32,640
Blocs DSP 64 (61 %) 104 32 (11 %) 288
BRAM 45 (43 %) 104 63 (47 %) 132
Chemin critique 9.979 ns N/A 4.976 ns N/A
Fre´quence maximale 100.21 MHz N/A 200.96 MHz N/A
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Tableau 5.5 – Circuits conside´re´s pour de´montrer la versatilite´ de l’eHS
Pas de calcul
Circuit Taille de la matrice Virtex 5 Spartan 3
Circuit #1 9× 6 120 ns 260 ns
Circuit #2 18× 11 135 ns 290 ns
Circuit #3 28× 17 215 ns 450 ns
selon que le nombre d’entre´es sorties soit minimal (|un| = |yn| = 1) ou maximal (|un| =
|yn| = 16). Comme on peut le constater, le pas de temps est en dec¸a` de la limite de 1 µs pour
une grande varie´te´ de proble`mes. C’e´tait d’ailleurs un des crite`res de conception de l’eHS
lorsque nous l’avions re´alise´. On constatera e´galement que le pas de temps e´volue suivant des
cre´neaux (paliers de quatre points conse´cutifs), qui s’expliquent par le fait que les e´quations
sont re´parties sur des OPS4.
La manie`re dont ces circuits sont pris en charge par l’eHS est la suivante. Un script
Matlab est utilise´ pour de´crire les e´quations MANA du re´seau. Un second script Matlab
prend en entre´e les e´quations de´crites par le premier script et les convertit en instructions a`
exe´cuter par l’unite´ de controˆle et en contenu des me´moires BRAM. Ce second script ajuste
le pas de calcul a` la taille du proble`me, de sorte a` garantir le plus petit pas de calcul possible.
Ainsi, plus le proble`me est petit, et plus le pas de temps l’est aussi.
Afin de de´montrer le bon fonctionnement de l’eHS, nous n’avons retenu que les re´sultats
de simulation du circuit #3 puisqu’il regroupe les deux premiers. La Figure 5.14 pre´sente une
simulation de 0.25 s de dure´e ou` sont illustre´s les courants du moteur ainsi que les voltages
a` la sortie du boost et sur le rail DC (apre`s le filtre LC). Le boost et le pont a` deux niveaux
sont stimule´s par des MLI de 20 kHz. Ceci est conside´re´ comme une vitesse de commutation
tre`s e´leve´e au regard de se qui se fait ge´ne´ralement dans le cadre de la simulation en temps
re´el, ou` la plus haute fre´quence rapporte´e dans la litte´rature est 8 kHz [75]. Pour notre
simulation, la vitesse du moteur est fixe´e a` 400 Hz puis subitement change´e a` 100 Hz vers
0.125 s du temps de la simulation. Ce brusque changement est effectue´ afin de de´montrer
un bon comportement en transitoire du circuit. La comparaison avec la la re´fe´rence SPS a
indique´ une bonne exactitude des re´sultats, avec des erreurs relatives variant entre 0.1 %
et 1 %. Ceci est d’autant plus remarquable que la re´fe´rence SPS utilise une repre´sentation
a` double pre´cision et que l’inte´gration y est effectue´e a` pas variables, tandis que le moteur
simule´ sur le FPGA est simule´ au moyen d’une simple pre´cision et en utilisant une inte´gration
a` pas constants suivant une discre´tisation d’Euler avant (la discre´tisation Euler explicite a
e´te´ employe´e car les e´quations d’e´tats sont variantes [84]).
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Figure 5.14 – Re´sultats de simulation du circuit #3 : (a) Courants du moteur PMSM ; (b)
Tensions a` la sortie du boost et sur le rail DC (apre`s le filtre LC).
5.5 E´tudes de cas utilisant le mode`le re´sistif de l’interrupteur
L’eHS est un outil pratique et facile a` utiliser, permettant d’effectuer des e´tudes de fai-
sabilite´ et du prototypage rapide. Cependant, dans certains cas, il est pre´fe´rable de disposer
d’un engin de calcul spe´cifique a` une application. Le mode`le re´sistif de l’interrupteur s’ave`re
alors utile pour garantir une bonne pre´cision au mode`le. Cette section conside`re deux e´tudes
de cas du genre auxquels nous avons e´te´ confronte´.
Le premier cas est celui d’un onduleur servant a` alimenter un moteur a` aimant perma-
nent. Le mode`le devait eˆtre en mesure de supporter diffe´rents sce´narios de de´faut, sur les
interrupteurs, du coˆte´ triphase´ du convertisseur (moteur) ainsi que du coˆte´ a` courant continu
(batterie). Le mode`le devait e´galement pouvoir se connecter a` diffe´rents types de mode`les de
moteur. Cette application e´tait particulie`rement critique car elle re´pondait a` une commande
d’un client industriel du marche´ automobile et que les fre´quences de commutations vise´es
e´tait de plusieurs dizaines de kilohertz.
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Le second cas d’e´tude est motive´ par une proble´matique rencontre´e par un colle`gue
doctorant qui cherchait a` simuler en temps re´el un convertisseur multi-niveaux (multi-level
converter — MMC). Ses travaux avaient en effet de´montre´ que pour eˆtre en mesure de
conside´rer un MMC a` 401 niveaux, le pas de calcul devait eˆtre en dec¸a` des 10 µs, ce qui e´tait
impossible a` re´aliser en n’employant que des CPU. Ce cas de´montre l’inte´reˆt d’utiliser un
FPGA pour ce type d’applications, mais e´galement que le mode`le re´sistif de l’interrupteur
peut eˆtre conside´re´ dans certains cas de convertisseurs de puissance utilisant plusieurs milliers
de semi-conducteurs.
5.5.1 Pont a` deux niveaux
Ce cas d’e´tude provient d’une commande de Toyota a` Opal-RT pour des besoins de pro-
totypage de controˆleurs ECU pour ses ve´hicules hybrides. Opal-RT a ensuite collabore´ avec
la compagnie Denso pour valider le bon fonctionnement de l’engin de calcul dans diffe´rents
contextes en y connectant un mode`le de moteur re´alise´ par e´le´ments finis [49]. Cette ap-
proche permet d’extraire les caracte´ristiques spe´cifiques et de´taille´es des moteurs e´lectriques
vise´s et d’exe´cuter des tests de fac¸on tre`s re´aliste selon l’approche HIL.
La Figure 5.15 pre´sente le sche´ma du circuit mode´lise´. Les diffe´rents sce´narios de de´faut
conside´re´s y sont clairement identifie´s. On constatera par exemple que trois types de de´fauts
sont admissibles sur la paire IGBT/diode : IGBT ouvert, diode ouverte ou faute de court-
circuit. De la meˆme fac¸on, deux de´fauts sont possibles du coˆte´ moteur : un de´faut de court-
circuit phase-phase et un de´faut de phase ouverte (uniquement sur la phase C).
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Figure 5.16 – Simulation d’un onduleur alimentant un moteur PMSM.
L’engin de calcul que nous avons re´alise´ pour cette application comporte 4 MAC. La
mantisse TAA est de 64 bits. Les donne´es de la matrice sont repre´sente´s avec une mantisse
signe´e de 25 bits tandis que le vecteur des e´tats utilise une mantisse signe´e de 35 bits. Ce
choix a e´te´ justifie´ pre´ce´demment a` la Section 5.4.1. Le Tableau 5.6 pre´sente les re´sultats
d’imple´mentation de l’engin de calcul sur le Virtex 6 XC6LX240T-1C [122] apre`s placement
et routage. On rele`vera que les re´sultats de consommation de me´moire concordent ici avec
les re´sultats de la Figure 5.1. Le nombre d’e´tats e´tant de trois 3, on voit bien que la me´moire
utilise´e par l’engin de calcul est bel et bien infe´rieure a` 1 % des ressources en me´moire
embarque´e disponibles sur le FPGA Virtex 6.
La validation du bon fonctionnement de l’engin de calcul s’est faite en simulation (mode`le
pre´cis au bit pre`s et au cycle d’horloge pre`s) ainsi qu’en temps re´el, sur les simulateurs
d’Opal-RT. Pour la simulation en temps diffe´re´, le mode`le de moteur est de type DQ, et
les re´sultats de la simulation sont compare´s a` une re´fe´rence SPS. Dans nos tests, diffe´rents
sce´narios de fautes ont e´te´ conside´re´s pour le travail (un total de 25 pour eˆtre exact). La
Figure 5.16 pre´sente un de ces cas teste´s, ou` les courants du moteur peuvent eˆtre observe´s a`
3. La faute du coˆte´ DC est re´alise´e avec un mode`le d’interrupteur a` matrice fixe.
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Tableau 5.6 – Re´sultats d’imple´mentation du pont a` deux niveau.
Me´triques Virtex 6 disponibles
Tranches 2,000 (6 %) 37,680
Blocs DSP 8 (< 1 %) 768
BRAM 9 (< 1 %) 416
Chemin critique 4.964 ns N/A
Fre´quence maximale 201.45 MHz N/A
Figure 5.17 – Simulation en temps re´el d’un onduleur alimentant un moteur PMSM.
la Figure 5.16.a. La MLI utilise´e est commute´e a` 20 kHz alors que la rotation du moteur est
fixe´e a` 400 Hz. Durant l’intervalle de temps allant de 2 a` 4 ms, un de´faut de type diode et
IGBT ouverts est applique´ a` l’interrupteur supe´rieur de la phase B (Q+B). Dans l’intervalle
de temps allant de 6 a` 8 ms, c’est un de´faut de type phase ouverte qui est applique´e sur la
phase C du moteur.
La Figure 5.16.b pre´sente l’erreur relative obtenue sur le courant en comparaison d’une
re´fe´rence SPS exe´cute´e en temps diffe´re´. On voit qu’aux croisements par ze´ro, l’erreur relative
augmente mais que globalement, en ope´ration normale, elle varie entre 0.01 % et 1 %.
Ces niveaux de pre´cision sont ge´ne´ralement juge´s comme excellents pour la simulation en
temps re´el, ou` des approximations de l’ordre de 5 % sont juge´es admissibles. Finalement,
remarquons que durant les fautes, les erreurs relatives oscillent beaucoup. Cet e´tat des choses
est plutoˆt acceptable dans le pre´sent cas de figure car les courants durant ce temps sont
proches de ze´ro.
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Pour le test en temps re´el, le mode`le de moteur utilise´ est un mode`le ge´ne´re´ par les
techniques d’e´le´ments finis. Nous reproduisons a` la Figure 5.17 une capture d’oscilloscope
pre´sente´e dans [49] et illustrant un de´faut de phase ouverte. Une simulation en temps dif-
fe´re´ tire´e de SPS est pre´sente´e a` droite pour illustrer la correspondance des deux mode`les.
D’autres cas de fautes sont illustre´s dans la publications, ainsi que le re´sultats de tests sur
le mode`le de moteur.
5.5.2 Convertisseur multi-niveaux
Le second cas d’e´tude est celui d’un MMC, convertisseur de puissance utilise´ dans les
re´seaux de tre`s haute tension a` des fins d’interface entre un re´seau a` courant alternatif et
une ligne de transport a` courant continu. Cette technologie connaˆıt un grand inte´reˆt de par
le monde, en font foi les nombreux projets de mise en service de MMC, dont le lien a` courant
continu sur 70 km entre la France et l’Espagne est une e´manation [96]. C’est d’ailleurs dans
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le cadre de ce projet que s’inscrit le travail de notre colle`gue, ou` un convertisseur MMC de
401 niveaux 4 doit eˆtre ope´re´. Les re´sultats pre´sente´s dans cette section sont tire´s d’un article
de revue re´cemment soumis pour publication [105].
La Figure 5.18 pre´sente un MMC ou` on retrouve le re´seau a` courant alternatif du coˆte´
gauche du convertisseur, et la ligne de transport a` courant continu du coˆte´ droit. Chaque
phase du convertisseur comporte deux demi-bras, chacun de ces demi-bras e´tant constitue´
de N sous-modules (SM). Les sous-modules du demi-bras sont des cellules forme´es de deux
paires IGBT/diode ; leur roˆle et de relier plusieurs capacite´s en cascade pour sommer les
voltages a` leurs bornes. Le nombre de cellules actives peut ainsi varier de 0 et N , de sorte
que le convertisseur puisse discre´tiser un signal alternatif en N + 1 niveaux au plus. Dans
ce travail, il est suppose´ que les SM sont ope´re´s de telle fac¸on qu’en tout temps, une et
seulement une des deux paires diode/IGBT conduise.
Malgre´ le grand nombre d’interrupteurs que comporte un MMC (un MMC a` 401 ni-
veaux comprend 4 800 paires IGBT/diode), la mode´lisation du convertisseur au moyen du
mode`le re´sistif de l’interrupteur est ne´anmoins possible. L’ide´e a e´te´ propose´e par [34] ou`
il est sugge´re´ de remplacer chaque demi-bras par son e´quivalent de The´venin, et ce apre`s
avoir converti chaque SM en son e´quivalent de The´venin. Les e´quations pour effectuer ces
manipulations sont relativement simples et se traduisent comme suit. Les interrupteurs S1i
et S2i sont remplace´s par des e´quivalents re´sistifs, R1i et R2i respectivement. On aura alors
la re´sistance de The´venin d’un SMi exprime´e par :
RThSMi = R2i
(
1− R2i
R1i +R2i +RCi
)
(5.9)
ou` RCi est la re´sistance e´quivalente issue de la discre´tisation de la capacite´ Ci. La tension
de The´venin de la cellule SMi quant a` elle est donne´e par :
vThSMi =
(
R2i
R1i +R2i +RCi
)
VCi (5.10)
ou` vCi est la tension aux bornes de la capacite´ Ci.
Les e´quations 5.9 et 5.10 e´tant pose´es, il est possible de de´terminer la re´sistance et
la tension e´quivalentes de The´venin du demi-bras 5 assez facilement, puisque les SM sont
connecte´s en se´rie.
4. Nous revenons plus loin sur la de´finition du nombre de nouveaux dans un MMC.
5. Il convient de remarquer que ce que l’on de´signe par demi-bras en franc¸ais se traduit par arm en
anglais. Le lecteur est donc prie´ de ne pas s’e´tonner de la notation qui suit.
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Figure 5.19 – Relation entre le pas de temps et le nombre de SM pouvant eˆtre conside´re´s.
Ainsi, la re´sistance de The´venin pour le demi-bras est donne´e par :
RTharm =
N∑
i=1
RThSMi (5.11)
tandis que la tension de The´venin du demi-bras est donne´e par :
vTharm =
N∑
i=1
vThSMi (5.12)
Ces e´quations simplifient grandement les calculs pour la simulation du mode`le, rendant
possible la simulation en temps re´el d’un MMC avec pre`s de 100 SM en se servant uniquement
de CPU [104]. Cependant, pour un MMC a` 400 SM, une simulation sur CPU ne parvient pas
a` respecter la contrainte que se doit de suivre le mode`le, et qui est illustre´e a` la Figure 5.19.
La preuve mathe´matique de cette limite n’est pas reproduite ici afin d’alle´ger le texte. Le
lecteur inte´resse´ la retrouvera dans [105]. Cependant, si on s’y fie, il apparaˆıt que, pour eˆtre
en mesure de simuler un MMC a` 400 SM, il faut que le pas de temps de la simulation soit
entre 9 et 10 µs. Or, la Figure 5.19 indique qu’un mode`le simule´ sur un CPU sera en mesure
de rouler en temps re´el en autant que le nombre de SM ne de´passe pas 120. Si le mode`le est
re´parti sur plusieurs CPU, la simulation en temps re´el pourrait conside´rer jusqu’a` 230 SM.
Ces chiffres doivent cependant eˆtre revus a` la baisse puisqu’ils ne prennent pas en compte
les temps de communication avec un controˆleur externe (le controˆleur est e´mule´ sur CPU).
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(a) (b)
Figure 5.20 – Infrastructure mate´rielle pour la simulation du MMC : (a) Cas de simulation
Multi-CPU ou` chaque demi-bras est simule´ sur un CPU inde´pendant ; (b) Cas de simulation
ou` le MMC (six demi-bras) sont simule´s sur FPGA.
La Figure 5.19 montre que la solution FPGA permet de re´soudre ce dilemme. Une im-
ple´mentation FPGA permettant de ce faire est pre´sente´e a` la Figure 5.20.b (le pendant
multi-CPU — dont les re´sultats e´taient donne´s a` la Figure 5.19 — est illustre´ a` la Fi-
gure 5.20.a). Il s’ave`re en fait que le MMC est simule´ sur le FPGA avec un pas de calcul de
2.5 µs. C’est le temps de communication entre le CPU et le FPGA (fixe´e a` 9 µs) qui limite
le pas de simulation totale de cette solution. Ce re´sultat est inte´ressant en cela qu’il nous
montre que l’ame´lioration du lien de communication entre le CPU et le FPGA (c.-a`-.d. la
diminution de la latence de ce canal) a un fort potentiel dans l’ame´lioration des performances
des simulateurs en temps re´el. On remarquera dans la Figure 5.20 que les MMC sont repre´-
sente´s par des e´quivalents Norton et non des e´quivalents The´venin. Ce choix est explique´
par des raisons technologiques, a` savoir l’utilisation de la boˆıte a` outils SSN de Opal-RT
qui ne´cessite une repre´sentation nodale. Ne´anmoins, de par la simplicite´ de la formulation
de l’e´quivalent The´venin des demi-bras, le FPGA effectue ses calculs selon ce mode`le — ces
derniers sont ensuite traduits vers des e´quivalents Norton sur le CPU5 puis inte´gre´s au reste
du re´seau.
La topologie de l’engin de calcul que nous avions de´veloppe´e jusqu’ici ne peut eˆtre ex-
ploite´e pour effectuer les calculs rattache´s a` un demi-bras de MMC. Afin de de´terminer
l’architecture a` utiliser pour notre proble`me, il nous faut faire un sommaire des quantite´s
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Figure 5.21 – Engin de calcul pour la simulation du MMC : (a) Topologie de l’engin de
calcul ; (b) ope´rateurs arithme´tiques associe´s aux unite´s de calcul.
devant eˆtre e´value´es (Rarmj , v
h
armj
(t) et les valeurs des vCij (t + ∆t) pour le pas de temps
suivant), les valeurs en entre´e des unite´s de calcul (iarmj et les valeurs actuelles vCij (t)) ainsi
que la fac¸on de ce faire. Notons que les indices j servent a` distinguer les diffe´rents demi-bras
entre eux. Relevons a` ce titre que :
vharmj (t) = Rarmj iarmj (t) +
N∑
i=1
αijvCij (t) (5.13)
ou` αij est une constante qui de´pend des statuts des interrupteurs S1ij et S2ij . De la meˆme
fac¸on, on trouvera que :
vCij (t+∆t) = Reqij iarmj (t) + βijvCij (t) (5.14)
ou` βij est e´galement une constante qui de´pend des statuts des interrupteurs S1ij et S2ij .
Quant a` Rarmj , son expression (voir les e´quations 5.9 et 5.11) permet d’entreposer ses valeurs
potentielles dans une me´moire LUT adresse´es par un pointeur correspondant au nombre de
SM actifs dans le demi-bras.
La Figure 5.21.a illustre l’engin de calcul issu de cette analyse. On retrouve comme pre´-
ce´demment des fichiers de registres permettant d’emmagasiner les gaˆchettes (fournies par le
controˆleur) et les valeurs des vCij (t). Ces fichiers de registres permettre la lecture et l’e´cri-
ture simultane´es de cinq valeurs en entre´es, et cinq valeurs en sortie afin d’assurer un de´bit
suffisamment e´leve´. Une unite´ de controˆle sert a` cadencer les se´quences ope´ratives tandis que
trois unite´s arithme´tique sont utilise´es pour calculer respectivement Rarmj , v
h
armj
(t) et les va-
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Figure 5.22 – Re´sultats de simulation du MMC.
leurs des vCij (t+∆t). La fac¸on dont ces unite´s ope´ratives sont imple´mente´es est illustre´e a` la
Figure 5.21.b. L’unite´ permettant de calculer Rarmj est une LUT adresse´e indirectement par
les gaˆchettes ; l’unite´ en charge de calculer vharmj(t) est un OPS5 ; finalement, l’unite´ servant
au calcul de vCij (t+∆t) utilise des 5 OPS2 (sans fonction d’accumulation) — ses sorties sont
redirige´es vers les fichiers de registres. Contrairement a` ce que nous faisions pre´ce´demment,
les constantes sont maintenant repre´sente´es avec une mantisse signe´e de 44 bits, tandis que
les variables exploitent toujours des mantisses de 35 bits. Cette solution permet d’employer
quatre blocs DSP pour effectuer chaque multiplication. Les additions en FAA emploient une
mantisse interne de 80 bits. Ces pre´cautions arithme´tiques servent a` garantir la meilleure
exactitude des calculs.
Le Tableau 5.7 pre´sente les re´sultats d’imple´mentation de l’engin de calcul sur le Virtex 6
XC6LX240T-1C [122] apre`s placement et routage. On rele`vera que les re´sultats de consom-
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Tableau 5.7 – Re´sultats d’imple´mentation du MMC.
Me´triques Virtex 6 disponibles
Tranches 14,119 (37 %) 37,680
Blocs DSP 60 (7 %) 768
BRAM 92 (22 %) 416
Chemin critique 4.991 ns N/A
Fre´quence maximale 200.40 MHz N/A
mation de me´moire sont de beaucoup infe´rieurs a` ce que la taille du circuit pouvait faire
croire (nous avons pre`s de 2400 e´tats, et le double de paires IGBT/diode). Cette e´conomie
dans la consommation de me´moire est attribuable aux simplifications des e´quations et aux
de´couplages des demi-bras du restant du re´seau e´lectrique, ce qui de´montre l’inte´reˆt de ces
approches dans la simulation en temps re´el. On notera que la consommation des blocs DSP
concorde avec la the´orie (4 blocs DSP par multiplieur, pour un total de 5+ 5× 2 = 15 mul-
tiplieurs, soit 4× 15 = 60 blocs DSP). La consommation des tranches du FPGA (37 %) est
relativement importante, mais raisonnable e´tant donne´e la dimension du proble`me simule´.
Pour conclure ce cas d’e´tude, la Figure 5.22 pre´sente certaines variables (en p.u.) du
re´seau lorsqu’une de´faut de type ”trois phases a` la terre” est applique´ a` la 10e seconde du
temps de la simulation. Une superposition du re´sultat de la simulation en temps re´el et
d’une simulation en temps diffe´re´e utilisant SPS est effectue´e afin d’illustrer la bonne allure
ge´ne´rale des courbes. Les erreurs relatives pour ces courbes varient entre 0.1 % et 3 %, ce
qui est tre`s acceptable pour une simulation en temps re´el.
5.6 Conclusion
Ce dernier chapitre a permis de regrouper les de´veloppements des chapitres pre´ce´dents
et d’en faire la synthe`se dans la mise en œuvre d’engins de calcul pour la simulation des
circuits d’e´lectronique de puissance. Nous avons pu e´tablir les crite`res de conception servant
a` la re´alisation de tels engins de calcul (format en VF non standard, accumulation en FAA)
et de´montre´ le bon fonctionnement de ceux-ci. Un engin de calcul versatile a e´te´ pre´sente´
et e´tudie´ selon diffe´rents crite`res (utilisation des ressources FPGA, pas de calcul, contexte
d’application re´aliste, haute fre´quence de commutation). Nous avons e´galement conside´re´ des
e´tudes de cas ou` le mode`le re´sistif de l’interrupteur a e´te´ utilise´. Ces cas d’e´tude servaient
a` de´montrer que si le mode`le re´sistif souffre de certaines limitations quant a` son caracte`re
ge´ne´ral du fait de sa gourmandise en me´moire, des engins de calcul spe´cialise´s peuvent
eˆtre conside´re´s pour des applications de haute performance et demandant une assez bonne
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pre´cision.
Ainsi, nous avons pu re´unir dans ce chapitre l’ensemble des re´sultats de nos travaux de
recherche, les faisant aboutir a` ce qui peut eˆtre de´crit comme la pointe de l’e´tat de l’art,
et ce tout en proposant des prototype de grade industriel. L’eHS et le pont a` deux niveaux
sont deux cas d’espe`ce, et ils sont aujourd’hui commercialise´s par le partenaire industriel de
la the`se, la compagnie Opal-RT Technologies.
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CONCLUSION
Au terme de cette the`se, il convient de refaire le sommaire des contributions qui sont
les noˆtres et de sugge´rer des voies de recherche pour l’avenir. Ainsi, le travail pre´sente´ dans
cette the`se a apporte´ diffe´rentes contributions scientifiques au domaine de la simulation en
temps re´el sur FPGA et, a` la base de ces apports, des contributions a` l’arithme´tique des
ordinateurs.
Nous avons ainsi formule´ un algorithme de sommation qui est une ge´ne´ralisation de
la TAA, nantie d’une formulation et d’une re´alisation mate´rielle simplifie´es. Nous avons
de´montre´ l’inte´reˆt d’un tel algorithme dans la construction d’ope´rateurs tels que le MAC et
l’OPS, et l’inte´reˆt de pouvoir disposer d’un syste`me redondant pour la sommation rapide
de mantisses larges. Le travail a par ailleurs e´tabli les crite`res permettant de garantir la
bonne exactitude des re´sultats de la sommation, crite`res que nous avons e´tablis par des
de´monstrations the´oriques et empiriques.
En ce qui a trait au syste`me redondant, la the`se a propose´ une analyse exhaustive de
l’utilisation du format HRCS dans l’addition de mantisses larges, format pour lequel deux
nouveaux ope´rateurs arithme´tiques ont e´te´ propose´s : un additionneur endomorphique ainsi
qu’un convertisseur HRCS a` format conventionnel. Ces de´veloppements ont e´te´ cruciaux
pour le de´veloppement d’arbres d’additionneurs en virgule flottante a` faibles latences ainsi
qu’a` la fonction d’accumulation a` un cycle d’horloge.
Fort de ces re´sultats, notre travail s’est tourne´ vers l’imple´mentation d’engins de calcul
faits de plusieurs MAC ou OPS en virgule flottante ayant une tre`s courte latence et per-
mettant de ce fait l’atteinte de pas de calcul de quelques centaines de nanosecondes dans la
simulation de convertisseurs de puissance de moyenne complexite´. En proposant une analyse
de la mode´lisation de circuits d’e´lectronique de puissance, nous avons pu proposer un engin
de calcul versatile permettant de simuler des convertisseurs de topologie arbitraire, et pou-
vant contenir jusqu’a` 24 interrupteurs avec des pas de temps en dec¸a` de la microseconde,
tout en admettant des fre´quences de commutations de plusieurs kilohertz. Nous avons e´gale-
ment conside´re´ des cas pratiques ou` le mode`le re´sistif de l’interrupteur a e´te´ utilise´. Les cas
d’e´tudes que nous avons conside´re´s sont tire´s de contextes industriels ou` des proble´matiques
modernes e´taient a` la recherche de solutions qu’ont pu apporter nos travaux. Ces re´alisations
placent nos travaux a` la pointe de l’e´tat de l’art du domaine de la simulation en temps re´el
sur FPGA.
La the`se a par ailleurs permis de mettre la lumie`re sur certains faits et d’e´claircir des
voies de recherche a` venir. Ainsi, il est e´tabli que la simulation des circuits d’e´lectronique
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de puissance est re´alisable sur FPGA avec des pas de temps qui n’exce`dent pas 1 µs. Deux
crite`res fondent cette conclusion : la puissance de calcul sur FPGA et la me´moire embarque´e
disponible. Pour ce qui est de la puissance de calcul, nous avons pu constater qu’il e´tait
possible d’utiliser moins de 10 % d’un FPGA tel que le Virtex 6 et de disposer de plus
de 6 GFLOPS de puissance de calcul. Ainsi, des engins de calcul plus puissants que l’eHS
(un engin de calcul nanti de 8 OPS8 offrirait plus de 25 GFLOPS) permettrait d’effectuer
davantage de calculs dans la meˆme feneˆtre de temps. Les re´sultats du Chapitre 2 ont par
ailleurs permis de de´montrer qu’un tel engin de calcul serait efficace dans l’exe´cution de
cette taˆche.
Cette marge de manœuvre est certainement sujette a` ame´lioration dans un futur proche,
e´tant donne´e la croissance impressionnante de la densite´ des FPGA durant les dernie`res
anne´es. Un tel fait permet d’entrevoir la possibilite´ d’imple´menter des algorithmes ite´ratifs
sur FPGA sans trop compromettre le pas de temps de la simulation. Ne´anmoins, pour ce
faire, il convient de re´duire les besoins en me´moire embarque´e de manie`re significative. La
voie royale pour cela est la formulation d’une me´thode de de´couplage des circuits e´lectriques,
permettant par exemple de conside´rer des topologies arbitraires de convertisseurs de puis-
sance, tout en utilisant le mode`le re´sistif de l’interrupteur. Une telle me´thode se doit de
ne pas eˆtre trop gourmande en calculs et en me´moire, elle doit garantir la possibilite´ de
s’exe´cuter efficacement sur FPGA (re´gularite´ des calculs) et de fournir une solution ge´ne´rale
a` une large gamme de proble`mes. Pour ce faire, la cle´ du succe`s est probablement du coˆte´
de l’imple´mentation d’ope´rateurs de division en virgule flottante, et sur cette base d’engins
de calcul servant a` re´soudre sur puce des syste`mes d’e´quations line´aires.
Une autre question qui me´rite re´flexion est le constat que nous avons fait des limites
impose´es par les liens de communication entre FPGA et CPU. Les protocole de commu-
nications dits rapides visent principalement un haut de´bit de communication, atteignant
dans le cas du PCIe plusieurs dizaines de Gbps. Or la simulation en temps re´el (surtout la
simulation HIL) ne´cessite une communication a` tre`s courte latence. Ce requis est d’autant
plus important que les techniques de de´couplage (tant inter-CPU que CPU-FPGA) gagne-
raient en pre´cision si elles pouvaient eˆtre effectue´es de manie`re ite´rative. Autrement dit, une
voie de recherche qui me´rite d’eˆtre conside´re´e est l’e´tude de protocoles de communication
a` faible latence (par exemple par l’imple´mentation de protocoles non standards). Un autre
sujet d’inte´reˆt est une refonte du paradigme de communication des simulateurs multi-CPU
(et des simulateurs multi-FPGA que l’on voit se profiler dans un avenir proche) afin d’in-
te´grer l’ide´e de communications inter-pas, seules garantes de simulations re´parties utilisant
des me´thodes ite´ratives.
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ANNEXE A
TECHNOLOGIE FPGA
Les FPGA sont des circuits reconfigurables caracte´rise´s par une densite´ de surface conti-
nuellement croissante et une puissance de calcul telle qu’elle surpasse celle des micropro-
cesseurs dans certaines applications. On recourt souvent aux FPGA a` titre d’acce´le´rateurs
mate´riels dans une configuration de co-processeur reprogrammable. Nous allons brosser ici un
portrait rapide de cette technologie et mettre de l’avant les caracte´ristiques qui retiendront
notre attention dans ce travail.
A.1 Marche´ mondial
Le marche´ des FPGA en est un lucratif, avec un chiffre d’affaire mondial tournant autour
de 2 a` 3 milliards de dollars, pre´sentant une certaine maturite´ caracte´rise´e par une croissance
annuelle appre´ciable (5 − 8 %). On retrouve les FPGA dans quatre sections de marche´
principaux :
1. Les technologies de la communication ;
2. Calcul et traitement de donne´es ;
3. E´lectronique de consommation et automobile ;
4. Divers autres secteurs industriels.
A.2 Altera vs. Xilinx
Les compagnies Xilinx et Altera dominent le marche´ des circuits programmables, et plus
spe´cifiquement le marche´ des FPGA avec respectivement 49 % et 39 % de parts de marche´ 6
. L’architecture des FPGA de Altera diffe`re de celle de Xilinx, de sorte que les optimisations
pouvant eˆtre obtenues pour l’un ne le sont pas force´ment pour l’autre.
Dans le cadre de notre travail, nous favorisons les FPGA de Xilinx. Plusieurs facteurs
participent a` ce choix :
– Depuis plusieurs anne´es, Opal-RT, le partenaire industriel, produit des cartes actives
serties des FPGA de Xilinx (Spartan et Virtex) ;
6. Selon les donne´es fournies par Xilinx dans son re´cent Investor Factsheet.
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– Pour ces meˆmes cartes, le partenaire industriel a de´veloppe´ du logiciel a` destination
des FPGA de Xilinx, tels que pilotes, librairies Matlab/Simulink, noyaux de calcul,
etc.. . . ;
– Le partenaire industriel a de´veloppe´ une carte utilisant un Spartan 3 de Xilinx ;
– Le partenaire commercialise du logiciel permettant l’exploitation d’une carte de de´ve-
loppement fabrique´e par XiIinx et incorporant un FPGA haut de gamme de la famille
Virtex 5 ;
– L’exploitation des outils logiciels du partenaire industriel facilite grandement l’inte´gra-
tion de notre travail dans le cadre d’un simulateur commercial ayant fait ses preuves ;
– Une grande partie de la litte´rature scientifique porte sur les FPGA de Xilinx, de sorte
qu’il est plus facile de comparer nos re´sultats aux leurs.
A.3 Technologie de FPGA chez Xilinx
Xilinx posse`de deux gammes principales de FPGA. La gamme Spartan et la gamme
Virtex. La gamme Spartan est une gamme de FPGA a` bas couˆt (moins de 100$) avec
un re´seau d’interconnexion re´duit et des blocs spe´cialise´s moins performants. Les fre´quences
d’horloge atteignables par un Spartan 3 sont modestes (moins de 100 MHz). La gamme Virtex
quand a` elle est une gamme de FPGA de haute performance. Il lui est associe´ une gamme de
prix e´quivalente, allant de plusieurs centaines de dollars a` quelques milliers. Les FPGA Virtex
sont e´galement caracte´rise´s par des fre´quences d’ope´ration e´leve´es (>200 MHz) et la pre´sence
de blocs spe´cialise´s grave´s en dur, tels que processeur, bloc DSP, bloc RAM, PHY, etc.
Jusqu’a` une date re´cente, les FPGA de Xilinx e´taient constitue´s de blocs reprogrammables
a` base de LUT a` 4 entre´es, c’est-a`-dire qu’elles pouvait imple´menter une fonction logique de
4 entre´es au plus. Pour des fonctions avec davantage de variables, il fallait interconnecter
plusieurs de ces LUT. Depuis le Virtex 4, Xilinx a introduit des LUT a` six entre´es, permettant
ainsi l’imple´mentation efficace de fonctions complexes.
A.3.1 Blocs DSP
Depuis le Virtex 4, Xilinx a introduit un bloc spe´cialise´ dans ses FPGA appele´ bloc
DSP. Ce bloc est grave´ en dur et permet l’imple´mentation efficace de diffe´rentes fonctions
telles que multiplication, accumulation, addition larges, etc. Le bloc DSP du Virtex 4 (que
l’on retrouve e´galement dans le Spartan 6) posse`de un multiplieur traditionnel 18x18 bits
signe´s. Les FPGA Virtex 5 et Virtex 6 posse`dent des multiplieurs 25x18 bits signe´s qui
facilitent l’imple´mentation de la multiplication en virgule flottante. Un tel bloc est illustre´
a` la Figure A.1.
121
Figure A.1 – Bloc DSP du Virtex 5 [120].
A.3.2 Blocs RAM
Entre autres circuits grave´s en dur, les FPGA incorporent de petites me´moires (BRAM).
Ces BRAM sont configurables de diffe´rentes manie`res. Elles sont de taille de 18 kilobits
(18 kb) ou de 36 kb. Ceci signifie que ces me´moires peuvent eˆtre adresse´es par dix bits
d’adresse pour des largeurs de donne´es de 18 bits et 36 bits respectivement. Bien entendu,
ces me´moires peuvent eˆtre combine´es pour former des me´moires de plus grande taille. Ces
me´moires posse`dent deux ports inde´pendants de lecture/e´criture.
A.3.3 Circuits de´die´s a` la propagation de la retenue
Les FPGA modernes ont introduit une logique de´die´e a` la propagation de la retenue
permettant d’imple´menter des additionneurs de manie`re efficace. La figure A.2 pre´sente une
slice (tranche du FPGA) des FPGA Virtex 5. Les FPGA contiennent des milliers de ces
blocs et la surface occupe´e par une architecture est souvent rapporte´e en nombre de slices,
comme nous le ferons dans ce travail de the`se.
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Figure A.2 – Sche´ma d’une slice du Virtex 5.
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A.4 Outils de conception
Il existe diffe´rents outils pour la conception sur FPGA. Il y a d’une part les tradition-
nels langages de description mate´rielle telle que le VHDL et le Verilog. Il existe e´galement
d’autres langages plus e´volue´s tels que le SystemC ou SystemVerilog. Un effort industriel et
acade´mique tente e´galement d’introduire des paradigmes de de´veloppements en langage de
haut niveau d’abstraction (tels que HandelC, ImpulseC). Dans le domaine du de´veloppement
DSP, Xilinx et Altera ont introduit des boˆıte a` outils Simulink pour de´velopper du mate´riel
depuis Matlab. Dans ce projet, nous utilisons e´galement le VHDL et la boˆıte a` outils System
Generator de Xilinx.
