Previous authors have shown bounds on mixing time of random walks on finite undirected Cayley graphs, both with and without self-loops. We extend this to the most general case by showing that a similar bound holds for walks on all finite directed Cayley graphs. These are shown by use of two new canonical path theorems for mixing time of non-reversible Markov chains. The first result is related to the traditional canonical path mixing result but holds for general walks with small holding probability. The second theorem holds for all finite Markov chains, even nonreversible walks with no holding probability. Curiously, these results are shown by use of Evolving sets, whereas previous path results were shown via Spectral gap.
Introduction
Random walks, or Markov chains, have been a key tool in developing efficient approximation algorithms for many difficult problems. Many of these random walks have been analyzed by the method of canonical paths, including walks used in algorithms for approximating the permanent, sampling from the Ising model, counting matroid bases, and some general results for walks on groups. In order to simplify the analysis most of these walks were considered only in the lazy (strongly aperiodic) case, or on rare occasions in the non-lazy reversible (i.e. undirected) case. However, this is an artificial constraint, as algorithms rarely need to be implemented with a large holding probability, and as nonreversible (i.e. directed) walks can converge faster than a reversible walk and so be more desirable.
In this paper we present two canonical path theorems which apply to general (non-reversible nonlazy) Markov chains. Our proof technique is innovative in that we approach canonical paths through Evolving sets, whereas previous results were shown via Spectral gap. Also, our bounds involve notions of both edge and vertex congestion; vertex congestion has not been a widely used concept, but has appeared in a few papers [1, 2] . With our bound we can sometimes drop the log(1/π * ) term which appears in all other path bounds. Finally, ours is the first canonical path bound which can be of the correct order for general finite Markov chains (i.e. non-reversible non-lazy). The form of this result is interesting. Diaconis and Stroock [4] showed that for a reversible walk it suffices to consider odd length canonical paths, while we show that for a general Markov chain P it suffices to consider odd length paths with edges alternating between P and its reversal P * .
A simple illustration is the M/M/1/(n − 1)-queue with arrival rate λ and service rate µ, i.e. the rate-(λ + µ) continuous time analog of the discrete time walk on the line [1 . . . n] with transitions P(i, i − 1) = µ λ+µ , P(i, i + 1) = λ λ+µ , P(1, 1) = µ and P(n, n) = λ. Our method shows total variation convergence in
steps, where traffic intensity ρ = λ/µ ≤ 1. When λ = µ = 1/2 then this is the correct τ (1/e) = Θ(n 2 ), and if ρ → 0 + then we have τ (1/e) = O(n log(1/ρ)) while the correct bound is O(n). Previously the best path results were O(n 2 log n) when ρ = 1 and O(n 2 log(1/ρ)) when ρ → 0 + . A stronger example is the widely used max-degree walk. Given an Eulerian directed graph (i.e. strongly connected with in-degree=out-degree at each vertex) with n vertices and max-degree d, consider the walk with transitions P(x, y) = 1 d+1 if (x, y) is an edge, and P(x,
Previously the best known bound was d log n times weaker. Our bound is even of the correct order, for instance on the Eulerian cycle with d edges from i → i + 1. A more interesting problem is walks on Cayley graphs, that is, random walks on groups. Babai [2] showed a mixing bound for the lazy walk on Cayley graphs with symmetric generating set. Diaconis and Saloff-Coste [3] extend this to the non-lazy case. However, our Theorems 4.4 and 6.4 give the first proof that their bound holds for walks on general Cayley graphs: Theorem 1.1. Consider the Cayley graph (G, S) for group G with (non-symmetric) generating set S containing the identity. If the graph has diameter ∆, and if p is a probability distribution on S, then the random walk with transitions P(g, gs) = p(s) has total variation mixing time
If the identity is not in S, and if the graph has diameter ∆ * where diameter is measured along odd length paths alternating between elements of S and S −1 , then
To prove our results, in Section 3 we show an improved mixing result when ergodic flow is spread over many vertices. Then in Section 4 canonical paths are used to bound mixing time in terms of notions of edge and vertex-congestion. The method is applied to study walks on Cayley graphs in Section 5. Finally, in Section 6 we extend our results to the case when there is no holding probability.
Preliminaries
Let P be a finite irreducible Markov kernel on state space V with stationary distribution π, that is, P is a |V | × |V | matrix with entries in [0, 1], row sums are one, V is connected under P (∀x, y ∈ V ∃n : P n (x, y) > 0), and π is a distribution on V with πP = π. The walk is called lazy if it is strongly aperiodic (∀v ∈ V : P(v, v) ≥ 1/2), while it is reversible if P * = P where the time-reversal P * is given by P * (x, y) = π(y)P(y,x) π(x) (note that πP * = π). If A, B ⊂ V the ergodic flow from A to B is given by Q(A, B) = x∈A,y∈B π(x)P(x, y).
If the walk is strongly connected and aperiodic then P n (x, ·) n→∞ −−−→ π for every x ∈ V . One way of measuring the rate of convergence is with the L 2 or chi-square distance,
The mixing time τ 2 (ǫ) = τ 2,P (ǫ) = min{n : ∀x ∈ V, P n (x, ·)/π − 1 2,π ≤ ǫ} is the worst-case number of steps needed for L 2 distance to drop to ǫ. Other common distances include total-variation distance
(see [7] ). The mixing bounds in this paper will be the same for P and P * and so are easily translated into total variation and L ∞ mixing bounds as well. Fill [5] showed a bound on mixing time which is useful for studying non-reversible walks:
Theorem 2.1. The mixing time of a finite Markov chain with π 0 = min x∈V π(x) is at worst
where the spectral gap λ K of a Markov chain K is the difference
between the two largest eigenvalues of the reversible transition kernel
For a reversible walk, λ PP * simplifies to λ PP * ≥ min{2α, λ P } where P(v, v) ≥ α for all v ∈ V , but a non-reversible walk has only λ PP * ≥ 2αλ P [7] . In either case, a lazy walk has α ≥ 1/2 and λ PP * ≥ λ P .
Our results will be shown by use of the Evolving set methodology [6, 7, 8] :
Theorem 2.3. The mixing time of a finite Markov chain is at worst
The f -congestion C f is somewhat mysterious, but seems to be well-suited towards showing isoperimetric (geometric) bounds on mixing times. It is generally not easy to calculate exactly, but the following lemma of [6] can help to bound C f in terms of isoperimetric quantities. 
Our interest is in bounding 1 0 f (π(A u )) du for the concave function f (a) = a(1 − a). To apply the lemma to this we take into account whatever constraints are given by the isoperimetric quantities of interest, and proceed to minimize the integral t 0 π(A u ) du, noting that π(A u ) is a decreasing function of u and
Studying Evolving sets with η-conductance
In this section we bound f -congestion in terms of a modified form of conductance which applies to Markov chains with some holding probability α > 0, that is, ∀v ∈ V : P(v, v) ≥ α. 
If the holding probability is α and η ≥ 1 − α then Q η (A) = Q(A, A c ), and so in particular for a lazy walk Q 1/2 (A) = Q(A, A c ) agrees with the standard notion of ergodic flow. 
Given these two conditions, that π(A u ) is decreasing, and 
. Integrate to complete the proof. Different choices of f -congestion are appropriate for different notions of distance. In order to simplify this result for L 2 distance it is useful to work with a modified form of conductance:
.
For a lazy walkΦ 1/2 (A) =Φ(A) is the normal notion of conductance.
This shows that if the ergodic flow is not too concentrated on any vertices (via η-conductance) then for fixed level of η-conductance the mixing bound can actually improve as η decreases.
Proof. We simplify the bound of Lemma 3.2. Let f (a) = a(1 − a). Then,
In the Appendix it is shown that 
Bounding η-conductance with canonical paths
We now bound η-conductance by use of canonical paths. For comparison, we first note that the standard approach to bounding mixing in terms of canonical paths is through a Poincaré inequality [4, 3, 7, 9] : A mixing time bound for a non-reversible walk follows from this, the relation λ PP * ≥ 2αλ P and Theorem 2.1 in the Preliminaries.
Whereas the Poincaré bound involves edge-congestion ρ e and maximum path length, our new canonical path result depends on edge-congestion and a notion of vertex-congestion. Definition 4.2. Consider a (directed) graph G = (V, E) with a probability distribution π on V . To every (oriented) pair of vertices (x, y) ∈ V × V , x = y, associate a (directed) path γ xy ⊂ E. The vertex-congestion is given by
The second sum is so that a vertex is not counted in both γ xy and γ yx . This agrees with our intuition that in an undirected graph each undirected path should be counted only once. Edge congestion ρ e can be redefined similarly for our results. We can simplify this somewhat. First, note that v ∈ γ vx ∩ γ xv for all x ∈ V , and so
Also, in an undirected graph if γ yx is just γ xy traversed in reverse then
We now lower bound an appropriate choice of η-conductance.
Lemma 4.3. Consider a finite Markov chain P on state space V , with cycle-free paths {γ xy } between each x, y ∈ V , x = y. ThenΦ
Proof. For each pair of vertices x ∈ A, y ∈ A c , x = y, transport flow of π(x)π(y) along the path γ xy ⊂ E from x to y, for a total of π(A)π(A c ) from
Hence,
A similar argument lower bounds Q ρv/ρe (A c , A).
A mixing bound then follows:
Theorem 4.4. Consider a finite, ergodic Markov chain with holding probability α ∈ [0, 1] such that ∀v ∈ V : P(v, v) ≥ α. Let E ⊂ V × V be a subset of (directed) edges and for every x, y ∈ V , x = y, define a path from x to y along edges of E. If ǫ ≤ 1 then
where π 0 = min π(v). If P 0 (E) = min (x,y)∈E min{P(x, y), P * (y, x)} then also
Remark 4.5. The maximum can be dropped, or the bounds can be written in terms of ρ v or ρ e only, by the simplifications ρ v ≤ ρ e (1 − α) and ρ e ≤ ρv P 0 (E) . In particular, max 
Substituting this into Theorem 2.3 gives the first result. Also, since Q ρv/ρe (A, A c ) > 0 was shown using only edges of E, there exists x ∈ A, y ∈ A c : Q(A, y) ≥ Q(x, y) ≥ P 0 (E)π(y). Hence, Q min{α,P 0 (E)} (A) ≥ min{α, P 0 (E)}π 0 . A similar argument shows Q min{α,P 0 (E)} (A c ) ≥ min{α, P 0 (E)}π 0 , and so by Corollary 3.4,
The profile mixing bound of Theorem 2.3 can then be estimated as (1/2) for a lazy reversible walk [7] . Also, λ = . Given paths γ xy and γ yx for P, take the paths forP = from x → y to send 1 2 π(x)π(y) along γ xy and an equal amount along γ yx in reverse. Then ρ v,P ≤ ρ v , while ρ e,P ≤ 2ρ e . Then λP ≥ 1/4ρ v (2ρ e ) because ρ v,P ≤ ρ e,P (1 − αP) so max{
αP , ρ e,P } = ρ e,P for the lazy walkP.
Example 4.6. Consider the max-degree walk on an Eulerian directed graph G discussed in the introduction. To apply canonical paths, for every x, y ∈ V let γ x,y be the shortest path from x to y. Even if every path passes through vertex v and edge e, then ρ v ≤ 
Walks on Cayley Graphs
To demonstrate how our path theorem can be used to improve on earlier results we turn our attention to random walks on groups. The following lemma suffices to show a mixing bound through Theorem 4.1, and along with Theorem 4.4 shows our first new bound of Theorem 1.1.
Lemma 5.1. Consider group G with (non-symmetric) generating set S, and to each g ∈ G write g = s 1 s 2 · · · s k as a product of generators. Let ∆ = max |g| be the length of the longest such representation, and N (g, s) denote the number of times generator s appears in the representation of g. If p is a probability distribution on S then the random walk with transitions P(g, gs) = p(s) has canonical paths such that
If the generating set is symmetric then
Proof. Given x, y ∈ G let g = x −1 y = s 1 s 2 · · · s k and path γ x,y be given by x → xs 1 → · · · → xg = y. 
For the undirected case use the form of ρ v given in equation (4.2). Now edge-congestion. For fixed s ∈ S, the same number of paths pass through each edge (g, gs) ∀g ∈ G, because if γ x,y includes edge (v, vs) then γ xv −1 w,yv −1 w includes edge (w, ws), and vice-versa. Hence,
Walks without self-loops
In this section we show a canonical path theorem that does not require a holding probability. The theorem is somewhat more restrictive than our earlier result, which is why we have chosen to approach this in two stages, previously with a holding probability required and now without one. When a walk has no holding probability then the appropriate quantity to consider is the modified conductanceφ(A) [6] . For the sake of conciseness we skip much of the step-by-step development done previously with η-ergodic flow. 
where η-modified ergodic flow is
To interpret this new quantity, note that if
that is, Ψ η (A) is the minimal η-ergodic flow from A into a set of size π(A c ). In particular, Ψ η (A) ≤ Q η (A, A c ) and for a lazy walk Ψ η (A) = Q η (A, A c ).
We then have: It was shown in [6] that C √
The second inequality used the relations
. This simplifies to give the theorem.
When
To motivate our non-reversible canonical path result note that Diaconis and Saloff-Coste [3, 7] (see also [4] ) show the following for reversible walks: Theorem 6.3. Consider a finite, reversible Markov chain and odd length paths γ xy between every pair of vertices (x, y) ∈ V × V . Then
Another approach is to use Theorem 4.1 to bound λ PP * , by taking canonical paths along edges of walk PP * , i.e. paths of even length with edges drawn alternately from P and then P * . However, often the minimal transition probability of PP * is the square of that of P (i.e. min PP * (x, y) = min P(x, y) 2 ), which is undesirable. Our result will combine aspects of these two approaches; we require paths of odd length, but the edges are drawn alternately from P and then P * . In the reversible case P = P * , and this reduces to requiring odd length paths.
Let us now state our main result:
Theorem 6.4. Consider a finite Markov chain P, let E ⊂ V × V be a subset of edges, and E * = {(y, x) : (x, y) ∈ E} denote the reversed edges. For every x, y ∈ V define an odd length path γ xy from x to y alternating between edges of E and E * . Then, 
.
Proof. Suppose A ⊂ V with π(A) ≤ 1/2. Let B = {v ∈ V : (x, v) ∈ E ⇒ x ∈ A}, C = {v ∈ V : (x, v) ∈ E ⇒ x ∈ A c }, and D = V \ (B ∪ C) = {v ∈ V : ∃x ∈ A, y ∈ A c ; (x, v) ∈ E; (y, v) ∈ E}. Then Ψ P 0 (E) (A) ≥ P 0 (E)(π(B ∪ D) − π(A)) and Ψ P 0 (E) (A c ) ≥ P 0 (E)(π(C ∪ D) − π(A c )) = P 0 (E)(π(D) − (π(B ∪ D) − π(A))). Hence, φ P 0 (E) (A) ≥ 
