This paper introduces the Global-Local Mapping Approximation algorithm as a candidate for identifying nonlinear, six degree-of-freedom rigid body aircraft dynamics. The technique models the nonlinear dynamical model as a sum of linear model and nonlinear model. The linear model dynamics are assumed to be perturbed by a nonlinear term which represents the system nonlinearities that are not captured by the linear model. Lyapunov stability analysis is used to derive the learning laws. To demonstrate the suitability of the algorithm for nonlinear system identification of aircraft dynamics, a longitudinal and a lateral/directional example using nonlinear simulation data, and flight test data are conducted. The true nonlinear model is generated using both the six degree-of-freedom nonlinear equations of motion of an aircraft, and by flight test data. Results presented in the paper demonstrate the utility of the Global-Local Mapping Approximation for the realistic cases of an unknown control distribution matrix B and unknown influence coefficient matrix C.
I. Introduction
The modeling and identification of nonlinear aircraft dynamics through use of measured experimental data is a problem of considerable importance. To derive control laws, a mathematical model of the system dynamics between control input and output states is desired. Also real time estimation of the input-output model of the system is required. Many well developed and efficient identification algorithms exists for linear system identification. These are often employed to model nonlinear systems when nonlinearities are small, or the system operates in a small locally linear regime. Techniques such as Modified Maximum Likelihood
II. Nonlinear System Identification
The goal of system identification is to identify a mathematical model which when subject to an actual input vector u, an output estimateŷ is produced which approximates the actual output y of the system, such that y −ŷ) < where represents the desired accuracy in the identification and ||.|| is the suitable norm on the system output space. Figure 1 shows the process. The nonlinear system identification process can be decomposed into a linear system identification part and a nonlinear system identification part. The linear system identification can be done by any established algorithm like OKID or by generating trim states and using small perturbation theory. Let the following equation represent the linear identified system where A l ∈ R n×n is a linear plant matrix, B l ∈ R n×p is a control distribution matrix, x ∈ R n is a state vector, u ∈ R p is a control vector, m is the number of states and p is the number of controls.ẋ
Mathematical
Equation 1 is then perturbed by the nonlinear term g(x) which represents the system nonlinearities that are not captured by the linear system. If g(x) is considered to be continuous in x, it can be approximated arbitrarily close by any set of complete functions, including orthogonal polynomial series as
where φ(x) is a vector of polynomial functions and C is a matrix of Fourier coefficients corresponding to the polynomial functions, and is the desired accuracy. The complete nonlinear system is then represented aṡ
Since Fourier coefficient matrix C and control effectiveness matrix B are unknown, we can write the above equation in terms of their estimates asẋ
Defining the error between the true state and approximated state as e(t) = x(t) −x(t) results in following expressionė (t) = A l e +Bu +Cφ(x) + (6) whereB = B −B andC = C −Ĉ. The adaptation laws are derived using a Lyapunov approach as
where P is a positive definite symmetric matrix. The first term includes the error between the true state and estimated state by GLOMAP, second term includes the error between true value of control effectiveness matrix and estimated control effectiveness matrix and third term in V consists of error between true value of C matrix and estimated value of C matrix. Now taking the time derivative of V and substituting e in above equation results iṅ
Let Q ∈ R n×n be a positive definite matrix which satisfies the following Lyapunov equation
To makeV negative semi-definite the following adaptive laws are selected.
A. Stability Analysis
Upon substituting these adaptive laws Equation 10 reduces tȯ
HereV is semi-negative definite if e > 2 P |λminQ| = e lb . This implies that if tracking residual is less than e lb , then learning parameters cannot be guaranteed to converge in this boundary layer region. Convergence difficulties can be handled if small tracking errors are used, and by restricting the magnitude of various parameters. For the case ofV < 0, the error e ∈ L ∞ and hence both x andx are bounded signals. From the integral ofV it can be easily shown that e ∈ L 2 ∩ L ∞ and hence from Barbalat's Lemma , 17 e → 0 as t → ∞ which leads toB → 0 andC → 0 according to Equations 11 and 12
III. Linear System Identification
Based on the concept of stochastic Kalman filter estimation and the techniques of deterministic Markov parameter identification, OKID generates a state-space discrete linear model representation directly in the time-domain. For lightly damped systems and modes, such as the phugoid mode of longitudinal aircraft dynamics, OKID can artificially improve system damping, thereby making the system deadbeat after just a few steps. This significantly reduces the required data record, storage space, and computation time.
Although the OKID method has been well described in references 2, 18-21, a brief explanation is given in this section. The discrete-time linear state-space perturbation model of the trimmed nonlinear aircraft dynamics is assumed to have the form:
where X(k), y(k), u(k) are state, output and control inputs with dimension of n, m, and r respectively.
Following the development of Juang , 18 a discrete-time observer with unknown initial condition has the form
Rewriting the observer equationx
G is called the (discrete-time) observer gain matrix to be determined. The input output formulation of this system can be represented asȳ
V is called Hankel matrix. For any large number p, A p is very small and hence we can write above equation
In practice, ideal linear system identification is almost impossible when external disturbances, often unknown, act on the system. A variant of the OKID algorithm developed to solve this problem by Chen and Valasek 2 is applied to the Buckeye parafoil-vehicle simulation and flight test data.
IV. Adaptation Laws for GLOMAP Parameters
According to Weirstrasss approximation theorem as N → ∞, the approximation error → 0. 15 But this is not possible as the adaptation laws in Equations 11 and 12 are based upon the assumption that all of the parameters of the network can be optimized simultaneously. However, the global nature of the continuous map, g(.), can lead to globally-optimal network parameters which adequately minimize the approximation error on one set of input data, but are not robust when tested on some new input data set. An alternative concept to global learning is local learning using local weight functions. The local learning algorithms involve estimation of network parameters using the observations in the local neighborhood of the operating point.
The GLOMAP algorithm uses local learning instead of global learning.
The GLOMAP algorithm uses the weighted average of different independent local approximations to approximate g(x). The continuity conditions are imposed by using a unique set of weighting functions in the averaging process. The weight functions guarantee the global continuity conditions along with the complete freedom of choosing local approximation functions. 22 It is shown in 22 that if these local approximations are chosen as linear combinations of a set of basis functions orthogonal to the weight functions, then many advantages can be realized in terms of comuptational cost and conditioning of the approximation problem.
Here orthogonal polynomials which are also orthogonal to weight functions are selected as local approximations to approximate continous functions in a compact space. The nonlinear term g(x) can be approximated
where C is a matrix of fourier coefficients corresponding to polynomial functions and φ(x) is a vector of different local approximations. Now the Equation 3 becomeṡ
For unknown B and C matrices it becomeṡ
As in Section II the equation for the time derivative of error e is written aṡ
Using same Lyapunov function considered above
and the time derivative of above equatioṅ
Adaptive laws are selected to makeV semi-negative definite, resulting iṅ
Stability is analyzed as done previously except that here ψ(x) = φ(x)W . Matrix C now depends on 2 n neighboring approximations depending upon the value of x. Table 1 is taken from reference 16 and shows the polynomials which are orthogonal to a particular weight function and ensures first order continuity. 
V. Nonlinear System Identification of Aircraft Dynamics From Simulation
A. F-16 Simulation
The true nonlinear aircraft model used here is obtained from an F-16 simulation that is high fidelity, non real-time, with six degrees-of-freedom and coded in simulink . 
B. Nonlinear System Identification of F-16
To test the algorithm we consider two cases. In the first case the control distribution matrix B is known and in the second case the control distribution matrix B is unknown. A and B are generated using a linear model system idenfication technique. The objective is to estimate both C matrix in the first case and the C and B matrices in second case. Adaptive laws given in Equations 34 and 35 are then used to estimate the elements of B and C. Figure 2 shows that the coefficients settle down to a constant value, although their convergence to a true value is not guaranteed. It is clear from the figure that the coefficients corresponding to all three states settle down within the first few seconds. In Figure 3 we can see that error between the estimated states and true states is very low. This shows that the nonlinearities of the system are captured very well by the GLO-MAP parameters. Elements of the C matrix for all of the states settle down within a few seconds, similar to Case 1. The states estimated by GLOMAP are seen to follow the simulation data very well. 
VI. Nonlinear System Identification of Aircraft Dynamics using Flight Data of Extra 300
A. Extra 300
Having verified the GLO-MAP nonlinear system identification algorithm with simulation, it is now applied to flight data obtained in the presence of sensor noise and exogenous inputs like gusts and turbulence.
The Extra 300 aircraft used to acquite the flight data is a one-seventh model of the full-scale Extra 300, an aerobatic aircraft having ailerons for roll control, elevator for pitch control and rudder for yaw control.
Throttle is used to control the velocity. Several flight tests were conducted for the purpose of generating data for the nonlinear system identification. All system identification maneuvers start with the aircraft trimmed in steady, level, 1-g flight. For the longitudinal maneuver, the first input is an elevator doublet, followed immediately by a throttle singlet. The aircraft is then permitted to dynamically settle for a period of a few seconds after the last input is applied. For the lateral/directional maneuver, the airplane is trimmed as per the longitudinal procedure. An aileron doublet is commanded, followed immediately by a rudder doublet.
The aircraft is then permitted to dynamically settle for few seconds after the last input signal is applied. All of the states and controls except β and α are recorded using the Picollo autopilot. The aerodynamic angles β and α are derived indirectly using other flight parameters. Multiple sets of data were recorded.
B. Linear System Identification of Extra 300
Several sets of recorded data were used to identify the Extra 300 linear system. The OKID algorithm is used to generate the best linear model in terms of system matrix A and control distribution matrix B. Numerical 
C. Nonlinear System Identification of Extra 300
For nonlinear system identification the linear models generated using OKID are used with GLOMAP, whose state estimates are used to learn the flight data. The results derived in Section IV were used to produce the following results. The accuracy and performance of the nonlinear identification algorithm depends upon the accuracy of the linear models determined using OKID, and the number of data points used. The longitudinal linear model previously determined is used as one of the inputs for the nonlinear system identification. The flight data used to derive the linear model is used here as the true nonlinear data. As with the previous simulation examples, two cases are considered here. First it is assumed that the B matrix is known and the B matrix derived from OKID is used. Figure 9 shows that the algorithm works well with data obtained from flight testing since the estimated states learn the flight data well. The next figure shows improvement in the model by using nonlinear system identification over the linear system identification of the aircraft dynamics. In the second case it is assumed that the B matrix is unknown. Figures 12 and 13 show that the coefficients settle down and the states are estimated very well for the case of an unknown B matrix. The next figure shows that elements corresponding to elevator are estimated exactly, as expected. The best lateral/directional model generated using OKID from all of the collected data is not hihgly accurate, but is still used. The A and B matrices representing the linear lateral/directional model for the Extra 300 are given in the Appendix. As in the case of the longitudinal model, two cases are considered. case of unknown B it shows good performance.
As mentioned previously the Extra 300 uses aileron and rudder as control surfaces. It is seen in the figure above that elements of B corresponding to the ailerons are exactly opposite to each other. This shows that it captures well the properties of elements of the B matrix. 
VII. Conclusion
This paper presented an application of the Global-Local Mapping Approximation algorithm to identify the nonlinear dynamics of a rigid body aircraft. Nonlinear numerical simulation examples for an F-16 and recorded flight data for an Extra 300 were used, and both longitudinal and lateral/directional dynamics were considered. Results presented in the paper show that the proposed approach is able to learn the unknown nonlinearities, using the adaptive laws developed by a Lyapunov analysis. The results demonstrate that the GLO-MAP nonlinear identification algorithm is able to successfully identify nonlinear aircraft dynamics, particularly in cases where the control distribution is not exactly known. Elements of both the C and B matrices converge rapidly to constant values. Global-Local Mapping Approximation was also shown to work well in the case of flight data which has sensor noise and atmospheric disturbances. Accuracy of the algorithm depends upon the accuracy of the linear model used, the order of polynomials used, and on the number of data points used. It is judged that Global-Local Mapping Approximation is a promising candidate for nonlinear system identification of aircraft dynamics. 
