We establish that the quantifier alternation hierarchy of formulae of second- 
Introduction
In this paper we investigate the expressive power of second-order propositional modal logic (SOPML), which is the system obtained by extending ordinary modal logic with propositional quantifiers ranging over sets of domain elements. Modal logics with propositional quantifiers have been in-vestigated by a variety of researchers with different kinds of motivations, see [4, 6, 8, 9, 13, 14, 16, 27, 30] for example, and interestingly, also [17] .
Johan van Benthem [5] and Balder ten Cate [9] raise the question whether the prenex quantifier alternation hierarchy of SOPML formulae induces an infinitely ascending corresponding hierarchy of definable classes of Kripke frames. This is an interesting question, especially as ten Cate shows in [9] that formulae of SOPML admit a prenex normal form representation. We show that the semantic counterpart of the syntactic quantifier alternation hierarchy of SOPML is infinite over the class of finite directed graphs. This automatically implies that the semantic hierarchy is infinite over the class of Kripke frames.
Second-order alternation hierarchies have received a significant amount of attention in finite model theory, see [25, 26, 23, 28, 29, 31] for example. The most important result we will use in investigating quantifier alternation of SOPML is a theorem of Schweikardt from [28, 29] stating that the alternation hierarchy of monadic second-order logic MSO is strict over the class of grids.
Inspired by the approach of Matz and Thomas in [26] , we employ a strategy loosely based on strong first-order reductions in order to transfer the result of Schweikardt from the context of grids to the context of a special class of finite directed graphs that we define. Over this class of finite directed graphs, the expressive power of SOPML coincides with that of MSO, and hence we easily obtain the desired result that the alternation hierarchy of SOPML is infinite over finite directed graphs. The precise definition of strong first-order reductions (found in [25] ) is of no importance to the investigations below, as we give a self-contained and detailed exposition of all our results.
As a by-product of the investigations concerning alternation hierarchies, we obtain characterizations of monadic second-order logic and second-order logic SO in terms of extensions of ordinary modal logic with second-order quantifiers. We define a translation of MSO sentences to equivalent formulae of second-order propositional modal logic with the global modality (SOPMLE). The translation is a variant of a translation of ten Cate in [9] .
The translation establishes that the expressive power of SOPMLE over finite/arbitrary relational structures coincides with that of MSO. A trivial adaptation of the related argument shows that replacing the global modality with the difference modality does not change the picture. We also define a translation of SO into second-order modal logic SOML. The logic SOML is the extension of polyadic modal logic 1 with quantification of both accessibility relations and proposition symbols.
Our modal characterizations of MSO and SO could turn out interesting from the point of view of finite model theory. For example, the modal characterization of MSO immediately suggest alternative approaches to the Ehrenfeucht-Fraïssé game for MSO (see [22] for the definition of the standard MSO game).
The paper is structured as follows. In Section 2 we fix the notational conventions and discuss a number of preliminary technical issues. In Section 3
we show that MSO = SOPMLE with regard to expressive power. Employing an approach analogous to that in Section 3, we then define in Section 4 a special class of directed graphs over which MSO and SOPML coincide in expressive power. In Section 5 we first work with MSO, transferring the result of Schweikardt to the context of the newly defined special class of directed graphs. Then, using the connection created in Section 4, we finally establish that the SOPML alternation hierarchy is infinite over directed graphs. In Section 6 we show that SO = SOML with regard to expressivity.
The current paper is the journal version of the conference article [18] , which constitutes a part of the author's PhD thesis [19] .
Preliminary definitions
In this section we introduce technical notions that occupy a central role in the investigations below.
Syntax and semantics
With a model we mean a first-order model of predicate logic (see [12] ), and we restrict attention to models associated with a vocabulary containing only relation symbols and possibly also constant symbols.
We fix countably infinite sets VAR FO and VAR MSO of first-order and monadic second-order variables, respectively. Naturally we assume that the sets are disjoint. We define
We let lower-case symbols x, y, z denote first-order variables. Upper-case symbols X, Y, Z denote second-order variables. The union f of two functions
where M is a model and Dom(M ) its domain, is called an assignment. Here
Pow (Dom(M )) denotes the power set of Dom(M ).
Let f be a function with the domain D. We let f u x denote the function with the domain D ∪ {x} such that
Here it is possible that x ∈ D.
Monadic second-order logic is interpreted in terms of models and assignments, so we write M, f |= ϕ when a model M satisfies an MSO formula ϕ under the assignment f .
Let PROP be the smallest set T such that the following conditions are satisfied.
The elements of PROP are proposition variables. Let
be a vocabulary, where S 0 is a set of constant symbols, S 1 and S 2 are sets of unary and binary relation symbols respectively, and S + is a set of relation symbols of higher arities. We assume that S and PROP are disjoint. The language L(S) of SOPML associated with the vocabulary S is the smallest set T such that the following conditions are satisfied.
1. If c ∈ S 0 , then c ∈ T .
2. If P # ∈ PROP, where # ∈ VAR, then P # ∈ T .
3. If P ∈ S 1 , then P ∈ T .
4. If ϕ ∈ T , then ¬ϕ ∈ T .
5. If ϕ ∈ T and ψ ∈ T , then (ϕ ∧ ψ) ∈ T .
6. If R ∈ S 2 and ϕ ∈ T , then R ϕ ∈ T .
7. If R ∈ S + is a k-ary relation symbol and
When SOPML is extended by the global modality, we obtain second-order modal logic with the global modality, or SOPMLE. The language L E (S) of SOPMLE associated with the vocabulary S is the smallest set T satisfying the conditions listed above when defining the language L(S) of SOPML, and also the following additional condition.
Here we assume that E ∈ S. The operator E is called the global diamond.
The elements of the sets L(S) and L E (S) are called S-formulae, or alternatively, formulae of the vocabulary S. The set of symbols in S that occur in an S-formula ϕ is called the set of non-logical symbols of ϕ. Analogous conventions apply to formulae of predicate logic: formulae of predicate logic associated with the vocabulary S are called S-formulae or formulae of the vocabulary S, and the set of non-logical symbols in S that occur in an Sformula ψ of predicate logic is the set of non-logical symbols of ψ.
Example 2.1. Let P and Q be unary relation symbols, X a monadic secondorder variable, c a constant symbol and x, y first-order variables. The MSO formulae ∃X∀x P (x) ∧ X(y) and ∀x x = x ∨ Q(c) ∨ X(x) are both formulae of the vocabulary {P, Q, c }, i.e., {P, Q, c }-formulae. In addition to being a {P, Q, c }-formula, the first formula is also a {P, Q }-formula and a {P, c }-formula, for example. The set of non-logical symbols of the first formula is {P }, and the set {Q, c } is the set of non-logical symbols of the second formula. The identity symbol is not considered to be a non-logical symbol.
Example 2.2. Let R be a binary relation symbol and P, Q unary relation symbols. Let P x ∈ VAR be a proposition variable and c a constant symbol. The SOPMLE formula E R (P ∧ P x ) is, for example, a {c, R, P, Q}-formula. The set of non-logical symbols of the formula is {R, P }. The symbol E associated with the global diamond E is not considered to be a non-logical symbol.
A pointed model is a pair (M, w), where M is a model of predicate logic and w ∈ Dom(M ). Formulae of SOPML and SOPMLE are interpreted with respect to pointed models. In addition to pointed models, we also need objects that interpret free occurrences of proposition variables in PROP.
denotes the valuation that maps the symbol P # ∈ PROP to the set U ⊆ Dom(M ) and other symbols in PROP to the same set as valuation V .
Let S be the vocabulary we defined above. An S-model, or a model of the vocabulary S, is a model such that the set of non-logical symbols that the model gives an interpretation to is exactly the set S. Let M be an Smodel with w ∈ Dom(M ) = W . Let V be a valuation that maps PROP into P ow(W ). We let denote the modal truth relation, which we now define for the model M and for S-formulae of SOPML in the following recursive fashion.
Definition 2.3. Let c ∈ S 0 , P ∈ S 1 and R ∈ S 2 . Let R ∈ S + be a k-ary relation symbol for some integer k ≥ 3. Let P # ∈ PROP, where # is a variable symbol in VAR FO ∪ VAR MSO . Let ϕ, ψ, ϕ 1 , ..., ϕ k−1 be formulae of SOPML of the vocabulary S. We define
The truth definition of SOPMLE is obtained by extending the above set of clauses by the following additional clause.
The semantic turnstile |= denotes the truth relation of predicate logic, while the turnstile denotes the truth relation of modal logic.
As SOPML is a fragment of SOPMLE, in the remaining part of the current subsection (Subsection 2.1) we only refer to SOPMLE formulae when fixing conventions that apply to formulae of both SOPML and SOPMLE.
If a formula ϕ of SOPMLE does not contain free occurrences of proposition variables, we may drop the valuation V and write (M, w) ϕ. An SOPMLE formula without free proposition variables is called a sentence. We extend the definition of the modal truth relation to the context of models (as opposed to pointed models) in the following standard way.
M ϕ iff for all w ∈ Dom(M ), (M, w) ϕ.
We also extend the truth relation of predicate logic to cover pointed models.
Let S be a vocabulary, M an S-model and ϕ(x) an S-formula of predicate logic with exactly one free variable, the first-order variable x. We define
where M, w x |= ϕ(x) means that M satisfies ϕ(x) when x is interpreted as w.
When we informally leave out parentheses when writing formulae, the order of preference of logical connectives is such that unary connectives have the highest priority, and then come ∧, ∨, →, ↔ in the given order.
Let S be a vocabulary and H p be a class of pointed S-models. We say that an S-sentence ϕ of SOPMLE defines the class C of pointed models with respect to H p , if
We write MOD Hp (ϕ) = C. Similarly, we say that an S-formula ψ(x) of MSO defines the class C of pointed models with respect to H p , if
where the formula ψ(x) is required to contain exactly one free first-order variable and no free second-order variables. We write MOD Hp (ψ(x)) = C.
Let H be a class of S-models. We say that an S-sentence ϕ of SOPMLE defines the class C of models with respect to H if
This mode of definability is sometimes referred to as global definability. We write MOD H (ϕ) = C. Similarly, we say that an S-sentence ψ of MSO defines the class C of models with respect to H if
We write MOD H (ψ) = C.
Two MSO formulae ϕ and ψ are called uniformly equivalent, if the following three conditions are satisfied.
1. The two formulae have exactly the same set of free variable symbols.
That is, the subset of VAR of variables that occur free in ϕ is exactly the same as the subset of VAR of variables that occur free in ψ.
2. The two formulae have exactly the same set U of non-logical symbols.
3. The equivalence
holds for all U -models M and all variable assignments f that map the set VAR into the set Dom(M ) ∪ P ow(Dom(M )).
Example 2.4. Let x, y ∈ VAR FO be distinct first-order variable symbols, and let X ∈ VAR SO be a monadic second-order variable symbol. Let P and Q be distinct unary relation symbols. The formulae X(y) and X(y) ∨ ¬y = y are uniformly equivalent. The formulae P (x) ∨ ¬P (x) and Q(x) ∨ ¬Q(x) are not uniformly equivalent since they fail to have the same set of non-logical symbols. The formulae x = x and y = y are not uniformly equivalent since they fail to have the same set of free variable symbols.
Two SOPMLE formulae ϕ and ψ are uniformly equivalent, if the following three conditions are satisfied.
1. The two formulae have exactly the same set of free proposition variables. That is, the subset of PROP of proposition variables that occur free in ϕ is exactly the same as the subset of PROP of proposition variables that occur free in ψ.
holds for all pointed U -models (M, w) and all valuations V that map the set PROP into the set P ow(Dom(M )).
Let χ be a sentence of SOPMLE and π(x) a formula of MSO with exactly one free variable, the first-order variable x. The sentence χ and the formula π(x)
are uniformly equivalent if they have exactly the same set U of non-logical symbols, and if we have
for all pointed U -models (M, w). An SOPMLE sentence χ and an MSO sentence π are called globally uniformly equivalent, if the sentences have the same set U of non-logical symbols, and if we have
Grids and graphs
Two classes of structures have a central role in the considerations that follow.
Definition 2.5. Let m, n ∈ N ≥1 and let
Let S 1 and S 2 be binary relation symbols. Define two binary relations S 
The structure Gd = D, S
is a grid, and the grid Gd is said to correspond to an m × n matrix. The element (1, 1) of the domain of a grid is referred to as the top left element. We let GRID denote the class of grids.
Note that this class of structures is not closed under isomorphism.
The other class of structures we shall consider is that of directed graphs.
We define a directed graph to be any structure (W, R), where W = ∅ is a finite set and R ⊆ W × W a binary relation. Below when we refer to a graph we always mean a nonempty, finite directed graph. We let GRAPH denote the class of finite directed graphs.
A Kripke frame is a structure (W, R), where W = ∅ and R ⊆ W × W , so the class GRAPH is exactly the class of finite Kripke frames.
Alternation hierarchies
An MSO formula in monadic prenex normal form consists of a vector of monadic second-order quantifiers followed by a first-order part. It is well known that for every MSO formula there exists a uniformly equivalent MSO formula in monadic prenex normal form, see [11] for example. Levels of the monadic second-order quantifier alternation hierarchy measure the number of alternating blocks of existential and universal second-order quantifiers of MSO formulae in monadic prenex normal form. It is natural to classify SOPML formulae in an analogous way. Below we give formal definitions of alternation hierarchies. We only define the levels containing formulae that begin with an existential quantifier, as this suffices for the purposes of our discourse.
Let S be a nonempty vocabulary not containing function symbols. Let L FO (S ∪VAR MSO ) denote the first-order language associated with the symbol set S ∪ VAR MSO . We define
The sets Σ n (S) are levels of the syntactic alternation hierarchy of MSO.
We write Σ n instead of Σ n (S) when the vocabulary is clear from the context. With [Σ n ] we refer to the equivalence closure of Σ n . In other words,
[Σ n ] is the set of MSO formulae ϕ such that there exists some MSO formula ϕ ∈ Σ n that is uniformly equivalent to ϕ.
Levels of the syntactic alternation hierarchy are associated with natural semantic counterparts. Let H be a subclass of the class of all S-structures.
We define
Similarly, we let
where H p is a class of pointed S-models.
We then deal with the quantifier alternation hierarchies of SOPML formulae of the vocabulary S. The zeroth level of the syntactic hierarchy of SOPML contains all SOPML formulae free of propositional quantifiers, and any formula ∃P 1 ... ∃P k ¬ϕ belongs to the level n + 1 iff ϕ belongs to the n-th
n (S) denote the n-th level of this hierarchy. On the semantic side, we define
n (S)}, where H is a subclass of the class of S-models. Similarly, we define
If for all n ∈ N there exists a k > n such that Σ n (K) = Σ k (K), we say that the alternation hierarchy of MSO is infinite over K. Here K can be a class of models or a class of pointed models. We define infinity of SOPML alternation hierarchies analogously.
SOPMLE = MSO
In this section we show that second-order propositional modal logic with the global modality (SOPMLE) has the same expressive power as MSO.
In the light of the considerations in [1, 2, 9] , the result is not surprising.
The result is related to the fact that the system H(↓, E) of hybrid logic is expressively complete for first-order logic, see [3] and the references therein.
In order to establish that SOPMLE is expressively complete for MSO, we define a simple translation from the set of MSO formulae into the set of SOPMLE formulae. The translation is a variant of a similar translation in [9] .
Let M be a model and
a related assignment. We let V f denote the valuation mapping from the set PROP to the set P ow Dom(M ) such that the following conditions are satisfied.
Let [E ] be an abbreviation for ¬ E ¬. The formula
states that the proposition variable P x is satisfied by exactly one element.
Let S be a vocabulary. Let P ∈ S be a unary and R ∈ S a binary relation symbol. Let R ∈ S be a k-ary relation symbol, where k is an integer greater or equal to three. Let c ∈ S and c ∈ S be constant symbols. Let ϕ and ψ be MSO formulae of the vocabulary S. We define the following recursive translation T r from the set of MSO formulae of the vocabulary S into the set of S-formulae of SOPMLE.
Lemma 3.1. Let S be a vocabulary and let (M, w) be a pointed S-model with the domain W . We have
for all MSO formulae ϕ of the vocabulary S and all assignment functions
Proof. We prove the claim by induction on the structure of S-formulae ϕ of MSO. The basis of the induction is established by a straightforward argument. The case where ϕ = ¬ψ for some formula ψ is trivial, as is the case where ϕ has a conjunction as its main connective. Therefore we may proceed directly to the case where ϕ = ∃x ψ for some formula ψ.
by the induction hypothesis. Thus
as required.
For the converse, assume that
we have U = {u} for some u ∈ W . Therefore
and thus M, f u x |= ψ by the induction hypothesis. Therefore M, f |= ∃x ψ, as required.
Finally, the argument for the case where the formula ϕ is of the type ∃X ψ, is straightforward.
We are now ready for the main results of the current section.
Theorem 3.2. Let S be a vocabulary. A subclass K of a class C of pointed Smodels is definable w.r.t. C by an MSO formula if and only if K is definable w.r.t. C by an SOPMLE sentence.
Proof. Let ϕ be an arbitrary S-formula of MSO with exactly one free variable, the first-order variable x. Let (M, w) be a pointed S-model with the domain W , and let
be an arbitrary assignment. The following equivalence holds by Lemma 3.1.
We observe that the formula T r(ϕ) has exactly one free proposition variable,
We have the following equivalence.
By the two equivalences, it is clear that the sentence
is an SOPMLE sentence uniformly equivalent to ϕ.
For the converse, we define a trivial generalization of the standard translation (see [7] ). Let s be an injection from PROP to VAR MSO . If P # ∈ PROP, let X # denote the variable s(P # ). The translation operator St takes as an input a formula of SOPMLE and a first-order variable. We define the operator St recursively by the following clauses.
Here c is a constant symbol, P a unary relation symbol, P # a relation variable in PROP, R a binary relation symbol and R a (k + 1)-ary relation symbol.
It is easy to see that if ϕ is a sentence of SOPMLE, then St x (ϕ) is an MSO formula uniformly equivalent to ϕ. C by an SOPMLE sentence.
Proof. Let ϕ be an arbitrary MSO sentence of the vocabulary S. Notice that T r(ϕ) does not contain any free proposition variables. Let M ∈ K be a model and f a related assignment.
Assume that M |= ϕ. Pick an arbitrary w ∈ W . Using Lemma 3.1, we
Hence, as w was chosen arbitrarily, we conclude that M T r(ϕ).
Assume then that M T r(ϕ). Pick an arbitrary u ∈ W . We have
. Similarly to what we had above, we have
Thus M |= ϕ. We conclude that M |= ϕ ⇔ M T r(ϕ). 
Simulating globality
The local nature of SOPML (cf. Proposition 4 of [9] ) limits its expressive power over Kripke frames. In this section we define a special class of Kripke frames over which this is not the case. Each model in the class will have a special point that the accessibility relation connects to every point in the model. We then prepare ourselves for the next result (Lemma 4.2) by defining local analogues of the formula uniq(P x ) and the translation T r defined in Section 3.
Let uniq R (P x ) be the formula We then modify the translation T r defined in Section 3 to suit the context of localized {R }-models. Consider the clauses that define the translation T r. Restrict attention to the parts that apply to {R }-models. Replace the occurrences of the global diamond E by the diamond R , and also replace uniq(P x ) by uniq R (P x ). We denote the obtained translation by T r R . In other words, the translation T r R is the translation defined by the following clauses.
The following lemma is the local analogue of Lemma 3.1.
for all MSO formulae ϕ of the vocabulary {R } and all assignment functions
Proof. The proof is essentially the same as that of Lemma 3.1.
The following lemma is the local analogue of Theorem 3.2. Proof. Let the MSO formula ϕ(x) define K w.r.t. C. The formula
is a sentence of SOPML corresponding to ϕ. The proof is essentially the same as that of Theorem 3.2. Instead of using Lemma 3.1, however, we apply the analogous lemma that applies in the context where we do not have the global modality at our disposal, i.e., Lemma 4.2.
Let C be a class of localized {R }-models. Let ϕ be an {R }-sentence of SOPML such that for each model M ∈ C, there exists at least one point w ∈ Dom(M ) that satisfies ϕ, and furthermore, every point u ∈ Dom(M ) that satisfies ϕ, is a localizer. We say that ϕ fixes localizers on C.
The following lemma is a local analogue of Theorem 3.3. 
For the converse, ∀x St x (χ) is an MSO sentence that corresponds to a sentence χ of SOPML.
The alternation hierarchy of SOPML is infinite
In this section we prove that the alternation hierarchy of SOPML is infinite over the class of finite directed graphs. The following theorem of Schweikardt [28, 29] is the starting point of our argument.
Theorem 5.1. For all n ∈ N ≥1 , we have Σ n (GRID) = Σ n+1 (GRID).
While a similar result holds for directed graphs, on words and labeled trees, for example, the alternation hierarchy of MSO is known to collapse to the level Σ 1 . See [24] for a survey of related results.
In Subsection 5.1 we show how to encode grids by localized grid graphs, a class of structures we shall define below (Definition 5.2). In Subsection 5. 
Encoding grids by localized grid graphs
In this subsection we define a map that sends each grid to a localized directed graph that encodes the structure of the grid. The translation replaces points of a grid by two-element gadgets (see Figure 1 ) and introduces some extra structure on the obtained collection of gadgets.
→ Figure 1 : Points of the grid are replaced by two-element gadgets.
Let t denote the pair (1, 1). Figure 2 illustrates the following encoding of grids by localized directed graphs. (Note that the directed graph in Figure   2 is only partially drawn.) Definition 5.2. Let α : GRID −→ GRAPH be a map that transforms each grid Gd to a directed graph α(Gd) = (W, R) such that
where t = (1, 1) is the top left element of the grid Gd. We call structures in the isomorphism closure of α(GRID) localized grid graphs. We let LGG denote this class of structures. We let LGG p denote the corresponding class of l-pointed grid graphs. See Figure 2 for an example of a grid and a partial drawing of the corresponding localized grid graph; some arrows originating from the localizer of the grid graph have not been drawn for the sake of clarity. The point (t, 0) connects to every point in the graph α(Gd), so (t, 0) is a localizer. This property enables us to overcome difficulties originating from the local nature of SOPML. Define the formula ψ t 0 (x) := xRx ∧ ∃y(xRy ∧ yRx ∧ x = y).
The formula asserts that x = (t, 0). The fact that (t, 1)R(t, 0) will help us with a number of technical issues, such as defining the formula ψ t 1 (x) := ¬xRx ∧ ∃y(xRy ∧ yRx), which asserts that x = (t, 1).
We then show that the encoding α : GRID −→ GRAPH is injective in the sense that if α(Gd) and α(Gd ) are isomorphic, then Gd = Gd . We note that the arrows originating from the localizer of a localized grid graph make the graph in some intuitive sense irregular in comparison with the grid it corresponds to, so injectivity of the encoding α is not an entirely trivial matter.
Lemma 5.3. The encoding α : GRID −→ GRAPH is injective in the sense that if α(Gd) and α(Gd ) are isomorphic, then Gd = Gd .
Proof. Let α(Gd) = (W, R) = G and α(Gd ) = (W , R ) = G for some grids Gd and Gd . Assume that f : W −→ W is an isomorphism between the graphs. Let k be the number of elements w ∈ W with a reflexive loop. It is clear that Gd corresponds to an m × n matrix such that m · n = k (cf. Definition 2.5). The number of points w ∈ W with a reflexive loop must also be k, as the two graphs are isomorphic. Thus the grid Gd corresponds to an m × n matrix such that m · n = k. To conclude the proof it suffices to show that n = n .
We shall show that for each i ∈ N ≥1 , there is a first-order formula ϕ i such that for all M ∈ GRID, we have α(M ) |= ϕ i iff M corresponds to a j × i matrix for some j. The claim of the lemma then follows: as G ∼ = G , they satisfy the same first-order sentences, and thus there is some i such that both G and G satisfy the sentence ϕ i , whence n = i = n .
We then show how to define the formulae ϕ i . We deal with the case where i = 1 first. We let
where ∃ =1 y stands for "there exists exactly one y". We then consider the cases where i ≥ 2. We first define the formulae
succ(x, y) := ∃z(xRz ∧ zRy ∧ ¬yRy).
We then define ϕ i (where i ≥ 2) in the following way.
It is relatively easy to see that formulae ϕ i have the desired meaning.
The alternation hierarchy of MSO over localized grid graphs
In this subsection we show that results analogous to Theorem 5.1 hold for localized grid graphs (Proposition 5.7) and l-pointed grid graphs (Proposition
5.8).
We begin by showing how to transform any grid formula ϕ 1 ∈ Σ n into a graph formula ϕ 2 ∈ Σ n that in a sense says the same about localized grid graphs as ϕ 1 says about grids. In this subsection we work exclusively on formulae of MSO.
Lemma 5.4. For every grid formula ϕ 1 , there exists a graph formula ϕ 2 such that for all grids Gd and all assignments f : VAR → Dom(Gd) ∪ P ow Dom(Gd) ,
we have
where the assignment function f is defined such that f (x) = (f (x), 0) and
Proof. Consider an MSO formula χ. Assume that χ is of the form Q χ , where Q is a (possibly empty) string of existential and universal monadic secondorder quantifiers, and χ is first-order. That is, χ is in monadic prenex normal form. Furthermore, assume that no second-order variable symbol occurs twice in Q. Let us call such formulae clean. We will prove that for every clean grid formula ϕ 1 there exists a clean graph formula ϕ 2 with exactly the same second-order quantifier prefix as that of ϕ 1 such that for all grids
Gd and all assignments f : VAR → Dom(Gd) ∪ P ow Dom(Gd) ,
where f is exactly as in the statement of the lemma.
We prove the claim by induction on the structure of clean grid formulae ϕ 1 . In addition to the case for atomic formulae, we will discuss the cases where the grid formula ϕ 1 is of the type ¬π 1 , π 1 ∧ π 1 , ∃x π 1 , ∃X π 1 and ∀X π 1 . In the cases where ϕ 1 is of the type ¬ π 1 , π 1 ∧ π 1 , ∃x π 1 , the formulae π 1 and π 1 are first-order.
Let us then show how to define ϕ 2 in the case where ϕ 1 is atomic. If ϕ 1 is of the type x = y or type X(y), we let ϕ 2 := ϕ 1 . If ϕ 1 is of the type xS 1 y, we let ϕ 2 be the formula
If ϕ 1 is of the type xS 2 y, we define ϕ 2 to be the formula
Assume then, for the sake of induction, that ϕ 1 = ¬π 1 . The formula π 1 is first-order, and by the induction hypothesis, there exists a first-order graph formula π 2 such that Gd, f |= π 1 ⇔ α(Gd), f |= π 2 for all grids
Gd and related assignments f . Let ϕ 2 := ¬π 2 . Similarly, in the case where
, where the graph formulae π 2 , π 2 are again chosen by the induction hypothesis. In the case where ϕ 1 = ∃x π 1 , we let
We then consider the case where ϕ 1 = ∃X π 1 . Let π 1 = Q χ 1 , where Q is the string of monadic second-order quantifiers in π 1 . Let π 2 be the formula corresponding to π 1 obtained by the induction hypothesis. Recall that by the induction hypothesis, π 2 will have exactly the same second-order quantifier prefix as π 1 . Let π 2 = Q χ 2 . Define
It is easy to see that we have Gd, f |= ϕ 1 ⇔ α(Gd), f |= ϕ 2 for all grids
Gd and related assignments f , but we still need to modify the quantifier structure of ϕ 2 . We let ϕ 2 be the formula
which we observe to be uniformly equivalent to ϕ 2 and of the desired syntactic form. None of the quantifiers in Q bind the variable X, since ϕ 1 = ∃X Q χ 1 is a clean formula.
Finally, let ϕ 1 = ∀X π 1 = ∀XQ χ 1 , where χ 1 is the first-order part of ϕ 1 . This case is similar to the previous one. We obtain the formula Q χ 2 corresponding to Q χ 1 by the induction hypothesis, and let
The formula ϕ 2 has the required properties. This concludes the induction.
Finally, by inspection of the above inductive argument, it is easy to observe that when ϕ 1 is a sentence, then so is its translation ϕ 2 .
Our next aim is to show that for each graph sentence ϕ 2 ∈ Σ n , there exists a grid sentence ϕ 1 ∈ Σ n that says the same about grids as ϕ 2 says about localized grid graphs. In order to establish this, we first need to address a number of technical issues.
We first fix VAR FO = {x 1 , x 2 , x 3 , ...}. In spite of this, we still continue using meta-variables x, y, z occasionally, for the sake of readability. We then define a new set of symbols
We denote the new second-order variables of the type (X, 0), (X, 1), (X, t 0 ) and (X, t 1 ) by X 0 , X 1 , X t 0 and X t 1 , respectively.
Let Gd be a grid. We partition the domain of the grid graph α(Gd) into the following four sets.
We say that an assignment
is of the type κ if f (x i ) ∈ V κ(i) for all i ∈ N ≥1 . We call the function κ an assignment type.
Each assignment
is associated with a related assignment
defined in the way we specify next. For first-order variables x ∈ VAR , we require that the condition
is satisfied. For second-order variables X 0 , X 1 ∈ VAR , we let
Recall that (1, 1) is the top left element of the grid Gd. For second-order variables X t i , where i ∈ {0, 1}, we let
We are now ready for the following lemma.
Lemma 5.5. For every graph formula ϕ 2 with its variables from VAR and every assignment type κ, there exists a grid formula ϕ κ 1 with its variables from VAR such that for all grid graphs α(Gd) and all assignments f : VAR → Dom(α(Gd)) ∪ P ow Dom(α(Gd)) of the type κ, we have
Proof. Recall the definition of clean formulae from the proof of Lemma 5.4.
We will prove that for every clean graph formula ϕ 2 with its variables from VAR and every assignment type κ, there exists a grid formula ϕ κ 1 with its variables from VAR such that for all grid graphs α(Gd) and all assignments f : VAR → Dom(α(Gd)) ∪ P ow Dom(α(Gd)) of the type κ, we have
and furthermore, the second-order quantifier prefix Q 1 of ϕ κ 1 can be obtained from the second-order quantifier prefix Q 2 of ϕ 2 by replacing each quantifier ∃X in Q 2 by the string ∃X 0 ∃X 1 ∃X t 0 ∃X t 1 , and each quantifier ∀Y in Q 2 by the string
We prove the claim by induction on the structure of clean graph formulae ϕ 2 . In addition to the cases for atomic formulae, we will discuss the cases where the graph formula ϕ 2 is of the type ¬π 2 , π 2 ∧ χ 2 , ∃x π 2 , ∃X π 2 and ∀X π 2 . In the cases where ϕ 2 is of the type ¬ π 2 , π 2 ∧ χ 2 , ∃x π 2 , the formulae π 2 and χ 2 are first-order.
Assume first that ϕ 2 is atomic. If ϕ 2 is x i = x j , then we let
Let topleft(z) denote the formula ¬∃y(yS 1 z ∨yS 2 z). If ϕ 2 = x i Rx j , we define ϕ κ 1 according to the following table.
(
We have now established the basis for our argument by induction.
If ϕ 2 = ¬π 2 , we use π 2 and the induction hypothesis to find π κ 1 . We then let ϕ . We apply the induction hypothesis to the formula π 2 in order to
, where i ∈ {0, 1, t 0 , t 1 }, such that
holds for all grid graphs α(Gd) and valuations f of the type κ[x → i]. We then use these four formulae and define ϕ κ 1 to be the formula
We then consider the case where ϕ 2 = ∃X π 2 . Let κ be an assignment type and let π 2 = Q 2 χ 2 , where Q 2 is the second-order quantifier prefix of π 2 .
We find a grid formula π κ 1 = Q 1 χ 1 corresponding to the formula π 2 and the assignment type κ by the induction hypothesis. Here Q 1 is the second-order quantifier prefix of π κ 1 . Consider the formula
where β is the formula
The formula α κ 1 is almost what we need, as we have
for all grid graphs α(Gd) and related assignments f of the type κ. However, we still need to modify the second-order quantifier structure of α κ 1 . We define
We observe that ϕ κ 1 is uniformly equivalent to α κ 1 . Since the formula ϕ 2 is clean, none of the quantifiers in Q 1 binds any of the variables X 0 , X 1 , X t 0 ,
The case where ϕ 2 = ∀X π 2 is similar to the previous case. We find the formula π κ 1 = Q 1 χ 1 corresponding to the formula π 2 = Q 2 χ 2 and assignment type κ. We define
where β is the same formula as in the previous case. The formula ϕ κ 1 has the required properties.
Finally, by inspection of the above inductive argument, it is easy to observe that when ϕ 2 is a sentence, then so is its translation ϕ κ 1 .
Corollary 5.6. For every monadic second-order graph-sentence ϕ 2 , there exists a monadic second-order grid-sentence ϕ 1 such that for all localized grid graphs α(Gd),
If ϕ 2 ∈ Σ n , then ϕ 1 can be chosen such that ϕ 1 ∈ Σ n .
Proof. Choose an arbitrary κ and apply Lemma 5.5.
The next two propositions will be needed later on, but they are also interesting in their own right as they characterize the MSO alternation hierarchy with respect to localized directed graphs.
Proposition 5.7. We have Σ n (LGG) = Σ n+1 (LGG) for all n ∈ N ≥1 .
Proof. Fix an arbitrary positive integer n. By Theorem 5.1 there is a class of grids
Let ϕ 1 ∈ Σ n+1 define C w.r.t. the class GRID. We apply Lemma 5.4 to find a graph-sentence ϕ 2 ∈ Σ n+1 such that
for all grids Gd. It is clear that ϕ 2 defines, with respect to the class of localized grid graphs, the isomorphism closure of the class α(C).
We then show that there exists no graph sentence ψ 2 ∈ Σ n that defines the isomorphism closure of the class α(C) w.r.t. the class LGG. Assume ad absurdum that such a ψ 2 exists. Use Corollary 5.6 to choose a related grid sentence ψ 1 . Now, since α is injective, the grid-sentence ψ 1 ∈ Σ n defines the class C w.r.t. the class of grids. This is a contradiction.
Proof. Fix an arbitrary n ∈ N ≥1 . By Proposition 5.7, there exists some sentence π ∈ Σ n+1 that defines some class
with respect to the class LGG. Thus the l-pointed version
of the class C is definable w.r.t.
LGG p by the formula x = x ∧ π, which is
Assume that C p is definable w.r.t.
LGG p by some formula ϕ(x) ∈ Σ n .
Let ϕ(x) = Q ψ(x), where Q is a string of second-order quantifiers and ψ(x) the first-order part of ϕ(x). The sentence
defines the class C w.r.t.
LGG. This is a contradiction.
The alternation hierarchy of SOPML over directed graphs
We now prove that the alternation hierarchy of SOPML is infinite. We first establish this for pointed graphs and then for graphs.
Theorem 5.9. The alternation hierarchy of SOPML over the class of pointed directed graphs is infinite.
Proof. Fix an arbitrary n ∈ N ≥1 . Then apply Proposition 5.8 in order to find some class Proof. Fix an arbitrary n ∈ N. By Proposition 5.7 there exists a class
of localized grid graphs. We shall first establish that the class H is definable in SOPML w.r.t.
LGG.
Let us consider the SOPML sentence
In order to see that ψ fixes localizers on LGG, notice that the localizer is the only point u of a localized grid graph that satisfies the conditions
As the sentence ψ fixes localizers on LGG, Lemma 4.4 implies that the class H is definable w.r.t.
LGG by some SOPML sentence.
Assume then, for contradiction, that H ∈ Σ M L n (LGG). Thus there exists an SOPML sentence π ∈ Σ M L n that defines the class H w.r.t.
LGG. Therefore the MSO sentence ϕ := ∀x St x (π) defines H w.r.t.
LGG. To conclude the proof, it now suffices to show that there is an MSO sentence in Σ n+2 that is uniformly equivalent to ϕ.
We have π ∈ Σ M L n . Let π = Q π , where π is the part of π that is free of propositional quantifiers. Consider the sentence As the class of Kripke frames is a superclass of the class of finite directed graphs, we immediately obtain the following corollary.
Corollary 5.11. The alternation hierarchy of SOPML over the class of Kripke frames is infinite.
SOML = SO
Recall that polyadic modal logics are modal logics with accessibility relations of arities higher than two. The standard semantics for formulae R (ϕ 1 , ..., ϕ n ), where R is of the arity n + 1, is given in Definition 2.3.
In this section we show that the extension of polyadic multimodal logic with unrestricted quantification of accessibility relations and proposition symbols is equiexpressive with second order logic. Quantification of accessibility relations has previously been studied for example in [10, 15, 20, 21] .
Recall the syntax of SOPML from Section 2. We define the syntax of second-order modal logic SOML by extending the syntax of SOPML. As above, let VAR FO and VAR MSO denote the sets of first-order and monadic second-order variable symbols used in predicate logic. We let
be the set of proposition variable symbols. Let the set
be the set of relation variable symbols of arities higher than one used in the syntax of second-order predicate logic SO. The symbol Y i,n is an nary relation variable symbol. The same set of symbols will be used in the definition of SOML.
We define second-order predicate logic SO in the standard way, but without quantification of function symbols, so the set of variable symbols used in SO is
where the three sets on the right hand side are of course assumed to be disjoint. The set of variable symbols used in SOML is the set
As in Subsection 2.1, let S = S 0 ∪ S 1 ∪ S 2 ∪ S + be a vocabulary, where S 0 is a set of constant symbols, S 1 and S 2 are sets of unary and binary relation Theorem 6.1. Let S be a vocabulary that does not contain function symbols.
For each S-sentence ϕ of SOML, there exists an S-equivalent S-formula ψ(x) of SO with exactly one free variable, x. Conversely, for each S-formula ψ(x) with exactly one free variable (the variable x), there exists an S-equivalent S-sentence ϕ of SOML. There exist effective translations in both directions.
Proof. The proof of the current theorem is based on the proofs of Lemma 3.1 and Theorem 3.2.
Let ψ(x) be an S-formula of second-order logic SO containing exactly one free variable, the first-order variable x. We will define a S-sentence ψ of SOML that is S-equivalent to ψ(x).
Let M be an S-model and let f be a variable assigment function that interprets each variable in U SO in M . Let Z ∈ VAR SO be a binary relation variable symbol that does not occur in the formula ψ(x). We let V VAR MSO , Y i,k ∈ VAR SO and P, R, R , c, c ∈ S.
The translation is almost identical to the translations T r and T r R defined in for all pointed S-models (M, w) and related assignment functions f . Notice that the formula T r Z (ψ(x)) has exactly two free variables, P x and Z. Let is S-equivalent to ψ(x).
The translation from SOML into SO is a trivial extension of the standard translation.
Of course a similar result applies to models as well as pointed models.
An S-sentence ϕ of SOML is S-equivalent over models to an S-sentence ϕ of SO if and only if the equivalence M |= ϕ ⇔ ∀w ∈ Dom(M ) (M, w) ϕ holds for all S-models M .
Theorem 6.2. Let S be a vocabulary that does not contain function symbols.
For each S-sentence ϕ of SOML, there exists an S-sentence ϕ of SO that is S-equivalent over models to ϕ. Conversely, for each S-sentence ϕ of SO, there exists an S-sentence ϕ of SOML that is S-equivalent over models to ϕ . There exist effective translations in both directions.
Proof. The proof of the current theorem is a variant of the proof of Theorem 6.1.
Let ϕ be an S-sentence of SO and Z ∈ VAR SO a binary relation variable symbol not occurring in ϕ. As above, we have is S-equivalent to ϕ.
The converse translation is obtained easily, essentially by extending the standard translation.
Our translation showing that SOML = SO leads to some nice immediate corollaries. Let S be a vocabulary containing relation symbols only. Let ϕ be an S-sentence of SO and let m be the greatest arity of the symbols in S ∪ VAR MSO ∪ VAR SO ∪ {=} that occur in ϕ. Our translation provides the following easy proof of the fact ϕ can be transformed into a sentence where the first-order part uses at most max {2, m} first-order variables, i.e., the firstorder part is a formula of k-variable first-order logic with k = max {2, m}.
Using our translation above, translate ϕ into a formula ϕ of SOML. By applying an extension of the standard translation such that first-order variables are reused, 2 it is possible to translate ϕ to a sentence of SO with at most max {2, m} distinct first-order variables.
Concluding Remarks
We have proved that the quantifier alternation hierarchy of SOPML induces an infinite corresponding semantic hierarchy over the class of finite directed graphs (Theorem 5.10). In order to establish the result, we have defined the notion of a localized structure and characterized the monadic second-order alternation hierarchy over localized (finite directed) graphs. Theorem 5.10 answers a longstanding open problem from [5] (also addressed in [9] ).
In addition to obtaining the results related to alternation hierarchies, we have observed that with regard to expressive power, MSO = SOPMLE = SOPMLD and SO = SOML.
These equations provide interesting modal normal forms for MSO and SO.
The modal normal forms immediately suggest-for example-alternative approaches to (monadic) second-order Ehrenfeucht-Fraïssé games (see [22] for the definition).
Our techniques do not directly yield strictness of the alternation hierarchy of SOPML. The reason for this is that conceivably, an MSO formula ϕ ∈ Σ n cannot necessarily be translated to an SOPML formula in Σ ML n , as the firstorder quantifiers of ϕ translate to second-order quantifiers. Therefore, it remains to be investigated whether the SOPML alternation hierarchy is strict over finite directed graphs.
