A regular fourth order differential equation with λ-dependent boundary conditions is considered. For four distinct cases with exactly one λ-independent boundary condition, the asymptotic eigenvalue distribution is presented.
Introduction
Sturm-Liouville problems have attracted extensive attention due to their intrinsic mathematical challenges and their applications in physics and engineering. However, apart from classical Sturm-Liouville problems, also higher order ordinary linear differential equations occur in applications, with or without the eigenvalue parameter in the boundary conditions. Such problems are realized as operator polynomials, also called operator pencils.
Some recent developments of higher order differential operators whose boundary conditions depend on the eigenvalue parameter, including spectral asymptotics and basis prop- The generalized Regge problem is realized by a second order differential operator which depends quadratically on the eigenvalue parameter and which has eigenvalue parameter dependent boundary conditions, see [] . The particular feature of this problem is that the coefficient operators of this pencil are self-adjoint, and it is shown in [] that this gives some a priori knowledge about the location of the spectrum. In [] this approach has been extended to a fourth order differential equation describing small transversal vibrations of a homogeneous beam compressed or stretched by a force g. Separation of variables leads to a fourth order boundary problem with eigenvalue parameter dependent boundary http://www.boundaryvalueproblems.com/content/2012/1/106 conditions, where the differential equation
depends quadratically on the eigenvalue parameter. This problem is represented by a quadratic operator pencil, in a suitably chosen Hilbert space, whose coefficient operators are self-adjoint. In [] we have investigated a class of boundary conditions for which necessary and sufficient conditions were obtained such that the associated operator pencil consists of self-adjoint operators, while in [] we have continued the work of [] in the direction of [] to derive eigenvalue asymptotics associated with boundary conditions which lead to self-adjoint operator representations. We have considered the particular case of boundary conditions which do not depend on the eigenvalue parameter at the left endpoint and depend on the eigenvalue parameter at the right endpoint.
In this paper, we extend the work of [] to a class of boundary conditions where exactly one of the left endpoint boundary conditions does not depend on the eigenvalue parameter, while the remaining boundary conditions depend on the eigenvalue parameter.
We define the operator pencil in Section  and we discuss which boundary conditions are considered. In Section , the eigenvalue asymptotics for the case g =  are derived. In Section , it is shown that the boundary value problems under consideration are Birkhoff regular, which implies that the eigenvalues for general g are small perturbations of the eigenvalues for g = . Hence, in Section , the first four terms of the eigenvalue asymptotics are found and are compared to those obtained in [] .
The quadratic operator pencil L
On the interval [, a], we consider the boundary value problem
is a real valued function and (.) are separated boundary conditions where the B j (λ) are constant or depend on λ linearly. The boundary conditions (.) are taken at the endpoint  for j = ,  and at the endpoint a for j = , . Further, we assume for simplicity that either
, where a j =  for j = , , a j = a for j = , , α >  and ε j ∈ {-, }. We recall that the quasi-derivatives associated with (.) are given by We denote by U the collection of the boundary conditions (.) and define the following operators related to U:
We put k = |  | and consider the linear operators A(U), K and M in the space
given by
It is easy to check that
The conditions under which the differential operator A(U) is self-adjoint are given in We now consider the particular cases that exactly one of the boundary conditions at  depends on λ, whereas both boundary conditions at a depend on λ. Therefore, taking Assumption . and Theorem . into account, we have the four boundary conditions 
Asymptotics of eigenvalues for g = 0
In this section, we consider the boundary value problem (.), (.) with g = . We count all eigenvalues with their proper multiplicities and develop a formula for the asymptotic distribution of the eigenvalues, which is used to obtain the corresponding formula for general g. Observe that for g = , the quasi-derivatives y [j] coincide with the standard derivatives y (j) . We take the canonical fundamental system y j (·, λ), j = , . . . , , of (.) with
It is well known that the functions y j (·, λ) are analytic on C with respect to λ. Putting 
it is easy to see that
The second row of M(λ) has exactly two non-zero entries (for λ = ), and these non-zero entries are: http://www.boundaryvalueproblems.com/content/2012/1/106
In Cases  and ,
In Cases  and ,
Since the first row of M(λ) has exactly one entry  and all other entries zero, an expansion of M(λ) with respect to the second row shows that det M(λ) = ±φ(μ), where
In view of (.), (.) this gives
Each of the summands in φ is a product of a power in μ and a product of two sums of a trigonometric and a hyperbolic functions. The terms with the highest μ-powers in φ(μ)
are non-zero constant multiples of
For the above four cases, we obtain:
We next give the asymptotic distributions of the zeros of φ  (μ) with proper counting.
Lemma . Case : φ  has a zero of multiplicity  at , simple zeros at
simple zeros at -μ k ,μ -k = iμ k and -iμ k for k = , , . . . , and no other zeros. Case : φ  has a zero of multiplicity  at , exactly one simple zeroμ k in each interval
) for positive integers k with asymptotics
simple zeros at -μ k ,μ -k = iμ k and -iμ k for k = , , . . . , and no other zeros. Case : φ  has a zero of multiplicity  at , simple zeros at
simple zeros at -μ k ,μ -k = iμ k and -iμ k for k = , , . . . , and no other zeros. Case : φ  has a zero of multiplicity  at , exactly one simple zeroμ k in each interval
simple zeros at -μ k ,μ -k = iμ k and -iμ k for k = , , . . . , and no other zeros.
Proof The result is obvious in Cases  and . Cases  and  only differ in the factor with the power of μ, and the multiplicity of the corresponding zero of φ  at  is easy to verify. http://www.boundaryvalueproblems.com/content/2012/1/106
The choice of the indexing for the non-zero zeros of φ  in each case will become apparent later. It, therefore, remains to describe the behavior of the non-zero zeros of φ  in Case . First, we are going to find the zeros of φ  on the positive real axis. One can observe that for μ = , φ  (μ) =  implies cosh(μa) =  and cos(μa) = , whence the positive zeros of φ  are those μ >  for which tan(μa)+tanh(μa) = . Since tan (μa) ≥  and tanh (μa) >  for all x ∈ R where the functions are defined, the function μ → tan(μa) + tanh(μa) is increasing with a positive derivative on each interval ((k -
On each of these intervals, the function moves from -∞ to ∞, thus we have exactly one simple zeroμ k of
The location of the zeros on the other three half-axes follows by repeated application of φ  (iμ) = -φ  (μ). The proof will be complete if we show that all zeros of φ  lie on the real or the imaginary axis. To this end, we observe that the product-to-sum formula for trigonometric functions gives
cos(x) +  has a positive derivative on (, ∞), this function is strictly increasing, and φ  (μ) =  therefore, implies by (.) that |y| = |x| and thus y = ±x. Then
is either real or pure imaginary. 
In particular, the number of pure imaginary eigenvalues is even in Cases  and  and odd in Cases  and .
Proof Case : A straightforward calculation gives
Up to the constant factor   iα, the second term equals φ  (μ). It follows that for μ outside the zeros of φ  , cos(·a) and cosh(·a), we have
) and for k = , , . . . let R k,ε be the squares determined by the vertices (k -) π a ± ε ± iε, k ∈ Z. These squares do not intersect due to ε < estimate |φ  (μ)| <  holds. Further, we may assume by Lemma . thatμ k is inside R k,ε for k > k  (ε) and that no other zero of φ  has this property. Hence, it follows by Rouché's theorem that there is exactly one (simple) zeroμ k of φ in each R k for k ≥ k  (ε). Replacing μ with iμ only changes the sign of the second term in (.) and thus the sign of φ  . Hence, the same estimates apply to corresponding squares along the other three half-axes, and we therefore have that φ has zeros ±μ k , ±μ -k for k > k  (ε) with the same asymptotic behavior as the zeros ±μ k , ±iμ k of φ  as discussed in Lemma ..
Next, we are going to estimate φ  on the squares S k , k ∈ N, whose vertices are ±k + iγ , k ∈ Z, |k| ≥k  and γ ∈ R that
Furthermore, we are going to make use of the estimates
which hold for all k ∈ Z with |k| ≥k  and all γ ∈ R. Therefore, it follows from (.), (.)-(.) and the corresponding estimates with μ replaced by iμ that there isk  such that |φ  (μ)| <  for all μ ∈ S k with k >k  . Again from the definition of φ  in (.) and Rouché's theorem, we conclude that the functions φ  and φ have the same number of zeros in the square S k , for k ∈ N with k ≥k  .
Since φ  has k +  zeros inside S k and thus k +  +  zeros inside S k+ , it follows that φ has no large zeros other than the zeros ±μ k found above for |k| sufficiently large, and that http://www.boundaryvalueproblems.com/content/2012/1/106 λ k =μ  k account for all eigenvalues of the problem (.)-(.) since each of these eigenvalues gives rise to two zeros of φ, counted with multiplicity. By Proposition ., all eigenvalues with non-zero real part occur in pairsλ k , -λ k , which shows that we can index all such eigenvalues asλ -k = -λ k . Since there is an odd number of remaining indices, the number of pure imaginary eigenvalues must be odd.
Case : The function φ in this case is
Then all the estimates are as in Case , and the result in Case  immediately follows from that in Case  if we observe that each S k for k large enough contains two fewer zeros of φ than in Case . Case : A straightforward calculation gives
.
The result follows with reasonings and estimates as in the proof of Case , replacing μ by μ ± π  and μ ± i π  , respectively. Case : The function φ in this case is
and a reasoning as in Case  completes the proof. Proof The characteristic function of (.) as defined in [, (..)] is π(ρ) = ρ  -, and its zeros are i k- , k = , . . . , . We can choose
. The boundary condition (.)-(.) can be written in the form 
where
for Case r and θ j = -i j α for Cases  and , while θ j = (-i) j- for Cases  and . The Birkhoff matrices are 
in Cases  and , i.e., r ∈ {, }, whereas
in Cases  and . Thus, the problem (.), (.)-(.) is Birkhoff regular. 
Asymptotic expansions of eigenvalues
Case :
In particular, the number of pure imaginary eigenvalues is even in Cases  and  and odd in Cases  and . http://www.boundaryvalueproblems.com/content/2012/1/106
In the remainder of the section, we are going to establish more precise asymptotic expansions of the eigenvalues. According to [, Theorem ..], (.) has an asymptotic fundamental system {η  , η  , η  , η  } of the form
and [ 
where ε ν is the νth unit vector in 
and thus
for ν = , , , , where {o(·)} ∞ means that the estimate is uniform in x. The characteristic function of (.), (.)-(.) is where
i n C a s e s r with r = , , ,
i n C a s e s  a n d  ,
Note that
where 
It follows from (.) that
where Because of the symmetry of the eigenvalues, we will only need to find the asymptotic expansions as k → ∞. We know τ  from Proposition ., and it is our aim to find τ  and τ  . To this end, we will substitute (.) into D  (μ k ) =  and we will then compare the coefficients of k  , k - and k - .
Observe that e -iμ k a = e -iτ (k)a = e -iτ  a exp -ia 
