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Recently, Keener [2] and Leighton and Skidmore [3] have considered the 
oscillation of the equation 
3”’ + A0 Y = f(t)* (1) 
In both papers the functionsp(t) andf(r) are considered to be nonnegative and 
continuous in some ray (a, co). 
The purpose of this paper is to investigate the oscillatory nature of solutions 
of the equation 
(r(O 39’ + p(t) Y = f(t), (2) 
where r(t) > 0 on (a, co); p(t) andf(t) are allowed to change sign on (a, co). 
In fact,f(t) is assumed to change sign on every (b, a) for b >, a. The results 
of this paper will depend upon the oscillatory behavior of the associated 
homogeneous equation 
(r(t) u’)’ -t*p(t) u = 0 (3) 
in relation to the sign change behavior off(t). Also, a result is proven which 
relates the oscillation of Eq. (2) with the first eigenvalue of the system 
(r(t) u’)’ + p(t) 21 + Au = 0 
U(d) = u(P) = 0. 
(4) 
A solution u of Eq. (2) (resp. 3) is termed oscillatory if it has an increasing 
sequence of zeros {tn) on any ray (a, co) such that lim,,, t, = co. Equation 
(2) (resp. 3) is called oscillatory if all its solutions are oscillatory. A solution u 
of Eq. (2) (resp. 3) is nonoscillatory if it has a finite number of zeros on any 
ray (a, cc). Equation (2) (resp. 3) is called nonoscillatory if every solution is 
nonoscillatory. 
-4 solution zc of Eq. (3) is called quickly oscillatory if it is oscillatory and the 
sequence of zeros {t,l} is such that Iimn-x(tn+l - t,) = 0. 
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THEOREM 1. Letf(t) change sign on every interval (b, co), 6 >, a. If between 
every pair of consecutive sign change points b, , b, (b, < b,) off(t) there exists a 
nontrivial solution of Eq. (3) such that u(b,) = 0 and u(c) = 0 for some c in 
(b, , b.J, then Eq. (2) is osczlatory. 
Proof. Suppose there exists a solution y(t) of Eq. (2) such that y(t) is 
nonoscillatory. Consider two cases: 
(i) Suppose y(t) > 0 for t > T for some T > a, and let b, and 6, be 
successive sign change points of f(t) with b, > b, > T. By our hypothesis 
there exists a solution of (3) with u(b,) = u(c) = 0 for some c in (b, , b.J. 
Consider the identity: 
~(4 ~(4 u’(c) - y(h) dbd u’(h) = - /)(t) 49 dt. 
Our hypothesis allows us to assume that f(t) < 0 in [b, , b2] and u > 0 in 
(b, , c). Thus, from (*) it is true that 
~(4 Y(C) u’(c) > y(b,) y(h) u’(h) > 0. 
This contradicts the fact that 0 > Y(C) y(c) U’(C). 
(ii) If we assume that y(t) < 0 for t 3 T, then we can find successive 
sign change points b, and b, of f(t) such that f(t) 3 0 on [b, , b,] and a 
solution u(t) of (3) with u(b,) = U(C) = 0 and u > 0 on (b, , c) for some c in 
(6, , b2]. Again considering (*), we arrive at a contradiction. 
COROLLARY 2. Let Eq. (3) be oscillatory and let the distance between con- 
secutive sign change points off(t) be bounded beZow by a constant M > 0. If for 
any solution u of Eq. (3) every pair of consecutive zeros xl , x2 are such that 
1 x1 - x2 1 < M, then Eq. (2) is oscillatory. 
Proof. For any consecutive sign change points b, , 6, of f(t), consider the 
solution of (3) such that u(b,) = 0 and u’(b,) > 0. By our hypothesis u(t) 
has another zero in (b, , b.J. Now apply arguments used to prove Theorem 1. 
The following theorem is proved by Leighton and Skidmore. 
THEOREM 3. Let y1 andy, be solutions of vfl + pa = 0 such that yl(a) = 0, 
yl’(a) = 1 and yz(a) = 1, y;(a) = 0. Ifp(t) and f (t) are nonnegative and are 
of class C’for t > a, with p’(t) > 0 and f’(t) < 0 then the solution 
is oscillatory on (a, ~0). 
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With p(t) eventually positive, stronger results can be obtained if f(t) is 
allowed to change sign as is seen in Theorems 4 and 5 below. 
THEOREM 4. Let r(t) = 1. If the distance between successive sign change 
points off(t) is bounded below by a number M > 0 and lim,,, p(t) = R where 
R > 0 and ,,‘RW < M, then equation (2) is oscillatory. 
Proof. Since lim,,,p(t) = R, we have that for any c > 0 there exists 
b > 0 such that for t > b 
0 .< R - E < p(t) < R + E. 
By well-known results [4, p. 1341 consecutive zeros s2 > s1 > b of any 
solution of equation (3) satisfy 
+(R + ,)lj2 < x2 - x1 < ,:(R - +I9 (c < R). 
Since T/R”” < 111, there exists an 01 > 0 such that rr/(R - cx)lp < M. Choose 
f = 01, and since from our hypothesis Eq. (3) is oscillatory, the conclusion 
follows from Corollary 2. 
THEOREM 5. If Eq. (3) is quickly oscillatory and f (t) changes sign on (b, co) 
for each b 3 a and if the distance between consecutive sign change points is 
bounded below, then Eq. (2) is oscillatory. 
Proof. Since (3) is quickly oscillatory, the distance between consecutive 
zeros of (3) are eventually less than the lower bound of the consecutive sign 
change points of f(t). Now apply Corollary 2. 
COROLLARY 6. If lim,,, p(t) = cc andf(t) changes sign on (b, GO) for each 
b > a such that the distance between consecutive sign change points is bounded 
below, then Eq. (2) is oscillatory. 
Proof. Lim,,,p(t) = cc implies that Eq. (3) is quickly oscillatory. 
Therefore, the results follow from Theorem 5. 
One can relate the sign of the first eigenvalue of the system in (4) and the 
sign change off(t) to the oscillation of Eq. (2). 
THEOREM 7. Let f(t) change sign on (b, co) for each b > a such that the 
distance between consecutive sign change points is bounded below by ill > 0. 
If for each a! E (a, CO) there exists a smallest /I > 01 such that the first eigenvalue 
of system (4) is less than OY equal to zero and fl - a < M, then Eq. (2) is 
oscillatory. 
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Proof. Suppose Eq. (3) h as a solution r(t) that is nonoscillatory. We will 
assume that r(t) > 0 for all t > T > a for some T. The proof for r(t) < 0 
is similar. 
Let b, < b, be successive sign change points of f(t) and suppose f(t) < 0 
on [b, , be]. By our hypothesis the first eigenvalue A, of system (4) with 
01 = b, and p < b, is less than or equal to zero. Hence, from classical varia- 
tional techniques [l], there exists a c < b, such that the eigenvalue problem 
with 01 = b, and /3 = c has a smallest eigenvalue A,’ = 0. The corresponding 
eigenfunction u(t) satisfies u(b,) = u(c) = 0 and ?I > 0 on (b, , c). By applying 
arguments similar to those in the proof of part (i) of Theorem 1, we have our 
result. 
In his paper [2], Keener proved the following nonoscillation result: 
THEOREM 8. If p(t) 3 0 and f (t) > 0 on (a, a) such that Jy p(t) dt = c;o 
or sz f (t) dt = CG then every nonoscillatory solution of Eq. (1) is eventually 
positive. 
Removing the sign restriction from Theorem 8 and realizing that 
J,” p(t) dt = 00 implies the oscillation of every solution of v” + pv = 0, we 
have the following result: 
THEOREM 9. If Eq. (3) is oscillatory, then every pair of nonoscillatory 
solutions of Eq. (2) eventually has the same sign. 
Proof. Suppose u(t) and v(t) are nonoscillatory solutions of Eq. (2), then 
w(t) = u(t) - v(t) is a solution to Eq. (3). By hypothesis there exists an 
infinite sequence {t,J of zeros of w(t). Hence, u(t,J = v(t,) for all n, implying 
that u(t) and v(t) have the same sign for large t. 
COROLLARY 10. If Jz dtjr(t) = jzp(t) dt = ccj, then every pair of 
nonoscillatory solutions of Eq. (2) eventually has the same sign. 
Proof. The hypothesis implies Eq. (3) is oscillatory. Now apply Theo- 
rem 9. 
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