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Abstract
In this paper we study the boundary behavior of solutions of a divergence-form subelliptic
heat equation in a time-varying domain Ω ⊂ Rn+1, structured on a set of vector fields
X = {X1, ...,Xm} with C∞-coefficients satisfying Ho¨rmander’s finite rank condition. As-
suming that Ω is an X-NTA domain, we first prove a Dahlberg type estimate comparing
ω = ω
(x,t)
X , which is the X-caloric measure at (x, t) ∈ ΩT , and the Green function of H.
We then prove a backward Harnack inequality, the doubling property for ωX , the Ho¨lder
continuity at the boundary for quotients of solutions of H, and a Fatou theorem.
2010 Mathematics Subject Classification: 35K70, 31B25.
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1 Introduction
In this paper, we study the boundary behavior of solutions of the subelliptic heat operator
H = L− ∂t, where L =
m∑
i,j=1
X∗i (aij(x, t)Xju), (x, t) ∈ Rn × R. (1.1)
The system X = {X1, ..., Xm}, m < n, is a set of vector fields with C∞-coefficients satisfying
Ho¨rmander’s finite rank condition, i.e.,
the rank of Lie[X1, ..., Xm] equals n. (1.2)
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Moreover, X∗i denotes the adjoint operator of Xi, which for Xi =
∑
bij(x)∂j is given by X
∗
i =
−Xi −
∑ ∂bij(x)
∂xj
. We let Hˆ denote the adjoint subelliptic heat operator.
Let Ω ⊂ Rnx × Rt be a domain (that is, an open and connected set) which is bounded in
the Rnx variables, where the subscript x (respectively t) indicates that we are only concerned
with the space (respectively time) variables. We will further assume that Ω is contained in
{(x, t) : t > 0} and that (0, 0) lies on the boundary of Ω. The metric on Ω will be dp(x, t, y, s) =
(d(x, y)2 + |t − s|)1/2, where d(x, y) is the Carnot-Carathe´odory metric on Rn induced by the
vector fields X ; see (2.3) for a definition. We will assume that Ω is an X-NTA domain with
constants r0 and M , see Definition 2.2. In the first sections, Section 3-Section 5, we will work
on the bounded domain ΩT = Ω ∩ {0 ≤ t < T}.
We assume that the matrix A = (aij(x, t)) in the operator (1.1) is symmetric, bounded, and
uniformly elliptic, i.e., that there exists λ > 0 such that
λ|ξ|2 ≤
m∑
i,j
aij(x, t)ξiξj ≤ λ−1|ξ|2.
Note that uniform ellipticity is only required in m out of n spatial directions, m < n, in contrast
to the classical case where m = n and Xi = ∂xi. We also assume that the coefficients aij are
smooth. A natural relaxation would have been to assume that the coefficients aij are merely
α-Ho¨lder continuous functions with respect to the metric dp. However, at present, we are unable
to derive such results and at the end of this section we shortly explain why.
Let ∂pΩT be the parabolic boundary of ΩT , that is, {(x, t) ∈ ∂ΩT : t < T}. By using the
maximum principle of Bony [1] one can show that there exists, for any f which is continuous
on ∂pΩT , a unique Perron-Wiener-Brelot solution u
ΩT
f to the Dirichlet problem
Hu = 0 in ΩT , u = f on ∂pΩT .
Using that Ω is an X-NTA domain, one can also prove that ∂pΩT is regular for the Dirichlet
problem for H , that is, uΩTf is continuous on the closure of ΩT and achieves the boundary data
continuously.
The maximum principle and the Riesz representation theorem yield the representation for-
mula
u(x, t) =
∫
∂pΩT
f(y, s)dω(x, t, y, s) whenever (x, t) ∈ ΩT (1.3)
where ω(x, t) = ωX(x, t) is the X-caloric or X-parabolic measure at (x, t) associated to the
subelliptic heat operator H . If E ⊂ ∂pΩT is a Borel set, then ω(x, t, E), or the measure of E
with respect to ω(x, t), is the solution of
Hu = 0 in ΩT , u = χE on ∂pΩT ,
where χE is the characteristic function of the set E. Sometimes we will wish to construct the
measure ω(x, t) with respect to another set than ΩT , say, F ⊂ Rnx × Rt. In that case, we will
denote the measure by ω(x, t, F ), and the measure of E ⊂ ∂pF will be denoted ω(x, t, E, F ).
By ωˆ we mean the X-parabolic measure associated to the adjoint operator Hˆ .
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We let ST = {(x, t) ∈ ∂Ω : t ∈ (0, T )} and define the following sets:
Bd(x, r) = {y ∈ Rn : d(x, y) < r}
Cr(x, t) = Bd(x, r)× (t− r2, t+ r2)
∆(x, t, r) = Cr(x, t) ∩ ∂pΩT ,
where the last set is defined whenever (x, t) ∈ ∂pΩT . When we say that a constant c depends
on H , we mean that it depends on n, m, the ellipticity constant λ, the vector fields X , and the
α-Ho¨lder norms of the aij .
Let G(x, t, y, s) be the Green function with respect to the operator H in (1.1) and the set
ΩT . Our first result is a Dahlberg type estimate comparing the X-caloric measure and the
Green function for ΩT and H :
Theorem 1.1 (Dahlberg estimate) Let X = {X1, ..., Xm} be a system of smooth vector fields
satisfying (1.2). Let Ω ⊂ Rn+1 be a X-NTA-domain in the sense of Definition 2.2 with parame-
ters M , r0. Let (x0, t0) ∈ ST and r < min{r0/2,
√
(T − t0)/4,
√
t0/4}. Assume that (x, t) ∈ ΩT
and that |t− t0| ≥ 5r2.Then there exists c = c(H,M, r0), 1 ≤ c <∞, such that
c−1 |Bd(x, r)| G(x, t, A+r (x0, t0)) ≤ ω(x, t,∆(x0, t0, r/2)) ≤
≤ c |Bd(x, r)| G(x, t, A−r (x0, t0)) if t ≥ t0;
c−1 |Bd(x, r)| G(A−r (x0, t0), x, t) ≤ ωˆ(x, t,∆(x0, t0, r/2)) ≤
≤ c |Bd(x, r)| G(A+r (x0, t0), x, t) if t ≤ t0.
Theorem 1.1 is used to prove the doubling condition for the X-caloric measure:
Theorem 1.2 (Doubling property) Let X = {X1, ..., Xm} be a system of smooth vector fields
satisfying (1.2). Let Ω ⊂ Rn+1 be a X-NTA-domain in the sense of Definition 2.2 with pa-
rameters M , r0. Let 0 < δ ≪ 1 be a fixed constant and let (x0, t0) ∈ ST with δ2 ≤ t0 ≤
T − δ2. Then there exists a constant c = c(H,M, r0, diam(Ω), T, δ), 1 ≤ c < ∞, such that if
r < min{r0/2,
√
(T − t0 − δ2)/4,
√
(t0 − δ2)/4}, then
ω∗(x, t,∆(x0, t0, r)) ≤ cω∗(x, t,∆(x0, t0, r/2)),
where ω∗ = ω when t− t0 ≥ 10r2 while ω∗ = ωˆ when t0 − t ≥ 10r2.
Next, we prove the Ho¨lder continuity of the quotient of two solutions:
Theorem 1.3 (Ho¨lder continuity of quotients of solutions) Let X = {X1, ..., Xm} be a system
of smooth vector fields satisfying (1.2). Let Ω ⊂ Rn+1 be a X-NTA-domain in the sense of
Definition 2.2 with parametersM , r0. Let u, v be non-negative solutions to either the subelliptic
heat equation, Hu = 0, or the adjoint subelliptic heat equation, Hˆu = 0, in ΩT ∩ C4r(x0, t0),
where r < min{r0/2,
√
(T − t0 − δ2)/4,
√
(t0 − δ2)/4}. Assume that u, v vanish continuously
on ∆(x0, t0, 2r). Then u/v is Ho¨lder continuous on the closure of ΩT ∩ Cr(x0, t0).
Lastly, we prove a Fatou theorem. We define a non-tangential region at P ∈ ST as
Γα(P ) = {(x, t) ∈ Ω : dp(x, t, P ) ≤ (1 + α)dp(x, t, ∂pΩ)},
and the non-tangential maximal function as Nα(u)(P ) = sup(x,t)∈Γα(P ) |u(x, t)|.
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Theorem 1.4 (Fatou theorem) If u is a non-negative solution of Hu = 0 in ΩT , then the
non-tangential limit Nα(u) exists almost everywhere on ST with respect to the measure ω.
Fatou type theorems have a long and rich history. In particular, since the appearance of
Fatou theorems in the papers [16], [17] of Hunt and Wheeden on non-tangential convergence of
harmonic functions in Lipschitz domains, Fatou type theorems have been an interesting area
of study. Later on, results for second order elliptic equations was obtained by Caffarelli et al.
in [4] on Lipschitz domain and by Jerison and Kenig in [18] on NTA-domains. It was not until
1998, some thirty years later, corresponding results was proved in the subelliptic setting by
Capogna and Garofalo in [6]. When m = n and Xi = ∂xi , we get classical parabolic operators,
and we refer to the work of Fabes, Garofalo and Salsa, [13], where similar results for parabolic
divergence form operators was proved. The importance of Fatou type theorems stems, amongst
others, from the study of free boundaries. For instance, the results in [6] were crucial in the
proof of the regularity of the free boundary for subelliptic obstacle problems in [8]. Actually,
to advance the study of parabolic subelliptic obstacle problems initiated in [10] and [12] was
our main motivation for carrying out this study.
In [11] we proved a backward Harnack inequality, Theorem 1.2, and Theorem 1.3 for
parabolic sub-elliptic operators in non-divergence form on a domain ΩT = Ω × [0, T ). Re-
sults from this paper cannot apply verbatim to our situation because of our time-dependent
domain, but several of the proofs in our paper are similar enough that we refer to that paper.
Another difference is that the proofs in [11] do not use the Green function. Finally, in [21], Mu-
nive proves some results similar to ours, on cylindrical (not time-dependent) domains Ω×(0, T )
when L in (1.1) is given by L =
∑m
i,j=1X
∗
iXj. Note, in particular, that no attempts are made
to prove Fatou type theorems in [21].
We remark that, to our surprise, we were not able to assume that the coefficients aij are
merely Ho¨lder continuous, but rather we had to assume that the aij ’s are smooth. The problems
we encountered, which finally forced us to make this restriction, were (a) the lack of a strong
maximum principle, (b) estimates on fundamental solutions and (c) the question of which
domains that are regular for the Dirichlet problem. However, should these results be available,
our results carries over directly to this more general setting.
The paper is organized as follows. In Section 2 we provide the reader with necessary back-
ground information. In Section 3 we prove a backward-in-time Harnack inequality at the
boundary, see Theorem 3.12. In Section 4 we continue our study and prove the Dahlberg es-
timate in Theorem 1.1. In Section 5 our main result is Theorem 5.3, from which the Ho¨lder
continuity of quotients, Theorem 1.3, follows. Finally, in Section 6 we prove a Fatou type
theorem, Theorem 1.4.
2 Preliminaries
2.1 Definitions and notation
We now define the Carnot-Carathe´odory distance between x, y ∈ Rn, induced by {X1, ..., Xm}.
First, let a piecewise continuous curve γ : [0, l]→ Rn belong to S(x, y) if γ(0) = x and γ(l) = y
and
〈γ′(t), ξ〉2 ≤
m∑
1
〈Xj(γ(t)), ξ〉2
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for every ξ ∈ Rn; note that this implies that γ′(t) ∈ Span(Xj(γ(t))). Moreover, we let ls(γ) := l
be called the sub-unitary length of γ. Then the Carnot-Carathe´odory distance between x, y ∈
R
n is
d(x, y) = inf{ls(γ) : γ ∈ S(x, y)}.
From [22, Proposition 1.1] we have the following fact: there exist C, ǫ > 0 such that
C|x− y| ≤ d(x, y) ≤ C−1|x− y|ǫ
for all x, y ∈ Rn. If x ∈ Rn, then we define
Bd(x0, r) := {x ∈ Rn : d(x, x0) < r}.
Note that for large r the closure of Carnot-Carathe´odory balls Bd(x, r) may fail to be compact,
see [15, p. 1086]. But by Chow’s accessibility theorem, (Rn, d) is at least a locally compact
space, see [7], and we can find R0 > 0 such that the closure of any ball Bd contained in Bd(0, R0)
is compact. We will always assume that Ω ⊂ Bd(0, R0/2)× (0,∞). Also, again by [22, Section
3], there exists a function Λ(x, r) which is a polynomial in r, with coefficients that depend
on x, where the terms may have degrees between n and Q (the so-called local homogeneous
dimension of Ω). We also have the inequality
CΛ(x, r) ≤ |Bd(x, r)| ≤ C−1Λ(x, r)
for some constant C. It follows that
|Bd(x, ar)| ≤ aQC−1|Bd(x, r)| (2.1)
for a > 1 and Bd(x, ar) ⊂ Bd(0, R0). Since Ω is compact, it also follows that there exists a
constant C depending on Ω, such that
CrQ ≤ |Bd(x, r)| ≤ C−1rn. (2.2)
Now, let dp(x, t, y, s) = (d(x, y)
2 + |t− s|)1/2; then dp is a metric on Ω. We define
Bt0d (x0, r) := {(x, t) ∈ Rn+1 : d(x, x0) < r, t = t0}.
By |Bt0d (x0, r)| we mean the Lebesgue measure of Bd(x0, r) ⊂ Rn. If (x, t) ∈ Rn+1, (x0, t0) ∈ ST
and r, ρ > 0, we let
Cr,ρ(x, t) := Bd(x, r)× (t− ρ2, t+ ρ2)
∆(x0, t0, r, ρ) := Cr,ρ(x0, t0) ∩ ∂pΩT .
A cylinder Cr,ρ(x, t) is called (M,X)-non-tangential in ΩT if
M−1 <
r
d(Cr,ρ(x, t), ∂ΩT )
< M.
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Definition 2.1 Assume that (x, t), (y, s) ∈ ΩT satisfy (s − t)1/2 ≥ η−1dp(x, t, y, s) for some
η > 1. A sequence of cylinders in ΩT , Cr1,ρ1(x1, t1),..., Crl,ρl(xl, tl), will be called a parabolic
Harnack chain of length l joining (x, t) to (y, s) if there exists a constant c = c(ν) such that
(i)c(η)−1 ≤ ρi
ri
≤ c(η) for i = 1, 2, . . . , l
(ii)ti+1 − ti ≥ c(η)−1r2i , for i = 1, 2, . . . , l
(iii)Cri,ρi(xi, ti) is (M,X)-non-tangential in ΩT for i = 1, 2, . . . , l
(iv)(x, t) ∈ Cr1,ρ1(x1, t1), (y, s) ∈ Crl,ρl(xl, tl)
(v)Cri+1,ρi+1(xi+1, ti+1) ∩ Cri,ρi(xi, ti) 6= ∅ for i = 1, 2, . . . , l − 1.
We will assume that Ω is a X-NTA-domain in the following sense:
Definition 2.2 Let X = {X1, ..., Xm} be a system of smooth vector fields satisfying (1.2). We
say that the domain Ω ⊂ Rn+1 defined in the introduction is a non-tangentially accessible domain
with respect to the system X = {X1, ..., Xm}, in the following referred to as an X-NTA-domain,
if there exists M ≥ 1 and r0 > 0 such that the following are fulfilled:
(i) Given (x0, t0) ∈ ST and r ≤ min(r0,
√
t0/2), there exists A
+
r (x0, t0) = (y, s) ∈ Ω with
s = t0 + 2r
2 and M−1r < d(x0, y) < r and dp(A+r (x0, t0), ∂pΩ) ≥ M−1r. Similarly, there
also exists A−r (x0, t0) with the time coordinate equal to t0 − 2r2, and Ar(x0, t0) with time
coordinate equal to t0.
(ii) Condition (i) with Ω replaced by ΩC . We call the corresponding points A+r (x0, t0), A
−
r (x0, t0),
and Ar(x0, t0).
(iii) If (x, t), (y, s) ∈ Ω satisfy (s− t)1/2 ≥ η−1dp(x, t, y, s) for some η > 1, and d(x, ∂Ω) > ǫ,
d(y, ∂Ω) > ǫ, (T − s) > ǫ2, t > ǫ2 and dp(x, t, y, s) < cǫ for some ǫ > 0, then there
exists a parabolic Harnack chain of length l joining (x, t) to (y, s), where l can be chosen
independently of ǫ but depending on η and c.
Finally, we need to define Ho¨lder continuity with respect to the Carnot-Carathe´odory metric:
Let U ⊂ Rn+1 be a bounded domain and let α ∈ (0, 1]. Given U and α we define the Ho¨lder
space C0,α(U) as C0,α(U) = {u : U → R : ||u||C0,α(U) <∞}, where
||u||C0,α(U) = |u|C0,α(U) + ||u||L∞(U), (2.3)
|u|C0,α(U) = sup
{ |u(x, t)− u(y, t)|
dp((x, t), (y, s))α
: (x, t), (y, t) ∈ U, (x, t) 6= (y, s)
}
.
Given a multiindex I = (i1, i2, ..., im), with 1 ≤ ij ≤ m, we define |I| = m and XIu =
Xi1Xi2 · · ·Ximu. Given U , α and an arbitrary non-negative integer k we let Ck,α(U) = {u :
U → R : ||u||Ck,α(U) <∞}, where
||u||Ck,α(U) =
∑
|I|+2h≤k
||∂ht XIu||C0,α(U).
We also define the class Γ2(U) to be the set of all continuous functions u on U such that ∂tu
as well as Xiu and XiXju are continuous on U for all i and j.
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2.2 The Dirichlet problem
We will study the Dirichlet problem
Hu = g in ΩT , u = f on ∂pΩT , (2.4)
where f ∈ C(∂pΩT ), with C(∂pΩT ) denoting the space of real-valued functions continuous on
∂pΩT . First, we have a strong maximum principle which follows from [1, Theoreme 3.2]:
Theorem 2.3 (Strong maximum principle) Let X = {X1, ..., Xm} be a system of smooth vector
fields satisfying (1.2), and let ΩT ⊂ Rn be a bounded domain. Assume that u ∈ Γ2(ΩT ) and
that u ≤ 0 in ΩT .Then the following hold:
1. If Hu ≥ 0 in ΩT and if u(x0, t0) = 0 for some (x0, t0) ∈ ΩT , then u(x, t) ≡ 0 whenever
(x, t) ∈ ΩT ∩ {t : t ≤ t0}.
2. If Hˆu ≥ 0 in ΩT and if u(x0, t0) = 0 for some (x0, t0) ∈ ΩT , then u(x, t) ≡ 0 whenever
(x, t) ∈ ΩT ∩ {t : t ≥ t0}.
The following theorem shows that we can solve the Dirichlet problem on X-NTA domains
and that all points in ∂pΩT are regular for this problem.
Theorem 2.4 Let X = {X1, ..., Xm} be a system of smooth vector fields satisfying (1.2). Let
ΩT ⊂ Rn+1 be an X-NTA domain and let f ∈ C(∂pΩT ) and g ∈ C0,β(Ω0) for some 0 < β ≤ α
and some neighborhood Ω0 ⊃ Ω¯T . Then there exists a solution u ∈ C2,β(ΩT ) ∩ C(∂pΩT ) to the
problem in (2.4).
Proof: This follows from Theorem 4.1 in Uguzzoni [24]. We only need to prove that X-NTA
domains satisfy the exterior d-cone criterion, which is simple, but we write it down for the
reader’s convenience. By definition, this criterion is satisfied if there exists θ > 0 such that for
every r < 2r0 we have
|Bt0−r2d (x0, r)\ ∩ ΩCT | ≥ θ|Bd(x0, r)|.
To see that this is so, observe that if ΩT is an X-NTA domain and if A
−
r (x0, t0) = (x1, t1), we
have Bt1d (x1, r/M) ⊂ ΩCT , and since A−r (x0, t0) ∈ Bt0−r
2
d (x0, r), we can find a ballB
t0−r2
d (x
′, r/2M) ⊂
Bt0−r
2
d (x0, r) ∩ ΩCT . We now have
|Bt0−r2d (x′, r/2M)| ≥ (4M)−Q|Bt0−r
2
d (x
′, 2r)| ≥ (4M)−Q|Bd(x0, r)|.
✷
Note that this theorem is actually proved for operators in non-divergence form in [24],
whereas our operators are in divergence form. However, since the coefficients aij are smooth,
and due to the shape of the adjoints X∗i , see below (1.2), the results extend to our situation.
Now that we know that all points in ∂pΩT are regular for the Dirichlet problem in (2.4), we
recall the X-parabolic measure ωX from the introduction (see (1.3) and below).
By using the simple geometrical argument in Lemma 6.4 in [20], one can show that Rn+1 \
CR(x0, t0) satisfies condition (ii) in Definition 2.2, and thus it also satisfies the uniform exterior
d-cone condition, and one can solve the Dirichlet problem there (but we stress that the set is
not in general X-NTA). The same is true of the intersection of two sets that satisfy condition
(ii) in Definition 2.2. This is used to prove the following lemma (Theorem 6.5 in [20]):
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Lemma 2.5 Let D ∈ Rn be open and bounded. Then, for every δ > 0 there exists a set Dδ such
that {x ∈ D : d(x, ∂pD) > δ} ⊂ Dδ ⊂ D, and the cylinder Dδ × (t1, t2) satisfies the uniform
exterior d-cone condition.
Note that the cylinder Dδ × (t1, t2) is thus regular for the Dirichlet problem, and has an
X-parabolic measure.
2.3 Preliminary estimates
We will need the following results for future use. First, we have the interior Harnack inequality,
see [2, Theorem 19.2] or [5, Theorem 1.2]:
Lemma 2.6 (Harnack inequality) Let 0 < h1 < h2 < 1 and γ ∈ (0, 1). Assume that u ∈
Γ2(Bd(x0, r)× (t0 − r2, t0)) ∩ C(Bd(x0, r)× [t0 − r2, t0]). Then there exists a positive constant
c = c(h1, h2, γ, r0, X) such that for every r ≤ r0, (x0, t0) ∈ Rn+1,
max
Bd(x0,γr)×[t0−h2r2,t0−h1r2]
u ≤ cu(x0, t0)
if u is a non-negative solution to the heat equation Hu = 0 in Bd(x0, r)× (t0 − r2, t0), while
max
Bd(x0,γr)×[t0+h1r2,t0+h2r2]
u ≤ cu(x0, t0),
if u is a non-negative solution to the adjoint heat equation Hˆu = 0 in Bd(x0, r)× (t0 − r2, t0).
We will also need a Cacciopoli (energy) estimate.
Lemma 2.7 Take a non-negative function u in C2r(x, t) such that Hu ≤ 0. Then we have∫
Cr(x,t)
|Xu|2dyds+
∫
Cr(x,t)
∂(u2)
∂s
dyds ≤ c
r2
∫
C2r(x,t)
u2dyds.
Proof: By Theorem 1.5 in [15] we can find a cut-off function ψ ∈ C∞0 (C2r(x, t)) such that
φ = 1 on C2r(x, t) and |Xψ| ≤ c/r. The lemma is then proved by standard methods using
partial integration, see also Lemma 3.1 in [9]. ✷
Next, we need estimates for the fundamental solution, and a solution of the Cauchy problem
in Rn × [0, T ]. Theorem 10.7 in [2] give, respectively,
Lemma 2.8 There exists a fundamental solution Γ(x, t, ξ, τ) for H on Rn+1 and constants c1
and c2 depending on X and T , such that
exp(−c2d(x, ξ)2/(t− τ))
c1|Bd(x,
√
t− τ)| ≤ Γ(x, t, ξ, τ) ≤
c1 exp(−d(x, ξ)2/c2(t− τ))
|Bd(x,
√
t− τ )|
if 0 < t− τ < T and x, ξ ∈ ΩT . Further, Γ(x, t, ξ, τ) = 0 for τ − τ ≤ 0.
Lemma 2.9 Let µ > 0 and T > 0 be such that µT is small enough. Take g ∈ C(Rn) such that
|g(x)| ≤ c expµd(x, 0)2 for some constant c > 0. Then
u(x, t) =
∫
Rn
Γ(x, t, ξ, 0)g(ξ)dξ
is a solution to Hu = 0 in Rn × [0, T ] with the initial condition u(x, 0) = g(x).
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3 A backward in time Harnack inequality at the bound-
ary
In this section we consider non-negative solutions to the subelliptic heat equation Hu = 0 and
to the adjoint subelliptic heat equation Hˆu = 0 in ΩT . We note that the adjoint subelliptic
heat equation is given by
Hˆu = ∂t +
m∑
i,j=1
X∗j (aij(x, t)Xiu).
The following will be used as assumptions in most lemmas and theorems from now on:
Let X = {X1, ..., Xm} be a system of smooth vector fields satisfying (1.2). (3.1)
Let ΩT ⊂ Rn+1 be an X-NTA-domain.
Lemma 3.1 Assume (3.1) and let (y1, s1), (y2, s2) ∈ ΩT ; suppose that (s2−s1)1/2 ≥ η−1dp(y1, s1, y2, s2)
for some η > 1; and that d(y1, ∂ΩT ) > ǫ, d(y2, ∂ΩT ) > ǫ, (T − s2) > ǫ2, s1 > ǫ2 and
dp((y1, s1), (y2, s2)) < cǫ for some ǫ > 0. Then there exists a constant cˆ = cˆ(H, η, c, r0), cˆ ≤ 1,
such that
u(y1, s1) ≤ cˆu(y2, s2),
if u is a nonnegative solution to the heat equation Hu = 0 in ΩT , while
u(y2, s2) ≤ cˆu(y1, s1),
if u is a nonnegative solution to the adjoint heat equation Hˆu = 0 in ΩT .
Proof: This is proved by using the parabolic Harnack chain from Definition 2.2, and applying
Lemma 2.6 in each cylinder. We omit the details. ✷
Lemma 3.2 Assume (3.1), let (x0, t0) ∈ ST , and let r < min(r0/2,
√
T − t0/4,
√
t0/4}. Let u
be a non-negative solution to either the subelliptic heat equation, or the adjoint subelliptic heat
equation, in ΩT ∩ C4r(x0, t0), and assume that u vanishes continuously on ∆(x0, t0, 2r). Then
there exist constants c = c(n,M, r0), c ≥ 1, and γ = γ(H,M, r0) > 0, such that
u(x, t)dp(x, t, ST )
γ ≤ crγu(A+r (x0, t0)),
if u solves the heat equation, and
u(x, t)dp(x, t, ST )
γ ≤ crγu(A−r (x0, t0)),
if u solves the adjoint heat equation, whenever (x, t) ∈ ΩT ∩ Cr(x0, t0).
For a proof, see Lemma 3.1 in [11]. In fact, we can use that proof almost word for word,
but be aware that A+r (x0, t0) and A
−
r (x0, t0) are defined differently, since the domain in [11] is
not time-dependent. Using a similar argument we can prove the following lemma;
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Lemma 3.3 Assume (3.1), let (x0, t0) ∈ ST , and let r < min(r0/2,
√
T − t0/4,
√
t0/4}. Let u
be a non-negative solution to the subelliptic heat equation in ΩT ∩C4r(x0, t0), and assume that u
vanishes continuously on ∆(x0, t0, 2r). Then there exist constants c = c(H,M, r0), c ≥ 1, and
γ = γ(n,M, r0) > 0, such that
u(A−r (x0, t0)) ≤ crγu(x, t)dp(x, t, ∂pΩT )−γ
whenever (x, t) ∈ ΩT ∩Cr(x0, t0). If, on the other hand, u is a solution the adjoint heat equation,
then, under the above assumptions,
u(A+r (x0, t0)) ≤ crγu(x, t)dp(x, t, ∂pΩT )−γ
whenever (x, t) ∈ ΩT ∩ Cr(x0, t0).
Lemma 3.4 Assume (3.1). Let (x0, t0) ∈ ST and let r < min{r0/2,
√
T − t0/4,
√
t0/4}. Then
there exists a constant c = c(H,M, r0) such that
ωX(x, t,∆(x0, t0, 2r)) > c (3.2)
and
ωˆX(x, t,∆(x0, t0, 2r)) > c (3.3)
for (x, t) ∈ ΩT ∩ Cr(x0, t0).
Proof: By Lemma 2.5, we can choose a set U which is regular for the Dirichlet problem
and such that Bd(x0, r) ⊂ U ⊂ Bd(x0, 2r). Let C := U × [t0 − 2r2, t0 + 2r2]. Let y0 be
defined by (y0, t0 − 2r2) = A−r (x0, t0). By Lemma 2.5 we can also find a set U ′ which is
regular for the Dirichlet problem such that Bd(y0, r/2M) ⊂ U ′ ⊂ Bd(y0, r/M). Define C ′ :=
U ′ × [t0 − 2r2, t0 − 2r2 + r2/(4M2)] and B := U ′ × {t = t0 − 2r2}, or the bottom of C ′; then
C ′ ⊂ C \ ΩT .
Now, we let v(x, t) = ωX(x, t, B, C) and v
′(x, t) = ωX(x, t, B, C ′). By the maximum prin-
ciple, we have ωX(x, t,∆(x0, t0, 2r) ≥ v(x, t) in ΩT ∩ U and thus also in ΩT ∩ Cr(x0, t0), and
v(x, t) ≥ v′(x, t) in C ′. By the Harnack principle, we have
inf
ΩT∩Cr(x0,t0)
ωX(x, t,∆(x0, t0, 2r) ≥ inf
ΩT∩Cr(x0,t0)
v(x, t) ≥
c−1v
(
y0, t0 − 2r2 + r
2
8M2
)
≥ c−1v′
(
y0, t0 − 2r2 + r
2
8M2
)
. (3.4)
We can extend the function v′ to the cylinder
C˜ = U ′ ×
[
t0 − 2r2 − r
2
4M2
, t0 − 2r2 + r
2
4M2
]
by setting
v˜(x, t) = ωX(x, t, ∂pC˜ ∩ {t ≤ t0 − 2r2}, C˜),
that is, extending v′ by setting it as 1 below B. We now apply the Harnack inequality to v′ in
C˜ and obtain
v′
(
y0, t0 − 2r2 + r
2
8M2
)
= v˜
(
y0, t0 − 2r2 + r
2
8M2
)
≥ c−1v˜(y0, t0 − 2r2) = c−1. (3.5)
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Combining (3.4) and (3.5) and (3.2) follows.
To see that (3.3) also holds, let y0 be such that (y0, t0+2r
2) = A+r (x0, t0) and let U
′ be a set
which is regular for the Dirichlet problem, such that Bd(y0, r/2M) ⊂ U ′ ⊂ Bd(y0, r/M). Then
we define C ′ := U ′× [t0+2r2− r2/(4M2), t0+2r2] and B := U ′×{t = t0+2r2}, the top of C ′.
Now we can argue in line with the proof of (3.2). We omit the details. ✷
Remark 3.5 Note that we can actually extend Lemma 3.4 to the set {(x, t) ∈ ∂ΩT : t = 0}.
The proof there is much simpler, but uses the same idea.
Lemma 3.6 Assume (3.1). Let (x0, t0) ∈ ST and let r < min{r0/2,
√
T − t0/4,
√
t0/4}. Let u
be a non-negative solution to either the subelliptic heat equation or the adjoint subelliptic heat
equation in ΩT ∩C4r(x0, t0). Assume that u vanishes continuously on ∂pΩT ∩C2r(x0, t0). Then
there exist constants c = c(H,M, r0), c ≥ 1, and α = α(H,M, r0) ∈ (0, 1), such that
u(x, t) ≤ c
(
dp(x, t, x0, t0)
r
)α
sup
ΩT∩C2r(x0,t0)
u
whenever (x, t) ∈ ΩT ∩ Cr(x0, t0).
Proof: First, assume that u is a solution to the subelliptic heat equation. We will prove that
there exists a Θ = Θ(H,M, r0) ∈ (0, 1) such that
sup
ΩT∩Cr(x0,t0)
u ≤ Θ sup
ΩT∩C2r(x0,t0)
u.
By Lemma 2.5, we can choose a set U which is regular for the Dirichlet problem and such that
Bd(x0, 3r/2) ⊂ U ⊂ Bd(x0, 2r), and let C = U × [t0 − 4r2, t0 + 4r2]. If (x, t) ∈ ΩT ∩ Cr(x0, t0)
we have
u(x, t) =
∫
∂p(ΩT∩C)
udω(x, t, y, s,ΩT ∩ C) =
∫
ΩT∩∂pC
udω(x, t, y, s,ΩT ∩ C) ≤
≤
(
sup
ΩT∩C2r(x0,t0)
u
)
ω(x, t,ΩT ∩ ∂pC,ΩT ∩ C) =
=
(
sup
ΩT∩C2r(x0,t0)
u
)
(1− ω(x, t, ∂pΩT ∩ C,ΩT ∩ C)). (3.6)
It is enough to prove that ω(x, t, ∂pΩT ∩ C,ΩT ∩ C) > c, and this is done in the same way as
in the proof of Lemma 3.4.
We now iterate the procedure, and get u(x, t) ≤ Θ2 supΩT∩C2r(x0,t0) u if (x, t) ∈ ΩT ∩
C−r/2(x0, t0). Continuing like that, u(x, t) ≤ Θk supΩT∩C2r(x0,t0) u if (x, t) ∈ ΩT ∩ C2−k+1r(x0, t0).
In fact, u(x, t) ≤ Θk supΩT∩C2r(x0,t0) u if 2−kr ≤ dp(x, t, x0, t0) ≤ 2−k+1r. We want to show that
Θk ≤
(
dp(x, t, x0, t0)
r
)α
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when 2−kr ≤ dp(x, t, x0, t0) ≤ 2−k+1r. In fact, we have (dp(x, t, x0, t0)/r)α ≥ 2−αk > (2−α)k,
so we let α satisfy 2−α = Θ, which completes the proof when u is a solution to the subelliptic
heat equation. If u is a solution to the adjoint subelliptic heat equation, the proof is similar,
the only difference is that we must replace ω in (3.6) by ωˆ. ✷
Lemma 3.7 Assume (3.1). Let (x0, t0) ∈ ST and let r < min{r0/2,
√
T − t0/4,
√
t0/4}. Let
u be a non-negative solution to either the subelliptic heat equation or the adjoint subelliptic
heat equation in ΩT ∩C4r(x0, t0). Assume that u vanishes continuously on ∆(x0, t0, 2r). Then,
whenever (x, t) ∈ ΩT ∩ Cr(x0, t0), there exists a constant c = c(H,M, r0), c ≥ 1, such that
u(x, t) ≤ cu(Pr(x0, t0)),
where Pr(x0, t0) = A
+
r (x0, t0) if u solves the subelliptic heat equation and Pr(x0, t0) = A
−
r (x0, t0)
if u solves the adjoint subelliptic heat equation.
Proof: This follows from Lemma 2.6, Lemma 3.6 and a classical argument by contradiction,
see the proof of Theorem 3.1 in [23]. ✷
Lemma 3.8 Assume (3.1). Let (x0, t0) ∈ ST and let r < min{r0/2,
√
T − t0/4,
√
t0/4}. Let
u be a non-negative solution to the subelliptic heat equation in ΩT . Assume that u vanishes
continuously on ∂pΩT \∆(x0, t0, r/2). Then there exists a constant c = c(H,M, r0) such that
u(x, t) ≤ cu(A+r (x0, t0))
whenever (x, t) ∈ ΩT \ Cr(x0, t0).
Proof: On account of the maximum principle, it is enough to prove the statement on the set
D = ∂Cr(x0, t0)∩ΩT . This set can be divided into the two sets A = {(x, t) ∈ D : dp(x, t, ∂pΩT ) <
r/8} and B = D \ A. On the set B, we use the interior Harnack principle. If (x, t) ∈ A, we
have (x, t) ∈ Cr/8(P ), where P ∈ ∂pΩT is a point such that dp(x, t, P ) = dp(x, t, ∂pΩT ). Since
u vanishes continuously on ∆(P, r/4), we can use Lemma 3.7 to draw the conclusion that
u(x, t) ≤ cu(A+r/8(P )). We know that dp(A+r/8(P ), ∂pΩT ) > r/8M , so we can use the interior
Harnack principle again to conclude that u(A+r/8(P )) ≤ cu(A+r (x0, t0)). ✷
Lemma 3.9 Assume (3.1). Let (x0, t0) ∈ ST and let r < min{r0/2,
√
T − t0/4,
√
t0/4}. Let
u be a non-negative solution to the subelliptic heat equation in ΩT . Assume that u vanishes
continuously on ∂pΩT \∆(x0, t0, r/2). Then there exists a constant c = c(H,M, r0) such that
u(x, t) ≤ cu(A+r (x0, t0))ωX(x, t,∆(x0, t0, 2r))
whenever (x, t) ∈ ΩT \ Cr(x0, t0).
Proof: This follows from Lemma 3.8 and Lemma 3.4. ✷
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Lemma 3.10 Assume (3.1). Let u be a solution to either the subelliptic heat equation or to
the adjoint subelliptic heat equation in ΩT . Assume that u vanishes continuously on ST . Let
δ < 4r0 and let Dδ denote the closure of the set {(x, t) ∈ ΩT : dp(x, t, ∂pΩT ) > δ}; then there
exists a constant c = c(H,M, r0, δ, diam(ΩT ), T ) such that
max
Dδ
u(x, t) ≤ cmin
Dδ
u(x, t).
Proof: First, let u be a solution to the subelliptic heat equation. Since u is continuous on the
compact set Dδ, there exist (x1, t1) and (x2, t2) in Dδ such that minDδ u(x, t) = u(x1, t1) and
maxDδ u(x, t) = u(x2, t2).
We define Ω[δ/2,T ] = {(x, t) ∈ Ω : t ∈ ((δ/2)2, T )}, A = {(x, t) ∈ Ω : t = (δ/2)2} and
B =
{
(x, t) ∈ Ω : t =
(
δ
2
)2
+ 2
(
δ
8
)2
, dp(x, t, ∂Ω) >
δ
8M
}
.
We have
u(x2, t2) ≤ sup
Ω[δ/2,T ]
u ≤ sup
A
u
by the maximum principle, and we aim to prove that supA u ≤ c supB u. If (x, t) ∈ A and
dp(x, t, ∂ΩT ) ≥ δ/8, then we can apply the Harnack principle to reach a point in B. If (x, t)
is closer to the boundary, we can apply Lemma 3.7 with r = δ/8. Finally, we take a point
(y, s) ∈ B¯ such that u(y, s) = maxB¯ u, and by the Harnack principle we have u(y, s) ≤ cu(x1, t1),
which completes the proof for solutions to the subelliptic heat equation. If u is a solution to
the adjoint subelliptic heat equation, we replace Ω[δ/2,T ] with Ω[0,T−δ/2], and let A = {(x, t) ∈
Ω : t = T − (δ/2)2} and
B =
{
(x, t) ∈ Ω : t = T −
(
δ
2
)2
− 2
(
δ
8
)2
, dp(x, t, ∂Ω) >
δ
8M
}
.
Then we argue as above, and this completes the proof. ✷
Now we prove a technical lemma that we need in order to prove the backward Harnack
inequality. Let
Ω1 = CKr,r(x0, t0) ∩ ΩT .
By Lemma 2.5, we can find a set B˜ which is regular for the Dirichlet problem and such that
Bd(x0, (2K − 1)r) ⊂ B˜ ⊂ Bd(x0, 2Kr).
Further, we set Ω2 = [B˜ × (t0 − 3r2, t0 + 3r2)] ∩ ΩT .
Lemma 3.11 Assume (3.1). Let u be a non-negative solution to either the subelliptic heat
equation or the adjoint subelliptic heat equation in ΩT . Assume that u vanishes continuously
on ST . Let 0 < δ ≪
√
T be a fixed constant, and let (x0, t0) ∈ ST , δ2 ≤ t0 ≤ T − δ2. Then there
exists K = K(H,M) such that if
sup
Ω1
u ≥ (2K)−γ sup
Ω2
u
then
sup
Ω¯2∩{t=t0−3r2}
u ≥ 1
2
sup
Ω1
u.
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Proof: Assume that u is a solution to the subelliptic heat equation. For simplicity of writing,
we assume that supΩ2 u = 1, and that t0− 3r2 = 0. We also set supΩ1 u =M0. Our assumption
now says that M0 ≥ (2K)−γ, and we will prove that supΩ¯2∩{t=0} u ≥ M0/2 if K is large enough.
We will prove this by contradiction, so we assume that supΩ¯2∩{t=0} u < M0/2.
By using the X-parabolic measure we can write
u(x, t) =
∫
∂pΩ2
u(y, s)dω(x, t, y, s,Ω2).
Now, define Γ1 = Ω¯2 ∩ {t = 0} and Γ2 = ∂pΩ2 \ {Γ1 ∪ ST}. If (x, t) ∈ Ω2, using the maximum
principle, we have
u(x, t) ≤ (sup
Γ1
u)ω(x, t,Γ1,Ω2) + (sup
Γ2
u)ω(x, t,Γ2,Ω2) ≤ M0
2
ω(x, t,Γ1,Ω2) + ω(x, t,Γ2,Ω2).
(3.7)
Let φ ∈ C∞0 (Rn) be such that 0 ≤ φ ≤ 1, φ = 1 on Bd(x0, 2(K + 2)r) \Bd(x0, 2(K − 2)r) and
φ = 0 on Bd(x0, 2(K − 3)r) ∪ (Rn \ Bd(x0, 2(K + 3)r)). Let Φ be the solution to the Cauchy
problem with φ as initial data, i.e., recalling Lemma 2.9 we set
Φ(x, t) =
∫
Rn
Γ(x, t, ξ, 0)φ(ξ)dξ,
for x ∈ Rn, t ≥ 0.
As in Lemma 3.4, we prove that Φ(x, t) ≥ c for (x, t) ∈ Γ2. By the maximum principle,
Lemma 2.9 and the fact that ω is a probability measure, we then have Φ(x, t) ≥ cω(x, t,Γ2,Ω2)
on Ω2.
If (x, t) ∈ Ω¯1, then by Lemma 2.8
ω(x, t,Γ2,Ω2) ≤ c−1Φ(x, t) ≤ c−1
∫
Bd(x0,2(K+3)r)\Bd(x0,2(K−3)r)
exp
(−cd(x, y)2/r2) dy.
Since x ∈ Bd(x0, Kr) and y ∈ Bd(x0, 2(K + 3)r) \Bd(x0, 2(K − 3)r), we have
d(x, y) ≥ d(x0, y)− d(x0, x) ≥ 2(K − 3)r −Kr = r(K − 6) ≥ C˜Kr
if K is large enough. Hence,
ω(x, t,Γ2,Ω2) ≤ c−1
∫
{y:d(x,y)≥C˜Kr}
exp
(−cd(x, y)2/r2) dy.
By means of the estimate C|x − y| ≤ d(x, y) and integration on the level sets of |x − y|, one
can prove that
ω(x, t,Γ2,Ω2) ≤ exp(−cK2), (3.8)
if K is large enough.
Let (x1, t1) ∈ Ω1 be a point such that u(x1, t1) = M0. Combining (3.7) and (3.8) we get the
following estimate for M0 if K is large enough;
M0 = u(x1, t1) ≤M0/2 + c−1 exp(−cK2) < M0/2 + (2K)−γ/2.
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That is, M0 < (2K)
−γ, which is a contradiction.
When u is a solution to the adjoint subelliptic heat equation, we must use ωˆ instead of
ω. We simplify notation as above, with the only difference is that we set t0 + 3r
2 = T. Then
we define Γ1 = Ω¯2 ∩ {t = T} and Γ2 = ∂pΩ2 \ {Γ1 ∪ ST} and argue as before, using that
ΓHˆ(x, t, ξ, τ) = ΓH(ξ, τ, x, t) is a fundamental solution for the adjoint problem. This completes
the proof. ✷
We can now prove our backward Harnack inequality:
Theorem 3.12 Assume (3.1). Let u be a non-negative solution to either the subelliptic heat
equation or the adjoint subelliptic heat equation in ΩT . Assume that u vanishes continuously
on ST . Let 0 < δ0 ≪
√
T be a fixed constant, and let (x0, t0) ∈ ST , δ20 ≤ t0 ≤ T − δ20. Then
there exists a constant c = c(H,M, r0, diam(ΩT ), T, δ), c ≥ 1, such that
u(x, t) ≤ cu(Ar(x0, t0))
whenever (x, t) ∈ ΩT ∩ Cr/4(x0, t0), and for r < min{r0/2,
√
(T − t0 − δ2)/4,
√
(t0 − δ2)/4}.
Proof: Assume that u is a solution to the subelliptic heat equation. Fix r as in the statement
of the theorem. Define
f(α) = α−γ sup
Cα(x0,t0)∩ΩT
u(x, t)
where γ is the constant in Lemma 3.3, and let rˆ = max{α : r ≤ α ≤ δ0, f(α) ≥ f(r)}. By
definition of rˆ, we have
sup
Cr(x0,t0)
u(x, t) ≤ (r/rˆ)γ sup
Crˆ(x0,t0)∩ΩT
u(x, t).
By Lemma 3.3, we have u(A−rˆ (x0, t0)) ≤ crˆγu(Ar(x0, t0))dp(Ar(x0, t0), ∂pΩT )−γ, since Ar(x0, t0) ∈
Crˆ(x0, t0). If we can prove that
sup
Crˆ(x0,t0)∩ΩT
u(x, t) ≤ cu(A−rˆ (x0, t0)),
we are done, since r/M ≤ dp(Ar(x0, t0), ∂pΩT ), so that rγ ≤ Mγdp(Ar(x0, t0), ∂pΩT )γ. By
Lemma 3.7 we have
sup
Crˆ(x0,t0)∩ΩT
u(x, t) ≤ cu(A+rˆ (x0, t0)).
Finally, if δ0/2K < rˆ, where K is the constant in Lemma 3.11, we can use Lemma 3.10 to get
u(A+rˆ (x0, t0)) ≤ cu(A−rˆ (x0, t0)), and we are finished.
On the other hand, if r ≤ rˆ < δ0/2K, we can use Lemma 3.11. By the definition of rˆ, we
have f(rˆ) > f(2Krˆ), that is
sup
Crˆ(x0,t0)∩ΩT
u(x, t) ≥ (2K)−γ sup
C2Krˆ(x0,t0)∩ΩT
u(x, t).
Let Ω1 and Ω2 be as in Lemma 3.11, but with r replaced with rˆ. We then have
sup
Ω1
u ≥ (2K)−γ sup
Ω2
u,
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since Crˆ(x0, t0)∩ΩT ⊂ Ω1 and Ω2 ⊂ C2Krˆ(x0, t0)∩ΩT . By Lemma 3.11, this implies that there
exists a point P = (px, pt) ∈ ΩT with pt = t0 − 3rˆ2 and
u(P ) ≥ 1
2
sup
Ω1
u
We now have
sup
Crˆ(x0,t0)∩ΩT
u ≤ sup
Ω1
u ≤ 2u(P ) ≤ cu(A−rˆ (x0, t0))
where the last step follows from the Harnack inequality (using Lemma 3.7 first if necessary).
The proof is similar when u is a solution to the adjoint subelliptic heat equation, the role of
A+r and A
−
r being interchanged. ✷
4 Dahlberg estimates and the doubling property for parabolic
measures
Proof of Theorem 1.1: We begin by proving that
c−1|Bd(x, r)|G(x, t, A+r (x0, t0)) ≤ ω(x, t,∆(x0, t0, r/2)), (4.1)
for t ≥ t0. Let Γ be the fundamental solution to H , and G the corresponding Green function.
By definition, we have
G(x, t, A+r (x0, t0)) = Γ(x, t, A
+
r (x0, t0))−
∫
∂pΩT
Γ(y, s, A+r (x0, t0))dω(x, t, y, s),
so that G(x, t, A+r (x0, t0)) ≤ Γ(x, t, A+r (x0, t0)). Now, take α(M) such that C2αr(A+r (x0, t0)) ⊂
ΩT , and define
A = {(x, t) ∈ ΩT : t = t0 + 2r2} \ Cαr/2(A+r (x0, t0)),
B = {(x, t) ∈ ∂Cαr/2(A+r (x0, t0)) : t > t0 + 2r2}.
If (x, t) ∈ A, then G(x, t, A+r (x0, t0)) = 0 by Lemma 2.8, so (4.1) is true in A. If (x, t) ∈ B,
then Lemma 2.8 and (2.1) imply that |Bd(x, r)|Γ(x, t, A+r (x0, t0)) ≤ C. We now prove that
ω(x, t,∆(x0, t0, r/2)) ≥ C in B. By Lemma 3.4, we have ω(Ar/4(x0, t0),∆(x0, t0, r/2)) ≥ c′,
and if (x, t) ∈ B we can use the Harnack principle, Lemma 3.1, to obtain
ω(x, t,∆(x0, t0, r/2)) ≥ c−1ω(Ar/4(x0, t0),∆(x0, t0, r/2)) ≥ c−1c′.
So by the maximum principle, (4.1) holds in the part of ΩT bounded below by A and B.
We now prove that ω(x, t,∆(x0, t0, r/2)) ≤ c|Bd(x, r)|G(x, t, A−r (x0, t0)) for t ≥ t0. Using
Theorem 1.5 in [15] we can choose φ ∈ C∞0 (Rn+1) such that φ = 1 on Cr/2(x0, t0) and φ = 0 on
R
n+1 \ C3r/4(x0, t0), and moreover |φt| ≤ c/r2, |Xφ| ≤ c/r. Then we have
ω(x, t,∆(x0, t0, r/2)) ≤
∫
∂pΩT
φ(y, s)dω(x, t, y, s).
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Since |t− t0| ≥ 5r2 (and thus φ(x, t) = 0) we have∫
∂pΩT
φ(y, s)dω(x, t, y, s) =
=
∫
ΩT
XG((x, t, y, s) ·Xφ(y, s) +G(x, t, y, s)φs(y, s)dyds = (∗).
By the Ho¨lder inequality, we have
(∗) ≤ Crn/2
(∫
C3r/4(x0,t0)∩ΩT
|XG|2dyds
)1/2
+
+ Crn/2−1
(∫
C3r/4(x0,t0)∩ΩT
|G|2dyds
)1/2
= (∗∗).
By using similar methods as in Lemma 2.7, one can prove the following energy estimate at the
boundary: if α > 1, u ≤ 0, Hu = 0 in Cαr(x0, t0) ∩ ΩT , then∫
Cr(x0,t0)∩ΩT
|Xu|2dyds ≤ c/r2
∫
Cαr(x0,t0)∩ΩT
u2dyds.
Using this, we have
(∗∗) = crn/2−1
(∫
Cr(x0,t0)∩ΩT
G(x, t, y, s)2dyds
)1/2
= (∗ ∗ ∗).
Given that |t − t0| ≥ 5r2, we know that G(x, t, y, s) is a solution to the adjoint equation
Hˆu(y, s) = 0 in Cr(x0, t0), so by Lemma 3.7 we have G(x, t, y, s) ≤ CG(x, t, A−r (x0, t0)) for
(y, s) ∈ Cr(x0, t0). This, together with (2.2), implies that
(∗ ∗ ∗) ≤ C|Bd(x, r)|G(x, t, A−r (x0, t0)),
and we are finished. The adjoint case, that is, bounds for ωˆ, can be treated treated analogously,
once we have noted that ΓHˆ(x, t, ξ, τ) = ΓH(ξ, τ, x, t) is a fundamental solution for the adjoint
problem. ✷
Remark 4.1 We note that, by the same methods, we can prove the following parts of Theorem
1.1;
ω(x, t,∆(x0, t0, r/2)) ≤ c|Bd(x, r)|G(x, t, A−r (x0, t0)),
and that
ωˆ(x, t,∆(x0, t0, r/2)) ≤ c|Bd(x, r)|G(A+r (x0, t0), x, t),
if we replace the assumption on t with the assumption that (x, t) ∈ ΩT and x 6∈ Bd(x0, 4r).
Lemma 4.2 Assume (3.1). Let 0 < δ <<
√
T be a fixed constant, and let (x0, t0) ∈ ST ,
δ2 ≤ t0 ≤ T − δ2. Let r < 110 min{r0,
√
T − t0 − δ2,
√
t0 − δ2}. Assume that (x, t) ∈ ΩT and
that |t− t0| ≥ 5r2. Then there exists c = c(H,M, r0, diam(ΩT ), T, δ), 1 ≤ c <∞, such that
G(x, t, A−r (x0, t0)) ≤ cG(x, t, A+r (x0, t0)) if t ≥ t0,
G(A+r (x0, t0), x, t) ≤ cG(A−r (x0, t0), x, t) if t ≤ t0.
17
Proof: We begin with the second statement. Let A−r (x0, t0) = (y, s) and A
−
r (x0, t0) = (y
′, s′).
We note that since d(y, x0) < r and d(y
′, x0) < r, there exists a path between y and y′ of
length less than 2r. Since y′ ∈ ΩCT , there exists a point P ∈ ∂ΩT ∩ {t = t0 − 2r2} such that
dp(A
−
r (x0, t0), P ) < 2r. Replacing r with
√
2r, we get a point P ′ = (x1, t1) ∈ ∂ΩT∩{t = t0−4r2}
such that dp(A
−√
2r
(x0, t0), P
′) < 2
√
2r. Now let A+r (x0, t0) = (x
′, t′). We have d(x1, x′) ≤
d(x1, y
′) + d(y′, x0) + d(x0, x′) < 2r + r + r = 4r and t′ − t1 = 2r2 + 4r2 = 6r2, so that
A+r (x0, t0) ∈ C4r(P ). By Lemma 3.12, we have G(A+r (x0, t0), x, t) ≤ cG(A4r(P ), x, t). We can
then use the Harnack principle to get from A4r(P ) to A
−
r (x0, t0).
To get the first statement in the lemma, we need to use Lemma 3.12 for the adjoint subel-
liptic heat equation. ✷
We now have all the tools we need to prove the doubling property of the caloric measure:
Proof of Theorem 1.2: Assume that t− t0 ≥ 10r2 so that ω∗ = ω. By Theorem 1.1 we have
ω(x, t,∆(x0, t0, r)) ≤ c|Bd(x, 2r)|G(x, t, A−2r(x0, t0)), (4.2)
and using Lemma 4.2, we get
|Bd(x, 2r)|G(x, t, A−2r(x0, t0)) ≤ c|Bd(x, 2r)|G(x, t, A+2r(x0, t0)). (4.3)
Using (2.1) and the interior Harnack inequality (Lemma 3.1) for the adjoint equation we get
|Bd(x, 2r)|G(x, t, A+2r(x0, t0)) ≤ c|Bd(x, r)|G(x, t, A+r (x0, t0)), (4.4)
where the constant is independent of r. Now, by Theorem 1.1, we have
|Bd(x, r)|G(x, t, A+r (x0, t0)) ≤ cω(x, t,∆(x0, t0, r/2)). (4.5)
Combining (4.2)-(4.5), we get the desired result when ω∗ = ω. An analogous argument proves
the theorem for ω∗ = ωˆ. ✷
5 Ho¨lder continuity of quotients
First we will prove a lemma, which is a generalization of Lemma 2 in [6]. It is needed to get
around the fact that we cannot approximate ΩT ∩Cr(x0, t0) with an NTA domain. In particular,
the approximation in Lemma 2.5 does not satisfy the inner corkscrew condition, only the outer
one.
For (x0, t0) ∈ ST , we let Ur be a set which is regular for the Dirichlet problem and which
satisfies C8r(x0, t0) ⊂ Ur ⊂ C9r(x0, t0). We let ωr be the X-parabolic measure with respect to
Ur ∩ ΩT , and Gr be the Green function with respect to Ur ∩ ΩT .
Now set
F = ∂pΩT ∩
[
(Bd(x0, 6r)× [t0 − 36r2, t0 + 4r2]) \ C2r(x0, t0)
]
.
We can choose (xi, ti) ∈ ST such that {C r
l
(xi, ti)}Ni=1 is a covering for F , and {C r100l (xi, ti)}Ni=1
are disjoint. It is clear that N is independent of r due to the definition of F . Now, we let
H(x, t) =
N∑
i=1
ωr(x, t,∆2r/l(xi, ti)) + |Bd(x, r)|Gr(x, t, A−4r(x0, t0)),
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and we note that H(x, t) is a solution to the subelliptic heat equation. We continue with a
lemma and a theorem which constitutes the main tools in the proof of Ho¨lder continuity of
quotients, Theorem 1.3.
Lemma 5.1 If l is large enough, there exists c = c(M) > 0 such that H(x, t) ≥ c for (x, t) ∈
ΩT ∩ ∂pC4r(x0, t0).
Proof: By Lemma 3.4, we have ωr(x, t,∆2r/l(xi, ti)) ≥ c for (x, t) ∈ ΩT ∩ Cr/l(xi, ti). This
proves the lemma in the case
(x, t) ∈ ΩT ∩ ∂pC4r(x0, t0) ∩
N⋃
i=1
Cr/l(xi, ti).
Now take (x, t) ∈ [ΩT ∩ ∂pC4r(x0, t0)] \
⋃N
i=1Cr/l(xi, ti). It is easy to see that in that case,
d(x, t, ∂pΩT ) > r/2l. By first the Harnack inequality and then Lemma 4.2, we have
|Bd(x, r)|Gr(x, t, A−4r(x0, t0)) ≥ c|Bd(x, r)|Gr(A−2r(x0, t0), A−4r(x0, t0)) ≥
≥ c|Bd(x, r)|Gr(A+2r(x0, t0), A−4r(x0, t0)) = (∗).
By the Harnack inequality, then Theorem 1.1, the Harnack inequality again, and finally Lemma
3.4, we get
(∗) ≥ c|Bd(x, r)|Gr(A+2r(x0, t0), A−r (x0, t0)) ≥ cωr(A+2r(x0, t0),∆(x0, t0, r/2)) ≥
≥ cωr(Ar/4(x0, t0),∆(x0, t0, r/2)) ≥ c.
We then have H(x, t) ≥ c > 0. Note that the boundary of Ur does not satisfy the inner
corkscrew condition, however, none of the tools used in this proof are such that they require
this condition. ✷
Remark 5.2 Let ωˆr be the adjoint X-parabolic measure with respect to Ur ∩ ΩT and define
F = ∂pΩT ∩
[
(Bd(x0, 6r)× [t0 − 4r2, t0 + 36r2]) \ C2r(x0, t0)
]
.
Then again we can choose (xi, ti) ∈ ST such that {C r
l
(xi, ti)}Ni=1 is a covering for F , and
{C r
100l
(xi, ti)}Ni=1 are disjoint. Then, if we define
Hˆ(x, t) =
N∑
i=1
ωˆr(x, t,∆2r/l(xi, ti)) + |Bd(x, r)|Gr(A+4r, x, t),
and if l is large enough, there exists c = c(M) > 0 such that Hˆ(x, t) ≥ c for (x, t) ∈ ΩT ∩
∂pC4r(x0, t0). This can be proved arguing as in Lemma 5.1, using properties of the adjoint
operator rather than properties of the operator itself. We omit the details.
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Theorem 5.3 Assume (3.1). Let u, v be non-negative solutions to either the subelliptic heat
equation or the adjoint subelliptic heat equation in ΩT∩C20r(x0, t0). Let (x0, t0) ∈ ST and let r <
min{r0/20,
√
(T − t0)/20,
√
t0/20}. Assume that u and v vanish continuously on ∆(x0, t0, 10r).
Then there exists a constant c = c(H,M, diam(ΩT ), T, r0), c ≥ 1, such that
u(x, t)
v(x, t)
≤ cu(A
+
5r(x0, t0))
v(A−5r(x0, t0))
if u, v solves the subelliptic heat equation, and
u(x, t)
v(x, t)
≤ cu(A
−
5r(x0, t0))
v(A+5r(x0, t0))
if u, v solves the adjoint subelliptic heat equation, whenever (x, t) ∈ ΩT ∩ Cr(x0, t0).
Proof: Assume that u and v solves the subelliptic heat equation. According to Lemma 3.7
and Lemma 5.1 we have
u(x, t) ≤ Cu(A+5r(x0, t0))H(x, t) (5.1)
for (x, t) ∈ ΩT ∩ ∂pC4r(x0, t0). Let
H∗(x, t) =
N∑
i=1
ωr(x, t,∆2r/l(xi, ti)) + |Bd(x0, r0)|Gr(x, t, A−4r(x0, t0)).
We introduce this function because, unlike H(x, t), it will be a solution to the subelliptic heat
equation. By (2.1) we have C−1H(x, t) ≤ H∗(x, t) ≤ CH(x, t) for (x, t) ∈ ΩT ∩ ∂pC4r(x0, t0).
By the maximum principle we can then conclude that (5.1) holds in ΩT ∩ C4r(x0, t0).
We want to show that
v(x, t) ≥ Cu(A−5r(x0, t0))H(x, t) (5.2)
for (x, t) ∈ ΩT ∩ Cr(x0, t0) (in that case we are done).
We can find α independent of r such that Cα(A
−
4r(x0, t0)) ⊂ Ur ∩ ΩT . As in the proof of
Theorem 1.1, we let
A = {(x, t) ∈ Ur ∩ ΩT : t = t0 − 2(4r)2} \ Cαr/2(A−4r(x0, t0))
B = {(x, t) ∈ ∂Cαr/2(A−4r(x0, t0)) : t > t0 − 2(4r)2}.
If (x, t) ∈ A, or (x, t) ∈ ∂(Ur ∩ΩT ) with t > t0− 2(4r)2, then |Bd(x, r)|Gr(x, t, A−4r(x0, t0)) = 0.
If (x, t) ∈ B, then Lemma 2.8 and (2.1) imply that |Bd(x, r)|Gr(x, t, A−4r(x0, t0)) ≤ C. By the
Harnack principle, we have v(A−5r(x0, t0)) ≤ Cv(x, t) in A, so the maximum principle gives
v(x, t) ≥ C|Bd(x, r)|Gr(x, t, A−4r(x0, t0))v(A−5r(x0, t0)) (5.3)
for (x, t) ∈ {(x, t) ∈ Ur ∩ ΩT : t > t0 − 2(4r)2} \ Cαr/2(A−4r(x0, t0).
We would now like to show that
H(x, t) ≤ |Bd(x, r)|Gr(x, t, A−4r(x0, t0)) (5.4)
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in ΩT ∩ Cr(x0, t0). Note that ΩT ∩ Cr(x0, t0) ⊂ ΩT \
⋃N
i=1C16r/l(xi, ti) if l is small enough, so
that we can apply Remark 4.1 to show that
ω(x, t,∆2r/l(xi, ti)) ≤ C|Bd(x, 4r/l)|Gr(x, t, A−4r/l(x0, t0)) ≤ C|Bd(x, r)|Gr(x, t, A−4r(x0, t0))
(5.5)
when (xi, ti) ∈ Bd(x0, 6r) \Bd(x0, 2r). When (xi, ti) ∈ Bd(x0, 2r)× [t0 − 36r2, t0 − 4r2], we can
get (5.5) by means of Theorem 1.1 instead, which completes the proof of (5.4). By (5.4) and
(5.3) combined, we get (5.2).
If u and v solve the adjoint subelliptic heat equation, we can argue in a similar manner,
using Remark 5.2 instead of Lemma 5.1 and with H∗(x, t) replaced by
Hˆ∗(x, t) =
N∑
i=1
ωˆr(x, t,∆2r/l(xi, ti)) + |Bd(x0, r0)|Gr(A+4r(x0, t0), x, t),
which is a solution to the adjoint subelliptic heat equation. We omit the details. ✷
We now have the necessary tools to prove Theorem 1.3. In fact, the proof follows directly
using the proof of Lemma 4.2 and Theorem 1.2 in [11] when u, v solves the subelliptic heat
equation. If u, v solves the adjoint subelliptic equation, the proof is similar, using the adjoint
estimates. We omit the details, but remark that when we refer to Lemma 3.3 in [11], this
corresponds to Lemma 3.6 in the present paper.
6 Fatou Theorem
The goal of this section is to prove Theorem 1.4. Our approach rely on the use of certain kernel
functions for H in Ω, and for this purpose, let S denote the lateral boundary of Ω.
Definition 6.1 A function K : Ω × ∂pΩ → R+ ∪ {+∞} is a kernel function at (y, s) ∈ ∂pΩ,
normalized in (X0, T1) ∈ Ω, if
(i) K(X0, T1, y, s) = 1,
(ii) K(·, ·, y, s) ≥ 0 is a weak solution of Hu = 0 in Ω.
(iii) K(·, ·, y, s) is continuous in Ω \ {(y, s)} and
lim
(x,t,)→(y0,s0)
K(x, t, y, s) = 0
if (y0, s0) ∈ ∂pΩT \ {(y, s)}. If s > T , we will let K(x, t, y, s) = 0.
Lemma 6.2 Assume (3.1). Then there exists a unique kernel function (for H and Ω) at
(y, s) ∈ ∂pΩ normalized for (X0, T1) if 0 ≤ s ≤ T1 − δ2.
Proof: Let (y, s) ∈ ∂pΩ with 0 ≤ s ≤ T1 − δ2 and define the following
A+n = A
+
2−n(y, s),
Φn = {(x, t) : d(x, y) < 2−n,−4−n < s− t < 2 · 4−n},
ΩnT1 = (ΩT1 ∩ {t > s}) \ Φn,
αn = ∂pΦn ∩ ΩnT1 ,
βn = {(x, t) ∈ αn : t > s+ 4−n, d(x, ∂Ω) > 2−n/2M}.
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Note that βn is not empty, since A
+
n (y, s) ∈ βn. We let ωn be the X-caloric measure with
regard to the domain ΩnT1 (note that this is possible since Ω
n
T1
is regular for the Dirichlet problem;
see Lemma 2.5).
As in the proof of Theorem 2.7 in [13], we prove that
K(x, t, y, s) = lim
n→∞
ωn(x, t, βn)
ωn(X0, T1, βn)
(6.1)
is a kernel function. To prove uniqueness, we first claim that if v is another kernel function at
(y, s), normalized at (X0, T1), then there exists a constant C = C(H,M, r0) such that
v(x, t) ≥ CK(x, t, y, s) (6.2)
for all (x, t) ∈ Ω (note that it is trivially true for t < s). If this claim is true, we proceed as in
the proof of Theorem 1.7 in Kemper [19].
To prove (6.2), we first observe that
v(x, t) =
∫
∂pΩnT1
v(ξ, τ)ωn(x, t, ξ, τ) ≥ inf
βn
v(x, t)ωn(x, t, βn),
and that due to the Harnack inequality, we have
inf
βn
v(x, t) ≥ Cv(A+n+1).
Combining these, we get
v(x, t) ≥ Cv(A+n+1)ωn(x, t, βn) (6.3)
for (x, t) ∈ ΩnT1 . By Lemma 3.8 we also have v(x, t) ≤ Cv(A+n+1) for (x, t) ∈ Ω\C2−n(y, s). The
maximum principle gives
v(x, t) ≤ Cv(A+n+1)ωn(x, t, αn), (6.4)
for (x, t) ∈ ΩnT1 , since αn ⊂ Ω \ C2−n(y, s). Combining (6.3) and (6.4), and setting (x, t) =
(X0, T1) in the latter, we get
v(x, t) ≥ C ωn(x, t, βn)
ωn(X0, T1, αn)
for (x, t) ∈ ΩnT1 . To prove (6.2), it is enough to prove that
ωn(X0, T1, αn) ≤ Cωn(X0, T1, βn). (6.5)
Since Ω is an NTA domain, we can find a point (x1, t1) ∈ βn such that ∆2−n/2M(x1, t1) ⊂ βn
and such that t1 = t0+2 · 4−n, that is, such that (x1, t1) is on the “top” of βn. By the Harnack
inequality and the proof of Lemma 3.4, we have
ωn(X0, T1, βn) ≥ ωn(X0, T1,∆2−n/2M(x1, t1)) ≥ Cωn(x1, t1 + 2−2n/8M2,∆2−n/2M(x1, t1)) > C.
Since ωn(X0, T1, αn) ≤ 1, we have proved (6.5), so we are done. ✷
Now that we know that the kernel is unique, we can also define it as
K(x, t, y, s) = lim
ǫ→∞
ω(x, t,∆ǫ)
ω(X0, T1,∆ǫ)
, (6.6)
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since this expression also satisfies Definition 6.1 in the same way that (6.1) does. From now
on, when working in ΩT we will always assume that the kernel is normalized in T1 = T + 1 so
as to avoid the limitation t < T1 − δ2 in the previous theorem.
Lemma 6.3 Assume (3.1). Let (x0, t0) ∈ ST . If r < min{r0/2,
√
T − t0/4,
√
t0/4}, then
lim
(x,t)→(x0,t0)
sup{K(x, t, y, s) : (y, s) ∈ ∂pΩT \∆(x0, t0, r)} = 0.
Proof: Let (x0, t0) ∈ ST . Using Lemma 2.5, we let Dr be a set which is regular for the Dirichlet
problem and such that Bd(x0, r/8) ⊂ Dr ⊂ Bd(x0, r/4). Let D˜r = Dr × (t0 − r2/16, t0− r2/16)
and let hr(x, t) be the H-parabolic measure of ∂pD˜r ∩ ΩT relative to D˜r ∩ ΩT . By Lemma 3.7
and the Harnack inequality, we have
K(x, t, y, s) ≤ CK(A+r/4(x0, t0), y, s) ≤ CK(X0, T1, y, s) = C
when (x, t) ∈ Cr/4(x0, t0)∩ΩT . Note that C in fact depend on r. Using the maximum principle
and then taking the supremum over (y, s), we get
sup{K(x, t, y, s) : (y, s) ∈ ∂pΩT \∆(x0, t0, r)} ≤ Chr(x, t)
for (x, t) ∈ D˜r ∩ ΩT . Letting (x, t)→ (x0, t0), we are finished, since hr(x0, t0) = 0. ✷
Remark 6.4 We can also prove Lemma 6.3 when t = 0, using (iii) in the definition of a
kernel.
We can prove the following lemma as in the proof of Theorem 1.10 in [19], using Lemma
3.9 in the present paper when they refer to Lemma 1.4 in [19].
Lemma 6.5 Assume (3.1). If u is a non-negative solution of Hu = 0 in ΩT , there exists a
Borel measure ν, depending on u, on ∂pΩT , such that
u(x, t) =
∫
∂pΩT
K(x, t, y, s)dν(y, s),
where K(x, t, y, s) is the kernel function for H and ΩT , normalized at (X0, T1).
Lemma 6.6 Assume (3.1). Let r < min{r0/2,
√
(T − t0)/4,
√
t0/4}, (x0, t0) ∈ ST . Let u and
v be two non-negative solutions of Hu = 0 in ΩT1, and assume that u and v vanish continuously
on ∂pΩT1 \∆r/2(x0, t0). Then there exists a constant c = c(H,M, r0, X0, diam(Ω), T ) such that
u(X0, T1)v(A
+
r (x0, t0)) ≤ Cv(X0, T1)u(A+r (x0, t0)).
Proof: By Lemma 3.9 we have u(X0, T1) ≤ Cu(A+r (x0, t0))ω(X0, T1,∆2r(x0, t0)), for (X0T1) ∈
ΩT\Cr(x0, t0). Let Ωr = {(x, t) ∈ ΩT1 : t > s} \ Φr, where Φr is the same as Φn in the proof of
Lemma 6.2, but with 2−n replaced with r. We then get
v(X0, T1) ≥ Cv(A+r (x0, t0))ωn(X0, T1, βr/2),
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in the same way as (6.3). Combining what we have so far, we get
u(X0, T1)v(A
+
r (x0, t0)) ≤ C
v(X0, T1)u(A
+
r (x0, t0))ω(X0, T1,∆2r(x0, t0))
ωn(X0, T1, βr/2)
.
Finally, we argue as in the proof of (6.5) to obtain
ω(X0, T1,∆2r(x0, t0))
ωn(X0, T1, βr/2)
≤ C,
which completes the proof. ✷
Lemma 6.7 Assume (3.1). Let (x0, t0) ∈ ∂pΩT . If r < min{r0/2,
√
(T − t0)/4,
√
t0/4}, there
exists a constant c = c(H,M, r0, X0, diam(Ω), T ) such that
sup
(y,s)∈∆(x0,t0,r)
K(A+2r(x0, t0), y, s) ≤
C
ωX(X0, T1,∆(x0, t0, r))
.
Proof: The proof is essentially the same as for Theorem 2.11 in [13]. It uses Lemma 6.6 and
(6.6). ✷
For (y, s) ∈ ∂pΩT , we let ∆j(y, s) = ∆(y, s, 2jr) and Rj(y, s) = ∆j(y, s) \∆j−1(y, s).
Lemma 6.8 Assume (3.1). Let (x0, t0) ∈ ∂pΩT and let r < min{r0/2,
√
(T − t0)/4,
√
t0/4}.
Then there exists a sequence {Cj} of positive numbers, which depend on H,M , r0, X0, diam(Ω),
and T (but not on r or (x0, t0)), such that
sup
(y,s)∈Rj(x0,t0)
K(A+2r(x0, t0), y, s) ≤
Cj
ω(X0, T1,∆j(x0, t0))
. (6.7)
Moreover,
∑
j Cj <∞.
Proof: As a first step we prove that (6.7) holds for a constant C independent of our choice of
j. Now, for j = 1, ..., 8, we have;
sup
(y,s)∈Rj(x0,t0)
K(A+2r(x0, t0), y, s) ≤ sup
(y,s)∈∆j(x0,t0)
K(A+2r(x0, t0), y, s)
≤ c sup
(y,s)∈∆j(x0,t0)
K(A+
2j+1r
(x0, t0), y, s)
≤ C
ω(X0, T1,∆j(x0, t0))
.
Above we used the definition of Rj and ∆j in the first inequality, the Harnack principle in the
second inequality and Lemma 6.7 in the last inequality. For j > 8, we know by Lemma 6.7
that,
sup
(y,s)∈Rj(x0,t0)
K(A+
2j+1r
(x0, t0), y, s) ≤ C
ω(X0, T1,∆j(x0, t0))
. (6.8)
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Now, we observe that for (y, s) ∈ Rj(x0, t0), K(·, ·, y, s) is a non-negative solution to the subel-
liptic heat equation, vanishing on (at least)
∂pΩT \∆2j−5r(y, s).
Therefore, we use Lemma 3.8 to get
K(x, t, y, s) ≤ CK(A+2j−4r(y, s), y, s), (6.9)
for all (x, t) ∈ ΩT\C2j−4r(y, s). For (y, s) ∈ Rj(x0, t0), let
(y0,r, s0,r) = A
+
2j+1r(x0, t0) and (yr, sr) = A
+
2j−4r(y, s).
Then |y0,r − yr| is bounded by C2jr, while s0,r − sr > 22j+1r2. Hence, using the Harnack
principle we obtain
K(A+
2j−4r
(y, s), y, s) ≤ CK(A+
2j+1r
(x0, t0), y, s). (6.10)
Further, using (6.9) and (6.10), and for all (x, t) ∈ ΩT\C2j−4r(y, s), we have that
K(x, t, y, s) ≤ CK(A+
2j+1r
(x0, t0), y, s). (6.11)
Let (x, t) = A+2r(x0, t0) in (6.11), and using (6.8), we get
sup
(y,s)∈Rj(x0,t0)
K(A+2r(x0, t0), y, s) ≤
C
ω(X0, T1,∆j(x0, t0)
.
This is indeed justified, since A+2r(x0, t0) ∈ ΩT\C2j−4r(y, s) for j > 8.
By Lemma 2.5, we can let Uj be a set which is regular for the Dirichlet problem and which
satisfies Bd(x0, 2
j−2r) ⊆ Uj ⊆ Bd(x0, 2j−1r). Let Σj = ΩT ∩ (Uj × [t0 − 4j−1r, t0 + 4j−1r]), and
let hj be the X-caloric measure of ΩT ∩ ∂pΣj with respect to Σj , that is,
hj(x, t) = ω(x, t,ΩT ∩ ∂pΣj ,Σj).
By definition, we have the following;
hj(A
+
2r(x0, t0)) = ω(A
+
2r(x0, t0),ΩT ∩ ∂pΣj ,Σj),
and, in particular, hj is the solution to{
Hhj = 0 in Σj ,
hj = χ[ΩT∩∂pΣj ] on ∂pΣj .
By the maximum principle, we then have
sup
(y,s)∈Rj(x0,t0)
K(A+2r(x0, t0), y, s) ≤
Chj(A
+
2r(x0, t0))
ω(X0, T1,∆j(x0, t0))
.
What is left to prove is that
∑
j hj(A
+
2r(x0, t0)) < ∞, and we will use Lemma 3.6 to do that.
First, we note that
dp(A
+
2r(x0, t0), x0, t0) ≤ ((2r)2 + 2(2r)2))1/2 ≤
√
12r ≤ 4r
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The largest cylinder C4R we can consider when using Lemma 3.6 has radius 4R = 2
j−2r, or
R = 2j−4r. Further, A+2r(x0, t0) ∈ CR(x0, t0) if R2 > 2(2r)2 = 8r2, that is, R > 2
√
2r. In
particular, the calculations that follow apply for all j > 8. Now, using Lemma 3.6 on Σj , we
get
hj(A
+
2r(x0, t0)) ≤ c
(
4r
2j−6r
)α
sup
ΩT∩C2j−5r(x0,t0)
hj
≤ c(2−j)α. (6.12)
In the first inequality we used Lemma 3.6, in the second that hj(x, t) ∈ [0, 1]. We know that
α ∈ (0, 1), and therefore 2α > 1 which means that ∑j>8(2α)−j converges. In particular, using
this observation with (6.12), and the fact that hj(A
+
2r(x0, t0)) is finite for j = 1, ..., 8, we obtain
∞∑
j=1
hj(A
+
2r(x0, t0)) <∞.
This completes the proof. ✷
We define a non-tangential region at P ∈ ∂pΩT as
Γα(P ) = {(x, t) ∈ ΩT : dp(x, t, P ) ≤ (1 + α)dp(x, t, ∂pΩT )},
and the non-tangential maximal function as Nα(u)(P ) = sup(x,t)∈Γα(P ) |u(x, t)|. We also define
the Hardy-Littlewood maximal function of the measure ν with respect to ω(X0, T1) as
Mω(ν)(x, t) = sup
r>0
ν(∆(x, t, r))
ω(X0, T1,∆(x, t, r))
.
Lemma 6.9 Assume (3.1). If ν is a finite Borel measure on ∂pΩT such that
u(x, t) =
∫
∂pΩT
K(x, t, y, s)dν(y, s),
then for every (y, s) ∈ ∂pΩT there exists a constant c = c(H,M, r0, diam(ΩT ), T, α, ωX(X0, T1))
such that
Nα(u)(y, s) ≤ cMω(ν)(y, s).
Proof: The proof is essentially the same as Theorem 2.13 in [13]. It uses Lemma 6.5, Lemma
6.8, the Harnack inequality and Lemma 3.10. ✷
Proof of Theorem 1.4: By Lemma 6.5 we can write
u(x, t) =
∫
∂pΩ
K(x, t, y, s)dν(y, s),
and we can make the decomposition dν = fdω(X0, T1) + dνs, where dνs ⊥ dω(X0, T1) and
f ∈ L1(∂pΩ, dω(X0, T1)). So we have
u(x, t) =
∫
∂pΩT
f(y, s)K(x, t, y, s)dω(X0, T1, y, s)+
∫
∂pΩ
K(x, t, y, s)dνs(y, s) = ua(x, t)+us(x, t).
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Let F be the support of νs. A standard strategy using Lemma 6.9 (see for instance [4, Theorem
4.4]) shows that ua(x, t) → f(y, s) when (x, t) → (y, s) in Γα(y, s) almost everywhere on ∂pΩ
with respect to ω(X0, T1). Moreover, if (y, s) 6∈ F , us(x, t)→ 0 when (x, t)→ (y, s) in Γα(y, s)
by Lemma 6.3. This concludes the proof. ✷
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