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RE´SUME´
Dans ce me´moire, nous abordons le proble`me de l’ensemble dominant connexe de
cardinalite´ minimale. Nous nous penchons, en particulier, sur le de´veloppement
de me´thodes pour sa re´solution base´es sur la programmation par contraintes et la
programmation en nombres entiers. Nous pre´sentons, en l’occurrence, une heuris-
tique et quelques me´thodes exactes pouvant eˆtre utilise´es comme heuristiques si on
limite leur temps d’exe´cution. Nous de´crivons notamment un algorithme base´ sur
l’approche de de´composition de Benders, un autre combinant cette dernie`re avec
une strate´gie d’investigation ite´rative, une variante de celle-ci utilisant la program-
mation par contraintes, et enfin une me´thode utilisant uniquement la programma-
tion par contraintes. Des re´sultats expe´rimentaux montrent que ces me´thodes sont
efficaces puisqu’elles ame´liorent les me´thodes connues dans la litte´rature. En parti-
culier, la me´thode de de´composition de Benders avec une strate´gie d’investigation
ite´rative fournit les re´sultats les plus performants.
Mots cle´s : Ensemble dominant connexe, de´composition de Benders,
investigation ite´rative, programmation par contraintes, programmation
en nombres entiers.
ABSTRACT
In this work, we address the minimum connected dominating set problem. We
focus, in particular, on the development of solution methods based on constraint
programming and integer programming, including one heuristic and some exact
methods that can be used as heuristics if we limit their running time. These are
based on Benders decomposition and exploit a stand-alone and an iterative prob-
ing strategy. In particular, we develop a method based on the stand-alone Benders
decomposition, another combining this one with an iterative probing strategy, a
variant of the latter using constraint programming, and finally, a method using
only constraint programming. Experimental results show that these methods are
effecient, since they perform better than those known in the literature. In particu-
lar, iterative probing Benders decomposition provides the best results overall.
Keywords: Connected dominating set, Benders decomposition, iter-
ative probing, constraint programming, integer programming.
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INTRODUCTION
Bien que relativement peu aborde´e a` ce jour, l’e´tude du proble`me de l’ensemble
dominant connexe remonte aux anne´es 1970. L’inte´reˆt pour ce proble`me s’est accru
de`s les anne´es 1990 en raison de ses importantes applications dans les te´le´com-
munications et les re´seaux informatiques, notamment son utilisation comme e´pine
dorsale virtuelle (′′virtual backbone′′, VB) dans les re´seaux sans fil.
En plus de ses applications dans les te´le´communications, les transports et les
re´seaux sans fil, nous pouvons e´voquer, entre autres, son utilite´ dans la diffusion
des innovations technologiques, le traitement des de´faillances en cascade dans les
re´seaux e´lectroniques, le controˆle de la propagation des maladies transmissibles,
etc. En effet, l’identification des nœuds influents dans les re´seaux repre´sentant ces
situations est tre`s importante pour des interventions efficaces en ciblant les nœuds
qui couvrent la plus grande partie possible du re´seau en question.
Le traitement efficace de ce proble`me peut donc avoir des retombe´es avanta-
geuses aussi bien sur le plan scientifique que sur les plans industriel, social, tech-
nologique, etc. Pour ces raisons, il est souhaitable de pouvoir re´soudre ce proble`me
de manie`re efficace.
Il existe dans la litte´rature plusieurs algorithmes performants de´veloppe´s a` cet
effet, mais ceux-ci pre´sentent certaines limites non ne´gligeables relatives a` la densite´
du graphe et a` sa taille. Nous citons a` titre d’exemple l’algorithme de de´composition
de Benders [20], qui devient moins performant lorsque la densite´ du graphe est
faible, ou encore la me´thode de branch-and-cut [20], qui ne fonctionne pas bien sur
les graphes de grande taille.
Notre objectif principal dans ce travail est de proposer des algorithmes per-
formants qui de´passent ces limites pour fournir des re´sultats satisfaisants sur tous
les types de graphes. Pour ce faire, nous nous sommes tourne´s vers les domaines
de la programmation par contraintes et de la programmation en nombres entiers
pour de´velopper de nouveaux algorithmes de re´solution de notre proble`me en nous
inspirant de quelques travaux de la litte´rature, principalement ceux de Gendron
et al. [20], et en nous basant sur quelques me´thodes de ces derniers, notamment la
me´thode de de´composition de Benders.
Avant de pre´senter le noyau de notre travail dans le chapitre 3, dans lequel les
principales me´thodes que nous avons de´veloppe´es sont pre´sente´es, nous ouvrons ce
me´moire en pre´sentant, dans le chapitre 1, quelques notions de base de la program-
mation par contraintes et de la programmation en nombres entiers que nous jugeons
ne´cessaires pour faciliter la compre´hension de ce qui suit. Nous enchaˆınons, dans le
chapitre 2, avec la description du proble`me et sa formulation mathe´matique, ainsi
qu’une bre`ve revue de la litte´rature traitant de ce sujet. Le chapitre 4 est consacre´
a` la pre´sentation et a` la comparaison des re´sultats nume´riques que l’exe´cution de
nos me´thodes nous a permis d’obtenir.
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CHAPITRE 1
REVUE DES APPROCHES DE RE´SOLUTION
Parmi plusieurs approches de re´solution pouvant eˆtre, ou ayant de´ja` e´te´, utili-
se´es pour la re´solution du proble`me de l’ensemble dominant connexe minimum, les
me´thodes base´es sur la programmation par contraintes et sur la programmation en
nombres entiers font l’objet de ce chapitre. En effet, e´tant donne´ que nos travaux,
dans ce me´moire, s’inscrivent dans le cadre de ces deux classes de me´thodes, nous
avons juge´ inte´ressant de consacrer un chapitre a` leur pre´sentation. Cependant,
le but principal du pre´sent chapitre n’est pas de faire un e´tat de l’art complet
de ces domaines, mais plutoˆt d’en pre´senter les principales notions ne´cessaires a`
la compre´hension des approches de re´solution que nous avons de´veloppe´es et qui
seront pre´sente´es plus loin. Nous fournissons quelques re´fe´rences inte´ressantes que
nous recommandons de consulter pour de plus amples explications et une meilleure
documentation sur ces domaines, notamment Apt [1], Marriott et Stuckey [30],
Rossi et al. [37], Rousseau et Pesant [38] pour la programmation par contraintes et
Chen et al. [12], Nemhauser et Wolsey [33], Wolsey [43] pour la programmation en
nombres entiers.
1.1 Programmation par contraintes
La programmation par contraintes (PPC) est un paradigme pour la re´solution
des proble`mes combinatoires qui a fait ses preuves dans de nombreux domaines,
notamment la gestion du temps, l’affectation de ressources, la planification, l’ordon-
nancement, etc. Bien que ses origines remontent aux anne´es 1960, son application
effective au domaine de la recherche ope´rationnelle ne s’est faite qu’autour des
anne´es 1990.
Dans cette section, nous pre´sentons de manie`re succincte les concepts fondamen-
taux de la PPC. Nous commenc¸ons par une bre`ve description du principe ge´ne´ral de
la PPC, puis nous de´finissons les proble`mes de satisfaction de contraintes, et enfin
nous survolons les principales approches de re´solution de ces derniers, notamment
la propagation de contraintes et la recherche de solutions.
1.1.1 Principe ge´ne´ral
Pour re´soudre un proble`me, la programmation par contraintes a recours a` une
mode´lisation par un ensemble de variables soumises a` des contraintes exprimant
les relations logiques qui les lient. Chacune de ces variables prend ses valeurs dans
un ensemble fini de valeurs possibles dit «domaine de la variable ».
La re´solution, a` proprement dit, du proble`me repose sur deux principes in-
dissociables applique´s sur le mode`le ainsi construit, a` savoir la propagation et la
recherche. Le premier me´canisme, la propagation, permet de re´duire le domaine
de chaque variable en y e´liminant les valeurs incohe´rentes, c’est-a`-dire celles qui
violeraient au moins une des contraintes du mode`le si jamais elles e´taient affecte´es
a` cette variable, et ceci en utilisant de nouvelles informations de´duites de l’e´tat
courant du mode`le. Ce processus, a` lui seul, n’est souvent pas assez efficace, ni
meˆme suffisant. En effet, meˆme si son utilisation permet de trouver une solution
re´alisable du proble`me lorsque tous les domaines des variables sont re´duits en sin-
gletons ou meˆme trancher sur sa non-re´alisabilite´ lors de la re´duction du domaine
d’une variable a` l’ensemble vide, e´liminer toutes les valeurs incohe´rentes rele`ve tre`s
souvent d’un proble`me NP-difficile et ne´cessite un temps d’exe´cution trop long en
pratique. L’intervention du me´canisme de recherche devient alors ne´cessaire pour
re´duire davantage les domaines des variables. Ce dernier de´compose re´cursivement
le proble`me en sous-proble`mes en fixant une variable, choisie selon une certaine po-
litique pre´alablement de´finie, a` une valeur de son domaine. Ceci permet d’e´nume´rer
implicitement toutes les solutions potentielles du proble`me en cre´ant un arbre de
recherche dans lequel une propagation des contraintes est effectue´e au niveau de
chaque sous-proble`me.
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1.1.2 Proble`mes de satisfaction de contraintes
Les proble`mes combinatoires que la PPC s’efforce de re´soudre sont ge´ne´ralement
de´finis comme des proble`mes de satisfaction de contraintes (′′constraint satisfaction
problem′′, CSP) qui se caracte´risent par des relations logiques entre des variables
ayant chacune un domaine de valeurs possibles. Plus formellement :
Definition Un proble`me de satisfaction de contraintes (CSP) est de´fini par un
triplet (X ,D, C) tel que :
• X =< x1, x2, . . . , xn > est un ensemble fini de n variables.
• D = {D1, . . . ,Dn} est un ensemble de n domaines finis. Chaque domaine Di
repre´sente l’ensemble des valeurs possibles que peut prendre la variable xi.
• C = {C1, . . . , Cm} est un ensemble de m contraintes. Chaque contrainte est une
relation entre certaines variables de X restreignant les valeurs que celles-ci
peuvent prendre simultane´ment.
Re´soudre un CSP consiste a` affecter a` chaque variable xi une valeur vi ∈ Di de
telle sorte que chaque contrainte soit satisfaite.
1.1.3 Propagation de contraintes
Le me´canisme de propagation repose sur des ope´rations de re´duction des do-
maines des variables par algorithmes de filtrage. Chaque type de contrainte posse`de
son propre algorithme de filtrage qui examine chaque variable implique´e dans cette
contrainte en vue de supprimer de son domaine toute valeur incohe´rente. De`s que
le domaine d’une variable est ainsi re´duit, les algorithmes de filtrage de toutes les
contraintes impliquant cette variable sont active´s pour de´tecter d’e´ventuelles mo-
difications. Ce me´canisme est re´pe´te´ jusqu’a` ce qu’aucune autre re´duction ne soit
possible. Il est ne´cessairement fini en autant que les domaines des variables sont
finis et que l’activation de chaque algorithme de filtrage re´sulte en une re´duction
de ceux-ci.
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1.1.4 Recherche de solutions
Pour re´soudre les proble`mes complexes, la propagation des contraintes n’est
ge´ne´ralement pas suffisante. En effet, a` l’issue de celle-ci, les domaines de cer-
taines variables peuvent encore contenir plusieurs valeurs, et il n’est pas certain
que l’on puisse aboutir a` une solution re´alisable en les assignant arbitrairement.
Une recherche arborescente s’impose alors pour comple´ter le processus de re´so-
lution. Celle-ci consiste a` choisir au niveau de chaque nœud et en utilisant une
heuristique de choix de variables, une variable x non instancie´e ainsi qu’une va-
leur v de son domaine, puis ge´ne´rer a` partir de celui-ci deux autres nœuds fils qui
he´ritent du meˆme sous-proble`me associe´ au nœud courant enrichis des contraintes
x = v et x 6= v respectivement. Ces deux nouveaux nœuds seront alors traite´s aux
prochaines ite´rations selon l’ordre prescrit par la politique d’exploration des nœuds
utilise´e.
1.1.4.1 Heuristiques de choix de variable
La politique de se´lection de variables et de valeurs (ou strate´gie de branchement)
a une incidence majeure sur le nombre de nœuds a` explorer avant d’aboutir a` une
solution re´alisable. Un choix judicieux de la strate´gie est alors primordial pour une
re´solution efficace du proble`me. Il existe, dans la litte´rature, plusieurs strate´gies
de branchement. Une des plus re´pandues consiste a` se´lectionner la variable de plus
petit domaine ou encore celle ordonnant les variables en fonction du nombre de
contraintes dans lesquelles elles sont implique´es. Parmi les heuristiques qui ont
montre´ d’excellents re´sultats, on retrouve Impact Based Search (Refalo [34]) qui
utilise une notion de re´duction de l’espace de recherche par une affectation donne´e
ou encore maxSD (Zanarini et Pesant [45]) base´e sur une notion de de´nombrement
des solutions des contraintes.
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1.1.5 Quelques contraintes globales
Malgre´ leur importance et leur utilisation e´tendue en PPC, il n’existe pas de
de´finition formelle pour les contraintes globales. Cette appellation est utilise´e pour
de´signer des contraintes dont l’utilisation offre plus de filtrage que n’importe quelle
conjonction de contraintes e´quivalente. Celles-ci ont e´te´ introduites pour pallier au
principal inconve´nient que pre´sente le me´canisme de propagation des contraintes.
En effet, celui-ci traite chaque contrainte inde´pendamment des autres alors que la
connaissance des autres contraintes lors du traitement de chacune d’entre elles peut
sensiblement ame´liorer le filtrage. Parmi ces contraintes globales, nous pouvons
citer :
AllDifferent(x1, x2, . . . , xn) : Cette contrainte impose que les valeurs prises par
chacune des variables xi, i ∈ {1, . . . , n} soient deux a` deux distinctes. Il existe
un algorithme de filtrage efficace pour cette contrainte, qui est base´ sur le
calcul d’un couplage maximum dans un graphe bipartie.
Nvalue(val, x1, x2, . . . , xn) : Cette contrainte est une ge´ne´ralisation de la contrainte
Alldifferent. Elle impose que le nombre de valeurs distinctes prises par les va-
riables x1, . . . , xn soit e´gal a` val. Pour le cas particulier ou` val = n, Nvalue
est e´quivalente a` Alldifferent. Contrairement a` cette dernie`re, seul un filtrage
partiel peut eˆtre effectue´ pour nvalue au moyen d’un algorithme polynomial.
1.2 Programmation line´aire en nombres entiers
Cette section est consacre´e a` la pre´sentation the´orique des proble`mes line´aires
mixtes en nombres entiers, ainsi que de quelques me´thodes connues pour leur re´-
solution, notamment les me´thodes de branch-and-bound et de branch-and-cut, de
meˆme que la me´thode de de´composition de Benders.
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1.2.1 Proble`me line´aire mixte en nombres entiers
Un proble`me de programmation line´aire (PL) est un proble`me d’optimisation
consistant a` minimiser (ou maximiser) une fonction objectif line´aire de n variables
re´elles x1, x2, . . . , xn soumises a` un ensemble de contraintes exprime´es sous forme
d’e´quations ou d’ine´quations line´aires. Un proble`me de programmation line´aire en
nombres entiers (PLNE) est un PL dans lequel les variables doivent prendre exclu-




sous Ax ≤ b
x ≥ 0
x entier
ou` A est une matrice rationnelle de taille m×n, b et c sont des vecteurs rationnels
de dimensions m et n respectivement.
D’autre part, si le proble`me contient a` la fois des variables entie`res et continues,
on parle de proble`me de programmation line´aire mixte en nombres entiers (′′Mixed






sous Ax+By ≤ b (MIP.2)
x ≥ 0, y ≥ 0 (MIP.3)
x entier (MIP.4)
ou` la notation additionnelle y de´signe un vecteur de dimension p correspondant aux
variables continues, d est le vecteur des coefficients de y dans la fonction objectif
et B est une matrice rationnelle m× p.
On appelle relaxation line´aire d’un proble`me de programmation line´aire mixte
en nombres entiers, le proble`me de programmation line´aire obtenu en supprimant
les contraintes d’inte´gralite´ (MIP.4) sur les variables entie`res x.
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1.2.2 Me´thode de branch-and-bound
La me´thode de se´paration et e´valuation progressive, plus connue sous son appel-
lation anglophone branch-and-bound, compte parmi les approches les plus connues
pour la re´solution des proble`mes d’optimisation combinatoire. Elle suit le prin-
cipe «diviser pour re´gner » en de´composant re´cursivement le proble`me en sous-
proble`mes plus simples a` re´soudre. L’algorithme ge´ne`re et parcourt un arbre de
recherche, dont chaque nœud correspond a` un sous-ensemble du domaine re´alisable
du proble`me originel. Lors de ce parcours, les solutions explore´es au niveau de
chaque nœud sont e´value´es pour ne garder que ceux contenant, potentiellement, de
meilleures solutions que la solution courante.
L’algorithme commence par relaxer les contraintes d’inte´gralite´ (MIP.4) et re´-
sout a` l’optimum le proble`me line´aire re´sultant. Si la solution optimale de ce dernier
est entie`re, alors c’est une solution optimale du (MIP). Sinon, on effectue une ope´-
ration de branchement en choisissant une variable x∗i non entie`re dans la solution
du (PL) que l’on a re´solu. L’ensemble des solutions se divise alors en deux :
PL1 :
 (P)xi ≤ bx∗i c et PL2 :
 (P)xi ≥ dx∗i e
Pour les deux MIP obtenus a` l’issue du processus de branchement, une premie`re
approximation est obtenue par la re´solution de leurs relaxations line´aires. Si l’une
de ces premie`res approximations n’est toujours pas entie`re, le PL ayant conduit a`
celle-ci devient candidat pour un futur branchement.
Ce processus de branchement est re´pe´te´ jusqu’a` ce qu’une premie`re approxima-
tion entie`re soit atteinte. La valeur de la fonction objectif de cette solution devient
alors une borne supe´rieure du proble`me, et tous les sous-proble`mes dont la pre-
mie`re approximation, entie`re ou pas, exce`de cette borne sont e´carte´s. Le processus
de branchement est alors repris a` partir des sous-proble`mes restants. Si, par la
suite, on obtient une nouvelle solution entie`re dont la valeur de la fonction objectif
est infe´rieure a` la borne supe´rieure, cette dernie`re est mise a` jour avec la valeur de
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la nouvelle solution ; le sous-proble`me ayant fourni la borne pre´ce´dente, ainsi que
tous ceux qui ont une premie`re approximation supe´rieure a` la nouvelle borne du
proble`me, sont e´carte´s. Le processus se poursuit ainsi jusqu’a` ce qu’il ne reste plus
de sous-proble`me dont la valeur de la relaxation line´aire est infe´rieure a` la meilleure
borne supe´rieure connue. Cette dernie`re est alors la solution optimale du proble`me.
La re`gle de branchement, qui re´git le processus de choix de la variable sur
laquelle l’algorithme branche, ainsi que la politique d’exploration de l’arbre de
recherche, entres autres en profondeur ou en largeur, a une incidence majeure sur
le nombre de nœuds a` explorer avant d’aboutir a` une solution optimale. Un choix
judicieux est alors primordial pour une re´solution efficace du proble`me.
1.2.3 Me´thode des plans de coupes
La me´thode de plans de coupes consiste a` relaxer les contraintes d’inte´gra-
lite´ (MIP.4) et re´soudre a` l’optimum le proble`me line´aire re´sultant. Si la solution
optimale x de ce dernier est entie`re, alors c’est une solution optimale du (MIP).
Autrement, on re´sout le proble`me dit de se´paration qui consiste a` de´terminer si x
satisfait toutes les contraintes du proble`me, sinon on trouve une contrainte viole´e,
on l’ajoute au proble`me et on le re´sout de nouveau.
Gro¨tschel et al. [22] ont de´montre´ qu’un MIP peut eˆtre re´solu en temps poly-
nomial si et seulement si le proble`me de se´paration des contraintes de´finissant son
enveloppe convexe peut l’eˆtre aussi. Ce n’est malheureusement pas le cas des pro-
ble`mes NP-difficiles, car on ne connaˆıt pas de description line´aire comple`te de leurs
enveloppes convexes ni d’algorithmes exacts de se´paration pour toutes les familles
de facettes qui les de´finissent. C’est pour cela qu’il arrive souvent a` cette proce´dure
de s’arreˆter avant d’avoir trouve´ une solution optimale.
1.2.4 Me´thode de branch-and-cut
L’algorithme de branch-and-cut est une me´thode hybride combinant les pro-
ce´de´s de la me´thode de branch-and-bound et ceux de la me´thode des plans de
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coupes. Ainsi, pour re´soudre un proble`me line´aire en nombres entiers, la me´thode
de branch-and-cut commence par relaxer les contraintes d’inte´gralite´ (MIP.4) et
re´sout a` l’optimum la relaxation line´aire correspondante puis applique la me´thode
des plans de coupes sur la solution trouve´e. Si cette me´thode n’arrive pas a` obtenir
une solution entie`re alors une recherche arborescente est entreprise comme dans le
cas de la me´thode de branch-and-bound, mais cette fois en appliquant la me´thode
de plans de coupes au niveau de chaque nœud de l’arbre de branchement.
1.2.5 Me´thode de de´composition de Benders
E´tant donne´ que la contribution principale apporte´e dans ce travail est inspire´e
de la me´thode de de´composition de Benders de´crite dans [20], nous pre´sentons,
dans cette section, le principe de son fonctionnement.
1.2.5.1 De´composition de Benders classique
La me´thode de de´composition de Benders classique a e´te´ initialement de´veloppe´e
par Benders [4] en 1962 pour re´soudre les proble`mes line´aires mixtes en nombres
entiers. Elle est base´e sur le partitionnement du proble`me original en un proble`me
maˆıtre et un sous-proble`me. A` chaque ite´ration, le proble`me maˆıtre est re´solu pour
fixer la valeur d’un sous-ensemble de variables, puis le sous-proble`me comple`te cette
affectation. Si cette dernie`re est non re´alisable, le sous-proble`me produit une coupe
dite de Benders qui est ajoute´e au proble`me maˆıtre. Cette coupe, obtenue par la
re´solution du dual du sous-proble`me, e´limine non seulement la solution particulie`re
qui a permis sa de´duction, mais aussi toute une classe de solutions non re´alisables
pour les meˆmes raisons.
La me´thode de de´composition de Benders classique peut s’appliquer sur les




z = f(x) + dy
sous g(x) +By ≥ b
x ∈ D, y ≥ 0
ou` D est un domaine discret.
Si les valeurs des variables x sont fixe´es a` x = x ∈ D, on obtient une borne
infe´rieure sur la valeur de la fonction objectif en re´solvant le (PL) suivant, appele´




sous By ≥ b− g(x)
y ≥ 0
(1.1)
En associant des variables duales u aux contraintes (1.1), le dual correspondant




sous uB ≤ d
u ≥ 0
D’apre`s la the´orie de la dualite´, et sous l’hypothe`se que le sous-proble`me de
Benders admet un optimum fini (voir Benders [4] pour un expose´ plus ge´ne´ral),
la valeur de la solution optimale u∗ du proble`me dual est ne´cessairement finie et
e´gale a` la valeur de la solution optimale y∗ du sous-proble`me de Benders, i.e.,
u∗(b− g(x)) = dy∗ ≤ dy.
E´tant donne´ que le domaine re´alisable du proble`me dual est inde´pendant de
x, l’ine´galite´ dy ≥ u∗(b − g(x)) est donc valide. Il en est de meˆme pour l’ine´galite´
suivante :
z = f(x) + dy ≥ f(x) + u∗(b− g(x))
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2, . . . , u
∗
I sont les solutions optimales des I premiers proble`mes duaux asso-
cie´es aux I premiers sous-proble`mes de Benders.
1.2.5.2 De´composition de Benders logique
L’applicabilite´ de la me´thode de de´composition de Benders classique est condi-
tionne´e par l’obtention explicite des variables duales au sens de la dualite´ en pro-
grammation line´aire. Ne´anmoins, Hooker et Ottosson [26] proposent de pallier a`
cette limite et d’e´largir la notion de dual couramment utilise´e en introduisant un
dual logique (inference dual) pour tout type de sous-proble`me. Ce dernier consiste
a` de´duire, a` travers la solution courante du proble`me maˆıtre de Benders et les
contraintes du proble`me, la meilleure borne infe´rieure possible sur la valeur de la
fonction objectif. Si de telles coupes n’existent pas, le proble`me maˆıtre combine´ avec
la solution du sous-proble`me est une solution optimale globale du proble`me. Sinon,
celles-ci sont ajoute´es au proble`me maˆıtre pour eˆtre re´solu de nouveau. Nous allons
voir, dans le chapitre 2, un exemple d’application de cette me´thode lorsque nous




DESCRIPTION DU PROBLE`ME ET REVUE DE LA
LITTE´RATURE
Ce chapitre est consacre´ a` la description du proble`me de l’ensemble dominant
connexe, ses champs d’application ainsi que sa formulation mathe´matique. Nous y
pre´sentons aussi un bref e´tat de l’art sur le proble`me que nous traitons. Nous y
abordons notamment les principaux re´sultats ayant inspire´ notre travail.
Notation
E´tant donne´ un graphe non oriente´ G = (V,E), ou` V est l’ensemble de ses
sommets (n = |V |) et E celui de ses areˆtes (m = |E|), pour tout ensemble S ⊂ V ,
on de´finit le voisinage de S comme suit :
Γ(S) = {u ∈ V \ S : ∃v ∈ S, {u, v} ∈ E}
Autrement dit, Γ(S) correspond aux sommets hors S qui sont adjacents aux som-
mets de S. Dans le cas particulier ou` S = {s}, Γ({s}) est l’ensemble des voisins
du sommet s. Pour alle´ger le texte, nous adoptons la notation Γ(s) pour de´signer
Γ({s}).
Nous aurons aussi recours a` la notation D pour de´signer le comple´mentaire d’un
sous-ensemble D de V : D = V \D.
2.1 Description du proble`me
Un sous-ensemble de sommets, D ⊆ V , est un ensemble dominant du graphe
G = (V,E) si chaque sommet de G est soit un membre de D, soit adjacent a`
un sommet de D. En outre, si D induit un sous-graphe connexe, il est appele´
ensemble dominant connexe (′′connected dominating set′′, CDS). Le cardinal mi-
nimum d’un ensemble dominant connexe, note´ γc(G), est appele´ le nombre de
dominance connexe de G. Un CDS ayant une taille e´gale au nombre de domina-
tion connexe est dit ensemble dominant connexe minimum ou minimum connected
dominating set (MCDS) en anglais.
L’exemple illustre´ par la figure 2.1 montre trois types d’ensembles dominants
forme´s par les sommets noirs.
(a) Ensemble dominant non connexe (b) Ensemble dominant connexe
(c) Ensemble dominant connexe minimum
Figure 2.1 – Types d’ensembles dominants
Plus formellement, un ensemble dominant d’un graphe G = (V,E) est un sous-
ensembleD ⊆ V tel que Γ(D)∪D = V . Autrement dit, ∀v ∈ V, (Γ(v)∪{v})∩D 6= ∅.
Un ensemble dominant D est dit connexe si le sous-graphe (D, E(D)), qu’il
induit, est connexe, avec E(D) = {{i, j} ∈ E| i ∈ D, j ∈ D}.




Nous recensons dans la litte´rature deux proble`mes analogues au proble`me de
l’ensemble dominant connexe minimum, le proble`me de l’arbre couvrant a` nombre
maximum de feuilles, qui y est e´troitement lie´, et celui du recouvrement d’ensemble
connexe, dont notre proble`me est un cas particulier.
2.1.1.1 Le proble`me de l’arbre couvrant a` nombre maximum de feuilles
(MLSTP)
Un arbre couvrant d’un graphe G est un sous-graphe T connexe, sans cycle
contenant tous les sommets de G. Une feuille dans un arbre T est un sommet dont
le degre´ dans T est e´gal a` un.
Le proble`me de l’arbre couvrant a` nombre maximum de feuilles (′′maximum leaf
spanning tree problem′′, MLSTP), consiste a` trouver un arbre couvrant avec autant
de feuilles que possible (voir Lucena et al. [29] pour une revue de la litte´rature sur
ce proble`me).
MCDSP et MLSTP
Le MCDSP est e´troitement lie´ au MLSTP. En effet, e´tant donne´ un ensemble
dominant connexe D, un arbre couvrant de G(D) peut aise´ment eˆtre identifie´. Ce
dernier peut eˆtre ge´ne´ralise´ pour former un arbre couvrant de G dans lequel tous
les sommets de V \ D sont des feuilles. Ainsi, pour chaque ensemble dominant
connexe D de G, un arbre couvrant de G avec au minimum |V | − |D| feuilles peut
eˆtre trouve´. Par conse´quent, si D est un ensemble dominant connexe de cardinalite´
minimale, l’arbre couvrant de G qui en sera de´duit aura le plus grand nombre de
feuilles possible.
Dans la figure 2.2a, les sommets de l’ensemble dominant connexe minimum
sont repre´sente´s en noir. A` partir de celui-ci, on obtient l’arbre couvrant a` nombre
maximum de feuilles repre´sente´ a` la figure 2.2b
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(a) Ensemble dominant connexe minimum (b) Arbre couvrant a` nombre maximal de feuilles
Figure 2.2 – MCDSP et MLSTP
2.1.1.2 Le proble`me de recouvrement d’ensemble connexe (CSC)
Soit U = {1, . . . ,m} un ensemble fini de m e´le´ments, appele´ univers, et X une
collection de sous-ensembles de U ; X = {S1, S2, . . . , Sn}, ou` Si ⊆ U , i = 1, . . . , n.
Le proble`me de recouvrement d’ensemble a` couˆts unitaires consiste a` de´terminer
un ensemble C ⊆ X aussi petit que possible tel que tous les e´le´ments de U soient
recouverts ; autrement dit, chaque e´le´ment de U se trouve dans au moins un des
sous-ensembles de C.
Supposons qu’en plus de l’univers U et de la collection X , on a un graphe
auxiliaire H = (X , E(X )), tel que E(X ) est un ensemble d’areˆtes reliant certains
sous-ensembles de la collection X . Un ensemble C ⊆ X est un recouvrement d’en-
semble connexe si le sous-graphe induit H(C) = (C,E(C)) est connexe.
MCDSP et CSC
Il est facile de voir que le proble`me de l’ensemble dominant connexe est un cas
particulier du proble`me de recouvrement d’ensemble connexe. En effet, e´tant donne´
un graphe non oriente´ G = (V,E) on peut de´river une instance du proble`me CSC
a` partir d’une instance MCDS du graphe G comme suit :
• L’univers U est l’ensemble des sommets V du graphe G ; U = V .
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• Chaque ensemble Si repre´sente le sommet i et ses voisins Γ(i) ; Si = Γ(i)∪{i}
• Le graphe auxiliaire H est le meˆme que le graphe original G, sauf que chaque
sommet v de G est remplace´ par Sv dans H.
2.1.2 Champs d’application
Le concept de la dominance dans les graphes est a` l’origine de plusieurs appli-
cations trouve´es dans la litte´rature. Les premie`res pouvant eˆtre cite´es sont la lo-
calisation des stations de radars (Berge [5]), et certains re´seaux de communication
particuliers de´crits dans Liu [28]. De nos jours, ce concept trouve des applications
dans des domaines tre`s varie´s tel que la diffusion des innovations technologiques
(Rogers [36], Valente [40]), la commercialisation des nouveaux produits (Domingos
et Richardson [14], Goldenberg et al. [21]), les syste`mes d’alimentation (Asavathi-
ratham et al. [2], Fan et Watson [17]), la propagation des maladies transmissibles
(Eubank et al. [16]), et l’aide a` l’atte´nuation des proble`mes sociaux a` travers les
re´seaux sociaux (Wang et al. [42]).
Parmi les nombreux champs d’applications que posse`de le proble`me de l’en-
semble dominant connexe, nous avons choisi, dans ce qui suit, son utilisation comme
e´pine dorsale virtuelle dans les re´seaux sans fil.
E´pine dorsale virtuelle (′′virtual backbone′′, VB)
En l’absence d’infrastructure physique dans un re´seau sans fil, et sans utiliser
l’e´pine dorsale (VB), chaque nœud de ce re´seau doit stocker une table de rou-
tage pour pouvoir communiquer avec les autres nœuds. Ceci engendre d’importants
couˆts de communication relatifs au surplus de la diffusion, aux tailles et couˆts de
maintenance des tables de routage, etc. L’utilisation d’un VB peut conside´rable-
ment re´duire ces couˆts en omettant les connexions redondantes dans le re´seau par
le choix d’un sous-ensemble de nœuds a` travers lequel se font toutes les communi-
cations sur le re´seau.
Conside´rons, a` titre d’exemple, le re´seau sans fil a` sept nœuds repre´sente´ a` la
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figure 2.3a, et supposons que le re´seau de communication est celui repre´sente´ a` la
figure 2.3b, sachant que les connexions possibles de´pendent de la structure physique
du re´seau sans fil, ainsi que de la nature des pe´riphe´riques qui le composent tel que
leur porte´e et leur position. Le VB correspond, dans ce cas, a` l’ensemble dominant
connexe minimum du graphe associe´ a` ce re´seau. Il est constitue´, ici, des nœuds 3
et 5. En effet, ces deux nœuds sont les seuls a` devoir stocker une table de routage
pour assurer la communication a` travers tout le re´seau. Il suffit a` tous les autres de
connaˆıtre un seul voisin appartenant a` cet ensemble pour pouvoir communiquer avec
tous les autres nœuds du re´seau. Si, par exemple, le nœud 7 de´sire communiquer
avec le nœud 4, il lui suffit de transmettre les donne´es a` envoyer au nœud 5 en lui
indiquant le nœud destinataire, et celui-ci se chargera de les acheminer jusqu’au
nœud 4, comme l’illustre la figure 2.3d, par un chemin de routage qu’il aura choisi
a` travers le VB en utilisant la table de routage dont il dispose.
2.1.3 Formulation mathe´matique du proble`me
En associant a` chaque sommet i ∈ V une variable binaire xi, tel que
xi =
 1, si le sommet i ∈ V appartient a` l’ensemble dominant connexe,0, sinon,








xj + xi ≥ 1, i ∈ V (2)
Connexe(x) (3)




Figure 2.3 – E´pine dorsale virtuelle (Virtual Backbone)
La fonction objectif (1) minimise le nombre de sommets faisant partie de l’en-
semble dominant connexe. Les ine´galite´s de couverture (2) de´finissent un ensemble
dominant. Les contraintes (3), sous leur forme ge´ne´rale, imposent la connexite´ du
sous-graphe engendre´ par x. Elles seront aborde´es a` la section suivante.
L’existence d’un ensemble dominant de cardinalite´ 1 peut facilement eˆtre ve´rifie´e
par la condition Γ(i) ∪ {i} = V, pour i ∈ V . Si un tel ensemble n’existe pas, et
puisque nous cherchons un ensemble connexe, les contraintes (2), qui a` la base
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de´finissent un ensemble dominant, peuvent eˆtre renforce´es en les remplac¸ant par
les contraintes (5) qui de´finissent un ensemble dominant total (′′total dominating
set′′, TDS). Un TDS est un ensemble dominant sans sommets isole´s. Autrement dit,
c’est un ensemble dominant dans lequel les sommets ne se couvrent pas eux-meˆmes.
∑
j∈Γ(i)
xj ≥ 1, i ∈ V (5)
2.2 Revue de la litte´rature
Puisque notre proble`me est soumis a` une contrainte de connexite´, nous avons
juge´ inte´ressant d’ouvrir cette section avec ce sujet et de de´crire les fac¸ons dont
elle a e´te´ traite´e dans certains travaux. Nous pre´sentons ensuite quelques re´sultats
de la litte´rature que nous avons utilise´s dans notre travail ; nous nous attardons
en particulier sur l’article de Gendron et al. [20] qui en est l’article de base et la
premie`re source d’inspiration.
2.2.1 Contraintes de connexite´
Il existe dans la litte´rature plusieurs formulations pour mode´liser la connexite´
dans les graphes. La plupart d’entre elles utilisent des variables binaires associe´es
aux areˆtes, entre autres Gendron et al. [20] et Simonetti et al. [39].
En 2005, Cerdeira et al. [10] proposent une nouvelle formulation du proble`me de
recouvrement d’ensemble connexe. Ils sont parvenus, en exploitant la structure par-
ticulie`re de ce proble`me, a` construire une formulation des contraintes de connexite´
qui lui est spe´cifique. Ils les ont ensuite renforce´es en utilisant les re´sultats obte-
nus dans [11] sur les conditions ne´cessaires et suffisantes pour la caracte´risation
des facettes de l’enveloppe convexe de ce proble`me. Bien qu’une analogie entre ce
proble`me et le noˆtre soit e´tablie dans plusieurs articles, entre autres Ren et Zhao
[35], les re´sultats obtenus par Cerdeira et al. n’ont, a` notre connaissance, jamais
e´te´ transpose´s au proble`me de l’ensemble dominant connexe.
D’un autre cote´, Fu¨genschuh et Fu¨genschuh [19] proposent, pour la premie`re
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fois dans leur article en 2008, une nouvelle formulation de la connexite´ en utilisant
des variables associe´es aux nœuds du graphe ainsi que des contraintes base´es sur la
notion de coupes sur les sommets (′′node-cuts′′). Celle-ci n’est cependant pas assez
de´veloppe´e, car le sujet principal de cet article e´tait autre que la connexite´. Ce n’est
qu’en 2013 que cette piste s’est vue explore´e plus en profondeur dans l’article de
Carvajal et al. [9] qui a ame´liore´ et de´veloppe´ cette formulation en proposant une
meilleure caracte´risation de la connexite´ a` travers les coupes sur les sommets.
2.2.2 Approches heuristiques
Une grande partie des travaux re´alise´s dans la litte´rature sur le MCDSP adoptent
des approches heuristiques ; la plupart sont re´alise´s dans le cadre spe´cifique de la
construction des e´pines dorsales. Le travail de Guha et Khuller [23] peut eˆtre consi-
de´re´ comme l’article fondateur de cet axe : ils ont conc¸u le premier algorithme
d’approximation en temps polynomial qui garantit un facteur d’approximation de
(1 + lnn), ou` n est le nombre de sommets du graphe. Autrement dit, la taille de
l’ensemble dominant connexe fourni par leur heuristique ne peut exce´der (1 + lnn)
fois la taille de l’ensemble dominant connexe minimum. Ils ont aussi de´montre´ la
non-approximabilite´ du MCDSP au-dela` d’un facteur de ρ lnn pour 0 < ρ < 1.
Depuis, plusieurs heuristiques, tentant d’ame´liorer ce facteur d’approximation, ont
vu le jour, et peuvent eˆtre classe´es en deux cate´gories.
La premie`re cate´gorie s’exe´cute en deux phases. La premie`re phase consiste
a` construire un ensemble dominant. Dans une seconde phase, les e´le´ments de ce
dernier sont connecte´s en ajoutant d’autres nœuds interme´diaires [23, 41].
La deuxie`me cate´gorie, quant a` elle, se consacre a` la construction d’un ensemble
dominant connexe en une seule phase [23, 29, 44].
Dans cette dernie`re perspective, nous pouvons citer l’heuristique de Lucena
et al. [29], qui n’est finalement autre qu’une imple´mentation base´e sur la notion de
voisinage de l’approche de Guha et Khuller [23]. Elle sera aborde´e plus en de´tail a`
la section 3.1.
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2.2.3 Approche par la programmation par contraintes
A` notre connaissance, la communaute´ scientifique ne s’est jamais penche´e sur la
re´solution du proble`me de l’ensemble dominant connexe via la programmation par
contraintes. Cependant, si on mode´lise le proble`me avec une collection de variables
xi qui de´signent, parmi les voisins de chaque sommet i, celui qui le couvre, l’utilisa-
tion de la contrainte globale Nvalue(val, x1, ..., xn) permet de trouver un ensemble
dominant de taille val. Malheureusement, cette contrainte comporte beaucoup de
syme´trie et sa propagation rele`ve d’un proble`me NP−difficile.
2.2.4 Approche par la programmation line´aire mixte en nombres en-
tiers
Les approches MIP pour le MCDSP ont attire´ moins d’attention que les ap-
proches heuristiques. Une formulation du proble`me par la programmation line´aire
mixte en nombres entiers, utilisant un nombre exponentiel de contraintes base´es sur
l’arbre couvrant, ainsi qu’une version pre´liminaire d’un algorithme de branch-and-
cut ont e´te´ de´crits dans Simonetti et al. [39]. Cette dernie`re sera ensuite de´veloppe´e
par Gendron et al. [20]. Des formulations plus compactes de ce proble`me, utilisant
un nombre polynomial de contraintes, ont e´te´ propose´es dans Fan et Watson [17].
Ces formulations ont e´te´ re´alise´es suite a` l’imposition de la connexite´ via plusieurs
moyens : les ine´galite´s de Miller-Tucker-Zemlin initialement propose´es pour re´-
soudre le proble`me du TSP [32], les contraintes de multi-flots, et les contraintes
d’e´limination de sous-tours introduites dans Martin [31].
Par ailleurs, d’autres approches conc¸ues pour traiter le MLSTP peuvent aussi
eˆtre utilise´es pour re´soudre le MCDSP. Nous pouvons citer, entre autres, le travail
de Lucena et al. [29] dans lequel deux formulations en programmation en nombres
entiers ont e´te´ propose´es. La premie`re est base´e sur une reformulation du proble`me
par l’arbre de Steiner, et la deuxie`me conside`re le proble`me dans sa version oriente´e
et tente de trouver une arborescente couvrante avec autant de feuilles que possible.
Les re´sultats expe´rimentaux de cet article montrent que de meilleurs re´sultats sont
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obtenus avec ce qui y est appele´ la me´thode DGR, qui exploite la deuxie`me formu-
lation dans un algorithme de branch-and-cut (voir Lucena et al. [29] pour plus de
de´tails).
Passons, a` pre´sent, a` la pre´sentation de l’article de Gendron et al. [20], qui est
l’article de base et la principale source d’inspiration pour notre travail. Dans celui-
ci, six me´thodes exactes pour la re´solution du MCDSP ont e´te´ propose´es. Elles
sont base´es sur deux approches principales, a` savoir la me´thode de de´composition
de Benders et la me´thode de branch-and-cut. Une troisie`me approche hybride com-
binant ces deux dernie`res est aussi utilise´e. Pour chacune de ces trois approches
deux variantes sont conside´re´es, une utilisant la strate´gie pure (′′stand-alone′′), et
l’autre utilisant la strate´gie d’investigation ite´rative. Cette dernie`re est construite
en se basant sur la proprie´te´ e´le´mentaire qui stipule que la non-existence de CDS
d’une certaine cardinalite´ d entraˆıne la non-existence de CDS de cardinalite´ infe´-
rieure a` d.
Les deux approches principales ne diffe`rent que dans la manie`re par laquelle
les contraintes de connexite´ sont traite´es. Conside´rons le fait qu’un sous-graphe est
connexe si et seulement s’il contient un arbre couvrant : l’algorithme de branch-
and-cut introduit des variables additionnelles associe´es aux areˆtes ainsi que des
contraintes d’e´limination de sous-tours ge´ne´ralise´es (GSEC) pour exprimer la connexite´
du sous-graphe induit par la solution, donnant ainsi lieu a` une formulation en pro-
grammation line´aire mixte en nombres entiers du MCDSP. Le proble`me de se´pa-
ration associe´ aux contraintes (GSEC) utilise´es dans cette formulation peut eˆtre
re´solue efficacement en O(n4) via un algorithme de ′′maximum flow-minimum cut′′.
Cependant, pour un temps d’exe´cution global plus avantageux de la me´thode de
branch-and-cut, les auteurs ont opte´ pour une se´paration des contraintes par une
me´thode heuristique spe´cialement conc¸ue a` cet effet. Cette me´thode est de´signe´e
par l’appellation (SABC) dans l’article de Gendron et al. [20].
E´tant donne´ que notre travail est principalement base´ sur la me´thode de de´com-
position de Benders et la strate´gie d’investigation ite´rative, nous nous attardons
sur la pre´sentation de celles-ci.
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Me´thode de de´composition de Benders
L’approche de Benders consiste a` relaxer les contraintes de connexite´ (3) et a`
ite´rer entre :
i) Le proble`me maˆıtre de Benders, de´fini par les contraintes (1),(5),(4) et des
coupes additionnelles dites coupes de Benders.
ii) Le sous-proble`me de Benders qui consiste a` ve´rifier si la solution fournie par
le proble`me maˆıtre engendre un ensemble connexe et a` ajouter des coupes de
re´alisabilite´ dans le cas contraire.
Coupes de Benders
Supposons que le proble`me maˆıtre de Benders fournisse comme solution un
ensemble dominant non connexe D. Afin de satisfaire la contrainte de connexite´, il
est certain qu’au moins un e´le´ment de D = V \D doit y eˆtre ajoute´. La contrainte
suivante est donc valide : ∑
i∈D
xi ≥ 1 (2.1)
Du moment que ces contraintes sont en nombre fini, et que tous les ensembles do-
minants non connexes peuvent eˆtre e´carte´s par leur ajout, cet algorithme converge
vers une solution optimale.
Ces coupes sont ge´ne´ralement faibles vu que la plupart des ensembles non
connexes ne´cessitent l’ajout de bien plus qu’un sommet pour les connecter. Pour
les renforcer, les auteurs ont propose´ de re´soudre le proble`me de Steiner sur le
graphe re´duit de la solution courante D, c’est-a`-dire le graphe obtenu en com-
pactant chaque composante connexe en un sommet terminal et laissant les autres
sommets, ceux de V \ D, comme sommets non terminaux.
Le proble`me de l’arbre de Steiner consiste, e´tant donne´ un ensemble T de som-
mets dits sommets terminaux, a` trouver un ensemble S ∈ (V \ T ) de sommets
additionnels, appele´s points de Steiner, tel que le couˆt de l’arbre couvrant les som-
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mets de T soit minimum. Le nombre de Steiner est le nombre minimum de sommets
devant eˆtre ajoute´s a` T pour le connecter.
Supposons que le nombre de Steiner ainsi obtenu soit e´gal a` mD, alors la coupe
2.1 peut eˆtre renforce´e comme suit :
∑
i∈D
xi ≥ mD (2.2)
Cependant, le proble`me de Steiner est NP-complet [27], et sa re´solution peut
s’ave´rer tre`s couˆteuse en temps. Pour cela, les auteurs ont propose´ de calculer, au
lieu de sa valeur exacte, une borne infe´rieure du nombre de Steiner comme suit.
La longueur, en termes de sommets non-terminaux interme´diaires, du plus court
chemin entre chaque paire de sommets terminaux e´quivaut au nombre minimum de
sommets devant eˆtre ajoute´s a` D pour les connecter. En choisissant la plus grande
des plus courtes distances se´parant chaque paire de ces sommets, on obtient une
borne infe´rieure valide du nombre de Steiner, note´e mD. La contrainte 2.2 est donc
remplace´e par la contrainte suivante :
∑
i∈D
xi ≥ mD (2.3)
De´roulement de l’algorithme
Soit D0 un ensemble dominant connexe initial. L’algorithme commence par
re´soudre le proble`me maˆıtre de Benders, de´fini initialement par les contraintes
(1),(4) et (5), auquel on ajoute la coupe d’optimalite´ suivante :
∑
i∈V
xi ≤ |D0| − 1
Si le proble`me est irre´alisable, alors D0 est une solution optimale. Sinon, soit
D l’ensemble dominant obtenu. S’il est connexe, alors c’est une solution optimale.
Sinon, on ge´ne`re la coupe de re´alisabilite´ 2.3, comme indique´ pre´ce´demment, et on
l’ajoute au proble`me maˆıtre de Benders pour le re´soudre de nouveau.
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Strate´gie d’investigation ite´rative
Cette strate´gie est construite en se basant sur la proprie´te´ e´le´mentaire qui stipule
que la non-existence d’un CDS d’une certaine cardinalite´ d entraˆıne la non-existence
d’un CDS de cardinalite´ infe´rieure a` d. Elle est base´e sur la proposition suivante :
Proposition 2.2.1. S’il existe un CDS de cardinalite´ d < |V |, alors il en existe
un de cardinalite´ d+ 1
La de´monstration de cette proprie´te´ est triviale. En effet, s’il existe un CDS D
de cardinalite´ d < |V |, en ajoutant n’importe quel sommet de V \D a` D on obtient
un CDS de cardinalite´ d+ 1.
On peut alors e´noncer le corollaire suivant, qui de´coule directement de cette
proposition
Corollaire 2.2.2. S’il n’existe aucun CDS de cardinalite´ d > 0, alors il n’en existe
aucun de cardinalite´ d− 1.
Comme son nom l’indique, la strate´gie d’investigation ite´rative permet la re-
cherche de la solution optimale du proble`me par une approche ite´rative. En partant
d’une solution re´alisable D de taille d + 1 > 1, cette strate´gie cherche un CDS de
cardinalite´ d. Si un tel ensemble n’existe pas, l’algorithme s’arreˆte en fournissant D
comme solution optimale. Sinon, une nouvelle ite´ration est re´alise´e en partant du
nouvel ensemble dominant de taille d pour tenter d’en retrouver un autre de taille
d− 1. Cette strate´gie est de´crite dans le pseudo-code 1.
Notons qu’en vertu du corollaire 2.2.2 e´nonce´ plus haut, si le proble`me de satis-
faction de contraintes, «2.Investigation : Trouver un CDS de cardinalite´ d », est
re´solu de manie`re exacte, cette strate´gie fournit une solution optimale du proble`me
de l’ensemble dominant connexe minimum.
De´composition de Benders avec strate´gie d’investigation ite´rative
A` chaque e´tape de la strate´gie d’investigation ite´rative, on peut exe´cuter l’algo-
rithme de de´composition de Benders expose´ plus haut pour re´soudre le proble`me
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de´but
1.Trouver un ensemble dominant connexe initial D0.
si |D0| = 1 alors
retourner D0 est une solution optimale de cardinalite´ 1.
sinon
poser d← |D0| − 1
fin
2.Investigation : Trouver un CDS de cardinalite´ d
3. si un tel ensemble n’existe pas alors
retourner D0 est une solution optimale de cardinalite´ d+1
sinon
Soit D l’ensemble dominant trouve´.
d← |D| − 1
Aller a` l’e´tape 2.
fin
fin
Algorithm 1: Pseudo-code de la strate´gie d’investigation ite´rative
de satisfaction de contraintes «2.Investigation : Trouver un CDS de cardinalite´
d », et ceci en ajoutant au proble`me maˆıtre de Benders la contrainte de cardinalite´∑
i∈V
xi = d.
Cette variante de la me´thode de de´composition de Benders a pu eˆtre ame´liore´e
en introduisant une proce´dure de renforcement qui consiste a` ve´rifier, a` chaque
de´tection d’un CDS de cardinalite´ d, l’existence d’un autre CDS de cardinalite´ d-1
en retirant chaque e´le´ment a` tour de roˆle. Si un tel ensemble existe, la proce´dure
est re´exe´cute´e en partant de celui-ci, sinon des contraintes valides sont ge´ne´re´es
(voir [20] pour plus de de´tails).
Si, au lieu de la me´thode de de´composition de Benders, on utilise, a` chaque e´tape
de la strate´gie d’investigation ite´rative, la me´thode de branch-and-cut pre´sente´e





Le pre´sent chapitre constitue le cœur de ce me´moire. Nous y pre´sentons l’essence
de notre travail, en l’occurrence les approches de re´solution que nous avons propo-
se´es pour le traitement du proble`me pre´sente´ au chapitre 2, dont une heuristique
et plusieurs me´thodes exactes qui peuvent aussi eˆtre utilise´es comme heuristiques
si on limite leur temps d’exe´cution. Nous commenc¸ons par pre´senter la me´thode
heuristique qui est, en fait, une ame´lioration d’une heuristique de´ja` existante. Nous
passons ensuite a` la pre´sentation des me´thodes exactes, en l’occurrence une utilisant
l’approche de de´composition de Benders, une combinant cette approche avec la stra-
te´gie d’investigation ite´rative, une variante de celle-ci en utilisant la programmation
par contraintes, puis enfin, une dernie`re utilisant uniquement la programmation par
contraintes.
3.1 Heuristique gloutonne dynamique renforce´e (HDR)
Cette heuristique vient renforcer l’heuristique (HDM) de´veloppe´e dans Gendron
et al. [20] qui est elle-meˆme une variante a` exe´cutions multiples de l’heuristique
gloutonne dynamique (HD) de´veloppe´e dans Lucena et al. [29]
3.1.1 Principe de fonctionnement de HD
L’algorithme est imple´mente´ a` l’aide d’un ensemble D de sommets dominants
et un ensemble L des voisins de D, L = Γ(D). Son principe consiste a` de´placer,
a` chaque ite´ration, le sommet de L ayant le plus grand nombre de voisins dans
V \ {L ∪D} vers D et cela jusqu’a` obtention d’un ensemble dominant connexe. Le
pseudo-code de la me´thode est le suivant :
begin
Initialisation : D ← {v} L ← Γ(v)
while (D ∪ L 6= V) do
Choisir s ∈ L ayant le plus grand nombre de voisins dans
V \ {L ∪ D}
Mise a` jour :
D ← D ∪ {s}





Algorithm 2: Pseudo-code de l’heuristique (HD) de Lucena et al. [29]
Dans le cas de (HDM), cette heuristique est exe´cute´e n fois, et a` chaque exe´cu-
tion, l’ensemble D est initialise´ avec un nouveau sommet v ∈ V .
3.1.2 Inconve´nients
Cette me´thode permet d’aboutir a` coup suˆr a` un ensemble dominant connexe.
Elle est tre`s efficace dans le sens ou` le fait de choisir les sommets ayant le plus
grand nombre de voisins dans V \ {L∪D}, permet de garantir, a` chaque ite´ration,
le choix des sommets les plus prometteurs et converger ainsi plus rapidement vers
cet ensemble dominant. Cependant, il s’agit d’un algorithme glouton qui utilise des
choix localement optimaux, mais qui ne le sont pas ne´cessairement a` long terme.
Ceci est duˆ au fait que le choix d’un sommet a` une certaine e´tape, meˆme si celui-ci en
couvre plusieurs autres, peut s’ave´rer inutile a` long terme. En effet, apre`s plusieurs
ite´rations, il se peut que d’autres sommets, devant impe´rativement appartenir a`
D, car ils sont les seuls a` pouvoir couvrir certains autres sommets du graphe,
parviennent aussi a` couvrir, collectivement, les voisins du sommet pre´ce´demment
choisi. Dans ce cas, ce dernier devient inutile et sa suppression permet de garder
30
un ensemble dominant connexe de cardinalite´ moindre. De plus, cet algorithme ne
traite pas les ex æquo, c’est-a`-dire que dans le cas ou` il existe plus d’un sommet dans
L avec le plus grand nombre de voisins, l’algorithme ne dispose pas de proce´dure
lui permettant de les de´partager.
3.1.3 Ame´lioration
Notre contribution vient ame´liorer cette heuristique sur ces points. Dans un
premier temps, nous avons introduit des re`gles de priorite´ qui nous permettent
de ge´rer les ex æquo. Lorsqu’une telle situation se pre´sente, le choix de l’un ou
l’autre de ces sommets est plus ou moins avantageux selon la nature du graphe. En
effet, lorsque celui-ci est de faible densite´, il est pre´fe´rable d’explorer des sommets
e´loigne´s car ils offrent de meilleures chances de couvrir tout le graphe. Dans ce cas,
prioriser les sommets les plus re´cemment admis dans L serait le plus raisonnable.
Par contre, lorsque le graphe est plutoˆt dense, la dominance est ge´ne´ralement assez
facilement atteignable et il est donc pre´fe´rable de choisir des sommets proches
pour garantir la connectivite´ avec un minimum de sommets. Dans ce cas, il est plus
inte´ressant de prioriser les premiers sommets introduits dans L. Pour eˆtre suˆr que le
meilleur choix soit fait, on exe´cute la suite de la proce´dure a` deux reprises, d’abord
en priorisant les premiers sommets introduits dans l’ensemble L, puis une seconde
fois, en priorisant les sommets les plus re´cemment admis dans cet ensemble. On
garde ensuite la meilleure alternative, i.e., celle qui fournit un ensemble dominant
de plus petite cardinalite´.
Dans un second temps, nous avons recours a` une proce´dure d’e´lagage a` la fin
de l’exe´cution de l’algorithme pour e´liminer les sommets superflus de l’ensemble
dominant. Celle-ci consiste en la ve´rification de la conformite´ de l’ensemble D,
retourne´ par l’algorithme pre´ce´dent, en le privant de ses e´le´ments un a` un, pour
enfin e´liminer ceux qui n’ont aucune influence sur ses proprie´te´s de connectivite´ et
de dominance.
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3.2 Approche par la programmation line´aire en nombres entiers
Dans cette section, nous proposons une me´thode de re´solution du proble`me de
l’ensemble dominant connexe en s’inspirant de divers travaux re´alise´s par plusieurs
auteurs. Cette me´thode est principalement inspire´e de la me´thode de de´composition
de Benders applique´e a` ce proble`me par Gendron et al. [20]. Elle en diffe`re par la
manie`re avec laquelle les contraintes de connexite´ sont traite´es.
Pour ce faire, nous avons utilise´ quelques re´sultats pertinents tire´s notamment
des travaux de Cerdeira et al. [10]. Nous nous sommes aussi inspire´s de l’ame´liora-
tion apporte´e par Carvajal et al. [9] a` la formulation des contraintes de connexite´
propose´e par Fu¨genschuh et Fu¨genschuh [19], ainsi que quelques caracte´ristiques
et re´sultats que nous avons nous-meˆme e´tablis pour renforcer cette formulation.
Principe de la me´thode de de´composition de Benders (rappel)
L’approche de Benders consiste a` relaxer les contraintes (3) et a` ite´rer entre :
i) Le proble`me maˆıtre de Benders, de´fini par les contraintes (1),(5),(4) et des







xj ≥ 1, i ∈ V (5)
Coupes de Benders (6)
xi ∈ {0, 1}, i ∈ V (4)
ii) Le sous-proble`me de Benders qui consiste a` ve´rifier si la solution fournie par
le proble`me maˆıtre engendre un ensemble connexe et ajouter des coupes de
re´alisabilite´ dans le cas contraire.
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3.2.1 Coupes de Benders
Supposons que le proble`me maˆıtre de Benders fournisse comme solution un
ensemble dominant non connexe D. Afin de satisfaire la contrainte de connexite´, il
est certain qu’au moins un e´le´ment de D = V \D doit y eˆtre ajoute´. La contrainte
suivante est donc valide : ∑
i∈D
xi ≥ 1 (3.1)
Du moment que ces contraintes sont en nombre fini, et que tous les ensembles do-
minants non connexes peuvent eˆtre e´carte´s par leurs ajouts, cet algorithme converge
vers une solution optimale. Cependant, le nombre de coupes devant eˆtre ajoute´es
au proble`me maˆıtre avant qu’un ensemble dominant connexe soit atteint peut li-
miter l’utilisation de cette proce´dure, car sa convergence est lente. Pour acce´le´rer
cette me´thode, nous avons entrepris d’ajouter, au lieu de cette contrainte, ou un
renforcement de celle-ci (Gendron et al. [20], Cerdeira et al. [10]), une collection
d’autres contraintes que nous avons formule´es en exploitant les caracte´ristiques
de notre proble`me. Pour plus d’efficacite´ nous les avons ensuite renforce´es via la
the´orie polye´drale.
Proposition 3.2.1. Soit D un ensemble dominant non connexe et soient C1, . . . , Cp
les p composantes connexes engendre´es par le sous-graphe G = (D, E(D)). Pour
tout i = {1, . . . , p} on a :
1. Ci ne constitue pas un ensemble dominant.
2. Tout ensemble dominant connexe contient au moins un sommet dans Γ(Ci).
De´monstration. 1. Si une certaine composante connexe Ci constitue un ensemble
dominant, alors les sommets de celle-ci couvrent tous les sommets du graphe,
y compris les sommets d’une autre composante connexe Cj. Il existe donc
une areˆte reliant Ci et Cj. Contradiction avec le fait que Ci et Cj soient deux
composantes connexes distinctes.
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2. Supposons qu’aucun sommet dans Γ(Ci) n’appartienne a` un ensemble domi-
nant connexe. Dans ce cas, la composante connexe Ci est isole´e et ses e´le´ments
ne sont couverts que par des sommets de cette meˆme composante.
D’apre`s 1, nous savons que Ci ne peut pas constituer, a` elle seule, un ensemble
dominant. Par conse´quent celle-ci doit eˆtre comple´te´e avec au moins un e´le´-
ment de V \ (Ci ∪Γ(Ci)). Puisque Ci est isole´e, il ne peut exister de chemin la
reliant aux autres sommets de l’ensemble dominant qui, par conse´quent, ne
peut eˆtre connexe.
De la proposition 3.2.1, il de´coule que les contraintes suivantes sont valides pour
le proble`me de l’ensemble dominant connexe
∑
j∈Γ(Ci)
xj ≥ 1, ∀i ∈ {1, . . . , p} (3.2)
En transposant a` notre proble`me le re´sultat obtenu par Cerdeira et Pinto [11],
concernant les facettes du proble`me de recouvrement d’ensemble connexe, on de´duit
que pour que la contrainte 3.2 de´finisse une facette, les deux conditions suivantes
doivent eˆtre satisfaites (Les conditions (a) et (b) correspondent respectivement aux
conditions (e) et (f) dans l’article de Cerdeira et Pinto [11]).
a) ∀v ∈ Γ(Ci), l’ensemble Γ(Ci) ∪ {v} est un dominant connexe.
b) ∀u ∈ Γ(Ci), ∃v ∈ Γ(Ci) tel que Γ(Ci) \ {u} ∪ {v} est un dominant connexe.
La condition (a) revient a` ve´rifier que l’ensemble Γ(Ci) est un se´parateur minimal
entre les deux composantes connexes Ci et V \ (Ci ∪ Γ(Ci)). Selon Hong et Weifa
[25], Γ(Ci) est un se´parateur minimal si et seulement si chacun de ses e´le´ments
posse`de un voisin dans chacune des deux composantes connexes. Ainsi, la coupe
pre´ce´dente peut eˆtre renforce´e en e´cartant de Γ(Ci), tous les sommets qui ne sont
pas conformes a` ce dernier crite`re.
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La condition (b), quant a` elle, consiste a` ve´rifier si un e´le´ment v ∈ Γ(Ci), a`
lui seul, suffit pour que l’ensemble Γ(Ci) \ {u} ∪ {v} soit dominant et connexe
inde´pendamment du sommet u.
Si pour un certain u ∈ Γ(Ci) la condition b) n’est pas ve´rifie´e la contrainte peut
eˆtre renforce´e comme suit ∑
j∈Γ(Ci)
xj + xu ≥ 2 (3.3)
Ceci se traduit par le fait que, si on veut e´carter le sommet u, on doit choisir
au moins deux e´le´ments dans Γ(Ci).
Exemple illustratif
Conside´rons le graphe de la figure 3.1 et supposons que le proble`me maˆıtre de
Benders fournisse comme solution D = {2, 4, 6, 9, 10, 11}. Puisque le sous-graphe
induit par D n’est pas connexe, on est suˆr de devoir y ajouter au moins un e´le´ment
de D ={1,3,5,7,8,12,13}. La contrainte suivante est donc valide
x1 + x3 + x5 + x7 + x8 + x12 + x13 ≥ 1 (3.4)
Pour tirer de nouvelles coupes plus fortes que cette dernie`re, nous examinons
chacune des composantes connexes de D, en l’occurrence C1 = {2, 4}, C2 = {6, 9}
et C3 = {10, 11}.
Composante connexe C1 = {2, 4}
E´tant donne´ que l’ensemble des voisins de C1 est Γ(C1) = {1, 3, 5, 12}, la contrainte
suivante est valide
x1 + x3 + x5 + x12 ≥ 1 (3.5)
Les sommets 1 et 12 posse`dent un voisin dans C1∪Γ(C1) = {1, 2, 3, 4, 5, 12} mais
pas dans V \ (C1 ∪ Γ(C1)) = {6, 7, 8, 9, 10, 11, 13}. la contrainte 3.5 peut donc eˆtre
renforce´e comme suit
x3 + x5 ≥ 1 (3.6)
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Figure 3.1 – Exemple illustratif. D = {2, 4, 6, 9, 10, 11}
La condition (b) est satisfaite aussi.
Composante connexe C2 = {6, 9}
La contrainte x3 + x8 + x13 ≥ 1 est valide mais peut etre renforce´e par
x3 + x8 ≥ 1 (3.7)
La condition (b) est satisfaite aussi.
Composante connexe C3 = {10, 11}
La contrainte suivante est valide
x7 + x8 ≥ 1 (3.8)
Cette dernie`re satisfait a) ; par contre, elle ne satisfait pas b). En effet, pour
u = {3} aucun ensemble dominant connexe ne peut eˆtre trouve´ dans Γ(C3) \ {u} ∪
{v} = {1, 2, 4, 5, 6, 9, 10, 11, 12, 13} ∪ {v} pour tout v ∈ {7, 8}. Ceci signifie que si
on veut e´carter le sommet 3, on doit choisir au moins deux e´le´ments dans {7, 8}.
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La contrainte suivante est donc plus forte :
x7 + x8 + x3 ≥ 2 (3.9)
Il en est de meˆme pour le sommet 6
x7 + x8 + x6 ≥ 2 (3.10)
Contribution
Les coupes de Benders de´veloppe´es dans cette section nous ont permis de
construire trois approches de re´solution. L’une est base´e sur la PPC et sera pre´sen-
te´e a` la section suivante. Les deux autres, la me´thode de Benders pure (BEP) et la
me´thode de Benders avec investigation iterative (BEI) utilisent la programmation
line´aire en nombres entiers. Elles re´sultent de l’enrichissement, par les nouvelles
coupes de´veloppe´es plus haut, des me´thodes « stand-alone » et « iterative-probing
», respectivement, pre´sente´es dans Gendron et al. [20].
3.2.2 La me´thode de Benders pure (BEP)
En partant de l’ensemble dominant connexe initialD0, obtenu suite a` l’exe´cution
de l’heuristique (HDR), cette me´thode commence par re´soudre le proble`me maˆıtre




xi ≤ |D0| − 1 (3.11)
Si celui-ci est non re´alisable, alors l’ensemble D0 fourni par l’heuristique HDR
est une solution optimale. Si, par contre, une solution D est trouve´e, on passe au
traitement du sous-proble`me de Benders qui consiste a` ve´rifier la connexite´ de cet
ensemble D et agir en conse´quence. Si ce dernier est bien connexe, alors l’algorithme
s’arreˆte en retournant D comme solution optimale. Sinon, on identifie toutes ses
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composantes connexes, on construit une coupe de re´alisabilite´ associe´e a` chacune
d’entre elles, on leur applique d’e´ventuels renforcements en utilisant les re´sultats
de la sous-section 3.2.1 et enfin, on les injecte dans le proble`me maˆıtre de Benders.
On recommence la meˆme proce´dure en re´solvant le proble`me maˆıtre de Benders
avec ces nouvelles coupes renforce´es.
3.2.3 La me´thode de Benders avec investigation iterative (BEI)
En partant de l’ensemble dominant connexe initialD0, obtenu suite a` l’exe´cution
de l’heuristique (HDR), cette me´thode tente de trouver un CDS de cardinalite´
|D0| − 1. Si un tel ensemble n’existe pas, l’algorithme s’arreˆte en fournissant D0
comme solution optimale. Sinon, une nouvelle ite´ration est re´alise´e en partant du
nouvel ensemble dominant de taille d = |D0| − 1 pour tenter d’en retrouver un
autre de taille d-1.
Pour trouver un CDS de taille d-1, on re´sout le proble`me maˆıtre et le sous-
proble`me de Benders d’une manie`re analogue a` celle de la me´thode de Benders pure




xi = d-1 (3.12)
3.3 Approche par la programmation par contraintes
Dans le pseudo-code de la strate´gie d’investigation ite´rative de´finie dans la sec-
tion 2.2.4, le proble`me «2.Investigation : Trouver un CDS de cardinalite´ d » est
un proble`me de satisfaction de contraintes et l’utilisation de la PPC pour le re´-
soudre est donc envisageable. Pour explorer cette piste, nous avons de´veloppe´ deux
contraintes globales, une pour la connexite´ et une autre pour la dominance, ainsi
qu’une strate´gie de branchement base´e sur les degre´s re´siduels des sommets. Nous
les avons ensuite exploite´s pour de´velopper, pour la premie`re fois, deux approches
de re´solution, en l’occurrence la me´thode PPC pure (PPCP) utilisant uniquement
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l’approche d’investigation ite´rative, et la me´thode PPC Benders (PPCB) combinant
cette dernie`re avec la me´thode de de´composition de Benders. Ces deux me´thodes se-
ront de´taille´es apre`s la pre´sentation des deux contraintes globales et de la strate´gie
de branchement.
3.3.1 Contrainte globale de connexite´
Nous introduisons une nouvelle contrainte globale, Connectivity(X,d), qui
permet d’obtenir un sous-graphe connexe de cardinalite´ d.
Principe
Lors de la recherche d’un sous-ensemble D ⊂ V satisfaisant une certaine pro-
prie´te´, notamment la dominance, de cardinalite´ e´gale a` d, nous savons qu’a` chaque
e´tape ou` la configuration actuelle de l’ensemble D est compose´e de tailleActuelle
sommets, nous devons y ajouter exactement d-tailleActuelle sommets pour le
comple´ter. D’un autre coˆte´, nous savons que le nombre de Steiner, note´ NbStei-
ner, repre´sente le nombre minimum de sommets devant eˆtre ajoute´s a` D pour qu’il
soit connexe. Nous pouvons donc, avec cette valeur, tirer des conclusions sur la
re´alisabilite´ du proble`me, en partant d’une certaine configuration de l’ensemble D,
relativement a` la contrainte de connectivite´. En effet, en calculant NbSteiner, les
trois cas suivants peuvent se pre´senter :
1. NbSteiner = ∞ : Cela signifie que D contient au moins un sommet qui
ne´cessite l’ajout d’un sommet e´carte´ pour qu’il soit connexe. Dans ce cas, la
configuration actuelle de D ne peut en aucun cas converger vers un ensemble
connexe. Le proble`me est alors non re´alisable en partant de la configuration
de D conside´re´e.
2. d-tailleActuelle < NbSteiner < ∞ : Cela signifie qu’il faut ajouter plus
que d-tailleActuelle sommets pour connecter les sommets de D. Dans ce
cas, la configuration actuelle deD ne peut pas conduire a` un ensemble connexe
de cardinalite´ d. Donc le proble`me est non re´alisable dans ce cas aussi.
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3. NbSteiner ≤ d-tailleActuelle : Dans ce cas, la configuration actuelle de
l’ensemble D est prometteuse et peut aboutir a` un ensemble connexe de cardi-
nalite´ d. Notons que le cas particulier NbSteiner=0, signifie tout simplement
que la configuration actuelle de D est compose´e de sommets formant une
seule composante connexe.
Estimation de la borne infe´rieure de Steiner
Pour des raisons pratiques, nous ne calculerons pas la valeur exacte du nombre
de Steiner mais une borne infe´rieure, car le proble`me de Steiner est NP-complet
[27]. Pour ce faire, nous orientons le graphe en remplac¸ant chaque areˆte par deux
arcs de directions oppose´es. De plus, chacun de ces arcs se verra attribuer un couˆt
nul si son extre´mite´ finale fait partie de l’ensemble D, et un couˆt unitaire sinon :
cij =
 0, si le sommet j est dans l’ensemble D,1, sinon,
comme l’illustre la figure suivante :
Figure 3.2 – D = {0, 3}
La distance, en termes de sommets non-terminaux interme´diaires, du plus court
chemin entre chaque paire de sommets terminaux e´quivaut au nombre minimum de
sommets devant eˆtre ajoute´s a` D pour les connecter. En choisissant la plus grande
des plus courtes distances se´parant chaque paire de ces sommets, on obtient une
borne infe´rieure valide du nombre de Steiner, note´e InfSteiner.
40
Recherche des plus courts chemins
Les plus courts chemins, ne´cessaires pour le calcul de InfSteiner, peuvent eˆtre
calcule´s en utilisant n’importe quel algorithme de recherche de plus courts chemins
tel que l’algorithme de Djikstra, mais cela peut s’ave´rer couˆteux en temps de cal-
cul. Nous avons observe´ qu’une petite modification de l’algorithme de recherche en
largeur (BFS) lui permet de retrouver ces plus courts chemins et ceci en un temps
de calcul moindre. En effet, nous savons que cet algorithme permet de retrouver les
plus courts chemins dans un graphe non value´ qui, notons-le, e´quivaut a` un graphe
value´ avec des couˆts unitaires sur tous ses arcs. Donc, e´tant donne´ que notre graphe
est porteur de couˆts 0 ou 1, si l’on parvient a` trouver un moyen de traiter les arcs
de couˆt 0 de manie`re a` normaliser notre graphe, le BFS redeviendra applicable et
efficace pour y trouver les plus courts chemins. Pour ce faire, nous avons exploite´
le fait que le couˆt 0 sur un arc (i, j) indique que la distance minimale se´parant le
sommet j d’un autre sommet k est e´gale a` celle se´parant le sommet i de ce dernier.
Par conse´quent, lors de la recherche, nous pouvons passer aux sommets apparte-
nant a` D sans modification du couˆt de parcours. Cela permet d’e´viter le traitement
des arcs de couˆt 0 qui posaient proble`me sans pour autant perdre d’informations
pertinentes vu que, comme explique´ pre´ce´demment, les distances se´parant des som-
mets accessibles a` couˆt nul des autres sommets reste la meˆme. Ainsi, en se basant
sur le BFS et en adoptant cette petite modification, nous avons pu construire une
proce´dure permettant de trouver les longueurs des plus courts chemins reliant un
sommet donne´ a` tous les autre sommets du graphe.
Pour illustrer le fonctionnement de cette proce´dure, conside´rons le graphe re-
pre´sente´ a` la figure 3.3 a` une e´tape ou` les sommets repre´sente´s en noir ont de´ja` e´te´
choisis pour faire partie de l’ensemble D recherche´.
Supposons que l’on veuille retrouver les plus courtes distances se´parant le som-
met 1 de tous les autres sommets. Apre`s avoir oriente´ et value´ le graphe, comme
explique´ plus haut, on commence par marquer le sommet 1 en lui affectant la dis-
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tance 0, puisque la distance le se´parant de lui-meˆme est nulle, puis on commence
son traitement.
Figure 3.3 – T = {1}
On marque tous les voisins non encore marque´s du sommet 1, et on affecte la
distance du sommet en cours de traitement a` ceux qui en sont accessibles a` couˆt
nul (le sommet 2), et la distance du sommet en cours de traitement +1 a` ceux
qui en sont accessibles par un arc de valeur unitaire (le sommet 3), comme indique´
dans la figure 3.4. Ainsi, les sommets candidats au traitement a` la prochaine e´tape,
c’est-a`-dire ceux marque´s non encore traite´s, sont les sommets 2 et 3 (les sommets
candidats au traitement a` chaque e´tape seront liste´s dans les le´gendes des figures
qui accompagneront les commentaires des e´tapes suivantes).
Figure 3.4 – T = {2, 3}
Sachant que les sommets appartenant a` D sont prioritaires, le prochain som-
met a` traiter a` chaque e´tape est le premier sommet marque´ non encore traite´ du
graphe. Donc, on passe au traitement du sommet 2, on marque tous ses voisins
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non encore marque´s et on leur affecte leurs distances respectives comme explique´
pre´ce´demment, en l’occurrence la distance 1 au sommet 6, comme indique´ a` la
Figure 3.5.
Figure 3.5 – T = {3, 6}
Le prochain sommet a` traiter est le sommet 3. Le seul voisin non encore marque´
de celui-ci e´tant le sommet 5, on le marque et on lui affecte la distance 1, qui
correspond a` la distance du sommet en cours de traitement car il appartient a` D,
comme illustre´ a` la Figure 3.6.
Figure 3.6 – T = {5, 6}
A` cette e´tape les sommets candidats au traitement sont les sommets 5 et 6.
Malgre´ que le sommet 6 ait e´te´ marque´ avant le 5 on passe au traitement de ce
dernier, car celui-ci est prioritaire puisqu’il appartient a` D. On marque alors tous
ses voisins non encore marque´s (4,12) et on leur affecte la distance 1 du sommet
en cours de traitement car ils appartiennent tous les deux a` D, comme l’illustre la
Figure 3.7.
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Figure 3.7 – T = {4, 12, 6}
Le prochain sommet a` traiter est le sommet 4. Celui-ci posse`de deux voisins non
encore traite´s (les sommets 7 et 10), on les marque et on leur affecte la distance
2 (distance du sommet en cours de traitement + 1 ), comme illustre´ dans la figure
3.8.
Figure 3.8 – T = {12, 6, 7, 10}
Le prochain sommet a` traiter e´tant le sommet 12 qui ne posse`de aucun voisin
non encore marque´, on passe au traitement du prochain qui est le sommet 6. Celui-
ci a le sommet 9 comme seul voisin non encore marque´, alors on le marque et on
lui affecte la distance 2, comme l’illustre la figure 3.9.
On passe au traitement du sommet 7 qui posse`de deux voisins non encore mar-
que´s (les sommets 8 et 11). On les marque et on affecte la distance 2 au sommet
11, car il appartient a` D, et la distance 3 au sommet 8, car il n’appartient pas a`
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Figure 3.9 – T = {7, 10, 9}
D, comme l’illustre la figure 3.10.
A` ce stade du de´roulement de la proce´dure, tous les sommets ont e´te´ marque´s.
Par conse´quent, le traitement des sommets non encore traite´s n’engendrera aucun
changement. On peut alors arreˆter la proce´dure et passer a` la re´cupe´ration des
re´sultats.
Figure 3.10 – T = {11, 10, 9, 8}
A` l’issue de cette proce´dure, tous les sommets du graphe se retrouvent porteurs




Si on cherche un CDS de taille d en supposant que D contient pre´sentement
tailleActuelle sommets, alors pour qu’un sommet s puisse faire partie de D, il
faut que sa plus courte distance (en terme de nombre de sommets non dominants
interme´diaires) a` D soit au plus e´gale a` d-tailleActuelle. En effet, si cette dis-
tance est e´gale a` un certain x > d-tailleActuelle, il faudra ajouter a` D, en plus
de ce sommet en question, au moins x autres sommets pour garantir sa connexite´.
Ceci conduit a` un ensemble D de cardinalite´ tailleActuelle+x supe´rieure a` d.
Reprenons, a` titre d’exemple, le graphe de la figure 3.10, et la configuration de
D qui y est pre´sente´e. On remarque que la plus courte distance se´parant le sommet
7 de la composante connexe constitue´e des sommets 0 et 1 est e´gale a` 3. E´tant
donne´ qu’on cherche un CDS de cardinalite´ 8 et que D contient de´ja` 6 sommets
a` cette e´tape, la tailleResiduelle=d-tailleActuelle vaut 2 et elle infe´rieure
a` la distance entre la composante connexe et le sommet 7. Ce dernier doit, par
conse´quent, eˆtre e´carte´.
Propagation de la contrainte
A` chaque instanciation d’une variable xi a` 1, le cardinal actuel, tailleAc-
tuelle, de l’ensemble dominant D est incre´mente´ de 1, et le sommet associe´ a` cette
variable est choisi comme sommet source. Les plus courtes distances se´parant ce
sommet source de tous les autres sommets du graphe sont, ensuite, calcule´es en
utilisant la fonction ShortestPaths#(source) qui, par la meˆme occasion, de´tecte
toutes les composantes connexes de D et en sauvegarde un e´le´ment de chacune dans
une liste CC. La fonction ShortestPaths(v) est ensuite utilise´e a` partir de chaque e´le´-
ment v de la liste CC pour calculer les plus courtes distances se´parant les sommets
du graphe de la composante connexe contenant le sommet v et permettre d’e´car-
ter ceux qui en sont trop e´loigne´s. Si la distance entre une paire de composantes
connexes exce`de d-tailleActuelle, alors le proble`me est non re´alisable en partant
de la configuration de D conside´re´e.
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3.3.2 Contrainte globale de dominance
Pour construire notre contrainte de dominance, nous nous basons sur une pro-
prie´te´ inspire´e d’un the´ore`me sur la borne infe´rieure de la cardinalite´ minimale d’un
ensemble dominant, extrait de Haynes et al. [24], qui s’e´nonce comme suit :
The´ore`me 3.3.1. Si le graphe G posse`de une se´quence de degre´s (d1, d2, ..., dn)
avec di ≥ di+1, alors γ(G) ≥ min{k : k + (d1 + d2 + ...+ dk) ≥ n}.
Ce the´ore`me stipule que, sachant que les sommets du graphe G sont range´s
par ordre de degre´s de´croissants, l’indice du sommet a` partir duquel la somme des
degre´s des sommets le pre´ce´dant (le sien inclus) de´passe le nombre de sommets
du graphe, constitue une borne infe´rieure pour la cardinalite´ γ(G) de l’ensemble
dominant minimum de ce graphe.
Adaptation de ce the´ore`me au cas de TDS
La diffe´rence entre la situation que couvre le the´ore`me pre´sente´ pre´ce´demment
et la noˆtre, re´side dans le fait que ce the´ore`me est e´nonce´ pour le cas ou` un som-
met peut se couvrir lui-meˆme, alors que dans notre cas cette situation ne peut se
produire que lorsqu’un sommet, a` lui seul, suffit pour couvrir tous les sommets
du graphe. Sinon, chaque sommet doit impe´rativement eˆtre couvert par un de ses
voisins.
Pour adapter ce the´ore`me au cas de l’ensemble dominant total, il suffit de
prendre en conside´ration ce de´tail en n’incluant dans le calcul que les degre´s de
nos sommets sans compter les sommets eux-meˆmes. On obtient ainsi le the´ore`me
suivant :
The´ore`me 3.3.2. Si le graphe G posse`de une se´quence de degre´s (d1, d2, ..., dn)
avec di ≥ di+1, alors γt(G) ≥ min{k : d1 + d2 + ...+ dk ≥ n}.
tel que γt(G) est la taille de l’ensemble dominant total minimum.
On peut conclure que ce the´ore`me peut eˆtre aussi utile pour de´terminer le nombre
minimum de sommets a` ajouter a` une certaine configuration pre´alablement connue
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de l’ensembleD pour qu’il soit dominant. En effet, il suffit de conside´rer uniquement
les sommets non encore fixe´s et d’utiliser, au lieu de leurs degre´s initiaux, leurs
degre´s re´siduels (le nombre de voisins non encore couverts), et comparer la somme
au nombre total de sommets non encore couverts au lieu du nombre de sommets
du graphe.
Exemple
Conside´rons le graphe de la figure 3.11. Les degre´s initiaux de ses sommets sont
donne´s dans la seconde ligne du tableau 3.I
Supposons que l’on cherche un ensemble dominant de taille 2 et que le sommet 1
en fasse partie. Ce dernier couvre ses deux voisins. Le nombre de sommets couverts
est alors nbCouvert=2, et il reste 5 autres sommets a` couvrir.
Figure 3.11 – Degre´s re´siduels des sommets
Sommets 1 2 3 4 5 6 7
Degre´s initiaux (d) 2 3 4 3 2 2 2
Degre´s re´siduels (r) 0 2 3 2 1 1 2
Tableau 3.I – Degre´s re´siduels des sommets
Sommets 3 2 4 7 5 6 1
Degre´s re´siduels ordonne´s 3 2 2 2 1 1 0
Tableau 3.II – Degre´s des sommets par ordre de´croissant
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Une borne infe´rieure du nombre minimum de sommets a` ajouter pour couvrir
tous les sommets du graphe est donne´e par min{k : r1 + r2 + ...+ rk ≥ 5} = 2.
En effet, les degre´s re´siduels des sommets apre`s le choix du sommet 1 sont
donne´s dans la troisie`me ligne du tableau 3.I. On remarque qu’en ordonnant les
sommets par ordre de´croissant des degre´s re´siduels, tel que pre´sente´ dans le tableau
3.II, leur somme ne de´passera 5 qu’apre`s l’ajout des deux sommets 3 et 2.
On peut donc conclure que cette configuration ne peut jamais aboutir a` un
ensemble dominant de cardinalite´ 2, car en plus du sommet 1 de´ja` introduit dans
D, au moins deux autres sommets doivent y eˆtre ajoute´s, ramenant ainsi la taille
de ce dernier a` 3 (alors qu’elle ne devait pas de´passer 2).
Inte´reˆt de ce the´ore`me pour notre proble`me
Ce the´ore`me peut servir lors de la propagation a` tester la re´alisabilite´ du pro-
ble`me en partant d’une certaine configuration de l’ensemble D, relativement a` la
contrainte de dominance. En effet, a` chaque instanciation d’une variable xi a` 1, celle-
ci couvrira tous ses voisins qui ne sont pas encore couverts, ce qui laisse a` chacun des
sommets non encore fixe´s, un certain nombre de sommets qu’ils sont susceptibles
de couvrir, si jamais ils sont choisis, qu’on appellera degre´ re´siduel et qu’on notera
rj pour le sommet j. Si l’on de´signe par nbCouverts le nombre de sommets cou-
verts par la configuration actuelle de l’ensemble D et tailleActuelle le nombre de
sommets qu’elle contient, on sait que les tailleResiduelle=d-tailleActuelle
sommets devant comple´ter l’ensemble D doivent couvrir a` eux seuls tous les som-
mets non encore couverts du graphe. Donc, si l’on ordonne les degre´s re´siduels des
sommets non encore fixe´s du graphe, il faudra que
min{k : r1 + r2 + ...+ rk ≥ n-nbCouverts} ≤ d-tailleActuelle
Ceci est e´quivalent a` dire que
r1 + r2 + ...+ rd−tailleActuelle ≥ n-nbCouverts
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Donc le fait que la somme des degre´s re´siduels des tailleResiduelle premiers
sommets ordonne´s n’atteint pas nbNonCouverts=n-nbCouverts, suffit pour conclure
a` la non re´alisabilite´ du proble`me et ainsi de´finitivement e´carter la configuration
de D conside´re´e.
Propagation de la contrainte
A` chaque instanciation d’une variable xi, les degre´s re´siduels des sommets sont
mis a` jour de fac¸on incre´mentielle. Si la variable xi est fixe´e a` 0, le sommet i est
e´carte´, ceci signifie que ce dernier ne pourra plus couvrir aucun autre sommet et
son degre´ re´siduel est alors re´duit a` 0. Par contre, lorsqu’elle est fixe´e a` 1, le som-
met i est ajoute´ a` D et couvre ainsi ses voisins non encore couverts ; nbCouverts
est alors augmente´ du degre´ re´siduel de i et les degre´s re´siduels associe´s aux som-
mets susceptibles de couvrir ces sommets nouvellement couverts sont alors tous
de´cre´mente´s de 1.
Une fois tous les degre´s re´siduels ainsi mis a` jour, on ordonne les sommets par
ordre de´croissant de leurs nouveaux degre´s re´siduels et on calcule la somme des
d-tailleActuelle premiers sommets ainsi ordonne´s. Si cette somme n’atteint pas
n-nbCouverts alors la configuration actuelle de D est rejete´e, car elle ne permet
pas d’aboutir a` un ensemble dominant connexe de taille d. Si, par contre, cette
valeur est atteinte, on ajoute du filtrage a` la proce´dure pour identifier les som-
mets devant impe´rativement appartenir a` D et ceux ne devant absolument pas
eˆtre choisis. Pour ce faire, on teste, dans un premier temps, la ne´cessite´ des d-
tailleActuelle premiers sommets ordonne´s en re´alisant le meˆme test pre´ce´dent,
mais en excluant chaque e´le´ment de ces derniers a` tour de roˆle. Les sommets du
graphe e´tant pre´alablement range´s par ordre de´croissant de leurs degre´s re´siduels,
si on suppose que l’un des d-tailleActuelle premiers sommets est e´carte´, le test
se fera en le remplac¸ant par le d-tailleActuelle+1ieme sommet, et la valeur de
la borne sera alors obtenue en retranchant le degre´ re´siduel du sommet suppose´
e´carte´ de la somme des d-tailleActuelle+1 premiers sommets. Il suffit alors de
ve´rifier si cette borne est infe´rieure a` n-nbCouvert pour affirmer que le sommet en
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question est indispensable pour la formation d’un ensemble D conforme aux condi-
tions du proble`me. Dans un second temps, on teste la pre´sence d’e´ventuels sommets
inutiles parmi ceux restants en re´alisant toujours le meˆme test, mais cette fois-ci
en supposant leur appartenance a` D. Dans ce cas, si l’on suppose qu’un certain
sommet de rang supe´rieur ou e´gal a` d-tailleActuelle appartienne a` D, le test
pre´ce´dent doit eˆtre re´alise´ avec une borne e´gale a` la somme des degre´s re´siduels des
d-tailleActuelle-1 premiers sommets et celui du sommet teste´. Si cette borne
de´passe n-nbCouvert, ce sommet, ainsi que tous ceux ayant un rang supe´rieur au
sien, peuvent eˆtre de´finitivement e´carte´s.
Exemple
Figure 3.12 – Propagation de la contrainte de dominance
Supposons que l’on cherche, dans le graphe de la figure 3.12, un CDS de cardi-
nalite´ 2. Initialement, les degre´s re´siduels de tous les sommets co¨ıncident avec leurs
degre´s respectifs dans le graphe, comme indique´ au tableau 3.III.
Sommets 1 2 3 4 5 6 nbCouvert
Degre´s initiaux (d) 3 3 2 3 3 2 0
Tableau 3.III – Degre´s initiaux des sommets du graphe
Supposons qu’a` une certaine e´tape le sommet 5 soit exclu et que le sommet 1 soit
choisi pour appartenir a` D. Dans ce cas, le degre´ re´siduel du sommet 5 est re´duit
a` 0, tailleActuelle est mis a` jour a` 1, les degre´s re´siduels de tous les sommets
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susceptibles de couvrir les sommets nouvellement couverts par 1 (les voisins des
voisins) sont de´cre´mente´s de 1 et nbCouvert est augmente´ de 3 (degre´ re´siduel du
sommet 1), comme indique´ au tableau 3.IV.
Sommets 1 2 3 4 5 6 nbCouvert
Degre´s re´siduels (r) 0 2 1 3 0 1 3
Tableau 3.IV – Degre´s re´siduels des sommets du graphe
On classe ensuite les sommets non encore fixe´s par ordre de´croissant de degre´s
re´siduels, tel qu’indique´ dans le tableau 3.V, puis on somme les degre´s re´siduels des
d-tailleActuelle premiers sommets ainsi ordonne´s.
Sommets 4 2 3 6 n-nbCouvert
Degre´s re´siduels (r) 3 2 1 1 3
Tableau 3.V – Degre´s re´siduels des sommets non encore fixe´s
Puisque d-tailleActuelle est e´gale a` 1 dans notre cas, il suffit de ve´rifier le
degre´ re´siduel du premier sommet, celui ayant le degre´ re´siduel le plus e´leve´. Celui-
ci est e´gal a` 3 dans notre exemple et il co¨ıncide avec n-nbCouverts=3. On peut
donc conclure que la configuration actuelle de D est prometteuse. On peut alors
passer a` la recherche d’e´ventuels filtrages additionnels.
Commenc¸ons par ve´rifier la ne´cessite´ de l’appartenance du sommet 4 a` D. Pour
ce faire, on suppose que ce dernier en est e´carte´, et on calcule la nouvelle borne dont
la valeur e´quivaut a` celle de l’ancienne de laquelle on retranche le degre´ re´siduel du
sommet suppose´ e´carte´ (sommet 4) et on y ajoute celui du sommet qui le succe`de
dans le tableau trie´ 3.V, en l’occurrence le sommet 2. Dans ce cas, la nouvelle
borne vaut 3-3+2=2 et est strictement infe´rieure a` n-nbCouverts qui vaut 3, ce
qui indique que le proble`me devient non re´alisable lorsque le sommet 4 est e´carte´ ;
on peut alors de´duire que ce dernier doit impe´rativement faire partie de l’ensemble
dominant D.
On passe ensuite a` la ve´rification de la possibilite´ d’appartenance du sommet 2
a` D. Pour cela, on calcule la valeur de la borne dans le cas ou` ce sommet est admis
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dans D, en ajoutant le degre´ re´siduel du sommet teste´ a` l’ancienne borne apre`s
avoir retranche´ celui du sommet le pre´ce´dant dans le tableau trie´ 3.V, c’est-a`-dire
celui du sommet 4. On constate alors que la nouvelle borne ainsi calcule´e vaut 2 et
est infe´rieure a` n-nbCouverts. On de´duit la non-re´alisabilite´ du proble`me lorsque
le sommet 2 est choisi pour appartenir a` D.
De plus, e´tant donne´ que le tableau 3.V est pre´alablement trie´, on peut e´carter,
sans ve´rification, tous les sommets succe´dant le premier sommet e´carte´. Dans le
cas de notre exemple, e´tant donne´ qu’on a ve´rifie´ que le sommet 2 doit eˆtre e´carte´,
pour que la configuration actuelle de D aboutisse a` une solution re´alisable, on peut
de´duire la ne´cessite´ d’e´carter les sommets 3 et 6 aussi.
3.3.3 Heuristique de branchement
Notre heuristique de branchement consiste a` choisir de brancher sur la variable
associe´e au sommet ayant le plus grand degre´ re´siduel. Ce choix est justifie´ par le
fait que le degre´ re´siduel d’un sommet, a` une certaine e´tape, repre´sente le nombre
de sommets e´tant nouvellement couverts si ce sommet est choisi a` cette e´tape. En
choisissant ceux ayant le plus grand degre´ re´siduel, on garantit, a` chaque e´tape, de
couvrir la plus grande partie possible du graphe, progressant ainsi plus rapidement
vers la solution escompte´e.
3.3.4 La me´thode PPC Benders (PPCB)
Cette me´thode est analogue a` celle de Benders avec investigation ite´rative (BEI)
pre´sente´e plus haut, mais celle-ci utilise, pour la re´solution du proble`me maˆıtre de
Benders, la programmation par contraintes au lieu de la programmation en nombres
entiers. La de´marche ge´ne´rale qui y est utilise´e reste la meˆme que celle de la me´thode
de (BEI). Cependant, l’usage de la PPC nous permet d’introduire plus de filtrage
en ajoutant au proble`me maˆıtre la contrainte globale de dominance pre´ce´demment
de´finie. Dans cette me´thode, la recherche est guide´e selon l’heuristique de recherche
pre´sente´e dans la section 3.3.3.
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3.3.5 La me´thode PPC pure (PPCP)
Cette me´thode utilise la strate´gie d’investigation ite´rative et exploite les deux
contraintes globales de´finies plus haut, en l’occurrence la contrainte globale de
connexite´ et celle de dominance.
En partant d’une solution de taille d, on essaye de trouver un CDS de taille
d-1. Pour ce faire, on re´sout le proble`me de´fini par les contraintes (2), (4), (5) et
(3.12), en y ajoutant les contraintes globales de dominance et de connexite´ et en





Nous avons re´alise´ des exe´cutions de chacun des algorithmes que nous avons
propose´s et pre´sente´s dans le chapitre pre´ce´dent sur les 41 instances utilise´es dans
Lucena et al. [29]. Elles sont associe´es a` des graphes de densite´ allant de 5% a`
70% avec un nombre de sommets appartenant a` {30,50,70,100,120,150,200}. Dans
ce qui suit, la notation de la forme vN dM sera utilise´e pour de´signer les instances
associe´es a` des graphes de N sommets avec une densite´ de M %.
4.2 Environnement de de´veloppement
Nous avons imple´mente´ tous nos algorithmes en langage C++ en utilisant les
librairies CPLEX et CP OPTIMIZER 12.6, et toutes les exe´cutions de ceux-ci sur
toutes les instances ont e´te´ re´alise´es dans un environnement Linux sur la meˆme
machine ayant un processeur Intel Xeon X5675 @3.07 Ghz avec 96 Go de me´moire
vive.
4.3 Heuristique HDR
Nous avons re´alise´ une e´tude comparative entre les trois heuristiques cite´es pre´-
ce´demment, en l’occurrence l’heuristique gloutonne dynamique renforce´e (HDR),
celle utilise´e dans l’article de Gendron et al. [20] (HDM), et celle utilise´e dans l’ar-
ticle de Lucena et al. [29] (HD). Pour ce faire, nous avons re´alise´ des exe´cutions
de chacune de ces heuristiques sur 41 instances du proble`me. Nous avons ensuite
recueilli et calcule´ pour chacune des me´thodes teste´es, quelques donne´es statis-
tiques pertinentes pour la comparaison de ces me´thodes, en l’occurrence la de´via-
tion moyenne par rapport a` l’optimum en pourcentage et en unite´s (Gap moy(%)
et Gap moy(U)), la de´viation maximale par rapport a` l’optimum en pourcentage
et en unite´s (Gap max(%) et Gap max(U)), le nombre d’instances sur lesquelles
chaque me´thode a retourne´ la solution optimale (#Opt), le nombre d’instances sur
lesquelles chaque me´thode a retourne´ la meilleure approximation (#Best), et enfin
le temps d’exe´cution moyen sur machine en secondes (#CPU). Ces donne´es sont
re´sume´es dans le tableau 4.I.
GAP
#Opt #Best CPU (sec)Moy Max
(%) (U) (%) (U)
HD 9.56 1.10 50 7 19 19 0.01
HDM 2.20 0.32 25 2 31 34 0.04
HDR 0.73 0.15 7.69 1 35 41 0.11
Tableau 4.I – Re´sultats d’exe´cutions des heuristiques HD, HDM et HDR
Les re´sultats pre´sente´s au tableau 4.I montrent que l’heuristique HDR est net-
tement plus performante que les deux autres. En effet, cette heuristique a retourne´
la meilleure approximation de la solution optimale pour toutes les instances utili-
se´es lors des tests. De plus, sur les 41 exe´cutions re´alise´es, la solution optimale a
e´te´ atteinte 35 fois par celle-ci contre 31 fois pour HDM et 19 fois pour HD. On
remarque aussi que les de´viations moyennes et maximales par rapport aux solutions
optimales sont sensiblement plus faibles avec cette heuristique. Elles ont, en effet,
e´te´ re´duites de presque 2 fois par rapport a` l’heuristique de Gendron et al. [20],
tout ceci en un temps d’exe´cution moyen de 0.11s.
4.4 Algorithmes exacts
Au tableau 4.II sont re´sume´s les temps d’exe´cution des approches de re´solu-
tions que nous avons de´veloppe´es, ainsi que quelques-unes des meilleures me´thodes
propose´es dans la litte´rature. Dans les deux premie`res colonnes de ce tableau sont
donne´es les re´fe´rences des instances teste´es et la valeur optimale de chacune. Les
quatre colonnes qui suivent concernent les me´thodes que nous avons de´veloppe´es,
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en l’occurrence BEP, BEI, PPCB et PPCP dans cet ordre. Elles sont suivies de
quatre autres colonnes qui concernent les me´thodes stand-alone Benders decom-
position (SABE), iterative probing Benders decomposition (IPBE), stand-alone
branch-and-cut (SABC) et iterative probing branch-and-cut (IPBC) tire´es de Gen-
dron et al. [20]. Enfin, la dernie`re colonne correspond a` la me´thode DGR tire´e de
Lucena et al. [29]. Celle-ci a e´te´ initialement conc¸ue pour le proble`me MLSTP, mais
peut eˆtre utilise´e pour la re´solution de notre proble`me, tel qu’explique´ a` la sous-
section 2.1.1. Notons que nous avons nous-meˆmes imple´mente´ les me´thodes SABE
et IPBE de Gendron et al. [20], et les avons exe´cute´es dans notre environnement.
Nous avons aussi exploite´, pour la recherche de la borne infe´rieure de Steiner, la
proce´dure de´crite a` la sous-section 3.3.1. Quant aux me´thodes SABC et IPBC des
meˆmes auteurs, elles ont e´te´ code´es en langage C et exe´cute´es sur une machine
ayant un processeur XEON de 2Ghz avec 8 Gbytes de me´moire vive. La me´thode
DGR de Lucena et al. [29] a e´te´ exe´cute´e sur une machine Intel XEON X5472 de
3.00 GHz avec 16Gbytes de me´moire vive. Le caracte`re ′′-′′ est utilise´ lorsqu’une
instance n’a pas pu eˆtre re´solue par un algorithme en moins de 3600 secondes.
L’observation du dernier bloc de donne´es dans le tableau 4.II (les trois dernie`res
colonnes) montre que les me´thodes SABC, IPBC et DGR, base´es sur le branch-
and-cut, sont efficaces pour les instances de petite taille, mais deviennent de moins
en moins performantes a` mesure que les tailles des instances augmentent. On re-
marque, en effet, que les temps d’exe´cution deviennent longs a` partir des instances
de taille 70 et que certaines instances de taille de´passant 150 n’ont pas pu eˆtre
re´solues.
Les deux colonnes qui pre´ce`dent celles-ci montrent que les me´thodes SABE et
IPBE, base´es sur la me´thode de de´composition de Benders, sont plus efficaces que
les pre´ce´dentes pour le traitement des graphes de grande taille, mais rencontrent
des difficulte´s lorsque les graphes sont de densite´ re´duite. On remarque notamment
que ces me´thodes e´chouent a` re´soudre des instances de densite´ 5 ou alors le temps
d’exe´cution est tre`s long dans le cas ou` la solution optimale est atteinte.
Ces re´sultats montrent que les me´thodes existantes dans la litte´rature pour
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la re´solution du MCDSP rencontrent certaines difficulte´s relatives a` la taille des
graphes et/ou a` leur densite´. C’est pour surmonter ces difficulte´s que nous avons
entrepris d’en ame´liorer certaines ou de de´velopper de nouvelles me´thodes de re´so-
lution en nous basant sur la programmation par contraintes et la programmation
en nombres entiers. Les re´sultats expose´s dans les blocs ′′nos me´thodes′′ du ta-
bleau 4.II montrent que nous avons assez bien atteint notre objectif, puisque les
re´sultats obtenus par les me´thodes connues dans la litte´rature ont e´te´ ame´liore´s
par les noˆtres. En effet, les me´thodes BEP et BEI, que nous avons de´veloppe´es en
nous basant sur la me´thode de de´composition de Benders en programmation en
nombres entiers et qui peuvent eˆtre conside´re´es comme les plus performantes, ont
pu re´soudre 40 des 41 instances teste´es avec des temps d’exe´cution globalement
satisfaisants. La seule instance non re´solue par ces deux me´thodes n’a e´te´ re´solue
par aucune autre me´thode.
Les me´thodes PPCP et PPCB que nous avons de´veloppe´es en nous basant sur
la PPC, malgre´ qu’elles ne soient pas toujours efficaces pour les graphes de faible
densite´, se sont ave´re´es eˆtre efficaces pour la re´solution des proble`mes impliquant
des graphes de tre`s grande taille. Elles fournissent, en effet, les meilleurs re´sultats
pour les instances de taille 200 avec une densite´ de 30 et plus, avec des temps
d’exe´cution sensiblement moindres que ceux des autres me´thodes, comme on peut
le constater aux trois dernie`res lignes du tableau 4.II.
Pour analyser plus en de´tails nos me´thodes, nous exploitons les donne´es du ta-
bleau 4.III dans lequel sont re´sume´s, pour les me´thodes base´es sur la de´composition
de Benders, le nombre de proble`mes maˆıtres re´solus (iter) et le nombre de coupes
ajoute´es au proble`me pour la re´solution de chaque instance teste´e. Ces donne´es
fournissent une explication pour la re´duction du temps d’exe´cution observe´ lors
de l’utilisation de nos me´thodes. On remarque, en effet, que les me´thodes BEP
et BEI, qui pre´sentent les temps d’exe´cutions les plus courts, re´solvent la plupart
des instances de densite´ 20 ou plus, quelque soit leur taille, au bout d’une seule
ite´ration et sans l’ajout d’aucune coupe additionnelle. Seules trois instances parmi
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celles-ci ont ne´cessite´ pour leur re´solution au plus trois ite´rations et quatre coupes
additionnelles. On remarque cependant que ces donne´es sont assez proches de celles
des autres me´thodes pour ces instances, mais que les temps d’exe´cution sont dif-
fe´rents. Ceci peut eˆtre explique´ par la qualite´ et l’efficacite´ des coupes utilise´es
dans chacune de ces me´thodes. Les instances de faible densite´ ne´cessitent, quant a`
elles, un nombre d’ite´rations et de coupes additionnelles nettement moindres avec
les me´thodes BEI et BEP comparativement aux me´thodes SABE et IPBE. Ceci
explique la diffe´rence marquante entre les temps d’exe´cution pour ces instances.
Les nombres d’ite´rations et de coupes ne´cessaires pour la me´thode PPCB, bien que
le´ge`rement plus importants que ceux des me´thodes BEI et BEP, restent loin de
ceux des me´thodes SABE et IPBE, ce qui confirme les conclusions base´es sur les
temps d’exe´cution.
Finalement, nous avons e´tudie´ l’impact de l’heuristique d’initialisation utilise´e
dans ces me´thodes sur les performances de celles-ci. Pour ce faire, nous avons re´alise´
quelques exe´cutions de la me´thode BEI sur les instances utilise´es pre´ce´demment,
mais sans lui fournir de borne supe´rieure (la solution de de´part contient tous les
sommets du graphe). Les re´sultats de ces tests sont donne´s dans le tableau 4.IV.
Contrairement a` nos attentes, ces re´sultats montrent que l’e´tape d’initialisation de
l’algorithme n’est pas aussi cruciale qu’on l’aurait pense´. On remarque effectivement
qu’il n’y a pas de grandes diffe´rences entre les temps d’exe´cution de la me´thode
en utilisant ou non l’heuristique d’initialisation. On remarque meˆme la pre´sence de
certains cas ou` la me´thode fournit de meilleurs re´sultats lorsqu’elle est utilise´e sans
cette heuristique ; c’est le cas des instances v150 d20, v200 d5 et v200 d20. Bien
que l’initialisation de la me´thode puisse sembler important, puisque le fait de partir
d’une solution proche de l’optimum semble intuitivement favoriser l’atteinte de ce
dernier plus rapidement, la constatation du contraire dans certains cas peut eˆtre
explique´e par le fait que, partir d’une solution plus e´loigne´e permet d’ajouter, au
cours du processus de re´solution, plus de coupes valides. Ceci permet d’accumuler
des coupes de meilleure qualite´ qui conduisent a` une re´solution plus efficace et
rapide du proble`me. Il semble donc qu’il serait inte´ressant d’identifier les meilleures
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coupes et les ajouter au proble`me avant meˆme de faire appel au solveur. Ceci ouvre
une perspective d’ame´lioration de ce travail qui consiste a` rechercher de me´canismes
et me´thodes permettant d’identifier rapidement de telles coupes.
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Nos me´thodes Litte´rature
Instances Opt MIP PPC Meˆme machine Autres machines
BEP BEI PPCP PPCB SABE IPBE SABC IPBC DGR
v30 d10 15 0.04 0.03 0.02 0.06 373.65 384.01 0.03 0.02 0.01
v30 d20 7 0.01 0.01 0 0 0 0.01 0.02 0.02 0.10
v30 d30 4 0 0 0 0.01 0 0 0.05 0.06 0.03
v30 d50 3 0 0 0 0 0 0.01 0.01 0.03 0.08
v30 d70 2 0 0 0.01 0.01 0 0 0.02 0 0.01
v50 d5 31 1.51 0.58 9.55 41.66 - - 0.01 0.02 0.01
v50 d10 12 0.06 0.04 0.07 0.05 0.05 0.07 0.82 0.20 0.36
v50 d20 7 0.04 0.03 0.03 0.05 0.04 0.03 0.77 0.97 1.32
v50 d30 5 0.05 0.04 0.02 0.02 0.05 0.04 0.32 0.25 1.21
v50 d50 3 0.02 0.02 0.02 0.02 0.02 0.02 0.23 0.06 0.51
v50 d70 2 0.02 0.02 0.02 0.02 0.02 0.02 0.24 0.01 0.04
v70 d5 27 2.57 1.38 2100.54 – - - 2.06 0.39 0.26
v70 d10 13 0.07 0.06 1.28 0.35 0.07 0.07 18.68 5.25 4.73
v70 d20 7 0.11 0.08 0.12 0.08 0.11 0.07 2.68 1.88 16.30
v70 d30 5 0.11 0.1 0.05 0.04 0.1 0.1 1.20 0.99 2.90
v70 d50 3 0.05 0.05 0.05 0.06 0.05 0.05 0.64 0.40 1.33
v70 d70 2 0.06 0.06 0.06 0.06 0.069 0.06 0.99 0.04 1.92
v100 d5 24 1.66 1.24 913.01 428.91 116.44 117.77 58.77 64.13 12.50
v100 d10 13 0.17 0.22 10.95 3.15 0.17 0.21 28.25 39.71 9.36
v100 d20 8 0.58 0.75 4.14 1.86 0.58 0.75 283.23 414.49 86.16
v100 d30 6 1.11 1.37 1.58 0.89 1.14 1.37 329.05 638.89 258.15
v100 d50 4 0.5 0.57 0.39 0.31 0.54 0.58 48.00 41.51 132.55
v100 d70 3 0.52 0.48 0.23 0.22 0.52 0.45 13.20 12.02 154.10
v120 d5 25 0.95 1.62 - - 6.42 1.84 1465.05 199.01 2.65
v120 d10 13 0.26 2.68 622.2 154.14 0.27 1.65 - - 65.49
v120 d20 8 1.39 2.1 10.31 4.72 1.36 2.13 1316.70 - 393.47
v120 d30 6 1.75 2.12 3.02 1.74 1.74 2.13 790.91 1913.36 653.70
v120 d50 4 1.42 1.43 0.75 0.59 1.44 1.4 246.93 202.30 815.64
v120 d70 3 0.83 0.81 0.38 0.38 0.83 0.81 36.84 28.90 356.31
v150 d5 26 69.11 79.8 - – - 550.61 - - 2954.00
v150 d10 14 37.97 30.56 - - 28.63 58.96 - - 3247.89
v150 d20 9 151.34 189 565.92 645.52 111.87 148.11 - - -
v150 d30 6 4.35 6.66 6.68 3.86 4.1 6.63 2972.83 - 2317.35
v150 d50 4 3.15 3.2 1.53 1.17 3.16 3.19 724.92 477.10 2756.36
v150 d70 3 1.58 1.5 0.72 0.73 1.61 1.48 62.56 49.69 1828.86
v200 d5 27 715.33 843.77 - - 596.16 489.47 - - -
v200 d10 16 - - - - - – - - -
v200 d20 9 712.43 1028.33 2738.33 1120.78 709.24 1060.56 - - -
v200 d30 7 1414.36 1056.05 669.48 527.12 1393.39 1034.08 - - -
v200 d50 4 18.29 12.27 4.38 3.24 18.78 12.03 3363.33 1887.43 2015.50
v200 d70 3 3.5 3.2 1.68 1.67 3.44 2.94 340.20 275.84 815.41
Tableau 4.II – Temps d’exe´cution en seconde des me´thodes exactes
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Nos me´thodes Litte´rature
Instances BEP BEI PPCB SABE IPBE
Iter Coupes Iter Coupes Iter Coupes Iter Coupes Iter Coupes
v30 d10 15 44 14 36 18 60 1124 1123 1237 1236
v30 d20 2 3 2 3 2 3 2 1 2 1
v30 d30 1 0 1 0 1 0 1 0 1 0
v30 d50 1 0 1 0 1 0 1 0 1 0
v30 d70 1 0 1 0 1 0 1 0 1 0
v50 d5 41 183 41 188 50 223 1123 1122 7368 7367
v50 d10 3 7 3 7 3 7 4 3 4 3
v50 d20 1 0 1 0 1 0 1 0 1 0
v50 d30 1 0 1 0 1 0 1 0 1 0
v50 d50 1 0 1 0 1 0 1 0 1 0
v50 d70 1 0 1 0 1 0 1 0 1 0
v70 d5 30 149 45 214 43 199 1453 1452 3610 3609
v70 d10 1 0 1 0 1 0 1 0 1 0
v70 d20 1 0 1 0 1 0 1 0 1 0
v70 d30 1 0 1 0 1 0 1 0 1 0
v70 d50 1 0 1 0 1 0 1 0 1 0
v70 d70 1 0 1 0 1 0 1 0 1 0
v100 d5 9 49 8 42 8 48 263 262 262 261
v100 d10 1 0 1 0 1 0 1 0 1 0
v100 d20 1 0 1 0 1 0 1 0 1 0
v100 d30 1 0 1 0 1 0 1 0 1 0
v100 d50 1 0 1 0 1 0 1 0 1 0
v100 d70 1 0 1 0 1 0 1 0 1 0
v120 d5 6 12 15 55 3 16 32 30 43 41
v120 d10 2 0 4 4 2 0 2 0 4 2
v120 d20 1 0 1 0 1 0 1 0 1 0
v120 d30 1 0 1 0 1 0 1 0 1 0
v120 d50 1 0 1 0 1 0 1 0 1 0
v120 d70 1 0 1 0 1 0 1 0 1 0
v150 d5 14 45 20 74 1 4 212 211 246 244
v150 d10 4 4 4 4 1 0 4 2 4 2
v150 d20 3 4 3 4 3 0 3 2 3 2
v150 d30 1 0 1 0 1 0 1 0 1 0
v150 d50 1 0 1 0 1 0 1 0 1 0
v150 d70 1 0 1 0 1 0 1 0 1 0
v200 d5 4 4 6 17 1 2 6 4 10 8
v200 d10 1 0 1 0 1 0 1 0 1 0
v200 d20 1 0 1 0 1 0 1 0 1 0
v200 d30 2 2 2 2 2 0 2 1 2 1
v200 d50 1 0 1 0 1 0 1 0 1 0
v200 d70 1 0 1 0 1 0 1 0 1 0
Tableau 4.III – Nombre d’ite´rations et de coupes des me´thodes de Benders
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BEI
Instances Avec Borne Sup Sans Borne Sup
Temps Iter Coupes Temps Iter Coupes
v30 d10 0.04 14 36 0.07 32 44
v30 d20 0.01 2 3 0.04 29 13
v30 d30 0 1 0 0.04 28 2
v30 d50 0 1 0 0.03 28 0
v30 d70 0 1 0 0.03 29 0
v50 d5 0.58 41 188 0.77 94 243
v50 d10 0.05 3 7 0.21 53 44
v50 d20 0.03 1 0 0.14 49 11
v50 d30 0.04 1 0 0.13 47 3
v50 d50 0.02 1 0 0.11 48 0
v50 d70 0.02 1 0 0.1 49 0
v70 d5 1.38 45 214 1.19 105 205
v70 d10 0.07 1 0 0.4 73 36
v70 d20 0.09 1 0 0.3 65 2
v70 d30 0.09 1 0 0.31 66 0
v70 d50 0.05 1 0 0.26 68 0
v70 d70 0.06 1 0 0.26 69 0
v100 d5 1.24 8 42 3.43 139 209
v100 d10 0.21 1 0 0.82 94 13
v100 d20 0.75 1 0 1.33 94 2
v100 d30 1.29 1 0 1.92 95 0
v100 d50 0.58 1 0 1.94 97 0
v100 d70 0.49 1 0 1.91 98 0
v120 d5 1.62 15 55 3.09 132 136
v120 d10 2.68 4 4 5.35 116 20
v120 d20 2.21 1 0 2.86 113 0
v120 d30 2.14 1 0 3.89 119 8
v120 d50 1.42 1 0 1.99 117 0
v120 d70 0.81 1 0 1.51 118 0
v150 d5 79.8 20 74 139.12 222 368
v150 d10 3.08 4 4 36.95 145 18
v150 d20 188.81 3 4 124.41 146 8
v150 d30 6.59 1 0 11.08 145 0
v150 d50 3.26 1 0 5.27 147 0
v150 d70 1.5 1 0 2.8 148 0
v200 d5 843.77 6 17 648.17 216 153
v200 d10 - 1 0 - 188 6
v200 d20 1028.33 1 0 924.32 194 4
v200 d30 1056.05 2 2 1760.99 195 2
v200 d50 12.27 1 0 18.56 197 0
v200 d70 3.22 1 0 6.31 198 0
Tableau 4.IV – Exe´cution de la me´thode BEI sans heuristique d’initialisation
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CONCLUSION
Dans ce me´moire, nous avons aborde´ le proble`me de l’ensemble dominant connexe
de cardinalite´ minimale. Nous nous sommes penche´s, en particulier, sur le de´ve-
loppement de me´thodes pour sa re´solution faisant appel a` la programmation par
contraintes et la programmation en nombres entiers. Nous y avons pre´sente´, en
l’occurrence, une heuristique et quelques me´thodes exactes pouvant eˆtre utilise´es
comme heuristiques si on limite leur temps d’exe´cution.
Apre`s avoir expose´ quelques notions the´oriques sur les domaines de la program-
mation par contraintes et en nombres entiers, nous avons pre´sente´ le proble`me et
ses principales caracte´ristiques et champs d’application, ainsi qu’une bre`ve revue
de la litte´rature traitant ce sujet. Nous nous sommes attarde´s, en particulier, sur
le travail de Gendron et al. [20] qui constitue la principale source d’inspiration et
l’article de base de ce me´moire. Nous sommes ensuite passe´s a` la pre´sentation de
l’essentiel de nos contributions, notamment certains re´sultats the´oriques que nous
avons e´tablis et que nous avons exploite´s lors du de´veloppement de nos me´thodes.
Ces me´thodes comprennent une heuristique qui ame´liore celles de´ja` existantes et
des me´thodes exactes base´es sur la me´thode de de´composition de Benders et la
strate´gie d’investigation ite´rative, la re´solution des proble`mes associe´s se faisant
soit par la programmation line´aire en nombres entiers soit par la programmation
par contraintes.
Nous avons finalement imple´mente´ chacune des me´thodes que nous avons de´ve-
loppe´es en langage C++, et nous avons re´alise´, pour chacune, des exe´cutions sur
une se´rie de 41 instances du proble`me impliquant des graphes de tailles et densi-
te´s varie´es. L’analyse comparative des temps d’exe´cution, nombre d’ite´rations et
de coupes additionnelles ont re´ve´le´ que nos me´thodes sont efficaces, puisqu’elles
ame´liorent les re´sultats obtenus par les me´thodes connues dans la litte´rature. Nous
constatons, entre autre, que les me´thodes base´es sur la programmation line´aire en
nombres entiers, dont fait partie celle de de´composition de Benders avec strate´gie
d’investigation ite´rative, qui peut eˆtre conside´re´e comme la plus performante, four-
nissent les re´sultats les plus satisfaisants. Celles base´es sur la programmation par
contraintes sont plus efficaces pour la re´solution des instances de tre`s grandes taille
et densite´.
Finalement, la comparaison de l’une de nos me´thodes avec et sans heuristique
d’initialisation nous a permis de constater que l’utilisation de cette dernie`re peut
s’ave´rer, dans certains cas, moins avantageuse. Ceci nous a permis d’ouvrir quelques
perspectives de recherche.
Perspectives
Pour ame´liorer le pre´sent travail, nous proposons quelques perspectives et pistes
de recherches qui nous semblent prometteuses.
Dans un premier temps, nous proposons d’exploiter les conclusions que nous
avons tire´es sur l’impact de l’heuristique d’initialisation sur les performances des
me´thodes de re´solution, en de´veloppant des me´thodes permettant l’identification
des coupes les plus fortes et efficaces pour les ajouter au proble`me avant de faire
appel au solveur, afin d’acce´le´rer le processus de re´solution.
Dans un second temps, nous proposons d’inte´grer les coupes 3.2 dans la me´-
thode de branch-and-cut en utilisant une formulation de la connexite´ qui utilise
des variables associe´es aux sommets. En effet, la me´thode de branch-and-cut est
efficace, mais rencontre des difficulte´s lorsqu’elle est utilise´e sur les instances de
grande taille a` cause du grand nombre de contraintes et de variables que l’ancienne
formulation implique. Puisque le proble`me que nous traitons est de´fini sur les som-
mets, nous pensons qu’une formulation de la connexite´ avec des variables associe´es,
elles aussi, aux sommets, serait mieux adapte´e a` notre cas. Ceci e´vitera, en effet,
d’encombrer et de compliquer le mode`le en ayant recours a` deux types de variables.
Finalement, dans la contrainte globale de connexite´, chaque modification au
niveau des variables entraˆıne le calcul de la borne infe´rieure de Steiner. Nous ju-
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