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The time-dependent Mott transition in a periodic Anderson model with off-site, nearest-neighbor
hybridization is studied within the framework of nonequilibrium self-energy functional theory. Using
the two-site dynamical-impurity approximation, we compute the real-time dynamics of the optimal
variational parameter and of different observables initiated by sudden quenches of the Hubbard-U
and identify the critical interaction. The time-dependent transition is orbital selective, i.e., in the
final state, reached in the long-time limit after the quench to the critical interaction, the Mott gap
opens in the spectral function of the localized orbitals only. We discuss the dependence of the critical
interaction and of the final-state effective temperature on the hybridization strength and point out
the various similarities between the nonequilibrium and the equilibrium Mott transition. It is shown
that these can also be smoothly connected to each other by increasing the duration of a U -ramp
from a sudden quench to a quasi-static process. The physics found for the model with off-site
hybridization is compared with the dynamical Mott transition in the single-orbital Hubbard model
and with the dynamical crossover found for the real-time dynamics of the conventional Anderson
lattice with on-site hybridization.
PACS numbers: 71.10.Fd, 71.30.+h, 05.70.Ln
I. INTRODUCTION
Lattice models of strongly correlated electrons in the
thermodynamical limit typically exhibit a rich phe-
nomenology with transitions between several equilibrium
phases controlled by different model parameters or tem-
perature. The correlation-driven metal-insulator (Mott)
transition1–3 in the single-band Hubbard model at half
filling represents a prototypical example which has been
studied extensively by means of dynamical mean-field
theory (DMFT).4,5 Recently, there has been renewed the-
oretical interest in the Mott transition in the context of
real-time dynamics following a quantum quench.6–9 Such
quench dynamics in the fermionic Hubbard model is, at
least in principle, in reach of experiments done with ultra-
cold atomic gases trapped in optical lattices.10–12
Generically, isolated quantum systems driven out of
equilibrium are believed to show thermalization,13–15 i.e.,
in the long-time limit time-averaged values of all relevant
observables are given by an average within a thermal en-
semble. Thermalization is known to be delayed if the
Hamiltonian is close to an integrable point in the param-
eter space. In this case the system does not thermalize
directly but gets temporarily trapped in an intermediate
prethermal state.16–20
Using nonequilibrium dynamical mean-field theory
(NE-DMFT),21–23 prethermalization has been found and
discussed for the half-filled Hubbard model.6,24 After
suddenly switching on the Hubbard interaction from
U = 0 to U = Ufin, prethermalization plateaus develop
for weak Ufin and damped collapse-and-revival oscilla-
tions for strong Ufin. Only for final interactions close to
a characteristic “critical” interaction Udync , a rapid ther-
malization of the double occupancy and of the jump of
the momentum-distribution function is found. This “dy-
namical Mott transition” has also been studied within
various other approaches.7–9,25
Within the dynamical mean-field approach, it is
presently not clear if and how the “transition” at Udync is
related to the conventional (equilibrium) Mott transition
at U = Uc(T ) and temperature T . On the one hand,
the equilibrium state that is reached after the quench
to Udync is characterized by a temperature Teff which is
more than an order of magnitude higher than the critical
temperature Tc for the equilibrium Mott transition above
which there is merely a smooth metal-insulator crossover
in the equilibrium phase diagram.6,24 This implies that
the parametric distance in the equilibrium phase diagram
between the thermal state reached after the quench, i.e.,
at (Udync , Teff), and the critical point (Uc(Tc), Tc) is large,
and hence that there is no obvious interrelation between
the two phenomena.
On the other hand, a link is suggested by a study us-
ing the time-dependent Gutzwiller variational method26
where the instantaneous U -quench has been replaced by
a ramp with a characteristic time ∆tramp. It has been
found that there is a well-defined Udync for any ∆tramp,
and that in the limit ∆tramp → ∞, where the ramp
can be considered as a quasi-stationary thermodynam-
ical process, the “critical” interaction Udync approaches
Uc ≡ Uc(T = 0). Exactly the same phenomenology could
be verified recently25 using the two-site dynamical im-
purity approximation (DIA) which is constructed within
the framework of the nonequilibrium generalization27 of
self-energy functional theory (SFT).28,29
The purpose of the present paper is to employ the
nonequilibrium two-site DIA to study the same ques-
tion for a two-orbital model where the critical interac-
tion for the Mott transition is expected to depend on ad-
ditional parameters and where a more systematic study
of the interrelation between the equilibrium Mott transi-
tion and the “dynamical” transition can be carried out.
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2There are only a few NE-DMFT studies beyond a single-
orbital model.23,30,31 None of them, however, is address-
ing the Mott transition. Most probably this is due to the
fact that an efficient solver for the time-dependent effec-
tive impurity problem within the NE-DMFT is not yet
available if, like for the Mott transition, perturbative ap-
proaches should be disregarded. Continuous-time quan-
tum Monte-Carlo techniques32 represent a notable excep-
tion. Unfortunately, the dynamical sign (or phase) prob-
lem severely restricts the accessible propagation time.
Exact-diagonalization-based and related techniques33–35
have not yet been applied to the two-orbital case, and
cluster-perturbation methods36,37 are still lacking inter-
nal consistency and self-consistent feedback necessary to
address phase transitions within an advanced mean-field
framework. The time-dependent slave-boson mean-field
approach represents a promising alternative. For the two-
orbital Hubbard model,38 however, the Mott-Hubbard
phenomenology turns out to be much more complicated
as compared to the single-orbital case, and a systematic
study of the dynamical Mott transition and its parameter
dependencies has not yet been performed.
In the present paper, we will discuss the results of a
study of a variant of the periodic Anderson model (PAM).
While in the PAM with on-site hybridization there is
a smooth crossover from a hybridization band insula-
tor at U = 0 to a strongly correlated Kondo insulator
for strong U , it has been suggested by Huscroft et al. 39
and verified in different studies40–42 using DMFT, lin-
earized DMFT,43 and the Gutzwiller approximation44
that there is a quantum-critical point Uc at T = 0
in a model variant with nearest-neighbor hybridization.
This is caused by the fact that the Kondo effect is ab-
sent for weak hybridization strengths since in reciprocal
space the momentum-dependent hybridization exactly
vanishes at the Fermi surface of the half-filled noninter-
acting model.42 In this model, the conduction-electron
system stays metallic while the localized-electron system
undergoes a Mott transition at Uc. Close to the tran-
sition, the evolution of the corresponding spectral func-
tion is very similar to that of the single-orbital Hubbard
model.41 In particular, the quasi-particle weight Z → 0
for U → Uc opposed to the model with on-site hybridiza-
tion which does not show a transition and where Z → 0
only for U → ∞. Furthermore, for the nearest-neighbor
case, the critical interaction strongly depends on the hy-
bridization strength V with Uc ≈ const. × V 2. For our
study, we consider the PAM in the paramagnetic state
at half filling for both, on-site and nearest-neighbor hy-
bridization.
The paper is organized as follows: In Section II we
introduce the model variants and briefly discuss the two-
site DIA. This is used in Sec. III to study the equilibrium
phase diagram. In Sec. IV, the nonequilibrium two-site
DIA is employed to address the dynamical Mott transi-
tion in the real-time dynamics following an interaction
quench or ramp. The conclusions are summarized in
Sec. V.
II. MODEL AND METHOD
We consider the half-filled periodic Anderson model.
The Hamiltonian is given by
H(t) = −Thop
∑
〈ij〉,σ
c†iσcjσ +
∑
ijσ
Vij(c
†
iσfjσ + h.c.)
+ U(t)
∑
i
(
nfi↑ −
1
2
)(
nfi↓ −
1
2
)
. (1)
Here, c
(†)
iσ annihilates (creates) a conduction electron at
site i with spin projection σ =↑, ↓. Conduction electrons
hop with amplitude −Thop between neighboring sites 〈ij〉
of a lattice. To fix the energy and time scale we set
Thop ≡ 1. Further, f (†)iσ is the annihilator (creator) of an
electron in a localized f orbital, nfiσ = f
†
iσfiσ is the cor-
responding occupation-number operator, and U(t) is the
time-dependent strength of the local Hubbard interaction
on the f orbitals. We will consider interaction quenches
and ramps to induce nontrivial real-time dynamics. The
c and f subsystems are coupled via a hybridization term.
Two cases are studied: (a) orbitals are coupled via a hy-
bridization between nearest neighbors, i.e., Vij = V for
neighboring sites i and j and zero otherwise and (b) on-
site hybridization Vij = V δij .
As it is numerically more convenient, the model is stud-
ied on the one-dimensional lattice, see Fig. 1. One should
note, however, that because of the mean-field approach
used here, the lattice dimension is not really relevant for
our study. For a bipartite lattice, numerical results will
in first place depend on the variance of the noninteracting
density of states, and the lattice dimension mainly enters
via the coordination number only. Clearly, the mean-field
approach is best justified for high-dimensional lattices.
We compute equilibrium and time-dependent prop-
erties by means of the dynamical impurity approxi-
mation (DIA) within the self-energy functional theory
(SFT):27,45 The self-energy is approximated by the exact
self-energy Σ′ of a reference system with a small Hilbert
space. The reference system must share the same interac-
tion part with the original system but its one-particle pa-
(a) nearest-neighbor
hybridization
(b) on-site
hybridization
(c) reference
system
FIG. 1. Illustration of the PAM with (a) nearest-neighbor
and (b) on-site hybridization. Blue filled dots: uncorrelated
sites (c orbitals), red filled dots: correlated sites with U > 0
(f orbitals). Black lines: nearest-neighbor hopping between c
orbitals. Blue lines: hybridization between c and f orbitals.
Both cases (a) and (b) are treated within the two-site DIA;
the building block of the respective reference system, as shown
in (c), is highlighted by a dotted blue ellipse.
3rameters are variationally optimized. With the two-site
DIA we consider the simplest meaningful reference sys-
tem which has been proven to qualitatively capture the
essence of the dynamical Mott transition in the single-
orbital Hubbard model.25 The reference system consists
of a set of decoupled two-site systems. Each building
block is given by a single correlated (f) site and a single
uncorrelated (c) bath site coupled via a time-dependent
hybridization strength V ′(t), see Fig. 1. At half filling
the reference-system Hamiltonian reads
H ′(t) = V ′(t)
∑
iσ
(c†iσfiσ + h.c.)
+ U(t)
∑
i
(
nfi↑ −
1
2
)(
nfi↓ −
1
2
)
. (2)
Here and in the following, primed quantities refer to the
reference system. The trial self-energy generated by the
Hamiltonian (2) is local, and the resulting two-site DIA
is a single-site mean-field approximation, similar to the
nonequilibrium DMFT but with a much simpler bath.
The numerical computation of Σ′ can therefore be per-
formed with conceptually simple exact-diagonalization
techniques.
In the extreme case of vanishing hopping, the reference
system would provide the exact self-energy of the orig-
inal model with on-site hybridization, Fig. 1(b), since
the reference and the original system are identical for
Thop = 0. Contrary, the model with nearest-neighbor hy-
bridization remains nontrivial for Thop = 0 (it decouples
into two chains with alternating correlated and uncorre-
lated sites). It is therefore tempting to expect that the
two-site DIA is more adequate in the parameter regime
Thop  V,U . The present study, however, is done for
hybridization strengths V ∼ Thop. Hence, there is no a
priori reason to assume that the reference system gener-
ates a more reliable approximation for the on-site case.
Optimization of time-dependent parameters relies on
the fact that the grand potential of the original system
Ω can generally be expressed as a functional Ω̂[Σ] of
the nonequilibrium self-energy which is stationary at the
physical self-energy Σ, i.e., δΩ̂[Σ] = 0.27 Here, Σ is de-
fined on the Keldysh-Matsubara contour C,46,47 i.e., has
elements Σij,σ(z, z
′) with complex contour times z, z′.
The essential point is that Ω̂[Σ] can be evaluated ex-
actly by numerical means on the subspace of trial self-
energies Σ′, generated by the reference system and thus
parametrized by V ′. At each instant of time the optimal
hybridization strength V ′opt(t) can be determined accord-
ing to
δΩ̂[Σ′]
δV ′(z)
∣∣∣∣∣
V ′(t)=V ′opt(t)
= 0 . (3)
Note that the on-site energies of the two-site reference
system, opposed to the hybridization, are entirely fixed
by the manifest particle-hole symmetry at half filling.
Formally, variations have to be carried out indepen-
dently on the upper and lower Keldysh branch, i.e., vari-
ations must be carried out with respect to V ′(z) where z
is the complex contour time. In practice, we make use of
the inherently causal structure of the Euler equation (3)
which allows us to set up a time-propagation scheme for
V ′opt(t). It is beneficial to analytically calculate the func-
tional derivative in Eq. (3) and to numerically solve the
resulting root-finding problem. All time-dependent ob-
servables are finally derived from the approximate DIA
Green’s function GDIA = (G−10 −Σ′opt)−1, where G0 is
the free Green’s function of the original system and Σ′opt
is the self-energy of the reference system evaluated at
V ′opt. Details of the general SFT framework and of its
numerical implementation can be found in Refs. 27 and
45.
Calculations for the PAM with nearest-neighbor and
with on-site hybridization have been performed for a one-
dimensional lattice of L = 40 sites and with periodic
boundary conditions. This is sufficient for convergence of
the results presented here as has been routinely checked
by performing calculations for different L. The inverse
temperature β sets the length of the Matsubara branch
in all contour integrations. Contour integrals are com-
puted using higher-order schemes with imaginary time
steps ∆τ ≤ 0.2. For the real-time propagation up to
tmax . 25 (in units of the inverse hopping) we obtain
converged results only for significantly shorter time steps
∆t ≤ 0.04 since, opposed to the equilibrium case, we are
limited to the trapezoidal rule for all integrations along
the Keldysh branches (cf. Refs. 27 and 45 for details).
III. EQUILIBRIUM
We first turn our attention to the equilibrium proper-
ties of the PAM with nearest-neighbor hybridization [see
Fig. 1(a)]. For small inverse temperature β and weak
U the (time-independent) optimal variational parameter
V ′opt is easily found by a global search and can then be
traced through the entire β–U parameter space by a local
search for which we use Broyden’s method.48,49
Fig. 2(a) shows results for V ′opt as function of U for
fixed hybridization V ≈ 0.866 (V 2 = 0.75) in the original
system and different β. At a sufficiently low temperatures
(high β), three coexisting solutions for V ′opt are found for
certain values of U . This indicates a phase transition of
first order (see discussion below).
To better understand the details of the transition, we
extrapolate the results for V ′opt to zero temperature: For
weak U the optimal variational parameter becomes tem-
perature independent and converges to a finite value,
whereas for strong U , carrying out the T → 0 limit
we find V ′opt → 0. Thus, there is a quantum-critical
point at T = 0 at an intermediate interaction Uc for
which the bath site in the reference system decouples,
i.e., for U → Uc the zero-temperature optimal hybridiza-
tion V ′opt → 0.
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FIG. 2. Equilibrium results for the PAM with nearest-
neighbor hybridization V ≈ 0.866 (V 2 = 0.75): (a) U -
dependence of the optimal variational parameter for different
inverse temperatures β as indicated and (b) corresponding
f double occupancies. The inset in (b) shows the Maxwell
construction at β = 200: the mid arrow indicates the crit-
ical interaction Uc, the outer arrows point at the spinodal
points, which define the region where metallic and insulating
solutions coexist.
The physical meaning of the critical point can be un-
covered by computing the zero-temperature one-particle
spectral function. To this end, we first exploit the trans-
lational symmetry of the lattice and use Fourier trans-
formation to calculate the one-particle dispersion in re-
ciprocal space:
ε(k) =
(
εc(k) V (k)
V (k) 0
)
. (4)
Here, εc(k) = −2T cos(ka) and V (k) = 2V cos(ka)
(the lattice constant a is set to unity). Note that the
momentum-dependent hybridization exactly vanishes at
the Fermi surface of the half-filled noninteracting model
for the original system with nearest-neighbor hybridiza-
tion [Fig. 1(a)]. Opposed to this case, we have V (k) = V
for the system with on-site hybridization [Fig. 1(b)]. The
f self-energy of the two-site reference system is given by50
Σ′(ω) =
U2
4
ω
ω2 − 9V ′2 . (5)
Evaluating this at the optimal variational parameter
V ′opt, the DIA Green’s function is obtained from
GDIA(k, ω) =
(
ω − εc(k) −V (k)
−V (k) ω − Σ′opt(ω)
)−1
. (6)
Finally, the local spectral density is derived via the gen-
eral relation A(ω) = − 1pi limη→0 ImG(ω + iη), from the
k-summed Green’s function G(ω) = L−1
∑
kG(k, ω).
For the numerical calculation we have used a finite but
small value η = 0.01 which slightly broadens the δ-peaks
of the spectral density. Results for the local, orbital-
resolved f and c spectral densities Af (ω) ≡ Aff (ω) and
Ac(ω) ≡ Acc(ω) are shown in Fig. 3.
0 5 10 15
U
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0
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ω
Af (ω)
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5 10 15
U
Ac(ω)
(b)
FIG. 3. Local spectral densities on the f and c orbitals at zero
temperature and nearest-neighbor hybridization V 2 = 0.75 as
functions of U .
In the noninteracting case both, the f and the c spec-
tral density are finite at ω = 0, and the system is a
normal metal. The spectral densities have the same sup-
port but strongly different weights. Note that, opposed
to the case of the model with on-site hybridization, there
is no hybridization band gap opening at ω = 0 since the
k-dependent hybridization vanishes at the Fermi wave
vectors k = ±pi/2. For finite U , a three-peak structure
develops in Af (ω) with two Hubbard-like peaks located
at ω ≈ ±U/2 and a central quasi-particle resonance at
ω = 0.
In the strong-coupling limit U →∞, we have V ′opt = 0
and thus the self-energy has a single pole at ω = 0 with
a strong weight U2/4. This Hubbard-I-type self-energy
leads to a Mott-insulating f -electron spectral density
with a large gap of the order of U while the c-electron sys-
tem becomes dynamically decoupled from the f -electron
system and the c spectral density approaches the form
of the noninteracting c spectral density for U →∞, i.e.,
the c-electron system remains metallic.
In fact, there is an orbital-selective Mott metal-
insulator transition at intermediate coupling strength
Uc ≈ 9.46. For U → Uc the optimal hybridization
V ′opt → 0, i.e., the bath site in the reference system
decouples. This implies that the two poles of the self-
energy at ω = ±3V ′opt merge and that the quasi-particle
resonance in the f -electron spectrum vanishes in a pre-
formed Mott-Hubbard gap (see Fig. 3(a)). This is the
typical scenario of the Mott transition in the single-band
Hubbard model as obtained within the full DMFT4 or
within the two-site DIA.25,51 On the other hand, the c-
electron spectral function stays gapless when U → Uc
(see Fig. 3(b)). For U > Uc, the system is characterized
by an orbital-selective Mott phase with localized f elec-
trons and itinerant c electrons. This fully agrees with the
findings of Refs. 40–42.
We have calculated the full T -U phase diagram of the
orbital-selective Mott transition for different hybridiza-
tion strengths, see Fig. 4. Below a certain critical tem-
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FIG. 4. Orbital-selective Mott transition in the T -U phase
diagram of the half-filled PAM for different nearest-neighbor
hybridizations V as indicated. Below some critical tempera-
ture, there is a coexistence of a metallic phase with an orbital-
selective Mott insulator in a U range between Uc1 and Uc2
(black lines). Red line: first-order phase boundary Uc(T ).
Extrapolations of the results to zero temperature are indi-
cated by dashed lines.
perature Tc, we find three coexisting solutions in a cer-
tain range of interactions Uc1(T ) < U < Uc2(T ). The
respective f double occupancy d = 〈nf↑nf↓〉 is depicted
in Fig. 2(b). From the hysteresis behavior of d(U) we
can infer the critical interaction Uc(T ) of the phase tran-
sition by a Maxwell construction, as shown in the inset
of Fig. 2(b). Uc(T ) is located within the coexistence re-
gion. The phase transition at Uc(T ) is first order for any
temperature 0 < T < Tc. At T = 0 the transition is
continuous. At T = Tc the first-order line terminates in
a second-order critical end point above which the transi-
tion is a smooth crossover.
The phase diagram is very much reminiscent of the
phase diagram for the Mott transition in the Hubbard
model.51–54 In fact, based on DMFT calculations,40,41
this similarity has been pointed out previously. In partic-
ular, Held and Bulla 41 found an approximate V 2-scaling
of the critical interaction for the PAM with nearest-
neighbor hybridization at zero temperature. For the
range of hybridization strengths considered here, this
scaling is recovered within our calculations as is demon-
strated with Fig. 5(b) (see the blue line). In addition,
Fig. 5(a) (blue line) demonstrates that the critical tem-
perature Tc scales approximately linearly with V .
For the PAM with on-site hybridization [Fig. 1(b)] we
have performed calculations for temperatures down to
T ≥ 2.5 × 10−3 (i.e., β ≤ 400) but could not identify a
coexistence of different solutions. This is demonstrated
with Fig. 6(a) which displays the optimal variational pa-
rameter V ′opt as function of U for fixed hybridization
V 2 = 0.75 in the original system. Starting from its non-
interacting value, V ′opt decreases monotonically with in-
creasing interaction and exhibits a steep slope close to
an inflection point. It is tempting to anticipate this as
0.5 0.75 1
V
0
1
2
3
4
5
6
T
(a)
Tc × 100
Teff × 10
0.25 0.5 0.75 1
V 2
0
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12
14
U
(b)
Uc
Udync
Udynco
FIG. 5. V -dependencies of (a) critical and effective temper-
atures (note the different rescaling) and (b) critical interac-
tions for the periodic Anderson model with nearest-neighbor
hybridization (circles). Results for the equilibrium (blue) and
the nonequilibrium case (orange). Lines represent linear fits of
the data. Right panel, squares: crossover interaction strength
for the model with on-site hybridization.
a precursor for some hysteresis behavior at even smaller
temperatures T . However, the position of the inflection
point is proportional to 1/T which shifts the T = 0 crit-
ical interaction to Uc → ∞ as has been suggested by
linearized DMFT.41 This is consistent with our expec-
tation that the (paramagnetic) half-filled PAM with an
on-site hybridization has an insulating ground state and
crosses over from a hybridization band insulator at U = 0
to a Kondo insulator at strong U without any quantum-
critical point. As an illustration, Fig. 6(b) shows the
f - and the c-electron spectral densities at U = 0. For
V 2 = 0.75 the hybridization band gap is clearly visible.
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FIG. 6. (a) U -dependence of the optimal variational param-
eter V ′opt for the PAM with on-site hybridization V
2 = 0.75
and different inverse temperatures as indicated. (b) Local
spectral densities on the f and c orbitals for U = 0 and zero
temperature.
6IV. NONEQUILIBRIUM
A. Dynamical Mott transition
Let us now turn to the nonequilibrium Mott tran-
sition and start the discussion with the PAM with
nearest-neighbor hybridization. We first consider sud-
den quenches of the interaction strength at time t = 0
from an essentially noninteracting initial state and end-
ing at different final values Ufin. For convenience, we have
chosen a small value Uini = 0.1 and an inverse tempera-
ture of β = 10 for the initial state. As has been checked
numerically, this is representative for a zero-temperature
and noninteracting initial state, i.e., the chosen finite val-
ues for Uini and β do not have any significant impact on
the subsequent nonequilibrium dynamics. Furthermore,
we fix the nearest-neighbor hybridization at V 2 = 0.75 if
not stated differently.
Analyzing the results for different Ufin, we find a dy-
namical Mott transition for quenches ending at an inter-
action Udync ≈ 4.43. This critical interaction sharply sep-
arates two distinct response regimes. Exemplary results
for the time dependence of the optimal variational pa-
rameter V ′opt are shown in Fig. 7. For quenches to weak
final interactions Ufin < U
dyn
c , we observe a fast relax-
ation of V ′opt to a smaller but positive value within about
two inverse hoppings. This is followed by moderate os-
cillations [see Fig. 7 (left)]. Contrary, as shown in Fig. 7
(right), for strong interactions Ufin > U
dyn
c the optimal
variational parameter drops to negative values. On top
of the small and fast oscillations there are pronounced
and slow beatings, the frequency of which increases with
Ufin. Right at the critical point Ufin = U
dyn
c the bath
site dynamically decouples, i.e., for longer times the op-
timal variational parameter vanishes on average. As can
be seen in Fig. 7 (left), there are some residual oscilla-
tions around zero which are weak and regular but clearly
present. This is different from the behavior of V ′opt(t) in
the Hubbard model where, for Ufin = U
dyn
c , the bath site
is found25 to exactly decouple from the correlated site
in the course of time. The overall behavior in the dif-
ferent interaction regimes and at the critical interaction,
however, is very similar to the Hubbard-model case. We
note that the critical interaction of the dynamical Mott
transition, Udync ≈ 4.43, is a bit more than a factor two
smaller than the critical interaction, Uc ≈ 9.46 of the
equilibrium Mott transition at T = 0. The same ratio is
found for the Hubbard model within the two-site DIA,25
the Gutzwiller approach,7 and within DMFT.6
B. Time-averaged quantities
For the optimal variational parameter V ′opt and for
derived physical observables, the double occupancy
〈n↑n↓〉 ≡ 〈nfi↑nfi↓〉, the total energy Etot as well as the hy-
bridization correlation 〈f†c〉 ≡ 〈f†iσciσ〉, we find a rather
0 4 8 12 16
time t
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−0.5
0.0
0.5
1.0
V
′ op
t
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4.43
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t
6 8 10
FIG. 7. Time dependence of the optimal variational param-
eter V ′opt(t) for the periodic Anderson model with nearest-
neighbor hybridization V 2 = 0.75 for quenches from Uini =
0.1 to different final interactions Ufin (see color labels). Left:
Ufin ≤ Udync ≈ 4.43. Right: Ufin > Udync .
fast relaxation to some final values accompanied by reg-
ular oscillations. Rather than on the precise dynamics,
we therefore concentrate on the respective averages and
define, for all time-dependent quantities Q(t) of interest,
the long-time average
Q = lim
t→∞
1
t
∫ t
0
dt′Q(t′) , (7)
and the variance
∆Q =
(
(Q−Q)2
) 1
2
. (8)
These are shown in Fig. 8 as functions of Ufin. For
weak Ufin < U
dyn
c the average of the optimal variational
parameter V ′opt (top panel) slowly decreases with increas-
ing interaction, but then rapidly drops to zero. This cor-
responds to the time-dependent decoupling of the bath
site and defines the critical interaction. At and close
to Udync , the variance ∆V
′
opt is at a minimum. Beyond
Udync , the sign of V
′
opt is negative. One should note that
the overall sign of V ′opt has no physical meaning. The sta-
tionary point of the self-energy functional and results for
physical observables are actually invariant under a local
U(1) gauge transformation V ′opt → eiϕV ′opt, and choosing
a real parameter with V ′opt > 0 for weak U only fixes
the gauge. Finally, for quenches ending at Ufin > U
dyn
c
the absolute value of V ′opt slowly decreases with Ufin but
seems to saturate for Ufin & 8. For strong final inter-
actions, this is accompanied by a considerably increased
variance due to the slow beatings with large amplitude
discussed above.
The fourth panel of Fig. 8 shows the hybridization cor-
relation. For the model with nearest-neighbor hybridiza-
tion its real part is vanishing. The figure displays the
imaginary part of the average only, i.e., Im〈f†c〉. Note
that this quantity is comparatively small and there are
significant numerical errors, see the noise in the data for
Ufin smaller but close to U
dyn
c , or the nonmonotonic trend
for stronger Ufin. Still, it is worth pointing out that the
dynamical critical interaction is quite precisely charac-
terized by a zero of the hybridization correlation while
Im〈f†c〉 6= 0 for all Ufin < Udync and for all Ufin > Udync .
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FIG. 8. Long-time averages of the optimal variational pa-
rameter, of the double occupancy, of the total energy and of
the imaginary part of the hybridization correlation as func-
tions of Ufin for the PAM with nearest-neighbor hybridization
V 2 = 0.75. Black dashed lines serve as a guide to the eye.
The gray-shaded area indicates the variance of the oscillations
around the average [see Eq. (8)]. Red lines mark the critical
interaction Udync . Green lines in the second panel: thermal
values for the double occupancy as obtained from equilibrium
two-site DIA calculations. Blue diamond: the same but as
obtained from a Hubbard-I calculation. Yellow lines in the
third panel: exact Ufin-dependence of the total energy.
In the initial noninteracting ground state, the double
occupancy is given by 〈n↑n↓〉0 = 0.25. After the quench,
it quickly relaxes within a few inverse hoppings and, due
to the finite Ufin, approaches a smaller value for longer
times. The time-averaged double occupancy (Fig. 8,
second panel) almost linearly decreases with increasing
Ufin. Interestingly, for strong interactions 5 . Ufin . 10
it remains almost constant at a small value of about
〈n↑n↓〉 = 0.05. Opposed to this, one would actually ex-
pect a larger double occupancy, at least in the infinite-
Ufin limit. The physical reason is that two electrons occu-
pying the same f orbital in the initial state at t = 0 form
a repulsively bound doublon which cannot decay on short
time scales since the available phase space is strongly
restricted by energy conservation. This is well known
for the Hubbard model in the strong-coupling limit6,55–57
and also applies here. We must conclude that the final-
state double occupancy is somewhat underestimated by
the two-site DIA for strong Ufin. Right at the critical
point Ufin = U
dyn
c , the double occupancy rapidly drops to
almost zero, and there are only small fluctuations around
the time average. This result as well as the overall trend
are again very much reminiscent of the findings for the
dynamical Mott transition in the Hubbard model.7,25
The exact total energy at time t = 0+, immediately
after the quench, is given by Etot = Ekin(0)+Ufin/4, i.e.,
by the expectation value of the final-state Hamiltonian
in the noninteracting initial state. Since the Hamiltonian
is time independent after the quench, Etot is constant.
Furthermore, it increases linearly with increasing Ufin.
Within the two-site DIA, the total energy is computed
from the self-energy and the approximate single-particle
Green’s function (see Ref. 27). The result is shown in
the third panel of Fig. 8 and can be seen to slightly de-
viate from the exact result (yellow line). It furthermore
exhibits some moderate time-dependent oscillations (see
gray-shaded area). In fact, while approximations con-
structed within the SFT strictly respect the conservation
laws resulting from the invariance of the Hamiltonian un-
der continuous transformation groups, i.e., conservation
of particle number and spin, energy conservation can only
be ensured within approximations resulting from a refer-
ence system with a continuum of bath degrees of freedom.
Consequently, for the simple two-site reference system
considered here, some violation of energy conservation
must be tolerated.
C. Thermalization
One may compare the total energy in the long-time
limit with its thermal expectation value in the grand-
canonical ensemble at the same interaction strength Ufin.
Tentatively assuming that the system thermalizes, one
must have Etot = E
eq
tot(Teff) for the effective tempera-
ture Teff of the thermal state. This temperature can be
computed within the two-site DIA by comparing the re-
sults shown in Fig. 8 with those of corresponding equilib-
rium calculations for different temperatures. Teff almost
linearly increases with increasing Ufin both, in the weak-
coupling (Ufin < U
dyn
c ) and in the strong-coupling regime
(Ufin > U
dyn
c ), but in the latter the slope ∂Teff/∂Ufin
turns out to be about an order of magnitude larger.
To check whether or not the system indeed thermal-
izes, we compare the long-time average 〈n↑n↓〉 of the
double occupancy after the quench with the value of the
double occupancy obtained from an equilibrium two-site
DIA calculation at interaction Ufin and temperature Teff ,
displayed as green lines in the second panel of Fig. 8.
There is reasonable agreement for interaction strengths
Ufin which are not too close to U
dyn
c .
Right at the critical point, however, agreement with a
thermal double occupancy is only found when the com-
parison is done with the equilibrium state that is ob-
tained within the Hubbard-I approximation, i.e., if the
variational parameter V ′opt is ad hoc set to zero or for a
reference system without any bath site at all. The ef-
fective temperature estimated in this way is Teff ≈ 0.43.
The choice V ′opt = 0 in fact always gives a stationary
point of the self-energy functional but here corresponds
to a thermal state which is metastable only since V ′opt > 0
8in the stable thermal state at any Ufin and T > 0. On the
other hand, V ′opt = 0 is consistent with the fact that the
bath site dynamically decouples in the long-time limit.
We conclude that the system seems to approach a ther-
mal (or metastable thermal) state in the long-time limit
for the different interaction regimes discussed above but
actually one would like to rely such a characterization on
further observables. Here, the momentum-distribution
function suggests itself since this can easily be derived
from the Green’s function and, as a quantity defined in
reciprocal space, is complementary to the double occu-
pancy. Unfortunately, the distribution function exhibits
a strongly oscillatory behavior which we ascribe to the
small reference system and which does not permit mean-
ingful quantitative analysis.
Opposed to the Hubbard model, the equilibrium Mott
transition in the periodic Anderson model with nearest-
neighbor hybridization is orbital selective since the one-
particle gap opens in the f spectral function only (see
Fig. 3). For essentially the same reason, also the time-
dependent Mott transition is orbital selective: Consider
the quench to Ufin = U
dyn
c . After the bath site has de-
coupled from the correlated site in the reference system,
i.e., in the long-time limit, the spectral function in the
metastable thermal state is obtained from the Green’s
function in Eq. (6) by summing over k and taking the
imaginary part, where Σ′opt(ω) is the one-pole Hubbard-
I self-energy. The spectrum is the same as the one shown
in Fig. 3 at U = Uc, i.e., for the interaction strength
where the bath site has just decoupled. Here the f spec-
tral function exhibits the Mott-Hubbard gap while the
c spectral function is gapless. At finite temperatures
there is of course no clear-cut distinction between metal-
lic and insulating behavior but the above-estimated ef-
fective temperature Teff ≈ 0.43 is still much smaller than
the Mott-Hubbard gap.
D. V dependence
So far we have discussed results for a hybridization
fixed at V 2 = 0.75. Repeating the calculations for other
values of V , we find the essentially same physics, i.e., a
dynamical Mott transition. The critical interaction be-
comes V -dependent. As is demonstrated with Fig. 5(b)
(see orange symbols and lines), we find a V 2-scaling of
Udync . This is very much reminiscent of the approximate
V 2-dependence of the critical interaction for the zero-
temperature Mott transition which has been found nu-
merically and which could also be derived by exploiting
the system’s properties right at the critical point.41 The
scaling thus indicates that both effects are related and
that both, the equilibrium and the nonequilibrium Mott
transition, share the same critical behavior to some ex-
tent. In fact, within the two-site DIA and as discussed
above, both transitions are basically characterized by the
decoupling of the bath site in the reference system.
Another relation between the equilibrium and the
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FIG. 9. Critical interaction Udync of the time-dependent Mott
transition as a function of the ramp time ∆tramp for the pe-
riodic Anderson model with nearest-neighbor hybridization
V 2 = 0.75. Gray dashed line: equilibrium critical interaction
Udync ≈ 9.46 at zero temperature.
nonequilibrium transition is the fact that the ratio be-
tween the respective critical interactions is, independent
of V , always roughly given by Uc(T = 0)/U
dyn
c ≈ 2, see
Fig. 5(b).
Finally, also the V dependencies of the critical temper-
ature Tc for the equilibrium transition and of the effec-
tive temperature Teff for the nonequilibrium transition
are the same. Both temperatures scale approximately
linearly with V as can be seen in Fig. 5(a).
E. Ramping the interaction
To further investigate the relation between the Mott
transitions in and out of equilibrium, let us discuss the
real-time dynamics after an interaction ramp with differ-
ent ramp durations ∆tramp. The considered ramp profile
is
U(t) = Uini + (Ufin − Uini)1− cos(pit/∆tramp)
2
. (9)
As above we choose Uini = 0.1 and consider ramps to dif-
ferent Ufin. The hybridization is again fixed at V
2 = 0.75.
For ∆tramp = 0 we trivially recover the above-discussed
quench dynamics where the dynamical Mott transition
is obtained for Ufin = U
dyn
c . In the limit ∆tramp → ∞,
on the other hand, the system is forced to evolve in an
adiabatic process in the equilibrium phase diagram and,
for Ufin > Uc(T = 0), to cross the equilibrium phase
boundary (cf. Fig. 4). Note that, as we start from an
initial state which essentially can be considered as a zero-
temperature state, an adiabatic process will also result in
a zero-temperature final state.
Due to numerical limitations, we study ramps with du-
rations ∆tramp ≤ 15. Varying the final interaction, we
qualitatively observe the same behavior as in the quench
case: There are two distinct response regimes which are
sharply separated by a critical interaction Udync which de-
pends on ∆tramp. For ramps with ∆tramp & 3, the small
regular oscillations observed for all quantities in the post-
quench dynamics almost completely fade out. For weak
9interactions, the optimal variational parameter, for ex-
ample, relaxes to a constant and positive value on a time
scale of the order of ∆tramp. Contrary, for strong inter-
actions it performs slow collapse-and-revival oscillations
around some negative value. At the critical interaction,
the bath site exactly decouples in the long-time limit,
V ′opt(t)→ 0.
The ∆tramp dependence of the critical interaction is
shown in Fig. 9. It smoothly bridges the two limits
∆tramp = 0 and ∆tramp = ∞. In particular, for slower
and slower ramps Udync monotonically increases and ap-
pears to converge toward the equilibrium critical interac-
tion Uc at zero temperature. This strongly suggests that
both the equilibrium Mott transition and the nonequilib-
rium critical behavior are smoothly connected. A similar
dependence of the critical interaction on the ramp time
has been confirmed also for the Hubbard model within
two-site DIA25 and the Gutzwiller method.26
F. On-site hybridization
There is no Mott transition in the equilibrium phase
diagram of the periodic Anderson model with on-site
hybridization [cf. Fig. 1(b)]. We therefore expect that
also the time-dependent Mott transition is absent in the
same model. The results of corresponding calculations
are shown Fig. 10. For a direct comparison with the
off-site-hybridization case, Fig. 8, we again consider the
real-time dynamics following an interaction quench for
exactly the same parameters.
At weak interaction Ufin, we essentially find the same
features as described for the case of nearest-neighbor hy-
bridization. In particular, the trend of all time-averaged
parameters and observables is almost the same. An ex-
pected exception is the hybridization correlation. In the
on-site case Im 〈f†c〉 ≡ 0, and only the real part is plot-
ted. It is positive, decreases monotonically with Ufin,
and shows a completely regular behavior. Opposed to
the off-site case, there is no sharp transition in the Ufin-
dependence of all quantities. This not only applies to
the time-averaged values but also to the Ufin-dependence
of the respective real-time dynamics as has been checked
carefully.
The time-averaged optimal hybridization V ′opt mono-
tonically decreases and quickly approaches very small val-
ues for Ufin & 5. This is accompanied by pronounced reg-
ular oscillations around the average value, see the gray-
shaded area in the top panel of Fig. 10. Opposed to the
off-site case, however, there is no sign change V ′opt and
no indication for a dynamical Mott transition at a finite
Ufin.
For the double occupancy, after a quick initial drop,
we find almost time-independent values for all interac-
tion strengths Ufin, as can be seen from the small fluc-
tuations displayed in Fig. 10. As a function of Ufin, the
time-averaged double occupancy decreases. It is at a min-
imum for Ufin ≈ 4, and then increases again due to the
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FIG. 10. The same as Fig. 8 but for on-site hybridization
(V 2 = 0.75). Red lines: “crossover” interaction Udynco .
stability of repulsively bound doublons in the limit of
strong interaction, as already discussed for the case of
nearest-neighbor hybridization.
We refer to Ufin = U
dyn
co ≈ 4 as the “crossover inter-
action”. This is marked by the red lines in Fig. 10. Al-
though there is no dynamical Mott transition in the An-
derson model with on-site hybridization, Udynco marks the
minimum of the time-averaged double occupancy, and
the inflection point of the V ′opt as well as of 〈f†c〉 as
function of Ufin.
Conservation of the total energy is respected to a bet-
ter degree for the case of on-site hybridization (see third
panel of Fig. 10). Assuming that the system thermal-
izes, we compute the effective temperature via Etot =
Eeqtot(Teff). It turns out that Teff roughly scales as U
2
fin
over the entire range of interaction strengths considered
(not shown). This differs from the on-site case, where
two distinct interaction regimes with linear dependencies
on Ufin but largely different slopes could be identified.
The time-averaged double occupancy can be compared
with the respective equilibrium value using the effective
temperature for the thermal average (green lines in Fig.
10, second panel). For weak interactions, up to Ufin . 3,
the agreement is almost perfect. For strong Ufin, the time
average exceeds the thermal value. In the vicinity of the
crossover interaction Udynco , the time-averaged double oc-
cupancy agrees well with the thermal double occupancy
in the metastable state obtained by ad hoc setting the
variational parameter to zero (blue line). This is remark-
able since, opposed to the case of the model with nearest-
neighbor hybridization, the bath site does not decouple
dynamically.
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We have also performed calculations for different val-
ues of the hybridization V . The overall behavior of
the optimal variational parameter, of the double occu-
pancy, total energy and hybridization correlation does
not change. As can be seen in Fig. 5(b) (squares), the
crossover interaction follows a V 2-trend, very similar to
the critical interaction for the dynamical Mott transition
in the model with nearest-neighbor hybridization (cir-
cles).
V. CONCLUSIONS
The recently developed generalization27 of the self-
energy functional theory to systems far from equilibrium
has been applied to study the time-dependent Mott tran-
sition in a lattice model with two-orbitals per unit cell.
Here, the critical interaction for the dynamical but also
for the equilibrium Mott transition are expected to de-
pend on further parameters such that their mutual re-
lation can be studied by scanning the parameter space.
The simplest realization of this idea consists in an appli-
cation of the nonequilibrium two-site dynamical impurity
approximation (two-site DIA) to the periodic Anderson
model. Within the dynamical mean-field theory or in
the limit of infinite spatial dimensions, a variant of this
model, with a nearest-neighbor hybridization between f
and c orbitals, exhibits an orbital-selective Mott transi-
tion at half filling as has been demonstrated in several
earlier studies.39–42
Let us summarize the main findings of the present
work, starting with the equilibrium Mott transition:
With the two-site DIA one can successfully reproduce
the previous results for the zero-temperature Mott tran-
sition and furthermore compute the whole phase diagram
in the T -U plane at half filling. The phenomenology turns
out as very similar to the Mott transition in the single-
orbital Hubbard model4 with a first-order transition at
finite temperature at a critical interaction Uc(T ) for tem-
peratures T < Tc. In the Anderson model with nearest-
neighbor hybridization, we find Uc ≡ Uc(T = 0) to ap-
proximately scale as V 2 and Tc to scale linear with the hy-
bridization strength V . Using the linearized DMFT41,43
and right at Uc, there is in fact an approximate map-
ping of the model onto the Hubbard model which ex-
plains the approximate V 2-scaling of Uc. Contrary, the
application of the two-site DIA to the model with on-
site hybridization does not yield a Mott transition which
is the expected result as this model variant should be
a band or Kondo insulator at any interaction strength.
The absence of the Kondo physics in the Anderson model
with nearest-neighbor hybridization can be explained42
by the fact that the k-dependent hybridization strength
just vanishes at the Fermi surface of the noninteracting
system.
The application of the nonequilibrium two-site DIA
to study the real-time dynamics initiated by an inter-
action quench or ramp reveals that there is a time-
dependent Mott transition in the Anderson model with
nearest-neighbor hybridization in fact. There are many
characteristics which are reminiscent of the dynamical
Mott transition in the Hubbard model,6,7,24,25 such as
two distinct response regimes, characterized by either a
quick relaxation of the optimal variational parameter to-
ward an almost constant value for weak U or slow, pro-
nounced collapse-and-revival oscillations for strong inter-
actions. Both regimes are sharply separated by a crit-
ical interaction Udync where the bath site in the DIA
reference system essentially decouples from the corre-
lated site in the course of time. Within the two-site
DIA, this time-dependent transition is very similar to
the zero-temperature Mott transition which is also char-
acterized by a (quasistatic) decoupling of the bath site.
The final state after the quench to Udync can be described
as a thermal state with effective temperature Teff but
is metastable as there is another equilibrium station-
ary point of the self-energy functional with lower grand
potential. Opposed to the Hubbard model, the time-
dependent Mott transition is orbital selective, i.e., only
the f spectral function of the metastable thermal state
after the quench develops the Mott gap.
We could further demonstrate that the equilibrium
and the nonequilibrium Mott transition are closely re-
lated. First of all, for the model variant with on-site
hybridization where there is no transition in the thermo-
dynamical state space, we also find the absence of a time-
dependent Mott transition. It has been argued,42 that
the equilibrium Mott transition in the Anderson model
with nearest-neighbor hybridization is fragile as a small
“perturbation” by a finite on-site hybridization will turn
the transition into a crossover. This fragile character
seems to be proliferated to the nonequilibrium transition:
For the on-site case, we in fact find a smooth dynamical
crossover rather than sharp transition in the post-quench
dynamics. At this point, one may also mention a related
study of the Hubbard model7,58 where the disappear-
ance of time-dependent critical behavior (accompanying
the disappearance of criticality in the thermodynamical
sense) upon doping the system away from half filling has
been reported.
There is more evidence for a close relation between the
equilibrium and the nonequilibrium Mott transition: The
critical interaction for the Mott transition depends on the
hybridization strength. Our calculations show that for
both, the equilibrium and the nonequilibrium case, the
critical interaction scales approximately linearly with V 2
for the V -range studied here. Interestingly, in all cases
known so far,6,7,24,25 including the results for different
V of the present work, the ratio between Uc and U
dyn
c
is roughly given by two. Furthermore, the characteristic
temperature Teff for the nonequilibrium transition has a
different (namely linear) V -dependence which, however,
is again the same as the V -dependence of the critical tem-
perature Tc in the equilibrium case. Finally, a straight-
forward link between the equilibrium and the nonequilib-
rium transition emerges in studies where the interaction
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is ramped to Ufin within a finite time ∆tramp. In agree-
ment with previous studies of the Hubbard model,7,25
we find that the critical interaction smoothly interpo-
lates between the result for the sudden quench Udync =
Udync (∆tramp = 0) and an quasistatic, adiabatic thermo-
dynamical process Uc(T = 0) = U
dyn
c (∆tramp → ∞).
Further and more systematic studies along these lines
but with longer propagation times would be necessary to
extract critical exponents of the (quantum) Kibble-Zurek
mechanism.59,60
Concluding, there are apparent similarities and close
links between the two types of Mott transitions. One may
speculate that the intimate relation between the equilib-
rium and the nonequilibrium Mott transition is due to the
same “effective theory” which is able to describe the crit-
ical behavior in both cases, such as the effective, simpli-
fied physical pictures that are provided by the linearized
DMFT43 or the projective self-consistent method61 for
the zero-temperature Mott transition only. Work along
these lines appears as promising. The two-site DIA itself
can already be regarded as an effective low-energy theory
in this respect since it focusses on the time-dependent
hybridization of the bath site at ω = 0. An impor-
tant open question is to what extent the physics found
within this approach is representative for the physics of
the full nonequilibrium DMFT. Future studies using the
DIA but involving more bath sites or more extensive
nonequilibrium DMFT studies based on a nonperturba-
tive solver are required, for the single- and for multi-
orbital Hubbard-type models.
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