differentials associated with computer investment. Section VI summarizes the main findings and provides a discussion of alternative interpretations of our findings.
II. Review of Theoretical Literature
Our empirical analysis explores the role of between-plant versus withinplant changes in accounting for changes in wage dispersion, and how the differential use of technology across plants accounts for between-plant changes in wage and productivity dispersion. There are a variety of mechanisms through which technical change is hypothesized to affect the distribution of wages and the structure of the workforce. Acemoglu (2002) provides a comprehensive review of both the theoretical and empirical literature. Two specific lines of research help frame our empirical analysis. The first line considers the role of skill-biased technological revolutions. This literature emphasizes the role that the introduction of new technologies plays in changing the relative demand for workers. Papers in this line of research include Greenwood, Hercowitz, and Krusell (1997), Greenwood and Yorukoglu (1997) , and Caselli (1999) . The second line of research examines the relationship between technological change and organizational change. Here, the premise is that technological change can lead to changes in the organizational structure of firms that affect the distribution of wages and the composition of firm workforces. Acemoglu (1999) and Kremer and Maskin (2000) construct models where technological change can lead to increases in plant-level segregation of workers by skill.3 In the remainder of this section, we use the papers by Caselli (1999) and Kremer and Maskin (2000) to illustrate these ideas and to help develop empirical predictions regarding technological change and the distributions of plant-level wages, skill, and productivity.
Caselli (1999) models the effect of a technical revolution on the dispersion of wages and productivity. In the Caselli model there is a distribution of worker types and types of machines. Operating a given type of machine requires a specific type of skill. The cost of learning a given skill varies across workers with the costs being lower for more skilled workers. A technology is a matching of workers of type i who have the appropriate set of skills to operate machines of type i. An important feature of this model for our purposes is that workers are completely segregated by skill across plants. A technological revolution occurs with the development of a new type of machine.4 A revolution is skill biased 3 Papers by Bresnahan (1999) and Autor, Levy, and Murnane (2002) also argue that recent technological changes lead to changes in the organization of production. 4 Examples of new types of machines mentioned by Caselli are the assembly line, the steam engine, and information technologies or computers.
if the skills required to operate the new machine are more costly for workers to acquire than existing skills. Therefore, when a skill-biased revolution occurs, high-skilled workers will be the first to use the new machines since it is less costly for these workers to acquire the new skills. Low-skilled workers will continue to use the old machines because technologies have diminishing marginal returns and all types of machines must have the same rate of return in equilibrium. This model has three implications that are relevant for our analysis. First, since more skilled workers are using more and better capital relative to less skilled workers, a skillbiased technical revolution leads to an increase in the dispersion of wages across plants.5 Second, since skilled workers are using more and better machines, a skill-biased technical revolution also leads to an increase in the dispersion of labor productivity across plants. Third, the relative increases in wages and productivity should be associated with the adoption of new technology.
Kremer and Maskin (2000) also provide a theoretical structure for our empirical analysis. Their model can account for the simultaneous existence of increased wage inequality and increased segregation across plants of workers of different skill. These forces are set in motion by changes in the skill distribution, which can be due to a skill-biased technical change, but need not be. The main features of their model are imperfect substitution among workers of different skills, complementary tasks within a plant, differences in worker skill effects that vary by task, and an exogenous distribution of worker skills.6 Intuitively, there are two competing forces at work in determining the equilibrium matching patterns at plants. The asymmetry of tasks in the production function favors cross-matching (less segregation), but the complementarity between tasks favors selfmatching (more segregation). Unequally skilled workers will be crossmatched up to the point at which the differences in skills are so great that the second effect overwhelms the first and the plant moves to selfmatching. When the overall distribution of skills is sufficiently compressed, high-and low-skilled workers will be matched together in the same plant. When the distribution of skills is sufficiently diffuse, there will be complete segregation of workers by skill across plants. With a diffuse skill distribution, an increase in the mean skill-level exacerbates wage inequality across plants.
The Kremer-Maskin model has three implications relevant for our analysis. First, increases in the cross-worker dispersion of skill result in in-5 Whether this increase in relative wages persists depends on a number of factors outlined in Caselli (1999) . 6 In the Kremer-Maskin model there is a set number of tasks that must be performed in order to produce one unit of output, and overall productivity is a multiplicative function of each task. Tasks are complementary in the sense that the output from any task affects the marginal productivity of all other tasks. creased segregation of workers by skill across plants. Second, if the overall distribution of skill is sufficiently dispersed, an increase in the mean level of worker skill will lead to an increase in the dispersion of wages across skill levels and plants. Third, if the overall distribution of skill is sufficiently dispersed, an increase in the mean level of skill leads to an increase in the cross-plant dispersion of productivity.
The hypothesis that skill-biased technical change can affect the demand for skilled workers and the structure of wages and productivity is consistent with a large class of models. We focus on the models of Caselli (1999) and Kremer and Maskin (2000) because both speculate that technical adoption and changes in the distribution of wages and productivity will be a between-plant, as opposed to a within-plant, phenomenon. The general point is that, in principle, the increased demand for skilled workers driven by skill-biased technical change could have occurred within the typical or representative establishment. Accordingly, the rising wage dispersion and/or changes in the skill of workers could be seen within the representative establishment by increases in the within-establishment dispersion of wages. In contrast, the between-plant hypothesis predicts that skill-biased technical change will be associated with greater dispersion in wages and technology across establishments with much smaller changes occurring within the representative establishment. This greater dispersion in wages and productivity results from increased skill segregation, which in turn is the result of differential rates of technical adoption across plants. Our use of establishment-level data provides a basis for evaluating the relevance and validity of these predictions that focus on between-establishment changes.
III. Between-Plant and Within-Plant Components of Wage Dispersion
In this section, we combine data from household and establishment surveys to decompose the variance of hourly wages in manufacturing into between-plant and within-plant components. The decomposition methodology is from Davis and Haltiwanger (1991, 1996) ; however, we extend their analysis in three ways. First, we use a more comprehensive data set that permits inclusion of auxiliary establishments (e.g., central administrative offices, research facilities, and warehouses). Second, we use a more general version of the decomposition that permits decomposing the wage gap between production and nonproduction workers into within-and between-plant components. Third, we use a more recent time period, 1977-92, while Davis and Haltiwanger considered the period 1973-86. Similar to Davis and Haltiwanger, we decompose the hourly wage variance into production and nonproduction worker components because we feel that workers in these two groups have very different skills. The decom-position expresses the total variance of hourly wages as the hoursweighted sum of the variances of production and nonproduction workers' wages along with a term reflecting the contribution of differences in the mean wages across production and nonproduction workers. Thus, the variance of hourly wages in the manufacturing sector is decomposed as V = oVP + (1 -a)Vn + (1 -a)(WP -Wn)2,(1) where ca denotes production workers' share of hours worked, VP denotes the variance of production worker hourly wages, Vn denotes the variance of nonproduction worker hourly wages, WP is the hours-weighted mean of the production worker wage, and Wn is the hours-weighted mean of the nonproduction worker wage. For each worker type, the variance can be further decomposed as Vi = Vip + V5P for j = p,n,
where Vip represents the between-plant component and V1, the withinplant component for worker type j.
We use household data from the March Current Population Survey (CPS) and establishment data from the Longitudinal Research Database (LRD) to estimate the components of the decomposition for the manufacturing sector.7 From the individual-level wage observations in the CPS files, we calculate cx,V, VP, Vh, WP, We for all workers employed in manufacturing in each of the years under consideration (1975-92). We also generate the production and nonproduction variances at the two-digit SIC industry level. From the plant-level observations in the LRD, we calculate the between-plant component for each worker type for each of the corresponding years at the two-digit level. For each worker type, we generate the within-plant component in equation (2) by taking the difference between the total variance calculated from the CPS and the between-plant variance calculated from the LRD at the two-digit level.s Appropriately aggregating the between-plant and within-plant components across industries yields the decomposition at the total manufacturing level.
As part of the decomposition, we decompose the overall between-plant component for each worker type (Vr,) into a between-plant, within-industry component (VApi) and a between-industry component (VA). Decomposing wage variation into a between-plant, within-industry com- 7 The data appendix provides a detailed discussion of the issues that arise when combining information from household and establishment surveys. These measurement difficulties suggest that the results in Sec. III must be interpreted with appropriate caution. However, these measurement difficulties should primarily affect levels rather than time series changes. 8 Summary statistics for the CPS and LRD wage data are presented in table Al of the data appendix. ponent and a between-industry component allows us to distinguish between changes that are due to the movement of workers between industries and changes that are due to shifts between plants in the same industry. Presumably, the former movement is related to product demand shifts, while the latter movement is more closely tied to productivity changes among producers of similar products. In this analysis, industries are defined at the two-digit level.
The results from the decomposition of total variance into betweenplant and within-plant components are reported in figure 1. While the decomposition is in terms of levels of hourly wages we are concerned about the possible effects of changes in scale. Therefore, the components in figure 1 are depicted in terms of coefficients of variation. The figure is divided into three panels: panel a shows the decomposition results for all workers, panel b shows the results for production workers, and panel c shows the results for nonproduction workers. The most striking pattern evident in figure 1 is that the increased dispersion in wages is associated primarily with an increase in the dispersion of hourly wages between plants within an industry (the thin solid line in each panel). Betweenplant within-industry dispersion for total, production, and nonproduction workers (the thin solid lines) increases over this period in a manner similar to the increase in total dispersion (the heavy solid lines). In contrast, the within-plant components for production and nonproduction workers (the short dashed lines) do not increase over this period. More precisely, the within-plant dispersion for production workers exhibits no trend, while within-plant dispersion for nonproduction workers exhibits a negative trend.
We also see in panel a that the within-plant wage dispersion for total workers is rising. This difference in the within-plant patterns for total workers compared with the within-plant pattern for production and nonproduction workers is possible because total worker within-plant wage dispersion consists of an additional component, the within-plant wage gap between worker types.9 This within-plant wage gap can be thought of as the within-plant component of the cross-wage term (WP -Wn) shown in equation (1). Over the period of analysis, the within-plant wage gap has been rising. Moreover, the within-plant wage gap's share of total within-plant variance has grown from 25% in 1977 to 49% in 1992. Thus, interestingly, within-plant dispersion by worker type has been steady or even declining, but there has been some offsetting increase in the gap between production and nonproduction wages within plants. NOTE.--AI1 figures are in 1987 dollars and are computed on an hours-weighted basis. As described in the text, the tabulations are based on data from the LRD and CPS.
* PW refers to production workers; NPW refers to nonproduction workers. years. The table shows the between-plant component as well as its subcomponents. As is evident from the table, for total workers the story is one of rising between-plant wage dispersion. The bulk of overall wage dispersion is accounted for by between-plant dispersion, and the contribution of this component has been growing over time. Combining the contribution of between-plant wage dispersion for production and nonproduction workers in the lower panel of table 1 reveals that 53% of the overall variance in 1977 is directly accounted for by between-plant differences in wages. In 1992, the contribution of between-plant differences to overall dispersion is 64%. Looking at the within-industries and between-industries components in both figure 1 and table 1, we see that most of the between-plant contribution arises from differences in wages between plants within the same industry.10 The result that much of the increase is due to an increase in the between-plant dispersion within industries indicates that explanations that rely on shifts between industries (e.g., simple product demand shifts across industries) cannot account for the rising dispersion. There is greater wage dispersion among nonproduction workers than among production workers. This fact combined with an increased nonproduction worker labor share over this time period has yielded an increasing share of overall dispersion being accounted for by differences in wages among nonproduction workers. Another contributing factor to overall increases in wage dispersion is a widening gap between production and nonproduction worker wages. The gap between production and nonproduction worker wages accounts for 8% of overall dispersion in 1977 and 11% of overall dispersion in 1992.
While it is not the focus of our analysis, there is also a distinct cyclical pattern evident in table 1 of the evidence supportive of this view is that the between-plant component of the variance of wages rises monotonically over the entire period. As we argued in Section II, recent models predict that if the changing technology is skill biased then its adoption will be associated with rising between-plant dispersion, and the steady increase in between-plant dispersion is consistent with such long run changes in technology. Therefore, we focus most of our attention on the overall increase in dispersion that occurs between 1977 and 1992, which we believe is the result of secular changes such as the introduction of new technology.
In summary, we find that the between-plant components of dispersion are an important fraction of overall wage dispersion and account for much of the increase in overall dispersion in the 1975-92 period. These results parallel and extend similar findings in Davis and Haltiwanger (1991, 1996) and in Kremer and Maskin (2000) . Moreover, we believe the evidence in this section makes a strong case that accounting for the sources of the increase in overall wage dispersion necessitates accounting for the sources of the increase in between-plant wage dispersion.
IV. Linking Productivity and Wages
In this section, we provide a basic description of the relationship between wages and productivity at the sector and plant level. Panel a of figure 2 presents two different wage dispersion series. Using data from the March Current Population Survey (CPS), the heavy line in panel a depicts the 90-10 differential of log hourly wages for 1975-92.2 As is now well known, there has been a sustained increase in the dispersion of wages among workers over this period of time. Somewhat less well known is that the increase in dispersion among all workers is mimicked by an increase in dispersion among manufacturing workers. Again, using the CPS, the thin line in the panel a shows that the pattern for manufacturing workers closely tracks that for all workers.
Panel b of figure 2 depicts the between-plant hours-weighted 90-10 differential of log productivity across U.S. manufacturing plants (the heavy line) and the between-plant 90-10 differential of plant-level log average hourly wages (the thin line). We measure productivity as the log of output per hour worked, defined as the log of the total value of shipments from the plant, measured in constant 1987 dollars, divided by total 12 The 90-10 differential is measured as the difference between the hourly log wage for the worker at the ninetieth percentile of the hourly log wage distribution for a given year and the hourly log wage of the worker at the tenth percentile of this distribution. In this and subsequent analysis using 90-10 differentials, the respective distributions are the total hours weighted distributions across plants or workers. Details of measurement of wages and productivity from the CPS and LRD are discussed in the data appendix. plant hours.13 The output data are deflated using the four-digit industry price deflators found in the Bartelsman and Gray (1996) productivity data set. As is the case for wages, productivity dispersion also exhibits a sustained increase over this time period.
Comparing the movements in the two dispersions series suggests that it may be possible to identify common factors underlying the secular increases in wage and productivity dispersion. Both While these high-frequency timing issues are clearly of interest, we have chosen to focus on long-run changes in this article because we feel it is important to understand the causes of the secular changes in these variables, and because we feel these are the changes that we are best able to examine given our data. As such, in what follows when we analyze the factors driving wages and productivity dispersion, we will primarily focus on the long-run change from 1977 to 1992. 13 We measure labor productivity using gross output rather than value-added because gross output is measured more accurately than value-added and valueadded at the establishment level is negative (as it can be) in a nontrivial number of cases, making it difficult to use the log of plant-level productivity to compute a dispersion measure. We believe that the 90-10 differentials in log productivity and log wages are more robust measures of dispersion than raw productivity and wages. Note, however, that many studies using the LRD have found a very high correlation between labor productivity measured using gross output or value added (see, e.g., Baily, Bartelsman, and Haltiwanger 1996, 2001). As in the previous section, we estimate the number of hours for nonproduction workers based on the CPS average annual hours worked per nonproduction worker for each twodigit industry and apply these two-digit aggregate average hours worked for a nonproduction worker to the plant-level nonproduction worker variable.
A comparison of the aggregate data series suggest that there may be a link between changes in wage dispersion and changes in productivity dispersion in the manufacturing sector. However, for the analysis we are undertaking, it is also important to establish that there is a link between productivity and wages at the plant level. The simple cross-sectional correlation between plant-level wages and labor productivity averages .55, indicating that plants that have higher wages also tend to have higher levels of labor productivity. This correlation is almost constant over time, varying between .52 and .57 for all years between 1975 and 1992, and is statistically significant at the .005 level in all years. We also construct the correlation between plant-level changes in wages and plant-level changes in productivity by using data on 12,904 plants that appear in our data in We interpret the simple correlations as demonstrating that there exists a positive cross-plant relationship in the level of wages and productivity and a positive cross-plant relationship in the changes in wages and productivity. We interpret the aggregate time series presented in figure 2 as evidence that both cross-plant changes in wage and productivity dispersion are moving in a similar manner over the long run. In the remainder of the article, we examine more closely the changes in cross-plant wage and productivity distributions and relate these changes to the differential adoption patterns of new computing technology across producers.
V. Computer Investment and the Dispersion of Wages and Productivity
In this section we investigate the relationship between changes in technology and changes in wage and productivity dispersion. Clearly, one important technological change that occurred over the last 3 decades has been the diffusion of computing technologies throughout the economy. This widespread diffusion is observed in manufacturing as well. 
where our plant-level variable of interest, y,, is wages, productivity, or workforce structure for plant i in period t, X;, is a matrix of observable plant characteristics, f, is a parameter vector, and I, is the residual of the regression. The estimated parameters from this model do not have a direct structural interpretation, rather they are measures of the covariance structure in the data between measures of outcomes and plant characteristics. For example, the coefficients may reflect unobserved technology effects that are correlated with computer investment. In our setting, it is explicitly hypothesized that such unobserved technology effects may be correlated with observables like computer intensity. Moreover, the theories we are investigating suggest that the nature of these unobserved technology effects may have changed over time (e.g., skill-biased technical change that is embodied in observable indicators of technology like computer intensity) so that the covariance between measures of outcomes, like productivity, and measures of technology, such as computer investment, may have changed over time.
Our approach is to decompose the change in the dispersion of the dependent variable (yi,) into three components based on the regression model-changes in the distribution of observable plant characteristics (changes in the X's), changes in the differentials associated with the effect of the observables on the dependent variable (changes in the P's), and changes in the distribution of the unobservables (changes in the /'s). That is, consider the following version of equation (3) 
where 3 is the average effect of the observables on the dependent variable over the whole period. Using equation (4) Comparing the predicted to the actual change in the 90-10 differential yields a measure of the change in the dispersion of y, attributable to the change in the distribution of observable characteristics (the X's). Next we compute the predicted change using both the first and second terms of equation (4). This latter predicted change captures the impact of both changes in the distribution of the X's and changes in the j's. To obtain the marginal contribution of just the f's, we compare this change with the change in the overall distribution attributable to the change in the distribution of the X's.'6 The marginal contribution of changes in the distribution of the residuals is then just the total change in the 90-10 differential of the actual distribution minus the change due to changes in both the X's and the f's. 16 We should note that it is possible to get different results depending on the order of the decomposition as well as which year serves as the base year. We deliberately chose to put observable quantities first to give them the greatest opportunity to account for the changes in dispersion.
A. The Data
The data used to examine the between-plant changes in the dispersion of productivity, wages, and workforce composition come from the same source as the plant-level wage data employed in the prior section. Our analysis focuses on explaining the changes in dispersion in five plant-level variables: the log of average plant hourly wages, the log of average plant production worker hourly wages, the log of average plant nonproduction worker hourly wages, the nonproduction labor share of employment, and the log of output per hour. The wage and productivity variables are measured in the same fashion as in the preceding section. The nonproduction labor share variable is our attempt to capture changes in the composition of the workforce in manufacturing establishments. It is measured as the total wages paid to nonproduction workers divided by the total wages paid to all workers in the plant. In papers such as Berman, Bound, and Griliches ( ) discuss at considerable length the strengths and weaknesses of using nonproduction labor share as a measure of skill. It is well documented that nonproduction workers are generally more educated than production workers as a group. However, it is also the case that the nonproduction worker group includes both workers that would be considered more skilled than the typical production workers (engineers, managers, programmers) and also a set of workers that may be less skilled (janitors, guards). 18 We also experimented with using a zero-one dummy variable indicating whether or not a plant was currently investing in computing equipment in place of the ratio variable. The regression and Juhn et al. decomposition results that follow are, in general, qualitatively similar across these definitions.
19 See Troske (1996) for a detailed discussion of the computer investment question on the ASM. The use of the computer investment variable restricts our analysis to census years (the only years the computer investment question is asked) and reduces the sample size because of the lower response rate to this question. Table 2 cance in the coefficients is consistent with the finding in other studies that look at the relationship between computers and productivity using data from the late 1970s and 1980s. For example, the paper by Berndt and Morrison (1995), which uses capital stock data on office and computing equipment as their measure of advanced technology, also reports widely varying correlations between computers and productivity at the two-digit level.
A more recent study by Brynjolfsson and Hitt (2003) finds a relatively strong positive relationship between the stock computer equipment and productivity.23 One particular strength of the Brynjolfsson and Hitt study is in their measure of computer capital. Brynjolfsson and Hitt have constructed data on computer stocks based on detailed information on the composition of machines used by a firm. This is clearly superior to the measure that we have available. However, by doing so, they focus on a much smaller set of very large firms. In contrast, our data contains both small and large establishments and in each year includes more than 30,000 manufacturing plants. Our data differ from their data in other ways as well, and these differences also account for the different findings. First, our data include a large number of producers that are making no investments in computer equipment in a year. This is especially true in 1977, when investment in computing equipment is relatively rare. Second, our data cover a key 15-year period and allow us to observe the diffusion in computer equipment. Given our focus on the changing nature of the between-plant distribution of computers, it is important that we capture the diffusion process in our analysis. Finally, Brynjolfsson and Hitt's data come from the period 1987-94, whereas our data come from the late 1970s and early 1990s. Studies that use data from the mid-to late 1990s tend to find a much stronger relationship between productivity and computer capital. For example, a recent industry-level study by Stiroh (2002) shows that the impact of information technology on labor productivity is strongly positive in the mid-to late 1990s but is weak in the 1970s up through the early 1990s.
It is important to note that while we do not observe strong and consistent relationships between computers and productivity across all our industries, we do find systematic and consistent relationships between computers and our variables measuring worker skill. Plants investing in computing equipment pay higher average hourly wages and employ a greater share of nonproduction labor. Hence, we believe that our com- 23 Brynjolfsson and Yang (1996) provide an overview of the IT productivity literature. In general, they report that earlier studies based on data from the 1970s and 1980s find a much weaker relationship between IT and productivity than studies using data from the 1990s. puter measure is picking up systematic differences in plant operations that are associated with technological change.24 Of course, caution must be used in translating these changes in average industry coefficients into the implied changes in wage and productivity dispersion, since ultimately we need to consider the interaction between the changes in the coefficients for every industry and the changes in the dispersion in computer intensities in each industry. Indeed, it is via the Juhn et al. decomposition exercises that we consider this interaction, since the Juhn et al. methodology itself provides the appropriate weighting and aggregation of the changes in characteristics and the changes in differentials associated with these characteristics.
C. Full Distribution Accounting Results
Utilizing the information from the regressions, we examine changes in the dispersion of the between-plant wages, labor productivity, and workforce structure using the Juhn et al. decomposition analysis discussed above. We focus our attention here on the role of computer investments; however, we have examined The results for hourly wages, production wages, and nonproduction wages all show that rising wage dispersion is accounted for by increases in the dispersion of computer investment. Both the changes in the dispersion in the computer investment variable and the influence of the change in the 3's help account for the changes in the observed wage dispersion. These patterns hold true when we disaggregate wages by production and nonproduction labor (table 3, cols. 2 and 3). Column 4 reports the results for the nonproduction labor share (our measure of workforce skill), and it is again the case that both the shift in the 3's and the increasing dispersion of computer investment help account for the increase in dispersion in workforce structure, though most of the contribution comes from the observables category.
The results on labor productivity are more mixed (table 3, col. 5). The rise in dispersion in computer investment (holding the 3's fixed) certainly helps explain the rise in between-plant productivity dispersion. However, the 3's work in the opposite direction; the shift in the 3's on the computer variables that occurred between 1977 and 1992 actually leads to a lower dispersion in labor productivity. On balance, however, the net effect (the effect of both the observables and the 3's) of computer investment on productivity dispersion is to increase dispersion.
These results document the fact that differences in technology use across plants are closely related to rising wage and productivity dispersion in manufacturing. It is important to emphasize that the finding of an important role for computer investment is based on an analysis that controls for many other factors as well. Among these other factors are size and capital intensity. The covariation in the direct measures of technology, wages, and productivity across plants is consistent with the earlier theoretical discussion that identifies rising wage and productivity dispersion as potentially due to differential adoption of advanced technology across plants.
VI. Summary and Interpretation of Findings
mix, and technology used at the plant, such a systematic relationship would begin to make this scenario resemble a broadly defined notion of skill-biased technical change.
One could likewise argue that changes in institutions could yield a pattern of within-industry, between-plant increases in wage and productivity dispersion. Consider the possible impact of deunionization. Deunionization may have produced less wage compression and a relaxation of work rule constraints that resulted in an increase in wage and productivity dispersion across plants. However, one would again need to account for the fact that this rising wage and productivity dispersion is associated with changes in the distribution of computer investment across plants.
To conclude, we have documented that the rising overall wage dispersion in the U.S. economy is associated with rising wage and productivity dispersion across plants within the same narrowly defined industries. Moreover, a substantial fraction of this rising wage and productivity dispersion is accounted for by changes in the distribution of computer investment. Such findings are consistent with models of increased segregation by skill across plants and rising wage and productivity dispersion from skill-biased technical change that involves differential adoption of new technologies across plants. It may be that there are other models/ hypotheses consistent with these findings, but they will have to account for both the dominant role of between-plant effects and the important role of computer investment across plants.
Data Appendix

Combining Household and Establishment Survey Data: Measurements Issues
Several measurement error issues arise in combining information from household and establishment surveys. Since Davis and Haltiwanger (1991) provide an extensive discussion of these issues in this context, we review only the most salient issues here. First, unlike Davis and Haltiwanger (1991), we incorporate auxiliary establishments into our analysis using data from the Standard Statistical Establishment List (SSEL), which includes the universe of all establishments in each year. Therefore, our establishment-level data contain wage information for all manufacturing workers.
Second, like Davis and Haltiwanger (1991, 1996) , we must confront the difficulties associated with the fact that we have hours data only for production workers. We impute hours per worker for nonproduction workers in our augmented LRD as follows. Using the CPS, we calculate the ratio of hours per worker for production and nonproduction workers at the two-digit level. Using this ratio, and the measured hours per worker for production workers at the plant level in the LRD, we impute the hours per worker for nonproduction workers in a plant by requiring that 
the ratios be the same in the CPS and the LRD.26 Since this is at best a crude procedure, we further adjust the LRD means and variances of hourly wages for nonproduction workers so that the ratio of the LRD to CPS mean of hourly wages for nonproduction workers equals the corresponding ratio for production workers.27 We carry out this latter adjustment at the two-digit industry level (i.e., we do not require this ratio to hold at the plant level). While this methodology for combining household-and establishmentlevel data may be imprecise in a given year (especially for nonproduction workers), the time series changes in the respective contributions should be robust as long as the measurement error problems are stable over time. As will become clear, there is considerable evidence in favor of this argument.
Table Al presents summary statistics for hourly wages for all workers, nonproduction workers, and production workers for selected years. The first two columns are based upon the CPS, the second two columns are from the LRD, the next two columns are from the LRD supplemented with auxiliary establishments, and the last two columns are from the LRD augmented to incorporate the comparability adjustment described above (and also including the auxiliary establishments).28 All statistics are in 1987 dollars and are on an hours-weighted basis so that CPS and LRD tabulations are in principle directly comparable.
It is apparent from table Al that the LRD yields higher average hourly wages for all workers in each year and that this is primarily driven by substantially higher average hourly wages for nonproduction workers (e.g., the LRD with auxiliary establishments included has average nonproduction wages that are more than 10% higher than those in the CPS).29 However, the time series patterns in the mean wages across the different data sets are quite similar. The 5-year growth rates are similar across the CPS and the LRD for all manufacturing workers, nonproduction workers, and particularly for production workers. In addition, the time series pat- 29 Note that Davis and Haltiwanger (1991, 1996) also found higher average hourly earnings in the LRD and that this was driven primarily from nonproduction workers. One important factor is likely the crude imputation procedure for hours for nonproduction workers, which motivates the further adjustment of nonproduction hourly wages in the LRD. Note that we have also discovered some differences between the results reported here and those in Davis and Haltiwanger (1991, 1996) . Davis and Haltiwanger (1996) also augmented the LRD with auxiliary establishments for an analysis of wage dispersion in 1982. Their tabulations of wages from the CPS and the LRD for 1982 yield a substantially smaller gap between CPS and LRD hourly wages. The sources of these differences likely reflect some other differences between the data files used in the respective analyses. Davis and Haltiwanger use public-use CPS files with top-coded wages and adjust for top coding in the manner developed by Katz and Murphy (1992) . In contrast, we are using internal CPS files without top-coded wages. Interestingly, we find somewhat lower average wages using the internal CPS files than the public-use files adjusted for top coding. Another source of difference is the auxiliary establishment files. Davis and Haltiwanger use auxiliary establishment files processed during the economic censuses, while we use auxiliary establishment files directly from the SSEL. The files from the economic censuses have been more thoroughly edited, which may be important. In practice, we find higher average wages in our auxiliary establishment files from the SSELs than the auxiliary establishment files from the economic censuses. We created our auxiliary establishment files from the SSELs as opposed to the economic censuses, since the latter are available only every 5 years. We decided not to mix census-based auxiliary establishment files and SSEL-based auxiliary establishment files in noncensus years to avoid changes in measurement methodology over time.
LRD, the standard deviations of hourly wages may exhibit quite different patterns. The CPS standard deviation will reflect both within-plant and between-plant differences in wages across workers, while the LRD standard deviation will only reflect between-plant differences in wages across workers. Accordingly, the CPS standard deviation exceeds the LRD standard deviation in each year for all workers and for each worker type. Interestingly, however, the time series increase in the CPS standard deviation of hourly wages over the 1977-92 period is mimicked by similar time series increases in the LRD standard deviation. Further, the fourth column in table Al indicates that the increase in between-plant wage dispersion for all manufacturing plants is associated with an increase in between-plant wage dispersion for operating manufacturing establishments.
