Abstract-The availability of large microarray data has led to a growing interest in biclustering methods in the past decade. Several algorithms have been proposed to identify subsets of genes and conditions according to different similarity measures and under varying constraints. In this paper we focus on the exclusive row biclusteing problem (also known as projected clustering) for gene expression data sets, in which each row can only be a member of a single bicluster while columns can participate in multiple clusters. This type of biclustering may be adequate, for example, for clustering groups of cancer patients where each patient (row) is expected to be carrying only a single type of cancer, while each cancer type is associated with multiple (and possibly overlapping) genes (columns). In this paper we present a novel method to identify these exclusive row biclusters through a combination of existing biclustering algorithms and combinatorial auction techniques. We devise an approach for tuning the threshold for our algorithm based on comparison to a null model in the spirit of the Gap statistic approach [11] . We demonstrate our approach on both synthetic and real-world gene expression data and show its power in identifying large span nonoverlapping rows sub matrices, while considering their unique nature. The Gap statistic approach succeeds in identifying appropriate thresholds in all our examples.
INTRODUCTION
The technology of DNA chips (microarrays) provides an effective tool of gene expression mRNA level measurement in different conditions. This technology allows a comprehensive overview of genes' transcriptional behavior under different environmental conditions and provides a powerful source of information for our understanding of biological systems. Gene expression data is typically arranged in a matrix form, where each entry of the matrix is usually the logarithm of the relative abundance of the gene's mRNA under a specific condition. From the gene expression matrix we would like to extract valuable information on the way subsets of genes behave under sets of conditions. We would therefore like to identify submatrices (biclusters) of the gene expression matrix, in a way that each bicluster represents a group of genes that behave in a similar manner under different conditions. The biclustering problem was tackled by many researchers who suggested a broad range of methods and algorithms. These methods span different bicluster types, bicluster structures, different quality measures and different heuristics to overcome the computational complexity of the biclustering problem. A survey which encompasses a vast majority of the work that has been done was presented by Madeira and Oliveira [1] .
In this work we focus on a specific type of biclustering problem, in which we aim to identify maximal volume biclusters such that a row can only be member of a single bicluster (exclusive row). This type of biclustering is especially interesting in gene expression problems where each individual (represented by a row) is assumed to be part of only a single bicluster, while different biclusters may be associated with the same genes (columns). As an example, given a group of patients where each patient is known to be carrying only a single type of Leukemia, we would like to cluster the patients according to their Leukemia type and at the same time discover those genes that demonstrate a unique pattern for each type of Leukemia. Through accurate exclusive row biclustering we enhance the study of genes' transcriptional behavior in cases where we are able to collect genetic fingerprints from different individuals, and each individual is known to be influenced by a single, welldifferentiating, genetic related phenomenon.
We start with introducing the mean square residue (MSR) as a quality measure for our biclusters, followed by a definition of the biclusters' structure we are interested in. We formulate our problem and discuss our suggested solution approach. We then introduce our algorithm for exclusiverow biclustreing given a threshold on the MSR, as well as our Gap statistic based approach for tuning the threshold. We examine the performance of our method on both synthetic data and real-world gene expression data. We discuss our experiments' results and compare our approach's performance with previously proposed methods. We show that our approach demonstrates very accurate results in both types of experiments, compared with an overlap tolerant MSR based method [2] in the synthetic data experiments, and with projected clustering and other exclusive row methods, in the gene expression experiment. In particular, the MSR threshold selected by the Gap approach leads to favorable performance in all examples.
II. BACKGROUND

A. Mean Square Residue
Cheng and Church [3] were the first to introduce the concept of biclustering. They defined the MSR as their biclusters' quality measure. We follow their notation through the remaining sections of our paper. The gene expression matrix is noted as ൌ ሺǡ ሻ with a set of rows X and a set of columns Y. Each entry of the matrix is noted as ୧୨ and corresponds to the ୲୦ row and ୲୦ column. We represent a bicluster as a submatrix ሺǡ ሻ where ‫ؿ‬ and ‫ؿ‬ . We define ୧ to be the mean of ୲୦ row over all columns of the bicluster. In a similar manner ୍୨ is the mean of the
୲୦
column over all rows in the bicluster. ୍ is the mean of all entries of the bicluster ሺǡ ሻ.
A bicluster essentially corresponds to a submatrix which exhibits some coherent tendency. According to an additive model, a perfect bicluster ሺǡ ሻ with coherent values is defined as a subset of rows and columns such that each entry of the submatrix can be expressed as in (1) .
Where ρ is a typical constant value of the bicluster, Ƚ ୧ is an offset for the row ‫א‬ , and Ⱦ ୨ is an offset for the column ‫א‬ . In order to quantify how perfect a bicluster is, Cheng and Church [3] also defined a residue element ୧୨ which corresponds to the difference between the real measured value of an entry in the bicluster ୧୨ and its perfect value according to the additive model, ത ୧୨ . To quantify the quality of the entire bicluster we define the MSR as its mean of squared residues (2) .
We say a bicluster ሺǡ ሻ is a Ɂ-bicluster if ሺǡ ሻ ൏ ߜ. The MSR is commonly used when quantifying the quality of coherent value biclusters [1] [2] [3] . We therefore use it in our paper as our quality measure, as described below.
B. Bicluster Structure
Several structures of biclusters can be assumed to exist in a given gene expression matrix, as they are well described in Madeira and Oliveira's comprehensive survey [1] . In this paper we focus on the extraction of multiple exclusive row biclusters. Exclusive row biclusters are biclusters which may overlap in their columns but not in their rows. Most biclustering methods focus on overlap or non-overlap grouping in both dimensions, and we concentrate here on the few previous works that can address our problem of exclusive-row biclusterring.
Sheng et al. [4] introduced a Gibbs Sampling based exclusive row biclustering method. Their approach considers sequential extraction of coherent value biclusters, where clustered rows are masked for future iterations, to prevent overlap.
Projected clustering algorithms are also designed to extract exclusive row biclusters from a given gene expression matrix. The partitional algorithm PROCLUS, which is a variant of the k-medoid method, iteratively computes a good medoid for each cluster. With the set of medoids, PROCLUS [5] finds the subspace dimensions for each cluster by examining the locality of the space near it and assigns each data point to the cluster of the nearest medoid. HARP [6] is a hierarchical projected-clustering algorithm based on the assumption that if two data points are similar in high-dimensional space, they have a high probability of belonging to the same cluster in lower dimensional space. PCGEN [7] is another projected clustering algorithm, aimed to detect clusters of very low dimensionality embedded in high-dimensional space and avoiding the computation of the distance in the full dimensional space.
In this paper, we introduce a novel method for the discovery of exclusive row coherent value biclusters, based on a relaxation of an optimization problem, as presented in the next section.
III. METHODS
A. Problem Formulation
As stated above, we are interested in finding maximal size Ɂ-biclusters, such that each row element can only be assigned to a single biclusters (no overlap in rows), while no such constraint holds for the columns. We require a minimal number of rows and columns in each bicluster, to prevent the solution from containing single element biclusters. Formally, for a matrix ൌ ሺǡ ሻ , an MSR threshold Ɂ and minimal bicluster dimensions m and n, we would like to find a set of biclusters ሺǡ ሻ ୩ such that:
It is easy to show that this optimization problem is NPhard and an optimal solution cannot be achieved in a non exhaustive search method, which may take an exponential time to compute. We are also not aware of a practical approach for addressing this problem directly, even approximately. Therefore we suggest a relaxation to the problem, by solving it in two stages:
• Stage 1 -Optimization without the non-overlapping biclusters constraint:
• Stage 2 -Adding the no-overlap constraint:
Notice that in the first stage our goal is to find Ɂ -biclusters such that their size is as large as possible and with no limitation on the number of biclusters we are looking for. In the second stage our algorithm searches over the biclusters it found in its previous stage, and chooses the ones that achieve maximal volume without row overlap. Notice that each stage of the relaxed problem is still an NP-hard optimization problem. However these problems can be solved by well-studied approximations and the combination of the two stages achieves a solution to the relaxed problem, which is only dependent on the quality of each of the approximations.
B. Stage 1: Mean Square Residue Based Biclustering
For the purposes of this paper we focus on the Flexible Overlapped Biclustering (FLOC) algorithm, introduced by Yang et al. [2] , as a biclustering method for our first stage. In their work, Yang et at. presented a method for simultaneous discovery of K į-biclusters, such that their volume is maximized. The FLOC algorithm operates in two stages. In the first stage it initializes K biclusters by randomly assigning elements to each of them. It then continues to the second stage in which it chooses for each row and column the best action (add/drop a row or a column) with respect to each of the K biclusters. Notice that the FLOC algorithm has no overlap avoidance component and may find many extremely overlapped į-biclusters, depending on their initialization and given MSR threshold.
C. Stage 2: Adding the Non-overlap Constraint on Rows
We formulate our stage 2 problem as a combinatorial auction problem.A combinatorial auction is a type of an auction in which bidders (participants) can place bids on bundles of goods rather than individual items (as in traditional auctions). The goods are then auctioned simultaneously and the bundles are allocated in an "all-ornothing" manner. This means either the bidder wins the entire bundle, or he doesn't win the bundle at all. Particularly, we are interested in the winner determination problem (WDP), whereby a seller is faced with a set of price offers for various bundles of goods. His goal is to allocate the goods in a way that maximizes his revenue, subject to the constraint that each good can be allocated at most once. A representation of the WDP as an integer programming problem can be found in [8] . The WDP is equivalent to a weighted set-packing problem and is therefore NP-hard [9] . However, in practice it is possible to address interestinglylarge datasets with heuristic methods [10] , in order to find an optimal solution for the WDP.
For our stage 2 optimization problem, we look at the į-biclusters we found in stage 1 as bidders in a WDP, bidding for bundles of goods (rows), where the bidding price is the volume of the į-bicluster. We explain and demonstrate this process in detail in the following sections.
The algorithm we choose to focus on for the purposes of this paper is the branch and bound based Combinatorial Auction Structured Search (CASS) algorithm [8] . CASS is an exhaustive search algorithm which considers fewer partial allocations than the brute-force methods. It implements a depth-first search on the search tree. This has the advantage that CASS requires only linear space to store the search tree. Other mechanisms, such as bins, caching and bid ordering heuristics are used to enhance the performance of the CASS algorithm and described in detail in [8] . The CASS algorithm is guaranteed to converge to the optimal WDP allocation. Experiments show that for reasonably large WDPs and sufficient computational resources, which are adequate for our problem, it provides the optimal allocation quite rapidly.
D. Exclusive Row Mean Square Residue Biclustering
Going back to our initial objective, given a matrix A=(X,Y), we would like to find maximal size exclusive row į-biclusters. As described above, we relax our optimization problem by solving it in two separate stages.
1) Stage 1: Finding ocerlapped clusters
In the first stage our algorithm attempts to extract many large volume į-biclusters without the overlap constraint. We would like to discover as many į-biclusters as possible, as they will be used as candidates for exclusive row optimization in the next stage. To do so, we apply the FLOC algorithm on our input matrix A=(X,Y). Every time it is applied, the FLOC algorithm discovers a configurable number (K) of į-biclusters. These biclusters are not guaranteed to be non exclusive (and in some cases may be very similar), nor to converge to the optimal solution as FLOC performs a heuristic greedy search. Therefore, we apply the FLOC algorithm multiple times, at different random initializations, to generate as large a variety of different į-biclusters as possible. Moreover, as the algorithm tends to discover large volume į-biclusters, we apply it with į values smaller than the one we are requested to. By doing so, we also generate smaller size biclusters which naturally still hold the original constraint. The role of these smaller volume į-biclusters is discussed in the next paragraph.
2) Stage 2: Exclusive row volume maximization
Given a set of overlapping į-biclusters we are ready to choose the optimal subset such that their global volume is maximal and without row overlap. This problem can be formulated as a combinatorial auction WDP and solved by applying the CASS algorithm on it.
The WDP attempts to maximize the combinatorial auction's revenue, which is the sum of submitted prices (volumes) in a way that a single good (row) cannot be allocated to multiple bidders (į-biclusters). Since we perform an "all-or-nothing" combinatorial auction we would like to also have smaller size biclusters. These smaller biclusters, which naturally bid on a smaller number of rows, may win them in case bigger volume biclusters fail to do so. This way we overcome the problem of non-clustered rows, caused by conflicting large bundles. Further details can be found in [12] .
E. Complexity Analysis
Our method consists of two stages, with cascaded and separate algorithms. The first stage applies the FLOC biclustering algorithm on a given ൌ ሺǡ ሻ matrix. It is shown in [2] that its computational complexity is bounded by ሺሺȁȁ ȁȁሻ ଶ ȉ ȉ ሻ where ȁȁǡ ȁȁ are the dimensions of matrix A, K is the number of searched Ɂ-biclusters and p is the maximal number of iterations before termination.
The CASS algorithm, on the other hand, demonstrates an exponentially increasing complexity with the number of goods (rows, ȁȁ ) [8] . However, due to its heuristics and implementation optimizations, it proves to converge quite rapidly for reasonably large dataset, such as in our problem, as described in [8] ; our experiments show CASS takes less than tenth of our overall runtime.
F. MSR threshold selection
A major challenge of any clustering approach is the selection of an "optimal" (or at least good) threshold for "homogeneity" of the resulting clusters, to give results that are most meaningful. In standard one-way clustering, a widely used approach is Tibsirani et al.'s Gap statistic [11] . We adapt this approach to our setup of exclusive-row biclustering using the MSR as a homogeneity measure.
We follow the footsteps of the Tibshirani et al.'s approach to introduce an MSR threshold estimation method, based on the Gap statistic idea. Looking at our optimization problem (3-5), we notice that increasing the MSR threshold value results with greater volume discovered; the first stage of our suggested method, together with the optimality of the CASS algorithm, guarantees that the volume discovered for any MSR threshold value will necessarily be greater or equal to the volume discovered when applying smaller threshold values. In other words, the total volume discovered by our suggested method is a monotonically non-decreasing function of the MSR threshold value.
Assume a null hypothesis data set is drawn from a certain distribution, noted as the reference distribution, and construct a data set by embedding several biclusters with a known MSR in it. As we start to increase Ɂ ௧ we discover more of the embedded biclusters. However, as we increase Ɂ ௧ above the embedded biclusters' MSR value, we achieve larger biclusters than the ones we embedded, due to the addition of data entities that were drawn from the reference distribution and are not part of the embedded biclusters. In other words, increasing the MSR threshold above the embedded biclusters' MSR value shall result with a volume increase rate that is typical to the dataset's reference distribution. In order to detect this MSR threshold value, which is indicated by the elbow of the graph, we apply a Gap statistic method, comparing the discovered volume detected in the dataset with the volume discovered in reference dataset, drawn from the reference distribution (6).
Where ሺɁ ௧ ሻ is the volume discovered for an MSR threshold value Ɂ ௧ and ୬ ‫כ‬ denotes expectation under a sample of size n from the reference distribution. Further details and technicalities regarding the Gap statistic implementation, its reference distribution and its performance analysis can be found in [12] .
IV. EXPERIMENTS
In order to validate our method we conduct a series of experiments on synthetic and real-world data. In the synthetic experiments we generate uniformly distributed matrices, in which we embed exclusive row submatrices. Our goal is to discover these submatrices using our proposed algorithm and compare it to biclusters discovered by the designated FLOC algorithm. Our first real-world data experiment is a Leukemia data set provided by Armstrong et al. [13] . In their paper, Armstrong et al. showed that differences in gene expression data allow us to classify three types of Leukemia (Mixed Linkage Leukemia (MLL), Acute Lymphoblastic Leukemia (ALL) and Acute Myelogenous Leukemia (AML)). Their data set consists of expression data from Affymetrix chips for 12600 genes collected from 72 Leukemia patients, of whom 28 were diagnosed with ALL, 20 were MLL patients, and 24 were AML patients. Our goal in this experiment is to correctly cluster these three types of Leukemia patients and find the genes that correspond to each of them. We compare our results with the results obtained by Sheng at el. [4] , who applied their Gibbs sampling-based biclustering method, and with several projected clustering algorithms. We also examine our algorithm on a lung cancer dataset [14] in which 181 tissue samples are grouped into two clusters of 31 samples of pleural mesothelioma (MPM) and 150 of adenocarcinoma (ADCA) of the lung, each with 12533 genes. Our goal again is to correctly classify the tissue samples and identify corresponding genes.
A. Synthetic Data Experimental Results
In the synthetic data experiment we embed 5 non perfect 200X100 exclusive row biclusters in a 1000X1000 matrix. Each bicluster suffers from a different level of additive noise, such that first bicluster is the least noisy one and the fifth has the highest level of noise. We apply our method with different values of MSR threshold, denoted as fractions of the entire matrix's MSR, Ɂ . We then apply the Gap statistic method. We compare our results to the FLOC algorithm. Table 1 summarizes our results.
We can see that by increasing the MSR threshold value we are able to correctly cluster rows from noisier biclusters and achieve greater discovered volume. We also note that the results we get are significantly better than when applying the FLOC algorithm, even with the given desired number of biclusters as an input. Applying the Gap statistic we identify that the global maximum is achieved at Ɂ Ȁ͵. This value equals to the MSR value for which we achieved the highest accuracy, as can be verified in Table 1 .
B. Real World Dataset Experimental Results
We now examine our method on real-world data, in the form of the Leukemia patients data set, described above. As a preprocessing step, we follow Sheng at al. [4] who also analyzed the same data set and determined an upper and lower threshold bound on the gene expression values. We define a lower threshold of 100 and an upper threshold of 1600 to overcome noise and saturation measurement effects, respectively. We also examine the variation of each gene along all patients to identify only those genes that significantly vary and may be more valuable for differentiating between patients. We choose to select only the first 15 percent of genes with the highest standard deviation (as in Sheng at el.) which reduces our data set to contain 1887 genes for 72 Leukemia patients. We first examine our method on various values of MSR threshold in the same manner as we did in the previous section. The obtained results are summarized in Table 2 . We see that for lower MSR threshold values we hardly discover any biclusters, which is due to the fact that the biclusters embedded in the data set are not perfect in real world data. We can also see that by increasing the value of the MSR threshold we first discover the ALL Leukemia patients as a separate cluster, with a high accuracy rate, while the other two Leukemia type patients are still clustered together. As we continue to increase the MSR threshold range we are able to distinguish between the other two Leukemia patient groups and attain three separate Leukemia type biclusters with 89% of the patients correctly clustered, and no false clustering at all. As we further increase the MSR threshold we see larger yet less accurate biclusters which do not correctly group the Leukemia patients. This is explained by an exaggerated MSR value foe this data set. Fig. 1 shows the results we achieve, applying the Gap statistic method to find the optimal MSR threshold.
We notice that the maximal Gap is achieved at the location of the elbow, which correspond to an MSR value of ͵Ɂ ȀʹͲ. Comparing this result against table 2, we see that this value indeed indicates the first appearance of three separate biclusters, corresponding to the three Leukemia type patients.
Sheng at el. analyzed the same data set using a Gibbs Sampling approach. They performed sequential biclustering and forced exclusive row structure by masking the discovered rows in each step to avoid row overlap. Applying their algorithm on the Leukemia patients data set, and given the number of desired biclusters, they were able to correctly cluster 76% of the ALL patients, 85.7% of the AML patients and 82.3% of the MLL patients they analyzed. This summarizes to a total of 81% correctly clustered patients. Our two solutions, the one selected by the Gap statistic and the one corresponding to an MSR threshold of Ɂ Ȁͷ , both surpass this accuracy, achieving total accuracy rates of 84.7% and 88.9% respectively. Importantly, our approach does not require specification of the number of clusters. We also compare our results with projected clustering algorithms. To do so we use the Hubert-Arabie Adjusted Rand Index (ARI) [15] , which measures the similarity between the generated partition of the data points and the real partition. The ARI values range from zero (minimum similarity) to one (maximum similarity). Table 3 summarizes the ARI values achieved by PCGEN, HARP and PROCLUS, applied on the Leukemia dataset, as it is presented in [7] . Our suggested algorithm's ARI value is added as an additional column. In their paper Bouguessa et al. [7] tuned PCGEN with ߝ ൌ0.001 and k=10. In order to tune PROCLUS they tried multiple parameter values and used the ones resulting with the best accuracy. HARP requires the maximum percentage of outliers as a parameter; they set it to 0 because in sample-based clustering of gene expression data, no data point is considered as an outlier. As we can see in Table 3 , PCGEN and our algorithm were both able to achieve highly accurate results. However, our algorithm was able to do so blindly, without an a-priori set parameter. Moreover, while our algorithm aims to find the largest number of genes that may be associated with each Leukemia type, PCGEN tries to do the exact opposite and identify the smallest set of genes for each Leukemia type. This results with hundreds of genes found by our algorithms, compared to tens of genes discovered by PCGEN. Interestingly, both methods achieve quite the same accuracy results on the rows (patient clustering). Both HARP and PROCLUS fail to obtain competitive results on this problem.
In order to validate our comparison we examine our algorithm on the additional lung cancer dataset [14] . Table 4 summarizes the results achieved by the three projected clustering algorithms, and our suggested algorithm. As we can see, the results we obtain are quite consistent with the previous experiment. 
V. Summary
In this paper we introduced a novel method to extract maximal volume exclusive row į-biclusters through a combination of existing biclustering algorithms and a combinatorial auction WDP approach. We showed that our optimization problem can be relaxed and solved in two sequential stages, such that the first stage generates a set of overlapping į-biclusters which are then used as a basis for a volume optimization problem with a no-overlap-in-rows constraint. We also introduced a Gap statistic driven approach, to estimate the most suitable MSR threshold value, to set our method's parameter. The synthetic data simulation demonstrated the performance of our algorithm and its ability to correctly detect the most accurate MSR threshold such that the embedded biclusters are discovered. We also demonstrated our approach on real-world Leukemia gene expression and lung cancer data sets. We showed that our algorithm is able to discover the separate groups with high accuracy, without prior knowledge of the causative genes or the biclusters' expected MSR.
Formulating the exclusive row biclustering problem as a two stage problem, in which the first stage generates candidates for a combinatorial auction WDP optimization, is quite modular to the choice of a biclustering method. In other words, one can choose any type of overlapping biclustering method and apply it in the first stage in our suggested approach. By doing so, every overlapping biclustering method can be applied as exclusive row/column method, while maintaining its other advantages.
