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For a class of statistics used for multi-response permutation procedures, a weak 
invariance principle in D[O, l]P is established. In certain cases, the limiting process 
is shown to be the sum of squares of independent standard Wiener processes, 
independent of the underlying distribution function. 8 1988 Academic Press. Inc. 
1. INTRODUCTION 
Let { Xki, i = 1, , . . , n k; k = 1,. . . , p} be a set of independent randor 
variables, and let Fk(x) be the distribution function of Xki, i = 1,. . , , n, 
Then, for testing the hypothesis H,,: FI = . . . = l$ = F (unknown), Mielk 
et al. [5] have proposed multi-response permutatlon procedures based o 
the statistic 
Mh) = i ckSJnk(nk - l), 
k=l 
(1.1 
where 
tk = c h(Xki, xkj) 
lsi#j5nk 
is a U-statistic corresponding to the k th sample. Here 
ck 2 0, i ck = 1, N = 5 nk and h:W2+R 
k=l k=l 
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is a symmetric kernel (e.g., h could be a distance function, say h(x, y) = 
(x - Y)~). It is well known (see Shapiro and Hubert [7]) that under H,, 
(6, - E&V ,/-a,, w  h ere S, = 6,(h), has asymptotically, as N + 00, 
the N(0, 1) distribution. However, since both E6, and var 6, depend upon 
the unknown F, one cannot construct tests based on 6,. However, the 
influence of the unknown E6, disappears, if instead of a,,,,, one considers 
the statistic 
.&r(h) = &v(h) - u&)/N@’ - l), 0 4 
where h(h) = z(k,;)+(,,j) h( Xki, X,j) is the U-statistic based on the com- 
bined sample. Under H,, the limit distribution of PEP,(h) has been investi- 
gated by Brockwell et al. [3] and earlier by O’Reilly and Mielke [6]. In this 
note we examine this problem in a more general framework, and discuss the 
weak invariance within the space RP = D([O, l]p) of functions in p vari- 
ables with no discontinuity of the second kind, equipped with the extended 
Skorohod topology (see Bickel and Wichura [l] for definitions). 
2. WEAKINVARIANCE 
Assume from now on that the random variables Xki, i = 1,. . . , n,; 
k = l,..., p are independent and identically distributed according to the 
distribution function F. For convenience, we shall use the following nota- 
tions about U-statistics and von Mises functionals for kernels h: R2 + Iw 
and g: R --, R, respectively. 
For positive integers n and m, denote 
ifk#f, 
c h(Xki,Xkj) ifk=Zandm=n, 
F,w = i ,$ (qx,,+ - F(d); x E W (I is an indicator function) 
r-l 
and 
202 DENKER AND PURI 
For t = (t 1, . . . , fp) E [0, llP, let n,(t) denote the largest integer not ex- 
ceeding n,$, and set N(t) = En,(t). For functions ct: [O,l]P + IR belong- 
ing to Dp, define a statistic S:(t) by 
s;(t) = (g(t) - 
1 
N(t)(N(t) - 1) UN@, t)P (2.2) 
where 
and 
qvh t) = c h(Xki, $)* 
(k, O+(l, i) 
isn,(t); j<.,(t) 
Note that $((l, . . . , 1)) is exactly the statistic defined in (1.2) and S;(t) 
has the form described in (1.2) when the sample sizes are nl(t), . . . , n,(t). 
Also it is clear that S,” is a random function with values in Dp. 
In order to describe the limiting behavior of (2.2) we shall make use of 
stochastic integrals with respect to Kiefer processes. These integrals were 
introduced by Denker et al. [4]. Let Yi, . . . , X, denote p indepen- 
dent Kiefer processes with J?xk(t, S) = 0 and covariance operator 
E.%k(t, s)sk(t’, s’) = s(l - d)min(t, t’), (0 2 t, t’ 2 1; 0 2 s 5 s’ 5 1). 
Each Xk is a Gaussian random variable on C([O, l]*). If h = 
CF,j=lh(di, dj)ZLd,-l,d,)xId _,,d) (0 = do < do < . . * < d, = 1) is a W 
function defined on [0, 11’: then the stochastic integral Z,“,(t) is defined by 
G,(t) = 
Ch(di, dj)[xk(tl, di) -‘%k(‘l~ d,-,)I 
X [&(t2, dj) - %(t23 d,-I)] 
if k # 1 and 0 I t,, t, I 1; t = (tl, t2) 
Ch(di,dj)[xk(t,di) -xk(t,d;-l)] 
(2.3) 
X[yk(t,d,) -xk(t>dj-l)] 
ifk=I and Oltll. 
In general, if h: [0, 112 -+ II8 satisfies ]]h]]2 = jjh2(x, v) dx dy + 
jh*(x, x) dx -C co if k = 1, and ]]h]]* = ljh*(x, y) dxdy < 00 if k f 1, 
then this definition extends via the approximation by step functions as 
described above and the estimate (cf. Denker et al. [4, Lemma 4]), 
~(lIZ,ll, 2 E) 5 C~-211~l12, (2.4) 
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or, more generally, EllZ,h,ll& I Cljhjj2 for some constant C, independent of 
E and h. Hence the processes ZL, for 1 I k, I I p, and h satisfying 
I/ hII < cc are well defined and have continuous paths. 
We shall also write Z,“,(t) = jjh(x, y) dXk(t,, x) dX,(t,, y). 
Similarly, if h: [0, l] + R is a kernel satisfying Jh2(x) dx < co, the 
stochastic integrals Z,“( t ) = /h(x) d&( t, x) are also well-defined processes 
on C([O, 11) and, in fact, are Wiener processes with EZ,h(t) = 0 and 
EZ,h(t)Z,h(t’) = a2min(t, t’) (0 < t, f’ I l), where a2 = jh2(x) dx - 
(/h(x) W2- 
For a symmetric kernel h: R2 -+ R and for a distribution function F on 
R, we define the following three kernels: 
h,: [0,112 --f R, h,(x, y) = h(F-‘x, F-‘y), 
h”,: [o,112 + R, h”,kY) = 
h,(x, Y>, if x # y, 
o 
3 ifx =y, 
3;,: [OJ] + R, 7;,(x) = /“h(F-‘x, y) dF(y). 
It is easy to see that if lJh2(x, y) dF(x) dF(y) + lh2(x, x) dF(x) -C 00, 
then the stochastic integrals with respect to h,, iF, and hF are well 
defined. 
When taking limits as N + 00 in the following two theorems, we shall 
always assume that A, = X,(l) = lim n,N-’ exists and A, 2 A, for some 
A, > 0 (k = l,..., p). Let A,(t) = lim,,,n,(t)(N(t))-’ = 
(zAjtj)-lXktk. 
We also make the general assumption that ck = lim,,,c,N exists uni- 
formly in c and that ck is continuous (1 I k I p). We now state our 
results: 
THEOREM 2.1. Let the functions cf satisfy cF( t) 2 0 and Cfz,c~( t) = 1 
for all t E [O, l]P, and suppose h: [0, l] 2 
jjh2(x, y> dF(x) WY) < 00. 
--) II3 is a symmetric kernel satisfying 
(a) If A,(t) + ck(t) for some k and t, then fin~=ltJ~(t) converges 
weakly in D, to the random element 
$I1 Mf) - hkWl( ,~k’,)G1/2z~F(tk), (t E PJIP). 
(b) If hk(t) = ck(t) for all k and t, and if 
n,(t) 
max - -c:(t) >f(N), 
k,r N(t) 
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where N’/*f( N)log - ‘/*IV --, cc, then N1’2(f(N))-1(n~,ltk)~~(t) con- 
verges weakly in Dp to the random element 
provided gk(t) = limN+m (( ct( t) - nk( t)/N( t))/f( N)) exists uniformly 
in t. 
(c) If A,(t) = ck(t) for all k and t, and if 
n,(t) max N(t) - - cf(t) = o(N-l/2), 
then WIfmlt~)S~(t> converges weakly in Dp to the random element 
k-l 
I+k 
THEOREM 2.2. Let h: R * + R be a symmetric degenerate kernel (i.e., let 
7; F = 0) satisfying jjh*( x, y) dF( x) dF( y) < 00. Then the limiting distribu- 
tion of N(n[plt~)S~(t) is the same as the distribution of 
i bkb) - Ai(t))h,‘( n t:)zh(tk~ tk) 
k-l I+k 
- i y y( gti)( r$j)zfj(f*. d* 
I,k=l k 
I+k 
We make the general assumption (and it is no loss of generality) that the 
kernels considered are symmetric. 
The proofs of the above theorems are based on the following two 
lemmas. 
LEMMA 2.1. If either 
c:(t) 2 0, i ck(t) = 1, 
k=l 
or //h(x, y) dF(x) dF(y) = 0, 
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then the joint distribution of the statistics 
(s;(t); t = (tl,..., t,),o It, I 1; rzk E Iv, k = l)...) p) 
is given by the joint distribution of 
f = (tl,...,tp), o<t,<l, nk E N, k = l,...,p; 
where the V-functions are dejned as in (2.1) for the corresponding kernels 
h”r, h,, hr and for independent random variables { Yki, i = 1, . . . , n,; k = 
1 ,.*-, p } each having the uniform distribution over (0,l). 
LEMMA 2.2. If //h*(x, y) dF(x) dF(y) < co, then as N + co, the joint 
distribution of 
c2 1’2t,t,v~i:),n,(,,(hF); nitfv.l,i$,n,(,,( iF); nf/2tiV&r)( h,); k nl 
k + I,1 I k, I, i, j I p) 
converges weakly in Dp rziP to the joint distribution of 
( ZLf, 22, ZfF; k # I, 1 I k, 1, i, j I p } . 
Proof of Lfmma 2.1. Setting j,(x) = /h(x, y) dF(y), 8 = 
WX,,, X12), h,(x) = h,(x) - 4 and h(x, Y> = h(x, Y) - h,(x) - h,(y) 
+ 8, we note that 
Go un”,i:, n,(t)(h) = u;,ilr,, n,(r) 
+ n,(t)n,(t)e’if k # 1. 
(b + nk(t)u~,(t)(hl) + nl(t>u$~)(~l) 
@I Uny), n,(t)(h) = Un”,if), n,(t) 
nk(t)(nk(f) - l>‘% and 
Oh + W,(t) - W&,(h) + 
(cl u,kci’t),,lo(I;) = nk(t)nr(t)V,k(‘t),.,,,,(h) if k + 1. 
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Thus, we can rewrite Sk(t) as 
s;(t) = 5 
k=l 
Note that the distribution of {(S;(t)), t E [O,l]P, nk E N, k = 1,. . . , p} 
remains unchanged when replacing the kernel h by h, and replacing the 
random variables Xkj by independent random variables Ykj taken from a 
uniform distri$ttion. Also, we may replace the kernel I$, in the one-sample 
U-statistic by h,. Then 
vn”,$j,.,(&) = bkw)2K:i:),n,(r)( k). 
Since the von Mises’ functionals are unchanged when passing from h to fi 
and vice versa, we obtain the following representation of S,$: 
s;(t) = 5 m) 1 
k=l nkW(nk(t) - 1) - WGW - 1) 1 
The proof follows. 
Proof of Lemma 2.2. Let h,, I = 
1 
xhk,l(di~ dj)l[d,-l, d,)X[d,-,, d,) cky 1 = 
*., p) and h,, = Ch,.(di)l,, _ d ) 
&ere the partitions 0 = d, c d,‘;’ :. . 
(k* = 1,. . . , p) be step functions, 
< d, = 1 may depend on k, I, or 
k*. Define the function L: (D([O, 112))P + (D([O, l]P))J’*+P by 
L,,,(f,,...,f,)(t,,... 7 fp> = ~hk,(di~ dj)(.f/c(t,, di) -.f/c(t/cp df-,>> 
‘(f/Ct,, dj) -f/Ct,y dj-l)) 
for 1 I k, 1 I p, 
L,.(f,, . . . , fp)(fl,. . ., t,) = &&i)(f~*(t,+ d;) -f&p, 4-d. 
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It is easy to see that L is continuous at continuous functions fi, . . . , fp, i.e., 
L is Xi,. . . , XP a.s. continuous. Since by the weak invariance principle for 
the empirical process, 
nk(t) 
gk,n,(t.s) = nk 1’2r(nk(r))-’ c (‘{Y,,~~) - s, --) xk(tj s, t2.5) 
i=l 
weakly in D, (Bickel and Wichura [l]), and since the samples Yki are 
independent, the joint distribution of (g,, J, 1 I k I p, converges to that 
of (X,), 1 I k 5 p. But L is a.s. continuous so that the joint distribution 
of n’,/2n:/2t t Vk,’ 
(Z,h”j’, Z,“k’). 
k I nx(t),n,(t)(hk.I)3 n’k!2rk*v,k*:(t)(h)) converges to that of 
But this statement holds true for arbitrary kernels h,, , and h,, satisfying 
]]hk ,]I2 < cc and ]]/I,.]]~ < 00, since we can apply (2.4) and the correspond- 
ing estimate for von Mises’ functionals: 
for all nk, n, satisfying nk/(nk + n,) E [A,,1 - A,], where A, > 0. Here 
C depends only on A,. We also have, of course, the corresponding state- 
ment for Vk:( t)( h k.). 
Taking h,*, = h, if k # 1, h,*, = A, if k = 1, and h,, = i,, we note 
that the assumption llh2(x, y) dF(x) dF(y) < 00 implies llh,(12 < 00, 
IlW12 < 60, and JJh,j12 -K CO. Hence the joint distribution of 
{ n~‘2n~‘2rkf~v~(~), n,(t#A (k f I); nkt,$$&, n,(t~&h nl,!2tk*V,kk.(t,(h~)> 
1 I k, k* I p} converges to that of { Zk[, (k # I), Zf1, Zif, 1 I k, 
k* I p }. The proof ends. 
Proof of Theorem 2.1. By Lemma 2.1, Sk has a representation as a 
linear combination of 
?+” “‘tkt,vnkki:),n,(t,(hF), nkfk2v~$),nk(f)(~~)> and “lk/2fkvn”,(t)(hF), k nl 
where the coefficients are functions in t E [0, l]J’ and depend on N. In view 
of Lemma 2.2, it is sufficient to show that these functions converge to an 
appropriate limit when N + M. The details are left to the reader. 
In case (a), 
1 1 (nk(t)) 2 1 - nk(t)(nk(t) - 1) N(t)(N(t) - 1) nkti + ” 
nk(r>nl(t) 1 
N(t)(N(t) - 1) n’,/2n+‘2tkt, + *’ 
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and 
In case (b), we have to multiply the above functions by l/f(N). The first 
two sequences of functions still converge to 0 while the third one converges 
to 2(llj+ktj)hk1/2gk(t), provided j(N)N’/*log-‘/*IV + 0. 
To prove case (c), note that 
I 
n,(t)* 
n&>bk(t) - 1) - N(t)(N(t) - 1) ndk2 
and 
2N 
n,(t) 
c;(t) - - 
N(t) nk 1 - l’*G l 
-2~~“*(~tj)(~ti)~(c~~t~-~)N”*=O. 
Proof of Theorem 2.2. As in the foregoing proof, Sk can be represented 
as a linear combination of 
?+‘* 1’2tkt,v,kk&, n,(t)( hF), nkrk2vi$j, n,(r)( b), k nl 
and 
Since h is degenerate, hF f 0 and it is sufficient to consider the coefficients 
belonging to the double stochastic integrals. We have 
40) 1 
I 
(nkON2 
nk(t>(nk(t) - l> - N(t)(N(t) - l> “k6 
--, (j$+$k(t) - %ctt)] 
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and 
N fir2 i 1 
nkton&) 
j=l ’ N(t)(N(t) - l)n, 
-1/2n11/2tklt11 
+ (g’j)( ~ti)X;1’2X;I’2XX(f)X,(t). 
The theorem follows. 
Remarks. (1) Since h is assumed to be symmetric, it defines a Hilbert- 
Schmidt operator on I,*(&) by f + jh( F-‘( a), F-‘( y))f( y) dy. Hence 
one can write h,(x, y) = Cy&(x)fj(y) (in L2(dx 8 dx)), where Cyj’ -C cc 
and where the fi are orthonormal functions in L*(dx). Therefore we have 
//h,(x, Y) dxk(t, x) dX,(s, Y> = CYjZk(t)Zfi(S) (k + 1) 
and 
j/h~(xy Y) dxk(f, x> dxk(t, Y) = CYj[[Zk(‘)12 - ‘1. 
The processes Zfi are independent standard Wiener processes; hence the 
limiting distributions in Theorem 2.1(c) and Theorem 2.2 depend only on 
the coefficients y,, which, of course, depend on F; e.g., for Theorem 2.1(c) it 
is given by 
For t, = . . . = tp = 1 this reduces to Eyj(x:,,-r + 1 - p), where &-r 
are independent &i-square random variables each with p - 1 degrees of 
freedom. Our Theorem 2.2 is completely new. However, Theorem 2.1 is a 
significant improvement over Theorem 3 in Brockwell et al. [3] even when 
reducing it to the case t, = . . . = rP = 1, since we only assume in (c) that 
1$(l) - n,JN] = o(N-‘/~), k = 1,. . . , p. The general forms of Theorems 
2.1 and 2.2 can also be used to obtain asymptotic normality of YN( h) when 
the sample sizes n,, . . . , nP are random and are stochastically equivalent to 
a sequence (mr( N), . . . , m,(N)) of integers mj(N) -+ 60 (cf. Billingsley [2, 
Section 171) in the sense that nj/mj - 1 + 0 in probability. 
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(2) In many cases of interest, h is given by some fixed expansion; for 
example, when h corresponds to the x2-test of fit. It might z~lso be helpful 
to replace the kernel h by the corresponding degenerate one h. Consider the 
kernel h(x, v) = (f(x) - f(~))~. Then 4(x, y) = -2(f(x) - 
/f(u) Wu))(f(~) - /f(u) Wu)) h as a fixed natural expansion and we 
may again replace fi in Theorems 2.1(c) or 2.2 by the kernel - 2f(x)f( JJ). 
In this case the limiting distribution is also given by (2.7) (for Theorem 
2.1(c) with y1 = - 2, y, = 0 (j > l), and 4 = f, (j = 1); rj = 0 (j > 1)). 
Here Zk are Wiener processes with EZk(t) = 0 and EZk(t)Zkf’(s) = 
a2min(t, s), where u2 = 12f2(x) dF(x) - (/f(x) ~F(x))~. Thus, the limit- 
ing distribution depends only on a2, and dividing Si by a consistent 
estimator of a2 yields a limiting distribution which is independent of F. 
(3) In Theorem 2.2, the coefficients ck( t) may be chosen arbitrarily. Let 
us assume the situation of the last remark. The limiting distribution 
depends only on u2 as long as F varies in the class of distributions with 
/f(x) dF(x) = 0. If ~~(1) = 0 f or all k, then NuP2S~(l) is distributed like 
-u-2jI:&zp)2 + 1 =” x2 + 1. 
‘k I 
If c,Jt) are chosen so that Cc,(t) # 1, then for any F with /f(x) dF(x) f 0, 
lSs(l)( + cc so that Si may serve to test H,,: Fl = *. . = Fp = F and 
jf(x) dF(x) = 0. 
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