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A Study on Sequential Classifiers Combination using 
Supervised Machine Learning Approach for Intrusion Detection 
System  
 
Phetlasy Sornxayya 
Abstract 
 
Data classification for intrusion detection system (IDS) is a process to distinguish normal 
and malicious traffic. The classifier enables to correctly allow normal users and stop 
malicious ones to ensure the security of network system. The IDS is a device or software to 
monitor network traffic to detect malicious activity. In terms of detection results, there could 
be two types of false, namely, the false positive which incorrectly detects normal traffic as 
abnormal, and the false negative which incorrectly judges malicious traffic as normal. To 
protect the network system, we expect that FN should be minimized as low as possible. To 
improve the performance of classifier for IDS, false negative (FN) and false positive (FP) 
have to be reduced. However, it is difficult to reduce the both metrics simultaneously because 
there is a trade-off between FP and FN when IDS detects malicious traffic.  
In this thesis, we propose two methods of sequential classifiers combination using 
supervised machine learning to improve the performance for IDS. Since the single classifier 
suffers a high FN rate in general, therefore additional classifiers are sequentially combined 
in order to detect more positives. The first method sequentially combines two classifiers with 
different optimization policies to improve the accuracy of classification. The first classifier 
is utilized to minimize false negative, and the second one is to reduce false positive. Five 
different machine learning algorithms such as sequential minimal optimization (SMO), naïve 
bayes (NB), decision tree J48, k-nearest neighbor IBK, and multilayer perceptron (MLP) are 
utilized in the method. The experiment results with NSL-KDD’99 dataset show that the first 
proposed method enables to reduce more false negative and generated less false positive so 
that the accuracy of sequential two classifiers is better than single classifier. The accuracies 
of combination of two sequential classifiers are 83.16%, 86.52%, 86.82%, 86.23%, and 
83.65% for SMO & J48, NB & J48, J48 & IBK, IBK & J48, and MLP & J48, respectively. 
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For the second approach, a sequential classifiers combination with various different ML 
algorithms is proposed to reduce false negative for IDS. The second sequential classifiers 
combination method obtains five algorithms to reduce false negative with acceptable false 
positive as a result the sensitivity and accuracy of the classification are improved. Since the 
additional sequential classifiers enable to reduce more FN and do not generate much FP in 
the approach, we can achieve a reduction of FN at the final output. The experiment results 
show that combining sequential classifiers is better than single classifier in term of sensitivity 
and accuracy because false negatives were additionally detected as the next sequential 
classifiers. However, we also obtain lower specificity because of the false positive of the 
later classifiers generated. The sensitivity of sequential classifiers combination is improved 
from the single classifier 82.59% to 90.60%, the accuracy is improved from 88.45% to 
90.37%. In the contrast, the specificity is decreased from 96.21% to 90.08% because we 
prioritize the sensitivity. The experimental results also show that our proposed methods 
outperform the previous works.  
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CHAPTER 1 
1 INTRODUCTION 
 
1.1 Research Background 
 
The increasing of information on the Internet is extremely huge and rapid in growth of the 
Internet from 1995 to 2018 [1]. On December 1995, the number of the Internet users is 16 
million and equals to 0.4 percent of the world population. Within 10 years, the number of 
users rapidly increases to 1,018 million (15.7 % of the world population) in December 2005. 
And then, on June 2018, it jumped to 4,208 million users (55.1% of world population). 
People connect to each other in every single second, and there are plenty of opportunities 
and threat as well, bad people have utilized the Internet to access to the network system and 
steal the other people’ confidential information. Therefore, Internet security is very important, 
many security tools are utilized such as firewall, antivirus, intrusion prevention system (IPS), 
intrusion detection system (IDS). IDS is more powerful due to its detection capabilities [2].  
Classification of network traffic in IDS is a process to distinguish normal and 
malicious traffic. There are two types of data classification in IDS, binary classification and 
multiple classification. Binary classification is to classify the network traffic into normal and 
anomaly (negative and positive), while multiple classification is to classify traffic into many 
categories like normal, DoS, probe, U2R, R2L [3], [4], and distinguishes anomaly (positive) 
in detail of main type of attack. The true classification for positive part, called sensitivity, is 
necessary because positive is malicious traffic. If malicious traffic is correctly detected, the 
network is safe from the attacks. In addition, the true classification for negative, called 
specificity, is also important, negative refers to normal traffic, the IDS has to allow normal 
traffic through the network. To protect the network, false negative has to be none (or 100% 
of sensitivity). However, in actual situation, there is trade-off between false negative (FN) 
and false positive (FP) [5], [6] affects the performance in term of the sensitivity, specificity, 
and accuracy. It is difficult to improve both the sensitivity and specificity simultaneously.  
There are two types of classification for IDS such as single classifier, and ensemble 
classifier. The single classifier suffers from high FN because there is a limitation of classifier 
algorithm so that the result of the single classifier obtains low sensitivity and accuracy. 
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Ensemble method includes parallel and sequential classifiers and these are proposed to 
improve performance of the single classifier. However, the parallel classifiers like Bagging, 
Boosting [7], Stacking [8] and voting [9] have not been designed to solve the problem of 
trade-off between false negative and false positive.  
 
1.2 Research Aim 
 
The main aim of our research is to improve the accuracy and the sensitivity for IDS. First, 
we design a sequential combination method with two different classifiers to improve the 
accuracy of the classification by reducing false negative and false positive. The first classifier 
is to reduce FN, while the second one focuses on FP. In the final result of combining two 
classifiers, we enable to improve the accuracy for intrusion detection system. The method of 
combining two classifiers is able to improve the accuracy, however, the accuracy is still not 
satisfied because of high false negative. Reducing more FN, the accuracy and the sensitivity 
can be improved. To reduce FN, we propose a sequential classifiers combination using 
various different classifiers, and each classifier is in charge of reduce FN. The FN 
(undetected malicious traffic from the earlier classifier) will be reclassified and detected in 
the latter classifiers. With this method, the FN is reduced, and as a result, the accuracy and 
the sensitivity of classification for IDS are improved. 
 
1.3 Scope of the research 
 
The study covers the design of the sequential classifiers combination model to classify 
network traffic. We utilize supervised machine learning algorithms in WEKA, machine 
learning software, to train the classifier models. NSL KDD’99 dataset, updated version of 
KDDCup’99 dataset, is used in the experiment. We conduct binary classification to classify 
the network traffic into two different classes such as normal and anomaly, in the anomaly 
class consists of four main types of attack like DoS, probe, U2R, R2L. The order of classifier 
is based on the number of FP of the model, the smaller FP places at the first place in order 
not to produce high false positive at the final stage. The sequential classifiers respond to 
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detect undetected malicious traffic from earlier classifier to reduce the number of false 
negative. 
 
1.4 Contribution of our work 
 
We designed two methods of sequential classifiers combination to improve the accuracy and 
the sensitivity of intrusion detection system, selected classifier algorithms for each classifier, 
and also defined the order of classifier that effects the classification result. Since the single 
classifier suffers from the high rate of FN, the trade-off between FN and FP does not enable 
to solve in the single classifier. However, our proposed methods enable to solve these 
problems: the rate of FN, and the trade-off problem between FN and FP. The contributions 
of the research are as follows.  
Firstly, our first method with two sequential classifiers combination enables to solve 
the problem of low accuracy of the single classifier. The design methods with two different 
algorithms for each combination, the first classifier predicts the whole testing dataset, and 
then the negative output of classifier 1 is fed to classifier 2 to reclassify for detecting more 
positive because we can detect more positive (reduce FN) by the second classifier. We 
utilized five ML algorithms so that we obtain 20 combinations in total. Finally, we analyze, 
compare and select the best combination.  
Secondly, to detect more FN from the first method with the two sequential classifiers 
combination, we analyze another metric, sensitivity.  The accuracy is not enough to indicate 
the effectiveness of classifiers combination because there are two factors (FN and FP) behind 
the high accuracy explained in two cases study. The case 1, high accuracy could be low FP 
with high FN, this case is very dangerous because the malicious traffic access through the 
network system; or the case 2 is low FN with high FP. Therefore, we proposed another 
method consists of five different sequential classifiers combination focusing on reducing FN 
which is very dangerous for network security, with considering acceptable FP, to improve 
the sensitivity that means the classifiers enable to detect more positive (malicious traffic), 
and also improve the accuracy.   
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1.5 Organization of the thesis 
 
We divide the contents of our thesis into five chapters in the following. 
The first chapter gives the introduction of our research area regarding to data 
classification for intrusion detection system. The research background is described with the 
problem of current research, and the aim of our research to solve the existing problems. 
Moreover, we also address the contribution of our research. 
For chapter 2, we describe research literature including the type of intrusion detection 
system, the data classification of binary classification for network traffic, the evaluation 
metrics used in this thesis, WEKA classification tool, the classification procedure, and the 
algorithms of classification. Finally, the related works and the problem of the previous works 
are described in this chapter. 
In chapter 3, we present a method of sequential combination with two different 
classifiers to improve the accuracy. The design methodology and optimization policy are 
explained. The dataset used in the experiment is described. The information of experiment 
result and discussion are presented, and the last subsection is to compare the result of the 
proposed method with single classifier and other researches.  
In chapter 4, we present another method of sequential combination with five different 
classifiers to reduce FN in order to improve the sensitivity and the accuracy. We show the 
design methodology, and present its policy. NSL-KDD’99 data set is also deployed. The 
experiment results are conducted with full testing dataset KDDT+ and subset testing dataset 
KDDTest-21. Then, the results are analyzed, and compared with other researchers’ results. 
Finally, we discuss the processing delay and the implementation of the proposed method. 
The last chapter, chapter 5, draws the conclusions of our thesis and also describes the 
directions for the future works.  
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CHAPTER 2 
2 INTRUSION DETECTION SYSTEM AND DATA 
CLASSIFICATION 
 
In chapter 2, we explain about the intrusion detection system, the necessary to have in the 
system and also the classification for IDS into two main categories; normal and malicious 
activities. 
 In the section 2.1 and 2.2, we describe the meaning of IDS, where it is installed in the 
network system, the type of IDS, and how it works to protect the network. Data classification 
is described in section 2.3, which includes binary classification and also multiple 
classification, and the confusion matrix to show the detail of classification result and 
evaluation metrics used in this thesis such as sensitivity, specificity, and accuracy. In section 
2.4, we address the procedure of the data classification. For instance, data preprocessing, 
training the model, evaluating the trained model in testing phase, and the last one is how to 
combine those sequential classifiers. Machine learning algorithms for our classification is 
presented such as sequential minimal optimization, naïve bayes, decision tree, k-nearest 
neighbor, and multilayer perceptron. For the last two sections 2.7 and 2.8 explain the related 
works in this area and the existing problems for IDS classification. 
 
2.1 Intrusion Detection System 
 
The intrusion detection system (IDS) [10] [11], is a device or application that actively 
monitors network for malicious activities and alert these to the security administrator when 
it detects an attack. There are many types of IDS with different function, record information, 
notify malicious activities for administrator, and produce reports. IDS can be installed and 
configure differently, and placed at the network called network intrusion detection system 
(NIDS), or installed on the particular host that is host-based IDS (HIDS) as shown in Figure 
1. 
 When IDS is installed on the individual workstation, it can detect threat and 
immediately alert it to the user. The drawback of IDS; it can slow down the computer like 
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scanning of antivirus software slows down the machine. IDS software offers two types of 
protection, active and passive. Active IDS software tries to prevent the attacker from gaining 
access to the system. When IDS notices malicious traffic coming through the network, it 
identifies that those traffic is not allowed and blocks the IP address. Another is passive IDS 
logs and reports malicious activities and attacks. However, passive IDS does not actively 
respond to the threats and lets the user or network administrator making final decision. 
  
 
Figure 1. the diagram of host-based IDS and network-based IDS. 
 
2.2 Type of Intrusion Detection System 
 
The intrusion detection system is divided into many types depending on where they are 
installed and deployed such as host based IDS which deployed at the particular device, or 
network based IDS which locates between firewall and LAN to monitor network segment. 
Classification is also based on the capabilities. For instance, signature based IDS is to detect 
known malicious matching with database, and anomaly based one uses to detect the anomaly 
based on the baseline of the normal activities. We describe IDS as follows. 
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2.2.1 Host based IDS 
 
Host based Intrusion Detection System (HIDS) [10], [11] is installed on the individual 
devices in LAN, monitors a single device. HIDS evaluates traffic generated by the host and 
the firewall protects host with the information of HIDS. HIDS gathers system variables such 
as system processes, CPU use, file accesses, do not sniff packets as they enter the LAN. Its 
advantages and disadvantages are below. 
Advantages: HIDS enables to detect activities on the host, process encrypted traffic, not 
affected by use of switched network protocols, it also compares records stored in audit logs.  
Disadvantages: there are many management issues, vulnerable to direct attacks and attacks 
against host, HIDS consumes a large amount of disk space, affects the increasing 
performance overhead on the host. 
  
2.2.2 Network based IDS 
 
Network based IDS (NIDS) monitors incoming and outgoing traffics on network in real or 
close to real time. One of the popular IDS software for the both of host-based and network-
based is SNORT [12]. SNORT is an open-source IDS software, and is capable of real-time 
traffic analysis and packet logging. SNORT alerts users when it detects incoming malicious 
traffic. NIDS locates on the network to monitor the network traffic, behind the firewall and 
before the LAN, and enables to sniff traffic. NIDS handles a high volume of traffic and 
requires dedicated hardware appliance. 
 
2.2.3 Signature based IDS 
 
Signature based IDS [11] contains a database of attacks recognized previously, compares 
incoming threats with signature database, and detects any attack that is on the list of database. 
If the threats are already determined or known, this method works effectively. This implicates 
that detecting procedures are searching a series of bytes or sequence termed to be malicious. 
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2.2.4 Anomaly based IDS 
 
Anomaly based IDS [13] builds a baseline of what’s normal, and the others different from 
the baseline will be considered as anomaly. Anomaly based or behavior base IDS learns from 
samples of normal activities and keeps what the normal activities look like. Anytime it finds 
the obvious anomalies, it makes alarm.  Sometimes it called an expert system because the 
more it runs the more it learns what happens. In general, the results of anomaly based are 
more false positive than signature based IDS. 
 
2.3 Data Classification 
 
Data classification or data mining is a process of analyzing structured or unstructured data, 
and then organizing it into categories based on the file type and contents [14]. Data 
classification applies in many areas such as network traffic classification (normal traffic or 
malicious traffic), E-mail classification (spam or ham), quality control (pass or fail), medical 
diagnosis (have disease or no disease), image classification, and so on. There are binary 
classification and multiple classification describe in the next sections. 
 
2.3.1 Binary Classification 
 
Binary classification is the process to classify the data and obtains only two classes. It falls 
into the domain of supervised learning because the training dataset is labeled. It is widely 
use, for instance, IDS classification, pam detection, medical diagnosis, credit card fraudulent 
transaction detection. We apply binary classification for IDS to classify the network traffic 
into two different categories: normal traffic and malicious one. 
 
2.3.2 Multiple Classification 
 
Multiple classification or multiclass is the problem of classifying dataset with class attributes 
with more than two classes. For example, we use multiple classifiers in classification of four 
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classes of a flower, classification of fruit size into three classes like Small, Medium, and 
Large size. One more example, we are also able to apply multiple classification to classify 
network traffic for IDS to classify the four main types of attack so in this case there is five 
classes to predict such normal, DoS, probe, U2R, R2L. Therefore, if the dataset with more 
than two classes, multiple classification is implemented.  
 
2.3.3 Confusion Matrix 
 
In order to understand the detail of classification result, we have to analyze the confusion 
matrix. Confusion matrix is a table showing the output of whole cases happening for 
classification so that we can see in detail. After that, we can plan to tune the parameters or to 
change the algorithm to boost the performance of classification. For binary classification, 
there are four possible results such as true negative, true positive, false negative, and false 
positive.  
 
Table 1. Confusion matrix of binary classification. 
 
 
 
Predicted class 
Negative Positive  
A
ct
ua
l c
la
ss
 
N
eg
at
iv
e 
 
True Negative 
(TN) 
False Positive 
(FP) 
Po
si
tiv
e False Negative 
(FN) 
True Positive 
(TP) 
 
 
Table 1 shows the confusion matrix of binary classification. There are two values of 
actual class, Positive and Negative, and also two values for Predicted class. In case of IDS, 
positive refers to malicious traffic, and negative means normal traffic. The possible result of 
binary classification is four cases such as TN, FN, FP, and TP as follows. 
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1. True Positives (TP): is the case that the classifier correctly classifies positive as 
positive instance. 
2. True Negatives (TN): is for case of the classifier correctly classifies negative as 
negative instance.   
3. False Positive (FP): is the case when the classifier incorrectly classifies negative 
instance as positive one.   
4. False Negative (FN): is for the case of the classifier incorrectly classifies positive 
as negative instance.  
 
From the Table 1, we can calculate the metrics of classification; Sensitivity, 
Specificity, Accuracy, and the other metrics.  
 
2.3.4 Evaluation Metrics 
 
It is important to know how well the proposed methods perform in order to analyze, plan and 
improve the method. We use three metrics to evaluate our sequential classifiers combination 
method. They are sensitivity, specificity, and accuracy, and the detailed description and 
formula will present in the following subsection.  
 
2.3.4.1 Sensitivity 
 
Sensitivity, also called the True Positive Rate (TPR) or recall, is the metric to measure how 
well that the model can correctly detect positive as positive. Equation 1 shows definition of 
sensitivity, which is the proportion of the total number of TP divided by the total number of 
actual positive instances [15]. If the FN is low, then Sensitivity is high. Sensitivity shows 
how effective the classifier enables to detect the positive instance. 
 
Sensitivity = ୘୔
୔
 x 100% ……………………………………………..………………… (1) 
 
P is the total number of positive instance, P = TP + FN. 
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2.3.4.2 Specificity 
 
Equation 2 shows the formula of Specificity or we can also call True Negative Rate (TNR). 
Specificity is the measurement of how well the model is able to allows the negative instance 
(normal traffic) through the network, it is the total number of true negative over the total 
number of actual negative class. The lowerfalse positive, the higher Specificity [16]. 
 
Specificity = ୘୒
୒
 x 100%  ……………………………………………………………...(2)   
N is the total number of negative instance, N = TN + FP. 
 
2.3.4.3 Accuracy 
 
Accuracy is a metric measure the overall of correct classification of the both of positive and 
negative instances. The accuracy is defined by the sum of the total number of both positive 
correctly classified (TP) and negative correctly classified (TN) divided by the total number 
of instances present in the dataset [17], [18]. Equation 3 shows the formula of the accuracy. 
 
Accuracy = ୘୔ା୘୒
୔ା୒ 
 x 100%  …………………………………………………...……….(3) 
 
2.3.5 Trade-off between false negative and false positive 
 
In binary classification, two classes such as negative and positive are supposed to be correctly 
classified. However, there are false happening such as false negative and false positive which 
is the trade-off. Neyman-Pearson Lemma [19], [20]., the probability of a FN is minimized 
while the probability of a FP is below a user-specified level α, α = 0 ~ 1. We should control 
the parameter to solve the trade-off so that we are able to obtain better sensitivity and 
accuracy. False negative is expressed with sensitivity and false positive is also represented 
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by specificity. If the lower FN we obtain the higher sensitivity, and the lower FP the higher 
specificity. To enhance the performance of classification, the both false should be as small 
as possible. It is difficult to reduce them simultaneously because there is a trade-off between 
FN and FP [5], [6].  
 
Figure 2. the trade-off between false negative and false positive. 
 
Figure 2 shows the distribution of negative-positive and its trade-off. Figure 2A 
represents the ideal classification with absolutely perfect result without any error (FN = 0% 
and FP = 0%), the classifier enables to classify with 100% correct result without overlap area 
of negative and positive. In the real practice, there is the error occurring in the overlap area 
namely FN and FP that is trade-off, shows in figure 2C and figure 2D. We try to minimize 
the overlap area in order to obtain low FN and FP as figure 2B. The trade-off between FN 
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and FP depends on the threshold value showed by vertical dashed line. In case we want the 
classifier model with low FN or high sensitivity (we prioritize the correct classification for 
positive class), we set the threshold value to the negative side (left), and then we obtain low 
FN with higher FP as figure 2C. In the contrast showing in figure 2D, if we want the classifier 
model with low FP or high specificity, we set the threshold value to the positive side (toward 
to the right side), the result consists of less FP with more FN. Figure 2E shows the vertical 
dashed line set to the very left side where the entire positive is correctly classified, TP = 
100% with FN = 0% while little part of negative is correctly classified, TN is very low with 
very high FP. In the opposite, figure 2F expresses the classification for negative instance TN 
= 100% and FP = 0%, but the TP is very low and very high FN.   
 What we have to do is to reduce the overlap area of negative and positive in order to 
obtain small error by the design of classifiers, choosing ML algorithms, parameter tuning, 
and other techniques [21]. After that, we prioritize the requirement of the measurement 
metric depends on where and when we deploy the classifier. If we require high sensitivity 
and high accuracy, the overlap area should be small and low FN. In case we need high 
specificity, we set the threshold to obtain low FP and try to minimize overlap area. 
 
2.4 Machine Learning in Data Classification 
 
In 1959, Arthur Samuel, a pioneer in the field of machine learning. He defined “Machine 
learning is the field of study that gives computers the ability to learn without being explicitly 
programmed” [22]. Machine learning is a method of data analysis that automates analytical 
model building. ML algorithm uses data to learn and then makes prediction what might 
happen in the future.  
There are three types of machine learning technique based on broad classification: 
Supervised learning, unsupervised learning, and reinforcement learning shows in Fig. 3 [23], 
[24].  
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Figure 3. Types of machine learning. 
 
2.4.1 Supervised learning 
 
Supervised learning is the learning something under the guidance of someone. We teach the 
model by training with some data from a labeled dataset, it is important that the dataset is 
labeled. so that the model enables to predict future instances. There are two types of 
supervised learning like classification and regression. Classification is sorting items into 
categories, and regression is identifying real values. 
The machine learning algorithms for supervised learning are described in this section. 
Besides the design and the quality of dataset affect the classification performance, one of the 
most important things for data classification is the selection of the algorithm, select suitable 
algorithm enables to boost the performance. In our research, we combine various algorithms 
because each one obtains different advantages and disadvantages to achieve good result in 
the final. Then, we employ different algorithms such as sequential minimal optimization 
(SMO), decision tree J48, k-nearest neighbor (KNN), multilayer perceptron (MLP), and 
naïve bayes (NB). For more detail of each algorithm, we describe as the follows. 
 
2.4.1.1    Sequential Minimal Optimization 
 
Sequential Minimal Optimization (SMO) is machine learning algorithm for support vector 
machine (SVM) [25], [26]. SVM is a well-known machine learning algorithm used in data 
classification. linear classification in two dimension is very difficult and obtains error 
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because the distribution of data is fuzzy. The classification of SVM, data is mapped to higher 
dimensional space in order to classify by linear decision surface. The optimal hyperplane is 
a hyperplane that enables to maximize the margin between the two classes. The algorithm 
defines a suitable hyperplane with maximum margin so that the classification will be easy 
and highly accurate. 
 
 
Figure 4. Support vector. 
 
2.4.1.2    Decision Tree J48 
 
Decision tree is a famous algorithm used in data mining and machine learning. J48 uses 
Quinlan’s C4.5 algorithm to generate a pruned tree. We use decision tree to predict or classify 
data. For example, classifying network traffic as normal and malicious traffic. Decision tree 
consists of root node that is the topmost node of the tree. Internal node is sub node 
representing the attribute of data. The branch denotes the decision rules. The result of the 
classification shows in leaf node. Decision starts by splitting each attribute into smaller 
subsets and then examine the entropy differences, select the attributes with the highest 
normalized information gain. The splitting ends when the subset instance belong to a class, 
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and thus the leaf node gets created. Decision tree is easy to understand and visualize. The 
training time is faster than some algorithms such as support vector machine, multilayer 
perceptron. 
 
2.4.1.3    K-Nearest Neighbor IBK 
 
K-nearest neighbor algorithm (KNN) or we also can call IBK. KNN is a type of instance-
based learning, it is a simple algorithm and widely used for classification. The classification 
is based on their similarity to instances in the training dataset. KNN is a non-parametric 
method used for both regression and classification. In the binary classification, the algorithm 
will identify the new instance by voting of the nearest majority class of the two different 
classes. The instance will be judged by the majority class. k is a positive integer and the 
number of k should be odd number in order not conflict for voting. It is very simple for 
classification of k nearest neighbor. 
 
2.4.1.4    Multilayer Perceptron 
 
Multilayer perceptron (MLP) is the algorithm for neural network model. Neural network 
algorithm is based on how the brain works. It is able to classify or predict the class by learning 
the pattern from training dataset. MLP is a supervised learning algorithm, uses back 
propagation to classify the class. In neural network, there are three layers such as input layers, 
hidden layer in the between, and the output layer. The input layer receives the values of the 
independent variables, and then the hidden layer takes various values with the weight from 
input layer. The hidden layer receives information from nodes of input layer, it multiplies the 
value with different weight and add the values together by activation function. Finally, send 
to the node of the output layer as the prediction. 
 
2.4.1.5    Naïve Bayes 
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In Machine learning, Naïve Bayes (NB)classifier uses Bayes theorem, produces probability 
for each class value. Naïve Bayes model is easy to build, it does not require parameter 
estimation, expert and non-expert researchers can implement it [27]. NB is simple and takes 
short time for building a model and predict the class, it is widely used and able to get good 
result for complicated problem. 
 Consider X as a data sample consisting n features, Ci is a class to be predicted. P(Ci|X) 
is the probability of a class occurring for an observed data X. P(Ci|X) denotes by its likelihood 
P(X|Ci) time the probability prior to any observed data P(Ci) divided by the probability of 
data sample P(X).  
 
 𝑃(𝐶௜|X) =
௉൫𝑋ห𝐶௜൯௉(஼೔)
௉(௑)
      …..………………………………………….……….. (4) 
 
NB Classifier with n nodes, X1 to Xn. The features Xn and class C are represented by nodes. 
P(X|Ci) is the probability of data sample X given a class C, denotes by the multiplication of 
probability of sample x from 1 to n for that class.  
 
𝑃(𝑋|𝐶௜) =  ∏ 𝑃(𝑥௞௡௞ୀଵ |𝐶௜) = 𝑃(𝑥ଵ|𝐶௜) × 𝑃(𝑥ଶ|𝐶௜) × … 𝑃(𝑥௡|𝐶௜) …………………… (5) 
 
 The assumption made in Naïve Bayes Classifier may not reflect the actual domain 
problem where features related to certain classes have complex relationship with each other. 
 
2.4.2 Unsupervised learning 
 
Unsupervised learning uses machine learning algorithms that draw conclusions on unlabeled 
data. Unsupervised learning has more difficult algorithms than supervised learning since we 
know little to no information about the data, or the outcomes that are to be expected. We do 
not supervise the model, the model work on its own to discover information that may not be 
visible to the human eye. 
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2.4.3 Reinforcement learning 
 
Reinforcement is different from supervised and unsupervised learning. Reinforcement 
learning learns how to behave to achieve a goal while interacting with an external 
environment. Reinforcement learning consists of agent, state, environment, action, and 
reword. Agent will take possible actions to the environment. Action is all the movement of 
the agent; every action performs to get reward. Environment refers to the places where the 
agent can move. State is a situation of the agent’s action. Reward is a result of an action that 
agent takes the action. For reinforcement learning, an agent decides the best action based on 
the current state in order to obtain the reward. 
 
2.5 Classification Procedure 
 
Before the data classification, we have to define the type of classification: binary or multiple 
classification, the propose of the classification, the design of the classifier method, dataset to 
be used in building the model in training phase and also testing dataset for evaluating the 
method in testing phase. There are five main procedures in the classification such as 
designing the classifier, preprocessing, training the classifier model, testing the classifier 
model, and the last step is to combine all the result of each classifier. The details of these 
steps are explained in the subsection as below. 
 
2.5.1 Designing method 
 
To enhance the performance of the classification, designing the classification method is one 
of the most important things. We have to consider the number of classifier like single one 
which is fast processing and simple or multiple classifiers with combining many classifiers 
consume long-time processing and more steps to proceed, and the type, sequential, parallel 
or hybrid design. Furthermore, techniques applying, choosing ML algorithm, and 
classification application are also important. With all the stuff mentioned, we consider and 
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decide which one is suitable for our requirement because it effects the resource consumption, 
and classification performance. 
 The design of a single classifier may be simple and not be so complicated. It does not 
take long time to build and to estimate the method, and also the requirement of the machine 
specification is low. Therefore, it is suitable for individual use or for a small organization. 
However, the disadvantage is the single classifier design obtains with high error and degrades 
the performance. 
 The design for multiple classifiers is more complicated and takes long time to develop. 
The design requires high specification of machine to run and deploy. The benefit is that the 
application consists of more functions able to adjust and apply so that it causes low error and 
more effective in real practice, that is why the multiple classifiers is suitable for big 
organization. 
 
2.5.2 Data Preprocessing 
 
This step is the first thing to do after obtaining the classifier design and the dataset. The raw 
dataset is analyzed and manage to match the format of the classification application such as 
WEKA [28], TensorFlow [29], Matlab [30], and so on. For example, the dataset should be 
in the format of .CSV or .ARFF for the WEKA classification tool. Next splitting of dataset 
for training and testing, these have to be different in order to evaluate the model with the new 
unseen dataset [31]. One more technique of data preprocessing is normalization. 
Normalization is the process of rescaling the numeric attribute in the range of 0 to 1 because 
the range of the original attribute is so large so we normalize the largest value to 1 and the 
smallest value to 0. Normalization is a good technique if we do not know the distribution of 
the dataset or we know that the distribution is not Gaussian curve [32] [33]. Another method 
for data preprocessing is feature selection (FS) [34], FS is the process to remove irrelevant 
attributes from the dataset to boost the processing delay and the performance improvement. 
At the beginning of data collection, we may need many attributes so that it could use in many 
areas. However, in the real practice, all the attributes are not always useful and relevant, and 
then we need to remove them to improve the classifier model. 
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2.5.3 Training Phase 
 
Training phase is for training and creating accurate model to be used in testing phase. The 
important thing is to select good dataset with no redundancy and no imbalanced dataset. 
These cause the bias for the majority class and the overfitting degrades the classification 
performance. The other important thing as well, selecting machine learning algorithms and 
parameter setting because of each algorithms’ advantage and disadvantage. One more thing, 
applying cross-validation [35], [36] or rotation estimation for training the model because the 
training dataset is divided into training data and testing data, and repeat the process by 
changing the portion of training and testing data so that the model enables to overcome the 
problem of overfitting, and makes the classification more general. 
 
 
Figure 5. n-fold cross-validation. 
 
 Figure 5 shows n-fold cross validation. It divides all data into equal n parts or folds, 
n-1 folds is for training and 1 fold is for testing and measures the performance. This 
procedure is repeated n times by taking different fold each time, and it rotates training and 
test dataset. These procedures can improve the performance of the classifier model. 
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2.5.4 Testing Phase 
 
When training is done, it is time for evaluating the classifier models in testing phase. Testing 
is the process to evaluate trained models created from training phase. It is the best way to 
check the quality of the models. Evaluation allows us to test our models against test dataset 
that has never been used for training, we can see how the model might perform against dataset 
that it has not yet seen. It takes many times evaluation the model to ensure and check the 
quality of the models before real implementation. Test dataset is fed to the model, the model 
will proceed, and then provide the prediction result. 
 
2.5.5 Combining Classifiers 
 
Combining sequential classifiers means to combine all sequential classifiers’ output that we 
obtain from testing phase. In our research, we design sequential classifiers method for IDS, 
and then we can get the output of additional classifiers and combine them together at the final 
stage to analyze our proposed method. With the combination, we combine advantages of 
each classifier that might not exist in the others, as the result, we obtain the better 
performance in term of sensitivity and accuracy. 
 
2.6 Classification Tool 
 
In our experiment for classifying the network traffic, we use WEKA (Waikato Environment 
for Knowledge Analysis) software as a tool [28]. In 1993, WEKA software was developed 
by the University of Waikato, New Zealand. There are many useful tools such as data 
preprocessing, clustering, classification, association rules, attributes selection, and 
visualization. WEKA is an open source software, users are able to develop source code and 
then they can run the code in WEKA environment. WEKA enables to run on various 
platforms such as Windows, Linux, and Macintosh Operating Systems. Attribute Relation 
File Format (ARFF) and Comma Separated Value (CSV) are the file format used in WEKA, 
the set of attributes describes each record or instance of dataset. WEKA is distributed under 
the terms of the GNU General Public License [28] [37] [38], and enables to process big data 
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and perform deep learning. WEKA is a flightless bird found only on the islands of New 
Zealand, its photo shows in the WEKA GUI interface in Figure 6.  
 
 
Figure 6. WEKA GUI Chooser interface. 
 
 Figure 6 shows the WEKA GUI Chooser Interface which contains of five major modes of 
operation in WEKA version 3.8.0, they are as the following: 
1. Explorer: is the first application of WEKA. There are many tasks such as 
preprocessing for modifying dataset before training and testing, classification is for 
creating classifier models and then testing the models by classifying new test dataset, 
clustering is for learning clusters for the data, select attributes for feature selection to 
choose the relevant attributes, and visualization is to view 2D plot of the dataset.  
2. Experimenter: enables the user to create, modify, run, and analyze experiment with 
ease. We can set up and run the experiment with many dataset and algorithms, 
simultaneously. 
3. Knowledge Flow: This application provides functions with graphical front end which 
allows users to drag and drop the required function icons, connect them to create the 
design of classifiers, clusters, and others. The user can customize and modify the 
design later. The tools of knowledge flow mode contain Data Sources for insert the 
dataset, Data Sinks, Filters to work with preprocessing, Classifiers to be used, 
Clusters option, Evaluation, Association, and Visualization function. 
4. Workbench: Workbench is a new user interface available from WEKA 3.8.0, and 
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provides an all-in-one application including Preprocessing like in Explorer 
application, Experimenter, and Simple CLI. Therefore, we can proceed to run data 
preprocessing, experimenter and simple CLI. 
5. Simple CLI: It is a simple interface allows the user to execute commands from a 
terminal window, this interface offers a simple WEKA shell with separated command 
line and the output. 
 
 
Figure 7. WEKA Explorer interface. 
 
2.7 Related Work 
 
Due to the new complicated malicious codes that signature-based IDS is not capable to detect. 
Therefore, we need ML algorithms to train the model for anomaly-based IDS. Many methods 
are proposed to solve the problems of IDS classification. The classification for IDS consists 
of two types, the first one is binary classification which classify network traffic into two 
classes: normal and anomaly. The another one is multiple classification that distinguishes the 
traffic into many classes such as normal, DOS, Probe, U2R, and R2L. In this research, we 
focus on binary classification to classify normal (negative) and anomaly (positive).   
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There are two methods of binary classification for IDS, single classifier method and 
ensemble method (sequential and parallel classifiers combination methods). The single 
classifier method utilized one ML algorithm to train the model for predicting unseen 
incoming dataset. The advantages of single classifier are fast in training and evaluating, the 
implementation is not complex, and the single classifier requires less memory. However, the 
main disadvantage of single classifier is high FN rate leads to low sensitivity and accuracy. 
The limitation of the individual algorithm is not able to deal with the trade-off between FN 
and FP. An ensemble classifier method uses of multiple ML algorithms and then combines 
the predictions made by a set of classifiers called as base learners [39]. The ensemble method 
provides a stronger generalization capability, higher accuracy and lower false negative rate 
than the single classifier method. The disadvantages of ensemble method are the complexity 
affects the training and testing time, sometimes learning concepts is difficult to understand, 
and requires more memory to proceed. Ensemble method obtains parallel and sequential 
method, the parallel like bagging, boosting [7], and stacking. Many methods including single 
and ensemble are proposed with different designs, algorithms and techniques for the 
classification of intrusion detection system, network traffic dataset NSL-KDD’99 is 
commonly used in evaluation to compare the methods.  
 
2.7.1 Single Classifier method 
 
 Mahsa Bataghva Shahbaz, et al. [40] proposed a method applying correlation-based 
feature selection technique. The proposed method tested on different classification 
algorithms to compare the result. The algorithm includes single classifier such as decision 
tree J48, PART, random tree, C4.5, and ensemble classifier like Random forest and Bagging.  
The proposed method with correlation-based feature selection (CFS) compares with 
symmetrical uncertainty (SU), Information gain, chi-squared. . The results show that the 
proposed method with decision tree J48 outperforms. 
 Mehdi Mohammadi, et al. [41] proposed single classifier with feature transformation 
method based on class dependent for improving the accuracy of IDS. MLP and decision tree 
are used in their method and NSL KDD dataset was used for evaluations. The experimental 
results show that applying feature transformation leads to higher classification accuracy. 
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 Pavel Kromer, et al.  [42] proposed a classification method of genetic programming 
to the evolution of fuzzy classifier with extended Boolean queries. They interpreted the data 
mining task as a fuzzy information retrieval problem and applied a method for query 
induction from data to find useful fuzzy classifier. This method is able to detect faulty 
product and detects intrusion in the network. 
 
2.7.2 Ensemble classifier method 
 
Aayushi Verma, et al. [8] presented the parallel combination methods such as 
Bagging, Boosting, Stacking and voting [9]. The experiments show the high accuracy and 
specificity with low sensitivity (high FN). These methods are not good enough to protect the 
network because it is high risk that the intruders can access through the system since they are 
high FN. 
 Jasmin Kevric, et al. [43] proposed a combining classifier based on tree algorithms. 
They are Random Tree, NB Tree, and C4.5; the combination of their algorithms based on the 
sum rule scheme. Four different combinations are implemented, and the best combination is 
Random Tree and NB Tree. They obtained high accuracy and specificity with low sensitivity. 
The high accuracy is because of the high specificity. High specificity means that many 
negatives are correctly classified, while low sensitivity means that much positive is not 
detected. Even though they obtained high accuracy with low sensitivity, this means the 
classifier fails to detect malicious traffic. 
 Bayu, et al. [44] proposed a model of anomaly detection using two-level classifier 
ensemble. The model employs two ensemble learners (boosting and random subspace model) 
with particle swarm optimization (PSO-based feature selection technique). NSL-KDD 
dataset utilized in the experiment, the performance of the model outperforms the accuracy. 
 Rifkie Primarth, et al. [45] proposed a Random Forest classier with ten different tree-
size of random forest. Using a grid search to obtain the best learning parameters. Three 
different dataset NSL-KDD, UNSW-NB15, and GPRS are employed. 
 Ali H. Mirza [46] proposed an ensemble method with three different classifiers 
(Neural Network, Decision Tree, and Logistic Regression) to boost the overall performance. 
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Weighted majority voting scheme are employed for KDD Cup’99 dataset. The experiment 
result shows an increase of classification accuracy. 
  These above researches implemented the single method and the ensemble method. 
The single classifier method obtains high FN leads to low sensitivity and accuracy. For the 
ensemble method, combining classifiers enable to improve the accuracy and specificity. 
However, the sensitivity is not improved because the specificity is greater than the sensitivity. 
High specificity refers to low FP, and low sensitivity means high FN. FN means that classifier 
allows malicious traffic through the system, and the meaning of FP is that the classifier does 
not allow normal traffic through the system. Referring to their results with high accuracy, 
high specificity, and lower sensitivity means that FN is larger than FP shows that the high 
risk of attack. 
  
2.8 Problem of Previous Work 
 
We discuss the previous problems, high false negative rate affects low sensitivity and low 
accuracy, as follows. 
1. High false negative rate 
For the single classifier method, obtaining high FN is the cause of low 
sensitivity because the classifier is not able to detect more positive, and leads to low 
accuracy as well since the accuracy is a metric measuring both positive and negative. 
The single classifier algorithm obtains high false rate because the single method is 
not able to solve the trade-off between FN and FP. For ensemble classifiers method 
is not designed to solve the problem of trade-off between false positive and false 
negative. However, ensemble method obtains high specificity and high accuracy, but 
low sensitivity. The both single classifier method and the ensemble method are low 
sensitivity (high FN) which is with high risk of attack.  
 
2. Low Accuracy 
Due to the low FN, low accuracy occurs because the accuracy is the overall 
measurement of both of the positive and the negative instances. The accuracy of the 
classifier is not the best metric to indicate the quality of classifier because it is not 
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able to indicate that the classifier with low FN (high sensitivity). With high accuracy, 
we could not confirm that the classifier is good or not, the sensitivity should be 
considered as well. However, the accuracy is good metric for a big picture of the 
classifier. Many researchers show the classifier with high accuracy, the sensitivity is 
low because of high rate of FN that means the system is weak and high risk to be 
attacked. 
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CHAPTER 3 
3 SEQUENTIAL COMBINATION OF CLASSIFIERS TO IMPROVE 
THE ACCURACY 
 
In this chapter, we presented a method of sequential combination of two different classifiers 
to improve the accuracy. First classifier is used to minimize FN, while the second one is to 
reduce FP. As a result, we enable to improve the accuracy. 
 In section 3.1, we show the design of a sequential combination of two classifiers, and 
illustrate the different algorithms for the two classifiers in the model. The input of classifier 
two is a part of classifier one’s output, and how we obtained the final output. We also address 
the optimization policy of two classifiers in section 3.2. For the section 3.3, we describe the 
detail of dataset we use in the experiment, the percentage of each class for training, and 
testing dataset, and the description of all features of the dataset is mentioned.  
 In section 3.4, we explain five algorithms used and their parameters, such as 
sequential minimal optimization, decision tree J48, naïve bayes, k-nearest neighbor, and 
multilayer perceptron. The training and testing process are presented in the section 3.5 and 
3.6, respectively. In section 3.7, we explain the combination of two classifiers, how we 
calculate the accuracy. The final section is experimental result and we first show the 
confusion matrix of the single classifier model so that we know and enable to select suitable 
model for each classifier. After that, the accuracy for the proposed method is presented and 
analyzed, and compared with single classifier and with other researches as well. 
  
3.1 Design Overview 
 
The classification of network traffic is to correctly distinguish between normal and malicious 
traffic in order to stop and allow traffic efficiently. However, the performance of network 
traffic classification depends on many factors such as the design of classifier, number of 
classifiers, dataset for training the classifier model, algorithm used, classification technique, 
classification tool, and so on. 
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The aim of this design is to improve the classification accuracy for IDS, since single 
classifier cannot achieve high accuracy due to the trade-off between false negative and false 
positive [5], [6]. We design a sequential combination of two different classifiers to reduce 
more false so that we can improve the accuracy. For the two-class classification of IDS, there 
are two types of false occurring, false negative and false positive, and we must reduce both 
of them to improve the performance of network traffic classification.  
 
 
Figure 8. A design of combining two classifiers to improve the accuracy for 
IDS. 
 
Figure 8 shows the proposed design with two different classifiers. First step, choosing 
classifier algorithm, we have five different algorithms in our experiment such as SMO, NB, 
J48, IBK, and MLP. Next step 2 is creating classifier model based on the algorithms we select, 
all algorithms used the same training dataset; after that step 3 starts classification of two 
classifiers, classifier 1 model classify the whole testing dataset, there are two outputs from 
classifier 1: positive output is ready to analyze, and negative output is fed to classifier 2 for 
reclassify to detect more positive instance. Finally, we have the output from both classifiers, 
so that we can calculate the accuracy of sequential two classifiers.     
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3.2 Optimization Policy 
 
The two different classifier models with clearly different policy, the first classifier is to 
reduce FN since FN is allowed to the network and it is very harmful to the security policy. 
The classifier 2 intends to reduce FP, the model try to keep the TN rate and reduce FN (detect 
positive). Since the output of classifier 1 consists of two portions: one is positive output 1 
(TP1 and FP1) which is not allowed to access the network, the rest is negative output 1 (TN1 
and FN1) is allowed and it is reclassified by classifier 2.  
Considering negative output 1 because it is fed to the second classifier, see the figure 
8 for the design of proposed method. We know that TN1 is really negative, after fed to the 
classifier 2, the output could be TN2 and FP2. The other output 1, positive output 1 (TP1 and 
FP1) which stopped and checked by IDS. Therefore, the second classifier try to keep TN1 as 
high rate and detect more positive (the number of reducing FN1 = the number of detecting 
positive TP2). If the TP2 is greater than FP2, we can improve the final accuracy of sequential 
two classifiers combination.        
 
3.3 NSL-KDD’99 Dataset 
 
In our research, NSL-KDD’99 dataset [47] is employed, an improved version of KDD 
Cup’99 dataset [48]. KDD Cup’99 is the dataset presented in the third International 
Knowledge Discovery and Data Mining Tools Competition. It is the collection of network 
traffic with “bad” connections, and “good” normal connections. NSL-KDD’99 does not 
include redundant instances in the train and test dataset, so the classifiers will not be biased 
towards more frequent records. This updated dataset still suffers from some of the problems 
discussed by McHugh [49], and is not a perfect representative of existing real networks 
dataset. However, it is an effective benchmark dataset for researchers to compare the 
different classifier algorithms. NSL-KDD solves some of the inherent problems of KDD 
Cup’99 dataset and is publicly available for researchers.  
The dataset contains of four files, two files of training datasets. “KDDTrain+. ARFF” 
consists of 125,973 instances and “KDDTrain+_20Percent.ARFF” consists of 25,192 
instances. And the two test dataset are “KDDTest+.ARFF” and “KDDTest-21.ARFF” 
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include 22,544 and 11,850 instances, respectively. In our experiment, we used the original 
“KDDTrain+_20Percent.ARFF” and the testing dataset “KDDTest+.ARFF.” with 42 
features or attributes. We use the dataset with 42 attributes as a baseline result, and then the 
next step we will apply feature selection for selecting some most relevant attributes for the 
experiment to compare with the original dataset.  
NSL-KDD’99 dataset consists of normal and the attack instances, the attack can be 
classified into four main categories as below. Since the proposed method focuses on 
classification of two categories or labels: normal and anomaly, we merge four types of attack 
as anomaly class. 
1. Denial of Service attack 
The attacker tries to make the network resources unavailable or too busy to accept 
legitimate users from accessing to the resources or services. E.g., ping of death, 
syn flood, smurf, mail bomb, etc. 
2. User to Root attack 
The attacker has local access and tries to gain root privileges. E.g., guessing 
passwords, rootkit, load module, etc. 
3. Remote to Local attack 
The hacker tries to access to the victim’s machine by exploit some vulnerabilities 
to obtain local user access from remote machine. E.g., buffer overflow attack, spy, 
etc. 
4. Probing attack 
The attacker tries to steal the information of the victim by scanning network. E.g., 
port scan, ping sweep, etc. 
  
Table 2 shows the detail number of training and testing dataset, the percentage of 
normal and anomaly classes. 
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Table 2. The detail number of NSL-KDD’99 dataset. 
Dataset No. of normal 
instance 
No. of anomaly 
instance 
Total 
KDDTrain+.ARFF 67,343 
(53.45%) 
58,630 
(46.55%) 
125,973 
KDDTrain+_20Percent.ARFF 13,449 
(53.38%) 
11,743 
(46.62%) 
25,192 
KDDTest+.ARFF 9,711 
(43.07%) 
12,833 
(56.93%) 
22,544 
KDDTest-21.ARFF 2,152 
(18.16%) 
9,698 
(81.84%) 
11,850 
 
 Table 3 shows the features name and their descriptions [50], [51]. There are 42 
features (attributes) in total, the last one is class feature indicates normal or anomaly traffic. 
We used the dataset with all features in the experiment. The 42 features are divided into three 
categories. 
1. Basic features 
The basic feature contains the basic characteristics that can be derived from packet 
headers of an individual TCP/IP connection. 
2. Content features 
These features of suspicious behavior in the data portion are captured in order to 
detect attacks such as number of failed login attempts. The R2L and U2R normally 
don’t appear in intrusion frequent sequential patterns because they are embedded in 
the data portions of packets and only request a single connection. While DoS and 
probing attacks involve many connections to hosts and show the attribute of intrusion 
frequent sequential patterns. 
3. Traffic features  
Traffic features are computed using a time window interval. They obtain same host 
features and same service connection features. The same host features examine the 
connections in the past 2 seconds time window that has the same destination host, 
they calculate the statistics of protocol behavior, service, and so on. For the same 
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service traffic features, they examine the connections obtain the same service as the 
current connection and then compute a window of 100 connections.   
  
Table 3. List of NSL-KDD’99 features with their descriptions. 
No 
 
Feature Description  
Basic features 
1 Duration  Duration of the connection  
2 Protocol_type Connection protocol (e.g. TCP, UDP, ICMP) 
3 Service  Destination service 
4 Flag  Status flag of the connection 
5 Src_bytes Bytes sent from source to destination 
6 Dst_bytes Bytes sent from destination to source 
7 Land  1 if connection is from/to the same host/port; 0 
otherwise 
8 Wrong_fragment Number of wrong fragments 
9 Urgent  Number of urgent packets 
Content features 
10 Hot  Number of “hot” indicators 
11 Num_failed_logins Number of failed logins 
12 Logged_in  1 if successfully logged in; 0 otherwise 
13 Num_compromised       Number of “compromised'' conditions  
14 Root_shell 1 if root shell is obtained; 0 otherwise  
15 Su_attempted 1 if “su root'' command attempted; 0 otherwise 
16 Num_root Number of ``root'' accesses 
17 Num_file_creations  Number of file creation operations 
18 Num_shells Number of shell prompts 
19 Num_access_files Number of operations on access control files 
20 Num_outbound_cmds Number of outbound commands in an ftp 
session 
21 Is_hot_login 1 if the login belongs to the ``hot'' list; 0 
otherwise 
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22 Is_guest_login 1 if the login is a ``guest''login; 0 otherwise 
Traffic features 
23 Count Number of connections to the same host as the 
current connection in the past two seconds 
24 Srv_count Number of connections to the same service as 
the current connection in the past two seconds 
25 Serror_rate Percentage of connections that have ``SYN'' 
errors 
26 Srv_serror_rate Percentage of connections that have ``SYN'' 
errors 
27 Rerror_rate Percentage of connections that have ``REJ'' 
errors 
28 Srv_rerror_rate Percentage of connections that have ``REJ'' 
errors 
29 Same_srv_rate Percentage of connections to the same service 
30 Diff_srv_rate Percentage of connections to different services 
31 Srv_diff_host_rate Percentage of connections to different hosts 
32 Dst_host_count Count of connections having the same 
destination host 
33 Dst_host_srv_count Count of connections having the same 
destination host and using the same service 
34 Dst_host_same_srv_rate Percentage of connections having the same 
destination host and using the same service 
35 Dst_host_diff_srv_rate Percentage of different services on the current 
host 
36 Dst_host_same_src_port_rate Percentage of connections to the current host 
having the same source port 
37 Dst_host_srv_diff_host_rate Percentage of connections to the same service 
coming from different hosts 
38 Dst_host_serror_rate Percentage of connections to the current host 
that have an S0 error 
39 Dst_host_srv_serror_rate Percentage of connections to the current host 
and specified service that have an S0 error 
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40 Dst_host_rerror_rate Percentage of connections to the current host 
that have an RST error 
41 Dst_host_srv_rerror_rate Percentage of connections to the current host 
and specified service that have an RST error 
42 Class  2 classes “Normal”, and “Anomaly” 
 
3.4 Parameter Setting for Each Classifier 
 
This section shows the parameter setting for classifier in the training process. To obtain high 
accurate model, parameter setting is very important. We set the parameter based on our 
optimization policy, the parameters are tuned to reduce FN for classifier 1, and reduce FP for 
the second classifier.   
 
3.4.1 Sequential Minimal Optimization 
 
Sequential minimal optimization (SMO) [52], [53]. For the first classifier, we set the 
complexity parameter C = 1.0, tolerance parameter = 0.001, and Polykernel function with 
exponent value = 1.0. Then the classifier 2, we change Polykernel function to RBF kernel 
(Radial basis function) [54] with kernel width, gamma, 0.01. 
 
3.4.2 Naïve Bayes 
 
Naïve bayes [55], works on Bayes theorem of probability to predict the class of dataset. It is 
simple and very fast comparing to other algorithms, and also effective algorithm to classify 
data. In WEKA, we have four parameters with the True (T) and False (F).  
1. Debug: if set to True, the classifier may output additional info to the console. 
2. Display Model In Old Format: the old format is better when there are many class 
values, and the new format is better when there are fewer classes and many attributes. 
3. Use Kernel Estimator: is for numeric attributes rather than normal distribution. 
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4. Use Supervised Discretization: converts numeric attributes to nominal ones.  
We conducted experiments by changing these four parameters. After that we select 
the setting with the lowest FN for the classifier 1, and lowest FP for classifier 2. The settings 
we obtained are T, T, T, and F, and F, F, T, and F for classifier 1 and 2 respectively. 
 
3.4.3 Decision tree J48 
 
Decision tree algorithm is a good option for classification. J48 implements Quinlan’s C4.5 
algorithm to generate a pruned C4.5 tree. It belongs to supervised learning algorithms. First 
the attributes of dataset are placed at the root of the tree, then it splits the training dataset into 
subsets, the subsets were made containing data with the same value for an attribute. It repeats 
two steps on each until finding the leaf nodes in all the branches of the tree. In our experiment, 
we set the classifier 1 with the confidence factor C = 0.25, and the minimum number of 
instances per leaf M = 2. For the second classifier, the confidence factor C = 0.5 and M = 10. 
 
3.4.4 K-Nearest Neighbor 
 
IBK algorithm is the K-Nearest Neighbor (K-NN), and classifies the objects based on closest 
training examples in the feature space. The distance metric is to compute distance between 
objects, and the number of k nearest neighbors to retrieve from which to get majority class. 
In the experiment, we just set the k value, the number of neighbors to use, and K value should 
be odd number because it utilizes voting to decide the estimated instance should be which 
class. Our classifier, we set K = 21 for low FN, and K = 51 for low FP of classifier 2. 
 
3.4.5 Multilayer Perceptron 
 
Multilayer Perceptron (MLP), or neural network, is feed forward artificial neural network 
models used to map out groups of input onto appropriate sets of outputs. MLP is applied to 
supervised learning problems. The goal of MLP is to create model that correctly maps the 
input to the output by using historical data.  
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In our experiment, we set learning rate L = 0.3 and momentum applied to the weights 
during updating M = 0.2 for classifier 1 to obtain model with low FN; to obtain low FP for 
classifier 2 model, we set L = 0.5, M = 0.3. 
 
3.5 Training 
 
Training is the process of machine learning, to obtain the accurate classifier model require 
quality dataset to learn, effective algorithms, and the design. In this thesis, we use NSL-
KDD’99 training dataset 20% with 42 attributes to train the model. Five different machine 
learning algorithms are employed to evaluate our proposed method and compare which 
algorithm is better for detecting malicious traffic for IDS. All training dataset is utilized to 
train the five algorithms, 10-fold Cross validation also applied to boost the model 
performance. Each of our algorithms is set to be classifier 1 and classifier 2, the parameters 
setting is different as in section 3.4. 
 
3.6 Testing 
 
After we obtained the classifier models from training phase, we are able to evaluate the 
design method. We start the sequential combination method; the total testing dataset was fed 
to classifier 1 to distinguish normal and malicious traffic. From classifier 1, two types of 
output generated, negative output1 (TN1 and FN1) and positive output1 (TP1 and FP1). 
Positive output was stopped by IDS, while negative output enables to access through the 
network. It is time for classifier 2 to detect undetected positive by the classifier 1. As a result, 
more positive was detected by classifier 2 and generated new FP2. However, if the number 
of new detection is greater than the number of new false positive, the accuracy of 
combination of two sequential classifiers outperforms. 
 
3.7 Combining Two Classifiers 
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In our design method, there are only two classifier algorithms. However, we want to analyze 
more cases of the sequential combination. Therefore, we applied five different algorithms, 
and then we can evaluate which combination is the best for our design. Two algorithms for 
one combination so we obtain 20 cases in the total combination. The five algorithms are 
Sequential Minimal Optimization for SVM, Naïve Bayes, decision tree J48, K-nearest 
neighbor IBK, and Multilayer Perceptron is for Neural Network.  
The application of two classifier algorithms in our method, first we set SMO as 
classifier 1, and the NB for classifier 2. After that, we still use the same algorithm for the 
classifier 1 and change the second classifier for the second in the combination. And then we 
keep repeating this process by changing classifier 2 for the rest of classifier algorithms. When 
we finish experiment for four cases of combination for SMO as classifier 1, we move on to 
next algorithm NB as first classifier, and utilized the other four algorithms as the second 
classifier respectively. We keep this process to all algorithms, and obtain 20 cases of 
combination as below.  
Classifier 1 is SMO, and classifier 2 is NB (and J48 or IBK or MLP for the other 
combinations). 
Classifier 1 is NB, and classifier 2 is SMO (and J48 or IBK or MLP for the other 
combinations). 
Classifier 1 is J48, and classifier 2 is SMO (and NB or IBK or MLP for the other 
combinations). 
Classifier 1 is IBK, and classifier 2 is SMO (and NB or J48 or MLP for the other 
combinations). 
Classifier 1 is MLP, and classifier 2 is SMO (and NB or J48 or IBK for the other 
combinations). 
 
 
3.8 Experimental Result 
 
The machine we used in the experiment is Windows 7 Professional, Intel(R) Core(TM)2 Duo 
CPU 3.00 GHz, 4.00 GB memory, 32-bit Operating System. The classification application is 
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WEKA 3.6, and the evaluation metric is Accuracy. The sensitivity, specificity, and accuracy 
of the two classifiers combination is in Eq. (6), (7), and (8) respectively. 
 
Sensitivity = ୘୔ଵା୘
୔
 x 100%  ……………………………………..…………..……..…(6) 
 
Specificity = ୘୒ଶ
୒
 x 100%  …………………………………………….…..…………...(7) 
 
Accuracy = (୘୔ଵା୘ )ା୘୒ଶ
୔ା୒ 
 x 100% …………………………………………..………….(8) 
 
For the combination of two sequential classifiers, we have  
P = TP1 + TP2 + FN2  …………………..……………………………….…….………….(9) 
N = TN2 + FP1 + FP2 …..……………………………….………………….…………….(10) 
 
Where,  
P is the total number of positive instance.  
N is the total number of negative instance. 
 
3.8.1 Confusion matrix of the proposed method 
 
To select the model for classifier, we have to know the detail of the model output, to see the 
rate of FN and FP. As the model with low FN, we select as classifier 1, and we selected as 
classifier 2 as the one with low FP. 
 Table 4 shows the detail of output of classifier model 1 and 2, the priority of selection 
classifier model is based on the lower FN, and FP is the second priority. We observed that 
the FN1 is less than FN2, and FP2 is less than FP1. If we switch classifier model 1 as the 
classifier model 2, we will obtain high FN1 rate, and then it exactly affects the final output 
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of two classifiers combination. We observed that the accuracy model of J48 and IBK 
algorithms is good, 99.55% and 99.33% for both J48 classifiers, and the IBK accuracies are 
98.72% for classifier 1 and 98.16% for classifier 2. 
 
Table 4. Confusion matrix of the models for classifier 1 and classifier 2. 
 
Classifier model 1 
 
Classifier model 2 
 
SMO Accuracy = 97.32% 
 
SMO Accuracy = 97.37% 
TN1 = 13,261 FP1 = 188 TN2 = 13,302 FP2 = 147 
FN1 = 485 TP1 = 11,258 FN2 = 515 TP2 = 11,228 
 
NB Accuracy = 89.59% 
 
NB Accuracy = 92.73% 
TN1 = 12,272 FP1 = 1,177 TN2 = 13,384 FP2 = 65 
FN1 = 1,445 TP1 = 10,298 FN2 = 1,766 TP2 = 9,977 
 
J48 Accuracy = 99.55% 
 
J48 Accuracy = 99.33% 
TN1 = 13,389 FP1 = 60 TN2 = 13,370 FP2 = 79 
FN1 = 51 TP1 = 11,692 FN2 = 88 TP2 = 11,655 
 
IBK Accuracy = 98.72% 
 
IBK Accuracy = 98.16% 
TN1 = 13,348 FP1 = 101 TN2 = 13,291 FP2 = 158 
FN1 = 220 TP1 = 11,523 FN2 = 305 TP2 = 11,438 
 
MLP Accuracy = 97.08% 
 
MLP Accuracy = 97.63% 
TN1 = 13,086 FP1 = 363 TN2 = 13,357 FP2 = 92 
FN1 = 372 TP1 = 11,371 FN2 = 504 TP2 = 11,239 
 
Table 5 shows the classification accuracy of single classifier. We notice that the 
accuracy of single classifier is not good, because of the high rate of FN. This is the reason 
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why we need additional classifier to reclassify the negative output of classifier 1 to detect 
undetected positive FN1. 
 
Table 5. Classification accuracy of single classifier. 
 
Single Classifier  
 
SMO Accuracy = 75.07% 
TN = 8,984 FP = 727 
FN = 4,893 TP = 7,940 
 
NB Accuracy = 76.56% 
TN = 9,010 FP = 701 
FN = 4,582 TP = 8,251 
 
J48 Accuracy = 81.05% 
TN = 9,436 FP = 275 
FN = 3,996 TP = 8,837 
 
IBK Accuracy = 78.52% 
TN = 9,355 FP = 356 
FN = 4,485 TP = 8,348 
 
MLP Accuracy = 75.44% 
TN = 8,971 FP = 740 
FN = 4,796 TP = 8,037 
 
 
 Table 6 shows the output detail of single classifier SMO (C1) in the first 
column, and the second column is for the output of classifier 2 NB, J48, IBK, and 
MLP. The last column is the accuracy result of combining C1 and C2. It shows that 
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the sequential combination of two classifiers is better than single classifier (Accuracy 
in 3rd column is greater than the accuracy in the 1st column) because TP2 is greater 
than FP2, means that the classifier 2 generates new small FP2 and correctly classifies 
bigger TP2 from FN1. Therefore, the accuracy of combination of two sequential 
classifiers is improved compared with first single classifier. 
 
Table 6. The confusion matrix detail of combining 2 classifiers: classifier 1 
(SMO), and classifier 2 (NB, J48, IBK, MLP). 
 
Classifier 1 
 
Classifier 2 
Accuracy (%) 
of C1 and C2 
combination 
 
SMO Acc = 75.07 % 
 
NB Acc = 66.57 % 
 
SMO + NB 
TN1 = 8,984 FP1 = 727 TN2 = 8,950 FP2 = 34 76.19 % 
(improved) FN1 = 4,893 TP1 = 7,940 FN2 = 4,605 TP2 =  288 
  
J48 Acc = 77.89 % 
 
SMO + J48 
TN2 = 8,924 FP2 = 60 83.16 % 
(improved) FN2 = 3,008 TP2 = 1,885 
 
IBK Acc = 69.88 % 
 
SMO + IBK 
TN2 = 8,945 FP2 = 39 78.23 % 
(improved) FN2 = 4,140 TP2 = 753 
 
MLP Acc = 66.28 % 
 
SMO + MLP 
TN2 = 8,957 FP2 = 27  76.02 % 
(improved) FN2 = 4,652 TP2 = 241 
 
  
Table 7 shows the classifier output of NB as classifier 1 and following with other four 
algorithms for classifier 2. Therefore, we have four cases of combination beginning with NB. 
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We observed that the second classifier SMO obtain accuracy 69.15 % less than classifier 1. 
However, the performance of the combination of NB + SMO is improved, 78.29 % greater 
than NB Acc = 76.56 %, it is because of the accuracy is not the average of two classifiers’ 
accuracy. The TN1 and FN1 is the input of classifier 2, and the result of classifier 2 shows 
that C2 can correctly detect more positive TP2 and incorrectly detect negative FP2. It is 
simple way to notice that the combination of two classifiers is improved or not improved by 
comparing FP2 and TP2 
- If TP2 > FP2, the combination of C1+C2 is improved. 
- In the contrast, TP2<FP2, the combination of C1+C2 is not improved. 
TN1 = TN2 + FP2 
FN1 = FN2 + TP2 
It is the same as MLP as classifier 2, even though MLP Acc = 69.34 % is less than NB Acc 
= 76.56 %, the combination still improved. 
 For classifier 2 J48 is the best among the four classifiers, C2 can detect positive 
almost 50 % (from FN1= 4,582 reduces to FN2= 2,305), it affects the accuracy of NB+J48 
accuracy is 86.52 % increased 10 % compared to single classifier NB. 
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Table 7. the confusion matrix detail of combining 2 classifiers: classifier 1 (NB), 
and classifier 2 (SMO, J48, IBK, MLP).  
 
Classifier 1 
 
Classifier 2 
Accuracy (%) 
of C1 and C2 
combination 
 
NB Acc = 76.56 % 
 
SMO Acc = 69.15 % 
 
NB + SMO 
TN1 = 9,010 FP1 = 701 TN2 = 8,867 FP2 = 143 78.29 % 
(improved) FN1 = 4,582 TP1 = 8,251 FN2 = 4,049 TP2 = 533 
  
J48 Acc = 82.80 % 
 
NB + J48 
TN2 = 8,978 FP2 = 32 86.52 % 
(improved) FN2 = 2,305 TP2 = 2,277 
 
IBK Acc = 73.27 % 
 
NB + IBK 
TN2 = 8,894 FP2 = 116 80.77 % 
(improved) FN2 = 3,517 TP2 = 1,065 
 
MLP Acc = 69.34 % 
 
NB + MLP 
TN2 = 8,882 FP2 = 128 78.40 % 
(improved) FN2 = 4,039 TP2 = 543 
 
 
Table 8 shows the confusion matrix of combination with classifier 1: J48, and the rest is 
classifier 2. We notice that in four combinations, three combinations are improved while one 
combination (J48+MLP) is not improved because MLP detects positive is less than generates 
new false positive, so the accuracy of J48 and MLP degrades. 
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Table 8. the confusion matrix detail of combining 2 classifiers: classifier 1 
(J48), and classifier 2 (SMO, NB, IBK, MLP). 
 
Classifier 1 
 
Classifier 2 
Accuracy (%) 
of C1 and C2 
combination 
 
J48 Acc = 81.05 % 
 
SMO Acc = 70.91 % 
 
J48 + SMO 
TN1 = 9,436 FP1 = 275 TN2 = 8,955 FP2 = 481 81.44 % 
(improved) FN1 = 3,996 TP1 = 8,837 FN2 = 3,426 TP2 = 570 
  
NB Acc = 73.25 % 
 
J48 + NB 
TN2 = 9,391 FP2 = 45 82.84 % 
(improved) FN2 = 3,547 TP2 = 449 
 
IBK Acc = 79.93 % 
 
J48 + IBK 
TN2 = 9,328 FP2 = 108 86.82 % 
(improved) FN2 = 2,587 TP2 = 1,409 
 
MLP Acc = 69.48 % 
 
J48 + MLP 
TN2 = 8,972 FP2 = 464 80.59 %        
(not improved) FN2 = 3,635 TP2 = 361 
 
 
Table 9 shows the other four combinations starting with IBK. There are two combinations 
are improved and another two are not. For not improved case, the accuracy decreases 
around 1%; but the improved one (IBK+J48) improves around 8%. We can summarize that 
the classifier 2 SMO and MLP do not perform well for classifying negative output1. 
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Table 9. the confusion matrix detail of combining 2 classifiers: classifier 1 
(IBK), and classifier 2 (SMO, NB, J48, MLP). 
 
Classifier 1 
 
Classifier 2 
Accuracy (%) 
of C1 and C2 
combination 
 
IBK Acc = 78.52 % 
 
SMO Acc = 66.09 % 
 
IBK + SMO 
TN1 = 9,355 FP1 = 356 TN2 = 8,957 FP2 = 398 77.60 %        
(not improved) FN1 = 4,485 TP1 = 8,348 FN2 = 4,295 TP2 = 190 
  
NB Acc = 69.03 % 
 
IBK + NB 
TN2 = 9,300 FP2 = 55 79.40 % 
(improved) FN2 = 4,231 TP2 = 254 
 
J48 Acc = 80.14 % 
 
IBK + J48 
TN2 = 9,314 FP2 = 41 86.23 % 
(improved) FN2 = 2,707 TP2 = 1,778 
 
MLP Acc = 65.19 % 
 
IBK + MLP 
TN2 = 8,973 FP2 = 382 77.05 %        
(not improved) FN2 = 4,435 TP2 = 50 
 
 
Table 10 is the last four cases of combination with MLP as first classifier. All four cases 
outperform TP2 is greater than FP2, especially J48 the TP2 is more larger than FP2 so it 
obtains 83.65 % accuracy. The improvement of combining two classifiers because the 
classifier 2 enables to detect undetected positive (FN1) from classifier 1.  
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Table 10. the confusion matrix detail of combining 2 classifiers: classifier 1 
(MLP), and classifier 2 (SMO, NB, J48, IBK). 
 
 
Classifier 1 
 
Classifier 2 
Accuracy (%) 
of C1 and C2 
combination 
 
MLP Acc = 75.44 % 
 
SMO Acc = 67.12 % 
 
MLP + SMO 
TN1 = 8,971 FP1 = 740 TN2 = 8,945 FP2 = 26 76.64 % 
(improved) FN1 = 4,796 TP1 = 8,037 FN2 = 4,500 TP2 = 296 
  
NB Acc = 67.08 % 
 
MLP + NB 
TN2 = 8,955 FP2 = 16 76.61 % 
(improved) FN2 = 4,516 TP2 = 280 
 
J48 Acc = 78.61 % 
 
MLP + J48 
TN2 = 8,941 FP2 = 30 83.65 % 
(improved) FN2 = 2,914 TP2 = 1,882 
 
IBK Acc = 68.97 % 
 
MLP + IBK 
TN2 = 8,954 FP2 = 17 77.77 %  
(improved) FN2 = 4,254 TP2 = 542 
 
 
 Table 11 to Table 15 show the sensitivity, specificity, and accuracy of the single 
classifier and the combination of two classifiers. We notice that the accuracy and the 
sensitivity of 17 out of 20 cases are improved because the second classifier can detect more 
positive which classifier one is not able to detect (TP2 > FP2). However, there are three cases 
that the second classifier is able to detect positive less than generated new false positive (TP2 
< FP2) so that their combination is worse than single classifier. 
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Table 11. Sensitivity, specificity, and accuracy of single classifier SMO and 
combining two classifiers 
 
 
Classifier 
 
Metrics (%) 
Single classifier: 
SMO 
Sensitivity = 61.87 
Specificity= 92.51 
Accuracy = 75.07 
 
Combine two classifiers: 
SMO + NB 
Sensitivity = 64.11 
Specificity= 92.16 
Accuracy = 76.19 
 
Combine two classifiers: 
SMO + J48 
Sensitivity = 76.56 
Specificity= 91.89 
Accuracy = 83.16 
 
Combine two classifiers: 
SMO + IBK 
Sensitivity = 67.73 
Specificity= 92.11 
Accuracy = 78.23 
 
Combine two classifiers: 
SMO + MLP 
Sensitivity = 63.74 
Specificity= 92.23 
Accuracy = 76.02 
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Table 12. Sensitivity, specificity, and accuracy of single classifier NB and 
combining two classifiers 
 
 
Classifier 
 
Metrics (%) 
Single classifier: 
NB 
Sensitivity = 64.29 
Specificity= 92.78 
Accuracy = 76.56 
 
Combine two classifiers: 
NB + SMO 
Sensitivity = 68.44 
Specificity= 91.30 
Accuracy = 78.29 
 
Combine two classifiers: 
NB + J48 
Sensitivity = 82.03 
Specificity= 92.45 
Accuracy = 86.52 
 
Combine two classifiers: 
NB + IBK 
Sensitivity = 72.59 
Specificity= 91.58 
Accuracy = 80.77 
 
Combine two classifiers: 
NB + MLP 
Sensitivity = 68.52 
Specificity= 91.46 
Accuracy = 78.40 
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Table 13. Sensitivity, specificity, and accuracy of single classifier J48 and 
combining two classifiers 
 
 
Classifier 
 
Metrics (%) 
Single classifier: 
J48 
Sensitivity = 68.86 
Specificity= 97.16 
Accuracy = 81.05 
 
Combine two classifiers: 
J48 + SMO 
Sensitivity = 73.30 
Specificity= 92.21 
Accuracy = 81.44 
 
Combine two classifiers: 
J48 + NB 
Sensitivity = 72.36 
Specificity= 96.70 
Accuracy = 82.84 
 
Combine two classifiers: 
J48 + IBK 
Sensitivity = 79.84 
Specificity= 96.05 
Accuracy = 86.82 
 
Combine two classifiers: 
J48 + MLP 
Sensitivity = 71.67 
Specificity= 92.39 
Accuracy = 80.59 
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Table 14. Sensitivity, specificity, and accuracy of single classifier IBK and 
combining two classifiers 
 
 
Classifier 
 
Metrics (%) 
Single classifier: 
IBK 
Sensitivity = 65.05 
Specificity= 96.33 
Accuracy = 78.52 
 
Combine two classifiers: 
IBK + SMO 
Sensitivity = 66.53 
Specificity= 92.23 
Accuracy = 77.60 
 
Combine two classifiers: 
IBK + NB 
Sensitivity = 67.03 
Specificity= 95.76 
Accuracy = 79.40 
 
Combine two classifiers: 
IBK + J48 
Sensitivity = 78.90 
Specificity= 95.91 
Accuracy = 86.23 
 
Combine two classifiers: 
IBK + MLP 
Sensitivity = 65.44 
Specificity= 92.40 
Accuracy = 77.05 
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Table 15. Sensitivity, specificity, and accuracy of single classifier MLP and 
combining two classifiers 
 
 
Classifier 
 
Metrics (%) 
Single classifier: 
MLP 
Sensitivity = 62.62 
Specificity= 92.37 
Accuracy = 75.44 
 
Combine two classifiers: 
MLP + SMO 
Sensitivity = 64.93 
Specificity= 92.11 
Accuracy = 76.64 
 
Combine two classifiers: 
MLP + NB 
Sensitivity = 64.80 
Specificity= 92.21 
Accuracy = 76.61 
 
Combine two classifiers: 
MLP + J48 
Sensitivity = 77.29 
Specificity= 92.07 
Accuracy = 83.65 
 
Combine two classifiers: 
MLP + IBK 
Sensitivity = 66.85 
Specificity= 92.20 
Accuracy = 77.77 
 
 
 
3.8.2 Comparing with single classifier 
 
After we completed the experiment with all cases of combinations, 20 combinations, we can 
compare the accuracy of proposed method to the single classifier. Table 16 shows the 
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accuracy of sequential combination of two classifiers, the best combination is J48 and IBK 
achieves 86.82% accuracy.  
 
Table 16. Classification accuracy (%) of combining two classifiers. 
  
Classifier 01 
 
SMO 
 
NB 
 
J48 
 
IBK 
 
MLP 
C
la
ss
ifi
er
 0
2 
SMO 
 
- 78.29 81.44 77.60 76.64 
NB 
 
76.19 - 82.84 79.40 76.61 
J48 
 
83.16 86.52 - 86.23 83.65 
IBK 
 
78.23 80.77 86.82 - 77.77 
MLP 
 
76.02 78.40 80.59 77.05 - 
 
 
Table 17 shows the accuracy result of single classifier on the left column of the table and the 
combining two classifiers on the right hand side. For 20 combinations, there are 17 cases are 
improved, and 3 cases are not improved. The 17 cases of combination are improved because 
the classifier 2 outperforms, it enables to correctly classify FN1 more than incorrectly judge 
TN1. On the other hand, 3 cases of combination degrade because the second classifier does 
not enable to correctly classify FN1 greater than incorrectly identify TN1 (it means 
TP2<FP2). 
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Table 17. Classification accuracy comparison of single classifier and combining 
two classifiers. 
 
Accuracy (%) 
 
Single Classifier 
 
Combining 2 Classifiers 
SMO 75.07 SMO + NB 76.19 
SMO + J48 83.16 
SMO + IBK 78.23 
SMO + MLP 76.02 
NB 76.56 NB + SMO 78.29 
NB + J48 86.52 
NB + IBK 80.77 
NB + MLP 78.40 
J48 81.05 J48 + SMO 81.44 
J48 + NB 82.84 
J48 + IBK 86.82 
J48 + MLP 80.59 
IBK 78.52 IBK + SMO 77.60 
IBK + NB 79.40 
IBK + J48 86.23 
IBK + MLP 77.05 
MLP 75.44 MLP + SMO 76.64 
MLP + NB 76.61 
MLP + J48 83.65 
MLP + IBK 77.77 
 
 
3.8.3 Comparing with other researches 
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Table 18 shows the comparison of accuracy for the proposed method with other methods. 
Our method, the combination of our method J48 + IBK from Table 8, outperforms the 
methods [41], [42], [44], and [56]. Our combination with first classifier J48 which is a 
decision tree classifier is able to detect more positive compare to the other four algorithms. 
After that, the undetected positive from classifier 1 fed into classifier 2 IBK classifier which 
applies k nearest neighbor to classify the traffic. In this case, IBK classifier is also able to 
detect more undetected positive while generated little false positive (incorrect detected). As 
a result, the combination of J48 and IBK is able to detect more positive, so that the accuracy 
is improved. The other single methods suffer from high false rate because the single classifier 
is limited in solving the trade-off between FN and FP. We observe that the accuracy of a 
single classifier Decision tree = 80.14% [41] obtains accuracy almost the same as our 
decision tree J48 81.05%; unfortunately, there is not a second classifier to support or detect 
the undetected positive. The another single classifier fuzzy [42] is better than our classifier 1 
J48, however there is not classifier 2 to conduct more classification. That is why the single 
classifier is not effective. The ensemble method [44] applied boosting and random subset 
obtains 85.01% accuracy, less than our method almost two percent; even though boosting is 
ensemble method but is not able to solve the trade-off between FN and FP. Comparing with 
the combination method [43] random tree and NBtree, since their first classifier random tree 
is able to detect more positive than our first classifier decision tree J48. And then there is a 
support from classifier two NBtree so that their combination result is better than our method 
more than two percent. The accuracy of our proposed combination method is less than the 
combination of Random tree and NBtree method [43] because our FN rate is high, therefore 
we design the another method to solve the problem of high FN in the next chapter. 
 
Table 18. Classification accuracy comparison. 
Author 
 
Method Accuracy (%) 
Mohammadi [41] 
 
Decision tree 
 
80.14 
MLP 74.59 
 
Pavel Kromer [42] Fuzzy  82.74 
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Md Zahangir Alom [56] 
 
TrueNorth 81.31 
Bayu Adhi Tama [44] Boosting and random 
subset 
85.01 
 
Jasmin Kevric [43] Random tree + NBtree 89.24 
 
Our proposed method 
 
Combine sequential 2 
Classifiers (J48 + IBK) 
86.82 
 
 
3.9 Conclusion 
 
In this chapter, we proposed a sequential combination of two different classifiers to improve 
the accuracy. Five machine learning algorithms are deployed such as SMO, NB, J48, IBK, 
and MLP. Since there is a trade-off between FN and FP, a single classifier does not enable 
to increase the accuracy. With the proposed method, there are two filters classifier 1 and 
classifier 2 to detect more positive and reduce more errors. The undetected positive traffic 
from classifier 1 will be reclassified by the second classifier, it is able to detect more positive 
in many cases. There are total 20 different cases of combination in the experiment. 17 
combinations are improved because the second classifier outperforms (TP2 > FP2), while 3 
combinations degrade because classifier 2 detects less positive than incorrect detect negative 
(TP2 < FP2). As the result, the best combination of the proposed method is J48 and IBK with 
86.82% accuracy, compared to other three methods is greater than 4 to 6%. This is the 
improvement in term of the accuracy from the proposed method. 
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CHAPTER 4  
4 SEQUENTIAL CLASSIFIERS COMBINATION METHOD TO 
REDUCE FALSE NEGATIVE FOR INTRUSION DETECTION 
SYSTEM 
 
In this chapter, we proposed a new method design with various machine learning algorithms 
aim to reduce more false negative (or detect more positive) to enhance the sensitivity and the 
accuracy for IDS.  
 First section, we present the design of our method and explain how each classifier 
works in order to reduce more false negative to improve the sensitivity. All additional 
classifiers focus to reduce false negative with acceptable false positive. In section 4.2, we 
mention about the policy of method to achieve our aim. For section 4.3 is about classification 
procedure which contains four main steps, first step to select algorithms for our classifiers, 
and then training the models starts, the next step is to evaluate the trained models that is 
testing phase. The last step is to combine all the classifiers’ outputs. In section 4.4, we present 
and analyze the experimental result, how we select the order of classifier, shows the model 
accuracy and the testing result of single classifier and proposed method. The last section 4.5, 
comparing the result of our approach with single classifier and compare with other 
researchers. Moreover, we discuss processing delay of our method, and final issue regards to 
the implementation of proposed method in the actual use case. The more detail of each 
section presents in the following. 
 
4.1 Design Methodology 
 
The combination of two classifiers method in chapter 3, is able to increase the accuracy. 
However, false negative is still high causes low accuracy refers to the Table 6 to Table 10 in 
Chapter 3. Therefore, in this chapter we try to reduce FN by proposing another method to 
reduce more false negative to increase the accuracy and the important thing is to improve the 
sensitivity. To improve the sensitivity and the accuracy of the IDS, we have to reduce false 
especially false negative. We design a method of sequential classifiers combination with 
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different classifiers, and focus to reduce FN of intrusion detection without reducing the 
accuracy. If more malicious traffic is detected (low FN), the performance is improved. The 
single classifier suffers high rate of FN, and is hardly to obtain low FN and low FP because 
of the trade-off between FN and FP. Therefore, we have designed a sequential classifiers 
combination model with using different algorithms for each classifier shows in Fig. 9. Firstly, 
the classifier 1 classifies all incoming network traffic data, and then Pos1 (Pos refers to 
positive output of classifier, and the number 1 to 5 represents the order number of classifiers. 
Pos1 = TP1 and FP1) will be in charge of security administrator. If FP is acceptable level, 
our interest is the allowed traffic, Neg1 (Neg1 refers to negative output of classifier1. Neg1 
= TN1 and FN1) because this part includes undetected malicious traffic. Classifier 2 rechecks 
the undetected malicious traffic from classifier 1, and classifier 3 also classifies the negative 
output from classifier 2. This process is repeated until the last classifier. As a result, we obtain 
low FN (only one false negative, FN5, in case of combining five classifiers because FN1 to 
FN4 is the input of classifier 2 to classifier 5) with acceptable accuracy because we detect 
more malicious traffic. In the procedures, a role of the sequential combination is to reduce 
FN and the trade-off between FP and FN in single classifier. 
 We will be able to add new classifier to the sequential classifiers combination to 
reduce false negative (increase the detection of malicious traffic). We consider reducing 
malicious traffic to enhance the network security. The single classifier may not be reliable to 
classify the traffic, and then we need another different classifier to reclassify the allowed 
traffic by earlier classifier to reduce the possibility of access of malicious traffic. When 
adding new classifier, we have to select a model with low FN and FP in order to obtain the 
final results of prediction with lower FN. We expect that the sequential classifier combination 
correctly detects more positive instances for the final output of sequential combination by 
adding different classifiers. Then, by adding a new different classifier, the sequential 
classifier combination has to improve the limitations of former classifiers; even when the 
former classifiers cannot classify some of the malicious traffic, the later different classifiers 
should classify the unclassified traffic. When adding new classifier, we also consider 
avoiding high FP because FN may be reduced but new FPs occur. 
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Figure 9. A design of five sequential classifiers combination to reduce false 
negative for Intrusion Detection System. 
 
4.2 Optimization Policy 
 
The policy of our sequential method is to reduce false negative of each classifier, all 
sequential classifiers focus on reducing FN. Positive output should be detected with higher 
possibility and not be allowed through the network while negative output passes through the 
network. Since we do not relay on single classifier, we employ additional classifiers in 
sequence to detect more positive instance from negative output of the former classifier, and 
ensure low rate of FN. By this procedure, we can reduce malicious traffic, and at the same 
time the new incorrect detection is occurred (FP) by the other sequential classifiers. We pay 
more attention for FN because it is very harmful to allow malicious traffic causing network 
problem, however, FP is also annoying for general users are not able to access network and 
the network administrator have to handle FPs occurred. In order to reduce these 
inconveniences, the rate of FP should not be excessively high. 
 
4.3 Classification Procedure 
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We use NSL-KDD’99 dataset [47], [48] for our experiment. The dataset consists of 42 
attributes and the class attribute with two labels: normal and anomaly, no feature selection 
applied. The models were trained by the training dataset 20 % with 25,192 instances, and 
then we classified with full testing dataset with 22,544 instances. There are four steps in our 
method, firstly select classifier algorithm, next create a model by training process, after that 
we are able to test our trained models with test dataset, the final step is to combine all 
classifiers’ output. The detail of each step describes in the next section. 
 
4.3.1 Selecting algorithm 
 
The reasons of these five classifiers selected in our method, they are random tree, decision 
tree J48, K Nearest Neighbor, multilayer perceptron, and Naïve Bayes. We want to use 
various algorithms to be able to detect various intrusion, the undetected intrusion from one 
algorithm may be detected by the other algorithms. Decision tree is easy to understand the 
decisions, enables to handle irrelevant attributes, and it is very fast for training model and 
classifying instances. K-nearest neighbor is non-parametric algorithm, the number of k will 
define the class with nearby regions, use voting for making decision of class belongs to. 
Multilayer perceptron enables to learn complexity and non-linear model, and Naïve Bayes is 
simple and easy to implement, it requires small amount of dataset for training a model. These 
algorithms obtain high accuracy with low false negative. Therefore, we use these algorithms 
in our method. 
Random Tree [57]: works exactly like the decision tree, one different thing is the 
splitting random subset of attributes. The interior node corresponds to the input attributes. 
The leaf node describes the label of prediction. In the experiment, the random number seed 
used for selecting attributes is 2, the maximum deep of the tree is unlimited, and the other 
parameters in WEKA are not changed. 
 Decision Tree J48 [58], [59]: is one algorithm of decision tree, it breaks down the 
data into smaller subsets. The root node or decision node may obtain two or more branches, 
the interior node shows the attribute, and the leaf note represents the decision of decision tree. 
We set five folds for the amount of data used for reduced-error pruning, minimum number 
of instances per leaf is six, and the confidence factor used for pruning is 0.25. 
 61 
 
K Nearest Neighbor or IBK classifier [21]: works based on their similarity of the 
number of the nearest instances. The distance of the nearest neighbors is used to identify the 
class of that instance. The decisions made by the majority vote of its neighbors. We set K 
value, the number of neighbors to be used, is 101. 
Multilayer Perceptron (MLP) [60]: is the algorithm for neural network. MLP 
comprises of a network of artificial neurons (nodes), there are three types of node connected 
to each other: Input nodes, hidden nodes, and output nodes. The connection from node to 
node is adjustable. We set Learning rate as 0.3, and the momentum applied to the weights 
during updating is 0.2. 
 Naïve Bayes classifier [61]: is probabilistic classifier based on Bayes’ theorem with 
the independence assumptions. It is fast and easy to build. NB is widely used because it often 
outperforms. 
 
4.3.2 Training phase 
 
This process is to choose the dataset, which we can obtain model of classifier. The other 
important thing is selecting algorithms and tuning parameters to obtain effective classifier 
models, we mentioned in section 3.4. To avoid over fitting, we apply ten folds cross 
validation so that the models are more accurate in practice. 
 
4.3.3 Testing phase 
 
When we obtain models from training phase, the classification can be started. The testing 
phase is the phase to prove how the learning model effectively works for actual data. The 
testing data is fed into classifier model to predict. We intent to reduce FN by detecting 
positive from each classifier. The positive outputs (Pos1 to Pos5 in Fig. 9) passed through, 
and the negative outputs (Neg1 to Neg4) fed into the next classifiers (C2 to C5) to reclassify 
respectively. Finally, we have only one FN from the last classifier while FP is from the 
classifiers combined in sequence. However, the FP for each classifier is not such large 
number comparing to FN. The prediction of the dataset is binary classification which is a 
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process of distinguishing the data with two different types; positive (malicious traffic) and 
negative (normal traffic). 
 
4.3.4 Combining classifiers’ output 
 
After running sequential classifiers, we have the final output from these classifiers’ outputs. 
Based on the design, we can evaluate our sequential classifiers model by calculating 
sensitivity, specificity, and accuracy as in Eq. 11, Eq. 12, and Eq. 13 respectively. 
 
Sensitivity = ୘୔ଵା୘୔ଶା୘୔ଷ ା୘୔ସା୘୔ହ
୔
 x 100%  ……………………………….….…..…(11) 
 
Specificity = ୘୒ହ
୒
 x 100%  ……………………………………………….. …………...(12) 
 
Accuracy = (୘୔ଵା୘୔ଶା୘୔ଷା୘୔ସା୘୔ହ)ା୘୒ହ
୔ା୒ 
 x 100 ……………….. …………….……….(13) 
 
Where,  
P is the total number of positive instance, and N is the total number of negative instance. 
P = TP1 + TP2 + TP3 + TP4 + TP5 + FN5  …………………….…………………….(14) 
N = TN5 + FP1 + FP2 + FP3 + FP4 + FP5  …………………………..……………….(15) 
 
TP1, TP2, TP3, TP4, and TP5 refer to the true positive of classifier 1, 2, 3, 4, and 5, 
respectively.  
FP1, FP2, FP3, FP4, and FP5 are the false positive for classifier 1, 2, 3, 4, and 5, respectively. 
TN5 is the true negative of classifier 5. 
FN5 refers to the false negative of classifier 5. 
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4.4 Experimental result and analysis 
 
The experiment is conducted on an Intel(R) Core(TM) i7 CPU2.60GHz, 16GB memory, 64-
bit Operating System, Windows 10 Pro, and WEKA 3.8 [28] is used as classification tool. 
We use NSL-KDD’99 dataset [47], [48] for our experiment. The dataset consists of 42 
attributes and the class attribute with two labels: normal and anomaly, no feature selection 
applied. The models were trained by the training dataset 20 % with 25,192 instances, and 
then we classified with full testing dataset with 22,544 instances. 
 
4.4.1 Evaluation metric 
 
Three metrics are used to evaluate the proposed method. Sensitivity directly indicates how 
well the classifier enables to detect positive, high sensitivity shows that low FN. The second 
metric, Specificity, measures the correctness of allowing normal traffic. And the last metric, 
accuracy is for the overall value of classification. We can calculate these metrics based on 
Eq. 11, 12, and 13. 
 
4.4.2 Order of algorithms in sequential classifier combination 
 
The reasons of ordering classifiers in the sequential combination are to reduce FN, and not 
to produce large number of FP. The order of classifier algorithms is important because it can 
cause the increase of FN and FP which affect the sensitivity, specificity, and accuracy. Before 
selecting algorithms for each classifier, we should consider the output detail of model for 
each classifier to decide the sequential order of the classifiers and select the model with the 
number of FP. The classifier model with the smaller number of FP is placed in first because 
positive output (TP and FP) is not classified further in our design, only negative output (TN 
and FN) is reclassified by the sequential classifiers. These positive outputs are handled by 
network administrator, they are analyzed to distinguish false alert (or FP) and authentic alert 
(TP) because malicious traffics are hidden in the alerts. Therefore, we configure the order of 
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classifier with low FP in the first place to obtain low FP in the final result because the final 
FP is a cumulative of FPs from the first classifier to the last classifier. 
 Table 19 shows the model result of each classifier algorithm of 20% training dataset 
(KDDTrain+_20percent.ARFF). We know the accuracy of each classifier model, time taken 
to build model, and the detail number of TN, FN, FP and TP. The time taken to build model 
for Random tree, IBK and NB is less than a second, J48 model is 2.31 seconds, the larger 
amount of time is MLP model. According to the result of each model, we set the order of 
algorithms by selecting the small to large number of FP. The order of algorithms is as the 
following. 
• Classifier1 (C1): Random tree 
• Classifier2 (C2): J48 
• Classifier3 (C3): IBK 
• Classifier4 (C4): MLP 
• Classifier5 (C5): NB 
 
 
Table 19. Confusion matrix of Model Accuracy for KDDTrain+_20 Percent 
dataset (training). 
 
Random tree Accuracy = 99.5% 
Time taken to build model: 0.31 second 
TN= 13,396 FP= 53 
FN= 72 TP= 11,671 
 
J48 Accuracy = 99.46% 
Time taken to build model: 2.31 seconds 
TN= 13,379 FP= 70 
FN= 65 TP= 11,678 
 
IBK Accuracy = 97.58% 
Time taken to build model: 0.02 second 
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TN= 13,230 FP= 219 
FN= 390 TP= 11,353 
 
MLP Accuracy = 97.08% 
Time taken to build model: 1,292.95 seconds 
TN= 13,086 FP= 363 
FN= 372 TP= 11,371 
 
NB Accuracy = 89.59% 
Time taken to build model: 0.16 second 
TN= 12,272 FP= 1,177 
FN= 1,445 TP= 10,298 
 
 
4.4.3 Result of single classifier for KDDTest-21 and KDDTest+ dataset 
 
To confirm the sequential classifiers combination of our proposed method is better than 
single classifier, we conducted experiments of the single classifier. Table 20 shows detail of 
the single classifier output, accuracy, and the time taken to classify for KDDTest-21 and 
KDDTest+ dataset. The accuracies of the single classifier for both testing dataset are not 
good because of high FN which causes low accuracy and sensitivity. We also enable to 
calculate the sensitivity, and specificity of single classifier, and they are described in Table 
21. 
 We notice that the results of five models in table 19 obtain very high accuracy with 
low rate of FN and FP. The model obtains very high accuracy (or very low error) on the 
training dataset and the classification result gets low accuracy on unseen testing dataset, this 
is the overfitting problem in the training phase. Overfitting is the production of an analysis 
which corresponds too closely to a particular data, and may fail to fit additional data or 
predict future observations reliably [62]. 
In Table 21, the results for KDDTest-21 dataset are low because of high FN and FP, 
while the results of KDDTest+ dataset obtain high specificity for Random tree, J48, and IBK 
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classifiers that means FP is low. However, the other two metrics, sensitivity and accuracy 
become low because of high FN. 
 For comparison of the proposed method shows in Table 23 and Table 25 for 
KDDTest-21 dataset and KDDTest+ dataset respectively, with the single classifier in Table 
21 for both KDDTest-21 and KDDTest+ testing dataset. The proposed method outperforms 
in term of sensitivity and accuracy because single classifier is limited for classification of 
variety while the proposed method obtaining five different classifiers so the unclassified 
traffic of the earlier classifier can be classified by the later sequential classifiers, that is why 
the performance of the proposed method is better than the single classifier. 
 
Table 20 Confusion matrix of prediction of single classifier and its accuracy for 
KDDTest-21 and KDDTest+ dataset (testing). 
Single classifier 
KDDTest-21 dataset KDDTest+ dataset 
 
Random tree Accuracy = 78.5% 
Time taken to classify: 0.23 second 
 
Random tree Accuracy = 88.45% 
Time taken to classify: 0.52 second 
TN= 1,839 FP= 313 TN= 9,343 FP= 368 
FN= 2,234 TP= 7,464 FN= 2,234 TP= 10,599 
 
J48 Accuracy = 63.29% 
Time taken to classify: 0.21 second 
 
J48 Accuracy = 80.7% 
Time taken to classify: 0.48 second 
TN= 1,889 FP= 263 TN= 9,446 FP= 265 
FN= 4,086 TP= 5,612 FN= 4,086 TP= 8,747 
 
IBK Accuracy = 57.6% 
Time taken to classify: 50.26 seconds 
 
IBK Accuracy = 77.65 % 
Time taken to classify: 84.59 seconds 
TN= 1,834 FP= 318 TN= 9,379 FP= 332 
FN= 4,706 TP= 4,992 FN= 4,706 TP= 8,127 
 
MLP Accuracy = 53.4% 
 
MLP Accuracy = 75.44% 
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Time taken to classify: 0.9 second Time taken to classify: 1.65 second 
TN= 1,426 FP= 726 TN= 8,971 FP= 740 
FN= 4,796 TP= 4,902 FN= 4,796 TP= 8,037 
 
NB Accuracy = 55.77% 
Time taken to classify: 0.85 second 
 
NB Accuracy = 76.56% 
Time taken to classify: 1.34 second 
TN= 1,460 FP= 692 TN= 9,010 FP= 701 
FN= 4,549 TP= 5,149 FN= 4,582 TP= 8,251 
 
 
Table 21. Sensitivity, Specificity, and Accuracy of single classifier for KDDTest-
21 and KDDTest+ dataset (testing). 
Single classifier 
 KDDTest-21 dataset KDDTest+ dataset 
 
Single classifier 
 
Metrics (%) 
 
Metrics (%) 
 
Random tree 
Sensitivity = 76.96 
Specificity = 85.45 
Accuracy = 78.5 
Sensitivity = 82.59 
Specificity= 96.21 
Accuracy = 88.45 
 
 
J48 
Sensitivity = 57.86 
Specificity = 87.77 
Accuracy = 63.29 
Sensitivity = 68.16 
Specificity= 97.27 
Accuracy = 80.7 
 
 
IBK 
Sensitivity = 51.47 
Specificity = 85.22 
Accuracy = 57.6 
Sensitivity = 63.32 
Specificity= 96.58 
Accuracy = 77.65 
 
 
MLP 
Sensitivity = 50.54 
Specificity = 66.26 
Accuracy = 53.4 
Sensitivity = 62.62 
Specificity= 92.37 
Accuracy = 75.44 
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NB 
Sensitivity = 53.09 
Specificity = 67.84 
Accuracy = 55.77 
Sensitivity = 64.29 
Specificity= 92.78 
Accuracy = 76.56 
 
 
 
4.4.4 Result of the proposed method for KDDTest-21 dataset 
 
For obvious understanding of input and output of each classifier of KDDTest-21 and 
KDDTest+ dataset, we define as the following, refers to Fig. 9. Input1, output1 are the input 
and output of C1, and so on. We define the output of the C1, TN1 and FN1, are the input of 
the next classifier (C2), and so on. 
 Table 22 presents each step of the confusion matrix in the sequential combination of 
classifiers for KDDTest-21 dataset. The negative output of C1 (TN1 and FN1) will be the 
input of C2, and the negative output (TN and FN) of C2, C3 and C4 will be the input of C3, 
C4 and C5, respectively. We can calculate three metrics of single classifier and the 
combination of two, three, four and five classifiers, respectively, in Table 23. 
 
 In Table 22, considering C1 is Random tree, we have FN = 2,234 with Accuracy = 
78.5%, it is not satisfied. And then we apply one more classifier (C2) in sequence, C2 
reclassifies negative output (TN1 and FN1) of classifier one (see Fig.9), it can reduce 2,234 
FNs to 1,816 FNs. We repeat this process until the last classifier NB. Finally, we have final 
false negative from classifier five FN5 = 1,206 (it enables to reduce from FN1 to FN5 equals 
to 46.02% reduction). The total of time taken to classify for five classifiers is 22.28 seconds. 
 In Table 23, if we have one classifier Random tree, we obtain Sensitivity = 76.96%, 
Specificity = 85.45%, and Accuracy = 78.5%. It is not acceptable; it is still low because of 
high FN = 2,234 and FP= 313 (in Table 22). To improve the result of single classifier, we 
add C2 to reclassify the negative output of C1 (TN1 and FN1); after combination of C1 and 
C2 we obtain better sensitivity and accuracy as 81.27%, 81.78%, respectively, while 
specificity little decreases 1.35% (from C1 85.45 % to C2 = 84.1%). After that, we continue 
combining the third, fourth, and fifth classifiers, the sensitivity gradually increases. The 
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accuracy also increases until C4’s accuracy drops because of TP4 is less than FP4, but 
sensitivity still increases because of dropping of FN. 
 We compare one single classifier Random tree and combination sequential classifiers 
(Random tree + J48 + IBK + MLP + NB), the combination of five sequential classifiers is 
better than single classifier in term of sensitivity and accuracy. 
Table 22. Each step of the confusion matrix of prediction in the proposed 
combinational classifiers and its accuracy for KDDTest-21 dataset (testing). 
 
C1: Random tree Accuracy = 78.5% 
Time taken to classify: 0.23 second 
TN1= 1,839 FP1= 313 
FN1= 2,234 TP1= 7,464 
 
C2: J48 Accuracy= 54.7% 
Time taken to classify: 0.15 second 
TN2=1,810 FP2=29 
FN2= 1,816 TP2= 418 
 
C3: IBK Accuracy = 60.14% 
Time taken to classify: 21.06 seconds 
TN3=1,749 FP3= 61 
FN3=1,384 TP3= 432 
 
C4: MLP Accuracy= 44.81% 
Time taken to classify: 0.62 second 
TN4= 1,330 FP4= 419 
FN4=1,310 TP4= 74 
 
C5: NB Accuracy = 52.0% 
Time taken to classify: 0.22 second 
TN5= 1,269 FP5= 61 
FN5=1,206 TP5= 104 
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Table 23. Sensitivity, Specificity, and Accuracy of single and combinational 
sequential classifiers for KDDTest-21 dataset (testing). 
 
Combination of classifiers  
 
Metrics (%) 
Single classifier (1C): 
Random tree 
Sensitivity = 76.96 
Specificity= 85.45 
Accuracy = 78.5 
 
Combine two classifiers (2Cs): 
Random tree + J48 
Sensitivity = 81.27 
Specificity= 84.1 
Accuracy = 81.78 
 
Combine three classifiers (3Cs): 
Random tree + J48 + IBK 
Sensitivity = 85.72 
Specificity= 81.27 
Accuracy = 84.91 
 
Combine four classifiers (4Cs): 
Random tree + J48 + IBK + MLP 
Sensitivity = 86.49 
Specificity= 61.8 
Accuracy = 82 
 
Combine five classifiers (5Cs): 
Random tree + J48 + IBK + MLP + 
NB 
Sensitivity = 87.56 
Specificity= 58.96 
Accuracy = 82.37 
 
 
 
 The reasons why we obtain low accuracy. The first reason is we apply the same classifier 
models for both testing dataset KDDTest+.ARFF and KDDTest-21.ARFF. The second reason, 
KDDTest-21.ARFF is a subset of KDDTest+.ARFF that means all instances are from 
KDDTest+.ARFF. The KDDTest-21.ARFF dataset contains a small amount of negative 
instances such as 18% negative while positive instances with large amount 82%, affects the 
classification results still obtains high FN shows in table 22.That is why the accuracy is low 
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because accuracy is the overall measurement of both negative and positive instances. 
 Figure 10 shows that sensitivity gradually increases after combining two, three, four and 
five classifiers. This means that FN is reduced when we combine more classifiers. Since 
Sensitivity and Specificity are trade-off, specificity decreases from single classifier to 
combining five sequential classifiers. However, the overall accuracy is improved from the 
single classifier to five combining sequential classifiers. The results show that a combination 
of five classifiers is better than four, three, two and single classifier in term of sensitivity. If 
we focus on the accuracy, the number of best combination is three classifiers. The accuracy 
of four classifiers combination drops because TP4 is less than FP4. Even though the accuracy 
of four classifiers drops but more positive is detected, means more FN is reduced. Since this 
research prioritizes FN, we continue the combination to the last classifier to reduce more FN. 
 
 
Figure 10. Sensitivity, Specificity, Accuracy of single classifier and 
combinational classifiers for KDDTest-21 dataset. 
 
4.4.5 Result of the proposed method for KDDTest+ dataset 
 
Next evaluations are for the full NSL-KDD test dataset of KDDTest+. Table 24 shows the 
detail of classifier output for each five classifiers. FN1 = 2,234, FP1 = 368. Then C2 reduces 
FN1 to 1,816 (decreased by number of TP2 = 418). Next C3 reduces FN2, C4 additionally 
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reduces FN3, and the last C5 farther reduces FN4 by 104. Therefore, FN1 = 2,234 for single 
classifier can be reduced to final FN (FN5) = 1,206 by the five sequential combination of the 
classifiers. By adding sequential classifiers, the method produces more FP from FP1 = 368 
to the final FP (final FP is the sum of FP1 to FP5) = 963. The combination of five sequential 
classifiers enables to reduce FN, but also increases the number of FP because they are trade-
off.  
The time taken to classify of Random tree, J48, and NB is less than a second, IBK classifier 
took larger time compared to the rest, 43.55 seconds. The time taken to classify for these 
five classifiers is 46.23 seconds. 
Table 24. Each step of the confusion matrix of prediction in the proposed 
combinational classifiers and its accuracy for KDDTest+ dataset (testing). 
 
C1: Random tree Accuracy =88.45 % 
Time taken to classify: 0.52 second 
TN1= 9,343 FP1= 368 
FN1= 2,234 TP1= 10,599 
 
C2: J48 Accuracy= 84.04% 
Time taken to classify: 0.33 second 
TN2= 9,312 FP2= 31 
FN2= 1,816 TP2= 418 
 
C3: IBK Accuracy =86.88 % 
Time taken to classify: 43.55 seconds 
TN3= 9,237 FP3= 75 
FN3= 1,384 TP3= 432 
 
C4: MLP Accuracy= 83.71% 
Time taken to classify: 1.37 second 
TN4= 8,817 FP4= 420 
FN4= 1,310 TP4= 74 
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C5: NB Accuracy= 87.40% 
Time taken to classify: 0.46 second 
TN5= 8,748 FP5= 69 
FN5= 1,206 TP5= 104 
   
Table 25 and Figure 11 show the sensitivity, specificity, and accuracy of single 
classifier and each combination of classifiers for KDDTest+ dataset. The sensitivity, 
specificity, and accuracy of single classifier Random tree are 82.59%, 96.21%, and 88.45%, 
respectively. To increase the percentage of sensitivity and accuracy, we combine two, three, 
four, and five classifiers in sequence. More positive is detected (FN reduces) and little 
negative is also detected (FP increases). Comparing single classifier to combination of five 
sequential classifiers, the sensitivity and accuracy are increased 8.01%, and 1.92%, 
respectively; while specificity is reduced 6.13%. 
 In Fig. 11, the sensitivity increases with combining classifiers (FN decreased), and 
the accuracy is also increased in overall. The specificity is decreased because our method 
designed to reduce FN not FP, and then the specificity is decreased. Single classifier (1C) is 
the baseline to compare with the combination. The combination of two classifiers (2Cs) is 
better than single classifier, sensitivity and accuracy increase and specificity decreases. The 
increasing of sensitivity and accuracy together means that the ratio of FN is greater than the 
ratio of FP. At the point of 3Cs is very interesting and noticeable, the accuracy is the highest 
and specificity is still high, however, we pay more attention to increase sensitivity. And then 
we add one classifier to 4Cs, at this point is also interesting, the accuracy and specificity 
decrease while sensitivity is little increases. The reason why accuracy at 4Cs is decreased 
because TP4 is less than FP4. At the final point 5Cs, sensitivity still keeps increasing and the 
accuracy is little improved because FN is decreased (TP5 = 104 is greater than FP5 = 69) in 
Table 24. The final result of five sequential classifiers combination (5Cs), we can reduce FN 
more than the increasing of FP generated by five sequential classifiers. In conclusion, the 
sequential combination is improved in term of sensitivity and accuracy. 
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Table 25. Sensitivity, Specificity, and Accuracy of single and combinational 
sequential classifiers for KDDTest+ dataset (testing). 
 
Combination of classifiers  
 
Metrics (%) 
Single classifier (1C): 
Random tree 
Sensitivity = 82.59 
Specificity= 96.21 
Accuracy = 88.45 
 
Combine two classifiers (2Cs): 
Random tree + J48 
Sensitivity = 85.84 
Specificity= 95.59 
Accuracy = 90.17 
 
Combine three classifiers (3Cs): 
Random tree + J48 + IBK 
Sensitivity = 89.21 
Specificity= 95.11 
Accuracy = 91.75 
 
Combine four classifiers (4Cs): 
Random tree + J48 + IBK + MLP 
Sensitivity = 89.79 
Specificity= 90.79 
Accuracy = 90.22 
 
Combine five classifiers (5Cs): 
Random tree + J48 + IBK + MLP 
+ NB 
Sensitivity = 90.6 
Specificity= 90.08 
Accuracy = 90.37 
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Figure 11. Sensitivity, Specificity, Accuracy of single classifier and 
combinational classifiers for KDDTest+ dataset. 
 
 
4.5 Discussion 
 
4.5.1 Comparing the proposed method with single classifier 
 
Table 26 shows the comparison of sensitivity, specificity, and accuracy for single classifier 
and proposed method with five sequential classifiers. We select the better single classifier, 
random tree classifier, to compare with proposed method (5Cs). We notice that the 
sensitivity improved around 8% because of additional four classifiers detect more positive 
while the accuracy increases almost 2%. On the other hand, the specificity is decreased 
from 96.21% to 90.08% because of the new false positive that four additional created. In 
conclusion, sensitivity improves 8% and accuracy improves almost 2%, while specificity 
decrease around 6%, note that FN is more serious and important than FP so it is worth to 
lose specificity and gain sensitivity with high rate. 
Table 26. comparison of single classifier with the proposed method for 
KDDTest+ dataset (testing). 
 76 
 
 
Combination of classifiers  
 
Metrics (%) 
Single classifier (1C): 
Random tree 
Sensitivity = 82.59 
Specificity = 96.21 
Accuracy = 88.45 
 
Single classifier (1C): 
J48 
Sensitivity = 68.16 
Specificity = 97.27 
Accuracy = 80.70 
 
Single classifier (1C): 
IBK 
Sensitivity = 63.32 
Specificity = 96.58 
Accuracy = 77.65 
 
Single classifier (1C): 
MLP 
Sensitivity = 62.62 
Specificity = 92.37 
Accuracy = 75.44 
 
Single classifier (1C): 
NB 
Sensitivity = 64.29 
Specificity = 92.78 
Accuracy = 76.56 
 
Combine five classifiers (5Cs): 
Random tree + J48 + IBK + MLP + 
NB 
Sensitivity = 90.6 
Specificity= 90.08 
Accuracy = 90.37 
 
 
 
4.5.2 Comparing the proposed method with other methods 
 
Table 27 shows the comparison of the accuracy for KDDTest+ and KDDTest-21 dataset of 
the previous works. Our method obtained better overall accuracy for both KDDTest+ and 
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KDDTest-21 because their methods: single classifier [61] obtains high false so that the 
accuracy is low, and the combination methods [41], [42] did not reduce more FN. Moreover, 
they focused only improvement of accuracy without considering sensitivity (FN), while our 
method focused to minimize FN. We can improve sensitivity, that is why our method 
obtained better results. 
 
 
Table 27. Comparison of overall accuracy of KDDTest+ and KDDTest-21. 
 
Methods 
 
Overall accuracy (%) 
KDDTest+ KDDTest-21 
Ensemble (boosting and random 
subset) [44] 
 
85.01 - 
NBTree [63] 
 
82.02 66.16 
Random tree + NBtree [43] 
 
89.24 80.0 
Our method 
 
90.37 82.37 
 
  
Next, we will compare the sensitivity, specificity, and accuracy of KDDTest+ in 
Table 28 because KDDTest+ is full testing dataset and obtains better result than subset 
KDDTest-21 dataset.  
 Method [40] applied only one classifier, one classifier is not enough to obtain high 
sensitivity and accuracy because various positive and negative instances are not correctly 
classified. Sometime single classifier gains little high accuracy because of low false positive, 
however the sensitivity is low. The single classifier is limited to obtain high accuracy and 
sensitivity because of the trade-off between false negative and false positive.  
 78 
 
These two methods [44], and [63].  did not evaluate sensitivity and specificity, they 
evaluated only accuracy. However, we can say that their sensitivities and specificities are 
low based on their low accuracies 85.01% and 82.02% respectively.  
Md Zahangir Alom method [56] evaluated two metrics such as sensitivity and 
accuracy. The result is not so good, shows that they obtained 90.12% sensitivity and only 
81.31% accuracy that is not enough for IDS classifier, from this result with not so good 
sensitivity and low accuracy means that the specificity is low because the accuracy is the 
overall result of positive showed by sensitivity and negative by specificity so that this method 
is not satisfied.  
Comparing our method with a method [43], ours is better in term of sensitivity (Lower 
FN) by 6.7%, and a little better 1.13% for overall accuracy. At the same time, our specificity 
is worse than [41] by 6.12%. The overall our method is better because our method obtained 
higher both sensitivity and accuracy, and sensitivity (indicates FN rate) is more important 
than specificity (indicates FP rate) for security reason. 
Another method applied one-class small hypersphere support vector machine 
(OCSHSVM) [64], measured two out of our three metrics, sensitivity (recall) and accuracy. 
They obtain higher sensitivity and accuracy as 92.16% and 93.82% respectively. However, 
we cannot compare with this method because their method is for multiple classification with 
five labels (Normal, Probe, DoS, U2R, and R2L). Moreover, they applied different condition 
and method. The number of the training dataset is big different and also apply feature 
selection while our method utilized the original dataset.  
 
Table 28. Comparison of Sensitivity, Specificity, and Accuracy of KDDTest+. 
 
Combining classifiers  
 
Evaluation metrics 
 
Sensitivity (%) 
 
Specificity (%) 
 
Accuracy (%) 
Ensemble (boosting and 
random subset) [44] 
 
- 
 
87.4 
 
85.01 
NBTree [63] 
 
- - 82.02 
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Randomtree + NBtree [43] 
 
83.9 96.2 89.24 
One-class small 
hypersphere SVM [64] 
 
92.16 - 93.82 
Md Zahangir Alom [56] 
 
90.12 - 81.31 
Mahsa Bataghva Shahbaz, 
et al. [40] 
 J48 
 C4.5 
 PART 
 Random Tree 
 Bagging 
 Random forest 
 
 
 
86.1 
85.9 
81.9 
83.6 
85.9 
83.2 
 
 
88.6 
87.2 
84.1 
85.4 
87.2 
85.1s 
 
 
- 
- 
- 
- 
- 
- 
Our method 
 
90.6 90.08 90.37 
 
 
 We compare the proposed method for combination of three classifiers (3 Cs), five 
classifiers (5 Cs) with a method [41] shows in table 29. Our method with three classifiers is 
better than a method [41] for 5.31% sensitivity and 2.51% accuracy, and little worse than 
1.09% of specificity. While our method with five classifiers is also better than [41] in term 
of sensitivity and accuracy as 6.7% and 1.13% but the specificity is worse than [41] for 6.12% 
because of the results of fourth classifier is not improved for specificity (TP4 < FP4) and the 
fifth classifier is little improved refers to table 24. That is why the specificity of combining 
five classifiers is dropped. However, this is the intrusion situation so that we have to select 
our method with five classifiers to detect more malicious (or reduce more FN).   
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Table 29. Comparison of Sensitivity, Specificity, and Accuracy of KDDTest+ for 
the proposed method with three and five classifiers. 
 
Method  
 
Evaluation metrics 
 
Sensitivity (%) 
 
Specificity (%) 
 
Accuracy (%) 
Randomtree + NBtree [43] 
 
83.9 96.2 89.24 
Our method  
(combine with 3 Cs) 
89.21 95.11 91.75 
Our method 
(combine with 5 Cs) 
90.6 90.08 90.37 
 
 
4.5.3 Processing delay of the proposed method 
 
There are two situations we consider for network traffic classification, one is intrusion 
situation and the another one is normal situation. The experiment of our method is for 
intrusion situation because we obtain the testing dataset with large amount of positive as 
56.93% and 81.84% for testing dataset KDDTest+ and KDDTest-21 respectively showed in 
Table 2.  
For intrusion situation as our method experiment, the proposed method contains five 
classifier algorithms as Random tree, J48, IBK, MLP, and NB to detect more positive dataset. 
The processing time of each algorithm is different. The time taken to build model in training 
phase shows in the Table 19, and the time taken to classify network traffic for both testing 
dataset in testing phase show in the Table 22 and Table 24 respectively. The time taken to 
build model for MLP model is larger than the other models that is 1,292.95 seconds. In case 
of the training dataset is getting big, we can parallel build models in different machines for 
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training phase. For the time taken to classify in testing phase is small because the input for 
next classifier is only negative output (TN and FN) from the former classifier and it takes 
short time to classify. The total time taken to classify of our method for KDDTest-21 and 
KDDTest+ dataset are 22.28 seconds and 46.23 seconds respectively. The amount of positive 
output of classifier two, three, four, and five is not large shows in table 22 and table 24 that 
means the input of classifier two, three, four, and five is almost the same. Therefore, the 
proposed method is effective in the processing delay for intrusion situation. 
 The time taken to classify for single classifier for both testing dataset shows in Table 
20. The time taken to classify of four classifiers, Random tree, J48, MLP, and NB is very 
small, except IBK classifier for KDDTest-21 and KDDTest+ are 50.26 seconds and 84.59 
seconds respectively. Comparing the time taken to classify of single classifier IBK and the 
proposed method for the both testing dataset, the time of single classifier IBK is larger than 
the proposed method with five classifiers because the single classifier classifies entire testing 
dataset while the IBK classifier for the proposed method is in the third place, and classifies 
only negative output from the second classifier. Therefore, for intrusion situation the amount 
of input for the later sequential classifiers gets smaller because positive output is not 
classified. The processing delay of the proposed method depends on the amount of testing 
dataset.  
 For normal situation (for future work), the method we use only one classifier since 
the entire traffic is negative so that the classifier does not produce large amount of FP. the 
processing delay depends on the amount of testing dataset and the classifier algorithm. The 
one classifier we deploy in our method is Random tree classifier, the processing delay or 
time taken to classify is less than a second as 0.23 second and 0.52 second for both testing 
dataset KDDTest-21 with 2,152 negative instances and KDDTest+21 with 9,711 negative 
instances respectively shows in Table 20. In case the number of negative instances increase, 
the processing delay enables to increase as well but not so high based on the result in Table 
20. Therefore, we can say that the proposed method is effective in the processing delay for 
normal situation. If the single classifier (classifier one) detects malicious traffic, the 
sequential classifiers will be added that means the situation changes from normal situation to 
intrusion situation, so the processing delay explains in the above paragraph.  
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4.5.4 Implementing of the proposed method in actual use case 
 
In the actual use case of practical use, we describe for two situations such as normal and 
intrusion situation. The normal situation, all the traffic is negative and very little or none of 
positive; while the intrusion situation, there is a large amount of positive. For both mentioned 
situations, the number of classifiers and the method are different. We describe both situations 
as the following.  
For the intrusion situation, we apply a sequential classifiers combination method of 
five different classifiers to detect positive or reduce FN for IDS. The experimental results of 
our proposed method using NSL KDD’99 dataset consists of almost the same number of 
positives and negatives. Even though, we can reduce the number of final FN from single 
classifier (C1) by our method almost half from 2,234 to 1,206, while the number of final FP 
is increased (the final FP is the sum of five classifiers’ FP = 963). Since the proposed method 
has a trade-off between the number of classifiers and the number of FNs, a case of the less 
number of classifiers leads the larger number of FNs with the smaller number of FPs. This is 
because that single classifier produces the larger number of FNs with the smaller number of 
FPs referring to the experiment results in Table 22 and Table 24. In contrast, the larger 
number of classifiers affects the lower number of FNs with the larger number of FPs because 
FPs is produced by the later classifiers and then the final FP is cumulative of all the classifiers’ 
FP.    
 For the normal situation in practical use, almost the traffic is normal traffic (negative) 
and very low number of malicious traffic (positive). In order not to get high FP, we deploy 
only one classifier for the proposed method, it is no need to apply many classifiers because 
there is not positive to detect. The more we apply many sequential classifiers, the more FP 
produces with zero FN because there is not malicious traffic. The sign of increasing the 
number of classifiers when the one classifier detects malicious traffic, if the classifier does 
not detect we just keep running the one classifier.  
 
4.6 Conclusion 
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To solve the problem of trade-off between FN and FP or sensitivity and specificity, we 
proposed a sequential combination method with five different classifiers to reduce FN and 
acceptable FP in order to improve the sensitivity and accuracy. All five classifiers focus on 
reducing FN because FN is more harmful to the network system, the order of classifier 
models depends on the number of FP rate, the smaller number is placed as the earlier 
classifiers because large number of FN will be reclassified by the later classifiers. We 
evaluated our design method with two testing dataset KDDTest+.ARFF (full testing dataset), 
and KDDTest-21.ARFF (subset testing dataset). The results show that the full testing dataset 
is better than the subset testing dataset. The proposed method outperforms compared with 
the single classifier, especially the first combination of three classifiers the sensitivity and 
accuracy is much increased and the fourth and fifth classifiers are little improved because 
TP4 is less than FP4 and TP5 is little greater than FP5. The proposed method with five 
classifiers enables to improve the sensitivity from 82.59% to 90.60% (almost 8%) and the 
accuracy from 88.45% to 90.37% (around 2%), but our specificity decreased around 6% from 
96.21% to 90.08%. In the actual use case, there may be less positive (malicious traffic) so 
we can reduce the number of classifiers in order to reduce FP. In the contrast, for the attack 
scenario we must increase the number of classifiers to detect malicious traffic even though 
we will have high false positive rate because we need to stop the attack and analyze the 
positive ones, and at that time the services may be stopped so the security administrator does 
not worry about FP occurring. We can say that the proposed method outperforms in term of 
sensitivity and accuracy.  
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CHAPTER 5 
5 CONCLUSION AND FUTURE WORK 
 
5.1 Conclusion 
 
In this thesis, we study on sequential classifiers combination method to improve the 
performance of intrusion detection system. Two methods of the sequential classifiers 
combination are presented, the first method with the aim to improve the accuracy by reducing 
the false negative and false positive of classifier one and two respectively; the second one, 
focus on reducing more false negative by all five sequential classifiers; as a result, we enable 
to improve the sensitivity and accuracy.  NSL-KDD’99 dataset is used in the experiment.  
The first method combines with two sequential classifiers, classifier 1 is utilized to 
minimize false negative while the second classifier is to minimize false positive. Since the 
single classifier is limited for classification of two different classes or patterns, the single 
classifier is not able to correctly classify both positive and negative instance effectively 
because there is a trade-off between FN and FP. To solve the problem of trade-off, two 
different classifiers are deployed which clearly objective, one classifier is for reducing FN 
and the rest focuses on reducing FP. When the classifier one is not able to detect the whole 
positive, the second classifier is in charge to detect the missed ones. By this method, we are 
able to detect more positive (reduce more FN) and the final result of the accuracy and 
sensitivity is improved. The result shows that the combination of two classifiers is better than 
single classifier. The accuracies of two classifiers combination are 83.16%, 86.52%, 86.82%, 
86.23%, and 83.65% for SMO & J48, NB & J48, J48 & IBK, IBK & J48, MLP & J48, 
respectively; while the accuracies of single classifier of SMO, NB, J48, IBK, and MLP are 
75.07%, 76.56%, 81.05%, 78.52%, and 75.44% respectively.  
Since the result the first method is not satisfied, there are rooms to improve, the second 
sequential combination method is proposed. The aim of the method to reduce more FN in 
order to improve the sensitivity and the accuracy, we design a sequential method with various 
ML algorithms, all classifier algorithms focus to minimize false negative because the FN rate 
is high. We set the order of the classifier with the small number of FP as the earlier classifier 
since the positive output is not reclassified, and the negative output is reclassified by the later 
 85 
 
classifiers. The first single classifier obtains high false negative rate that is why the later 
sequential classifiers required. The second classifier is able to detect undetected positive of 
the first one, and we repeat this process by adding new different classifier until we obtain 
better result with acceptable new FP. At the final result, we combine all the classifiers’ output, 
we obtain a better results, higher sensitivity and accuracy, comparing to the first method. The 
results show that combining various sequential classifiers is better than single classifier and 
some ensemble methods in term of sensitivity and accuracy because false negatives were 
additionally detected as the next sequential classifiers. However, we also obtain lower 
specificity because of the false positive of the later classifiers generated. The sensitivity of 
sequential five classifiers combination is improve from single classifier 82.59% to 90.60%, 
the accuracy is improved from 88.45% to 90.37%, and the specificity is decreased from 
96.21% to 90.08%.  
 
5.2 Future Work 
 
 Although we proposed methods of sequential classifiers combination to improve the 
performance of intrusion detection system, we can improve the accuracy of classification and 
also increase the sensitivity by reducing false negative. There are still a lot of unsolved issues 
to boost the performance of IDS Classifier, the future works will consider the following 
issues.   
1. Applying feature selection to the dataset before implementing the model training and 
classification of testing dataset. Feature selection is used to select the most relevant 
features of the dataset, is able to solve the problem of overfitting, minimize the size 
of dataset so that the processing delay is improved. After applying feature selection, 
the performance should be improved. 
2. Since the ratio of the four main types of attack (positive instance) such as DOS, U2R, 
R2L, and Probe in NSL KDD’99 dataset is the big difference, we have to modify and 
increase the minority class of attack in order to avoid the bias causing from the 
majority type of attack. Even though, we proposed methods for binary classification 
which obtain two classes of dataset, label in normal and anomaly. In anomaly label 
instance, there are four main types of attack with the big different portion and they 
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are imbalanced class of dataset leads to overfitting problem. The problem may cause 
low detection rate for minority class.  
3. Modifying the design of the sequential classifiers combination method by reducing 
or increasing the number of classifiers, applying some techniques or changing 
classification tool. The proposed method is able to improve the sensitivity and the 
accuracy of the classification, however the result is not satisfied, the result is able to 
improve more. In addition, the specificity becomes low because of new false positive 
occurred by the later sequential classifiers. This leads to the normal users not be able 
to access to the network resources. From this problem, we should improve the design 
and apply effective techniques to improve the sensitivity, accuracy, and the 
specificity as well. 
4. Applying the other algorithms that enable to detect more positive. With effective 
algorithms, we are able to detect more positive (less false negative) and also obtain 
less false positive. Moreover, the combination of various algorithms may be boost 
the sensitivity, specificity, and accuracy of the classification. 
5. Configuring the dynamical classifier in practical use to define the number of 
classifiers. Improve the design method to automatically determine the number of 
classifiers for the situations. For example, normal situation the traffic is normal 
(negative) the number of classifier should be one because the method will not produce 
more FP. On the other hand, if the IDS enables to detect malicious is intrusion 
situation (we can realize by the classifier one obtains TP), the number of classifiers 
should be increased to five or more to detect more malicious traffic. The processing 
delay depends on the number of classifiers and the amount of testing dataset. 
6. Applying the method for real time detection, monitoring real time incoming and 
outgoing traffics. Measuring the proposed method by evaluating the sensitivity, 
specificity, accuracy and the processing delay.  
7. Solving overfitting problem for training model causes poor classification 
performance in testing phase.   
8. Applying the proposed method with different network traffic dataset to verify and 
find out the problem of the proposed model in order to improve the performance of 
binary classification. 
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