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A DECOMPOSITION OF TWISTED EQUIVARIANT K-THEORY
JOSE´ MANUEL GO´MEZ AND JOHANA RAMREZ
Abstract. For G a finite group, a normalized 2-cocycle α ∈ Z2(G, S1) and X a G-space
on which a normal subgroup A acts trivially, we show that the α-twisted G-equivariant K-
theory of X decomposes as a direct sum of twisted equivariantK-theories of X parametrized
by the orbits of an action of G on the set of irreducible α-projective representations of A.
This generalizes the decomposition obtained in [4] for equivariantK-theory. We also explore
some examples of this decomposition for the particular case of the dihedral groups D2n with
n ≥ 1 an even integer.
1. Introduction
In the past few years there has been a growing interest in studying twisted K-theory
motivated by its appearance in string theory and also due to the celebrated theorem of
Freed, Hokpins and Teleman (see [3, Theorem 1]). In this article we study G-equivariant
twisted K-theory when G is a finite group. Our main goal is to show that, under suitable
hypothesis, the canonical decomposition theorem for projective representations can be used
to obtain a decomposition for twisted G-equivariantK-theory as a direct sum of other twisted
equivariant K-theories, thus generalizing the work in [4] where a similar decomposition was
obtained for equivariant K-theory.
Suppose that we have a short exact sequence of finite groups
1→ A→ G
pi
→ Q→ 1.
Let X be a compact and Hausdorff G-space on which A acts trivially and fix α a normalized
2-cocycle on G with values in S1. Associated to the cocycle α we have a central extension
1→ S1 → G˜α → G→ 1
and the action of G on X can be extended to an action of G˜α on X in such a way that
the central factor S1 acts trivially. The α-twisted G-equivariant K-theory of X , αK∗G(X),
is constructed using G˜α-equivariant vector bundles on which the central factor S
1 acts by
multiplication of scalars. The main object of study in this work are the twisted K-groups
αK∗G(X).
Representations of the group G˜α on which the central factor S
1 acts by multiplication
of scalars are in a one to one correspondence with α-projective representations of G. Via
this correspondence we can use the classical tools of projective representations to study the
twisted K-groups αK∗G(X). To this end we show in Section 2 that, if Irr
α(A) denotes the set
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of isomorphism classes of α-projective representations of A, then there is an action of G on
Irrα(A). and this action factors through an action of Q on Irrα(A). Given an isomorphism
class [τ ] ∈ Irrα(A) let Q[τ ] denote the isotropy subgroup at [τ ]. Using Lemma 2.7 we show
that we can associate to each [τ ] ∈ Irrα(A) a normalized 2-cocycle defined on Q[τ ] with values
in S1. This is precisely the data needed to construct a twisted version of Q[τ ]-equivariant
K-theory. With this in mind, the main result of this article is the following theorem.
Theorem 1.1. Suppose that A is a normal subgroup of a finite group G. Let α be a normal-
ized 2-cocycle on G with values in S1 and X a compact G-space on which A acts trivially.
Then there is a natural isomorphism
ΦX :
αK∗G(X)→
⊕
[τ ]∈G\ Irrα(A)
βτ,αK∗Q[τ ](X)
[E] 7→
⊕
[τ ]∈G\ Irrα(A)
[
HomA˜α(Vτ , E)
]
.
When α is the trivial cocycle αK∗G(X) agrees with K
∗
G(X) and the previous decomposition
agrees with [4, Theorem 3.2] in this case. Therefore Theorem 1.1 generalizes [4, Theorem
3.2]. In fact, Theorem 1.1 is proved using ideas similar to the ones used to prove [4, Theorem
3.2].
We remark that Theorem 1.1 could be proved using the work of Freed, Hopkins and
Teleman [3]. However, we have chosen to prove it directly as to obtain an explicit description
of this decomposition. Also, we chose to work with finite groups to obtain explicit formulas
for the cocycles used to twist equivariant K-theory in this decomposition. Theorem 1.1 also
holds in general for compact Lie groups, a proof in this context can be obtained generalizing
the work in [2].
The outline of this article is as follows. In Section 2 we review some basic definitions of
projective representations that we use throughout this article. Section 3 is the main part of
the article, Theorem 1.1 is proved there. Finally, in Section 4 we explore some examples of
Theorem 1.1 for the particular case of the dihedral group D2n with n ≥ 1 an even integer.
2. Projective representations
In this section we recall some basic definitions and properties of projective representations
that will be used throughout this article.
2.1. Basic definitions.
Definition 2.1. Let G be a finite group and V a finite dimensional complex vector space. A
map ρ : G→ GL(V ) is called a projective representation of G if there exists a function
α : G×G→ C∗
such that
(1) ρ(g)ρ(h) = α(g, h)ρ(gh)
for all g, h ∈ G and ρ(1) = IdV .
Note that if ρ satisfies Equation (1) then the function α defines a C∗-valued normalized
2-cocycle on G; that is, for all g, h, k ∈ G we have:
2
α(gh, k)α(g, h) = α(g, hk)α(h, k),
α(g, 1) = α(1, g) = 1.
To stress the dependence of ρ on V and α, we shall often refer to ρ as an α-representation
of G on the space V or, simply as an α-representation of G, if V is not pertinent to the
discussion.
Remark 2.2. If α is the trivial cocycle; that is, if α(g, h) = 1 for all g, h ∈ G, then
α-representations of G are simply ordinary representations of G.
Definition 2.3. Two α-representations ρi : G → GL(Vi) with (i = 1, 2) are said to be
linearly equivalent or isomorphic if there exists a vector space isomorphism f : V1 → V2
such that ρ2(g) = fρ1(g)f
−1 for all g ∈ G.
Just as in the case of the ordinary theory of representations of groups we have similar
notions for projective representations such as irreducible representations and unitary repre-
sentations. Given a C∗-valued normalized 2-cocycle α on G we denote by Irrα(G) the set
of isomorphism classes of complex irreducible α-representations of G. If ρ : G → GL(V ) is
an irreducible α-representation of G then [ρ] ∈ Irrα(G) denotes the corresponding isomor-
phism class. We remark that the classical results of representation theory such as complete
reducibility and Schur’s lemma also hold for the case of projective representations. We refer
the reader to [5] for the basic theory of projective representations.
Example 2.4. Consider the dihedral group D2n of order 2n defined by
D2n = 〈a, b | a
n = b2 = 1, bab = a−1〉.
For such groups we have
H2(D2n, S
1) ∼=
{
1 if n is odd,
Z/2 if n is even.
In this example we only consider the case where n is even as otherwise we will obtain usual
representations. Let n ≥ 2 be an even integer, ǫ a primitive n-th root of unity in C and let
α : D2n ×D2n → S
1
be the function defined by
α(aj , akbl) = 1 and α(ajb, akbl) = ǫk for 0 ≤ j, k ≤ n− 1 and l = 0, 1.
The function α defines a normalized 2-cocycle on D2n with values in S
1 whose corresponding
cohomology class is a generator in H2(D2n, S
1) ∼= Z/2. For each i ∈ {1, 2, . . . , n/2} put
Ai =
(
ǫi 0
0 ǫ1−i
)
and Bi =
(
0 1
1 0
)
.
Consider the map
τi : D2n → GL2(C)
defined by
τi(a
kbl) = AkiB
l
i for 0 ≤ k ≤ n− 1 and l = 0, 1.
These assignments determine the irreducible, non-equivalent α-representations ofD2n so that
Irrα(D2n) = {[τ1], . . . , [τn/2]}. (See for example [6, Chapter 5 Theorem 7.1]).
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A key feature of projective representations is that we also have the following canonical
decomposition whose proof can be obtained in a similar way as in the case of regular repre-
sentations.
Theorem 2.5. (Canonical Decomposition) Suppose that α is a normalized 2-cocycle of
a finite group G with values in S1. Let W be a finite-dimensional α-representation. Then
the assignment
γ :
⊕
[ρ]∈Irrα(G)
Vρ ⊗ HomG(Vρ,W )→ W
v ⊗ f 7→ f(v)
defines an isomorphism of α-representations.
Suppose now that α is a normalized 2-cocycle on G with values in S1. We can associate
to α a central extension of G by S1 in the following way. As a set define
(2) G˜α = {(g, z) | g ∈ G, z ∈ S
1}.
The product structure in G˜α is given by the assignment
(g1, z1)(g2, z2) := (g1g2, α(g1, g2)z1z2) .
This way G˜α a compact Lie group that fits into a central extension
1→ S1 → G˜α → G→ 1.
Let ρ : G → GL(V ) be an α-representation of G. If we define ρ˜ : G˜α → GL(V ) by
ρ˜(g, z) = zρ(g) then ρ˜ defines a representation of G˜α on which the central factor S
1 acts by
multiplication of scalars. Conversely, if ρ˜ : G˜α → GL(V ) is a representation of G˜α on which
the central factor S1 acts by multiplication of scalars then the function ρ : G → GL(V )
given by ρ(g) = ρ˜(g, 1) defines an α-representation of G. The above assignment defines a
one to one correspondence between α-representations of G and representations of G˜α on
which the central factor S1 acts by multiplication of scalars. Via this correspondence we will
switch back and forth between α-representations of G and representations of G˜α on which
the central factor S1 acts by multiplication of scalars without explicitly mentioning it.
2.2. Cocycles and projective representations. Suppose now that A is a normal sub-
group of a finite group G so that we have a short exact sequence
1→ A→ G
pi
→ Q→ 1.
Assume that α is a normalized 2-cocycle of G with values in S1, by restriction we can also see
α as a cocycle defined on A. Let us define an action of G on the set Irrα(A) in the following
way. Given ρ : A → U(Vρ) an α-representation and g ∈ G we define g · ρ : A → U(Vρ) so
that if a ∈ A we have:
(3) g · ρ(a) = α(g−1a, g)α(g, g−1a)−1ρ(g−1ag) ∈ U(Vρ).
Proposition 2.6. The above assignment defines a left action of G on Irrα(A). Furthermore,
for all b ∈ A, we have that b · ρ ∼= ρ so that the action of G on Irrα(A) factors to an action
of Q = G/A on Irrα(A).
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Proof. First we show that g ·ρ is an α-representation of A. Indeed, for all g ∈ G and a, b ∈ A
we have
(g · ρ(a))(g · ρ(b)) = (α(g−1a, g)α(g, g−1a)−1ρ(g−1ag))(α(g−1b, g)α(g, g−1b)−1ρ(g−1bg))
= α(g−1a, g)α(g, g−1a)−1α(g−1b, g)α(g, g−1b)−1α(g−1ag, g−1bg)ρ(g−1abg)
= α(g, g−1a)−1α(g−1ab, g)α(g−1a, b)ρ(g−1abg)
= α(a, b)α(g−1ab, g)α(g, g−1ab)−1ρ(g−1abg)
= α(a, b) (g · ρ(ab)) .
The above equalities are obtained using the 2-cocycle equation for α. Now, we show that
this definition satisfies the axioms of an action. If ρ : A→ U(Vρ) is an α-representation, as
α is a normalized cocycle,
1 · ρ(a) = α(a, 1)α(1, a)−1ρ(a) = ρ(a).
Moreover, given g, h ∈ G and a ∈ A, we have
g · (h · ρ)(a) =α(g−1a, g)α(g, g−1a)−1(h · ρ)(g−1ag)
=α(g−1a, g)α(g, g−1a)−1α(h−1g−1ag, h)α(h, h−1g−1ag)−1ρ(h−1g−1agh)
and
(gh) · ρ(a) =α(h−1g−1a, gh)α(gh, h−1g−1a)−1ρ((gh)−1a(gh))
=α(h−1g−1a, gh)α(gh, h−1g−1a)−1ρ(h−1g−1agh).
Manipulating the cocycle equation for α it can be proved that
α(g−1a, g)α(g, g−1a)−1α(h−1g−1ag, h)α(h, h−1g−1ag)−1 = α(h−1g−1a, gh)α(gh, h−1g−1a)−1.
This implies that for all a ∈ A
g · (h · ρ)(a) = (gh) · ρ(a).
Finally, for a, b ∈ A expanding and using the cocycle equation we obtain
b · ρ(a) = ρ(b)−1ρ(a)ρ(b)
and thus b · ρ ∼= ρ as α-representations. 
As above assume that A is a normal subgroup of a group G and Q = G/A. Fix an
assignment σ : Q → G such that π(σ(q)) = q for all q ∈ Q with σ(1) = 1. We remark that
the map σ is only a set theoretical map so in particular it does not necessarily have to be a
group homomorphism.
Suppose that ρ : A → U(Vρ) is a complex irreducible α-representation with the property
that g · ρ is isomorphic to ρ for every g ∈ G (under the action defined in Proposition 3).
Under this assumption, as σ(q) · ρ ∼= ρ we can find an element Mq ∈ U(Vρ) for each q ∈ Q
such that
(4) σ(q) · ρ(a) =M−1q ρ(a)Mq.
This means that
α(σ(q)−1a, σ(q))α(σ(q), σ(q)−1a)−1ρ(σ(q)−1aσ(q)) =M−1q ρ(a)Mq
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for all a ∈ A. We can choose M1 = 1 as σ(1) = 1 and σ(1) · ρ = ρ. Let A˜α be the central
extension of A by S1 associated to the cocycle α and ρ˜ : A˜α → U(Vρ) the corresponding
representation. Remember that ρ˜(a, z) = zρ(a) so we can define
σ(q) · ρ˜(a, z) := z(σ(q) · ρ(a)).
Therefore
σ(q) · ρ˜(a, z) =z(M−1q ρ(a)Mq)
=M−1q zρ(a)Mq =M
−1
q ρ˜(a, z)Mq.
(5)
Define χ : Q×Q→ A by the equation
(6) χ(q1, q2) = σ(q1q2)
−1σ(q1)σ(q2).
Note that χ(q1, q2) belongs to A since π(χ(q1, q2)) = 1 and the map χ is normalized in the
sense that χ(q1, q2) = 1 whenever q1 = 1 or q2 = 1. In addition, define τ : Q×Q→ S
1 by
τ(q1, q2) = α(σ(q1q2)
−1, σ(q1)σ(q2))α(σ(q1q2), σ(q1q2)
−1)−1α(σ(q1), σ(q2))
= α(σ(q1q2), χ(q1, q2))
−1α(σ(q1), σ(q2)).
(7)
Now, for q1, q2 in Q we notice that the element
ρ˜(χ(q1, q2), τ(q1, q2))M
−1
q2
M−1q1 Mq1q2 = τ(q1, q2)ρ(χ(q1, q2))M
−1
q2
M−1q1 Mq1q2
belongs to the center Z(U(Vρ)) ∼= S
1. Define the map βρ,α : Q×Q→ S
1 by the equation
(8) βρ,α(q1, q2) := ρ˜(χ(q1, q2), τ(q1, q2))M
−1
q2 M
−1
q1 Mq1q2.
Lemma 2.7. If ρ : A→ U(Vρ) is a complex irreducible α-representation such that g · ρ ∼= ρ
for every g ∈ G then the map βρ,α : Q × Q → S
1 defines a normalized 2-cocycle on Q with
values in S1.
Proof. If either q1 = 1 or q2 = 1 we have that τ(q1, q2) = 1 as α is normalized. Also, as χ
is normalized we have χ(q1, q2) = 1. Since we are choosing σ(1) = 1 and M1 = 1 it follows
that βρ,α(q1, q2) = 1 if either q1 = 1 or q2 = 1. Therefore either βρ,α is normalized. To finish
we need to prove that for every q1, q2, q3 ∈ Q we have
βρ,α(q1, q2q3)βρ,α(q2, q3) = βρ,α(q1q2, q3)βρ,α(q1, q2)
To see this note that as βρ,α(q1, q2) belongs to S
1 we have that
Mq1q2 = βρ,α(q1, q2)Mq1Mq2 ρ˜(χ(q1, q2), τ(q1, q2))
−1.
Therefore, for q1, q2 and q3 in Q we have,
Mq1q2q3 =Mq1(q2q3)
=βρ,α(q1, q2q3)Mq1Mq2q3 ρ˜(χ(q1, q2q3), τ(q1, q2q3))
−1
=βρ,α(q1, q2q3)Mq1βρ,α(q2, q3)Mq2Mq3 ρ˜(χ(q2, q3), τ(q2, q3))
−1ρ˜(χ(q1, q2q3), τ(q1, q2q3))
−1
=βρ,α(q1, q2q3)βρ,α(q2, q3)Mq1Mq2Mq3
[
ρ˜(χ(q1, q2q3), τ(q1, q2q3))ρ˜(χ(q2, q3), τ(q2, q3))
]−1
.
In a similar way, writing Mq1q2q3 =M(q1q2)q3 and expanding we obtain
Mq1q2q3 = βρ,α(q1q2, q3)βρ,α(q1, q2)Mq1Mq2Mq3
[
ρ˜(χ(q1, q2q3), τ(q1, q2q3))ρ˜(χ(q2, q3), τ(q2, q3))
]−1
.
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This implies that
βρ,α(q1, q2q3)βρ,α(q2, q3) = βρ,α(q1q2, q3)βρ,α(q1, q2)
as we wanted to prove. 
3. Decomposition of twisted equivariant K-theory
In this section we use the canonical decomposition of vector bundles to show that under
some hypothesis the α-twisted equivariant K-theory αK∗G(X) of a G-space X can be decom-
posed as a direct sum of twisted equivariant K-theories parametrized by the orbits of the
action of G on Irrα(A) constructed on the previous section.
We start by recalling the definition of α-twisted equivariant K-theory that we will use.
We follow the treatment used in [1, Section 7.2]. Assume that G is a finite group acting on
a compact and Hausdoff space X . Let α be a normalized 2-cocycle on G with values in S1.
Consider
1→ S1 → G˜α → G→ 1
the corresponding central extension. Observe that the action of G on X can be extended to
an action of G˜α in such a way that the central factor S
1 acts trivially.
Definition 3.1. The α-twisted G-equivariantK-theory ofX , denoted by αK0G(X), is defined
as the Grothendieck group of the set of isomorphism classes of G˜α-equivariant vector bundles
over X on which S1 acts by multiplication of scalars on the fibers. For n > 0 the twisted
groups αKnG(X) are defined as
αK˜0G(Σ
nX+), where as usual X+ denotes the space X with
an added base point.
To obtain the desired decomposition of twisted equivariant we are going to construct an
equivalent formulation for such twisted K-groups following the work in [4]. For this suppose
that we have a short exact sequence of finite groups
1→ A→ G
pi
→ Q→ 1.
Assume that G acts on a compact and Hausdorff space X in such a way that A acts trivially.
Fix α ∈ Z2(G, S1) a normalized 2-cocycle. Notice that by restriction we can see any G˜α-
equivariant vector bundle over X as an A˜α-equivariant vector bundle, where A˜α denotes the
central extension associated to the cocycle α seen as a cocycle defined on A. Also, recall that
associated to an α-representation ρ : A→ U(Vρ) we have a representation ρ˜ : A˜α → U(Vρ).
Definition 3.2. Suppose that ρ : A → U(Vρ) is a complex irreducible α-representation. A
(G˜α, ρ)-equivariant vector bundle over X is a G˜α-vector bundle on which the central factor
S1 acts by multiplication of scalars on E and the map
γ : Vρ ⊗ HomA˜α(Vρ, E)→ E
v ⊗ f 7→ f(v)
is an isomorphism of A˜α-vector bundles on which S
1 acts by multiplication of scalars.
In the above definition, if ρ is an α-representation of A then Vρ denotes the trivial A˜α-
vector bundle over π1 : X × Vρ → X . Observe that if p : E → X is a G˜α-vector bundle
on which the central factor S1 acts by multiplication then, as we are assuming that A acts
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trivially on X , it follows that for every x ∈ X the fiber Ex can be seen as a representation of
A˜α on which the central factor acts by scalar multiplication. Thus for every x ∈ X the fiber
Ex can be seen as an α-representation of A. With this point of view, a (G˜α, ρ)-equivariant
vector bundle is a G˜α-equivariant vector bundle p : E → X such that for every x ∈ X the
fiber Ex is an α-representation of A isomorphic to a direct sum of the α-representation ρ.
Let VectG˜α,ρ(X) denote the set of isomorphism classes of (G˜α, ρ)-equivariant vector bundles,
where two (G˜α, ρ)-equivariant vector bundles are isomorphic if they are isomorphic as G˜α-
vector bundles. Notice that if E1 and E2 are two (G˜α, ρ)-equivariant vector bundles then so
is E1 ⊕E2. Therefore VectG˜α,ρ(X) is a semigroup. Following [4, Definition 2.2] we have the
next definition.
Definition 3.3. Assume that G acts on a compact space X in such a way that A acts
trivially on X and let α be a normalized 2-cocycle α ∈ Z2(G, S1). We define K0
G˜α,ρ
(X), the
(G˜α, ρ)-equivariant K-theory of X , as the Grothendieck construction applied to VectG˜α,ρ(X).
For n > 0 the group Kn
G˜α,ρ
(X) is defined as K˜0
G˜α,ρ
(ΣnX+).
As our next step we show that the previous definition can be described using the usual
definition of twisted equivariant K-theory provided in Definition 3.1. For this suppose that
α is a normalized 2-cocycle of G with values in S1. As above assume that A is a normal
subgroup of G and let Q = G/A. Let ρ be an irreducible α-representation such that g ·ρ ∼= ρ
for all g ∈ G. Fix a set theoretical section σ : Q→ G such that σ(1) = 1 as in the previous
section. We can extend σ to obtain a map σ˜ : Q → G˜α by defining σ˜(q) = (σ(q), 1) ∈ G˜α.
Let βρ,α be the 2-cocycle defined on Q with values in S
1 constructed in Equation (8). With
this cocycle we can consider the central extension
1→ S1 → Q˜βρ,α → Q→ 1.
With this in mind we have the following generalization of [4, Theorem 2.1].
Theorem 3.4. Suppose that ρ is an irreducible α-representation such that g · ρ ∼= ρ for all
g ∈ G. Let X be a G-space such that A acts trivially on X. If p : E → X is a (G˜α, ρ)-
equivariant vector bundle, then HomA˜α(Vρ, E) has the structure of a Q˜βρ,α-vector bundle on
which the central factor S1 acts by multiplication of scalars. Moreover, the assignment
[E]→ [HomA˜α(Vρ, E)]
is a natural one to one correspondence between isomorphism classes of (G˜α, ρ)-equivariant
vector bundles over X and isomorphism classes of Q˜βρ,α-equivariant vector bundles over X
for which the central factor S1 acts by multiplication of scalars.
Proof. We are only going to provide a sketch of the proof as it follows the same steps used
in the proof of [4, Theorem 2.1].
Suppose that p : E → X is a G˜α-vector bundle. Then HomA˜α(Vρ, E) is a non-equivariant
vector bundle over X . Next we give HomA˜α(Vρ, E) an action of Q˜βρ,α. Suppose that f ∈
HomA˜α(Vρ, E)x. If q ∈ Q we define q • f ∈ HomA˜α(Vρ, E)q·x by
(q • f)(v) = σ˜(q) · f(M−1q v) = (σ(q), 1) · f(M
−1
q v),
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where Mq ∈ U(Vρ) is the element chosen in the Section 2.2. It is easy to see that q • f is
A˜α-equivariant. Also, if q1, q2 ∈ Q then q1 • (q2 • f) is such that for v ∈ Vρ
q1 • (q2 • f)(v) = σ˜(q1) · (q2 • f)(M
−1
q1 v) = σ˜(q1)σ˜(q2) · f(M
−1
q2 M
−1
q1 v)
= (σ(q1q2), 1)(χ(q1, q2), τ(q1, q2)) · f(M
−1
q2 M
−1
q1 v)
= σ˜(q1q2)f((χ(q1, q2), τ(q1, q2)) ·M
−1
q2
M−1q1 v)
= σ˜(q1q2)f(βρ,α(q1, q2)M
−1
q1q2
v)
= βρ,α(q1, q2)σ˜(q1q2)f(M
−1
q1q2v) = βρ,α(q1, q2)(q1q2 • f(v)).
We conclude that
q1 • (q2 • f)(v) = βρ,α(q1, q2)(q1q2 • f(v)).
The last equation allows us to define an action of Q˜βρ,α on HomA˜α(Vρ, E) as follows. If
(q, z) ∈ Qβρ,α and f ∈ HomA˜α(Vρ, E)x define
(q, z) · f := z(q • f).
Thus if v ∈ Vρ then
((q, z) · f)(v) = z(σ˜(q) · f(M−1q v)) = σ˜(q) · (zf(M
−1
q v)).
Unraveling the definitions, it is easy to see that this way HomA˜α(Vρ, E) has the structure
of a Q˜βρ,α-equivariant vector bundle such that the central factor S
1 acts by multiplication of
scalars.
Suppose now that p : F → X is a Q˜βρ,α-equivariant vector bundle over X for which the
central S1 acts by multiplication of scalars. Given (g, z) ∈ G˜α, f ∈ Fx and v ∈ Vρ define
(9) (g, z) · (v ⊗ f) := Mpi(g)ρ˜(σ˜(π(g))
−1(g, z))v ⊗ ((π(g), 1) · f) ∈ (Vρ ⊗ F )pi(g)·x.
The above assignment defines an action of G˜α on Vρ ⊗ F and Vρ ⊗ F becomes a G˜α vector
bundle. Moreover for (a, z) ∈ A˜α, as M1 = 1, we have
(a, z) · (v ⊗ f) =M1ρ˜(σ˜(1)
−1(a, z))v ⊗ (1, 1) · f = ρ˜(a, z)v ⊗ f
so that A˜α acts on Vρ ⊗ F by the representation ρ˜; that is, p : Vρ ⊗ F → X is a (G˜α, ρ)-
equivariant vector bundle over X .
Finally, assume that p : E → X is a (G˜α, ρ)-equivariant vector bundle over X . By
definition the map
γ : Vρ ⊗ HomA˜α(Vρ, E)→ E
(v, f) 7→ f(v)
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is an isomorphism of A˜α-vector bundle. We may endow Vρ ⊗ HomA˜α(Vρ, E) with structure
of a G˜α-vector bundle. That the map γ is an isomorphism of vector bundles and its G˜α-
equivariance follows from next equations. For (g, z) ∈ G˜α we have
γ((g, z) · (v ⊗ f)) = γ(Mpi(g)ρ˜(σ˜(π(g))
−1(g, z))v ⊗ (π(g), 1) · f
= (π(g), 1) · f(Mpi(g)ρ˜(σ˜(π(g))
−1(g, z))v)
= π(g) • f(Mpi(g)ρ˜(σ˜(π(g))
−1(g, z))v)
= σ˜(π(g)) · f(ρ˜(σ˜(π(g))−1(g, z))v)
= (g, z) · f(v) = (g, z) · γ(v ⊗ f).
The previous argument shows that γ : Vρ ⊗ HomA˜α(Vρ, E) → E is an isomorphism of
G˜α-vector bundles.
Now, if p : F → X is a Q˜βρ,α-equivariant vector bundle over X for which the central S
1
acts by multiplication of scalars, then by Equation (9) we know that Vρ ⊗ F is a (G˜α, ρ)-
equivariant vector bundle. The canonical isomorphism of vector bundles
F → HomA˜α(Vρ,Vρ ⊗ F )
x 7→ fx : v 7→ v ⊗ x
is in fact Q˜βρ,α-equivariant, and therefore the vector bundles F and HomA˜α(Vρ,Vρ ⊗ F ) are
isomorphic as Q˜βρ,α-equivariant vector bundles.
We conclude that the inverse map of the assignment [E] 7→ [HomA˜α(Vρ, E)] is precisely
the map defined by the assignment [F ] 7→ [Vρ ⊗ F ]. 
As an immediate corollary of Theorem 3.4 we obtain the following identification of the
(G˜α, ρ)-equivariant K-theory groups of Definition 3.3 with the βρ,α-twisted Q-equivariant
K-theory groups provided in Definition 3.1.
Corollary 3.5. Let X be a G-space such that A acts trivially on X. Assume that ρ is an
α-representation of A such that g · ρ ∼= ρ for every g ∈ G. Then the assignment
Kn
G˜α,ρ
(X)
∼=
→ βρ,αK∗Q(X)
[E] 7→ [HomA˜α(Vρ, E)]
defines a natural isomorphism.
Suppose now that α is a normalized 2-cocycle on G with values in S1. Consider the action
of G on Irrα(A) constructed in Section 2.2. Given [τ ] ∈ Irrα(A) let G[τ ] = {g ∈ G | g · τ ∼= τ}
denote the isotropy subgroup of the action of G at [τ ]. The group G[τ ] fits into the short
exact sequence
1→ A→ G[τ ]
pi
→ Q[τ ] → 1
and Q[τ ] = G[τ ]/A agrees with the isotropy of the group Q at [τ ]. Let (G˜[τ ])α be the central
extension corresponding to the cocylce α seen as a cocycle defined on G[τ ]. Therefore we
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have the following commutative diagram of central extensions
1 −−−→ S1 −−−→ (G˜[τ ])α −−−→ G[τ ] −−−→ 1
id
y y y
1 −−−→ S1 −−−→ G˜α −−−→ G −−−→ 1.
Assume that X is a compact and Hausdorff G-space on which A acts trivially. As before we
can extend the action of G on X to an action of G˜α on X in such a way that S
1 acts trivially.
Let p : E → X be a G˜α-equivariant vector bundle on which S
1 acts by scalar multiplication
on the fibers. As A˜α acts trivially on X each fiber of E can be seen as an α-representation
of A. Using fiberwise the canonical decomposition theorem for α-representations (Theorem
2.5) we see that the assignment
γ :
⊕
[τ ]∈Irrα(A)
Vτ ⊗ HomA˜α(Vτ , E)→ E
v ⊗ f 7→ f(v)
defines an isomorphism of A˜α-equivariant vector bundles. Using this decomposition we obtain
the following theorem.
Theorem 3.6. Under the above assumptions there is a natural isomorphism
ΨX :
αK∗G(X)→
⊕
[τ ]∈G\ Irrα(A)
K∗
(G˜[τ ])α,τ
(X)
[E] 7→
⊕
[τ ]∈G\ Irrα(A)
[
Vτ ⊗HomA˜α(Vτ , E)
]
.
This isomorphism is functorial on maps X → Y of G-spaces on which A acts trivially.
Proof. The proof of this theorem follows the same lines of the proof of [4, Theorem 3.1] so
we only provide an outline of the proof.
Let us show first that the map ΨX is well defined. To see this we have to show that if ρ is
an α-representation of A then Vρ ⊗ HomA˜α(Vρ, E) has the structure of a ((G˜[ρ])α, ρ)-vector
bundle. Following the notation of Section 2.2 fix a set theoretical section σ : Q[ρ] → G[ρ] for
the projection map π : G[ρ] → Q[ρ] in such a way that σ(1) = 1. Also, for every q ∈ Q[ρ] fix
an element Mq ∈ U(Vρ) such that
σ(q) · ρ(a) = α(σ(q)−1a, σ(q))α(σ(q), σ(q)−1a)−1ρ(σ(q)−1aσ(q)) = M−1q ρ(a)Mq.
This is possible as σ(q) ∈ G[ρ] so that we have σ(q) · ρ ∼= ρ. We can choose M1 = 1 as
σ(1) = 1.
Now if (h, z) ∈ (G˜[ρ])α and v ⊗ f ∈ Vρ ⊗HomA˜α(Vρ, E) we define M(h,z) ∈ U(Vρ) by
M(h,z) := Mpi(h)ρ˜(σ˜(π(h))
−1(h, z)),
where ρ˜ and σ˜ are defined in a similar way as in Theorem 3.4. Observe that M(a,z) = ρ˜(a, z)
for all (a, z) ∈ A˜α. Moreover, given (h, z) ∈ (G˜[ρ])α and v ⊗ f ∈ Vρ ⊗ HomA˜α(Vρ, E) we
define
(h, z) ⋆ (v ⊗ f) = M(h,z)v ⊗ (h, z) • f,
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where (h, z) • f(w) = (h, z)f(M−1(h,z)w). Unraveling the definitions it can be seen that this
defines an action of (G˜[ρ])α on Vρ⊗HomA˜α(Vρ, E) in such a way that the central factor S
1 acts
by multiplication of scalars. This way Vρ⊗HomA˜α(Vρ, E) has the structure of a (G˜[ρ])α-vector
bundle and A acts by the α-representation ρ on the fibers so that [Vρ ⊗ HomA˜α(Vρ, E)] ∈
K∗
(G˜[ρ])α,ρ
(X). This shows that ΨX is well defined.
Next we show that ΨX is an isomorphism. For this write Irr
α(A) = A1 ⊔ A2 ⊔ · · · ⊔ Ak,
where A1,A2, . . . ,Ak are the different G-orbits of the action of G on Irr
α(A) defined in the
Equation (3). For every 1 ≤ i ≤ k define
EAi =
⊕
[τ ]∈Ai
Vτ ⊗ HomA˜α(Vτ , E).
Note that Vτ ⊗ HomA˜α(Vτ , E) is an A˜α-equivariant vector bundle over X , so each EAi is
also an A˜α-equivariant vector bundle over X and the map
γ :
k⊕
i=1
EAi =
⊕
[τ ]∈Irrα(A)
Vτ ⊗HomA˜α(Vτ , E)→ E
defines an isomorphism of A˜α-vector bundles. We are going to show that each EAi is a
G˜α-vector bundle and that the map γ is G˜α-equivariant. For this fix an index 1 ≤ i ≤ k and
an irreducible α-representation ρ : A → U(Vρ) such that [ρ] ∈ Ai. The elements in Ai can
be written in the form [g1 ·ρ], . . . , [gri ·ρ] for some elements g1 = 1, g2, . . . , gri ∈ G. Therefore
EAi =
ri⊕
j=1
Vgj ·ρ ⊗ HomA˜α(Vgj ·ρ, E).
We can give a structure of G˜α-space on EAi in the following way. Suppose that (g, s) ∈ G˜α
and that v ⊗ f ∈ Vρ ⊗ HomA˜α(Vρ, E)x. Decompose ggj in the form ggj = glh, where
1 ≤ l ≤ ri and h ∈ G[ρ]. In other words gl is the representative chosen for the coset (ggj)G[ρ]
and h = g−1l ggj. Then
(g, s)(gj, 1) = (gl, 1)(h, z)
where z = sα(g, gj)α(gl, h)
−1. We define
(g, s) ⋆ (v ⊗ f) := M(h,z)v ⊗ (g, s) • f ∈
(
Vgl·ρ ⊗ HomA˜α(Vgl·ρ, E)
)
(g,s)·x
where
(g, s) • f(w) = (g, s)f
(
M−1(h,z)w
)
= (g, s)(h, z)−1σ˜(π(h))f
(
M−1pi(h)w
)
.
It can be seen that this defines an action of G˜α ∈ EAi . for each 1 ≤ i ≤ k making the
vector bundle EAi into a G˜α-vector bundle in such a way that the central factor S
1 acts by
multiplication of scalars. Furthermore, the map
γ :
k⊕
i=1
EAi → E
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is an isomorphism of A˜α-vector and the map γ is G˜α-equivariant so that γ is an isomorphism
of G˜α-vector bundles. Now, the desired map ΨX can be seen as the direct sum ⊕
k
i=1Ψ
i
X
choosing for each Ai a representation [τi] ∈ Ai. Where each Ψ
i
X is given by
ΨiX :
αK∗G(X)→ K
∗
(G˜[τi])α,τi
(X)
[E] 7→
[
Vτi ⊗ HomA˜α(Vτi, E)
]
.
In what follows we will construct the map ζi : K
∗
(G˜[τi])α,τi
(X) → αK∗G(X) which will be the
right inverse of ΨiX . Take ρ = τi and consider a vector bundle F ∈ Vect(G˜[ρ])α,ρ(X). Fix
g1 = 1, g2, . . . , gr representatives for the different cosets in G/G[ρ]. Let
LF :=
r⊕
j=1
[(gj, 1)
−1]∗F.
Using ideas similar to the ones used in [4, Theorem 3.1] we can endow LF with the structure
of a G˜α-vector bundle on which the central factor S
1 acts by multiplication of scalars in such
a way that the action of (G˜[ρ])α on [(g1, 1)
−1]∗F ∼= F agrees with the given action of (G˜[ρ])α
on F . We define
ζi : K
∗
(G˜[τi])α,τi
(X)→ αK∗G(X)
[F ] 7→ [LF ].
Now, since we have the isomorphism Vρ ⊗ HomA˜α(Vρ,⊕
r
j=1[(gj, 1)
−1]∗F ) ∼= F as (G˜[ρ])α
vector bundles. We obtain at the level of K-theory that ζi is a right inverse for Ψi so that
ζ = ⊕ri=1 is a right inverse for ΨX . In a similar way, using the work given above it can be
seen that ζ is also a left inverse so that the map ΨX is indeed an isomorphism.
To finish, we observe that functoriality follows from the fact that if τ is an α-representation
of A then the bundles Vτ ⊗ HomA˜α(Vτ , f
∗E) and f ∗
(
Vτ ⊗ HomA˜α(Vτ , E)
)
are canonically
isomorphic as ((G˜[τ ])α, τ)-equivariant bundles whenever f : Y → X is a G-equivariant map
from spaces on which A acts trivially. 
As a result of Theorem 3.6 and Corollary 3.5 we obtain the following theorem that is the
main result of this article.
Theorem 3.7. Suppose that A is a normal subgroup of a finite group G. Let α be a normal-
ized 2-cocycle on G with values in S1 and X a compact G-space on which A acts trivially.
Then there is a natural isomorphism
ΦX :
αK∗G(X)→
⊕
[τ ]∈G\ Irrα(A)
βτ,αK∗Q[τ ](X)
[E] 7→
⊕
[τ ]∈G\ Irrα(A)
[
HomA˜α(Vτ , E)
]
.
This isomorphism is functorial on maps X → Y of G-spaces on which A acts trivially.
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4. Examples
In this section we explore some examples of Theorems 3.6 and 3.7 for the dihedral groups
D2n where n ≥ 1 an even integer.
We start by considering first the particular case where G = D8. The group D8 is generated
by the elements a, b subject to the relations a4 = b2 = 1 and bab = a3. Let α : D8×D8 → S
1
be the 2-cocycle defined by
α(al, ajbk) = 1 and α(alb, ajbk) = ij for 0 ≤ j, l ≤ 3 and k = 0, 1.
Note that α is a nontrivial normalized 2-cocycle such that its corresponding cohomology
class defines a generator of H2(D8; S
1) ∼= Z/2. By Example 2.4, taking n = 4, we know that
up to isomorphism D8 has two irreducible projective α-representations τ1 and τ2 defined by
τl(a
jbk) = AjlB
k
l for 0 ≤ j, k ≤ 3 and l = 0, 1.
In the above definition we have
A1 =
(
i 0
0 1
)
, A2 =
(
−1 0
0 −i
)
and B1 = B2 =
(
0 1
1 0
)
.
With this in mind we are going to explore the following examples of Theorems 3.6 and 3.7.
Example 4.1. Suppose first that G = D8 and A = Z/4 = 〈a〉. Therefore
Q = G/A = {[1], [b]} ∼= Z/2.
Let us take X to be the space with only one point ∗ equipped with the trivial D8-action. In
this case αK∗D8(∗) = R
α(D8), where R
α(D8) denotes the α-twisted representation ring of D8.
As pointed out above τ1 and τ2 are the only irreducible α-representations of D8 and thus we
have an isomorphism of abelian groups
αK∗D8(∗)
∼= Rα(D8) = Zτ1 ⊕ Zτ2.
On the other hand, observe that α|A is trivial so that
Irrα(A) = Irr(A) = {[1], [ρ], [ρ2], [ρ3]},
where ρ : A→ C is the irreducible representation defined by ρ(a) = i. For the action of D8
on Irrα(A) we have
b · ρ(a) = α(ba, b)α(b, ba)−1ρ(bab)
= α(a3b, b)α(b, a3b)−1ρ(a3)
= (i3)−1i3 = 1
therefore b · ρ = 1. Moreover,
b · ρ2(a) = α(ba, b)α(b, ba)−1ρ2(bab)
= α(a3b, b)α(b, a3b)−1ρ2(a3)
= (i3)−1(ρ2(a))3 = −i
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so that b · ρ2 = ρ3. We conclude that orbits of the D8 action on Irr
α(A) are {[1], [ρ]} and
{[ρ2], [ρ3]}. Thus we can choose [1] and [ρ2] as representatives for the elements in D8\ Irr
α(A)
and G[1] = G[ρ2] = A. In this case Theorem 3.6 gives us an isomorphism
Ψ : Rα(D8) =
α K∗D8(∗)
∼=
→ K∗
(G˜[1])α,1
(∗)⊕K∗
(G˜[ρ2])α,ρ
2 .
As G[1] = G[ρ2] = A and α restricted to A is trivial we have that (G˜[1])α = (G˜[ρ2])α =
A × S1. Therefore K∗
(G˜[1])α,1
(∗) ∼= Z1˜ and K∗
(G˜[ρ2])α,ρ
2
∼= Zρ˜2. (Recall that ρ˜2 denotes the
representation of (G˜[ρ2])α on which S
1 acts by multiplication of scalars corresponding to ρ2
and similarly for 1˜). For the representations τ1 and τ2 we have
τ1(a) =
i 0
0 1
( )
and τ2(a) =
−1 0
0 −i
 .
Thus as A-representations τ1 is isomorphic to 1⊕ρ and τ2 is isomorphic to ρ
2⊕ρ3. Moreover,
in the isomorphism given by Theorem 3.6 we have
Ψ : Rα(D8) ∼= Zτ1 ⊕ Zτ2
∼=
→ K∗
(G˜[1])α,1
(∗)⊕K∗
(G˜[ρ2])α,ρ
2
∼= Z1˜⊕ Zρ˜2
τ1 7→ 1˜
τ2 7→ ρ˜2.
On the other hand, by Theorem 3.7 we have an isomorphism
Φ : Rα(D8)
∼=
→ β1,αK∗Q[1](∗)⊕
βρ2,αK∗Q[ρ2](∗).
As G[1] = G[ρ2] = A we have that Q[1] = Q[ρ2] = {1} is the trivial group. Therefore β1,α and
βρ2,α are the trivial cocycles and Theorem 3.7 gives us the isomorphism
Φ : Rα(D8) ∼= Zτ1 ⊕ Zτ2
∼=
→ K∗{1}(∗)⊕K
∗
{1}(∗)
∼= Z⊕ Z.
Example 4.2. Suppose now that G = D8 and A = Z(D8) = 〈a
2〉 ∼= Z/2. Therefore in this
case we have
Q = G/A = {[1], [b], [a], [ab]} ∼= Z/2 ⊕ Z/2.
As in the previous example α|A is trivial and
Irrα(A) = Irr(A) = {[1], [σ]},
where σ : A → C is the representation defined by σ(a2) = −1. For the action of D8 on
Irrα(A) we have
b · σ(a2) = α(ba2, b)α(b, ba2)−1σ(ba2b)
= α(a2b, b)α(b, a2b)−1σ(a2)
= (−1)(−1) = 1
therefore b · σ = 1. In particular the action of D8 on Irr
α(A) is transitive and we can
choose [1] as a representative for the set D8\ Irr
α(A). For the representation 1 we have
G[1] = 〈a〉 ∼= Z/4. If we take again X = ∗ then Theorem 3.6 gives us an isomorphism
Ψ : Rα(D8) ∼= Zτ1 ⊕ Zτ2
∼=
→ K∗
(G˜[1])α,1
(∗).
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As α is trivial on 〈a〉 we have that (G˜[1])α = 〈a〉×S
1. If ρ : 〈a〉 → C denotes the representation
defined by ρ(a) = i then 1˜ and ρ˜2 can be seen as ((G˜[1])α, 1)-vector bundles over ∗ and
K∗
(G˜[1])α,1
(∗) ∼= Z1˜⊕ Zρ˜2.
Observe that
τ1(a
2) =
−1 0
0 1
  and τ2(a2) = 1 0
0 −1
 
Therefore as A-representations we have τ1 ∼= τ2 ∼= 1⊕ σ. However, as 〈a〉-representations τ1
is isomorphic to 1 ⊕ ρ and τ2 is isomorphic to ρ
2 ⊕ ρ3. It follows that in the isomorphism
given by Theorem 3.6 we have
Ψ : Rα(D8) ∼= Zτ1 ⊕ Zτ2
∼=
→ K∗
(G˜[1])α,1
(∗) ∼= Z1˜⊕ Zρ˜2.
τ1 7→ 1˜
τ2 7→ ρ˜2.
On the other hand, by Theorem 3.7 we have an isomorphism
Φ : Rα(D8)
∼=
→ β1,αK∗Q[1](∗).
In this case Q[1] = 〈a〉/〈a
2〉 ∼= Z/2. The cocycle β1,α is the trivial cocycle and Theorem 3.7
gives us an isomorphism
Φ : Rα(D8) ∼= Zτ1 ⊕ Zτ2
∼=
→ K∗
Z/2(∗) = R(Z/2).
For the group Z/2 we have R(Z/2) ∼= Z1⊕Zs, where s denotes the sign representation. The
isomorphism Φ maps τ1 to 1 and τ2 to s.
Example 4.3. Example 4.1 can easily be generalized to the dihedral groups D2n with n an
even number. Suppose then that n is an even number and let D2n be the group generated
by the elements a, b subject to the relations an = b2 = 1 and bab = a−1. Fix ǫ a primitive
n-th root of unity and let
α : D2n ×D2n → S
1
be the function defined by
α(aj , akbl) = 1 and α(ajb, akbl) = ǫk for 0 ≤ j, k ≤ n− 1 and l = 0, 1.
The function α defines a normalized 2-cocycle on D2n with values in S
1 whose corresponding
cohomology class is a generator in H2(D2n, S
1) ∼= Z/2. By Example 2.4 we know that the
irreducible projective α-representations of D2n are τi : D2n → GL2(C) for i = 1, . . . , n/2,
defined by
τi(a
kbl) = AkiB
l
i for 0 ≤ k ≤ n− 1 and l = 0, 1,
where
Ai =
(
ǫi 0
0 ǫ1−i
)
and Bi =
(
0 1
1 0
)
.
If we take X = ∗ endowed with the trivial D2n action we have
αK∗D2n(∗)
∼= Rα(D2n) = Zτ1 ⊕ · · · ⊕ Zτn/2.
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Take A = 〈a〉 ∼= Z/n so that Q = D2n/A = {[1], [b]} ∼= Z/2. Observe that α|A is trivial and
thus
Irrα(A) = Irr(A) = {[1], [ρ], [ρ2], . . . , [ρn−1]},
where ρ(a) = ǫ. For the action of D2n on Irr
α(A) we have that
b · 1 = ρ, b · ρ2 = ρn−1, . . . , b · ρn/2 = ρn/2+1
so that orbits of the D2n action on Irr
α(A) are {[1], [ρ]}, {[ρ2], [ρn−1]},..., {[ρn/2], [ρn/2+1]}.
We can choose [ρ], [ρ2], . . . , [ρn/2] as representatives for the set D2n\ Irr
α(A) and we have
G[ρ] = G[ρ2] = · · · = G[ρn/2] = A. As α|A is trivial we have (G˜[ρi])α = A×S
1 for i = 1, . . . , n/2.
In this case Theorem 3.6 gives us the isomorphism
Ψ : Rα(D2n) = Zτ1 ⊕ · · · ⊕ Zτn/2
∼=
→
n/2⊕
i=1
K∗
(G˜[ρi])α,ρ
i(∗) ∼=
n/2⊕
i=1
Zρ˜i
τi 7→ ρ˜
i.
On the other hand, for i = 1, . . . , n/2 we have Q[ρi] = {1} and βρi,α is the trivial cocycle. In
this case Theorem 3.7 gives us an isomorphism
Φ : Rα(D2n) ∼= Zτ1 ⊕ · · · ⊕ Zτn/2
∼=
→
n/2⊕
i=1
K∗{1}(∗)
∼= Zn/2.
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