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Abstract. This paper presents a Lie–Trotter splitting for inertial Langevin equations (geometric
Langevin algorithm) and analyzes its long-time statistical properties. The splitting is defined as
a composition of a variational integrator with an Ornstein–Uhlenbeck flow. Assuming that the
exact solution and the splitting are geometrically ergodic, the paper proves the discrete invariant
measure of the splitting approximates the invariant measure of inertial Langevin equations to within
the accuracy of the variational integrator in representing the Hamiltonian. In particular, if the
variational integrator admits no energy error, then the method samples the invariant measure of
inertial Langevin equations without error. Numerical validation is provided using explicit variational
integrators with first-, second-, and fourth-order accuracy.
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1. Introduction.
Overview. This paper analyzes equilibrium statistical accuracy of discretizations
of inertial Langevin equations based on variational integrators. Variational integrators
are time-integrators adapted to the structure of mechanical systems [9]. The theory
of variational integrators includes discrete analogues of the Lagrangian, Noether’s
theorem, the Euler–Lagrange equations, and the Legendre transform. Variational
integrators can incorporate holonomic constraints (via, e.g., Lagrange multipliers) [26]
and multiple time-steps to obtain so-called asynchronous variational integrators [8].
The generalization of variational integrators the paper presents and analyzes are
derived from a Lie–Trotter splitting of inertial Langevin equations into Hamiltonian
and Ornstein–Uhlenbeck equations. The integrator is then deﬁned by selecting a vari-
ational integrator to approximate the Hamiltonian ﬂow and using the exact Ornstein–
Uhlenbeck ﬂow. Such a generalization of variational integrators to inertial Langevin
equations will be called a geometric Langevin algorithm (GLA).
This type of splitting of inertial Langevin equations is natural, but it seems to
have been only recently introduced in the literature (for molecular dynamics see [25, 7],
for dissipative particle dynamics see [19, 18], and for inertial particles see [16]). This
paper is geared toward applications in molecular dynamics where inertial Langevin
integrators (including the ones cited above) have been based on generalizations of the
widely used Sto¨rmer–Verlet integrator. The Sto¨rmer–Verlet integrator is attractive for
molecular dynamics because it is an explicit, symmetric, second-order accurate varia-
tional integrator for Hamilton’s equations. In molecular dynamics it was popularized
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by Verlet in 1967. Other popular generalizations of the Sto¨rmer–Verlet integrator to
inertial Langevin equations include Bru¨nger–Brooks–Karplus [5], van Gunsteren and
Berendsen [24], and the Langevin-impulse (LI) methods [20]. The LI method is also
based on a splitting of inertial Langevin equations, but it is diﬀerent from the split-
ting considered here. To our knowledge there are few results in the literature which
quantify the long-time statistical accuracy of the Lie–Trotter splitting considered here.
GLA is not only quasi-symplectic as deﬁned in Assumptions RL1 and RL2 of [14],
but also conformally symplectic, i.e., preserves the precise symplectic area change
associated to the ﬂow of inertial Langevin processes [12]. One way to prove this
property is by deriving the scheme from a variational principle and analyzing its
boundary terms as done in the context of stochastic Hamiltonian systems without
dissipation in [3].
Organization of the Paper. In section 2 the main results of the paper are pre-
sented. Section 3 states all of the hypotheses used in the paper. These hypotheses are
invoked in section 4, where it is proved that GLA is pathwise convergent on ﬁnite time
intervals (Theorem 2.1), GLA is geometrically ergodic with respect to a nearby invari-
ant measure on inﬁnite time intervals (Theorem 2.2), and the equilibrium statistical
accuracy of GLA is governed by the order of accuracy of the variational integrator
in representing the Hamiltonian (Theorem 2.3). In section 5, numerical validation is
provided. In the appendix we review some basic facts on variational integrators for
the reader’s convenience.
Limitations. In a nutshell the main result of the paper states that if GLA is geo-
metrically ergodic with respect to a unique invariant measure, the error in sampling
the invariant measure of the SDE is determined by the energy error in GLA’s varia-
tional integrator. Now if the inertial Langevin equations have nonglobally Lipschitz
drift and the GLA is based on an explicit variational integrator, GLA may fail to be
geometrically ergodic. In particular, for any step-size there will be regions in phase
space where the Lipschitz constant of the drift is beyond the linear stability threshold
of GLA’s underlying variational integrator. Hence, an explicit GLA will be stochasti-
cally unstable. Since our results rely on a strong form of stochastic stability of GLA
(namely, geometric ergodicity), they may not hold in this case.
To stochastically stabilize GLA, one can use GLA as a proposal move in a
Metropolis-Hasting method. For a numerical analysis of the Metropolis-adjusted
scheme, the reader is referred to [4]. A diﬃculty in Metropolizing an inertial Langevin
equation is that its solution is not reversible. However, the solution composed with a
momentum ﬂip is reversible. The role of momentum ﬂips in Metropolizing Langevin
integrators is qualitatively and computationally analyzed in [17, 7, 1]. For a quan-
titative treatment of the role of momentum ﬂips in pathwise accuracy the reader is
referred to [4].
Extension to manifolds. For the sake of clarity, the setting of this paper is inertial
Langevin equations on a ﬂat space, but we stress GLA and its properties generalize
to manifolds. We refer to Remark 2.1 and to [2] for details.
2. Main results of paper.
Inertial Langevin. The setting of the paper is a dissipative stochastic Hamiltonian
system (as in [21, 23]) on Rn, with phase space R2n and smooth Hamilton H ∈
C∞(R2n,R) in terms of which consider the following inertial Langevin equations{
dY = J∇H(Y)dt− γC∇H(Y)dt +
√
2γβ−1CdW,
Y (0) = x ∈ R2n,(1)
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where the following matrices have been introduced:
J =
[
0 I
−I 0
]
, C =
[
0 0
0 I
]
.
Here W is a standard 2n-dimensional Wiener process, or Brownian motion, β > 0
is a parameter referred to as the inverse temperature, and γ > 0 is referred to as
the friction factor. We will often write the continuous solution in component form as
Y(t) = (Q(t),P (t)), where Q(t) and P (t) represent the instantaneous conﬁguration
and momentum of the system, respectively. We shall assume the Hamiltonian is
separable and quadratic in momentum:
H(q,p) =
1
2
pTM−1p+ U(q),
where M is a symmetric positive deﬁnite mass matrix and U is a potential energy
function. Despite the degenerate diﬀusion in (1), under certain regularity conditions
on U , the solution to this SDE is geometrically ergodic with respect to an invariant
probability measure μ with the following density [23]:
(2) π(q,p) = Z−1 exp (−βH(q,p)) ,
where Z =
∫
R2n
exp (−βH(q,p)) dqdp. The invariant measure μ is known as the
Boltzmann–Gibbs measure.
GLA. Let N and h be given, and set T = Nh and tk = hk for k = 0, . . . , N .
Observe that the conservative part of (1) deﬁnes Hamilton’s equations for the Hamil-
tonian H :
dY = J∇H(Y )dt
or
(3)
{
dQ = M−1P dt,
dP = −∇U(Q)dt.
Let h be a ﬁxed step-size. We apply a pth-order accurate variational integrator,
θh : R
2n → R2n, to approximate the Hamiltonian ﬂow of (3) (p ≥ 1). The nonconser-
vative part of the inertial Langevin equation deﬁnes an Ornstein–Uhlenbeck process
in momentum governed by the following linear SDE:
dY = −γC∇H(Y)dt+
√
2γβ−1CdW
or
(4)
{
dQ = 0,
dP = −γM−1P dt+
√
2β−1γdW .
Reference [16] aptly refers to (4) as a Gaussian SDE, since its stationary distribution
on R2n is Gaussian in momentum.
The following stochastic evolution map ψtk+h,tk : R
2n → R2n deﬁnes the stochas-
tic ﬂow of (4):
(5) ψtk+h,tk : (q,p) →
(
q, e−γM
−1hp+
√
2β−1γ
∫ tk+h
tk
e−γM
−1(tk+h−s)dW (s)
)
,
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with ψs,s(x) = x and for 0 ≤ r ≤ s ≤ t recall the Chapman–Kolmogorov identity
ψt,s ◦ψs,r(x) = ψt,r(x) ∀ x ∈ R2n. For the distribution of the solution, the stochastic
ﬂow will be denoted simply by ψh. To make this map explicit, let ξ ∼ N (0, I), set
Σh := 2β
−1γE
⎧⎨
⎩
(∫ h
0
e−γM
−1(h−s)dW (s)
)(∫ h
0
e−γM
−1(h−s)dW (s)
)T⎫⎬
⎭
= β−1
(
I − exp(−2γM−1h))M ,
and deﬁne Ah to be the decomposition matrix arising from the Cholesky factorization
of Σh, i.e., AhA
T
h = Σh. In terms of these, introduce the following ﬂow map:
ψh : (q,p) →
(
q, e−γM
−1hp+Ahξ
)
.(6)
In distribution (6) is identical to (5).
Given Xk ∈ R2n and h, the GLA is deﬁned as the following Lie–Trotter splitting
integrator for (1):
(7) Xk+1 := θh ◦ ψtk+h,tk(Xk)
for k = 0, . . . , N − 1 with X0 = x.
Remark 2.1. Observe that the GLA generalizes to inertial Langevin equations
on a manifold. This generalization is possible because its symplectic component can
be deﬁned as a variational integrator for Hamilton’s equations on a manifold, and
its Ornstein–Uhlenbeck component can be deﬁned as the solution of an SDE on a
vector space. This generalization is motivated by molecular systems with holonomic
constraints. As mentioned in the introduction, variational integrators can incorporate
holonomic constraints. In the special case where the conﬁguration manifold of GLA is
compact (e.g., SO(3)) and the potential energy is smooth, then the assumption on the
geometric ergodicity of GLA is typically satisﬁed for a suﬃciently small time-step.
Given Zk ∈ R2n and h, let ϑh : R2n → R2n denote the exact time-h ﬂow of
Hamilton’s equations (3). The exact splitting is deﬁned as
(8) Zk+1 := ϑh ◦ ψtk+h,tk(Zk)
for k = 0, . . . , N − 1 with Z0 = x.
Properties of GLA. The assumptions that appear in the following theorems are
provided in section 3.
Let Ex{·} denote the expectation conditioned on the initial condition being x ∈
R2n. In terms of this notation, we can quantify the strong convergence of GLA to
solution trajectories of inertial Langevin (1). The precise statement follows.
Theorem 2.1 (pathwise accuracy). Assume Assumptions 3.1 and 3.2 hold. For
any T > 0, there exist hc > 0 and C(T ) > 0 such that for all h < hc, x ∈ R2n and
t ∈ [0, T ], GLA satisfies
(9) (Ex{|Xt/h − Y (t/hh)|2})1/2 ≤ C(T )(1 + |x|2)1/2h.
This result is expected because a Lie–Trotter splitting is ﬁrst-order for determin-
istic ODEs, and the noise in (1) is additive.
Using this pathwise convergence, it is shown that GLA is geometrically ergodic
with respect to a discrete invariant measure μh.
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Theorem 2.2 (geometric ergodicity). Assume Assumptions 3.1, 3.2, and 3.3
hold. Then GLA is geometrically ergodic with respect to a discrete invariant measure
μh and the continuous Lyapunov function (cf. Assumption 3.3). That is, there exist
hc > 0, λ > 0, and C3 > 0 such that for all h < hc and for all k ≥ 2,
|Ex {f(Xk)} − μh(f)| ≤ C3V (x)e−λkh ∀ x ∈ R2n,
and for all test functions satisfying |f(y)| ≤ C3V (y) ∀ y ∈ R2n.
We stress that this result is a consequence of the strong convergence of GLA
and the assumptions made on the potential energy and variational integrator. These
assumptions are suﬃcient but not necessary to guarantee this result.
Using geometric ergodicity we can quantify the equilibrium statistical accuracy of
GLA. If p represents the global accuracy of GLA’s underlying variational integrator,
then μh is in total variation (TV) distance O(h
p) away from the Boltzmann–Gibbs
measure μ. To be precise, the main result of the paper states the following.
Theorem 2.3 (long-run accuracy). Assume Assumptions 3.1, 3.2, and 3.3 hold.
Let μh denote the discrete invariant measure of GLA. Then there exist C > 0 and
hc > 0 such that for all h < hc,
|μ− μh|TV ≤ Chp.
There is a stronger argument in [23] based on the Feynman–Kac formula that can
extend Theorem 2.3 to
(10) |μ(f)− μh(f)| ≤ Chp
for all test functions f ∈ L2μ(R2n) that are smooth with polynomial growth at inﬁnity.
The paper proves Theorem 2.3 with a more direct strategy. An important point is that
the proof is transparent, since it involves a forward error analysis and does not rely on
knowing the precise form of μh. The proof relies on the existence of μh and the nature
of the convergence of GLA from a nonequilibrium position. Indeed, a backward error
analysis of this discretization of the SDE (1) to characterize this invariant measure
would be substantially more involved.
Implications. As a consequence of the TV error estimate derived in this paper,
one can control the order of accuracy of μh by controlling the order of accuracy of
GLA’s underlying variational integrator. This is the distinguishing feature of GLA.
Existing theory would indicate that the accuracy of μh is the same order as the
weak or strong accuracy of GLA. Theorem 2.1 states GLA is just ﬁrst-order accurate
on solution trajectories. Hence, existing theory would suggest that the equilibrium
statistical accuracy of GLA is ﬁrst-order, rather than pth-order accurate (where p is
the order of accuracy of GLA’s underlying variational integrator).
Existing theory would indicate that to obtain a higher-order approximation of the
invariant measure, one would require a higher-order approximant to SDE (1) which
entails approximation of multiple n-dimensional stochastic integrals per time-step.
It is well known that such higher-order discretizations of SDEs are computationally
intensive. In contrast, a step of GLA requires evaluation of a single, n-dimensional
stochastic integral per time-step. According to the main result of this paper, the
order of accuracy of the variational integrator can be used to tune the TV distance
in Theorem 2.3 to a desired tolerance.
3. Preliminaries. The following assumptions on the potential energy, U : Q →
R, will be used in this paper. These hypotheses are the same as those made in section 7
of [10].
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Assumption 3.1 (assumptions on potential energy). The potential energy func-
tion U ∈ C∞(Rn,R) satisﬁes the following conditions:
(U1) There exists a real constant A0 > 0 such that
|∇U(q0)−∇U(q1)| ≤ A0|q0 − q1| ∀ q0, q1 ∈ Rn.
(U2) There exists a real constant A1 > 0 such that
U(q) ≥ A1(1 + |q|2) ∀ q ∈ Rn.
By standard results in stochastic analysis, condition (U1) is suﬃcient to guaran-
tee almost sure existence and pathwise uniqueness of a solution to (1). The condition
(U2) ensures that e−βH is integrable over R2n, and hence that the Boltzmann–Gibbs
measure is a well-deﬁned probability measure. Assuming the solution to (1) is geomet-
rically ergodic, we will prove in this paper that conditions (U1) and (U2) together
with the following assumptions on the variational integrator, θh : R
2n → R2n, are
suﬃcient (but not necessary) to guarantee geometric ergodicty of GLA.
Assumption 3.2 (assumptions on variational integrator). For any t > 0 let ϑt
denote the exact Hamiltonian ﬂow of (3). The variational integrator θh : R
2n → R2n
satisﬁes the following conditions.
(V1) θh is the discrete Hamiltonian map of a hyperregular discrete Lagrangian
Ld : R
n × Rn → R (cf. (52) and [9]).
(V2) There exist constants B0 > 0 and hc > 0, such that for any h < hc,
|θh(x)− ϑh(x)| ≤ B0(1 + |x|2)1/2hp+1 ∀ x ∈ R2n.
As discussed in Section 7.1, the condition (V1) implies that θh is symplectic
and hence Lebesgue measure preserving. It will also be an important ingredient in
proving Theorem 2.2 on geometric ergodicity of GLA. The condition (V2) states that
the integrator is locally (p+ 1)th-order accurate.
Finally, we make the following structural assumption on (1).
Assumption 3.3 (existence of a Lyapunov function). There exists V ∈ C∞(R2n,R)
and constants Ci > 0 such that
C0(1 + |x|2) ≤ V (x) ≤ C1(1 + |x|2), ∇V (x) ≤ C2(1 + |x|), ∀ x ∈ R2n,
limx→∞ V (x) = ∞, a > 0, and c > 0 such that for all t > 0,
E
x{V (Y (t))} ≤ e−atV (x) + c
a
(1− e−at) ∀ x ∈ R2n.
4. Analysis of GLA.
4.1. Pathwise convergence. Here GLA is shown to be ﬁrst-order mean-squared
convergent, which is a notion of pathwise convergence to solutions of (1) [22, 15]. The
ﬁrst-order accuracy of GLA on solution trajectories is not surprising because the
method is derived from a Lie–Trotter splitting of (1). It is simply a generalization of
the well-known fact that Lie–Trotter splittings of deterministic ODEs yield ﬁrst-order
accurate methods. This generalization is possible despite the lack of regularity in
solutions because the noise in (1) is additive. Since the proof is standard, it will be
kept terse.
Theorem 2.1 (pathwise accuracy). Assume Assumptions 3.1 and 3.2 hold. For
any T > 0, there exist hc > 0 and C(T ) > 0 such that for all h < hc, x ∈ R2n, and
t ∈ [0, T ],
(11) (Ex{|Xt/h − Y (t/hh)|2})1/2 ≤ C(T )(1 + |x|2)1/2h.
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Proof. By standard results in stochastic analysis, condition (U1) guarantees there
a.s. exists a pathwise unique solution to (1): Y(t) ∈ R2n for t ∈ [0, T ] with Y(0) = x.
Moreover, one can obtain the following bound on the second moment of the solution:
for all T > 0, there exists a C(T ) > 0 such that for all t ∈ [0, T ],
(12) Ex
{|Y (t)|2} ≤ C(T )(1 + |x|2).
We will use this bound to invoke Theorem 1.1 in [15] which enables one to deduce
global mean-squared error estimates of a discretization from local mean-squared error
and local mean deviation. First, we establish this estimate for the exact splitting (8).
By using assumption (U1), it is straightforward to show (see Lemma 7.1) that there
exists C > 0 such that
(13) |Ex{Y (h)− Z1}| ≤ C
(
1 + |x|2)1/2 h2
and
(14)
(
E
x{|Y (h)−Z1|2}
)1/2 ≤ C (1 + |x|2)1/2 h3/2.
Together with (12), this implies that there exist hc > 0 and C(T ) > 0 such that for
all h < hc, t ∈ [0, T ], and x ∈ R2n,
(15) Ex{|Zt/h|2} ≤ C(T )(1 + |x|2).
Hence, by Theorem 1.1 in [15], one can show that for all T > 0, there exist hc > 0
and C(T ) > 0 such that for all h < hc, t ∈ [0, T ], and x ∈ R2n,
(16) (Ex{|Zt/h − Y (t/hh)|2})1/2 ≤ C(T )
(
1 + |x|2)1/2 h.
Observe that the diﬀerence between a single step of GLA (7) and the exact split-
ting (8) can be written as
X1 −Z1 = (θh − ϑh) ◦ ψh,0(x).
Using assumption (V2), one can show there exists C > 0 such that
(17)
(
E
x{|X1 −Z1|2}
)1/2 ≤ C (1 + |x|2)1/2 hp+1,
and, by Jensen’s inequality,
(18) |Ex{X1 −Z1}| ≤ C
(
1 + |x|2)1/2 hp+1.
Together with (15), this implies that there exist hc > 0 and C(T ) > 0 such that for
all h < hc, t ∈ [0, T ], and x ∈ R2n,
(19) Ex{|Xt/h|2} ≤ C(T )(1 + |x|2).
Using assumption (U1) and Theorem 1.1 of [15], one can also show that for all T > 0,
there exist hc > 0 and C(T ) > 0 such that for all h < hc, t ∈ [0, T ], and x ∈ R2n,
(20) (Ex{|Xt/h −Zt/h|2})1/2 ≤ C(T )
(
1 + |x|2)1/2 hp.
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In other words, GLA is O(hp) strongly convergent to the exact splitting. One can
then use the triangle inequality to obtain the estimate in the theorem from (20) and
(16); i.e.,
(Ex{|Xt/h − Y (t/hh)|2})1/2
≤ (Ex{|Xt/h −Zt/h|2})1/2︸ ︷︷ ︸
≤K(T )(1+|x|2)1/2hp
+ (Ex{|Zt/h − Y (t/hh)|2})1/2︸ ︷︷ ︸
≤K(T )(1+|x|2)1/2h
.
In sum, GLA is ﬁrst-order strongly convergent to solutions of (1).
4.2. Geometric ergodicity. Geometric ergodicity is a strong type of stochas-
tic stability of a Markov chain [13]. In this section geometric ergodicity of GLA is
established following the recipe provided in section 7 of [10]. In the context of this
paper, geometric ergodicity means the following.
Definition 4.1. A Markov chain Xk is said to be geometrically ergodic if there
exist probability measure μ∞, ρ < 1, and M ∈ C∞(R2n,R+) such that
(21) |Ex {f(Xk)} − μ∞(f)| ≤ M(x)ρk, ∀ x ∈ R2n, ∀ k ∈ N,
and for all f ∈ L2μ∞(R2n) satisfying |f(y)| ≤ M(y) ∀ y ∈ R2n.
Under the hypotheses below, the Lyapunov function from Assumption 3.3 is in-
herited by GLA.
Theorem 2.2 (geometric ergodicity). Assume Assumptions 3.1, 3.2, and 3.3
hold. Then GLA is geometrically ergodic with respect to a discrete invariant measure
μh and the continuous Lyapunov function (cf. Assumption 3.3). That is, there exist
hc > 0, λ > 0, and C3 > 0 such that for all h < hc and for all k ≥ 2,
|Ex {f(Xk)} − μh(f)| ≤ C3V (x)e−λkh ∀ x ∈ R2n,
and for all test functions satisfying |f(y)| ≤ C3V (y) ∀ y ∈ R2n.
Proof. This proof is an application of Theorem 2.5 of [10]. To invoke this theorem,
we will show that GLA inherits the Lyapunov function V : R2n → R of the continuous
solution (cf. Assumption 3.3) and satisﬁes a minorization condition when sampled
every other step.
To prove that GLA inherits the Lyapunov function V : R2n → R we use The-
orem 7.2 of [10]. This theorem assumes that the Lyapunov function of the SDE is
essentially quadratic, which follows from Assumption 3.3, and that the discretization
of the SDE satisﬁes Condition 7.1 of [10]. Condition 7.1(i) of [10] is a consequence of
a single-step mean-squared error estimate of GLA which can be derived from (14) and
(17). Condition 7.1(ii) of [10] is satisﬁed for the ﬁrst and second moments of GLA due
to the estimate (19). Hence all of the assumptions of Theorem 7.2 of [10] are satisﬁed,
and one can conclude that GLA inherits the Lyapunov function V : R2n → R up to
a constant prefactor.
Next, we prove that GLA satisﬁes a minorization condition when sampled every
other step. This property follows from Lemma 2.3 of [10] because GLA sampled every
other step admits a strictly positive, smooth transition probability function. In fact,
this transition probability qh : R
2n×R2n → [0, 1] can be explicitly characterized, and
by inspection it is clear that it is smooth as a function of its arguments and strictly
positive everywhere.
To derive this expression, let oh : R
n × Rn → [0, 1] denote the transition proba-
bility of the Ornstein–Uhlenbeck ﬂow ψh (6). By a change of variables, it’s transition
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density is given explicitly by
oh(p0,p1)
=
1
(2π)n/2| det(Σh)| exp
(
−1
2
(
p1 − e−γM
−1hp0
)T
Σ−1h
(
p1 − e−γM
−1hp0
))
,
(22)
where
Σh = β
−1 (Id − exp(−2γM−1h))M .
Let D = R2n×R2n×R2n×Rn. Since the maps θh and ψh enjoy the Markov property,
the transition probability of the composition θh ◦ ψh ◦ θh ◦ ψh can be expressed as a
product of the transition probabilities of its components:
qh ((q,p), (q¯, p¯))
=
∫
D
oh(p,p1)δ((q1,p2)− θh(q,p1))oh(p2,p3)δ((q¯, p¯)− θh(q1,p3))dp1dp2dp3dq1.
The zero of the argument of the second Dirac-delta measure (from left) occurs at
(q1,p3) = θ
−1
h (q¯, p¯). Hence, the above expression simpliﬁes,
qh ((q,p), (q¯, p¯)) =
∫
R2n×R2n
oh(p,p1)δ((q1,p2)− θh(q,p1))oh(p2,p3)dp1dp2.
By condition (V1) on θh, the zero of the argument of the remaining Dirac-delta
measure above is uniquely determined by the discrete Hamiltonian ﬂow of the discrete
Lagrangian (cf. (51) in the appendix). Hence, one obtains
(23)
qh((q,p), (q¯, p¯)) = | det(D12Ld(q, q1, h))|oh(p,−D1Ld(q, q1, h))oh(D2Ld(q, q1, h),p3),
where (q1,p3) = θ
−1
h (q¯, p¯). Using the hyperregularity assumption on the variational
integrator (V1) (cf. (52)), it is clear that qh is a smooth probability transition function
that is everywhere strictly positive. Hence, by Lemma 2.3 of [10], GLA sampled every
other step satisﬁes a minorization condition.
In sum, we have shown that GLA satisﬁes a minorization condition and admits a
Lyapunov function. The result follows from invoking Theorem 2.5 in [10].
4.3. Long-run accuracy. Now we quantify the accuracy of GLA in sampling
from the equilibrium measure of (1). For this purpose recall the following deﬁnition.
Definition 4.2 (invariance of measure). A Markov chain Xk ∈ R2n is said to
preserve a probability measure μ∞ if for all f ∈ L2μ∞(R2n) and k ∈ N,
(24) Eμ∞E
x{f(Xk)} = μ∞(f),
where μ∞(f) =
∫
R2n
fdμ∞ and Eμ∞Ex denotes expectation conditioned on the initial
distribution being sampled from μ∞, i.e.,
Eμ∞E
x {f(Xk)} =
∫
R2n
E
x {f(Xk)}μ∞(dx).
Given a step-size h, deﬁne the deviation GLA makes in preserving the Boltzmann–
Gibbs measure, μ, as Δkh : L
2
μ(R
2n) → R:
Δkh(f) := EμE
x{f(Xk)} − μ(f).
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Observe that if GLA exactly preserves μ, then
Δkh(f) = 0 ∀ f ∈ L2μ(R2n).
The following local error result follows from the Ornstein–Uhlenbeck ﬂow ψh preserv-
ing μ and the variational integrator θh preserving Lebesgue measure.
Lemma 4.3. Suppose the potential energy satisfies (U2). For a given f ∈
L2μ(R
2n),
Δ1h(f) =
∫
R2n
f(x)
(
e−β(H((θh)
−1(x))−H(x)) − 1
)
μ(dx).
Proof. The condition (U2) ensures that μ is a well-deﬁned probability measure.
According to the deﬁnition of GLA (7), X1 = θh ◦ ψh(x). Substitute this expression
into Δ1h to obtain
Δ1h(f) =
∫
R2n
E
x {f(θh ◦ ψh(x))}μ(dx)−
∫
R2n
fdμ.
Since ψh preserves μ and θh is deterministic, it follows that
Δ1h(f) =
∫
R2n
f(θh(x))μ(dx)−
∫
R2n
fdμ.
Changing variables under the map θh in the ﬁrst integral above and using the volume-
preserving property of the variational integrator θh (see the appendix), one obtains
the desired expression.
Remark 4.1. As a consequence of Lemma 4.3, if θh admits no energy error, then
GLA preserves μ. In particular, the exact splitting (8) preserves μ.
In the situation where GLA is geometrically ergodic, this paragraph quantiﬁes
the equilibrium error of GLA in preserving the Boltzmann-Gibbs (BG) measure.
Lemma 4.4. Assume Assumptions 3.1, 3.2, and 3.3 hold. Then, there exist C > 0
and hc > 0 such that for all h < hc,
lim
N→∞
∣∣ΔNh (f)∣∣ ≤ Chp
and for all f ∈ L2μ∞(R2n) satisfying |f(y)| ≤ C3V (y) ∀ y ∈ R2n.
Proof. Let f ∈ L2μ(R2n) such that |f(y)| ≤ C3V (y) ∀ y ∈ R2n. The term
EμE
x{f(XN )} can be written as a telescoping sum:
EμE
x{f(XN )} = μ(f) +
N∑
k=1
(EμE
x{f(Xk)} − EμEx{f(Xk−1)}) .
By Lemma 4.3, one can rewrite/reindex this sum as
(25) ΔNh (f) =
∫
R2n
N−1∑
k=0
E
x {f(Xk)}
(
e−β(H(θ
−1
h (x))−H(x)) − 1
)
μ(dx).
Since θh preserves Lebesgue measure, one can write this deviation as
(26) ΔNh (f) =
∫
R2n
N−1∑
k=0
(Ex {f(Xk)} − μh(f))︸ ︷︷ ︸
deviation from equilibrium
·
(
e−β(H(θ
−1
h (x))−H(x)) − 1
)
︸ ︷︷ ︸
energy error of variational integrator
μ(dx).
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From (26) it is clear that the equilibrium BG error is due to (i) how fast GLA converges
to equilibrium and (ii) the local accuracy with which θh represents the Hamiltonian
function H . The equality (26) is the crux of the proof, and what follows is an approach
to bound ΔNh (f).
Since GLA is geometrically ergodic (cf. Theorem 2.2), one can bound ΔNh (f) from
above by
∣∣ΔNh (f)∣∣ ≤
(
N−1∑
k=0
e−λhk
)
C3
∫
R2n
V (x)
∣∣∣e−β(H(θ−1h (x))−H(x)) − 1∣∣∣μ(dx).
Changing variables in the right-hand side under the map θh, one can rewrite this
bound as
∣∣ΔNh (f)∣∣ ≤
(
N−1∑
k=0
e−λhk
)
C3
∫
R2n
V (θh(x))
∣∣∣e−β(H(θh(x))−H(x)) − 1∣∣∣μ(dx).
In the limit as N → ∞, the right-hand side of the above can be written in terms of
the formula for the geometric series for e−λh:
(27) lim
N→∞
∣∣ΔNh (f)∣∣ ≤ C31− e−λh
∫
R2n
V (θh(x))
∣∣∣e−β(H(θh(x))−H(x)) − 1∣∣∣μ(dx).
Using the natural bound |ex − 1| ≤ e|x| − 1 ∀ x ∈ R, one can further bound |ΔNh (f)|
by
(28) lim
N→∞
∣∣ΔNh (f)∣∣ ≤ C31− e−λh
∫
R2n
V (θh(x))
(
eβ|H(θh(x))−H(x)| − 1
)
μ(dx).
Introduce the exact ﬂow ϑh of Hamilton’s equations (3) into this bound,
(29) lim
N→∞
∣∣ΔNh (f)∣∣ ≤ C31− e−λh
∫
R2n
V (θh(x))
(
eβ|H(θh(x))−H(ϑh(x))| − 1
)
μ(dx).
Set y0 = θh(x) and y1 = ϑh(x). By the fundamental theorem of calculus,
H(y1)−H(y0) =
∫ 1
0
∇H(y0 + s(y1 − y0)) · (y1 − y0)ds.
Using condition (U1) and the Cauchy–Schwarz inequality, it follows from the above
that there exists C > 0 such that
|H(y1)−H(y0)| ≤ C(1 + |y1|+ |y0|)|y1 − y0|.
Another application of the condition (U1) and (V2) imply that there exists C > 0
such that
|H(y1)−H(y0)| ≤ C(1 + |x|2)hp+1.
Therefore,
(30) lim
N→∞
∣∣ΔNh (f)∣∣ ≤ C31− e−λh
∫
R2n
V (θh(x))
(
eβK(1+|x|
2)hp+1 − 1
)
μ(dx).
Now we show how the the factor V (θh(x)) above is handled.
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Since the Lyapunov function is quadratically bounded, the variational integrator
satisﬁes (V2), and the Hamiltonian vector ﬁeld is uniformly Lipschitz by condition
(U1), there exists C > 0 such that
(31) lim
N→∞
∣∣ΔNh (f)∣∣ ≤ C1− e−λh
∫
R2n
(1 + |x|2)
(
eβK(1+|x|
2)hp+1 − 1
)
μ(dx).
By condition (U2), the total energy is quadratically bounded from below. Conse-
quently one can bound e−βH(x) by e−βD(1+|x|
2) for some constant D > 0. Thus,
lim
N→∞
∣∣ΔNh (f)∣∣ ≤ C1− e−λh
∫
R2n
(1 + |x|2)
(
eβK(1+|x|
2)hp+1 − 1
)
e−βD(1+|x|
2)dx.
When h < hc = (D/K)
1/(p+1), the above integral is ﬁnite, and one obtains the desired
error estimate.
A simple application of Theorem 2.3 implies an error estimate for μh. For this
purpose we introduce the total variation between measures μ and ν:
|μ− ν|TV = sup
|f |≤1
∣∣∣∣
∫
R2n
f(x)(μ(dx)− ν(dx))
∣∣∣∣ .
Since M˜(y) ≥ 1 ∀ y ∈ R2n, Theorem 2.3 applies for all f ∈ L2μ(R2n) such that
|f(y)| ≤ 1 ∀ y ∈ R2n. The TV norm can be written as
|μ− μh|TV = sup
|f |≤1
∣∣∣∣
∫
R2n
fdμ− EμEx{f(XN )}+ EμEx{f(XN )} −
∫
R2n
fdμh
∣∣∣∣ .
By the triangle inequality,
|μ− μh|TV ≤ sup
|f |≤1
∣∣ΔNh (f)∣∣+ sup
|f |≤1
|EμEx{f(XN )} − μh(f)| .(32)
However, under the hypotheses of the theorem, GLA is geometrically ergodic with
respect to μh, and hence
(33) lim
N→∞
sup
|f |≤1
|EμEx{f(XN )} − μh(f)| → 0
and
|μ− μh|TV ≤ lim
N→∞
sup
|f |≤1
∣∣ΔNh (f)∣∣ .(34)
Lemma 4.4 can now be invoked to obtain from (34) an upper bound for the TV
distance between μ and μh. This concludes the proof of Theorem 2.3, which we
restate next.
Theorem 2.3 (long-run accuracy). Assume Assumptions 3.1, 3.2, and 3.3 hold.
Let μh denote the discrete invariant measure of GLA. Then there exist C > 0 and
hc > 0 such that for all h < hc,
|μ− μh|TV ≤ Chp.
In summary, the preceding analysis showed that the TV error estimate in The-
orem 2.3 relies on GLA’s variational integrator θh being volume-preserving and pth-
order accurate, the Ornstein–Uhlenbeck map ψh exactly preserving the Boltzmann–
Gibbs measure, and GLA being geometrically ergodic. To establish the latter, we used
the strategy adopted in [10], which relates pathwise convergence of a discretization of
an SDE to geometric ergodicity of the discretization. This strategy requires that the
potential force is uniformly Lipschitz.
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5. Validation. This section tests three diﬀerent instances of GLA on a variety
of simple mechanical systems governed by Langevin equations. The purpose of this
section is to conﬁrm the error estimates provided in the paper.
Let h be a ﬁxed step-size and ξk ∼ N (0, 1) for k ∈ N. The following update
scheme is obtained by composing the explicit ﬁrst-order, symplectic Euler method
with ψh:
(35)
⎧⎪⎪⎨
⎪⎪⎩
pˆk = e
−γhpk +
√
1−e−2γh
β ξk,
qk+1 = qk + hpˆk,
pk+1 = pˆk − h∂U∂q (qk+1)
for k ∈ N. The following integrator is obtained by composing the second-order accu-
rate explicit, symmetric, symplectic Sto¨rmer–Verlet method with ψh:
(36)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
pˆk = e
−γhpk +
√
1−e−2γh
β ξk,
P
1/2
k = pˆk − h2 ∂U∂q (qk),
qk+1 = qk + hP
1/2
k ,
pk+1 = P
1/2
k − h2 ∂U∂q (qk+1)
for k ∈ N. The following integrator is obtained by composing a fourth-order accurate
explicit, symmetric, symplectic method due to Neri (see, e.g., [27]) with ψh:
(37)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Q1 = qk,
P1 = e
−γhpk +
√
1−e−2γh
β ξk,{
Pi+1 = Pi − cih∂U∂q (Qi),
Qi+1 = Qi + dihPi+1,
i = 1, . . . , 4,
qk+1 = Q5,
pk+1 = P5
for k ∈ N, where we have introduced the following constants
c1 = c4 =
1
2(2− 21/3) , c2 = c3 =
1− 21/3
2(2− 21/3) ,
d1 = d3 =
1
2− 21/3 , d2 =
−21/3
2− 21/3 , d4 = 0.
The purpose of this fourth-order symplectic integrator is for validation. For “optimal”
fourth and ﬁfth-order accurate symplectic integrators that minimize the error in the
Hamiltonian, the reader is referred to [11].
We will show that despite the fact that (36) and (37) are only ﬁrst-order path-
wise convergent according to Theorem 2.1, they approximate ensemble averages of
μ-integrable functions that satisfy |f(q, p)| ≤ M(q, p) ∀ (q, p) ∈ R2n to within second-
and fourth-order accuracy, respectively. This is consistent with Theorem 2.3.
Linear oscillator. This section follows the analysis of numerical methods for lin-
ear oscillators governed by Langevin equations developed in [15, 6]. The governing
equations for a linear oscillator of unit mass at uniform temperature 1/β are given
explicitly by evaluating (1) at U(q) = q2/2:
(38)
{
dq = pdt,
dp = −qdt− γpdt+
√
2β−1γdW .
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The resulting process is Gaussian with stationary distribution given by the BG dis-
tribution:
P∞(q, p) = Z−1 exp
(
−β
(
p2
2
+
q2
2
))
and with
μ(q2) = lim
t→∞E{q
2
t } = 1/β, μ(p2) = lim
t→∞E{p
2
t} = 1/β, κ(qp) = lim
t→∞E{qtpt} = 0.
The stationary distribution of the geometric Langevin integrators (35)–(37) is
also Gaussian with equilibrium distribution of the form
Ph(q, p) =
1
2π|Σ−1| exp
(
−1
2
(
q p
)
Σ−1
(
q
p
))
,
where
Σ =
[
σ2q κ
κ σ2p
]
, σ2q = limn→∞E{q
2
n}, σ2p = limn→∞E{p
2
n}, κ = limn→∞E{qnpn}.
This stationary correlation matrix can be explicitly determined. For (35) its entries
are given by
σ2q =
(
1 + eγh
)2
(2 + 2eγh − h2) β =
1
β
+O(h),
σ2p =
2 + 2eγh − h2 + e2γhh2
(2 + 2eγh − h2) β =
1
β
+O(h2),
γ = − e
γh
(
1 + eγh
)
h
(2 + 2eγh − h2)β = O(h).
Observe that the cumulative error (35) makes is of O(h), i.e.,
|σ2q − μ(q2)|+ |σ2p − μ(p)2)|+ |κ− μ(qp)| ≤ O(h),
whereas for (36) its entries are given by
σ2q =
4
β(4 − h2) =
1
β
+
h2
4β
+O(h4),
σ2p =
1
β
,
κ = 0,
and its cumulative error is of O(h2), i.e.,
|σ2q − μ(q2)|+ |σ2p − μ(p)2)|+ |κ− μ(qp)| ≤ O(h2).
For (37) its entries are given by
σ2q =
1
β
+
(−4− 3× 3√2− 2× 22/3)h4
144β
+O(h5),
σ2p =
1
β
,
κ = 0,
and its cumulative error is of O(h4), i.e.,
|σ2q − μ(q2)|+ |σ2p − μ(p)2)|+ |κ− μ(qp)| ≤ O(h4).
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Finally, consider the exact splitting applied to the linear oscillator at uniform
temperature. Hamilton’s equations for a linear oscillator are[
q˙
p˙
]
(t) =
[
0 1
−1 0
] [
q
p
]
(t),
[
q
p
]
(0) =
[
q0
p0
]
,
with explicit solution given by[
q
p
]
(t) =
[
cos(t) sin(t)
− sin(t) cos(t)
] [
q0
p0
]
.
Thus, the exact splitting update is given by[
q1
p1
]
=
[
cos(h) sin(h)
− sin(h) cos(h)
] [
q0
p0
]
+
√
e2γh − 1
β
[
sin(h)
cos(h)
]
ξ0.
In this situation one can show there is no error made in the stationary correlation
matrix. This follows from the fact that the exact solution of Hamilton’s equations is
volume and energy preserving.
Nonglobally Lipschitz, nonlinear oscillator. The theory in this paper does not
apply to this example, since the potential force is nonglobally Lipschitz. With a
nonglobally Lipschitz potential force, for any h > 0 there will exist regions in phase
space where the Lipschitz constant of the potential force is beyond the linear stability
threshold of an explicit variational integrator θh. Hence, a GLA based on an explicit
variational integrator will be stochastically unstable; transient, to be precise. How-
ever, for the step-sizes and variational integrators employed and for the duration of
the numerical experiments, discrete orbits of GLA seem to be conﬁned to a compact
region of phase space where the variational integrator θh is linearly stable and Monte
Carlo estimates are consistent with the error estimates in the paper.
The governing equations for a cubic oscillator of unit mass at uniform temperature
1/β are given explicitly by evaluating (1) at U(q) = q4/4− q2/2:
(39)
{
dq = pdt,
dp = (q − q3)dt− γpdt+
√
2β−1γdW .
The resulting potential force is only locally Lipschitz.
The estimates shown earlier predict that
|μ(q2)− μh(q2)| ≤ O(hp),
where p is the order of accuracy of θh. Hence, one expects near fourth-order accuracy
for (37), near second-order accuracy for (36), and ﬁrst-order accuracy for (35) as
shown in Table 1. The tests will apply (35)–(37) to estimate
lim
t→∞E{q
2
t } = μ(q2) =
∫∞
−∞ q
2e−βU(q)dq∫∞
−∞ e
−βU(q)dq
by empirical averages of the form
Ih,N :=
1
N
(
N∑
i=1
q2i
)
.
As nicely discussed in [23], in addition to the discretization error |μ(q2) − μh(q2)|
one has to cope with the statistical error arising from the time-average being ﬁnite,
i.e., Ih,N ≈ μh(q2). The computations were performed with γ = 1 and an inverse
temperature value of β = 2.
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Table 1
The table estimates
∣
∣µh(q
2)− µ(q2)∣∣ using empirical time-averages with N = 40 × 109 steps
and h = 0.4 with GLA as determined by (35)–(37). For subsequent rows the time-steps are halved
and the number of steps doubled, so that the time interval of integration is ﬁxed for all experiments.
The results show that as the time-steps are halved, the diﬀerence decreases linearly for (35), nearly
quadratically for (36), and nearly quartically for (37). These results are consistent with the error
estimates in the paper.
Time-step Number of steps (35) (36) (37)
h N 3.11e−02 8.03e−03 1.45e−02
h/2 2 N 1.49e−02 1.94e−03 9.80e−04
h/4 4 N 7.42e−03 4.83e−04 7.35e−05
h/8 8 N 3.74e−03 1.29e−04 5.79e−06
6. Conclusion. The analysis in this paper represents a ﬁrst step toward a deeper
analysis of GLA for molecular systems. In this paper we make assumptions on the
Hamiltonian that ensure the solution to inertial Langevin and GLA are geometrically
ergodic. In particular, we assume the Hamiltonian vector ﬁeld is uniformly Lipschitz
and the Hamiltonian is coercive. These hypotheses are suﬃcient to ensure GLA is
geometrically ergodic whenever the solution process is geometrically ergodic. In par-
ticular, the former hypothesis is important to ensure GLA is stochastically stable [13].
If GLA’s underlying variational integrator is not globally linearly stable, one can show
GLA deﬁnes a transient Markov chain. Still one can use GLA as proposal step within
a Metropolis-Hastings algorithm to obtain a stochastically stable metropolis-adjusted
GLA (MAGLA). A numerical analysis of MAGLA including pathwise convergence
can be found in [4].
A closer inspection of the proof of Theorem 2.3 reveals that the estimate relies
on the following important ingredients:
1. GLA is geometrically ergodic with respect to a probability measure μh;
2. The variational integrator is Lebesgue-measure preserving;
3. The Ornstein–Uhlenbeck ﬂow preserves μ; and
4. The local energy error of the variational integrator is (p+1)th-order accurate.
Therefore, we stress that the result holds under more general conditions. The main
point being what follows:
If GLA is geometrically ergodic with respect to a unique invariant
measure, the error in sampling the invariant measure of the SDE is
determined by the energy error in GLA’s variational integrator.
7. Appendix.
7.1. Single-step error.
Lemma 7.1. Assume 3.1 and 3.2 hold. For h small enough, there exists a C > 0
such that
(40) |Ex{Y (h)− Z1}| ≤ C
(
1 + |x|2)1/2 h2
and
(41)
(
E
x{|Y (h)−Z1|2}
)1/2 ≤ C (1 + |x|2)1/2 h3/2.
Proof. Write Y(t) = (Q(t),P (t)), where Q(t) and P (t) represent the instanta-
neous conﬁguration and momentum of the system, respectively. In terms of which
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write the SDE (1) as
(42)
{
dQ/dt = M−1P ,
dP = −∇U(Q)dt− γM−1P dt+
√
2γβ−1dW ,
Q(0) = Q0 and P (0) = P 0. It will be useful to write out the solution of (42). For
this purpose integrate (42) to obtain
Q(h) = Q0 + hM
−1P 0 +
∫ h
0
M−1[−∇U(Q(s))− γM−1P (s)](h− s)ds
+
√
2γβ−1
∫ h
0
(h− s)M−1dW (s)(43)
and
P (h) = e−γM
−1hP 0 − h∇U(Q0)−
∫ h
0
(h− s)∂
2U
∂q2
(Q(s)) ·M−1P (s)ds
+
∫ h
0
(I − e−γM−1(h−s))∇U(Q(s))ds+ η,(44)
where we have introduced
η =
√
2γβ−1
∫ h
0
e−γM
−1(h−s)dW (s).
Write Z(t) = (Qˆ(t), Pˆ (t)), where Qˆ(t) and Pˆ (t) represent the instantaneous
conﬁguration and momentum of the exact splitting, respectively. The exact splitting
after a single step solves
(45)
{
dQˆ/dt = M−1Pˆ ,
dPˆ /dt = −∇U(Qˆ),
where Qˆ(0) = Q0 and Pˆ (0) = e
−γM−1hP 0 + η. Integrating (45) yields
Qˆ(h) = Q0 + hM
−1e−γM
−1hP 0 −
∫ h
0
M−1∇U(Qˆ(s))(h− s)ds+ hM−1η(46)
and
(47) Pˆ (h) = e−γM
−1hP 0 − h∇U(Q0)−
∫ h
0
(h− s)∂
2U
∂q2
(Qˆ(s)) ·M−1Pˆ (s)ds+ η.
To obtain the mean-squared and mean error estimates we will use the following
bounds on the second moment of the continuous solution and the exact splitting.
Namely, for all t ∈ [0, h], there exists a C > 0 such that
(48) Ex
{|Z(t)|2} ∨ Ex {|Y (t)|2} ≤ C(1 + |x|2),
where x = (Q0,P 0). We will prove this estimate for the exact splitting and omit the
proof for the continuous solution, since it is very similar. Let xˆ = (Qˆ(0), Pˆ (0)). By
Taylor’s formula,
|Z(t)|2 = |xˆ|2 + 2
∫ t
0
〈
Qˆ(s),M−1Pˆ (s)
〉
ds+ 2
∫ t
0
〈
Pˆ (s),−∇U(Qˆ(s))
〉
ds.
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By Young’s inequality,
|Z(t)|2 ≤ |xˆ|2 +
∫ t
0
(|Qˆ(s)|2 + |M−1Pˆ (s)|2)ds+
∫ t
0
(|Pˆ (s)|2 + |∇U(Qˆ(s))|2)ds.
The uniform Lipschitz condition (U1) implies a linear growth condition on the po-
tential force. Hence, there exists a constant C > 0 such that
|Z(t)|2 ≤ |xˆ|2 + C
∫ t
0
|Zˆ(s)|2ds.
By Gronwall’s lemma it follows that
|Z(t)|2 ≤ |xˆ|2eCh
for t ≤ h. Hence, for h small enough we obtain the desired bound on the second
moment of the exact splitting.
The diﬀerence between (43) and (46) is
Q(h)− Qˆ(h) = hM−1(I − e−γM−1h)P 0
+
∫ h
0
M−1[∇U(Qˆ(s))−∇U(Q(s))](h− s)ds
+
∫ h
0
M−1[−γP (s)ds+
√
2γβ−1dW (s)](h− s)− hM−1η.(49)
Likewise, the diﬀerence between (44) and (47) is
P (h)− Pˆ (h) =
∫ h
0
(h− s)
[
∂2U
∂q2
(Qˆ(s)) ·M−1Pˆ (s)− ∂
2U
∂q2
(Q(s)) ·M−1P (s)
]
ds
+
∫ h
0
(e−γM
−1(h−s) − I)∇U(Q(s))ds.(50)
From (49) and (50), it is clear that the leading term of the expectation of these
diﬀerences is O(h2) and the leading term in the mean-squared expectation of the
diﬀerences is O(h3/2). To bound these terms one needs the bounds on the second mo-
ments of the solutions and the exact splitting provided in (48). To enable estimation
of (50) one needs control of the Hessian of U . The assumption of smoothness on U
and the uniform Lipschitz condition (U1) on the potential force provide this control.
In particular, since a diﬀerentiable function is Lipschitz continuous if and only if it
has bounded diﬀerential, the Frobenius norm of the Hessian of U is bounded by the
Lipschitz constant of the potential force.
7.2. Variational integrators. Let L : R2n → R denote the Lagrangian ob-
tained from the Legendre transform of the Hamiltonian H and given by
L(q,v) =
1
2
vTMv − U(q).
A variational integrator is deﬁned by a discrete Lagrangian Ld : R
n ×Rn ×R+ → R,
which is an approximation to the so-called exact discrete Lagrangian which is deﬁned
as
LEd (q0, q1, h) =
∫ h
0
L(Q, Q˙)dt,
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where Q(t) solves the Euler–Lagrange equations for the Lagrangian L with endpoint
conditions Q(0) = q0 and Q(h) = q1.
By passing to the Hamiltonian description, a discrete Lagrangian determines a
symplectic integrator on R2n as follows. Given (q0,p0) ∈ R2n, a variational integrator
deﬁnes an update (q1,p1) ∈ R2n by the following system of equations:
(51)
{
p0 = −D1Ld(q0, q1, h),
p1 = D2Ld(q0, q1, h).
Denote this map by θh : R
2n → R2n, i.e.,
θh : (q0,p0) → (q1,p1),
where (q1,p1) solve (51). One can show that θh preserves the canonical symplec-
tic form on R2n and hence is Lebesgue measure preserving [9]. By appropriately
constructing Ld, the map θh can deﬁne an approximation to the ﬂow of Hamilton’s
equations for the Hamiltonian H (3). The hyperregularity of the discrete Lagrangian
means that for all h > 0
(52) | detD12Ld(q0, q1, h)| > 0 ∀ q0, q1 ∈ Q×Q.
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