Abstract. Let (X , B X , µ, T ) be a measure-preserving probability system with T is invertible. Suppose that A ∈ B X with µ(A) > 0 and ǫ > 0. For any m ≥ 1, there exist infinitely many primes p 0 , p 1 , . . . , p m with p 0 < · · · < p m such that
Introduction
Suppose that (X , B X , µ) is a probability measure space. Let T : X → X be a measure-preserving transformation on X , i.e., µ(A) = µ(T −1 A) for each A ∈ B X . The classical Poincare recurrence theorem (cf. [7, Theorem 2.11] ) says that for any A ∈ B X with µ(A) > 0, there exist infinitely many integers n ≥ 1 such that µ(A ∩ T −n A) > 0. Assume that T is an invertible transformation. In 1934, Khintchine [15] considered the set of recurrence S A,ǫ = {n ∈ N : µ(A ∩ T −n A) ≥ µ(A) 2 − ǫ}.
Khintchine proved that for any A ∈ B X with µ(A) > 0 and any ǫ > 0, S A,ǫ has a bounded gap, i.e., there exists a constant L 0 > 0 (only depending on A and ǫ) such that S A,ǫ ∩ [x, x + L 0 ] = ∅ for any x ≥ 1. Notice that the bounded gaps can be arbitrarily large for the varied measure-preserving systems. For example, for any positive integer m, consider the cyclic group Z m = Z/mZ with the discrete probability measure. Let T : x → x + 1 and A = {0} ⊆ Z m . Clearly A ∩ T −n A = ∅ if and only if n is a multiple of m. So the bounded gap of S A,ǫ is always m for any 0 < ǫ < m −2 . For the further extensions of Khintchine's theorem, the readers may refer to [2, 8, 4, 5] .
On the other hand, a recent breakthrough on number theory is about the bounded gaps between consecutive primes. In [24] , with help the Goldston-PintzYıdırım [10] sieve method and a variant of the Bombieri-Vinogradov theorem, Zhang showed for the first time that the gap between consecutive two primes can be bounded by a constant infinitely often. In fact, Zhang proved that lim inf p,q→∞ p<q are primes (q − p) ≤ 7 × 10 7 .
Subsequently, using a multi-dimensional sieve method, Maynard [18] greatly improved the bound 7 × 10 7 to 600. Nowadays, the best bound is 246 [20] . In fact, with help of the multi-dimensional sieve method, Maynard and Tao independently showed that for any m ≥ 1, the gaps between consecutive m primes also can be bounded by a constant infinitely many times. That is, there exist infinitely many primes p 0 , p 1 , . . . , p m with p 0 < · · · < p m such that
where C m > 0 is a constant only depending on m. Subsequently, the Maynard-Tao theorem was extended to the primes of some special types [19, 6, 16] . There is a nice survey on Zhang's theorem and Maynard-Tao's theorem written by Granville [11] Notice that Khintchine's theorem, Zhang's theorem and Maynard-Tao's theorem are all concerning the bounded gaps. It is natural to ask whether we can establish a connection between those theorems. The purpose of this paper is to give a Khintchine type extension to the Maynard-Tao theorem.
Let us consider those n in S A,ǫ which are shifted primes, i.e., a prime minus one. For A ∈ B X with µ(A) > 0 and ǫ > 0, let Λ A,ǫ = {p prime : µ(A ∩ T −(p−1) A) ≥ µ(A) 2 − ǫ}.
Theorem 1.1. Let (X , B X , µ, T ) be a measure-preserving probability system with T is invertible. Suppose that A ∈ B X with µ(A) > 0 and ǫ > 0. For any m ≥ 1, there exist infinitely many primes p 0 , p 1 , . . . , p m ∈ Λ A,ǫ with p 0 < · · · < p m such that p m − p 0 < C m , where C m > 0 is a constant only depending on m, A and ǫ.
In particular, we may find infinitely many pairs of primes p, q with p < q such that µ(A ∩ T −(p−1) A), µ(A ∩ T −(q−1) A) > 0 and the gap q − p is bounded by a constant C.
Let us see a combinatorial consequence of Theorem 1.1. For any E ⊆ N, define the upper Banach density of E d B (E) := lim sup
Suppose that N is sufficiently large and W = W 0 p≤w p, where w very slowly tends to infinity as N → +∞. Let n ∼ N mean N ≤ n ≤ 2N. In view of the Maynard sieve method, we need to compute the sum
where Ω n ≥ 0 is some weight and ̟(n) = log n, if n is prime, 0, otherwise.
As we shall see later, though seemingly it is not easy to give an asymptotic formula for (1.1), we can obtain a suitable lower bound. Define
Our strategy is to write
under the assumption T is ergodic, where f 1 belongs to L 2 (X , K , µ), which is the closed L 2 -subspace generated by all eigenfunctions of T , and f 2 is orthogonal to
In Section 3, we shall show that
And in Section 4, we can give a lower bound for
provided that W, b, h satisfy some additional assumptions. In fact, we shall transfer this problem to studying an ergodic transformation on a torus, and use some basic techniques from the Diophantine approximation involving primes. Of course, firstly we need to apply the Maynard sieve method to the exponential sum
in Section 2, where as usual let e(x) = exp(2π √ −1x) for x ∈ R. Finally, with help of the ergodic decomposition theorem, we shall conclude the proof of Theorem 1.1 in Section 5.
Throughout the whole paper, let
as x tends to +∞, i.e., |f (x)| ≤ C|g(x)| for some constant C > 0 whenever x is sufficiently large. And ≪ ǫ means the implied constant in ≪ only depends on ǫ. Let τ and φ denote the divisor function and the Euler totient function respectively. In particular, if n is an integer, let µ(n) denote the value of the Möbius function at n, rather than the measure on X .
Maynard's sieve method for the exponential sums over primes
Let N be a sufficiently large integer and R = N 1 1000 . Suppose that w is a large integer with w ≤ log log log N. Let
where W 0 is an fixed integer to be chosen later.
For distinct integers h 0 , h 1 , . . . , h k , we say {h 0 , h 1 , . . . , h k } is an admissible set provided that for any prime p, there exists 1 ≤ a ≤ p satisfying a ≡ h j (mod p) for each 0 ≤ j ≤ k. We may construct an admissible set whose elements are all the multiple of W 0 . In fact, let
It is easy to see that {h 0 , h 1 , . . . , h k } is an admissible set.
Suppose that {h 0 , h 1 , . . . , h k } is an admissible set. We may find 1
for any prime p ≤ w and each 0 ≤ j ≤ k. Further, clearly we may assume that b ≡ 1 (mod W 0 ). Also, assume that w is sufficiently large such that the prime factors of h j −h i is not greater than w for each 0 ≤ i < j ≤ k. So if n ≡ b (mod W ), then W, n + h 0 , . . . , n + h k are co-prime. Throughout this paper, we always make the following assumptions:
Suppose that F (t 0 , t 1 , . . . , t k ) is a smooth function over R k+1 whose support lies on
and let
The following lemma is the main ingredient of Maynard's sieve method.
Lemma 2.1. Suppose that F 1 (x 0 , . . . , x k ) and F 2 (x 0 , . . . , x k ) are two smooth functions whose supports lie on the area (2.3). Then
Proof. See [22, Proposition 5] or [20, Lemma 30] .
In this section, we shall establish an analogue of Maynard's sieve method for the exponential sums over primes. Let o w (1) denote a quantity which tends to 0 as w → +∞. 
where
Otherwise,
Below we shall fix F (t 0 , . . . , t k ) as a smooth function whose support lies on (2.3). For convenience, abbreviate
The following lemma is an analogue of the Bombieri-Vinogradov theorem for the exponential sums over primes, which was proved by Liu and Zhan [17, Theorem 3] .
For an assertion P , define 1 P = 1, the assertion P holds, 0, otherwise.
For example, 1 A (x) = 1 x∈A . Let
for any θ with |θ| ≤ δ, wherev D,q is an integer such that
where t r is a common multiple of D and q and (s r , t r ) = 1. Then in view of (2.7),
On the other hand, by the Siegel-Walsz theorem, for any A > 0, we have
It is easy to see that
Thus we have
Fix q and D, and let x ≥ e [D,q] . By Lemma 2.2, we have R t,δ (x) ≪ x(log x) −A for any t ≤ [D, q] provided that δ is sufficiently small. Thus setting θ = 0 in (2.9) and comparing (2.9) and (2.10), we get
.
Suppose that t is a divisor of [D, q] and t r = t. Note that
Thus r must satisfy the congruence
We are ready to give the proof of Proposition 2.1. Clearly we only need to consider the case i = 0. Let S W = {d ∈ N : (d, W ) = 1}. By Lemma 2.3, we have
We firstly consider the remainder term. Assume that t ≤ qW R 2 . We have
where we use the known result
It follows from Lemma 2.2 with
According to Lemma 2.1,
Suppose that q ∤ W . Letting
Let q * = q/(W, q). Since q ∤ W and W ∈ Z q , q * must have at least one prime factor greater than w, i.e., q * > w. And
Remark 2.1. If we set a = q = 1 and θ = 0 in (2.5), we can get 11) which is one of two key formulas used in the proof of the Maynard-Tao theorem.
And the other one is
Reducing to the Kronecker system
Suppose that (X , B X , µ, T ) is a measure-preserving system and T is invertible. 
]). It is known that
for any A ∈ K . And if f is non-negative, then E(f |K ) is also non-negative almost everywhere. In fact, E(f |K ) is the orthogonal projection of f over the close Hilbert subspace
In this section, we shall focus on those f (x) with E(f |K ) = 0.
whenever N is sufficiently large with respect to w.
Clearly we only need to consider the case i = 0. Let T := R/Z denote the 1-dimensional torus. For convenience, let | · | T denote the norm over T, i.e., for any x ∈ R |x| T := min{|x − n| : n ∈ Z}.
By a well-known result of Dirichlet, we have First, we consider the integrals on the minor arc m N . The following lemma is due to Balog and Perelli [1] .
Applying Lemma 3.1 and the partial summation, we can get
,
Note that
Hence for any ǫ > 0, Suppose that α ∈ m N . Then α = a/q + θ where P < q ≤ Q, (a, q) = 1 and 
Next, let us turn to the integrals on M N . Since E(f |K ) = 0, we must have f (x) is orthogonal to any eigenfunction of T . It follows that υ is non-atomic, i.e., for any θ ∈ T, For any k ≥ 1, Let X k be the least positive integer such that if N ≥ X k , then
. Then Ψ(x) tends to infinity as x → +∞, and
Assume that N is sufficiently large such that
Ergodic rotation on a torus
In this section, we assume that f (x) ∈ L 2 (X , K , µ). Let
Lemma 4.1. There exist a measure-preserving system (G, B G , ν, S α ) and a map ψ from X to G such that (1) G is a compact abelian group and ν is the Haar measure on G;
(2) S α : x → x + α is an ergodic rotation on G, where α ∈ G;
Proof. See [7, Theorem 6.10] .
Here (G, B G , ν, S α ) is also called the Kronecker factor of (X , B X , µ, T ). Since G is a compact abelian group, G is isomorphic to the direct sum of a finite abelian group and a torus. So we may assume that G = G⊕T d and ν = υ G ×m T d , where υ G is the discrete probability measure on G and m T d is the Lebesgue measure on T d . Below we may assume that the integer W 0 in (2.1) is divisible by the cardinality of G.
is a non-negative function with 0 < f 2 ≤ 1 and 0 < ǫ < f 
It suffices to prove Proposition 4.1 when
Suppose that B 1 , B 2 , . . . , B s ∈ B G and ψ
Then f = g * •ψ. Since ν = µ•ψ −1 , we have f * 2 = g * 2 , as well as f * 1 = g * 1 . We shall approximate those B 1 , . . . , B s by using some small d-cubes on T d . Define the d-cube
where γ 0 ∈ G and κ 1 , . . . , κ d ∈ T are Q-linearly independent. Let L 0 ∈ N be the least integer such that 
provided that
Let ψ(x) be a smooth function on R with the period 1 such that
(3) ψ(x) has the Fourier expansion
It is well-known that such ψ(x) always exists (cf. [23, Lemma 12 of Chapter I]). Let K 0 ∈ N be the least integer such that
Assume that I = {i 1 , . . . , i l } is a non-empty subset of {1, . . . , d} and j i 1 , . . . , j i l are integers with 1 ≤ |j
Since κ 1 , . . . , κ d are Q-linearly independent, ϑ I,j i 1 ,...,j i l is also irrational. For any x ≥ 1, there exists 1 ≤ a ≤ q ≤ x with (a, q) = 1 such that
Let ̺ I,j i 1 ,...,j i l (x) be the least one of such q's. Clearly ̺ I,j i 1 ,...,j i l (x) is an increasing function tending to ∞ as x → +∞. Define
i.e., W < ̺(N). Let P = N 
If q ≥ P , according to (3.4),
Suppose that ̺(N) ≤ q < P . Since q ∤ W . using (2.6), we also have
Therefore, in view of (2.11), we get
provided that w is sufficiently large.
On the other hand,
Recall that E i = (γ i , C a i ,η 0 ) where γ i ∈ G. For any γ ∈ G, let V γ = {1 ≤ i ≤ t : γ i = γ}. Since W 0 is a multiple of |G|, according to the assumptions (I)-(IV) in Section 2, n + h 0 − 1, n + h 1 − 1, . . . , n + h k − 1 are all divisible by |G| whenever n ≡ b (mod W ). So for any 1 ≤ i, j ≤ t,
if and only if i, j belong to the same V γ . We have
By the Cauchy-Schwarz inequality,
And since f * 1 = g * 1 , we have
i.e.,
When w is sufficiently large, we have
The proof of Theorem 1.1
We shall complete the proof of Theorem 1.1. 
for any sufficiently large N and each 0 ≤ i ≤ k.
First, assume that T is ergodic. Suppose that (G, B G , ν, S α ) is the Kronecker factor of (X , B X , µ, T ). Write G = G µ ⊕ T d where G µ is a finite abelian group. Suppose that {h 0 , . . . , h k } is an admissible set with h 0 , . . . , h k are all the multiple of |G µ |. Also, assume that W 0 is a positive integer divisible by |G µ |.
µ is a non-negative function. Then for any ǫ > 0, there exist w µ (ǫ) > 0 such that for any w ≥ w µ (ǫ) and 0 ≤ i ≤ k,
provided that N is sufficiently large, where W = W 0 p≤w p.
Proof. This is the immediate consequence of Propositions 3.1 and 4.1, by noting that E(f |K) 1 = f 1 .
Assume that T is not necessarily ergodic. According to the ergodic decomposition theorem (cf. [7, Theorem 6.2] ), there exists a probability space (Y, B Y , υ)
and µ y is a T -invariant ergodic measure on X for almost every y. Let Y 0 denote the set of all y ∈ Y such that T is ergodic with respect to µ y . Let ǫ 1 = ǫ/5. For any given positive integers w 0 and g 0 , let
1dυ(y).
So we may choose sufficiently large w 0 and g 0 such that
Choose b, h 0 , . . . , h k satisfying the assumptions (I)-(IV) in Section 2. Furthermore, we may assume that w 0 is sufficiently large such that
According to Lemma 5.1, we know that for any y ∈ Y 1 , there exists N µy > 0 such that 
Then we may choose a large N 0 such that
Then for any A * ∈ B X , we have
Thus (5.3) is valid for any y ∈ Y 2 and N > N 0 , So for any N > N 0
Proposition 5.1 is concluded.
By Proposition 5.1, we may choose
for any sufficiently large N and each 0 ≤ i ≤ k, where W = W 0 p≤w 0 p. Furthermore, we may assume that
According the the discussions in [18] and [22] , for any m ≥ 1, we may choose a sufficiently large k and construct a symmetric smooth function F (t 0 , . . . , t k ) such that Remark 5.1. In fact, we may require that the primes p 0 , p 2 , . . . , p m in Theorem 1.1 are consecutive primes. Assume that 0 ≤ h 0 < h 2 < · · · < h k and write {a 1 , a 2 , . . . , a h k −h 0 −k } = {h 0 , h 0 + 1, . . . , h k − 1, h k } \ {h 0 , h 1 , . . . , h k }.
Arbitrarily choose distinct primes h k < ρ 1 , ρ 2 , . . . , ρ h k −h 0 −k ≤ w, which doesn't divide W 0 . Let b satisfy an additional requirement:
b ≡ −a j (mod ρ j ) for each 1 ≤ j ≤ h k −h 0 −k. Evidently the above assumption would not contradict with (2.2), since ρ j > |h i −a j | for any 0 ≤ i ≤ k. Thus if n ∼ N and n ≡ b (mod W ), for each 1 ≤ j ≤ h k − h 0 − k, n + a j can not be a prime since it is divisible by ρ j . It follows that those primes among n + h 0 , n + h 1 , . . . , n + h k are surely consecutive primes.
Remark 5.2. In [2] , Bergelson, Host and Kra considered the generalizations of Khintchine's theorem for multiple recurrence problems. Suppose that (X , B X , µ, T ) is a measure-preserving probability system and T is an invertible ergodic transformation. They proved that for any A ∈ B X with µ(A) > 0 and ǫ > 0, the sets of Naturally, we may ask whether the Maynard-Tao theorem can be extended to Λ (2) A,ǫ and Λ
A,ǫ . Unfortunately, the exponential sums and the Kronecker factors are not sufficient to attack this problem. According to the work of Host and Kra [14] , in order to deal with the multiple recurrence problems, we need to use the characters on the nilmanifolds (cf. [12] ) and the factors arising from the Host-Kra seminorms. However, the main difficulty is how to establish a suitable mean-value type summation formula and combine this formula with the Maynard sieve method.
