ABSTRACT. The best known methods for estimating hazard rate functions in survival analysis models are either purely parametric or purely nonparametric. The parametric ones are sometimes too biased while the nonparametric ones are sometimes too variable. There should therefore be scope for methods that somehow try to combine parametric and nonparametric features. In the present paper three semiparametric approaches to hazard rate estimation are presented. The first idea uses a dynamic local likelihood approach to fit the locally most suitable member in a given parametric class of hazard rates. Thus the parametric hazard rate estimate at time s inserts a parameter estimate that also depends on s. The second idea is to write the true hazard as a product of an initial parametric estimate times a correction factor, and then estimate this factor non parametrically using orthogonal expansions. Finally the third idea is Bayesian in flavour and builds a larger nonparametric hazard process prior around a given parametric hazard model. The hazard estimate in this case is the posterior expectation. Properties of the resulting estimators are discussed.
1.. Introduction and summary
This paper concerns semiparametric type methods of estimating hazard rate functions in models for life history data. The best known methods for estimating such hazard rates are those that are either purely parametric or purely nonparametric. The parametric methods are usually biased since parametric models are usually imperfect, and the nonparametric methods often have high estimation variance. There should accordingly be room for methods that somehow lie between the parametric and the nonparametric ones. Such methods could take a possibly crude parametric guess as a starting point and perform some sort of data-dictated corrections on it. One might hope that such methods are better than the nonparametric ones if the true hazard is in the vicinity of the parametric model, while not being much worse than the parametric ones if the parametric model is true.
Rather than proposing one particular method and then discussing its merits in full detail, complete with applications and comparisons with previously published estimators, I have chosen in this article to present three new methods, all sharing the characteristic of trying to nonparametrically correct a parametric estimate. Basic motivation and the most important properties are discussed, but without ambitions of providing complete treatments and comparisons.
Although results can be obtained in a more general framework of counting process models we shall mainly be content to illustrate and investigate ideas for the 'random censorship' model, which is the simplest and perhaps most important special case of such models for censored life-time data. The life-time Xf may not be directly observed, however, because of a possibly interfering censoring variable Ci; only Xi= min(Xf, Ci) and the indicator variable Ci = I{Xf ~ Ci} are observed. For simplicity and concreteness we stipulate that the Ci's are independent of the life-times and i.i.d. according to a distribution with cumulative function G. In particular the n pairs (Xi, hi) are i.i.d. Finally we shall assume that data are obtained on a finite horizon basis, say on [0, T] for a known and finite T. This is convenient for some of the martingale convergence theory and is not a practical limitation.
The parametric approach is to postulate that a( s) = a( s, 8) for a sui table family, indexed by some one-or multi-dimensional 8. Typical examples include the exponential, the Weibull, the simple frailty model with a(s) = 8!/(1 +82 s), the piecewise constant hazard rate model, the Gompertz-Makeham distribution, the gamma, and the log-normal. Properties of the maximum likelihood method for estimating 8 with censored data have been studied by Borgan (1984) and others under the condition that the model is correct, i.e. that there really is some 80 with a(s) = a (s,80 ) on [O,T] . In practice the model is never perfect, however, and it is useful to study estimation methods outside model conditions, where the best parameter is to be thought of as being 'least false' or 'most suitable', as opposed to 'true'. The large-sample behaviour of several estimation methods in this wider setting has been explored in Hjort (1986a Hjort ( , 1991a . Some results about this are reviewed in Section 2 and are used in later sections.
In Section 3 a dynamic likelihood approach to parametric hazard rate estimation is presented. 8( 8) with an initial function a 0 • The correction factor ,B can then be estimated using orthogonal expansions. The theory needed is reasonably simple when the a 0 function is deterministic. But this expansion approach can expect to work best if few terms are needed, i.e. if the correction factor is not too far from being constant.
A natural idea is then to use a parametric a 0 ( 8) = a ( 8, (in) as start function. Theory for this more complicated case is also developed.
The third group of methods are Bayesian in character. If one acknowledges uncertainty of one's parametric assumptions one might as well try to model it. Thus one might envision a 'random Wei bull model', for example, where there is a nonparametric prior on the space of all hazard functions, centred at the Weibull in some suitable sense. In Section 5 a couple of such semiparametric Bayesian schemes are presented. At least some of the resulting estimators are natural also from a non-Bayesian point of view.
Finally some supplementing results and remarks are offered in Section 6.
Purely nonparametric and purely parametric estimation
This section introduces some basic notation and reviews properties of the NelsonAalen estimator for the cumulative hazard function in the non parametric case and of the maximum likelihood estimator in the parametric case. Since our ambition is to go beyond ordinary parametric methods the properties of these must be considered also outside the conditions of the postulated parametric model. The results we give will be used in later sections. 
in the large-sample limit. (2.4) between true model and approximating model. This was proved in Hjort (1986a) . In Sections 3 and 4 we shall also need the large-sample distribution, and quote the following result from Hjort (1991a) Hjort (1991a) has shown that 
(3.5)
. These approximations are valid if h is fixed and n is large. But we are also interested in becoming increasingly fine-tuned about the s ± th interval as n grows. In order to study the bias and variance properties more closely, observe first that 
In order for the bias of the (3.4) estimator to go to zero it is therefore necessary that h ~ 0 as n ~ oo. The multi-parameter case is somewhat unwieldy, and we shall be content to give a bias formula for the case of a one-parameter family a(s, B), for which Turning next to the variance matrix, one finds after using the (3.3) expressions and the previously established O(h 2 ) result for the bias that
apart from O(h 3 ) terms, and writing for simplicity ~o(s) for ~(s,B0 (s)). Again the multi-parameter case requires more precise expansions, since the inverse of J6 is needed and ~o ( s )~0 ( s )' has rank 1. We leave the general case for future work and ndte here that VarOn(s) · (nh)-1 {y(s)a(s)~o(s) 2 }-1 in the one-dimensional case, which in its turn implies
(3.7)
Thus nh ~ oo is necessary for the variance to go to zero, and this together with h ~ 0 suffices for consistency of the (3.4) estimator.
SPECIAL CASE: MOVING HAZARD ESTIMATE
The simplest model to try out is the one having a(s,B) = B, a constant hazard.
The local hazard estimate and its limit in probability are again with B = [s-th, s + thJ. The estimate is of the type total occurence over total exposure, and the underlying local least false parameter is a local y-weighted average of the true hazard rate. By earlier efforts
. 1 a(s) and Varan(s)=nhy(s) ' (3.9) This can also be verified directly. Some more attention to these details is given in the next subsection.
LOCAL KERNEL SMOOTHED LIKELIHOOD
The local likelihood method of subsections 3.1 and 3.2 can be generalised to kernel smoothed variants. Let K(u) be a symmetric kernel function with support [-t, tJ and integral 1. Define the local kernel smoothed likelihood estimator
The hazard rate estimator is as in (3.4) with this more general estimate of 0. The previously defined local likelihood estimate corresponds to the special case
. This choice has perhaps some special appeal since the local likelihood then can be interpreted as the 'real' likelihood for a subgroup of the individuals under study, whereas the current smoothed likelihood is more of a mathematical construction, but turning out to produce estimators with slightly better properties, for good choices of K( u ).
Let us illustrate this for the special case where a ( s, 0) 
(3.10) a locally weighted occurrence over locally weighted exposure estimate. Write this as 11) in which the bias factor is
also appearing in (3.6), which indeed is a special case. Observe that the approximate variance does not depend on the parametric family used. These results can be compared to similar ones for the more traditional kernel smoothed Nelson-Aalen estimator, (3.13) when K(u) is uniform this becomes {An(s + th)-An(s-th)}jh, for example.
From the properties of An reviewed in Section 2 it is not difficult to derive
See also Ramlau-Hansen (1983) , Yandell (1983) , and Tanner and Wong (1983) , who all studied estimators of this type, and Andersen et al. (1991, Ch. IV 
The first integral can be estimated with n 1 1 2 -precision. Some pilot estimate apih like the (3.13) estimator with a somewhat large h, can be inserted in the second integral to give a practical algorithm.
Observe that when the rough parametric family a( s, 8) used is moderately acceptable, then the size of b(s) of (3.12) is small, which suggests using quite a large bandwidth h, which in its turn almost amounts to using an ordinary parametric method. And if the parametric model doesn't fit our method resembles the non parametric Nelson-Aalen smoother (3.13) in performance. One natural but elaborate strategy would be to choose h = hn( s) to be the smallest h for which some convenient goodness of fit criterion rejects the parametric model on s ± th; see Hjort (1990a) for such tests.
The reasoning that led to (3.15) and (3.16) is also pertinent for the problem of choosing h in the Ramlau-Hansen-Yandell estimator (3.13), since the bias and variance structure are of the same type, only with b( s) = a" ( s) instead. We also note that there are other ways of obtaining a data-driven hn( s ), like cross validation or bootstrapping, but these are not discussed here.
Orthogonal expansions with a parametric start
In this section another semiparametric method is presented. Methods and results are developed for hazard rate estimators formed by approximating the correction 
Jo {f3(s)-~ c(j)pj(s)} w(s) ds
Compare ( 4.4). It remains to find an approximately unbiased estimator for the terms of this sum.
It is natural to use C(j, On) and its square. From (2.2) with Taylor comes
and yields, in conjunction with (2.5), that
The variance of this limit variable can be shown to be Hjort (1985b) for some bootstrapping theory for censored data.
e0 ) =loT pj(s)w(s){a(s)/a(s,8o)}y(s)-1 E(s)dA(s), again using the E( s) function defined after (2.4). These efforts lead to
E(C(j,Bn))~b · c(j,eo) 2 + {r(j,8o) 2 +b(j,eo)'J-1 KJ-1 b(j,eo) -2b(j, Bo )' J-1 b(j, eo) -2b(j, eo)' J-1 d(j, eo)} /n,
Bayesian uncertainty around a parametric hazard rate model
This section provides two frameworks where a semiparametric prior is put on the space of all distributions, centred at a given parametric hazard rate model. The first version uses a Dirichlet prior on a particular residual distribution, applying ideas of Hjort (1986c Hjort ( , 1987 has cumulative F(t) = G(Bt), expressed in terms of the two unknown parameters, one finite-dimensional and one infinite-dimensional. Let G be a Dirichlet process with parameter aG0 , and stipulate that 8 and G are independent. The purely parametric G0 (8t) corresponds to the limit as a-+ oo.
The following results can be obtained, using methods of Hjort {1986c, 1987 . We assume in this subsection that there is no censoring, and that the data points Xi = x? are distinct, mainly for clarity of presentation. First, the posterior distribution for 8 alone is 7rn(8) = const.7r (8) 
where Wn =a/( a+ n). If 8 has a Gamma prior with parameters (b, c), for example, then 7rn(.) is Gamma with (b + n, c + nxn), and we see that G~(.) has a density 
where On = 1/xn is the maximum likelihood estimator and hi = XiBn/Vn· This is a variable kernel density estimate of the residual distribution, using estimated residuals Yi =Xi On and local bandwidths hi = fli/ Vn·
The natural semiparametric Bayesian estimate of the hazard rate would be the derivative a~(s) of a smoothed A~(t) = E{A(t)jdata}. There is no explicit formula for this, but simulations can be carried out to give an answer. Draw 8 from 7rn(.), then draw G from (5.2), and use f'(t) = G(8t) with (5.1) to produce one particular A. Do this some thousand times and compute the average, and smooth and differentiate in the end. -An easier way out is to calculate the exact F~(t) = E{F(t)jdata} instead, which is possible, and then use (5.1) or a smoothed version to give a~(s).
One finds F~(t) = wnE{Go(t8)jdata} + (1-wn) Fn(t) 
It remains here to specify the choice of Wn = aj(a + n). The ideal Bayesian determines a from 'prior considerations'; it has interpretation as 'prior sample size'
or strength of belief in the Dirichlet prior. The a parameter could be determined from a measure of how well the data fit the parametric a( s, 8) = 8; if data support the model then a should be large and vice versa. General goodness of fit measures are in Hjort (1990a) . It can also be determined via empirical Bayesian ideas, as briefly discussed in Hjort (1991b ) . A double bootstrap method for a rather similar problem was suggested in Hjort (1988 (A( t, 8) ) is the null model for F. [This, incidentally, can be viewed as providing a semiparametric Bayesian justification for an ad hoc method suggested in Olkin and Spiegelman (1987) and Hjort (1988) .] Finally the semiparametric hazard rate estimate generalising (5.4) is
The regime can also be extended to handle the 
(s,/) exp(f3'z).
The most natural class of priors to choose from is that of the Beta processes, see Hjort (1990b (8), independently of the Beta process for A, and with some efforts calculate the posterior distribution of A given data and 8, and then the posterior distribution of 8 alone. This makes it possible to compute a Bayes estimate of the hazard rate, and of other quantities of interest. In this subsection censoring is allowed, as in the paragraph containing (1.1). (s,8) , the sum of relative hazards for those under risk, using Yi( s) = I { Xf 2 s, Ci 2 s} as at-risk indicator for no. i. Let also Rn, i(s, 8) = L:#i Yj(s)gj(s, 8) be the corresponding sum where no. i is excluded.
The data set is of the form xi > Xi for those with bi = 0 and xi = Xi for those with bi = 1. Calculation of the posterior distribution of (A, 8) To solve the semiparametric Bayesian problem it remains to find the posterior distribution of 8 alone. The answer can be shown to be Hjort (1990b, Section 6) 
(xi,O).
As before Bayes estimates can be produced for A and for F( [t, oo) jg) and for its accompanying g-hazard rate, and a full Bayesian analysis of any quantity of interest is possible through Gibbs sampling from the posterior of (A(.) 
,O).
The present setup is somewhat more flexible than that of 5.2, and is better but really not fully equipped to handle the homogeneous parameters of a Cox-structured ai( s, 1, (3) = a( s, 1) exp ((3' zi) , for example. The Bayes estimators for 1 can easily be plainly inconsistent. This is easiest to see in the fully homogeneous model where a( s, 0) = 0 and each 9i ( s, 0) = 1. In this case the Bayes estimate of 0 tends to infinity with increasing n, under mild assumptions.
Alternative constructions are necessary in order to get fully robust and consistent priors. One might try other cumulative hazard prior processes, from the Levy processes discussed in Hjort (1990b ) , or try out 'pinning down the prior' as in Hjort (1986c) . These matters will be pursued in future work.
6. Additional remarks 6A. If a parametric model fits the data nicely then a parametric method suffices. Several classes of goodness of fit tests were developed and discussed in Hjort (1990a) .
6B. Such a parametric model does not have to be fully perfect in order for the methods based on it to be better than more conservative ones. In Hjort (1991c) a 'tolerance distance' is calculated from a moderately incorrect model to a wider and correct one; inside the tolerance radius estimators based on the incorrect model are better than those based on the correct model. For an example, suppose the true model is the gamma one, with hazard function inherited from the density / (8,8,() = {8"Y/f('Y)}8"Y-1 exp(-88). Then estimators based on the incorrect assumption of a constant rate (which corresponds to 'Y = 1) are better than the two-parameter methods if I 'Y -11 ~ 1.245/ JTi (assuming no censoring). This can be seen as still another argument for not giving up simple parametric methods, even though the underlying models might be wrong.
6C. Methods and results of this paper can be generalised in various directions. They could be developed for Aalen's general multiplicative intensity model for counting processes, see Andersen and Borgan (1985) and Andersen et al. (1991) for thorough accounts. In another direction our results could be extended to the full halfline [0, oo) with appropriate extra assumptions on the censoring mechanism. For the orthogonal expansion methods, one might use the Laguerre polynomials which are orthogonal w.r.t. the exponential density. Finally results can be extended from the i.i.d. framework to regression models of the Cox variety. Orthogonal expansion estimators for the unknown basis hazard function in Cox' regression model are for instance easy to construct.
6D. The local likelihood methods of Section 3 apply to density estimation as well. Methods given there can be used to obtain a locally estimated normal density of
