We consider Fokker-Planck type equations on the abstract Wiener space. Under the assumptions that the coefficients have a certain Sobolev regularity and they, together with their gradients and divergences, are exponentially integrable, we establish the existence of solutions to these equations, based on the estimates for solutions to Fokker-Planck equations in the finite dimensional case. Moreover the solution is unique if it belongs to the first order Sobolev space.
Introduction
In the last three decades, there have been intensive studies on the flow generated by vector fields with low regularity, both in finite and infinite dimensional spaces. In the pioneer work [9] , Cruzeiro established the existence of a flow of quasi-invariant maps associated to a vector field belonging to Sobolev spaces, provided that its gradient and divergence are exponentially integrable. Further developments in this direction can be found in [4, 20, 21] (e.g. [21] Theorem 5.3.1). On the other hand, DiPerna and Lions [10] studied the existence and uniqueness of solutions to the transport equation:
provided that the vector field b : R n → R n has a certain Sobolev regularity and its divergence is bounded. Based on these results, they obtained a unique flow of measurable maps generated by b. Similar results were proved in [8] by taking the standard Gaussian measure as the reference measure, and the boundedness of the divergence was replaced by its exponential integrability. In the lecture [1] , Ambrosio considered the well-posedness for the adjoint equation of (1.1), i.e. the continuity equation, where the vector field b has only Sobolev or BV regularity. This approach is lately generalized in [2, 11] to the infinite dimensional space: the abstract Wiener space.
Notice that an advantage of the DiPerna-Lions theory is that the exponential integrability of the gradient of the vector field is no longer needed.
In [17] , the DiPerna-Lions theory is again applied to study a special case of the FokkerPlanck equation with constant diffusion matrix and partially W 1,1 drift coefficients. A complete treatment was recently carried out in [18] where σ : R d → R d ⊗ R m and ∇ 2 u t represents the Hessian matrix of u t . Assuming that σ and b have the Sobolev regularity and the divergence div(b) is bounded, the authors proved the existence and uniqueness of (1.2). In their proof, the most technical part concerns the commutator estimate related to the term σσ * , where the second order partial derivatives are involved. Our work is an attempt to generalize the results in [18] to the Wiener space, in which case σ will be a Hilbert-Schmidt operator valued functional and b a Cameron-Martin vector field. For the existence, it is natural to make use of the finite dimensional approximation, based on the estimates for solutions to Fokker-Planck equations in the finite dimensional case; while the uniqueness follows, as in [2, 11, 18] , from a commutator estimate. On the Wiener space, since the reference measure is a probability, the boundedness of the divergence δ(b) is not a natural assumption, instead, we shall consider its exponential integrability, as in [2, 11] . Note that if σ ≡ 0, then the Fokker-Planck equation (1.2) reduces to the transport equation (1.1). Compared to the transport equation studied in [11] , the presence of the second order derivative has both positive and negative effects. On the positive side, it enables us to obtain the Sobolev regularity of the solution when the Hilbert-Schmidt operator a := 1 2 σσ * is positive definite. On the negative side, however, the composition β(u t ) of the solution u t with some smooth function β is no longer a (renormalized) solution to the Fokker-Planck equation, since a new term β (u t ) a, (∇u t ) ⊗ (∇u t ) appears, unlike that of the transport equation (cf. the equation (3.9) in [11] ), see the proof of Theorem 4.10 for more details. Finally, the expression (4.10) for the estimate of the solutions to the Fokker-Planck equation is much more complex than that of the transport equation, see (3.28) in [11] .
We would like to mention that Jordan-Kinderlehrer-Otto [16] studied a special type of the Fokker-Planck equation du t dt = ∇ · (∇u + u∇V ),
where V : R d → R is a potential functional, and they constructed its solution via De Giorgi's approximation scheme, see also [3] for a complete investigation. This method has been generalized in [13] to the Wiener space, where the authors obtained a gradient flow associated to the relative entropy with respect to the Wiener measure, which is then identified with solutions of the Fokker-Planck equation ((3.13) in [13] ) corresponding to the Ornstein-Uhlenbeck operator, see Remark 4.6 of the present paper for related discussions. Notice also that there are studies on the existence and uniqueness of weak parabolic equations corresponding to second order differential operators (see [5, 7] ), and the Fokker-Planck equations in the context of Hilbert spaces related to some SPDEs [6] . The paper is organized as below. In Section 2, we introduce some facts in Malliavin calculus and compute the divergences of Hilbert-Schmidt operator-valued functionals. The results needed for finite dimensional approximations are also presented. Following [11] , we establish in Section 3 the commutator estimate which is the key ingredient for proving the uniqueness of solutions. Section 4 is the main part of this paper, where we study the well posedness of Fokker-Planck equations: in Subsection 4.1, the existence is established via the finite dimensional approximation, and the solution belongs to the Sobolev space when the Hilbert-Schmidt operator a = 
Elements in Malliavin calculus
In this section we recall some basic facts in Malliavin calculus and compute the divergences of functionals taking values in the space of Hilbert-Schmidt operators. We refer to [19] and Appendix B in [21] for the background in Malliavin calculus. Consider a separable Banach space W endowed with a centered Gaussian measure µ, and denote by H the Cameron-Martin (reproducing kernel Hilbert) space associated to (W, µ) (see [21] 
is complete under the norm: 
Similarly we can define Sobolev spaces
The Mehler formula below defines the Ornstein-Uhlenbeck semigroup P ε on W :
We list here some basic properties of P ε that will be used later.
In the following we fix a complete orthonormal basis {k i : 1 ≤ i < +∞} of K. Here are some basic properties of Hilbert-Schmidt operators. 
The results below are easy to know and we state them without proof.
Next we intend to express δ(a) and δ 2 (a) in terms of σ and its gradient and divergence. To this end, we assume that σ ∈ Cylin(W, K ⊗H) and introduce some notations.
Similarly we denote by
Notice that
A simple calculation gives that
It is clear that
By (2.3) and (2.4),
where we consider σ, δ(σ * ) as the Hilbert-Schmidt operator σ acts on δ(σ * ). Moreover,
This plus (2.5) and (2.6) leads to
For the expression of δ 2 (a), we have Proposition 2.4.
Proof. Rewriting (2.5) as follows
The computation below is straightforward:
The second term in (2.9) is more complicated. We have
where δ jl is the Kronecker notation, we get
Combining (2.11) with (2.12) gives
From this and (2.9), (2.10), we conclude the equality (2.8).
, an approximation argument shows that the equalities (2.7) and (2.
and a = σσ * , the same proof as above does work and hence the equalities (2.7) and (2.8) still hold in the finite dimensional case.
To apply the finite dimensional approximations, we need the following notations. Let V n be the subspace of H spanned by {h 1 , · · · , h n } and π n the orthogonal projection from H to V n . Since h i ∈ W * , the map π n can be extended to W as a measurable linear (not always continuous, see [14] ) operator, and γ n := (π n ) # µ is the standard Gaussian measure on V n . Let E Vn be the conditional expectation with respect to the σ-field generated by cylindrical functions of the form F = f •π n . We denote by ∇ n and δ n respectively the gradient and divergence on V n with respect to γ n . Similarly define K n = span{k 1 , · · · , k n } andπ n : K → K n the orthogonal projection, and π n ⊗ π n will be the orthogonal projection from
Finally we have δ
Proof. The results about the vector field b are well known. We only prove those related to σ.
. Now we prove the last assertion and we need the expression in Proposition 2.4. We have by Remark 2.5(ii),
It suffices to show that the composition with π n of each term on the r.h.s. of (2.13) converges to the corresponding term in (2.8). We have
By the Cauchy inequality,
By the Jensen inequality,
Letting n → ∞ in (2.16), we get lim sup
which tends to 0 as n 0 → ∞. This and (2.15) lead to
In the same way, we have
Therefore we conclude from (2.14)
The similar argument shows that the other terms in (2.13) also converge to the corresponding terms, so the last assertion of this proposition is proved.
Commutator estimate
We will establish in the present section the commutator estimate needed for proving the uniqueness of the Fokker-Planck equation. Let a : W → H ⊗ H be a cylindrical functional
We also assume that the Hilbert-Schmidt operator a(x) : H → H is symmetric and nonnegative definite, or equivalently, the matrix (a ij (x)) is symmetric and nonnegative definite. Notice that a(x) can also be regarded as a linear operator from W to W * . Denote by
Here are some simple equalities.
As in [11] , we introduce the following notations:
2)
where
where (∇a i· (x)) * is the dual operator of the Hilbert-Schmidt operator ∇a i· (x) : H → H. Note also that 6) therefore by (3.5),
Then the above equality and Proposition 3.1(ii) and (iv) lead to
In other words, we have
For any p ∈ (1, 2], we deduce from (2.1) that
which is the desired estimate. Now for a cylindrical function v : W → R, we will compute the commutator
where P ε is the Ornstein-Uhlenbeck semigroup defined by (2.2). In view of the commutator estimate in Theorem 2.7 of [11] , one might try to look for an estimate of the form
However, this needs to apply the integration by parts formula twice, as a result, we will obtain an unbounded term of order ε −1 , which cannot be canceled through the application of the mean value theorem. In the following we prove that the norm H⊗H) . First of all, we have by the equality (2.16) in [11] ,
in which
By the definition of the Ornstein-Uhlenbeck semigroup,
As a consequence,
We have
and
Therefore by integrating by parts,
This plus (3.12) gives us
Substituting this term into (3.11), we finally get
We rearrange the first and the third terms:
Combining (3.9) and (3.13), we get the expression of the commutator
we can rewrite the commutator as
Now we can prove the commutator estimate in the smooth case. 
Proof. We estimate the three terms in the expression of B ε (v, a). The first term can be treated similarly as in the proof of Theorem 2.6 in [11] . We have
I(O εs (x, y))ds, (3.17) where I(·, ·) is defined in Proposition 3.2. For r ≥ 1,
hence by (3.17), the Hölder inequality and the invariance of µ ⊗ µ under O εs , Now by Proposition 3.1(iii), the second term
Finally by (3.1) and Proposition 3.1(i),
As a consequence, we get
Summing up the estimations (3.18), (3.19) and (3.20) , we arrive at
This plus (3.4) and (2.1) gives rise to (3.16). Now let us show that lim ε→0 B ε (v, a)(x) = 0 for any cylindrical v and a. Indeed, we have by (3.17) , the definition of I and (3.6),
as ε → 0. We deduce from Proposition 3.1(iii) that 
Finally we are in the position to give the main result of this section.
Theorem 3.4 (Commutator estimate).
Assume p, q, r ≥ 1 with 1 < p ≤ 2 and 
Note that the formula (4.
Existence and regularity
First we prove the existence under suitable conditions. We assume that there is σ ∈ D 
Similarly we define c n ∈ L p (V n ) by the equality c n • π n = E Vn (c). δ n and ∇ n are respectively the divergence and the gradient operators on V n . Taking into account of the results in the Appendix, we will approximate σ n , b n and c n with smooth functions. To this end, we proceed as in Section 3 of [11] and consider the Ornstein-Uhlenbeck semigroup 
Proof. By (4.3) (similar equalities hold for P ε Σ), we have
These inequalities together with |v m | ≤ P εm |v|, |Σ m | 2 ≤ P εm |Σ| 2 lead to
The result now follows from the Jensen inequality and the invariance of γ n under P εm .
We also have the following results:
(2) As m → +∞, the following convergences hold in L 2p (γ n ): 
to prove the last result, it suffices to show that ∇ n ϕ εm , P εm B L p → 0 as m → +∞. By the Jensen inequality,
where the mapping O εm (x, y) is defined similarly as in (3.10) . Denote by
then by the invariance of γ n ⊗ γ n under the mapping O εm , we have
which, by the dominated convergence theorem, goes to 0 as m → +∞. 
, (4.5) where
Under the conditions of Lemma 4.2, we know that {u
Hence up to a subsequence, u m converges weakly to some
, Σ and ∇ n Σ, again up to a subsequence, the convergences hold almost surely. By the uniform integrability, we have as m → +∞,
. Denote this last term by d n . We have by (4.5),
It follows that a.s., u
Replacing Σ, B and v respectively by σ n , b n and c n , we have explicitly 6) and u (n) solves the Fokker-Planck equation
where a n = In the following, let u
By Proposition 2.6, we deduce from (4.6) and the Jensen inequality that
and the following estimate holds:
(4.10)
Since ∇F ∈ W * , we know that ∇F,
Recall that a n = 1 2 σ n σ * n , we deduce from Proposition 2.6 and (2.7) that
Letting n → +∞ and by the weak convergence ofũ
which is nothing but (4.2). The estimate (4.10) follows from (4.8).
As an application of Theorem 4.4, we can prove the existence of solutions to the following divergence form Fokker-Planck equation:
which is understood as follows: for any α ∈ C ∞ c ([0, T )) and F ∈ Cylin(W ), we have
2 σσ * and for any λ > 0,
Then the equation (4.11) has a solution u t for any u 0 ∈ Lq withq > q.
Proof. A simple calculation shows that the equation ( [13] .
We complete this subsection by discussing the regularity of the solution to (4.1). Indeed, we have seen in the proof of Theorem 4.4 that the approximation process consists of two steps: the first step concerns approximating Sobolev coefficients in the finite dimensional situation by smooth ones, while in the second step we approximate the coefficients on the Wiener space with "cylindrical" ones. Under the conditions of Theorem 4.4, if in addition |∇ n δ n (σ * n )| 2 is in the exponential class (by Remark 2.5(ii), this implies that |δ 2 n (σ n σ * n )| is exponentially integrable), we deduce from the first step of the approximation process and the estimate (
Extracting a subsequence and passing to the limit (see also the proof of existence in [18] 
Lq (4.14) and at the same time, 15) where C λ,q > 0 and
Under the condition (4.9), we conclude easily from the Jensen inequality that
. 
Still denote byũ
The following result is a direct consequence. 
Uniqueness
In this subsection, we intend to prove the uniqueness of the Fokker-Planck equation (4.1), following the method of [11] . Due to the structure of the commutator estimate (see Theorem 3.4), we are unable to prove the uniqueness in the space 
Proof. For t ∈ [0, T ], applying Theorem 2.7 in [11] with r = 1, we get lim ε→0 r ε (u t , b)
In the same way
Again by Lebesgue's dominated convergence theorem,
(ii) 
then by the Feynman-Kac formula, u t solves the Fokker-Planck equation on R n :
3)
where a = 1 2 σσ * and ∇ 2 u t is the Hessian matrix of u t . Let γ n be the standard Gaussian measure on R n , and γ t = (X t ) # γ n the push-forward of γ n by the stochastic flow of diffeomorphisms X t . Denote by K t = dγt dγn the Radon-Nikodym derivative. Then we have the following result which is a key ingredient for providing estimates to solutions of Fokker-Planck equations. 
Proposition 5.1 ([12] Theorem 2.2). We have
Proof. We have by (5.2), 
