Consider the problem of selecting the best out of a given set of alternatives. In independent and identically distributed multinomial trials, each alternative wins with an unknown fixed probability. For more than 50 years, researchers have studied how to minimize the expected number of trials subject to a lower bound on the probability that the best alternative wins the largest number of trials. We employ linear programming to present the first method that is guaranteed to attain the minimum expected number of trials, subject to an upper bound on the number of trials. The optimum procedure may necessarily be randomized. We also present a mixed-integer linear program (MIP) that produces the best possible non-randomized procedure. In our computational studies, the benefit of randomization is usually small; but in every case, the MIP always outperforms the previously existing methods.
Introduction
We consider the problem of selecting the best alternative out of k ≥ 2 competing alternatives. We assume there is a probability vector p = (p 1 , p 2 , . . . , p k ) ∈ P ≡ {p ∈ [0, 1] k : k i=1 p i = 1} such that, each time the alternatives compete, alternative i has probability p i > 0 of winning the trial, independent of the outcomes of all the other trials. In each trial exactly one alternative wins. Let p [1] ≤ p [2] ≤ · · · ≤ p [k] denote the ordered p i 's. The alternative associated with p [k] , denoted i * , is called the most probable or best . The only information that is known in advance is the number k of alternatives, how to conduct independent random trials in which the k alternatives compete, and how to identify the winning alternative in each trial. That is, the win probabilities p = (p 1 , p 2 , . . . , p k ) are not known, and it is not known which alternative is more or less likely to win than another. We want to conduct trials to identify the best alternative i * with high probability. These types of problems are called multinomial selection problems (MSPs) . Thus, the only control of interest is the number of trials to conduct.
The MSP may be static or dynamic. In a static MSP, the number of trials has to be chosen before any of the trials take place. In a dynamic MSP, decisions as to whether or not to conduct additional trials are based on the past trial outcomes. We now introduce the concept of a randomized stopping rule for MSPs. With a deterministic stopping rule, the decision whether or not to conduct additional trials is a deterministic function of the past trial outcomes. Only deterministic stopping rules have been considered previously in the literature. With a randomized stopping rule, the decision whether or not to conduct additional trials is random, with probabilities determined by a function of the given realization of past outcomes.
Let N M (p) denote the number of trials of procedure M until termination. In general, for a given p, N M (p) is a random variable. A procedure M is usually chosen so that for any p of interest, E[N M (p)] < ∞; often N M (p) is bounded by some maximum number n of observations chosen by the experimenter. We consider a setting in which N M (p) is constrained by a given trial budget b.
Given the win probability vector p and a procedure M to conduct trials and choose an alternative, the prior probability that alternative i * is chosen is called the probability of correct selection and is denoted by P M (CS; p), or just P(CS; p) when we refer to a procedure proposed in this paper. Another performance criterion when evaluating a procedure M is the expected number of trials E[N M (p)]. Both P M (CS; p) and E[N M (p)] depend on the win probability vector p. Since p is not known, there is interest in procedures that are robust with respect to variation in p. This can be pursued by considering performance criteria that apply to a (large) set of p-values, for example, worst-case performance criteria over all p in a preference
where the constant θ > 1 can be regarded as the "smallest ratio p [k] /p [k−1] worth detecting." The complement of the preference zone, P IZ ≡ P \ P PZ , is called the indifference zone (IZ). Given a procedure M, the least favorable configuration (LFC M ) is the win probability vector p ∈ P PZ that minimizes P M (CS; p), i.e.,
Thus, one may wish to design a procedure M to minimize the expected number of trials
under the LFC M , subject to P M (CS; LFC M ) ≥ P , for a given constant P ∈ (1/k, 1), that is, P M (CS; p) ≥ P for all p ∈ P PZ . For many procedures M, the LFC M is the slippage configuration (SC):
Hence, one may wish to design M to minimize E[N M (SC)], subject to P M (CS; SC) ≥ P . In this paper,
we show how to design randomized and non-randomized procedures M to minimize the expected number of trials E[N M (p)], subject to P M (CS; p) ≥ P , where p can be chosen to be the SC or any other win probability vector. Our procedures are the first to achieve guaranteed optimality in this general setting.
The remainder of the paper is organized as follows. In §2 we provide an overview of existing procedures for MSPs. We present our optimal procedures in §3. We compare the performance of our procedures with that of their predecessors in §4, and show that the new procedures always provide savings in the expected number of observations over existing procedures, sometimes substantially so. We give conclusions in §5.
Literature Review
This section discusses a number of procedures for MSPs, against which we compare our optimal procedures.
The first is a classic procedure for a static MSP due to Bechhofer, Elmaghraby, and Morse (BEM) (1959):
1. Given k, θ , and P , choose the number of trials N BEM = N BEM (SC), e.g., given in tables in BEM (1959) or Bechhofer, Santner, and Goldsman (BSG) (1995).
2. Conduct N BEM multinomial trials in a single stage.
3. Select alternativeî N BEM , randomizing to break ties. Kesten and Morse (1959) prove that LFC BEM = SC. Thus, the number of trials N BEM in BEM (1959) and BSG (1995) , chosen to satisfy P BEM (CS; SC) ≥ P , also satisfies P BEM (CS; LFC BEM ) ≥ P . 1. Given k, θ , and P , specify the maximum number n of trials prior to the start of trials. (Typically,
2. Conduct each multinomial trial m until sampling terminates at trial N BK , where
3. Select alternativeî N BK , randomizing to break ties (which can only happen if N BK = n).
It can be shown that P BK (CS; p) = P BEM (CS; p) and E[N BK (p)] ≤ N BEM (p) for all p ∈ P. Note that since P BK (CS; p) = P BEM (CS; p) for all p ∈ P, and LFC BEM = SC, it follows that LFC BK = SC. In
Another sequential procedure is due to Ramey and Alam (RA) (1979) . This bounded procedure stops as soon as one alternative is sufficiently ahead of the other alternatives, or until one of the alternatives hits a certain stopping bound, called the inverse-sampling parameter.
Procedure M RA :
1. Given k, P , and θ , find (r, t) from an appropriate table (e.g., Bechhofer and Goldsman (BG) 1985a).
2. Conduct each multinomial trial m until sampling terminates at trial N RA , where
Remark RA show that LFC RA = SC when k = 2, and conjecture that it is so for k > 2, based on empirical 1. Given k, θ , and P , find (n, r, t) from an appropriate table (e.g., Chen 1992).
3. Select alternativeî N RA , randomizing to break ties (which can only happen if N RA = n).
Chen points out that P RA (CS; p) is the same for all t such that t ≥ n/2 with fixed r and n, and for all r such that r ≥ t for fixed t and n. Thus one can restrict a search for the optimal procedure parameters (n, r, t) to r ≤ t ≤ n/2. The (n, r, t)-values in Chen (1992) Ramey and Alam's (1979) conjecture concerning LFC RA .
The next procedure is from Goldsman (BG) (1985b, 1986) , and is a truncated version of an unbounded sequential procedure due to Bechhofer, Kiefer, and Sobel (BKS) (1968), which is itself based on a sequential probability ratio test. This procedure stops trials as soon as one of several stopping criteria are met, including curtailment.
1. Given k, P , and θ , find the truncation number n from the table given in BG (1986) or BSG (1995).
2. Conduct each multinomial trial m until sampling terminates at trial N BG , where
3. Select alternativeî N BG , randomizing to break ties.
The n-values in BG (1986) and BSG (1995) have been chosen to minimize E[N BG (SC)]. BKS prove that LFC BKS = SC; see also Levin (1984) . Thus, LFC BK = LFC BKS ; however, BG do not prove that combining the stopping rules of Procedures M BK and M BKS actually preserves the LFC, that is, they do not prove that LFC BG = SC.
In this paper, we give a linear program that yields an optimal randomized sequential procedure, as well as a mixed-integer linear program that yields an optimal non-randomized sequential procedure, for any chosen p. These formulations also facilitate performance evaluation of the procedures presented above.
Optimal Multinomial Selection
This section describes our procedures. For the constrained version of the MSP considered in this paper, there is a given maximum number of trials allowed, called the budget b. The problem is to dynami-cally choose the number n ≤ b of trials such that P M (CS; p) ≥ P , and the (prior) expected number of observations is minimized.
Procedures
In general, any cumulative success vector η m (or, generically, η) is a viable stopping point. All the procedures reviewed above use stopping rules based on simple relationships between the components of η, using parameters that depend on problem input k, P , and θ . Therefore, those stopping rules are special cases of general non-randomized stopping rules that specify the set of cumulative success vectors that are stopping points for the procedure, which in turn are special cases of general randomized stopping rules that specify the conditional probability of stopping at each cumulative success vector, given that the cumulative success vector is observed.
The following example shows why randomized stopping rules may be necessary to achieve optimality.
Consider an MSP with k = 2, P = 0.75, and θ = 4. Note that SC = (0.8, 0.2). Consider a trivial non-randomized procedure that conducts one trial and chooses the alternative that wins the trial. Clearly, that procedure is the optimal non-randomized procedure, with N (SC) = 1 and P(CS; SC) = 0.8. However, consider a randomized procedure that stops without conducting any trials with probability 1/6 and chooses each alternative with probability 1/2, and conducts one trial with probability 5/6 and chooses the alternative that wins the trial. Then, E[N (SC)] = 5/6, and P(CS; SC) = 0.75 = P . Thus, the randomized procedure has a lower expected number of trials than the non-randomized procedure, while still satisfying 
cumulative success vectors with budget b. For a particular procedure, let φ η denote the conditional probability that the procedure stops when reaching cumulative success vector η, given that cumulative success vector η is reached. If the probability that η ∈ N \ N b is reached using the procedure is zero, then without loss of generality choose φ η = 0. Thus, any non-randomized procedure is specified by a stopping function φ : N → {0, 1}, i.e., a deterministic function that decides with certainty whether or not to stop at any point η. Any randomized procedure is specified by a stopping probability function φ : N → [0, 1], i.e., a function that decides stochastically whether or not to stop at any point η. Note that a finite budget b requires that φ η = 1 for all η ∈ N b . Also, as mentioned, it is not known in advance which alternative is more or less likely to win than another, and hence the indexing of alternatives is arbitrary. Thus, we restrict attention to procedures for which φ η is invariant with respect to permutations of η; that is, for any η, η ∈ N such that η and η are permutations of each other, it holds that φ η = φ η .
Procedures M R and M NR are generic non-randomized and randomized procedures, respectively.
Procedures M R and M NR :
1. Given k, P , θ , and b, specify φ :
2. Conduct multinomial trial m ≥ 0.
3. Calculate the sample cumulative success vector η ∈ N m . In the non-randomized case, if φ η = 1, then stop and select alternativeî m , randomizing to break ties; otherwise, increment m and repeat step 2. In the randomized case, generate a uniform(0, 1) random number u m ; if u m < φ η , then stop and select alternativeî m , randomizing to break ties; otherwise, increment m and repeat step 2.
Optimal Procedures
In this section, we present a mixed-integer linear program (MIP) to compute an optimal non-randomized procedure, and a linear program (LP) to compute an optimal randomized procedure.
The procedure takes as input k, P , θ , b, and any probability configuration, p = (p 1 , . . . , p k ) ∈ P, for example, the slippage configuration. We assume that i * is unique, and since we restrict attention to procedures for which φ η is invariant with respect to permutations of η, without loss of generality we can
We simplify expressions by using θ i to represent the ratio of the largest probability of success (for alternative k) to that of alternative i, that is,
Decision Variables
The formulation uses decision variables f i η , η ∈ N \ N b , i ∈ {1, . . . , k}, to represent the probability that the procedure reaches cumulative success vector η, and then does not stop, and then alternative i wins the next trial. In addition, decision variables f η , η ∈ N , represent the probability that the procedure reaches cumulative success vector η and then stops. Note that the probability that the procedure reaches
, and the probability that the procedure reaches cumulative success vector η ∈ N b is equal to f η . Thus, these decision variables specify the conditional stopping probabilities φ η which define the procedure, because for all η ∈ N \ N b ,
and as previously noted, φ η = 1 for all η ∈ N b . If the denominator above is zero, then we set φ η = 0.
One may think of the decision variables as flows in a network. For each η ∈ N there is a node.
In addition, there is a sink node, representing stopping. In order to initialize total probability, there is external inflow of probability 1 into node 0 = (0, . . . , 0). there is flow of probability f i η from node η to node (η 1 , . . . , η i−1 , η i + 1, η i+1 , . . . , η k ). Finally, for each node η ∈ N , there is flow of probability f η from node η to the sink node. An example of part of such a network for k = 3 is shown in Figure 1 .
To restrict φ η ∈ {0, 1} for non-randomized procedures, we introduce binary decision variables y η for all η ∈ N \ N b . Clearly, for non-randomized procedures, y η = φ η ; i.e., if cumulative success vector η is reached and y η = 1 [y η = 0], then the procedure stops [continues].
Objective Function
The objective is to minimize the expected number of trials. Let random variable N denote the total number of trials conducted during a single experiment. Then N = η∈N I the procedure reaches cumulative success vector η, and then does not stop .
Thus,
P(the procedure reaches cumulative success vector η, and then does not stop)
Alternatively, since k i=1 η i denotes the number of trials to reach η, we can write
Constraints
In this section, we explain the constraints in the formulation coming up in §3.2.4.
Flow Balance: The probability that the procedure reaches cumulative success vector 0 is equal to 1, and thus,
The probability that the procedure reaches cumulative success vector η ∈ N \ ({0} ∪ N b ) is equal to {i∈{1,...,k} :
Similarly, the probability that the procedure reaches cumulative success vector η ∈ N b is {i∈{1,...,k} :
Win Probabilities: Recall that f i η denotes the probability that the procedure reaches cumulative success vector η, and then does not stop, and then alternative i wins the next trial, and that p i denotes the probability that alternative i wins a trial, given that the trial is conducted. Thus, for all η ∈ N \ N b and i ∈ {1, . . . , k}, it holds that
These constraints ensure that the relative sizes of the probabilities f 1 η , . . . , f k η are correct. Note that the constraints are needed for only k − 1 of the alternatives i. Alternatively, these constraints are equivalent
Symmetry:
Recall that φ η is invariant with respect to permutations η, η ∈ N , that is, φ η = φ η . For
non-randomized procedures, the following constraints force symmetry:
For randomized procedures, the constraint φ η = φ η can be written as
this constraint is not linear in the decision variables. Our goal is to
show that the linear constraints
are necessary and sufficient symmetry constraints in the sense that they are valid, and the flow balance constraints (1)-(3), win probability constraints (4), and constraints (5) are sufficient to ensure that φ η = φ η for any permutations η and η .
First we show that the constraints (5) are valid. Specifically, we show that for any permutations η and η , symmetry implies that
We proceed by induction on m. Consider m = 1. The probability that the procedure reaches η is { ∈{1,...,k}
and similarly,
for all i, j ∈ {1, . . . , k}. Next, suppose that the induction hypothesis holds for all permutations η and
Now consider any permutations η and η such that
Similar to the definition of
are permutations of each other and
Hence, the induction hypothesis holds for η −i and η −π i . Next, consider the cases π i = i and π i = i separately.
Case 1: π i = i: Then it follows from the induction hypothesis that
Case 2: π i = i: Then it follows from the induction hypothesis that
So in both cases, f i
. . , k}. Hence, the probability that the procedure reaches η is equal to {i∈{1,...,k} :
for all i, j ∈ {1, . . . , k}; and therefore the induction hypothesis has been established.
Next we show that the flow balance constraints (1)- (3), win probability constraints (4), and symmetry constraints (5) are sufficient to ensure that φ η = φ η for any permutations η and η . For such permutations,
It follows from the symmetry constraints (5) that
Next we show that constraints (1)- (5) imply that
As before, we proceed by induction on m ≡
First consider any permutations η and η such that m = 1. It follows from the win probability constraints (4) and the flow balance constraints (1)
Next it follows from the flow balance constraints (2) for η and η that
Next, it follows from the win probability constraints (4) for η and η that
. . , k} for all permutations η and
As before, it follows from the induction hypothesis that
Next, it follows from the flow balance constraints (2) for η and η that
and thus,
and thus the induction hypothesis has been established. Finally, it follows from the induction hypothesis that for any permutations η and η ,
and therefore the constraints are also sufficient to ensure symmetry. wins. Thus, the probability of correct selection is given by
Minimum
and the following constraint is imposed to ensure that the probability of correct selection is at least P :
It is the only inequality constraint besides the lower bound constraints in the formulation for the randomized procedure.
Non-randomized Stop:
For the non-randomized procedure, the following constraints are imposed to ensure that φ η = y η ∈ {0, 1} for all η ∈ N \ N b :
Nonnegativity:
The following constraints ensure that all probabilities are nonnegative:
Note that the flow balance constraints ensure that f η ≤ 1 and f i η ≤ 1, and that the probabilities add up correctly.
Binary: For the non-randomized procedure, the following constraints ensure that stopping decisions are binary, i.e., y η ∈ {0, 1} for all η ∈ N \ N b .
Formulation
We now assemble the preceding results into a MIP formulation for the non-randomized procedure. The LP formulation for the randomized procedure can be obtained from the MIP by removing the binary variables y η and the constraints that involve those variables.
Subject to:
(Flow Balance)
A solution of the optimization problem does not exist if the budget is insufficient to achieve P for the given problem parameters. In particular, if the budget b is less than the truncation parameter N BEM for Procedure M BEM , then the problem is infeasible.
The following theorems are direct consequences of the previous discussion.
Theorem 1 A procedure created from an optimal solution for the linear program is an optimal randomized
procedure for the multinomial selection problem with budget b and for specified probability configuration p.
Theorem 2 A procedure created from an optimal solution for the mixed-integer linear program is an
optimal non-randomized procedure for the multinomial selection problem with budget b and for specified probability configuration p.
Results
In this section, we present examples to compare our new procedures to the existing procedures introduced in § §1 and 2. For our examples, we set a budget constraint equal to the optimal truncation parameter n for Procedure M BG -a procedure which typically performs at least as well as the other existing procedures.
The budget constraint applies to our procedures as well as the other procedures.
For Example 1, the input parameters are k = 2, θ = 1.6, P = 0.9, and b = 41. Table 1 For Example 2, the input parameters are k = 3, θ = 2, P = 0.9, and b = 34. Table 2 shows the resulting performance of the procedures. Here, the new procedures significantly outperform all but
Neither of the examples shows a significant improvement over Procedure M BG ; this is a result of our choice of b. 
Conclusions
We have developed optimal procedures for selection-of-the-best MSPs under a budget constraint on the number of trials. We formulated the optimal stopping problem as an LP for a randomized procedure and as an MIP for a non-randomized procedure. When the budget is large, the randomized and non-randomized procedures perform nearly identically in terms of expected number of observations. However, the LP formulations are much easier to solve in implementation than MIPs. Further, the concept of randomized stopping points has application beyond MSPs to other types of ranking-and-selection procedures.
