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Abstract
The class of quasi-interval orders contains properly two rich families of precedence graphs:
interval orders and a subclass of series–parallel orders. In this paper, we consider the problem of
scheduling unitary task systems with zero–one communication delays in order to minimize the
total elapsed time for the execution of all the tasks. This problem is known to be NP-complete
on an unlimited number of processors even for interval orders. When the precedence constraints
are given by a quasi-interval order G and the communication delays are locally identical (which
includes the UET-UCT case), we show that an optimal static scheduling can be determined
in O(n log n + e) time where n denotes the number of tasks and e denotes the number of
the precedence constraints in the transitive closure of G. Some extensions are discussed for
nonquasi-interval orders. ? 2002 Elsevier Science B.V. All rights reserved.
Keywords: Scheduling with communication delays; List scheduling algorithms; Interval orders;
Series–parallel orders; Quasi-interval orders
1. Introduction
In this paper, we address the minimization problem of the overall completion time
or makespan for scheduling problems with zero–one communication delays.
We consider a set T = {1; : : : ; n} of n tasks to be scheduled on m processors. All
the tasks are of unit computational time (pj=1). Data dependencies between tasks are
given by a partial order de@ned on T , G = (T; E). An arc (i; j)∈E, we also denote
i ≺ j, expresses that a data transfer must occur after the end of i and before the
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beginning of j. If i and j are performed by the same processor, j can start at the end
of i. Otherwise, a delay of length cij ∈{0; 1} is needed for the transmission of the
results of the computation of task i to task j.
A processor cannot compute more than one task at a time, and each task requires
only one processor in order to be executed. Moreover, we consider the execution
model where the processors are fully connected: any processor can communicate with
any other processor. Also, we suppose that communications can be overlapped by
computation. This implies that the processors can execute tasks at the same time that
communications are taking place among them. Duplication of tasks as well as preemp-
tion are not allowed.
For every task i∈T , +(i) (resp. −(i)) denotes the set of tasks j∈T such that there
is a path from i to j (resp. from j to i) in G. A task j is a successor (resp. predecessor)
of a task i iE j∈+(i) (resp. j∈−(i)). Two tasks i and j are comparable for ≺
iE i∈+(j) or j∈+(i). Otherwise, they are said to be incomparable (denoted by
i‖j). The transitive closure of G = (T;≺) is denoted by FG = (T; F≺). A task j is an
immediate successor (resp. immediate predecessor) of a task i iE j is a successor
(resp. predecessor) of i and there is no task k with i F≺k F≺j (resp. j F≺k F≺i).
A schedule S assigns a starting time tS(i) and a processor S(i)∈{1; : : : ; m} to each
task i. A schedule is feasible iE
1. ∀i; j∈T , if S(i) = S(j) then tS(i) + pi6 tS(j) or tS(j) + pj6 tS(i),
2. ∀(i; j)∈E, if S(i) = S(j) then tS(i) + pi6 tS(j) else tS(i) + pi + cij6 tS(j).
The aim is to @nd a feasible schedule with a minimum total completion time. For a
time instant t, we denote by S(t), the set of tasks which start in schedule S at time t.
The scheduling problem we deal with is referred to as P|prec, pj=1, cij ∈{0; 1}|Cmax
in standard notations [21,2]. When m is @xed, it is referred to as Pm|prec, pj = 1,
cij ∈{0; 1}|Cmax. If both tasks and communication delays have unit length, the schedul-
ing problem is said to be UET-UCT and is designated by P|prec, pj = 1, c = 1|Cmax
or by Pm|prec, pj = 1, c = 1|Cmax (when m is @xed).
For general m, it has been shown that P|prec, pj=1, c=1|Cmax is NP-complete [17].
Lenstra et al. [10] proved that this problem is NP-hard even if the precedence graph
is an in-tree, thus, in particular for series–parallel orders. Varvarigou et al. [20] devel-
oped an exact algorithm solving the problem UET-UCT for trees based on dynamic
programming with complexity O(n2(m−1)).
For an unlimited number of processors, P∞|prec, pj=1, c=1|Cmax is NP-complete
[16]. Also P∞|prec, pj = 1, cij ∈{0; 1}|Cmax is NP-complete for interval orders and
series–parallel orders [18]. If the communication times are smaller than the process-
ing times, ChrIetienne [1] proposed a linear time algorithm to solve P∞|prec = tree,
pj, cij|Cmax. In the case of single source and single target series–parallel orders [15]
and small communication time systems, Picouleau [15] presented a polynomial time
algorithm to solve the problem P∞|prec; pj; cij|Cmax. MKohring et al. [12] developed
an optimal algorithm for P∞|prec = series–parallel orders, pj, c = 1|Cmax and for
P∞|prec = series–parallel orders, pj, cij ∈{0; 1}|Cmax for certain categories of task
systems (locally identical communication delays). Also MKohring et al. [11] proposed
a list scheduling algorithm for the problem P∞|prec, pj = 1, cij ∈{0; 1}|Cmax for
scheduling trees.
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P2|prec, pj = 1, c= 1|Cmax is a quite studied open problem. When the precedence
graph is a tree, four algorithms [7,8,10,15] are known for the corresponding problem.
Finta et al. [5] proposed a quadratic algorithm for solving P2|prec, pj =1, c=1|Cmax
for a particular class of series–parallel orders. In the case of interval orders, Picouleau
has proposed in [5] a polynomial algorithm to solve P|prec; pj = 1; c = 1|Cmax for
any number of processors m. In [15], we have introduced an order class, quasi-interval
orders, which contains properly interval orders and a subclass of the class of series–
parallel orders, and proposed an algorithm for the related UET-parallel machines prob-
lem (scheduling without communication delays).
In the following section, we recall the de@nition and properties of quasi-interval
orders. Section 3 presents the most successors @rst (MSF) algorithm for scheduling
task systems where tasks have unit length and the partial order is subject to zero–one
communication delays. This algorithm can be implemented in O(n log n + e) where
e denotes the number of the precedence constraints in FG. In Section 4, we show
that MSF algorithm is optimal for scheduling P|prec, pj = 1, cij ∈{0; 1}|Cmax for
certain categories of task systems (locally identical communication delays) when the
precedence graph is a quasi-interval order. Then in Section 5, some extensions are
discussed for nonquasi-interval orders.
2. Quasi-interval orders
A partial order (T;≺) is called an interval order if its vertices i∈T can be repre-
sented by intervals [ai; bi[ on the real line such that i ≺ j iE bi6 aj. Interval orders
are among the most useful mathematical structures for modeling real world problems
[6]. Papadimitriou et al. [14] showed that a partial order (T;≺) is an interval order if
and only if, for all i; j∈T , either +(i) ⊂ +(j) or +(j) ⊂ +(i). Also, a partial
order (T;≺) is an interval order if and only if, for all i; j∈T , either −(i) ⊂ −(j)
or −(j) ⊂ −(i).
A series–parallel order (T;≺) is de@ned recursively as follows [19]:
• the partial order having a single element and no arcs is a series–parallel order,
• if G1 = (T1; E1) and G2 = (T2; E2) are two series–parallel orders, so are the partial
orders constructed by each of the following operations:
◦ parallel composition: Gp = (Tp; Ep) where Tp = T1 ∪ T2 and Ep = E1 ∪ E2,
◦ series composition: Gs = (Ts; Es) where Ts = T1 ∪ T2 and Es = E1 ∪ E2 ∪ (O1 × I2)
where O1 is the set of tasks with no successor in G1 and I2 is the set of tasks with
no predecessor in G2.
A partial order (T;≺) is called a quasi-interval order [13] iE its transitive clo-
sure (T; F≺) does not contain a suborder isomorphic either to a structure of type I
or a structure of type II described in Fig. 1. We have not speci@ed the orienta-
tion for a forbidden structure of type I in Fig. 1. Thus, a partial order does not
contain such a structure if and only if it does not contain a suborder isomorphic
either to ({a; b; c; d; e}; {a F≺b; a F≺e; c F≺d}) or to ({a; b; c; d; e}; {b F≺a; e F≺a; c F≺d}). Note
that the de@nitions given in [13] consider partial orders that are transitively
closed.
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Fig. 1. Forbidden structures for quasi-interval orders.
An interval order is a quasi-interval order (see [13]). Also, a series–parallel order
whose transitive closure does not contain a suborder isomorphic to the structure of type
I is a quasi-interval order. The class of quasi-interval orders is quite rich. It contains
some partial orders that arise naturally in the area of parallel programming systems
and that do not belong to known partial order classes. For example, the partial orders
described in Fig. 2a and b belong to quasi-interval order class whereas they do not
belong to any of the following classes: trees, single source and single target series–
parallel orders [15], single source series–parallel orders [5], level orders [4], interval
orders.
When we studied the scheduling problem without communication delays (parallel
machines scheduling) for quasi-interval orders [13], we have established the two fol-
lowing properties related to this order class.
Lemma 1 (Moukrim [13]). Let (T;≺) be a quasi-interval order. For all i; j∈T ; we
have
• +(i) ⊂ +(j); or
• +(j) ⊂ +(i); or
• +(i)− +(j) and +(j)− +(i) are nonempty and linearly ordered.
Lemma 2 (Moukrim [13]). Let (T;≺) be a quasi-interval order. Let ; ∈T such that
‖; +() − +() = ∅ and +() − +() = ∅. Then for each vertex u∈+() −
+(); we have
(1) for all vertices x∈−(u) such that x‖, x∈−(v) ∀v∈+()− +(),
(2) for all vertices x∈+(u) ∩ +(), x∈+(v) ∀v∈+()− +().
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Fig. 2. Two examples of quasi-interval orders.
Now we will establish a new property for quasi-interval orders that will be used to
prove that the MSF algorithm is optimal for scheduling P|prec, pj=1, cij ∈{0; 1}|Cmax
for certain categories of task systems, when the precedence graph is a quasi-interval
order.
Lemma 3. Let (T;≺) be a quasi-interval order. Let i; j∈T such that i‖j; +(i) −
+(j) = ∅ and +(j)−+(i) = ∅. If |+(i)−+(j)|¿ 2 or |+(j)−+(i)|¿ 2; then
we have ∀k ∈+(i)∩+(j); k is a successor of each element a∈+(i)−+(j) and
each element b∈+(j)− +(i):
Proof. Suppose for instance that |+(i) − +(j)|¿ 2. According to Lemma 1; we
can suppose that +(i) − +(j) = {i1; : : : ; is} such that i ≺ i1 ≺ · · · ≺ is and s¿ 2.
Let a = i1 be an element of +(i) − +(j) and b an element of +(j) − +(i). If
+(i)∩+(j) = ∅; the lemma holds. Otherwise; let k be an element of +(i)∩+(j)
such that k ∈ +(b). We will consider two cases.
Case 1: k F≺b. We would have i F≺k and k F≺b. This contradicts b ∈ +(i).
Case 2: k‖b. In this case,
i1 ∈ +(k). Otherwise, we would have a contradiction with i1 ∈ +(j).
k ∈ +(i1). Otherwise, since i‖j, i‖b, j‖i1, k‖b and i1‖b, we would have a suborder
isomorphic to ({i; i1; j; b; k}; {i F≺i1; i1 F≺k; j F≺k; j F≺b}), which is a forbidden structure for
a quasi-interval order of type II.
Therefore, k‖i1. Now, since a ∈ +(j), a ∈ +(k). So tasks a and k are such that
a F≺k or a‖k:
Case a F≺k: In this case since i‖j, i‖b, j‖a, k‖b and a‖b, we would have a suborder
isomorphic to ({i; a; j; b; k}; {i F≺a; a F≺k; j F≺k; j F≺b}), which is a forbidden structure for a
quasi-interval order of type II.
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Case a‖k: In this case since i1‖j, i1‖k, i1‖b, a‖k, b‖k, j‖a and a‖b, we would
have a suborder isomorphic to ({j; k; i1; a; b}; {j F≺k; i1 F≺a; j F≺b}), which is a forbidden
structure for a quasi-interval order of type I.
It follows that b F≺k. Then k ∈+(b)∩+(i). Now, j‖i, +(i)−+(j) = ∅, +(j)−
+(i) = ∅ and b∈+(j) − +(i). Therefore, according to Lemma 2(2) (with  = j,
 = i, u = b, v = a and x = k), a∈+(i) − +(j) and k ∈+(b) ∩ +(i) imply that
k ∈+(a). Thus, k is a successor of a and b, and the lemma holds.
Now, we will present an algorithm for scheduling task systems where tasks have
unit length and the partial order is due to zero–one communication delays. The number
of processors is not supposed to be @xed.
3. The MSF algorithm
The algorithm given by Picouleau in [15] to produce an optimal schedule for the
problem P|prec, pj = 1, c = 1|Cmax, when the precedence graph is an interval order,
is a priority list scheduling [9]. It is based on a list L where tasks are sorted in
nonincreasing order of their successor number. We propose here a version of this
algorithm for scheduling unitary task systems with zero–one communication delays.
This algorithm will be called MSF algorithm. It provides a schedule SMSF where the
tasks are performed as soon as possible.
Let us assume that a partial schedule has been built in the time interval [0; t[ and
denote by R(t) the set of tasks that can be performed at time-slot [t; t + 1) in MSF
algorithm. R(t) is composed of two disjoint subsets R1(t) and R2(t) de@ned by:
R1(t) is the set of tasks i such that
∀j∈−(i); tSMSF (j)6 t − 1− cji.
Z(t) is the set of tasks i such that
• ∀j∈−(i), tSMSF (j)6 t − 1, and
• there exists j0 ∈−(i) with cj0i = 1 and tSMSF (j0) = t − 1, and
• ∀j∈−(i)− {j0}, if cji = 1 then tSMSF (j)6 t − 2.
We set R2(t)=Z(t), and if several tasks i1; i2; : : : ; ip in R2(t) have a common prede-
cessor j which starts at time t−1 with cji1=cji2=· · ·=cjip=1 and |+(i1)|¿ |+(i2)|¿
· · ·¿ |+(ip)|; then R2(t) = R2(t)− {i2; : : : ; ip} (only i1 is in R2(t) and for each k in
{i2; : : : ; ip}, k ∈ R2(t)).
Then, sort the tasks in R(t) on a list L in nonincreasing order of their successor
number. Let q be the number of tasks that can be executed at time t: q=min(|R(t)|; m).
Let E(t) be the set of the @rst q tasks in L. All tasks in E(t) are executed at time t
such that if a task i has a predecessor j which is executed at time t − 1 and cji = 1,
then S(i) = S(j).
This step is repeated until all the tasks have been executed.
Now we will show that MSF algorithm can be implemented in time O(n log n+ e).
We use an implementation similar to that one used in [18] for the generalized list
scheduling which takes the communication delays into account. We will give a general
description of this implementation.
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The priority of each task, de@ned as the number of its successors in FG, is bounded
by n. Thus, using the bucket-sort [3], we can construct the priority list obtained by
sorting the tasks in nonincreasing order of their successor numbers in O(n+ e) time.
In the scheduling process, we introduce and maintain a priority queue L that contains
at the beginning of the processing of each time slot [t; t + 1) the set of tasks that can
be scheduled at time t, R1(t)∪Z(t), in nonincreasing order of the successor number of
the tasks. At each time t, whenever a task i is started, we remove i from L. Then for
each immediate successor j of i such that all its predecessors are already scheduled,
we insert j in L at the end of the processing of the time slot [t; t + 1) if
|{k ∈−(j)=tSMSF (k) = t and ckj = 1}|¡ 2:
Otherwise, we insert j in L at the end of the processing of the time slot [t + 1; t + 2).
Now, the insertion of a task in a priority queue and the extraction of a task of highest
priority can be done in O( log n) time (see [3]).
Moreover, note that since we consider zero–one communication delays, every task
can be scheduled on every processor at the latest one time unit after its insertion into
L. Therefore, each task in L is rejected at most once in the whole scheduling process.
This leads to a running time of MSF algorithm of O(n log n+ e).
Notice that in the case of an unlimited number of processors, the priority queue
is not necessary. Indeed, each task is scheduled at the latest one time unit after the
execution of all its predecessors. So, the running time of MSF algorithm is O(n + e)
when m¿ n.
4. Quasi-interval orders scheduling
Let T = ((T;≺); c) be a task system with unit execution time and zero–one com-
munication delays, c. Recall that P∞|prec, pj = 1, cij ∈{0; 1}|Cmax is NP-complete
for interval orders [18], thus in particular for the larger class of quasi-interval orders.
Now, we will study the behavior of the MSF algorithm for scheduling P|prec, pj =1,
cij ∈{0; 1}|Cmax when the communication delays are locally identical [12] (see below).
We say that the communication delays of a task system are inside locally identical
(i.l.i.) if the following condition is ful@lled:
∀i; j; k ∈T such that i ≺ k and j ≺ k, we have cik = cjk .
Also we say that the communication delays of a task system are outside locally
identical (o.l.i.) if the following condition is ful@lled:
∀i; j; k ∈T such that k ≺ i and k ≺ j, we have cki = ckj.
Then we say that the communication delays of a task system are locally identical
(l.i.) if they are both i.l.i. and o.l.i.
In order to prove that MSF algorithm gives optimal schedules for the UET quasi-
interval orders with zero–one and l.i. communication delays, we @rst establish a tech-
nical lemma and two dominance results for the schedules of quasi-interval orders.
Lemma 4. Let (T;≺) be a quasi-interval order and T = ((T;≺); c) be a UET task
system with zero–one and l.i. communication delays; and S be an optimal schedule of
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T on m processors. If there exist two tasks i and j such that i‖j; +(i)−+(j) = ∅
and +(j) − +(i) = ∅; then there exists an optimal schedule S ′ such that S ′(t) =
S(t) ∀t6min(tS(i); tS(j)); and
(i) ∀x; y∈{i} ∪ (+(i)− +(j)), tS′(y) = tS′(x) + 1 implies that S′(x) = S′(y).
(ii) ∀x; y∈{j} ∪ (+(j)− +(i)), tS′(y) = tS′(x) + 1 implies that S′(x) = S′(y).
Proof. Let (T;≺) be a quasi-interval order and T= ((T;≺); c) be a task system with
zero–one and l.i. communication delays; and S be an optimal schedule of T on m
processors. Assume there exist two tasks i and j such that i‖j; +(i)−+(j) = ∅ and
+(j) − +(i) = ∅. According to Lemma 1; +(i) − +(j) and +(j) − +(i) are
linearly ordered.
(i) Let x; y∈{i} ∪ (+(i)− +(j)) such that tS(y) = tS(x) + 1. So, x ≺ y. We will
consider two cases.
Case 1: cxy =1. Then necessarily we have S(x)= S(y). Otherwise the schedule S
is not feasible.
Case 2: cxy=0. Note that in this case, as the communication delays are i.l.i. if there
exists a task u such that u ≺ y, we have cuy = cxy =0. Also, since the communication
delays are o.l.i., if there exists a task v such that x ≺ v, we have cxv = cxy = 0. Hence
by exchanging, for each time instant +¿ tS(x)+ 1, the task executed on S(x) at time
+ and the task executed on S(y) at time +, we also obtain an optimal schedule. By
repeating this transformation at most |+(i)−+(j)| times, we obtain another schedule
S ′′ that veri@es point (i) of the lemma.
(ii) We can use the same transformations on S ′′ as we have done on S. The only
point we have to check is that the obtained schedule after any transformation of S ′′
also veri@es point (i).
Let x; y∈{j} ∪ (+(j) − +(i)) such that tS′′(y) = tS′′(x) + 1. Note @rst that if
there exists a task u such that tS′′(u) = tS′′(y) − 1 and S′′(u) = S′′(y) then we
have (u; y) ∈ {i} ∪ (+(i) − +(j)) × {i} ∪ (+(i) − +(j)). Also, if there exists
a task v such that tS′′(v) = tS′′(x) + 1 and S′′(v) = S′′(x) then we have (v; x) ∈
{i}∪(+(i)−+(j))×{i}∪(+(i)−+(j)). Therefore, using the same transformations
as in (i), we obtain an optimal schedule S ′ that veri@es both (i) and (ii). This completes
the proof.
Lemma 5. Let + and F+ be natural numbers with +¡ F+ and f a function from
{+; : : : ; F+} to integral numbers such that f(+) = 1; f( F+)¡ 0 and ∀+∈{+; : : : ; F+ − 1};
f(++1)∈{f(+)−1; f(+); f(+)+1}. Then; there exists +∗ ∈{+; : : : ; F+} with f(+∗−1)=1
and f(+∗) = 0.
Proof.
• First; we prove that {+∈{+; : : : ; F+}; f(+)=0} = ∅:f( F+)¡ 0 implies that {+∈{+; : : : ; F+}
such that f(+)¡ 0} = ∅. So, there exists +0 ∈{+; : : : ; F+} such that +0 = min{+∈
{+; : : : ; F+} with f(+)¡ 0}. Hence, f(+)(=1)¿ 0 implies that f(+0)¡ 0 and f(+0−
1)¿ 0. Moreover, ∀+∈{+; : : : ; F+− 1}; f(++ 1)∈{f(+)− 1; f(+); f(+) + 1}: So, f
is such that
∀+∈{+; : : : ; F+− 1}; f(++ 1)¡f(+) implies that f(++ 1) = f(+)− 1:
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So, f(+0)¡ 0, f(+0 − 1)¿ 0 and f(+0) = f(+0 − 1)− 1. Therefore, f(+0 − 1) = 0
and f(+0) =−1. It follows that {+∈{+; : : : ; F+}; f(+) = 0} = ∅.
• ∃+∗ ∈{+; : : : ; F+} with f(+∗ − 1) = 1 and f(+∗) = 0:
{+∈{+; : : : ; F+}; f(+) = 0} = ∅. So, there exists +∗ ∈{+; : : : ; F+} such that +∗ =
min{+∈{+; : : : ; F+} with f(+) = 0}. As f(+)(=1)¿ 0, we have f(+∗ − 1)¿ 0 and
f(+∗)=0. Then using the fact that ∀+∈{+; : : : ; F+−1}; f(++1)¡f(+) implies that
f(++ 1) = f(+)− 1; we obtain that f(+∗ − 1) = 1 and f(+∗) = 0.
Lemma 6. Let (T;≺) be a quasi-interval order and T = ((T;≺); c) be a UET task
system with zero–one and l.i. communication delays; and S an optimal schedule of
T on m processors. Let i; j∈T such that i‖j; |+(i)|¿ |+(j)| and tS(j)¡tS(i). If
(i) ∀u∈−(i), tS(u)6 tS(j)− 1, and
(ii) {∃v∈−(i) such that tS(v) = tS(j)− 1 and cvi = 1} implies that S(v) = S(j),
then there exists an optimal schedule S ′ such that S ′ is exactly the schedule S at
each time instant between 0 and tS(j) except that task i is scheduled in S ′ at time
tS(j) on S(j).
Proof. Let S be an optimal schedule and i; j∈T such that i‖j; |+(i)|¿ |+(j)| and
tS(j)¡tS(i). We will consider two cases.
Case 1: +(j)−+(i) = ∅. So, ∀k ∈+(j), k ∈+(i). Moreover, as the communi-
cation delays are i.l.i., cjk = 1 implies that cik = 1. Therefore, by swapping i and j in
S we also obtain an optimal schedule S ′ which veri@es the lemma.
Case 2: +(j) − +(i) = ∅. Since |+(i)|¿ |+(j)| and according to Lemma 1,
+(i) − +(j) = ∅ and we have +(i) − +(j) = {i1; : : : ; is} and +(j) − +(i) =
{j1; : : : ; jr} with i0=i ≺ i1 ≺ · · · ≺ is, j0=j ≺ j1 ≺ · · · ≺ jr and r6 s. Then, according
to Lemma 4, we can assume that ∀x; y∈{i}∪(+(i)−+(j)); tS(y)= tS(x)+1 implies
that S(x) = S(y) and ∀x; y∈{j} ∪ (+(j) − +(i)); tS(y) = tS(x) + 1 implies that
S(x)=S(y). We will consider two subcases depending on whether r= s or r ¡ s. In
both cases we will denote by U the set (+(i)−+(j))∪{i0 = i}∪ (+(j)−+(i))∪
{j0 = j}.
Case 2.1: r=s. Consider the schedule S ′ which is exactly the schedule S except that
we have, respectively, swapped (i0; i1; : : : ; ir) and (j0; j1; : : : ; jr). S ′ is also an optimal
schedule. Indeed, we will prove that for any task k ∈ U , the constraints between k
and tasks from U are not violated in S ′:
• Let k be a successor of j which does not belong to +(j)−+(i). So k is a successor
of i. Moreover, if k is an immediate successor of j such that tS(k) = tS(i) + 1, then
k is an immediate successor of i. If, in addition, S(k) = S(i), then cik = 0. In this
case, as the communication delays are i.l.i., cjk=cik=0. Moreover, if tS(i1)=tS(i)+1,
then S(i1) = S(i). Hence, ∀k ∈+(j) such that tS′(k) = tS′(j) + 1, we have
{k = j1 and S′(j) = S′(j1)} or {k = j1 and cjk = 0}:
• Let k be a successor of il (resp. jl) (l= 1; : : : ; r) such that k ∈ U . So, k ∈+(il)∩
+(j) (resp. +(jl)∩+(i)). According to Lemma 2(2), k ∈+(jr) (resp. +(is)).
Hence, each successor k of jl or il (l = 1; : : : ; r) which does not belong to U is
simultaneously a successor of ir and jr . Moreover, if k is an immediate successor of
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jr (resp. ir) such that tS(k)=tS(ir)+1 (resp. tS(k)=tS(jr)+1), then k is an immediate
successor of ir (resp. jr). If, in addition, S(k) = S(ir) (resp. S(k) = S(jr)), then
cirk=0 (resp. cjrk=0). In this case, as the communication delays are i.l.i., cjrk=cirk=0.
• Let k be a predecessor of il (l = 1; : : : ; r) such that k ∈ U . We will prove that
tS(k)¡tS(j) or k is simultaneously a predecessor of j1 and i1. We consider three
cases:
◦ k F≺i. Then, by hypothesis (i), we have tS(k)¡tS(j).
◦ i F≺k. Then we have j F≺k. Otherwise, we would have k ∈U . Now, j F≺k and k F≺il
imply that il ∈+(j). This would contradict il ∈+(i)− +(j).
◦ i‖k. In this case, according to Lemma 2(1) (with  = i,  = j, u = il, v = j1 and
x = k), k ∈−(j1).
Moreover, if k F≺j then tS(k)¡tS(j).
If j F≺k then we would have a contradiction with il ∈+(i)− +(j).
If j‖k, then according to Lemma 2(1) (with = j; = i; u= j1; v= i1 and x= k) and
the fact that k ∈−(j1), we have k F≺i1.
Therefore, k is simultaneously a predecessor of j1 and i1 with k‖i and k‖j. Moreover,
if k is an immediate predecessor of i1 such that tS(k) = tS(j1) − 1, then k is also
an immediate predecessor of j1. If, in addition, S(k) = S(j1), then ckj1 = 0. In this
case, as the communication delays are o.l.i., cki1 = ckj1 = 0.
Case 2.2: r ¡ s. In this case, we introduce for any time instant +¿ tS(j0):
I(+) = {i∈{i0; : : : ; is} such that tS(i)6 +};
J (+) = {j∈{j0; : : : ; jr} such that tS(j)6 +}:
Note that tS(j0)¡tS(i0) implies that |J (tS(j0))| = 1 and |I(tS(j0))| = 0. Moreover,
since r ¡ s, there exists a time instant (say F+) such that |I( F+)|¿ |J ( F+)| (for F+ =
max{tS(k); k ∈{i0; : : : ; is} ∪ {j0; : : : ; jr}}+ 1, we have |I( F+)|= s and |J ( F+)|= r).
{i0; : : : ; is} and {j0; : : : ; jr} are linearly ordered. So, at most one task from {i0; : : : ; is}
and one task from {j0; : : : ; jr} are executed at each instant. This means that
∀+¿ tS(j0); |I(++ 1)| ∈ {|I(+)|; |I(+)|+ 1} and |J (++ 1)| ∈ {|J (+)|; |J (+)|+ 1}:
Therefore, for += tS(j0), F+=max{tS(k); k ∈{i0; : : : ; is} ∪ {j0; : : : ; jr}}+ 1 and f(+) =
|J (+)|− |I(+)| ∀+∈{+; : : : ; F+}, Lemma 5 applies and we deduce that there exists a time
instant +∗ such that |J (+∗)|= |I(+∗)| and |J (+∗ − 1)|= |I(+∗ − 1)|+ 1. As
|I(+∗)| ∈ {|I(+∗ − 1)|; |I(+∗ − 1)|+ 1}
and
|J (+∗)| ∈ {|J (+∗ − 1)|; |J (+∗ − 1)|+ 1};
there exists a task from I(+∗) that is executed at time instant +∗. Let ir′ be this task.
Note that necessarily, jr′ is such that tS(jr′)¡tS(ir′).
Consider schedule S ′ which is exactly schedule S except that we have, respec-
tively, swapped (i0; : : : ; ir′) and (j0; : : : ; jr′). In S ′, if r ¿ r′, tS(jr′+1) = tS(ir′) + 1,
S(jr′+1) = S(ir′) and cjr′ jr′+1=1, then we exchange for each time instant +¿ tS(jr′+1)
the task executed on S(ir′) at time + and the task executed on S(jr′+1) at time +.
We will prove that S ′ is a valid schedule.
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• Let k be a successor of jl or il (l = 0; : : : ; r′) which does not belong to U . So k
is a successor of i and j. Since r¿ 1 and r ¡ s, s¿ 2. So according to Lemma 3,
k is a successor of is and jr . Then since r′6 r ¡ s, tS(k)¿tS(is)¿tS(ir′). Hence
tS(k)¿ tS(ir′) + 2.
• Let k be a predecessor of il or jl (l = 1; : : : ; r′) which does not belong to U . In a
similar manner as in Case 2.1 (r = s), one can establish that k is executed before
the time instant tS(j) or is simultaneously a predecessor of j1 and i1. As in Case 2.1
(r = s), if k is an immediate predecessor of i1, k is also an immediate predecessor
of j1 and cki1 = ckj1 .
It follows that S ′ is another optimal schedule which veri@es the lemma.
Theorem 7. The MSF algorithm polynomially solves the problem P|prec; pj = 1;
cij ∈{0; 1}|Cmax for quasi-interval orders when the communication delays are l.i.
Proof. Let (T;≺) be a quasi-interval order and T= ((T; E); c) be a UET task system
with zero–one and l.i. communication delays. We denote by S an optimal schedule
and by SMSF the MSF-algorithm schedule. We will prove by induction that S can be
transformed such that S(t) = SMSF(t) for any time instant t.
• SMSF(0) ⊂ S(0). Otherwise; there exists i∈ SMSF(0) − S(0). If |S(0)|¡m; by ex-
ecuting i at time t = 0 in S; we also obtain an optimal schedule. If |S(0)| = m;
there exists some available task j in S(0) such that j ∈ SMSF(0). According to the
MSF-algorithm scheme; we have |+(i)|¿ |+(j)|. Using Lemma 6; we can trans-
form the schedule S into another optimal schedule where the only task that has been
exchanged in S(0) is j for i. Repeating one of these two operations (depending on
whether |S(0)|¡m or |S(0)| = m) |SMSF(0) − S(0)| times; we can suppose there
exists an optimal schedule such that SMSF(0) ⊂ S(0).
• SMSF(0) = S(0). Otherwise; since SMSF(0) ⊂ S(0); there exists a task i∈ S(0) −
SMSF(0). That means there is an idle processor at time t = 0 and an executable
task which is not executed at t = 0 in SMSF(0). This contradicts the MSF-algorithm
scheme.
Assume now that for any time 0, 06 06 t − 1, SMSF(0) = S(0).
SMSF(t) ⊂ S(t). Otherwise, there exists i∈ SMSF(t) − S(t). We will consider two
cases.
Case 1: ∀k ∈−(i); tS(k)6 t − 1, and ∀k ∈−(i) with cki = 1, tS(k)6 t − 2.
If |S(t)|¡m, by executing i at time t in S, we also obtain an optimal schedule. If
|S(t)|=m, there exists some available task j in S(t) such that j ∈ SMSF(t). According
to the MSF-algorithm scheme, we have |+(i)|¿ |+(j)|. Using Lemma 6, we can
transform the schedule S into another optimal schedule where the only task that has
been exchanged in S(0), 06 06 t is j for i.
Case 2: ∃k ∈−(i) with cki=1 and tS(k)= t−1, and ∀x∈−(i)−{k}, tS(x)6 t−2.
If there is no task executed on S(k) in S at time t, by executing i at time t in S on
S(k), we also obtain an optimal schedule. Otherwise, there exists a task j such that
S(j) = S(k) and tS(j) = t. We will consider two subcases.
Case 2.1: j ∈ SMSF(t). Therefore according to MSF-algorithm scheme, we have
|+(i)|¿ |+(j)|. Using Lemma 6, we can transform the schedule S into another
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Fig. 3. The MSF algorithm is not optimal for P|prec, pj = 1, cij ∈{0; 1}|Cmax when the communication
delays are only i.l.i.
optimal schedule where the only task that has been exchanged in S(0), 06 06 t is j
for i.
Case 2.2: j∈ SMSF(t). Then each predecessor y of j with cyj = 1 is such that
tS(y)6 t − 2. If |S(t)|¡m, by executing in S at time t j on an idle processor and
i on S(k), we also obtain an optimal schedule. If |S(t)| = m, there exists a task
h in S(t) such that h ∈ SMSF(t). According to the MSF-algorithm scheme, we have
|+(i)|¿ |+(h)|. Applying the transformation used in the proof of Lemma 6, we ob-
tain a new schedule S ′ where the only task that has been exchanged in S(0), 06 06 t
is h for i. Then by exchanging the last tasks executed on S′(i) and the last tasks
executed on S′(j) from time tS′(i)(=tS′(j)), schedule S ′ is transformed into another
optimal schedule which is exactly the same than S between time instants 0 and tS(j)
except that task i is executed at time tS(j) on S(j) and any task h which is not
executed at time t in SMSF is executed later in the obtained schedule.
SMSF(t)=S(t). Otherwise, since SMSF(t) ⊂ S(t), there exists a task i∈ S(t)−SMSF(t).
That means there is an idle processor at time t and an executable task which is not
executed at time t in SMSF(t). This contradicts the MSF-algorithm scheme.
From Theorem 7, we immediately deduce the following corollary.
Corollary 8. The MSF algorithm polynomially solves the problems P|prec; pj = 1;
c = 0|Cmax and P|prec; pj = 1; c = 1|Cmax for quasi-interval orders.
When the communication delays are only i.l.i., MSF is not optimal for the problem
P|prec; pj = 1; cij ∈{0; 1}|Cmax for quasi-interval orders. This can be veri@ed in the
example given in Fig. 3 for suNciently many processors (m=∞) as for m= 2. It is
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Fig. 4. MSF-algorithm is not optimal for P2|prec, pj = 1, cij ∈{0; 1}|Cmax even for interval orders (and
m = 2).
easy to verify that the partial order depicted in Fig. 3 is a quasi-interval order. Gantt
charts show that optimal schedules yield to strictly smaller makespan than that of MSF
algorithm. However, we will prove that MSF algorithm is optimal for interval-orders
when the communication delays are i.l.i.
Lemma 9. Let (T;≺) be an interval order and T=((T;≺); c) be a UET task system
with zero–one and i.l.i. communication delays; and S an optimal schedule of T on
m processors. Let i; j∈T such that i‖j; |+(i)|¿ |+(j)| and tS(j)¡tS(i). If
(i) ∀u∈−(i), tS(u)6 tS(j)− 1, and
(ii) {∃v∈−(i) such that tS(v) = tS(j)− 1 and cvi = 1} implies that S(v) = S(j),
then there exists an optimal schedule S ′ such that S ′ is exactly the schedule S at
each time instant between 0 and tS(j) except that task i is scheduled in S ′ at time
tS(j) on S(j).
Proof. Let S be an optimal schedule and i; j∈T such that i‖j; |+(i)|¿ |+(j)| and
tS(j)¡tS(i). Since G is an interval order and |+(i)|¿ |+(j)|; we have +(j) ⊂
+(i). By swapping i and j in S we also obtain an optimal schedule S ′ which veri@es
the lemma. Indeed; +(j) ⊂ +(i) implies that for all k ∈+(j); tS(k)¿ tS(i) + 1.
Moreover; if k is an immediate successor of j such that tS(k) = tS(i) + 1; then k is
also an immediate successor of i. If S(k) = S(i) then cik = 0. In this case; as the
communication delays are i.l.i.; cjk = cik = 0 and the lemma holds.
Theorem 10. The MSF algorithm solves the problem P|prec; pj=1; cij ∈{0; 1}|Cmax
for interval orders when the communication delays are i.l.i.
The proof is similar to the proof of Theorem 7 and is based on Lemma 9.
In spite of this result, the MSF algorithm is not optimal for the problem P|prec,
pj = 1, cij ∈{0; 1}|Cmax in the case of interval orders when the communication delays
are only o.l.i. as illustrated in Fig. 4. It is easy to verify that the partial order G depicted
in Fig. 4 is an interval order. The Gantt charts in Fig. 4 indicate that an optimal schedule
yields to strictly smaller makespan than of MSF algorithm. However, we will show
that P|prec, pj=1, cij ∈{0; 1}|Cmax for interval orders when the communication delays
are o.l.i. can be solved in polynomial time.
474 A. Moukrim /Discrete Applied Mathematics 127 (2003) 461–476
1
3 2
4 5
6 7 8
0 1 2 3 4 5
1 3 4 7 8
2 5 6
3 4 5 8
2 1 6 7
An optimal schedule
0 1 2 3 4
MSF algorithm schedule
A partial order,  G 1
Fig. 5.
The reversed partial order GR of a partial order G is obtained by reversing all the
arcs in G. The reversed task system TR of a task system T= (G = (T;≺); c) is the
task system TR = ((T;≺R); cR) where ∀i; j∈T , i ≺R j iE j ≺ i and cR(i; j) = c(j; i).
Let S be a schedule of a task system and Cmax its makespan. The reversed schedule
SR of S is de@ned by ∀t ∈ [0; Cmax(S)− 1], SR(t) = S(Cmax(S)− 1− t).
It is easy to verify that the reversed order of an interval order is an interval order.
Moreover, if the communication delays of a task system are o.l.i., then the commu-
nication delays of its reversed task system are i.l.i. Therefore, the following corollary
holds.
Corollary 11. Let T be a task system whose partial order is an interval order and
such that its communication delays are o.l.i. Then the reversed schedule SRMSF of the
schedule SMSF obtained by MSF algorithm of the reversed task system of T is an
optimal schedule of T.
5. Discussion
In this paper, we have shown that MSF algorithm is optimal for scheduling problems
of unitary task systems with zero–one and locally identical communication delays for
quasi-interval orders, thus in particular for interval orders and a subclass of series–
parallel orders. Now we consider natural extensions of MSF algorithm to two classes
C1 and C2 where C1 (resp. C2) is the class of partial orders (T;≺) whose transitive
closures do not contain any suborder isomorphic to the structure of type I (resp. type
II) described in Fig. 1. Note that C1 ∩ C2 is the class of quasi-interval orders.
MSF-algorithm is not optimal for P|prec, pj = 1, c = 1|Cmax for partial orders in
C1 nor in C2. Counterexamples are illustrated in Figs. 5 and 6. It is easy to verify
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that G1 ∈C1 − C2 and G2 ∈C2 − C1, and Gantt charts in Figs. 5 and 6 indicate that
optimal schedules have no idle and yield to strictly smaller makespan than that of
MSF-algorithm.
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