















PROPOSAL OF MULTI-AGENT SYSTEM HAVING A STRATEGY THAT TAKES PRISONER’S DILEMMA 
INTO ACCOUNT THROUGH REINFORCEMENT LEARNING 
 
内海友貴 
Tomotaka UTSUMI  




It is difficult for multi-agent to build a cooperative relationship and against a problem called prisoner’s 
dilemma. However, it is one of the problems to be solved for agents imitating human behavior. This paper 
proposes a new multi-agent system model combining strategy based on Evolutionary Iterated Prisoner’s 
Dilemma and Reinforcement Learning. The proposed method is applied to N-person’s Iterated Prisoner’s 
Dilemma and verified the efficiency. As a result, the number of times that multiple agents build cooperative 
relationships through evolution and learning action has been increased. 
Key Words: prisoner’s dilemma, strategy, Evolutionary Iterated Prisoner’s Dilemma,  

























































ら成立し, S+T<2R, S<P<R<T の二つの条件を持つ[1]. 
 
Table 1  PD の利得表 
自分/相手 D C 
D P/P T/S 
C S/T R/R 
 
（２）N 人繰り返し囚人のジレンマ 
N 人繰り返し囚人のジレンマ (N-persons Iterated 
Prisoner’s Dilemma: N－IPD) は二人以上のプレイヤーで
複数回 PD を行う派生問題であり, 三人以上の場合に状
態空間が大きくなり, 計算量が大きくなる.エージェン
ト数を N とし, 各回の自分が行動を選択する際にそれま
での相手および自分の選択した行動を記憶し, 過去の履
歴に依存して自分の次の行動を決定する. C を選択した
自分以外のエージェントを k とし, その場合に自分が C
を選択した場合の利得を𝐶𝑘 , D を選択した場合の利得を
𝐷𝑘とする. PD の条件より四つの条件式が成り立つ. 
 
𝐷𝑘 > 𝐶𝑘                     (1) 
 
𝐶𝑘 > 𝐶𝑘−1, 𝐷𝑘 > 𝐷𝑘−1              (2) 
 
(𝑘 + 1)𝐶𝑘 + (N − k − 1)𝐷𝑘−1 > 𝑘𝐶𝑘−1 + (𝑁 − 𝑘)𝐷𝑘  (3) 
 
𝐶𝑁−1 > 𝐷0                    (4) 
 
式(1),(2),(3),(4)を満たす N－IPD の利得表を Table2 に示
す. 四つ利得値のパラメータ, 𝐶0= S , 𝐶𝑁−1= R , 𝐷0= P , 




Table 2  N-IPD の汎用利得表 
自分/自分以外の C 0 i … N-1 
C S 𝐶𝑖−1+X … R 










                   (6) 
３． 進化型 IPD 







0 と 1 の列からなる遺伝子と見立て, 0 は D, 1 は C を
表す. 各エージェントは, m 回過去の対戦の履歴を参照
して次の自分の行動を選択する. m は過去の対戦履歴数
となる. 対戦履歴は, 自分の行動と C 行動を選択した自
分以外のエージェント数のバイナリ列となる. 各エージ
ェントの戦略長 L は可変であり, 式(7) に示す. 
 





𝑠𝑛𝑒𝑥𝑡𝑚 = [𝑎𝑚 … 𝑎2𝑎1]2              (8) 
 
ある行動履歴 s に対応して次回選択する行動𝐴𝑠とする
と戦略長 L の戦略 GS を, 式(9)に示す. 
 




















のステップ数を t' とすると, 式(10) となる. 
γ(0 < γ < 1)  は報酬の減衰を割引率である. 
 
𝑅𝑖,𝑡′ = ∑ 𝛾
𝑡−𝑡′∞
𝑡=𝑡′ 𝑟𝑖,𝑡                 (10) 
 




なっている. 各学習世界の各エージェントがもつ Q 値




ト間で共有する. まず通常の Q 学習を各学習世界の各エ
ージェントが一定回数行う. 行動価値関数 Q 値の更新式
を式(11) に示す. 報酬関数の価値を学習率α(0 < α < 1), 
報酬の減衰を割引率γ(0 < γ < 1)として定める. 
 
𝑄𝑡+1(𝑠𝑡, 𝑎𝑡) = 𝑄𝑡(𝑠𝑡, 𝑎𝑡) + α𝛿𝑡           (11) 
 
𝛿𝑡 = 𝑟𝑡 + 𝛾𝑚𝑎𝑥𝑄𝑡(𝑠𝑡, 𝑎𝑡) − 𝑄𝑡(𝑠𝑡 , 𝑎𝑡)       (12) 
 
PD の特性から利得が小さくなりかつ Q 値が下がって
いない場合にQ 値を更新すれば協調行動の学習が促進さ
れる. したがって, 式(13) と式(14) の両方を満たす場合
に共有 Q 値の更新を行う. これを共有 Q 値更新条件とす
る. 
 
𝑅𝜔,𝑖,𝑡′−1 > 𝑅𝜔,𝑖,𝑡′                (13) 
 
𝑄𝜔,𝑖
𝑜𝑙𝑑(𝑠, 𝑎) < 𝑄𝜔,𝑖
𝑛𝑒𝑤(𝑠, 𝑎)             (14) 
 
共有 Q 値更新条件は各学習世界で適用され, 異なる学
習世界複数体が条件を満たす可能性がある. したがって, 
情報交換までに条件を満たした Q 値の平均を共有 Q 値
として共有する. 条件を満たした回数を𝑛𝑢𝑚𝑖(𝑠, 𝑎), 条件
を満たした Q 値の合計値を𝑄𝑖








              (15) 
 
ただし, PD の特性から式(15) が以前の共有 Q 値より
小さくなることを考慮し, 式(15) が大きくなった場合に
更新を行う. 共有 Q 値更新後,各学習世界で共有 Q 値を
共有する. 
（２）ジレンマゲームの群強化学習の流れ 
1: すべての状態 s, 行動 a, 学習世界ω, Q 値の初期化 
2: 2-1 から 2-6 を各学習世界ωにおいて実行 
2-1: Q 値と自身の戦略に従って行動の選択 
2-2: 相手との行動の組み合わせから報酬を計算 
2-3: 報酬に応じて自身の Q 値を更新 
2-4: 割引報酬和の計算 
2:-5: 共有 Q 値更新条件の判断 
2:-6: 2-1:に戻る(指定回数まで繰り返す) 
3: 共有 Q 値の計算 









step1:進化型 IPD による複雑戦略を持つ個体の生成 





N=2,3,4,5,6,7,8 において 10000 世代数経た後の進化型
IPD で生成したエージェントから, 学習で用いるエージ
ェントを抽出し群強化学習をさせた. 学習後の行動価値
𝑄𝐶と𝑄𝐷 とＣの選択確率 P(C) を求める数値実験を各 N 

















                (17) 
 




 より多い場合に学習成功とした. step3 
が Q-Learning の結果と比較し, 評価した. 
（２）実験環境 
実験で適用した等差型利得表をTable3に示す.また進化
型 IPD のパラメータを Table4, 強化学習のパラメータを
Table5 に示す. 
 
Table 3  等差型利得表(i=1,2,…,N-2) 
自分/自分以外の C 0 i … N-1 
C 0 𝐶𝑖−1+X … 3 
D 1 𝐷𝑖−1+Y … 5 
 
Table 4  進化型 IPD のパラメータ 
遺伝子数 20 体 点変異率 2% 
最大対戦数 10 回 複写変異率 1% 
世代数 10000 世代 分離変異率 1% 
参照最大数 3 ノイズ発生率 0.1% 
最小遺伝子長 2𝑙𝑜𝑔𝑁+1 対戦中断率 1% 




Table 5  強化学習のパラメータ 
対戦数 2000 回 学習率 0.25 
行動のランダム性 30% 割引率 0.05 
戦略従属期間 50 回 ノイズ発生率 0.1% 
学習世界数 5 個 情報交換頻度 50 回ごと 
対戦数(Q-learning) 10000 回   
 
Q-Learning における対戦数と群強化学習の対戦数と学
習世界数の積をどちらも 10000 回に設定し, 学習に対す
る総学習回数を等しくした. 
（３）実験結果 
Q-Learning の行動価値の学習結果を Table 6 に示す. 
また, 各 N の学習成功率を Table 7 に示す. 
 
Table 6  Q-Learning の行動価値の学習結果 
 𝑄𝐶 𝑄𝐷 P(C) 
best 3.15 1.25 80% 
worst 0 1.25 28.3% 
 
Table 7  各 N における Q-Learning の結果 
N 学習成功率 𝑄𝐶の最大値 
2 46% 3.15 
3 26% 3.15 
4 14% 3.15 
5 14% 3.10 
6 14% 3.15 
7 12% 3.15 
8 8% 2.38 
 
 群強化学習の行動価値の学習結果を Table 8 に示す. 
また, 各 N の学習成功率を Table 9 に示す. 
 
Table 8  群強化学習の行動価値の学習結果 
 𝑄𝐶 𝑄𝐷 P(C) 
best 3.15 1.0 83.1% 
worst 0.79 1.25 41.5% 
 
Table 9  各 N における群強化学習の結果 
N 学習成功率 𝑄𝐶の最大値 
2 56% 3.15 
3 50% 3.15 
4 52% 3.15 
5 38% 3.15 
6 38% 3.15 
7 30% 3.15 
8 36% 3.15 
７． 結論 




ことができた. また, Q-Learning のみの結果と群強化学
習の結果を比較すると,行動価値の worst で C 行動の学
習の有無の違いがあった. 各N の学習成功率に対しては, 
群強化学習は Q-Learning のみの結果よりも高かった. さ
らに学習成功の場合の最大値が全ての N で行動価値𝑄𝐶
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