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The aim of this article is to describe a new set of nuclear parton distribution functions (nuclear
PDFs) at next-to-leading order (NLO) and next-to-next-to-leading order (NNLO) accuracy in per-
turbative QCD. The most commonly used nuclear deep-inelastic scattering (DIS) data analyzed
in this study are complemented by the available charged-current neutrino DIS experimental data
with nuclear targets that are sensitive to the flavor decomposition of non-isoscalar nuclei to obtain
a mutually consistent behavior for both up and down valence quarks. This analysis is based on a
publicly available open-source tool, APFEL, which has been modified to be applicable for our nuclear
PDFs analysis. Heavy quark contributions to nuclear DIS are considered within the framework of
the FONLL general-mass variable-flavor-number scheme. The most recent CT18 PDFs are used as
baseline proton PDFs. The uncertainties of nuclear PDFs are determined using the standard ’Hes-
sian approach’. The main results of this global QCD analysis are compared with the existing nuclear
PDF sets and with the fitted cross-sections. Very good agreement is achieved. The nuclear PDFs
presented in this study are available via the standard LHAPDF library for applications in high-energy
nuclear collisions.
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I. INTRODUCTION
It is well-known that the nuclear parton distribution
functions (nuclear PDFs) [1–19] which quantify the
structure of quarks and gluons in bound nucleons is
an essential tool for the calculation of hard scattering
cross sections in charged-lepton deeply inelastic scatter-
ing (DIS) of nuclear targets and high-energy heavy-ion
collisions. Based on the collinear factorization theorem,
the non-perturbative nuclear PDFs are believed to be
process independent, and as for the usual PDFs, their
scale dependence is governed by the standard DGLAP
evolution equations [20–23]. These assumptions have
been shown to be consistent with nuclear DIS experi-
mental data, and with data from heavy-ion collisions at
the CERN-LHC.
A precise determination of nuclear PDFs is crucial for
studies of the strong interaction in high-energy scattering
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2processes in heavy-ion collisions, such as proton-lead (p-
Pb) and lead-lead (Pb-Pb) collisions at the CERN-LHC.
Furthermore, nuclear PDFs are important ingredients for
the calculation of cross sections in neutrino interactions
with heavy nuclear targets, νN . The high-energy inter-
action of neutrinos with nuclear targets is sensitive to
the separation of up- and down-type quarks, and hence,
could provide very important information for the decom-
position of quark flavors in a QCD analysis [4].
Several collaborations have recently presented new de-
terminations of the nuclear PDFs using the available ex-
perimental data, improved theoretical assumptions and
advanced methodological settings. For the most recent
determination of nuclear PDFs, we refer the reader to the
analyses by the nNNPDF Collaboration [1, 2], KA15 [3],
EPPS16 [5], TUJU19 [4], RKPZ [7], AT12 [10], KP14 [11],
DSSZ [12], HKN07 [17] and nCTEQ15 [18]. Some of the
mentioned nuclear PDF determinations are based on nu-
clear DIS data only. By using these data alone with a
rather limited kinematic coverage, significant simplify-
ing assumptions for the nuclear PDF parameterizations
need to be taken into account. Hence, the constraints on
the extracted quark and gluon nuclear PDFs are weak in
these analyses.
Nuclear PDFs at NNLO accuracy in pQCD have been
studied for the first time by KA15 [3], in the zero-mass
variable-flavor-number scheme (ZM-VFNS). In addition,
the more recent work by nNNPDF1.0 [1] is also performed
at NNLO, applying the NNPDF methodology, and the
resulting nuclear PDFs are determined by a Neural Net-
work (NN) in the general-mass variable-flavor-number
scheme (GM-VFNS). Also the most recent study by
TUJU19 [4] is performed at NNLO accuracy, based on
the open-source xFitter package [24] within the nCTEQ
framework.
It is interesting to do the same study considering the
different framework and define the bound nucleus PDFs
relative to a free nucleon baseline using the most recent
proton PDF determination. The work presented in this
paper focuses on the determination of new nuclear PDF
sets, which we refer to as KSASG20, at NLO and NNLO
accuracy in pQCD. All available and up-to-date neutral
current charged-lepton nuclear DIS and charged-current
neutrino DIS experimental data are used. The former
is sensitive to the flavor decomposition of non-isoscalar
nuclei. It will be very interesting to repeat the analy-
sis described here and determine a new set of nuclear
PDFs by adding the data from proton-lead collisions at
the LHC [25–29]. This is left for future work. The work
presented in this paper is based on the publicly available
open-source APFEL package [30] which has been modi-
fied in order to accommodate the data from nuclear col-
lisions, i.e. neutral current charged-lepton nuclear DIS
and charged-current neutrino DIS on nuclear targets. For
the heavy-quark contributions to nuclear DIS, we con-
sider the FONLL-B and FONLL-C GM-VFNS for our NLO
and NNLO analyses, respectively. The standard ’Hes-
sian’ approach is used to estimate the uncertainties of
nuclear PDFs for quarks and gluons due to experimental
errors. The resulting uncertainties are examined in view
of the sparse kinematic coverage of the available data.
For the free proton baseline, we use the most recent
PDF analysis by CT18 [31] which is based mainly on the
most recent measurements from the LHC and a variety
of available world collider data. The CT18 PDFs are con-
sistent with our assumptions and the kinematical cuts
made for our nuclear PDF analysis. The nuclear PDFs
presented in this study are available via the standard
LHAPDF library in order to provide an open-source tool
for phenomenological applications.
We should mention here that, in most recent years, a
large amount of new and precise data from the LHC in
proton-lead and lead-lead collisions became available [25–
29]. These high precision data, especially data for W
and Z boson production in proton-lead collisions from
the ATLAS and CMS Collaborations at center-of-mass
energies of 5.02 TeV and 8.16 TeV, could provide further
constraints to the nuclear PDFs, especially for the case of
nuclear gluon PDFs. Their impact on the nuclear PDFs
has been extensively studied in Refs. [2, 5] to determine
well-constrained quark and gluon densities. In addition,
an analysis of the impact of available experimental data
in proton-lead collisions from Run I at the LHC on nu-
clear modifications of PDFs is reported in Ref. [32] where
the Bayesian reweighting technique [33–35] was used. In
Ref. [36] the impact of the single inclusive D0 meson pro-
duction data from LHCb [37] in proton-lead collisions on
nuclear PDFs is quantified by the Hessian reweighting
method. In terms of future work, we plan to revisit this
study and consider also these hadron collider data.
The remainder of the paper is organized as follows: In
Sec. II, we briefly review the general theoretical formal-
ism for a global QCD analysis of nuclear PDFs and our
assumptions for the input parameterization. This sec-
tion also describes how we include heavy flavor contribu-
tions in the nuclear PDF analysis. The charged lepton-
nucleus DIS and the neutrino(antineutrino)-nucleus DIS
data analyzed in this study are listed and discussed in
Sec. III. Then, in Sec. IV, the procedure of χ2 minimiza-
tion and the estimation of nuclear PDF uncertainties are
presented. In Sec. V, we show and discuss in detail the
global fit results and compare with other nuclear PDFs
available in the literature. This section also includes our
discussions of the fit quality and the data-theory com-
parison. Finally, some discussions and a brief summary
of the main results are given in Sec. VI.
II. THEORETICAL FORMALISM AND INPUT
DISTRIBUTIONS
This section presents the theoretical framework used
in our analysis. First, we present the parameterization
of the KSASG20 parton distributions of the nucleus. Then
we discuss our method to include the heavy flavor con-
tributions in the nuclear DIS processes.
3A. The parton distributions of the nucleus
In this section, we present our strategy to parameter-
ize the KSASG20 nuclear PDFs at the input scale. Sim-
ilar to our previous analysis [3] and as in other QCD
analyses available in the literature [15, 17], we will work
within the conventional approach which defines the nu-
clear PDFs, xfp/Ai (x,Q
2
0;A,Z), for a bound proton in
a nucleus with atomic mass number A with respect to
those for a free proton, xfpi (x,Q
2
0), through a multiplica-
tive nuclear modification factor, Wi(x,A,Z):
xf
p/A
i (x,Q
2
0;A,Z) =Wi(x,A,Z)× xfpi (x,Q20) , (1)
where i is an index to distinguish the distribution func-
tions for the valence quarks uv and dv, the sea-quarks
d¯, u¯, the strange quark s and s¯, and the gluon g. In the
KSASG20 nuclear PDF analysis, we use for the free proton
PDFs the most recent PDF set of CT18 [31] at the input
scale Q20 = 1.69GeV
2, i.e.,
xfpi (x,Q
2
0) = xf
p,CT18
i (x,Q
2
0) . (2)
For the nuclear modification functions,Wi(x,A,Z), we
exactly follow the QCD analyses described in Refs. [3,
10, 13, 17, 38–40] and assume the following cubic-type
modification function,
Wi(x,A,Z) = 1 +
(
1− 1
Aα
)
(3)
×ai(A) + bi x+ ci x
2 + di x
3
(1− x)βi .
An advantage of the cubic form with the additional term
di in contrast to a quadratic-type function, i.e. with
di = 0 is, for example, that the nuclear modification be-
comes flexible enough to accommodate both shadowing
and anti-shadowing in the valence quark distributions.
For a detailed investigation of these functions, we refer
the reader to Refs. [3, 16, 17].
In general, all the coefficients ai, bi, ci and di could
carry an A- and a Z-dependence [3]. However, experi-
mental data do not provide sufficient information to per-
form a stable fit for such a general ansatz. We there-
fore impose the simplifying assumption that only ai is
A-dependent. The explicit A-dependent pre-factor inWi
in Eq. (3) is constructed in such a way that for the proton
(A = 1) one recovers the underlying free proton PDFs.
The parameter α is considered to be fixed at α = 13 . The
two terms of the pre-factor 1−A−α describe nuclear vol-
ume and surface contributions [16, 41]. For the valence
quark distributions, βv is fixed at 0.81, and for the sea
quark and gluon densities we fix βq¯ = βg = 1 [16]. The
coefficients ai(A) in Eq. (3) depend on the atomic num-
ber A, but not all of them are free parameters that can
be fitted. Among them only aq¯ needs to be determined
from the QCD fit, while we determine auv and adv for
the valence quarks, and ag for the gluon, from sum rules.
These coefficients are constrained for each atomic num-
ber A and hence, they are different for different nuclei.
There are three constraints for auv , adv and ag due to
the sum rules for the nuclear charge Z, the baryon num-
ber A, and from momentum conservation [3, 17]. The
nuclear charge is given by,
Z =
ˆ 1
0
dx
A
3
[
2fp/Auv (x,Q0)− fp/Adv (x,Q0)
]
, (4)
The baryon number is expressed as
A =
ˆ 1
0
dx
A
3
[
fp/Auv (x,Q0) + f
p/A
dv
(x,Q0)
]
, (5)
and finally the momentum sum rule reads
ˆ 1
0
dx
∑
i
xf
p/A
i (x,Q0) = 1 . (6)
We emphasize that, with these prescriptions, av for the
valence up- and down-quark are assumed to be different,
auv 6= adv , and hence, the nuclear correction factors for
the valence distributions Wqv (x,A,Z) are not the same.
However, both weight functions are expected to be very
similar in shape. The remaining parameters in Eq. (3)
are obtained by a global χ2 analysis.
Using the PDFs for a bound proton inside a nucleus,
the PDFs for a general nucleus (A,Z) can be written as
f
(A,Z)
i (x,Q
2;A,Z)=
1
A
[
Zf
p/A
i (x,Q
2;A,Z) (7)
+(A− Z)fn/Ai (x,Q2;A,Z)
]
.
The bound neutron PDFs, fn/Ai (x,Q
2;A,Z), are ob-
tained from the bound proton PDFs by assuming isospin
symmetry. Hence, for all parton species one can write
explicitly:
f (A,Z)uv (x,Q
2
0) =
1
A
Wuv (x,A,Z)
[
Z fuv (x,Q
2
0) +N fdv (x,Q
2
0)
]
f
(A,Z)
dv
(x,Q20) =
1
A
Wdv (x,A,Z)
[
Z fdv (x,Q
2
0) +N fuv (x,Q
2
0)
]
f
(A,Z)
u (x,Q
2
0) =
1
A
Wq(x,A,Z)
[
Z fu(x,Q
2
0) +N fd(x,Q
2
0)
]
,
f
(A,Z)
d
(x,Q20) =
1
A
Wq(x,A,Z)
[
Z fd(x,Q
2
0) +N fu(x,Q
2
0)
]
,
f (A,Z)s (x,Q
2
0) = f
(A,Z)
s (x,Q
2
0) =Wq(x,A,Z) fs(x,Q20) ,
f (A,Z)g (x,Q
2
0) =Wg(x,A,Z) fg(x,Q20) . (8)
Here we have assumed flavor dependent sea-quark den-
sities, i.e., f (A,Z)
d
6= f (A,Z)u . The nuclear DIS data which
we include in our analysis are not sensitive enough to con-
strain the sea-quark flavor decomposition, but the neu-
trino DIS data are nicely sensitive to the separation of
up- and down-type quarks [4, 12]. Since we use CT18
as baseline proton PDFs, the strange quark distribu-
tions in the nuclei are assumed to be flavor symmetric,
f
(A,Z)
s = f
(A,Z)
s . We show that the parametrization pre-
sented above is sufficiently flexible to allow a good fit
quality to the available datasets.
4Nucleus Experiment Number of data points χ2NLO χ2NNLO Reference
FA2 /FD2
He/D SLAC-E139 18 37.66 36.09 [59]
NMC-95 16 14.71 14.84 [49]
Li/D NMC-95 15 22.88 23.24 [49]
Li/D (Q2dep.) NMC-95 153 182.14 188.80 [51]
Be/D SLAC-E139 17 43.60 41.07 [56]
C/D EMC-88 9 11.00 11.86 [50]
EMC-90 2 0.11 0.044 [59]
SLAC-E139 7 47.01 42.75 [56]
NMC-95 15 14.97 14.58 [49]
FNAL-E665 4 10.64 10.26 [64]
JLAB-E03-103 103 265.39 229.69 [62]
C/D (Q2dep.) NMC-95 164 157.86 163.48 [51]
N/D BCDMS-85 9 13.72 17.25 [52]
HERMES-03 92 70.09 84.14 [61]
Al/D SLAC-E49 18 36.57 31.12 [57]
SLAC-E139 17 12.91 13.56 [56]
Ca/D EMC-90 2 1.82 1.61 [59]
NMC-95 15 57.37 82.57 [49]
SLAC-E139 7 8.05 9.22 [59]
FNAL-E665 4 5.01 6.44 [64]
Fe/D SLAC-E87 14 8.31 6.22 [58]
SLAC-E139 23 45.65 52.75 [56]
SLAC-E140 6 28.46 15.20 [60]
BCDMS-87 10 20.64 21.01 [54]
Cu/D EMC-93 19 13.00 12.75 [48]
Kr/D HERMES-03 84 92.81 109.70 [61]
Ag/D SLAC-E139 7 20.47 19.20 [56]
Sn/D EMC-88 8 17.88 20.44 [50]
Xe/D FNAL-E665-92 4 3.30 3.45 [63]
Au/D SLAC-E139 18 76.17 63.64 [56]
Pb/D FNAL-E665-95 4 10.64 10.26 [64]
Total 884
Table I: The charged lepton DIS experimental datasets for FA2 /FD2 used in the KSASG20 nuclear PDF analysis. The specific
nuclear targets, the experiment, the number of data points, and the related references are listed. The values of χ2 for the
individual experiment extracted from our NLO and NNLO analysis are shown as well.
B. Heavy flavor contributions
We note that the correct treatment of heavy quark
mass contributions is an important asset of a global PDF
analysis. To account for the mass dependence in the
KSASG20 nuclear PDF analysis for the charm and bot-
tom PDFs, we treat the heavy quarks within the GM-
VFNS. We refer the reader to Refs. [42, 43] for a de-
tailed overview. For the KSASG20 analysis at NLO we use
the fixed-order plus next-to-leading log scheme FONLL-B,
and for the NNLO analysis the FONLL-C scheme is ap-
plied [44, 45]. Both the FONLL-B and FONLL-C schemes
are implemented in the public APFEL package [30]. We
refer the reader to Ref. [46] for more details of these
schemes. In order to remain consistent with the CT18 [31]
baseline proton PDF analysis, for both the NLO and
the NNLO fits, the heavy-quark masses are fixed at
mc = 1.30 GeV and mb = 4.75 GeV. The strong cou-
pling constant is set equal to αs(MZ) = 0.118 [47] for
both the NLO and the NNLO fits.
III. NUCLEAR DIS DATASETS
In this section, we discuss in detail the datasets which
we have used in the KSASG20 nuclear PDF analysis.
First, we start by presenting the neutral-current charged
lepton-nucleus (`±A) DIS data. Then, we discuss the
charged-current neutrino(antineutrino) DIS experimen-
tal data with nuclear targets which are nicely sensitive
to the flavor decomposition of non-isoscalar nuclei. This
section also includes a detailed investigation of our data
selection and kinematical cuts that need to be made when
performing the KSASG20 global QCD analysis.
5Nucleus Experiment Number of data points χ2NLO χ2NNLO Reference
FA2 /FC2
Be/C NMC-96 15 12.97 17.48 [53]
Al/C NMC-96 15 7.09 6.83 [53]
Ca/C NMC-96 20 30.33 34.83 [49]
NMC-96 15 9.98 9.38 [53]
Fe/C NMC-96 15 12.49 11.97 [53]
Sn/C NMC-96 144 222.65 215.38 [53]
NMC-96 15 57.29 51.47 [55]
Pb/C NMC-96 15 19.66 17.72 [53]
Total 254
FA2 /FLi2
C/Li NMC-95 20 38.58 39.96 [49]
Ca/Li NMC-95 20 57.77 74.53 [49]
Total 40
Table II: Same as Table I, but for the charged lepton DIS experimental datasets for FA2 /FC2 and FA2 /FLi2 .
Nucleus Experiment Number of data points χ2NLO χ2NNLO Reference
D NMC-96 126 223.75 84.80 [65]
D BCDMS 53 58.24 69.73 [66]
D BCDMS 155 271.55 218.06 [67]
D HERMES 39 11.05 5.16 [68]
D/p NMC-96 156 311.69 430.06 [69]
Total 529
Table III: Same as Table I, but for the measurements of the deuteron structure function FD2 and deuteron-proton ratio
FD2 /F
p
2 .
A. Neutral-current lepton-nucleus (`±A) DIS data
The neutral-current charged lepton-nucleus (`±A) DIS
process is a powerful tool to study the nuclear structure
and to extract the nuclear PDFs. Hence, we consider
the nuclear DIS data in the analysis as a baseline. The
DIS of charged-leptons off nuclear targets which initiated
all studies of nuclear PDFs provide the best constraints
on nuclear modifications of the quark densities. These
data are usually presented as a ratio of structure func-
tions for two different nuclei and span the range from
0.005 to 0.95 in momentum fraction x with a maximum
photon virtuality of Q2max = 123 GeV2. The nuclear DIS
data at lower momentum fractions, namely x < 0.01,
are sensitive to the nuclear modifications of sea quarks,
Wq¯. The data at medium-to-large x mainly probe the va-
lence quark densities. A separation between the quarks
and antiquarks is not possible with these data alone.
Other available data such as Drell-Yan (DY) dilepton
production and (anti)neutrino collisions off nuclear tar-
gets should be used to provide a discrimination between
the valence and sea quarks.
All available modern inclusive DIS measurements of
neutral-current structure functions on nuclear targets
are considered in our KSASG20 analysis. In particular,
we use the nuclear DIS data from the NMC, EMC,
and BCDMS experiments at CERN [48–55], measure-
ments from SLAC [56–60], HERMES measurements at
HERA [61], as well as JLAB [62] data, and data from the
E665 experiment at the Fermilab [63, 64]. The measure-
ments of the nuclear structure functions in such exper-
iments typically are presented as ratios of two different
nuclei, given by
R(x,Q2;A1, A2) =
F2(x,Q
2;A1)
F2(x,Q2;A2)
. (9)
In Tables I and II, the measured nuclear targets used in
our KSASG20 QCD analysis are listed. For each dataset,
we indicate the nuclei A1 and A2 which are used to
construct the above structure function ratios. In addi-
tion, the experiments, the corresponding number of data
points after cut, and the published references are shown
as well. In order to judge the quality of the fits, the val-
ues of χ2 extracted from our NLO and NNLO analyses
are also presented. As can be seen from Tables I and II,
the number of available data points varies for different
nuclei. A very large number of data points is available
for the deuteron (Table I) and for heavier nuclei, such as
carbon (Table II). For other nuclei, such as e.g. lithium,
only a few data points are available (Table II).
In order to remain consistent with the CT18 [31] base-
line proton PDF analysis, we consider a kinematical cut
60.001 0.01 0.1 1
x
1
10
100
Q2
 
(G
eV
2 )
NMC
HERMES
JLAB
EMC
E78
E665
E140
E139
Figure 1: The kinematic coverage of the world data for nuclear DIS data used in the present global QCD analysis. The
kinematic cut which we apply in our fit is illustrated by the dashed line in the plot.
Nucleus Experiment Number of data points χ2NLO χ2NNLO Reference
ν Pb CHORUS 532 455.82 510.25 [71]
ν¯ Pb CHORUS 532 565.15 544.95 [71]
ν Fe CDHSW 698 798.76 716.78 [70]
ν¯ Fe CDHSW 696 691.67 679.37 [70]
Total 2458
Table IV: The charged-current (anti)neutrino-nucleus (νA) DIS data used in the KSASG20 analysis. The specific nuclear
target, the experiment, the number of data points, the values of χ2 extracted from our NLO and NNLO fits, and the related
references are listed.
on the momentum transfer Q2:
Q2 ≥ Q2min = 1.69 GeV2 . (10)
Our choice for the cut on Q2 is the same as that of the
EPS09 [15] and EPPS16 [5] nuclear PDF analyses, where
they setQ > mc = 1.3 GeV. We do not impose any cut on
the invariant square of the final state mass, W 2, again in
agreement with what was done in Refs. [5, 15]. After im-
posing the kinematical cut onQ2 as presented in Eq. (10),
we end up with a total of Ndata = 1178 data points for
the inclusive DIS measurements of neutral-current struc-
ture functions on nuclear targets. As one can see from
Table I, a large amount of these points correspond to the
ratios of heavy nuclei with respect to deuterium.
In this work, we treat the deuteron as a nucleus in
our fitting procedure. Hence, in addition to the nu-
clear DIS data discussed above, our analysis also in-
cludes the deuteron structure function FD2 measurements
from NMC [65], BCDMS [66, 67], HERMES [68], and fi-
nally the data for the deuteron-proton ratio FD2 /F
p
2 from
NMC [69]. The deuteron data help to extract informa-
tion on the flavor asymmetric antiquark distributions,
70.01 0.1 1
x
1
10
100
Q2
 
(G
eV
2 )
CHORUS
CDHSW
Figure 2: The kinematic coverage of the neutrino DIS data used in the present global QCD analysis. Data points lying
below the dashed line in the plot are excluded from our fit.
d¯ 6= u¯. Therefore, these data are essential for a suc-
cessful QCD fit and for extracting information on the
modification factors for the deuteron. For these specific
datasets, a Q2 ≥ 2 GeV2 cut on the momentum transfer
is considered. In Table III, we list the measured deuteron
structure function FD2 and deuteron-proton ratio FD2 /F
p
2
used in the KSASG20 QCD analysis. After the cuts are
applied, 529 data points remain, i.e. 373 for FD2 and 156
for FD2 /F
p
2 .
The kinematic coverage of the world data for nuclear
DIS used in the present global QCD analysis is shown
in Fig. 1 for some selected experiments. The applied
kinematic cut on nuclear DIS data is illustrated by the
dashed line in the plot. The data points lying below the
line are excluded in the present QCD analysis.
B. Charged-current (anti)neutrino-nucleus (νA)
DIS data
In addition to neutral-current DIS of charged leptons,
we also include the data from neutrino-nucleus charged-
current DIS experiments. Including the neutrino-nucleus
DIS data in the analysis improves the nuclear PDF de-
termination because it has additional sensitivity to the
flavor decomposition of the PDFs due to the different cou-
plings to down- and up-type quarks [4]. Hence, the nu-
clear DIS data analyzed in this study are complemented
by the available neutrino DIS experimental data in order
to achieve well-determined sea-quark densities.
In the KSASG20 nuclear PDF analysis, the cross sec-
tion measurements from the CDHSW ν and ν¯ Fe experi-
ment [70], and the CHORUS ν and ν¯ Pb experiment [71]
have been included. These datasets were included in the
analysis by using the measured cross sections for neu-
trino and antineutrino on iron and lead targets. In the
single-W exchange approximation, the cross section for
neutrino collisions with nuclear targets can be given by
d2σ
dxdy
=N
[
y2
2
2xFm1 +
(
1− y − MNxy
2Eν
)
Fm2
±y
(
1− 1
y
)
xFm3
]
, (11)
where x and y are the standard kinematical variables for
a DIS process, and m = ν and ν¯. The coupling factor N
8for the (anti)neutrinos-nucleus collision can be written as
N = G
2
FMNEν
pi
(
1 + Q
2
M2W
)2 . (12)
The cross section in Eq. (11) is described in terms of
three structure functions, namely F1, F2, and xF3.
The structure functions for neutrino scattering in
Eq. (11) are given at leading order (LO) by [4, 12, 47],
F νA2 ' (dA + sA + bA + u¯A + c¯A) ,
F νA3 ' (dA + sA + bA − u¯A − c¯A) , (13)
and for antineutrino scattering by
F ν¯A2 ' (uA + cA + d¯A + s¯A + b¯A) ,
F ν¯A3 ' (uA + cA − d¯A − s¯A − b¯A) . (14)
As can be seen from Eqs. (13) and (14), F2 is propor-
tional to the total singlet combination of quark and anti-
quark densities. Hence, it is sensitive to both valence and
sea quark densities. In addition, F3 provides additional
sensitivity to the flavor decomposition since it depends
on a different linear combination of quark and antiquark
PDFs. By combining the nuclear and neutrino DIS data,
one can arrive at a considerably improved valence and
sea quark separation in the entire region of x where the
data overlap.
In addition to the CDHSW and CHORUS neutrino
DIS data, there are more neutrino scattering datasets
available in the literature, namely the measured cross
sections with an iron target by the NuTeV Collabora-
tion [72], and also the data from the CCFRR Neutrino
Collaboration [73]. For the CCFRR measurements, the
quantities Q2 and x were not publicly available for the
cross sections. In addition, only the averaged structure
functions F2 and xF3 for neutrino and anti-neutrino scat-
tering on iron nuclei are available, which have less sensi-
tivity to the flavor decomposition [4]. Hence, we do not
consider the CCFRR data in our analysis.
Several studies in the literature have found some unre-
solved tension between the NuTeV measurements and the
lepton-nucleus data [74, 75]. A similar tension was also
reported in Refs. [14, 76] when taking into account the
neutrino DIS data from the CHORUS and CCFRR mea-
surements. Detailed studies presented in Refs. [34, 77]
have shown that the tension with other data was specifi-
cally due to the inclusion of data from the NuTeV exper-
iment. Due to this unresolved tension, we have excluded
the NuTeV neutrino DIS data from our QCD analysis.
The charged-current (anti)neutrino-nucleus (νA) DIS
data used in the KSASG20 analysis are presented in Ta-
ble IV. The number of data points, the respective ref-
erence and the specific nuclear target are listed as well.
These datasets are subject to the same standard cut as
presented in Eq. (10). In total, we include 2458 data
points from neutrino-nucleus collisions at CHORUS and
CDHSW. The χ2 values obtained in our NLO and NNLO
fits are shown as well.
Figure 2 shows the kinematic coverage of the data for
neutrino and antineutrino DIS from the CDHSW and
CHORUS experiments used in the present global QCD
analysis. Our kinematic cut applied on neutrino DIS data
is illustrated by the dashed line in the plot. The data
points lying below the line are excluded in the present
QCD analysis.
IV. χ2 MINIMIZATION AND UNCERTAINTY
ESTIMATION
The optimal values for the nuclear PDF parameters
defined in Eq. (8) are extracted from the nuclear and
neutrino DIS data using the global function χ2global({ξi})
given by
χ2global({ξi}) =
mexp∑
m=1
wm χ
2
m({ξi}) , (15)
where m labels the experiment. wm allows us, in prin-
ciple, to include datasets with different weight factors.
However, we always use the default value wm = 1 for
all experimental datasets [78, 79]. Each experiment con-
tributes with χ2m({ξi}) to the global χ2. These terms
depend on the fit parameters ({ξi}), which are identified
with the parameters of the bound proton PDFs at the
initial scale. χ2m({ξi}) is calculated as
χ2m({ξi}) =
(
1−Nm
∆Nm
)2
+
Ndatam∑
j=1
(
(NmOdataj − T theoryj ({ξi})
Nm ∆dataj
)2
. (16)
Here j runs over data points, m indicates a given individ-
ual experimental dataset, and Ndatam corresponds to the
total number of data points in this set. In the above equa-
tion, Odataj is the value of the measured data point for a
given observable, and ∆dataj is the experimental error cal-
culated from the statistical and systematic errors added
in quadrature. The theoretical predictions for each data
point j are represented by T theoryj ({ξi}), which has to
be calculated at the same experimental kinematic point
x and Q2 using the DGLAP-evolved nuclear PDFs with
given parameters ({ξi}). We use the CERN subroutine
MINUIT [80] to determine the independent fit parame-
ters of nuclear PDFs f (A,Z)i (x,Q
2;A,Z) by minimizing
χ2global({ξi}).
In Eq. (16), ∆Nm describes the overall normalization
uncertainty for each charged lepton DIS experiment. We
include the normalization Nm of different experiments as
a free parameter along with other independent fit param-
eters ({ξi}). Their values found in a first global fit are
kept fixed when we determine the uncertainties of the
nuclear PDF parameters.
The quality of the QCD fit can be estimated from the
resulting χ2/Ndata, where Ndata indicates the number of
data points.
9After describing the method to obtain the central
value of the KSASG20 nuclear PDFs by minimizing the
χ2global({ξi}) function, we are in a position to present
our method to estimate the uncertainties of our nuclear
PDFs. There are three established methods, namely
the Hessian method [81, 82], the Monte Carlo (MC)
method [1, 83] and Lagrange multiplier method [79],
which can be used for the error analysis. The analysis of
the uncertainties in KSASG20 is done using the standard
’Hessian’ approach [5, 43, 81, 82], which we will briefly
describe in the following. For the uncertainty estimate,
we follow the notation adopted in Refs. [81, 82] and refer
the reader to these publications for a detailed discussion
of the Hessian formalism.
The KSASG20 nuclear PDF uncertainties are estimated
by using the Hessian matrix
[
δf (A,Z)
]2
= (17)
T 2
∑
m,n
(
∂f (A,Z)(x, {ξ})
∂ξm
)
ξ=ξˆ
H−1mn
(
∂f (A,Z)(x, {ξ})
∂ξn
)
ξ=ξˆ
,
whereHmn corresponds to the components of the Hessian
matrix obtained by the CERN subroutine MINUIT, {ξˆ}
indicates the set of optimum independent fit parameters,
and ξn are the fit parameters of the chosen functional
form at the initial scale. The value of T 2 = ∆χ2global
in Eq. (17) is the tolerance for the required confidence
interval. It is calculated so that the confidence level (CL)
becomes the one-σ error range, i.e. 68% CL, for a given
number of independent fit parameters. In an ideal case,
with the standard ‘parameter-fitting’ criterion, one would
choose the tolerance criterion T 2 = ∆χ2global = 1 for the
68%, i.e. one-sigma CL limit, or T 2 = 2.71 for the 90%
CL limit [43]. In the KSASG20 nuclear PDF analysis, the
tolerance for χ2global is based on the method presented in
Refs. [5, 17, 43]. In our study with 9 free fit parameters
it becomes χ2global = 10 at the 68% CL.
V. RESULTS AND DISCUSSIONS
In the following section we present the main results
and findings of our QCD analysis. We first discuss the
main features of the KSASG20 nuclear PDF parameters.
Then, we assess the stability of our NLO and NNLO re-
sults with respect to the perturbative order. We present
a detailed comparison with the recent NLO and NNLO
nuclear PDF analyses available in the literature. Finally,
the section is concluded with a discussion of the qual-
ity of our fit results by comparing the resulting structure
function ratios with the nuclear DIS experimental data,
and compare our theoretical predictions with the neu-
trino DIS data as well.
Table V: Best fit parameters and their errors obtained in
KSASG20 QCD fits at NLO and NNLO accuracy and at the
initial scale Q20 = 1.69 GeV2. Values marked with (*) are
fixed in our fit since the analyzed nuclear and neutrino DIS
data do not constrain these parameters well enough.
Parameters NLO NNLO
av see Table. VI see Table. VII
bv 0.633± 0.034 0.464± 0.037
cv −2.594± 0.079 −2.163± 0.084
dv 2.210± 0.054 1.956± 0.056
βv 0.81
∗ 0.81∗
aq −0.260± 0.010 −0.228± 0.010
bq 5.018± 0.267 5.022± 0.308
cq −22.545± 1.641 −21.967± 1.963
dq 30.232± 2.669 31.791± 3.498
βq 1.0
∗ 1.0∗
ag see Table. VI see Table. VII
bg 1.790± 0.963 4.950± 0.768
cg 1.879± 1.717 −3.163± 1.104
dg 0.0
∗ 0.0∗
βg 1.0
∗ 1.0∗
αs(M
2
Z) 0.118
∗ 0.118∗
mc 1.30
∗ 1.30∗
mb 4.75
∗ 4.75∗
χ2/d.o.f 5202.53/4156 = 1.25 5090.91/4156 = 1.22
Table VI: Obtained values for the parameters auv , adv , and
ag for several nuclei analyzed in this study at NLO accuracy.
These parameters are obtained using the sum rules for the
nuclear charge Z and the baryon number A, and momentum
conservation. See Sec. IIA for details.
Nucleus auv adv ag
2D −0.0153058 −0.0153058 −0.406803
4He −0.0153058 −0.0153058 −0.406803
7Li −0.0156358 −0.0150073 −0.406809
9Be −0.0155595 −0.0150711 −0.406806
12C −0.0153058 −0.0153058 −0.406803
14N −0.0153058 −0.0153058 −0.406803
27Al −0.0153881 −0.0152255 −0.406804
40Ca −0.0153058 −0.0153058 −0.406803
56Fe −0.0154665 −0.0151529 −0.406805
63Cu −0.0154849 −0.0151363 −0.406805
84Kr −0.0156358 −0.0150073 −0.406809
108Ag −0.0156038 −0.0150337 −0.406808
119Sn −0.0156417 −0.0150024 −0.406809
131Xe −0.0157163 −0.0149429 −0.406811
197Au −0.0157726 −0.0148996 −0.406813
208Pb −0.0158072 −0.0148737 −0.406815
A. Best fit parameters
In this work, we analyze nuclear PDFs using the CT18
proton PDF set as a baseline [31]. The nuclear modifica-
tion factors in Eq. (3) are extracted from QCD fits to the
nuclear and neutrino(antineutrino) DIS data. Our best
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Figure 3: The nuclear modification factors defined as ratios of proton PDFs bound in deuterium (D), Beryllium (Be), iron
(Fe) and gold (Au) to the corresponding free-proton PDFs of CT18 [31] at NLO (top row) and NNLO (bottom row) accuracy
in pQCD and at the initial scale Q0 = 1.30 GeV.
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Figure 4: The nuclear modification factors defined as ratios of proton PDFs bound in lead to the corresponding free-proton
PDFs of CT18 at NLO and NNLO accuracy and at Q0 = 1.3 GeV. The bands show the 68% uncertainty estimation with
∆χ2 = 10 obtained using the Hessian method.
fit parameters obtained in the KSASG20 NLO and NNLO
fits at the initial scale Q20 = 1.69 GeV2 are presented in
Table V along with their errors. Values marked with an
asterisk (*) in this table are fixed at the given partic-
ular value since the analyzed nuclear and neutrino DIS
data could not constrain these parameters well enough.
The fixed values of βg = 1 and βq = 1 for gluon and
sea quarks, as well as the value βv = 0.81 for valence
quark densities are motivated by the HKN07 analysis [17].
Freeing these parameters can easily lead to unphysical fit
results, and hence, we have decided to keep them fixed
at this stage. As we mentioned before, the heavy-quark
masses are fixed at mc = 1.30 GeV and mb = 4.75 GeV
to be consistent with the CT18 proton PDFs. The strong
coupling constant is taken as αs(MZ) = 0.118 [47].
As discussed in Sec. II A, the nuclear dependent pa-
rameters ai(A,Z) for the sea quark densities need to be
determined from the fit to data. The parameters ai(A,Z)
for the valence quark and gluon densities depend on the
mass number A and atomic number Z in general and
are extracted from the three constraints mentioned in
Eqs. (4), (5) and (6). The numerical values for these pa-
rameters are presented in Tables VI and VII at NLO and
NNLO accuracy, respectively.
Regarding the best fit parameters and their errors
listed in Table V, some comments are in order. The ob-
tained parameters for the nuclear valence-quark distribu-
tions reflect the fact that the nuclear DIS data analyzed
in this study constrain these distributions well enough.
In addition, neutrino DIS also plays an important role
in obtaining a consistent behavior for the up and down
valence quarks. As can be seen from Table V, some fit
parameters of our sea-quark and gluon densities come
with larger errors, especially cg. In addition, we fixed dg
to zero. The nuclear and neutrino DIS data only loosely
constrain the gluon nuclear modifications because they
cover a too limited range in Q2.
To further constrain the nuclear sea-quark and gluon
12
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Figure 5: KSASG20 nuclear PDFs and their uncertainties at Q2 = 10 GeV2 for iron (left) and lead (right). The error bands
correspond to the uncertainty estimates at 68% CL with ∆χ2 = 10 obtained using the Hessian method.
Table VII: Same as Table. VI, but this time at NNLO
accuracy.
Nucleus auv adv ag
2D −0.00428552 −0.00428552 −0.805784
4He −0.00428552 −0.00428552 −0.805784
7Li −0.00463751 −0.00396711 −0.805789
9Be −0.00455612 −0.00403521 −0.805787
12C −0.00428552 −0.00428552 −0.805784
14N −0.00428552 −0.00428552 −0.805784
27Al −0.00437335 −0.00419995 −0.805784
40Ca −0.00428552 −0.00428552 −0.805784
56Fe −0.00445710 −0.00412243 −0.805785
63Cu −0.00447659 −0.00410479 −0.805786
84Kr −0.00463751 −0.00396711 −0.805789
108Ag −0.00460337 −0.00399531 −0.805788
119Sn −0.00468137 −0.00393163 −0.805791
131Xe −0.00472340 −0.00389841 −0.805792
197Au −0.00478342 −0.00385224 −0.805794
208Pb −0.00482028 −0.00382459 −0.805796
densities and reduce their uncertainties, other observ-
ables will have to be taken into account. These should
include the Drell-Yan data from the Fermilab E772 and
E866/NuSea Collaborations [84, 85], from PHENIX and
STAR for inclusive pion production in deuteron-gold (d-
Au) collisions [86, 87], neutral pion production data from
PHENIX [86], and the charged and neutral pion data
from the STAR experiment [87, 88]. Also data from
proton-lead (p-Pb) collisions from the ATLAS and CMS
Collaborations at the LHC, which have been included in
the analyses of nuclear PDFs performed in Refs. [2, 5],
are expected to constrain the nuclear gluon density at
large momentum fraction. Once more data are included,
for example the data from the LHC and a future eA col-
lider such as LHeC or FCC-he, it should be possible to
relax some of the assumptions mentioned above.
B. KSASG20 nuclear PDFs and their uncertainties
In the following, we discuss the KSASG20 nuclear PDFs
including the nuclear modification functions and present
a detailed comparison between our NLO and NNLO anal-
yses. We also assess the stability of our NLO and NNLO
results with respect to the perturbative order.
In Fig. 3, we show representations of different types of
nuclear modification functions for some selected nuclei,
deuterium (D), iron (Fe) and gold (Au) at the input scale
Q20 = 1.69 GeV2. The nuclear modification functions are
shown for the valence-quark Wuv and Wdv , sea-quark
Wq¯ and gluon Wg at NLO (top row) and NNLO (bot-
tom row). We repeat here that, in this work, we have
treated the deuterium as a nucleus in the fitting proce-
dure. Hence, as one can see from Fig. 3, small deviations
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Figure 6: Our bound proton PDFs at Q2 = 10 GeV2 for lead at NLO and NNLO accuracy. The uncertainty bands for the
nuclear PDFs have been calculated with ∆χ2 = 10 as described in the text.
from the baseline CT18 proton PDFs are found for the
deuterium. The deviations from the CT18 PDFs become
larger with increasing atomic mass (A), and significant
effects are found for the heavier nuclei, such as gold. We
should notice here that our results in the small-x region,
i.e. x < 10−2, are not directly constrained by the nuclear
and neutrino DIS data, but determined by extrapolation
based on our parametrization.
We start our discussion with the nuclear modifications
for valence quark densities. As can be seen from Fig. 3,
the typical nuclear modification effects, such as anti-
shadowing, shadowing and EMC suppression, are visible
already at the input scale for the up and down valence
quark modifications, Wuv and Wdv . For the NLO analy-
sis, the nuclear modification for gluon shows a rapid rise
with increasing x, x > 0.1. This trend repeats itself for
the NNLO analysis, a behavior which is similar to what
one can observe in the analyses by HKM01 [16], HKN07 [17]
and KA15 [3]. This behavior may be an artifact due to
the used parametrization in these analyses. Fig. 3 also
shows that for the case of sea-quarks one can observe
the typical nuclear modifications. However, the magni-
tude of these effects slightly differs at different pertur-
bative orders. Our nuclear modifications for quark and
gluon densities are flat in the small-x region. This be-
havior is similar to the analysis of HKN07 [17] who used
the same QCD framework, same assumptions and input
parametrization.
We continue with the discussion of the nuclear modifi-
cation factors and their uncertainties for the case of lead
as an example of a large nucleus. Lead is particularly rel-
evant for the present and future heavy-ion program at the
LHC for p-Pb and Pb-Pb collisions. The nuclear modifi-
cation for lead defined as ratios of proton PDFs bound in
lead to the corresponding free-proton PDFs (CT18) along
with their uncertainties at 68% CL with ∆χ2 = 10 are
shown in Fig. 4. The results are shown at the scale Q0 =
1.3 GeV at NLO and NNLO accuracy. As can be seen,
the nuclear modifications for quark and gluon come with
relatively large error bands. We should stress here that
the uncertainty bands at very small and large x are not
directly constrained by data. Hence, the widening of the
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Figure 7: Same as Fig. 6, but for gold.
uncertainty bands results from extrapolating our param-
eterization into unconstrained kinematic regions.
The resulting nuclear PDFs are presented in Fig. 5 for
iron (left) and lead (right), now at Q2 = 10 GeV2 to
show the evolution effects when the PDFs are probed at
a typical scale, Q2 > Q20. As we mentioned in Sec. II A,
the up and down nuclear PDFs have been assumed to
be flavor dependent, i.e., xd¯ 6= xu¯. For the strange
quark distributions in the nuclei, we assume as usual
xs = xs¯. The perturbatively generated heavy quark den-
sities, xc¯ and xb¯, are obtained through DGLAP evolution
in the FONLL GM-VFNS as implemented in the open-
source APFEL package [30]. The uncertainty bands for
the nuclear PDFs provided in this study have been calcu-
lated using the standard Hessian method with ∆χ2 = 10
as described in Sec. IV. Regarding the KSASG20 nuclear
PDFs presented in Fig. 5, several comments are in order.
As can be seen, all the gluon and sea-quark densities
come with relatively large error bands at small x, reflect-
ing the fact that there are not enough data constraints
below x ∼ 0.01. In our analysis, as can be seen from
Eq. (8), we consider flavor asymmetric parametrizations
and allow xu¯ and xd¯ to be different. However, we find
only very small differences for the fitted u¯ and d¯ nuclear
PDFs; the corresponding error bands shown in Fig. 5 are
difficult to distinguish. In our analysis, we fit the strange
quark density and consider xs = xs¯, see Eq. (8), which
is consistent with the CT18 free-proton baseline.
In the following, in order to study the perturbative con-
vergence of the nuclear PDFs upon inclusion of higher-
order QCD corrections, we compare our NLO and NNLO
determinations among each other in terms of shape and
uncertainty bands. In Figs. 6 and 7, the NLO and
NNLO nuclear PDFs are compared at Q2 = 10 GeV2 for
the valence quark xqv, gluon xg, strange quark xs¯, sea
quarks xu¯ and xd¯, and finally the perturbatively gener-
ated charm quark xc¯ density. It is worth noticing here
that the magnitude and the shape of the nuclear PDFs
for a given flavor at some arbitrary scale Q2 depends on
the chosen set of reference PDFs for free protons. Due to
the limited sensitivity of the analyzed nuclear and neu-
trino(antineutrino) DIS data to the gluon and sea-quark
nuclear PDFs, the provided uncertainty bands are rather
large, especially for small values of x.
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Figure 8: Comparison between the NLO and NNLO nuclear PDFs together with their one-σ uncertainties. The results are
shown as ratios NNLO/NLO at the scale Q2 = 10 GeV2 for lead.
A few remarks concerning the comparison between our
NLO and NNLO analyses are in order. For both lead and
iron nuclei, the valence quark, xuv and xdv, and strange
quark xs¯ PDF densities at NLO and NNLO accuracy are
very similar in size. The sea quark densities, xu¯ and
xd¯, are slightly different at NLO and NNLO accuracy in
the region of small x, x < 0.01. A significant difference
can be found for the gluon xg and the perturbatively
generated charm quark xc¯ density at NLO and NNLO
accuracy. As can be seen from Figs. 6 and 7, the NNLO
gluon and charm quark PDFs are smaller than at NLO
at small values of x.
In order to give further weight to the results discussed
above, we also present ratios of nuclear PDFs obtained in
the NNLO fit over those of the NLO fit. This comparison
is shown in Fig. 8 for lead and in Fig. 9 for gold. The
results are displayed at the scale Q2 = 10 GeV2 and we
include the one-σ uncertainty bands for ∆χ2 = 10. As
can be seen, the uncertainty for the nuclear gluon den-
sity slightly decreases when going from NLO to NNLO
accuracy, perhaps due to the improved overall fit quality
when higher-order QCD calculations are taken into ac-
count. However, the differences between NLO and NNLO
nuclear PDFs are rather small for all other parton species.
These findings are consistent with the perturbative con-
vergence of the global χ2 discussed in Sec. IV and listed
in Tables I, II, III and IV. Concerning the fit quality of
the total nuclear and neutrino datasets, the most notice-
able feature is a small improvement upon inclusion of
higher-order QCD corrections. The inclusion of NNLO
QCD corrections affects the nuclear PDFs uncertainty
and improves the description of the data as well.
C. Comparison with other nuclear PDF sets
Before moving forward, it should be useful to illustrate
qualitatively our extracted nuclear PDFs in comparison
with other nuclear PDF sets. We present the comparison
with the most recent nuclear PDF determinations avail-
able in the literature, namely nCTEQ15 [18], EPPS16 [5]
and TUJU19 [4]. Since the nCTEQ15 and EPPS16 analyses
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Figure 9: Same as Fig. 8, but for gold.
were performed only at NLO accuracy, we limit the com-
parison to this perturbative order. All the comparisons
presented in this section have been generated by using the
standard LHAPDF6 library [89] and the published grids.
Each of these nuclear PDF analyses is based on a set of
assumptions, for example, the form of the input param-
eterization at the initial scale, the choice of the proton
baseline PDFs, the included datasets and the kinematical
cuts applied to the data, the perturbative order, and the
scheme for the heavy quark contributions.
We begin with a detailed comparison with the most
recent nuclear PDF determination by TUJU19. Regard-
ing the experimental DIS data to determine the nuclear
PDFs, both KSASG20 and TUJU19 are based on the same
datasets with different kinematical cuts. However, in
addition to the deuteron structure function FD2 from
NMC [65], we also enrich our analysis with the FD2 data
from BCDMS [66, 67] and HERMES [68], and data for
the ratio FD2 /F
p
2 from NMC [69]. The TUJU19 nuclear
PDF sets are based on a CTEQ proton baseline fitted
within the same framework. TUJU19 also assumed fla-
vor symmetric sea quark densities, i.e. u¯ = d¯ = s = s¯.
The uncertainties for both analyses are obtained using
the Hessian method, and TUJU19 calculated the uncer-
tainty for ∆χ2 = 50.
The comparison with TUJU19 is presented in Fig. 10 at
Q2 = 100 GeV2 for lead at NNLO accuracy. Concerning
the shapes of these PDFs, a number of interesting differ-
ences between the two sets can be seen from the com-
parison presented in this figure. Small disagreements are
found for the valence and sea-quark densities, however,
the two sets still agree at the one-σ level. A moderate
difference is observed for the strange quark density be-
low x < 0.1. A more pronounced difference in shape is
observed for the gluon, charm and bottom quark PDFs,
for which the KSASG20 distributions are more suppressed
at medium to small values of x. The differences in shape
among these three densities are more marked in the case
of the gluon density. One should remember that neither
of these analyses includes data which are directly sensi-
tive to the gluon distribution. The origin of the differ-
ences between KSASG20 and TUJU19, at medium to low x
for the gluon and sea-quark densities, and for medium x
in the case of valence quark PDFs, is likely to be mostly
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Figure 10: Our bound proton PDFs at the scale Q2 = 100 GeV2 for lead at NNLO accuracy. The most recent results from
TUJU19 [4] are also shown for comparison.
due to the input parameterization and statistically more
deuteron data points included in the KSASG20 analysis.
In Figs. 11 and 12, our bound proton PDFs at the scale
Q2 = 100 GeV2 are presented for lead at NLO accu-
racy. The most recent NLO nuclear PDF determinations
available in the literature, namely from nCTEQ15 [18],
EPPS16 [5] and TUJU19 [4] are also shown for compari-
son. We should mention here that the nCTEQ15 analy-
sis is based on the tolerance criterion ∆χ2 = 35, while
EPPS16 presented their results for ∆χ2 = 52.
In the EPPS16 analysis, the bound nucleon PDFs
are defined relative to the free nucleon baseline CT14
PDFs [90], as for the case of our previous study KA15 [3]
which we considered the same framework and used JR
PDFs [91]. The nuclear modification functions are pa-
rameterized at the input scale. The EPPS16 analysis
was the first study which used data from the LHC for
Z and W± boson productions [26–28] and dijet produc-
tion [25] in proton-lead collisions. These collider data
provide further constraints for the gluon nuclear modi-
fications and for the flavor separation. In the nCTEQ15
analysis, the nuclear PDFs are parameterized by a poly-
nomial functional form, in which all the A dependence
is encoded in the coefficients of the parameterization.
nCTEQ15 assumed s = s¯ and the strange quark densi-
tiy is related to u¯ + d¯ by an additional A-dependent
factor, s = s¯ = (κ(A)/2)(u¯ + d¯). The TUJU19 analysis
considered flavor symmetry for the sea quark densities,
u¯ = d¯ = s = s¯, while in EPPS16 and KSASG20 only s = s¯
was used as a constraint.
After presenting the main properties of these recent
nuclear PDFs, we compare their results at NLO accu-
racy. As can be seen from Fig. 11, for the xuv and
xdv densities, the KSASG20 results are in agreement in
size with TUJU19, nCTEQ15 and EPPS16, and well within
their uncertainties, despite differences in the dataset and
parametrization, etc. For the valence quark densities we
find that both KSASG20 xuv and xdv slightly tend to stay
below all other results at medium values of x; x ∼ 0.1.
Moderate differences for the gluon density and significant
differences for the sea-quark densities are observed. For
both cases, EPPS16 exhibits relatively wider error bands
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Figure 11: Our bound proton PDFs at the scale Q2 = 100 GeV2 for lead at NLO accuracy. The most recent results from
nCTEQ15 [18], EPPS16 [5] and TUJU19 [4] are shown for comparison. The comparison is presented for the distribution functions
xfi(x,Q
2 = 100 GeV2) per parton flavor uv, dv, g and s¯.
compared with other analyses. The gluon distributions
from nCTEQ15 and EPPS16 fall below the one of KSASG20.
In Fig. 12 we show a comparison for the sea-quark dis-
tributions (upper row) and the charm and the bottom
distributions (lower row). The latter two are perturba-
tively generated. We find agreement between the results
of KSASG20 and TUJU19 both for the central values and
for the uncertainties in the whole range of x. Moderate
differences between KSASG20, nCTEQ15 and EPPS16 can
be seen for all densities displayed in Fig. 12. The re-
sulting uncertainties for KSASG20 are somewhat smaller
than the other two. We should stress again that all re-
sults presented here are based on the choice ∆χ2 = 10
for the tolerance. Choosing the larger tolerance value
∆χ2 = 50, as preferred by other groups, the error bands
of our nuclear PDFs would increase by a factor of ∼ 2.
D. Fit quality and comparison of data and theory
In Tables I, II, III, IV and V presented above in sec-
tion III we have shown the values of χ2 per data point
for each individual dataset, both for the NLO and the
NNLO fits. In total, we find for the KSASG20 fit at NLO,
χ2 = 5202.53 with 4525 data points. With 9 free param-
eters this leads to a χ2/d.o.f = 1.25 which indicates a
relatively good fit. At NNLO, the KSASG20 fit leads to
χ2/d.o.f = 1.22. This is only a moderate improvement
upon inclusion of the higher-order QCD corrections.
While most datasets for nuclear and neutrino DIS ex-
periments satisfy the goodness of fit criterion, there are
some experiments which stand out as having a poor fit.
We also notice that for some datasets, χ2 is poor even
at NNLO accuracy. In addition, for some individual
datasets χ2 increases as higher-order QCD corrections
are included. These results were already observed in pre-
vious analyses by TUJU19 [4] and nNNPDF1.0 [1].
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Figure 12: Same as Fig. 11, but for the distribution functions xfi(x,Q2 = 100 GeV2) per parton flavor u¯, d¯, c¯, and b¯.
As one can see from Table IV, with the exception of
νPb data from CHORUS, for all other (anti)neutrino-
nucleus DIS data the inclusion of higher-order QCD cor-
rections leads to a better fit quality.
In order to give further weight to our discussion on
the fit quality and obtained χ2, in the following we
present several comparisons of the datasets used in this
study to the corresponding NNLO theoretical predic-
tions obtained using the KSASG20 NNLO nuclear PDFs.
In Fig. 13 such a comparison is displayed for the nu-
clear DIS data for the ratio FA2 (x,Q2)/FC2 (x,Q2) as a
function of x at Q2= 5 GeV2. Our NNLO theory pre-
dictions have been calculated at the Q2 values of the
corresponding data point. In Fig. 14 we also compare
our NNLO theory predictions for FA2 (x,Q2)/FD2 (x,Q2)
and FA2 (x,Q2)/FLi2 (x,Q2) as a function of x with some
selected nuclear DIS data at Q2= 5 GeV2. The data
shown in these plots are measured by the NMC and
E139 Collaborations. The bands show the 68% uncer-
tainty estimates with ∆χ2 = 10 obtained using the Hes-
sian method. The comparisons presented in these plots
demonstrate that the agreement between our NNLO the-
oretical predictions and the nuclear DIS experimental
measurements varies between different data for different
nuclei. Apart from a few data points in the small-x re-
gion, the agreement with most of the data published by
the NMC and E139 Collaborations is excellent.
A promising avenue for significant improvements in
the determination of nuclear PDFs is to include data
for neutrino(antineutrino) induced DIS off iron and lead
targets available from neutrino experiments. The neu-
trino(antineutrino) data receive their importance in dis-
criminating power between the nuclear modifications for
the quark and antiquark densities. A detailed compari-
son with the CHORUS data on neutrino(antineutrino)
lead collisions [71] and the CDHSW data on neu-
trino(antineutrino) iron collisions [70] are shown in
Figs. 15 and 16, respectively. The results are shown
as a function of Q2 for some selected bins of x and y.
The incident beam of neutrino(antineutrino) energies are
not high enough to reach small values of x, and here
we consider the x = 0.125 to x = 0.65. The selected
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Figure 13: Comparison of our NNLO theory predictions for the ratio FA2 (x,Q2)/FC2 (x,Q2) as a function of x with some
selected nuclear DIS data. Our NNLO theory predictions have been calculated at the Q2 values of the corresponding data
point. The bands show the 68% uncertainty estimate with ∆χ2 = 10 obtained using the Hessian method.
data correspond to the bins of y = 0.3 and y = 0.5.
Interestingly, very good agreement is achieved for the
neutrino(antineutrino)-nucleus data presented in these
plots for the whole region of x and Q2.
VI. SUMMARY AND CONCLUSIONS
In summary, in this work, we have introduced a new
set of nuclear PDFs at NLO and NNLO accuracy in
pQCD. Flavor dependent nuclear PDFs are obtained
from the most up-to-date neutral-current nuclear DIS
and charged-current neutrino DIS datasets with several
nuclear targets, which are sensitive to the valence quark
density and allow a separation of up- and down-type
quarks. Heavy quark mass effects are included in the
FONLL general-mass variable-flavor-number scheme (GM-
VFNS) for charm and bottom quarks. The determina-
tion of nuclear PDFs includes error estimates obtained
within the Hessian method with the tolerance criterion
of ∆χ2 = 10. The effects arising from the inclusion of
higher-order QCD corrections are investigated. We found
a small difference between the NLO and NNLO QCD fits,
both for the shape and size of the uncertainty bands. We
find that for the gluon nuclear PDF, our NNLO fit leads
to a slight decrease in the uncertainties.
In contrast to the other recent analyses, such as
nNNPDF2.0 [1] and nNNPDF2.1 [2] which use Monte
Carlo techniques based on the NNPDF framework, and
TUJU19 [4] which is based on the CTEQ framework,
we parameterize the nuclear PDFs considering well-
established nuclear correction factors. To this end, a
modern set of parton distribution functions for free pro-
tons, namely CT18, are considered as reference. Our re-
sults are consistent, within uncertainties, with the pre-
vious determinations of nuclear PDFs available in the
literature, in particular for nCTEQ15 [18], EPPS16 [5] and
TUJU19, which are based on different datasets and as-
sumptions. However, we found a number of differences
which only occur in regions without any constraints from
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Figure 14: Comparison of our NNLO theory predictions for the ratios FA2 (x,Q2)/FD2 (x,Q2) and FA2 (x,Q2)/FLi2 (x,Q2) as a
function of x with some selected nuclear DIS data.
data. These differences can be attributed to different as-
sumptions such as input parametrization of the nuclear
effects.
While the input nuclear and neutrino DIS datasets
used in this study allowed us to determine the nu-
clear quark and anti-quark densities, the nuclear gluon
PDF is only loosely constrained by these data. To
resolve this limitation, we plan to include additional
datasets, especially from present and future measure-
ments of proton-lead and lead-lead collisions at the
CERN-LHC, which are expected to provide direct in-
formation on the nuclear gluon modifications and more
stringent flavor-dependence constraints. Further in the
future, the electron-ion collider (EIC) [92], the Large
Hadron-Electron Collider (LHeC) [93] or Future Circu-
lar Collider (FCC) [94, 95] could provide precise data for
nuclear PDF analyses. In terms of future work, it would
be very interesting to repeat the analysis described here
using additional observables from hadron colliders such
as the LHC.
The NLO and NNLO nuclear PDF sets presented in
this work are available in the LHAPDF format [89] for all
relevant nuclei from A = 1 to A = 208 and can be ob-
tained from the authors upon request.
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