From (27) and (45) we get 
The proof of Theorem 2 is completed.
VI. CONCLUSION
This note corrects the numerical result in [4, Sec. IV, Fig. 3 ] which claimed a lack of stabilizability of sharp shock profiles using radiation boundary feedback. We show analytically that any shock profile is stabilizable by radiation feedback with sufficiently high gain, however, the stability margin (the distance of the eigenvalues from the imaginary axis) decays to zero as the shock coefficient grows, irrespective of the gain value.
The vanishing stability margin under radiation feedback amplifies the importance of the backstepping designs in [4] , [5] . The backstepping designs achieve arbitrarily fast decay rates, which is established using Lyapunov estimates in [4] , [5] . 
where p(x) is an arbitrary smooth function, the following holds for all n 2 :
(1) n(k) is continuously differentiable for all k and dn dk 
where n is the corresponding normalized eigenfunction. 
I. INTRODUCTION
Since Markov jump systems were firstly introduced in early 1960s (see, e.g., [16] and [23] ), hybrid systems driven by continuous-time Markov chains have been widely employed to model many real-life systems where they may experience abrupt changes in system structure and parameters such as BM=C 3 systems, failure prone manufacturing, electric power systems, population dynamics, solar-powered systems, and macroeconomic models of national economy (see [1] , [4] , [7] , [9] , [16] , [19] , [21] and the references therein). Recently, hybrid stochastic delay systems (HSDSs) have received considerable attention (see, e.g., [14] , [17] and [21] ) since time delays and stochastic perturbation are often encountered in various practical models in many branches of science and engineering. An area of particular interest has been the stability analysis of this class of hybrid systems and its application to automatic control (see [6] , [13] , [14] , [22] , [23] and the references therein). The presence of the Markovian switching is quite involved in stability analysis of the hybrid systems (see, e.g., [2] , [4] , [7] , [16] ). Even if all the subsystems are stable, the hybrid system may not be stable; on the other hand, the hybrid system may be stable even if all the subsystems are unstable (see, e.g., [2] - [4] and [16] ). The classical stochastic analysis theory studies stability not only in moment sense but also in almost sure sense (see, e.g., [5] , [11] and [22] ). Among the existing results, [22] studied almost sure stability of HSDSs with the techniques proposed in [11] while most of the others dealt with moment stability. However, the results in [22] require the time delays of all subsystems to be equal to a constant. This may be too restrictive to apply to hybrid systems in many practical situations (see, e.g., Example 4.1). This note extends the results in [22] Let us consider an n-dimensional HSS with mode-dependent interval time delays dx(t) = f (x(t); x (t 0 (t; r(t))) ; t; r(t)) dt +g (x(t); x (t 0 (t; r(t))) ; t; r(t)) dB(t) (1) 
for all jxj _ jyj _ j xj _ j yj K , t 0 and i 2 S , and moreover, sup t0;i2S fjf(0; 0; t; i)j _ jg(0; 0; t; i)j : t 0; i 2 Sg K 0 with some nonnegative number K0 (see [22] The purpose of this note is to propose a criterion for almost sure stability of HSDS (1). 
III. ALMOST SURE STABILITY OF HSSS WITH MODE-DEPENDENT INTERVAL DELAYS
As the main result of this note, we present a criterion for almost sure stability of HSDSs (1) V (x; t; i) = 1
where k1 and k2 are positive numbers such that k1 k2 = (1 0 ). Then HSDS (1) is almost surely stable.
In order to prove this theorem, let us present the following useful lemmas 
Substitution of (9) into (8) We can now begin to prove Theorem 3.1.
Proof: Let (x) = w 1 (x) 0w 2 (x) for all x 2 R n . Inequality (6) implies (x) > 0 whenever x 6 = 0. We decompose the sample space into three mutually exclusive events as follows: V (x(t);t;r(t)) < 1 (12) hold almost surely. It immediately follows that (E1) = 0 and sup 0ht<1 V (x(t);t; r(t)) < 1 a:s::
Define : R + ! R + as (r) = inf jxjr;0t<1;i2S V (x; t; i). Then inequality sup 0t<1 (jx(t)j) sup 0t<1 V (x(t);t; r(t)) < 1 a:s:
and condition (7) imply that sup 0t<1 jx(t)j < 1 a:s::
, we can find an integer k0 such that kk < k0 a:s:. For any integer k > k0, define the stopping time k = inf ft 0 : jx(t)j kg (13) where we set inf ; = 1 as usual. Clearly, k ! 1 almost surely as k ! 1. Moreover, for any given " > 0, there is k" k0 such that f k < 1g " for any k k " . Now we proceed to prove (E 2 ) = 0by contradiction. Suppose that (E2) > 0. There exist "0 > 0 and "1 > 0 such that f! : there are innitely many j such that j < 1g = ( j < 1 : j 2 Z) " 0 (14) where fjg j1 are a sequence of stopping times defined by 1 = inf ft 0 : (x(t)) 2" 1 g; 2j = inf ft 2j01 : (x(t)) " 1 g ; 2j+1 = inf ft 2j : (x(t)) 2" 1 g; j = 1; 2; 3; 111 and Z is a set of natural numbers that includes infinitely many elements.
Since x(t) and hence (x(t)) are continuous on t 0, we see that j ! 1 a.s. as j ! 1. By local Lipschitz condition (2), for any given k > 0, there exists K k > 0 such that jf(x; y; t; i)j _ jg(x; y; t; i)j K k (15) for all jxj _ jyj k, t 0 and i 2 S. Let j k (t) = ( j + t) k for t 0 and A be the indicator of set A. For any j 2 Z, by Hölder's inequality and Doob's martingale inequality (see, e.g., p5 and p14, [10] ), we compute f < g sup 
We furthermore choose T = T ("; " 1 ; k) > 0 sufficiently small for 
Inequalities (17) and (18) j (x( j + t)) 0 (x( j ))j < " 1 ": (19) According to (14) , j 0 1 2 Z whenever j 2 Z and j 2, which implies there are infinitely many even numbers in Z. By inequalities (11), (12) and (19), we have T " 0 " 1 = 1 (20) which is a contradiction. So we must have (E 2 ) = 0 and hence (E3 ) = 1. This implies there is an 0 2 with (0) = 1 such that lim t!1 (x(t; !))=0 and sup 0t<1 jx(t; !)j<1; 8 ! 2 0 :
Fix any ! 2 0 . Then fx(t; !)g t0 is bounded in R n . By Bolzano-Weierstrass theorem, there is an increasing sequence ft i g i1 such that fx(t; !)g i1 converges to some y 2 R n with jyj < 1. Since (x) > 0 whenever x 6 = 0, we must have (x) = 0 if and only if x = 0. Then (E 3 ) = 1 implies the solution lim t!1 x(t; ; r 0 ) = 0 a:s::
This completes the proof.
Remark 3.1: Theorem 3.1 is a generalization of Theorem 2.1 in [22] . It is observed that conditions (5)- (7) are the same as those in Corollary 3.1 [11] and Theorem 2.1 [22] . In a very special case when (t; i) = h for all t 0 and i 2 S, it is easy to see that l i = h i = l = h, i = 0, i = 0, = 0 for all i 2 S, and Theorem 3.1 is exactly Theorem 2.1 in [22] . Remark 3.2: Similarly, Theorem 2.2 in [22] can be generalized to system (1) as a LaSalle-type Theorem (see [11] ) for hybrid stochastic systems with mode-dependent interval delays. which is a modified version of Corollary 3.1 in [11] for stochastic delay systems (1) with N = 1 and N < 1. Remark 3.4: Unlike the existing results that assume i < 1 for all i 2 S (see [12] , [17] , [23] and the references therein), we propose an alternative assumption (4) on the time delays, which reveals an important role the Markovian jumps play in the stability analysis of delay systems. That is, we do not need to require the derivative of time delay 
Remark 3.6:
The techniques in Lemma 3.3 can be adjusted to deal with nonlinear systems with stochastically varying delays of the sawtooth form recently presented in [20] , particularly, those with the same minimum delay and the slope of the sawtooth less than one for all subsystems and hence inequality (9) still satisfied. Obviously, the existing results ( [12] , [17] , [22] , [23] and the references therein) are not applicable to system (1) in [20] even when the slope of the sawtooth is less than one.
IV. EXAMPLES
In this section, two examples are given to verify the effectiveness of the improved result. Example 4.1: As a practical example, let us consider Example 3.2 in [22] . To compare with the result in [22] , we do not change any other condition but assume that time delays of the subsystems (1) = h 1 and (2) = h2 may be two different positive numbers, which is more 
2 [0R (r(t)) x 2 (t) 0 q (r(t)) x 2 (t 0 (r(t))) 0 1 C (r(t)) x 1 (t) + G (t; r(t)) dt 2 (23) for t 0 and i = 1, 2, whereG(t) 0 for t 0 and 1 0G (t)dt < 1. Theorem 2.1 in [22] works in the special case when h 1 = h 2 but fails when h 1 6 = h 2 . However, by Theorem 3.1, it is easy to find that the closed-loop system (21) and (22) is almost surely stable if jh1 0h2j < 5=17, which shows our result is an improvement. Consider a scalar nonlinear stochastic delay system with Markovian switching of the form dx(t) = f (x(t); t; r(t)) dt +g (x (t 0 (t; r(t))) ; t; r(t)) dB(t) ( It is observed that the existing results on stability in moment sense (see [6] , [12] , [13] , [23] and references therein) do not apply to system (24). To examine the stability of system (24), we consider a Lyapunov function candidate V : R 2 S ! R+ as V (x; i) = x 2 for i = 1, 2.
By computation, we have LV (x; y; t; 1) = 0 5x + 4y for all t 0 and i 2 S. In a special case when 1 (t) h 2 for all t 0, by Theorem 2.1 in [22] (see also Remark 3.1), inequality (30) with 0 < < 1 implies that system (24) is almost surely asymptotically stable for any h 2 > 0. But Theorem 2.1 in [22] fails in applying to the case with time-varying delay 1(t). Let us turn to Theorem 3.1 in the above. For any < 1=5, we choose constant such that 0 < < (1 0 5 )=(1 0
) and hence condition (5) is satisfied. For h 2 = 1, various bounds of interval time delay 1(t) for almost sure asymptotic stability are listed in Table I , where it should be pointed out that 1 = 0 refers to the case of constant delay 1 (t) 1 . It is observed that 1 can be equal to or larger than 1, which is required to be less than 1/5 in the case of subsystem (25) without jumps (see Remark 3.3).
V. CONCLUSION
This note extends the results in [22] to hybrid stochastic systems with mode-dependent interval time delays (1) by exploiting the information of the jump delay systems including the generator of the Makovian jumps and the bounds of the mode-dependent time delays. The proposed techniques may not only be applied to generalize the results in [15] to neutral hybrid stochastic systems with mode-dependent interval time delays but also be extended to Lyapunov-Krasovskii functional method, particularly, for delay-range-dependent stability and stabilization of hybrid stochastic delay systems (see, e.g., [17] and [23] ).
