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Som m aire
Dans cette thèse nous allons présenter nos résultats sur les différentes solutions pour le 
gaz d ’électrons dans une bicouche de graphène sous fort champ magnétique en fonction de 
la différence de potentiel entre les deux couches et du facteur de remplissage entier de u =  
—3 à v =  3. Nos résultats seront comparés aux résultats expérimentaux pour expliquer, 
entre autres, l’apparition de sous plateau dans la conductivité pour les états de N  = 0. 
Nos états fondamentaux furent calculés à partir de l’approximation Hartree-Fock pour 
prendre en compte l’interaction coulombienne. Nous avons obtenu différentes solutions 
que l’on peut classifier comme les phases cohérentes : inter-couche simple, inter-couche 
double, inter-spin simple, inter-spin double et orbitale. Le reste des solutions que nous 
avons trouvées sont des phases sans cohérence. Ces phases peuvent être décrites comme 
des ferro-aimants de pseudo-spin de Hall. Pour chacune de ces phases, nous avons calculé 
les modes collectifs et l’absorption électromagnétique à l’aide de la théorie « Generalized 
Random-Phase Approximation » (GRPA) et le gap d ’excitation du système. Nous avons 
porté une attention particulière aux modes collectifs dans la phase orbitale qui montrent 
une instabilité et à montrer que cette instabilité peut être décrite par une interaction de 
type Dzyaloshinskii-Moriya (DM) dans un hamiltonien effectif de spin pour décrire les 
modes collectifs. Nous avons aussi calculé des effets magnéto-électriques en calculant le 
changement de polarisation de spin qui se produit en appliquant un champ électrique 
dans le plan des couches aux facteurs de remplissage v — ± 1 , ± 2 .
Mots clefs : graphène, bicouche, effet Hall quantique, ferro-aimant de Hall, états 
cohérents, effets magnéto-électriques, pseudo-spin, Hartree-Fock
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C hapitre 1 
Introduction
Le graphène a suscité beaucoup d ’intérêt depuis 2004 [1] et cela autant en physique 
fondamentale que pour ses possibles applications technologiques. Son étude est en ce 
moment l’un des domaines les plus actifs en physique de la matière condensée. En 2010, 
le prix Nobel de physique a été décerné aux deux expérimentateurs qui ont isolé le 
graphène par exfoliation et fait les premières mesures de transport : André Geim et 
Konstatin Novoselov.
Le graphène est constitué d ’un couche atomique de graphite. Dans cette couche, les 
atomes de carbone forment un cristal avec une structure en nid d ’abeilles qui peut être 
décrite comme un réseau de Bravais hexagonal avec une base de deux atomes de carbone 
par site cristallin comme le montre la fig. 1.1. Par hybridation sp2, chaque atome de 
carbone forme avec ses trois plus proches voisins des liaisons saturées de type a  qui 
assurent une grande rigidité à la structure cristalline. L’orbitale pz non hybridée contient 
un électron et assure donc, par liaison n, la conductivité électronique. Cette orbitale pz est 
perpendiculaire au graphène. La fig. 1.2 (a) montre la structure de bandes résultant des 
liaisons 7r. Comme chaque orbitale pz est occupée par un seul électron, l’une des bandes 7r 
est complètement occupée en l’absence de dopage du graphène. C’est la bande de valence. 
La deuxième bande, la bande de conduction, est vide d ’électrons. Cette structure de bande 
a été calculée en 1947 par Wallace [2]. L’une de ses particularités les plus intéressantes 
est que la bande de valence et la bande de conduction se touchent en six points de la 
première zone de Brillouin montrée à la fig. 1.2 (b). En l’absence de dopage, le niveau 
de Fermi se trouve exactement en ces points que l’on nomme aussi « vallées ». De ces six 
points, deux seulement, K  et K' correspondent à des points non équivalents de la zone
1
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F ig u re  1.1 -  Simple couche de graphène. Les sommets du réseau représentent les atomes
de carbone. Il y a deux atomes de carbone équivalant qui se trouvent dans la cellule unitée.
Nous nommons ces atomes A et B et nous les différentions par une étoile ou un cercle 
dans la figure. Les lignes bleues représentent les liaisons o.
de Brillouin. Autour de ces points, la relation de dispersion électronique est linéaire
E  = ± v Fp, (1.1)
qui implique une masse effective électronique nulle comme pour une particule relativiste 
sans masse. En effet, une particule relativiste possède une énergie
E 2 = m 2cA +  c2p2, (1.2)
où c est la vitesse de lumière et m  la masse de la particule. L’énergie d ’une particule sans 
masse devient donc E  =  cp. La vitesse vF dans l’éq. (1.1) n ’est toutefois pas celle de la 
lumière, mais la vitesse de Fermi qui est de l’ordre de vF «  106 m /s. Par conséquent, les 
électrons proches des points K  et K '  peuvent être décris par l’équation de Dirac pour les 
particules sans masse, mais avec une vitesse de la lumière effective qui est vF. De plus, la 
dispersion de l’éq. (1 .1 ) est linéaire et isotrope. Ainsi la relation de dispersion autour des 
points K  et K' prend la forme d ’un cône comme indiqué sur la fig. (1.3). Le ±  dans l’éq.
(1 .1 ) reflète le fait qu’il y a deux cône, soit un associé à la bande de valence et l’autre à 
la bande de conduction. Puisque la relation de dispersion possède une forme d ’un cône






F ig u re  1.2 -  Structure de bande de (a) la simple couche de graphène pour une tranche 
à py = 0  et (b) en fonction de px et py.
et que les électrons peuvent être décris par l’équation de Dirac, les points K  et K '  sont 
nommés les cônes de Dirac.
Une autre propriété du graphène est que la densité d ’électrons peut être modifiée 
par effet de champ. Cela se fait en déposant le graphène sur un isolant (typiquement du 
S i02) et en ajoutant une grille métallique au-dessous de la couche d ’oxyde. Un potentiel 
appliqué sur la couche métallique (l’électrode) permet d ’augmenter ou de diminuer la 
densité électronique créant ainsi des électrons ou des trous. Pour une faible densité de 
porteurs (électrons ou trous), la description des propriétés physiques de basse énergie dans 
le graphène se fait en considérant que les électrons sont répartis dans les deux vallées 
/Q =  — (1,0) où £ =  1 pour la vallée K  et £ =  — 1 pour la vallée K'. Ce degré de liberté
de vallée s’ajoute à celui du spin électronique. Puisque les porteurs peuvent se déplacer 
le long de la couche de graphène et que le graphène est un système en deux dimensions, 
alors le graphène peut être considéré comme un gaz électronique bidimensionnel (GE2D).
Puisque le niveau de Fermi touche uniquement les bandes des électrons 7r lorsqu’on 
dope faiblement le graphène en électrons ou en trous, alors l’hamiltonien que nous allons 
utiliser pour décrire le système va uniquement décrire les électrons qui forment les liaisons 
7T. Pour décrire ces électrons, nous utilisons le modèle de liaison forte. Le modèle de 
liaison forte suppose que les électrons sont localisés près de chaque atome de carbone. 
Ceci est une bonne approximation puisque les électrons des liaisons it proviennent des 
orbitales pz des atomes de carbone. Par contre, ceci est une approximation puisque l’on 
sait que les liaisons ir ont tendance à délocaliser les électrons le long de la distance entre
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deux atomes de carbone voisins, c’est-à-dire le long des liens bleus dans la fig. (1.1). Par 
contre, dans le modèle de liaison forte, malgré le fait que les électrons sont localisés sur les 
atomes de carbone, les électrons peuvent sauter d ’un atome à un autre et donc être d ’une 
certaine manière délocalisés. Ce saut entre les atomes provient du recouvrement entre 
les fonctions d ’onde des électrons pz sur chaque atome de carbone. Bien que l’on puisse
inclure des sauts des atomes de plus en plus éloignés, le recouvrement de la fonction
d’onde diminue rapidement de sorte que pour bien décrire le graphène il suffit des plus 
proches voisins. Ceci revient à inclure des sauts vers trois voisins comme le montre la fig.
(1.1). L’hamiltonien décrivant le graphène devient alors
Hintra ~  ^  (^ aiabj<r ’ (1-3)
<i,j>
où 7 0  est le paramètre de saut au plus proche voisin qui provient du recouvrement des 
fonctions d ’onde, a et b représentent les opérateurs de création et d ’annihilation des 
électrons sur les sites A ou B de la fig. (1 .1 ) et < i , j  > représente la somme sur i et j  qui 
sont voisins. Pour regarder le système en fonction de l’impulsion et donc la structure de 
bande, nous faisons une transformé de Fourrier pour obtenir dans la base des opérateurs 
de création ^ a*, ^
/  0  —7 „ A ( p )  \
\  —7oA*(p) o J
où
A ( p )  =  X V pt  (1 .5 )
s
et 6 sont les vecteurs reliant un atome de carbone à ses plus proches voisins. Les relations 
de dispersion
E  =  ± 7 o \ / A ( p )  * A * ( p )  (1 .6 )
illustrées sur la fig. (1.2) sont obtenus en diagonalisant cet hamiltonien. Par contre,
puisque nous nous intéressons seulement aux situations proches des cônes de Dirac, nous 
pouvons faire un développement autour des points K  et K ' de sorte que |p| ft|K±|.
Nous obtenons alors deux hamiltoniens pour décrire les électrons, un par vallée, qui 
s’écrit [3]
7 ' ) '  ' ” >
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F i g u r e  1.3 Relation de dispersion proche des points K  et K' dans la simple couche de 
graphène.
où 6 est l’angle que fait la quantité de mouvement p avec l’axe des x. Dans ce modèle, 
l’effet du réseau de Bravais est entièrement pris en compte par la relation de dispersion 
linéaire. Cela implique que l’électron est décrit par une particule pouvant prendre une 
position quelconque dans le plan du graphène et à laquelle on attribue un nombre quan- 
tique de vallée £ et de spin o =  ±. Les sites cristallins ont effectivement disparus dans 
cette approximation dite du « continuum ».
Comme l’hamiltonien ci-dessus s’écrit dans la base des deux atomes A, B  de chaque 
site de Bravais, ses états propre pour chaque orientation du spin électronique sont des 
spineurs dans cette base ou, plus précisément, des pseudospineurs donnés par
1 /  — e~^l0S- \  1 /  e~^l6Z A
71V eè^  7 ehm ) '
Ces états propres montrent une autre propriété très intéressante du graphène : la chi- 
ralité. En effet, l’éq. (1.8) montre que l’orientation spatiale du pseudospin de site est 
liée à l’orientation spatiale de la quantité de mouvement électronique à travers 9. Cette 
propriété est responsable de plusieurs des propriétés de transport uniques des électrons 
dans le graphène comme l’absence de rétrodiffusion et la quantification inhabituelle de la 
conductance de Hall lorsqu’un champ magnétique est appliqué perpendiculairement au 
plan de la couche de graphène. En résumé, les électrons dans le graphène forment un gaz 
bidimensionnel de fermions chiraux et sans masse (GE2DC) ! Une excellente revue des 
propriétés du graphène est donnée par [3], [4],
Dans cette thèse, nous étudions le comportement électronique en champ magnétique
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F igure  1.4 -  Effet Hall quantique schématisé pour (a) les GE2D ordinaire (non-chiral), 
(b) la simple couche de graphène et (c) la bicouche de graphène. La ligne rouge représente 
oxy et la ligne bleue la conductivité longitudinale. La figure est prise de [5].
soit l’effet Hall quantique dans le graphène. La fig. 1.4 montre le comportement de la 
conductance de Hall dans le graphène et la compare au comportement observé pour 
un gaz d ’électrons « ordinaires » c’est-à-dire formé dans une hétérostructure semicon- 
ductrice. Dans ce dernier cas, la conductance est donnée par crxy = ±nge2/h  avec 
n = 0, ±1, ±2,... si l’on considère des électrons et des trous. La dégénérescence g = 2 
vient du spin (on suppose les plateaux non résolus en spin). Ce comportement vient 
de la quantification de l’énergie cinétique des électrons en niveaux de Landau d’énergie 
En = (n + 1/2) fou* où u* = eB/m*  est la fréquence cyclotron, m* la masse effective 
électronique et n est le niveau de Landau. En effet, la relation de dispersion continue 
des électrons libres se transforme en une série de niveaux d ’énergie discret séparés par 
une énergie u* sous l’application d ’un champ magnétique. Dans le graphène sous champ 
magnétique, l’énergie cinétique est quantifiée différemment soit En — sgn(n) —^  y/\n\ 
où t2 =  fo/eB est la longueur magnétique. Il y a plusieurs différences avec le gaz d ’électron 
ordinaire. Premièrement, la différence d ’énergie entre chaque niveau de Landau n ’est plus 
la même à cause de la dépendance en y/\n\ des niveaux de Landau. Deuxièmement , la 
dépendance en fonction du champ magnétique n ’est plus linéaire, mais en racine carrée. 
Troisièmement, nous parlons de niveaux de Landau n négatif puisque nous utilisons les 
valeurs absolues. C’est en fait une convention que de parler de niveau de Landau négatif. 
Lorsqu’on résout le système en champ magnétique, nous obtenons deux séries de niveaux 
de Landau qui elles sont définies à l’aide d ’un entier positif comme pour les gaz d ’électron 
« ordinaires ». Par contre, ces deux séries de niveaux de Landau possèdent un signe de 
différence et correspondent soit à une série de niveaux de Landau associé à la bande de
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F i g u r e  1.5 -  Bicouche de graphène vue de côté. Les 7  représentent les termes de saut 
dans l’hamiltonien des liaisons fortes.
valence (énergie négative) ou associé à la bande de conduction (énergie positive). Pour 
généraliser la notation, on décrit le système à l’aide de la valeur absolue de n sauf dans 
l’énergie où l’énergie dépend du signe de n. Quatrièmement, il y a un niveau de Landau 
à l’énergie E  = 0 et la quantification est donnée par axy =  ±g  (n  +  1/2) e2/h  où g = 4 
tient compte des degrés de liberté de spin et de vallée. Cette quantification inhabituelle 
des plateaux de Hall est une autre caractéristique du graphène en plus du fait que le 
niveau de Landau E  = 0 est partagé à moitié entre électrons et trous. Ceci se produit 
au niveau n =  0  associé à la bande de valence et celui associé à la bande de conduction 
sont tous les deux à la même énergie, soit E  = 0. Il est intéressant de mentionner que 
l’énergie entre deux niveaux de Landau dans le graphène est de l’ordre de 2800K à B=45 
T ce qui permet d ’observer l’effet Hall quantique à la température de la pièce [6 ] !
Tournons-nous maintenant vers l’objet de notre étude soit la bicouche de graphène. 
Il y a plusieurs façons d ’empiler deux couches de graphène. Nous considérons dans cette 
thèse uniquement l’empilement de type Bernai qui est décrit à la fig. 1.5. Tout comme 
dans la simple couche de graphène, les électrons forment des liaisons o et 7r. De plus, 
comme dans la simple couche de graphène, le niveau de Fermi croise seulement la bande 
des électrons qui forme des liaisons n. Par conséquent, de manière similaire à la simple 
couche de graphène nous allons traiter ces électrons à l’aide d ’un modèle de liaison forte. 
Dans le modèle de liaison forte le plus simple, on ne considère que les sauts entre plus 
proches voisins dans chaque plan avec une énergie 70 =  3.12 eV et les sauts entre deux 
atomes de carbone situés l’un au-dessus de l’autre (formant ainsi un dimère) avec une 
énergie 71 =  0.39 eV. Ce modèle avec deux paramètres de saut est suffisant pour donner
Chapitre 1 : Introduction 8
une idée du comportement de la bicouche de graphène. Par contre, il n ’est pas suffisant 
pour décrire en détail le comportement du système. Pour ces raisons nous allons nous 
limiter à ce modèle simplifié dans ce chapitre, mais incluons d ’autres paramètres de saut 
dans nos résultats de la thèse. Ceci est important puisque ces autres paramètres de saut 
vont changer de manière importante le diagramme de phase que nous obtenons. Cet
Hamiltonien simplifié, dans la base (  4 ,k  blk a 2,k ^2,k j  s’écrit :
/ 0 - 7 o A ( k ) 0 - 7 i  ^
H =
—7 o A * (k ) 0 0 0
0 0 0 - 7 o  A ( k )
\ —7 i 0 - 7 o A * ( k ) 0 )
où A(k) est défini par l’éq. (1.5) et produit une dispersion électronique constituée de 
quatre bandes comme le montre la fig. 1 .6 . Remarquez que la dispersion des deux bandes 
de faible énergie est quadratique aux points de Dirac et non plus linéaire. En conséquence, 
les électrons ont maintenant une masse donnée par
et la relation de dispersion devient
E =
2 m *
Puisque nous nous intéressons qu’aux propriétés de basse énergie E  < 7 1 , on peut sim­
plifier cet hamiltonien en « intégrant » les deux bandes de haute énergie. Cette procédure 
qui sera décrite plus en détail dans le Chapitre 2 et obtenue par McCann [7], produit 
dans chaque vallée un hamiltonien effectif dit modèle à  deux bandes qui s’écrit dans la 
base (  b\ k a* k ) :
En effet, dans cette approximation, les électrons n ’ont de poids que sur les sites  ^ b\ k a\ k 
appelés « sites de basse énergie ». Remarquons que les électrons possèdent encore ici une 
propriété de chiralité puisque l’orientation des vecteurs propres dépend de l’orientation
( 1 . 11)
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Les hamiltoniens de basse énergie pour la simple couche de graphène et la bicouche de 
graphène font partie d’une famille plus large d ’hamiltoniens chiraux
H = pJ 0
e~J*0 0
(1.14)
où J  définit le type de chiralité. Dans la simple couche de graphène J  = 1, alors que dans 
la bicouche J  =  2. Aussi si nous faisons un modèle de faible énergie similaire à ce que nous 
avons fait pour la bicouche, mais pour le graphite en empilement ABC de M  couches, 
alors la chiralité du modèle effectif pour la relation de dispersion de faible énergie sera de 
M. Cette chiralité est associée à la phase de Berry, soit J r ,  que peut acquérir le système. 
La chiralité est l’un des points importants pour lequelle nous étudions la bicouche de 
graphène. Si ce n’était pas de la chiralité et plus particulièrment de son effet sur le niveau 
de Landau N  =  0, la bicouche serait très similaire au double puits quantique qui ont déjà 
été étudié [8 ]. En champ magnétique, la quantification des niveaux de Landau devient
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E n = sgn (N) ^ |jV | (|JV| +  l)ftw* avec N  =  0,1, 2 ,... et est la fréquence cyclotron définie 
à l’aide de la masse effective m* définie dans l’éq. (1.10). Les niveaux de Landau possèdent 
des similitudes à la fois à la simple couche de graphène et au gaz d ’électron ordinaire. 
Nous avons des niveaux de Landau positif et négatif tout comme dans la simple couche de 
graphène qui sont associés respectivement aux bandes de conductions et de valence. La 
dépendance en fonction du champ magnétique est linéaire comme dans le gaz d ’électron 
ordinaire. La dépendance des niveaux de Landau en fonction de N  est différente de celle 
de la simple couche de graphène et du gaz d ’électron ordinaire. De plus, comme pour la 
simple couche de graphène, il y a encore un niveau de Landau à N  = 0 d ’énergie nulle. 
Les états propres de l’hamiltonien de l’éq. (1.14) dans le cas N  ^  0 sont donnés par :
' t l+1 )  , =  4 =  (  a " ï ' N'~' )  , (1.15)
<XNh\N\~i )  v 2  \  h\N\ J
où
otu = —sgn(N). (1-16)
Les niveaux avec N  ■=£■ 0 sont quatre fois dégénérés (2(spin) x 2 (vallées)). Le niveau de 
Landau N  = 0 est très spécial. En effet, on peut trouver deux pseudospineurs de même 
énergie par vallée et par spin. Dans la vallée K, les vecteurs propres sont
(1.17)
h«,x (r)
et dans la vallée K '  les vecteurs propres sont
K x  (r)
(1.18)
où h.n (r) oc rtXy!e2 cpn (r) est la fonction d ’onde d’un niveau de Landau du GE2D ordinaire 
dans la jauge de Landau. Les fonctions <pn (r) avec n = 0 ,1 ,2 ,3 ,... sont les fonctions 
d ’onde de l’oscillateur harmonique à une dimension, X  représente les coordonnées de 
centre de rotation et y est la coordonnée y. Dans tout notre travail, nous utiliserons le 
terme « indice orbital » pour désigner le nombre quantique n = 0 ,1  qui désigne les deux
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« orbitales » dégénérées.
V x  (r)
(1.19)
B “ 1 - * 1 J ( r ) b i - r - ' i .  (120)
Pour mieux comprendre le degré de liberté orbital, nous pouvons voir ce degré orbital 
d ’une autre manière. Nous aurions pu dire que ces états ne correspondent pas au même 
niveau de Landau. Par contre, dans ce cas, ces deux niveaux de Landau seraient à la même 
énergie. Puisque les niveaux de Landau sont des niveaux énergétiques, cela aurait été une 
définition un peu contre-intuitive. C’est pour cela que nous disons qu’ils appartiennent 
au même niveau de Landau N  = 0, mais nous utilisons un indice que l’on nomme orbital 
pour les différencier. Nous appelons cet indice orbital puisque les fonctions d ’onde /ï0,x 
et sont différentes. Il est aussi à noter que ces deux orbitales ont exactement la 
même énergie seulement dans le modèle de base du système, c’est à dire en incluant 
seulement les paramètres de saut 70 et 7 1 . Par contre, si on inclut d ’autres paramètres, 
ces deux orbitales ne possèdent plus la même énergie. Par contre, leurs énergies restent 
très proches comparées aux sauts entre les autres niveaux de Landau. Le degré de liberté 
orbital s’ajoute à ceux de vallées et de spins pour produire une dégénérescence de huit 
pour le niveau TV =  0. (Cette dégénérescence s’ajoute à celle, macroscopique, due au 
nombre quantique X  et qui est de TV]p =  S  f i n i 2 où S  est la surface du GE2D et l 2 — 
h/eB  la longueur magnétique. Cette dégénérescence peut être interprétée comme étant la 
dégénérescence causée par le fait que l’on peut placer le centre de rotation des électrons 
à différents endroits. Si on suppose que le système est infini dans l’espace, alors cette 
dégénérescence est infinie. Par contre, puisque l’on ne peut pas mettre des électrons au 
même endroit, la dégénérescence est finie, soit N ^ /S  = 1 /2 tt£2).
Puisque le nombre quantique X  sert d ’une certaine manière à décrire comment est 
rempli un niveau, il ne nous reste que 3 nombres quantiques pour décrire nos états, soit 
la vallée, l’orbital et le spin ce qui nous permet de représenter nos états à l’aide de kets 
où les indices représentent respectivement ces nombres quantiques dans le même ordre. 
Ainsi l’état dans la vallée K,  dans l’orbitale n =  0 et dans le spin up est décrit par
l » t ) ( 1 .21)
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F ig u re  1.7 -  Mesure de l’effet Hall quantique dans la simple couche de graphène. Dans 
le médaillon, on montre les mesures pour la bicouche de graphène. La figure est prise 
de [9].
Il y a donc huit sous-niveaux dans le niveau de Landau N  =  0. Expérimentalement, 
cela se voit dans un saut de 8 e2/h  de oxy comme le montre le médaillon de la fig. 1.7. Ce 
résultat date de 2005. Une mesure plus récente de oxy dans des échantillons de graphène 
suspendu [10] donc de plus haute mobilité électronique montre l’apparition de plateaux 
de Hall intermédiaires. Cette mesure a été répétée en champ magnétique plus élevé [11] 
et montre une hiérarchie dans l’apparition des plateaux lorsque le champ magnétique 
augmente : oxy =  0, ensuite oxy =  ±2e2/h  puis oxy =  ±1 e2/h, ±3e2fh.  La grandeur des 
gaps en transport, mesuré à l’aide du comportement de Rxx oc e 2kor fait en sorte qu’une 
explication basée uniquement sur des couplages externes (comme Zeeman) est impossible. 
Ces mesures n ’ont mesuré aucune dépendance du gap en fonction du champ magnétique 
dans le parallèle au plan de la bicouche, mais ont observé une dépendance en fonction 
du champ perpendiculaire à la bicouche de graphène. Puisque l’interaction Zeeman se 
couple au champ magnétique total et non pas à la partie perpendiculaire à la bicouche, 
nous pouvons croire que l’interaction Zeeman joue un rôle mineur dans le gap. De plus, 
il est commun dans les 2DEGs d ’avoir une dépendance de l’interaction coulombienne 
en fonction du champ magnétique perpendiculaire à la bicouche. Par exemple, dans le 
cas non-écranté, l’ordre d’énergie coulombienne est de e2/ n i  et par conséquent varie 
en \[B  en fonction du champ magnétique. Ceci n ’est pas surprenant puisque le champ
Chapitre 1 : Introduction 13
magnétique change le rayon de rotation des électrons et la distance entre les électrons. 
De plus, ces gaps sont de l’ordre de l’interaction coulombienne. Ces nouveaux plateaux 
seraient donc plutôt dus à l’interaction de Coulomb (plus précisément au terme d ’échange 
dû à l’antisymétrisation des fonctions d ’onde). Le but de notre travail est entre autres 
d’expliquer l’origine de ces nouveaux plateaux.
Un aspect très intéressant du point de vue technologique pour la bicouche est qu’il est 
possible d ’ouvrir un gap au point de Dirac en appliquant une différence potentielle entre 
les deux couches [12]. Ce gap apparait en éloignant la bande de valance et de conduction. 
Ce qui rend cela particulièrement intéressant, c’est que l’on peut contrôler de manière 
continue le gap en fonction de cette différence de potentiel. Cette différence de potentiel se 
fait par un système de grilles qui permet de contrôler de façon indépendante la densité de 
porteurs dans chaque couche de graphène. Une différence de potentiel (ou biais) permet de 
lever la dégénérescence de vallée dans le niveau de Landau N  =  0. En effet, puisque nous 
avons déjà dit que la vallée et la couche sont équivalentes dans le niveau N  =  0 tel que 
nous l’avons indiqué dans les éq. (1.19) et (1.20), alors il semble naturel qu’une différence 
de potentiel appliquée entre les deux couches brise la dégénérescence entre les vallées. 
De plus, si nous incluons des paramètres de saut autre que 70 et 71 dans notre modèle 
de liaison forte, alors on brise la dégénérescence entre les deux orbitale. Si nous incluons 
l’interaction Zeeman, cela brise la dégénérescence entre les deux spins. En incluant tous 
ces effets, aucun des 8  niveaux d ’énergie associés à N  = 0 ne possède la même énergie. 
Nous montrerons dans la fig. 1.8 les énergies relatives entre ces différents niveaux. Ce 
diagramme sera obtenu au Chapitre 2. Une mesure de la position des plateaux de Hall et 
de l’énergie d ’activation a été faite en fonction du biais et montre une série de transitions 
de phase [13,14] qui peuvent être comparées à nos prédictions.
Notre travail de doctorat a consisté à étudier l’effet de l’interaction de Coulomb sur 
les états du niveau N  — 0 à température nulle. De prendre une température nulle est 
une approximation et reste valide dans la mesure où l’énergie thermique est suffisam­
ment faible par rapport aux autres énergies en jeu. Nous pouvons aussi nous restreindre 
seulement au niveau de Landau N  = 0 puisque l’énergie Coulombienne n ’est pas suffi­
sante pour remplir ces niveaux d ’énergie plus élevés. L’interaction coulombienne est une 
interaction à plusieurs corps et n’est pas soluble de manière exacte. Cette interaction 
est traitée par l’approximation Hartree-Fock qui approxime l’interaction coulombienne 
à l’aide d ’une théorie champ moyen. Hartree-Fock revient à supposer que les électrons 
ne soient pas en interaction entre eux, mais avec la moyenne dans laquelle se trouvent
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FIGURE 1.8 -  Diagramme des sous-niveaux d ’énergie dans le niveau de Landau iV =  0 en 
l’absence d ’interaction entre électrons. Les flèches de mêmes couleurs correspondent à des 
sauts d’énergie de même valeur. Les quantités A2,/3 sont des paramètre qui dépendent 
des paramètres de saut négligés dans ce chapitre et A# est la différence de potentiel entre 
les deux couches.
ces même électrons. Cette approximation simplifie beaucoup les équations à résoudre et 
nous permet même dans certaines situations de résoudre analytiquement le problème.
Les électrons vont remplir différents niveaux et forment différentes phases en fonc­
tion du nombre d ’électrons que possède le système. Par contre, nous n ’allons pas étudier 
le système en fonction de toutes les densités électroniques possibles. Nous allons nous 
restreindre à des cas bien particuliers, soit lorsqu’on remplit un nombre entier de sous- 
niveaux de Landau. Nous avons déjà mentionné que la dégénérecence infiniment des 
niveaux de Landau est produite par le nombre quantique X .  Lorsque nous disons remplir 
un sous-niveau de Landau, nous volons dire que nous ajoutons des électrons de manière 
à remplir tous les états d’un sous niveau de Landau ayant des nombres quantiques X  
différents. Cette dégénérescence en X  est N# défini plus tôt. Par conséquent, remplir un 
sous-niveau de Landau est mettre N# électrons dans notre système. Pour bien décrire 
à quel point nous avons des électrons, il existe dans le contexte de l’effet Hall quan­
tique une quantité qui se nomme le facteur de remplissage v. Ce facteur de remplissage 
représente le nombre de niveaux de Landau remplis et vaut donc u =  N/N#  où N  est 
le nombre d’électrons total du système. Par contre, pour bien décrire le système, uti­
liser cette définition directement est problématique. Lorsque le système n ’est pas dopé 
en électrons ou en trous, la bande de valence est pleine et par conséquent un facteur de 
remplissage très élevé. Par contre, dans le modèle effectif que nous utilisons la bande de 
valence est infiniment grande, c’est-à-dire que nous avons une mer de Fermi infinie sous 
le niveau de Fermi. Cela nous donne par conséquent dans ce modèle effectif un facteur de 
remplissage qui est infini. Pour régler ce problème et simplifier la notation, nous allons
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F ig u re  1.9 -  Représentation shématique des niveaux inspirée de la fig. 1.8. Nous allons 
utilisé ce shéma pour décrire chaque phase en indiquant avec des ovales où se trouvent 
les électrons. Un exemple d’utilisation est dans la fig. 1.10.
parler du facteur de remplissage à partir du système non dopé en électrons ou en trous. 
Ainsi le système non dopé possède un facteur de remplissage v = 0. Dans notre cas, cela 
revient à dire que 4 des 8  sous-niveaux de Landau de N  = 0 sont remplis. Ainsi si nous 
étudions le système aux facteurs de remplissage entiers pour le niveau de Landau N  = 0, 
cela revient à étudier aux facteurs de remplissage entiers de v = [—3,3].
Notre formalisme, décrit au Chaps. 2 et 3 nous permet de considérer les degrés de li­
berté de spins, de vallées et d ’orbitales et nous permet de déduire le diagramme de phase 
du GE2DC dans la bicouche de graphène en empilement de type Bernai aux remplis­
sages entiers u =  N /N ^  =  [—3,3], à température nulle, lorsque le biais est varié. Notre 
diagramme de phase global est représenté à la fig. 1.10. Dans cette figure, on représente 
l’occupation électronique des huit niveaux pour chaque remplissage et pour chaque phase 
provoquée par un changement du biais. Ce diagramme sera expliqué en grand détail dans 
le reste de la thèse. Disons seulement que les ovales rouges représentent une occupation 
complète de tous les états de centre d ’orbite X  dans un niveau de Landau ce qui cor­
respond à un déterminant de Slater. Au contraire, les ovales bleus désignent des états 
« cohérents » ou ferroaimants de Hall quantiques. Nous terminons cette introduction en 
expliquant qualitativement cette notion d ’état cohérent qui est à la base de tout notre 
travail.
Considérons, pour simplifier, un système à deux niveaux dans un GE2D « ordinaire » 
où les électrons sont tous décrits par la même orbitale h0 (r) mais peuvent avoir le spin 
<7 =  ±. En l’absence d ’interaction de Coulomb et de couplage Zeeman, l’occupation 
des deux niveaux est arbitraire. Lorsqu’on ajoute l’interaction de Coulomb, l’énergie 
d ’échange est minimisée lorsque les spins électroniques sont tous orientés dans la même 
direction (qui, elle, est arbitraire). Notons que, contrairement au gaz de Fermi dans un 
métal, la polarisation des spins ne coûte rien en énergie cinétique puisque cette dernière
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Biais
F ig u re  1.10 — Diagramme de phase de nos solutions sans champ électrique dans le plan 
de la bicouche de graphène. Chaque phase est décrite par un ensemble de 8  lignes qui 
représentent les 8  états sans interaction tel que défini sur la fig. 1.9.
est gelée lorsque les électrons occupent le même niveau de Landau. En effet, si on remplit 
un niveau de Landau dans un même spin à partir d ’électrons ayant différents nombres 
quantiques X ,  l’énergie de chaque électron est la même. Par contre, dans un métal si 
nous remplissons les électrons de même spin, nous sommes obligés d ’aller plus haut en 
énergie dans la bande. Si l’énergie cinétique augmente suffisamment rapidement dans la 
bande, l’énergie d ’échange ne contrebalance pas l’énergie cinétique et le système ne se 
polarise pas. Par contre, dans un niveau de Landau l’énergie d ’échange ne rentre pas 
en conflit avec l’énergie des électrons ayant différents X  puisqu’ils ont la même énergie. 
Les électrons ainsi se polarisent dans une même direction. L’état ainsi obtenu est appelé 
ferro-aimant de Hall quantique FHQ (quantum Hall ferromagnet ou QHF en anglais). 
Dans cet état, la symétrie de rotation des spins, présente dans l’hamiltonien original est 
brisée, tout comme dans un ferro-aimant. La polarisation des spins donnent lieu à un 
gap d ’énergie. En effet, le renversement d ’un spin coûte une énergie de l’ordre de e2/ ni{e 
étant la charge électrique, k la constante diélectrique et t  la longeur magnétique) soit 
l’énergie d ’échange perdue en enlevant un électron de l’état de spin majoritaire pour 
renverser son spin (il n ’y a pas d ’énergie d ’échange entre électrons de spins différents). 
La présence du gap permet ensuite la quantification de la conductance de Hall et donc 
l’apparition d ’un plateau de Hall. Une modulation de l’orientation des spins coûte une 
énergie non nulle, proportionnelle à J  (Vf?)2 où 0 est l’angle entre deux spins adjacents 
et J  > 0 est l’intégrale d ’échange. Les modes de basse énergie sont donc des ondes de 
spin. Finalement, il est généralement possible de trouver des excitations topologiques de
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type « skyrmion » ou « antiskyrmion » qui ont une énergie plus basse que les excitations 
Hartree-Fock de type quasiparticule (électron ou trou). Une bonne introduction à toutes 
ces notions est donnée dans l’article [15].
La notion de QHF peut s’étendre facilement à tout système à deux niveaux. Dans 
notre cas, nous l’appliquerons aux deux orientations de spin, aux deux orientations de 
vallée et aux deux orbitales n = 0,1. Nous aurons ainsi des FHQ de type spin, vallée, ou 
orbital ou une combinaison de deux états comme (spin up, vallée K  ) et (spin down, vallée 
K ')  qui mélange spins et vallées. Ces différents états apparaissent à plusieurs endroits 
dans notre diagramme de phase global. Ils sont signalés par les ellipses dans la fig. 1.10 qui 
entourent les deux états formant le QHF. Notre diagramme de phase permet de retrouver 
la hiérachie d ’ouverture des gaps trouvée expérimentalement. En effet, l’interaction de 
Coulomb donne lieu à des règles de « Hund » qui stipulent que (1) le spin est maximisé, 
(2) le pseudo-spin de vallée est maximisé aussi fortement que le permet la règle (1), (3) 
le pseudo-spin orbital est maximisé aussi fortement que permis par les deux premières 
règles [16]. Les gaps d ’excitation calculés suivent ces mêmes règles de sorte que nos gaps 
sont maximal à v — 0 , vient ensuite les gaps à v  =  ± 2  et pour finir les gaps les plus 
petits sont aux facteurs de remplissage impairs. Comme nous le montrerons dans notre 
étude, l’approximation Hartree-Fock prédit assez bien le comportement qualitatif du 
GE2DC. Des corrections au-delà de cette approximation sont toutefois nécessaires pour 
un accord quantitatif avec l’expérience. Nous discuterons en détail du comportement du 
gap en transport avec le champ magnétique. Hartree-Fock prédit un comportement en 
\ /B  alors que l’expérience semble plutôt mesurer un comportement linéaire en B. Nous 
mentionnerons la raison de ce désaccord. De plus, nous utiliserons l’approximation RPA 
(randorn-phase approximation) généralisée ou GRPA pour calculer les modes collectifs 
des différentes phases et ainsi prévoir leur stabilité. Le calcul de la fonction de réponse 
courant-courant nous permettra, elle, de prédire l’absorption électromagnétique dans 
chacune des phases. En combinant nos résultats obtenus à l’aide des approximations 
GRPA et Hartree-Fock, nous sommes en mesure de présenter pour la première fois, un 
diagramme de phase exhaustif pour le GE2DC dans la bicouche de graphène de type 
Bernai dans le niveau de Landau N  =  0. Nos travaux ont fait l’objet de trois publications 
dont une dans Physical Review Letters. Un résumé des résultats présentés dans cette 
phase est donné dans notre article le plus récent [17].
D’autres chercheurs que nous se sont penchés sur le diagramme de phase du GE2DC. 
Nous comparerons nos travaux, en particulier, à ceux de Gorbar, Gusynin et al. [18,19],
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qui ont intégré l’écrantage dans leur calcul, à ceux de Shizuya [20] qui a considéré l’effet 
des niveaux remplis d ’énergie négative et à ceux qui se sont attardé au cas de u = 0 
[21-23].
Cette thèse est organisée de la façon suivante : Au chapitre 2 , nous présentons les 
propriétés de base de la bicouche de graphène sous champ magnétique et les modèles 
que l’on utilise pour la décrire. Dans le troisième chapitre, nous présentons le forma­
lisme pour nos calculs incluant l’interaction électron-électron. Dans le quatrième cha­
pitre, nous présenterons notre diagramme de phase pour la bicouche de graphène si nous 
supposons qu’il n’y a pas de champ électrique parallèle à la bicouche. Dans le cinquième 
chapitre, nous allons présenter nos résultats sur la bicouche avec un champ électrique. Les 
résultats du chapitre cinq ne traitent pas l’ensemble du diagramme de phase, mais plutôt 
se concentrent sur les phases possédant un effet magnéto-électrique, ou plus exactement 
où on peut contrôler le spin avec le champ électrique.
C hapitre 2 
La bicouche de graphène
Dans ce chapitre, nous présentons la bicouche de graphène. Nous décrivons la structure 
de bande dans l’approximation des liaisons fortes puis présentons le modèle à deux bandes 
qui permet de traiter les excitations de basse énergie de la bicouche de graphène lorsque 
celle-ci est soumise à un champ magnétique perpendiculaire et que le niveau de Fermi 
est proche du point de neutralité.
2.1 D escr ip tion  du sy s tè m e
Le graphène est un cristal bidimensionnel d ’atomes de carbone arrangés en un réseau 
en nids d ’abeille. Ce réseau est constitué d ’un réseau de Bravais triangulaire avec une 
base de deux atomes notés A et B. La bicouche de graphène consiste en deux couches 
de graphène en empilement de Bernai comme l’indique la fig. 2.1. Cet empilement étant 
le plus répandu dans le graphite, il est fort probable que ce soit sous cette forme que 
les bicouches de graphène apparaissent après être exfoliées à partir du graphite. Tout 
comme pour la simple couche de graphène, la bicouche de graphène n ’est pas totalement 
bidimensionnelle. Elle possède aussi des ondulations, bien que de moindre ampleur que 
celles de la simple couche de graphène [24], Nous négligons ces ondulations dans cette 
thèse.
Dans la bicouche, il y a nécessairement 4 atomes de carbone par cellule unité. Les 
vecteurs de base du réseau de Bravais triangulaire sont donnés par :





F ig u re  2.1 -  Bicouche de graphène vue de dessus. Les atomes de la couche 1 sont 
représentés à l’aide d ’étoiles et les atomes de la couche 2  sont représentés par des cercles. 
Les lignes (rouge pour la couche 1 et bleue pour la couche 2) représentent les liaisons 
fortes au premier voisin (7 0 ) à l’intérieur d ’une seule couche.
a2 =  a0 (1 ,0 ), (2.2)
où a0 «  2.46Â est la grandeur de la maille du réseau triangulaire et c = aQjy/2> «  1.42Â 
est la distance entre deux atomes de carbone. La distance entre les deux couches est 
de d =3.4Â. Chaque atome de carbone possède quatre électrons de valences. Trois de 
ces électrons occupent des orbitales sp2 et forment des liens covalents (liaison sigma) 
avec les carbones les plus proches dans la même couche. Le dernier électron occupe une 
orbitale pz et forme des liaisons 7r avec les carbones voisins. Ces électrons sont délocalisés 
le long de la surface du graphène. Puisque seulement la bande associée aux électrons de 
l’orbitale p* se situe au niveau de Fermi dans des systèmes pas ou peu dopés , alors on 
peut négliger les bandes dues aux électrons des orbitales sp2 et se concentrer uniquement 
sur les électrons occupant les orbitales pz.
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Nous approximons l’interaction des électrons p2 avec le reseau cristalin par une théorie 
de liaisons fortes. Cette approximation est justifiée pour des électrons dans une même 
couche puisque les fonctions d ’onde pz sont localisées autour des atomes. Par contre, 
le couplage entre les deux couches est de type Van der Walls. Toutefois, la théorie des 
liaisons fortes possède plusieurs paramètres de couplage et il demeure possible de l’utiliser 
pour décire le couplage inter-couche. La structure de bande obtenue se compare bien avec 
celle donnée par la théorie de fonctionnelle de densité (DFT) et les expériences [25]. 
Pour décrire les électrons p2 nous utilisons l’hamiltonien donné par :
H  == Hintra feinter +  Hbiais ! (2-3)
où Hintra contient les termes de sauts au plus proche voisin, HinteT le couplage entre les 
différentes couches et H^ais esf un terme qui inclut l’effet d ’une différence de potentiel 
électrique entre les deux couches.
L’interaction intra-couche est décrite par le couplage
H in tr a  =  ~ 70 ^   ^ "h “b a 2 ia ^ 2 ja  +  ^2i<ra 2jcr^ 5 (2 -4 )
<i,3>
où 70 est le paramètre de saut au plus proche voisin. Les indices numériques indiquent la 
couche : 1 pour celle du dessus et 2 pour celle du dessous. Les indices lettrés représentent 
la position d ’un atome, le a indique la valeur du spin, les simples crochets () indiquent la 
somme sur les plus proches voisins. Les opérateurs a et b sont les opérateurs de création 
ou d ’annihilation d ’électron p2 sur un atome des sous-réseaux A ou B respectivement. 
L’interaction inter-couche est décrite par
Hinter =  7l ^   ^ (^licr^ia T ~  73 ^  (jAi(Ta2j<r "b
i <i,j>
~ 74 ^  (^ a li(ra 2j(T +  +  a 2tcra lj<T +
< i , j>
+AE( a u * a l i*  "b ^2t<T^2t<r^ ) (2-5)
i
où est le paramètre de saut pour les atomes A x et B2 qui sont juste au-dessus l’un 
de l’autre (faisant partie du dimère), 73 couple les atomes A et B qui ne sont pas au- 
dessus l’un de l’autre et 74 couple Ai avec A2 et Bi avec B2. Le paramètre A représente
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une énergie de site associée aux atomes qui font partie du dimère. Ces électrons ont une 
énergie légèrement plus grande que ceux des site A2 et Bi.
On décrit la différence de potentiel entre les deux couches par
H b ia is  —  X ^  +  & ÎA » )------ X y  ( a2i°2t +  ,2 ( 2 .6 )
où Ab représente la différence de potentiel.
Pour obtenir la structure de bande, on fait la transformée de Fourrier des opérateurs
a i i  ~  v^V ^k e lk R ,a l,k a 2i — J j j  e*k R , a 2,k :
bu = j f î  E k  e ^ f r i .k  b2i = ^  eik Rif>2)k , 
où Rj est la position de l’atome. La somme sur les voisins {i. j )  peut s’écrire comme
(2.7)
( 2 .8 )
X I  =  X ^ al,ki>i.kA(k),
<i,3> k
où l’on définit les termes
A(k) =  5 > ’t s ,
S





c _  (  a0 a 0 \
2  ’ 2V SJ  ' 3 “  U  ’ 2 V s )
(2 . 11)
L’hamiltonien devient
H — XZ ( aÎ,k ^l,k a2,k &2,k )  ^
Hn ( k )  H12(k) 
H2l( k )  H22( k )






Hn { k )  = ^  +  A - 7oA(k)
-7 o A * (k ) Ae2
(2.13)
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# 2 2  k  =
#21  (k) -
~ 7 oA(k) 
-7oA*(k) - ^  +  A
- 7 4A*(k) —71
—7 3A(k) - 7 4A*(k)
- 7 4A(k) - 7 3A*(k)




Nous obtenons de H  une structure de bandes avec 4 bandes (ou 8  lorsque le spin est 
considéré). Comme chaque cellule primitive est occupée par 4 électrons, il s’ensuit qu’en 
l’absence de dopage, 4 des 8  bandes sont occupées. Le niveau de Fermi est alors au point 
de neutralité de charge.
Il est possible d ’utiliser l’effet de champ pour changer la position du niveau de Fermi et 
ainsi ajouter ou enlever des électrons à la bicouche. Dans nos calculs, la densité d ’électrons 
ou de trous est toujours faible de façon à rester toujours près du point de neutralité de 
charge.
En fait, puisque la bicouche de graphène est composée de deux couches de graphène 
avec une faible interaction entre les deux couches, la forme générale de la structure de 
bande ressemble à deux fois la structure de bande de la simple couche de graphène. Par 
contre, proche du point de neutralité de charge, le comportement est très différent.
Dans la simple couche de graphène, la structure de bande est faite de deux bandes 
qui se touchent au point de neutralité de charge. Le niveau de Fermi touche les bandes 
près de deux points non équivalents de la première zone de Brillouin que l’on appelle 
« vallées » :
k = ^ (-1 4  (217) 
k< - 1 ( l 0 )  ■
Lorsqu’on regarde le comportement des bandes proche de ces points, on voit que leurs 
énergies dépendent de façon linéaire de l’impulsion (ou plus exactement de la valeur de 
l’impulsion par rapport au point K  (ou K')  ). C’est ce comportement linéaire en impul­
sion qui donne un comportement pseudo-relativiste aux électrons de la simple couche de 
graphène. C'est pour cette raison que les vallées sont souvent appelées les cônes de Dirac.
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0.5 kx
Energie
FIGURE 2.2 -  Relation de dispersion en 3 dimensions pour la bicouche de graphène sans 
inclure le spin. Il y a 4 bandes. Ces bandes se touchent aux points K  et K '  dans la 
première zone de Brillouin. Nous avons pris les valeurs 7 0 =  3.12 eV, 71 =  0.39 eV, 
7 3  - 0, 7 4  =  0.12 eV et A =  0.
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F ig u re  2.3 -  Relation de dispersion pour la bicouche de graphène en n ’incluant pas le 
spin. Nous avons pris les valeurs 70 =  3.12 eV, 70 =  7 o =  0, 71 =  0.39 eV, 73 =  0, 
74 =  0.12 eV, A =  0 .
F igure  2.4 -  Première zone de Brillouin. Il existe deux points non équivalents où les 
bandes se croisent. Ces deux points sont nommés K  et K'.
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Dans la bicouche de graphène. la dispersion électronique près du points K ,K '  est 
assez différente de celle de la simple couche de graphène. En l’absence de différence de 
potentiel électrique entre les deux couches, deux bandes se touchent au niveau de Fermi 
et deux autres bandes sont plus hautes en énergie (voir fig. 2.3 ). Contrairement à la 
simple couche de graphène, la relation de dispersion proche des vallées est quadratique et 
l’on peut définir une masse effective pour les électrons. Nous perdons alors la dispersion 
pseudo-relativiste du graphène. Par contre, le système garde ses propriétés chirales dont 
nous parlerons plus loin.
Si nous appliquons une différence de potentiel A b (biais) entre les deux couches de 
graphène, un gap apparaît dans la structure de bande. En effet, sans A b  la bande de 
valence et de conduction se touchent aux vallées K  et K '. Par contre, Ag /  0 sépare 
ces deux bandes et crée un gap tel qu’illustré dans la fig. 2.5. Ceci est particulièrement 
intéressant, puisqu’il est possible de contrôler de manière continue la grandeur de ce gap 
en fonction de As .
L’ouverture du gap a été produite et observée expérimentalement par des mesures 
d ’ARPES [12]. La possibilité d ’ouvrir et de contrôler un gap est d ’une grande impor­
tance technologique puisqu’elle pourrait permettre l’utilisation de la bicouche de graphène 
comme transistor. Cet effet n ’est pas possible avec la simple couche de graphène.
2.2 M od èle  e ffec tif
Dans cette section, lorsque nous parlons de faible énergie, nous faisons référence à 
des énergies près du point de neutralité de charge. De manière similaire, nous parlons de 
hautes énergies lorsque les énergies sont loins du point de neutralité de charge. Puisque 
les faibles énergies apparaissent seulement près des vallées K  et K ' , nous faisons un 
développement en impulsion proche de ces vallées pour approximer la relation de disper­
sion.
Puisqu’il y a deux vallées non équivalentes dans la première zone de Brillouin, nous 
devons faire deux développements : un pour chacune des vallées. Puisque la plus faible 
dépendance en p de l’énergie proche des vallées est d ’ordre 2 , il faut développer l’énergie à 
l’ordre 2 en impulsion. Par contre, si on fait le calcul à l’ordre 2, on voit que l’hamiltonien 
effectif ne dépend pas des termes d ’ordre 2 de l’hamiltonien de base. Ainsi nous allons

















F i g u r e  2.5 -  Relation de dispersion proche d ’une vallée pour (a) A b  =  0  et (1
O.leV. Nous avons pris les valeurs 7 0 =  3.12 eV, 7 g =  7 g =  0, 71 =  0.39 eV, 
74 = 0.12 eV, A =  0.
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présenter ici un développement seulement à Tordre 1 . On obtient que (voir eq. (2.10) )
A « K  +  p) (2.19)
où £ =  ±1 est l’indice de la vallée avec £ =  +1 pour la vallée K et £ =  — 1 pour la vallée 
K ' et pet0 = px +  ipy.
Portant A(£K +p) de Téq. (2.19) dans Thamiltonien des liaisons fortes de Téq. (2.12), 
on obtient un hamiltonien pour chacune des vallées. Le fait d ’approximer les bandes près 
des points K  et K ' par leur dispersion au premier ordre en p constitue l’approximation 
du « continuum ». Le réseau disparaît pour céder la place à des électrons libres, mais de 
masse renormalisée.
Le système reste complexe à traiter si Ton conserve les 4 bandes. Pour des énergies 
très près du point de neutralité de charge, on peut négliger les bandes d ’énergies élevées :
i.e. celles qui possèdent un saut de Tordre de 71 par rapport au point de neutralité 
de charge. Pour négliger ces bandes, on utilise un modèle effectif qui décrit seulement 
les bandes de faibles énergies. Ce modèle fut construit par McCann [7]. L’hamiltonien, 
lorsque l’impulsion p= 0 , devient
H = ^ ( 0 )















1 +  A
\




6 1 ,k  
Û2,k
6 2,k  j
(2 .21)
De Téq. (2.20), on voit que les états de faibles énergies correspondent aux sites B1 et A2. 
Ces deux sites correspondent à ceux qui ne forment pas le dimère relié par -yi. Puisque 71 
est plus grand que les autres interactions inter-couches cela coûte une énergie plus grande 
aux électrons présents sur ces sites. Par contre, 71 n ’est pas assez grand par rapport à 74 
pour expliquer entièrement la présence des états de faible énergie sur les sites Bl et A2 . 
L’interaction avec le terme 71 ne dépend pas de l’impulsion puisque les sites sont un au- 
dessus de l’autre et par conséquent n ’est jamais nul. Par contre, l’interaction avec le terme
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74 dépend de l’impulsion. Puisque l’emplacement relatif des sites reliés par 74 est similaire 
à ceux reliés par 7 0 , on s'attend à un comportement similaire. Or la contribution causée 
par 70 est nulle lorsque les électrons sont exactement aux vallées. C’est la même chose 
qui se produit pour 7 4 , les contributions s’annulent lorsque nous sommes exactement aux 
vallées. Ainsi il ne reste que la contribution de 71 qui augmente (en valeur absolue) sur 
les sites reliés par 7 1 . Le modèle effectif qui consiste aux bandes de faible énergie proche 
des vallées est sur les états non reliés par 7 1 , soit B1 et A2 . Les valeurs propres de basse 
énergie de H  sont données par
E\  — E 2 — — 5 A s  , (2 .22)
et les vecteurs propres correspondents sont
l/i
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Pour construire un modèle effectif pour les états de faibles énergies, on suppose que les 
électrons sont seulement sur les sites B1 et A2 et jamais sur les site A l et B2. On réécrit 
alors l’hamiltonien pour mettre les états de hautes et faibles énergies dans des blocs à
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part. On obtient
» - ? ( • ' «  *iw>(ï :  £ ) ( « ! ) ■
où Hn  est associé à la base de faibles énergies ( les sites B1 et A2) :
^ ( k )  =  ( ] , (2.28)
V ° 2,k /
et H22 est associé à la base de hautes énergies (les site A l et B2) :
] • (2.29)
Une fois fait le développement en p, on obtient
Aa -Çv3 pe-*e
-^ v 3p e ^ e 2
Hn = [ .  2 S ”  ] , (2.30)
Ai
2 +  A -7 !H22 = [  2 Ad * I ’ (2-31)
ou
-7i +  A
tj _  (  -Çvope*0 -ÇvApe*9 \
12 V - t v4Pe~*0 -ivope-*0 )  ’
„  _  (  -Çvope-W -Çv4pe*9 \
21 \  - ^ v Ape~^e -Çvope*6 )
\/3a0 \/3&o \/3a0 . ,vo =  7 o ^ —, v3 =  7 3 —— , u4 =  7 4 — • (2.34)
Il faut se rappeler que les éqs. (2.30) à (2.33) ne sont pas directement le développement
des éqs. (2.13) à (2.16) puisque nous avons fait un changement de base.
L’équation aux valeurs propre s'écrit sous la forme
( t f n - e / ) | * i >  +  / / 12|* 2> =  0, (2.35)
H2i\* i)  + (H 2 2 -£ l) \* 2 )  =  0. (2.36)
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On veut un hamiltonien effectif qui dépende seulement de la base associée aux bandes 
d ’énergies inférieures. Pour ce faire, on isole les états associés aux énergies plus élevées 
en écrivant
^ 2) =  — {H22 ~ s i)  H 2 1 |\&i). (2.37)
Cela permet de réécrire l’équation aux valeurs propres uniquement dans la base des états 
des bandes de faibles énergies :
[ (# 1 1  — s i)  — H \ 2  (H22 — s i)  1 / / 21] l'J'i) =  0 . (2.38)
Par contre, bien que l’éq. (2.38) résolve les équations aux valeurs propres (eq. (2.35) et
(2.36) ), cette équation n ’a pas elle-même la forme d ’une équation aux valeurs propres. 
Pour résoudre cette difficulté, on diagonalise la matrice H 22 en supposant que les énergies 
que l’on cherche sont beaucoup plus faibles que les valeurs propres de H 22 :
{H22 ~  e i y 1 =  U  (Z)22 -  £ i y l U ~ l «  U D ^ 1 ( I  +  s D £ )  U ~ \
= H:n x (1 + e H .y ) ,  (2.39)
ce qui nous permet de réécrire l’éq. (2.38) sous la forme
( ( /  +  H u H g H n ) - '  (Hu  -  Ha H ÿ H 21) -  e) |* ,)  =  0. (2.40)
qui est la forme d ’une équation aux valeurs propres. Par contre, puisque nous voulons
seulement regarder à faible p et que nous calculons au maximum à l’ordre p2, on peut 
aussi réécrire l’équation en réutilisant la diagonalisation comme dans l ’éq. (2.39). Puisque 
l’on peut montrer après certains calculs que H 1 2 H22 H21 est déjà de l’ordre p2, on obtient
(1 +  H12H222H2r y 1 «  1 -  Hx2H g H 2l. (2.41)
L’équation aux valeurs propres en négligeant les ordres supérieurs à p2 devient
(He f f - e )  | ^ ) = 0 , (2.42)
où Hef f  est rhamiltonien effectif que nous obtenons :
H e f f  —  H \  1 — H 12 H 22 H 21 U n ~  H 12 H 22 H 21 (2.43)
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L’hamiltonien devient en négligeant des termes de faibles énergies
-içe ~ài
2 ;v3pe+  ( ^ A B +  A 2) p 2 - ( e
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L’hamiltonien de l’éq. (2.44) représente les deux bandes qui se trouvent près du point 
de neutralité de charge. Le terme 73 est négligeable sous fort champ magnétique [7], et 
on le néglige dans le reste de la thèse.
Les énergies et vecteurs propres de l’hamiltonien effectif sont donnés par
A 2p2 ±  
/
0 A  B ) +  A^p4,
V+
,2iee _ 1





tan 9 — — .
Px
(2.52)
Chapitre 2 : La bicouche de graphène 33
-ijfô
2.2.1 Particules m assives chirales
La chiralité dans le graphène fait référence au fait que la phase relative entre les 
deux composantes du vecteur propre de l’hamiltonien (2.44) dépend de la direction de 
l’impulsion p. De l’éq. (2.51), on voit que la phase relative 9 fait deux tours lorsque 
l’impulsion fait une seule rotation. On parle alors d ’une chiralité de 2 . Si on prend la 
différence de potentiel nulle dans l’éq. (2.51), les vecteurs propres de l’hamiltonien (2.44) 
sont aussi les vecteurs propres d ’une généralisation d ’un opérateur chiral
(2.53)
où la chiralité J  =  2 dans la bicouche de graphène. Dans la simple couche de graphène 
J  =  1 et dans un graphite en empilement ABC de N  couches J  = N  [5, 26]. Dans
du graphite en empilement plus général que ABC, il existe encore une chiralité, mais les
règles pour l’obtenir sont plus complexes [26]. Dans le cas de la simple couche, la chiralité 
peut s’écrire sous une forme plus usuelle, soit
(2-54)
On parle de chiralité par référence aux systèmes relativistes où la direction du spin est 
dépendante de l’impulsion. Dans le cas du graphène on peut définir un pseudo-spin de 
sous-réseaux de la façon suivante
|B1) -> |f>, (2.55)
\A2) -* |4.>. (2.56)
Dans ce cas, la phase relative des composantes du vecteur propre indique la direction 
dans le plan x-y du pseudo-spin de sous-réseau. Nous avons ainsi, comme dans le cas 
relativiste, une impulsion qui définit la direction du pseudo-spin.
Si on néglige tous les termes sauf 70 et 7 1 , l’énergie prend une forme plus habituelle
.2
2m* A, P2, (2.57)
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où Ton définit une masse effective
m (2.58)
C'est pour cette raison que les excitations de la bicouche de graphène sont des particules 
massives chirales.
2.3  G raphène en  ch am p  m a g n étiq u e
Nous voulons calculer la bicouche de graphène sous un champ magnétique perpen­
diculaire à la bicouche. Ceci va transformer notre structure de bandes en niveaux dis­
crets d ’énergie, appellés niveaux de Landau et est illustré dans la fig. 2.6. Nous nous 
intéresserons plus particulièrement au niveau de Landau N  =  0 qui est 8  fois dégénéré si 
on considère seulement les termes 70 et 7 x dans l’hamiltonien.
Pour ajouter un champ magnétique perpendiculaire au plan de la bicouche de graphène, 
on remplace l’impulsion par l’impulsion covariante
ce qui assure une invariance de jauge. De plus, il faut ajouter l’interaction de Zeeman
où g est le facteur gyromagnétique, B  est l’amplitude du champ magnétique, s est le
effectif. Dans cette thèse on fixe g h 2. Certaines mesures dans la simple couche de
(2.59)
entre le spin s et le champ magnétique qui s’écrit dans la base du modèle effectif comme
H  Z eem an  —  ^ 9  h -E lB  s i , (2.60)
spin, p s  est le magnéton de Bohr et I  est la matrice identité sur la base de notre modèle
graphène donnent un g = 2 [27], Par contre, la valeur exacte n'influence pas beaucoup 
notre diagramme de phase.
Avec un champ magnétique qui est perpendiculaire à la direction 2 , soit
B  =  Bz, (2.61)
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le potentiel vecteur dans la jauge de Landau pour un tel champ magnétique s’écrit
A  =  B xy .  (2.62)
Par contre, les composantes de l’impulsion covariante ne commutent plus en présence 
d ’un champ magnétique :
[P*,P,] =  - 4 . f .  (2.63)
l B
où l B est la longueur magnétique
t a  =  Vs (2-64)
Les relations de commutations des impulsions covariantes sont similaires à celles des 
opérateurs de création et d ’annihilation. On peut redéfinir
a = \/2ïi ^ ü ~  ’ (2.65)
at = ~ ^ h ^ Px +  iP y ^  2^'66^
tel que
[a,af] =  l. (2.67)
Il est alors possible de réécrire notre hamiltonien à l’aide de ces opérateurs une fois la 
substitution de Peierls faite dans l’hamiltonien du modèle à deux bandes, soit
pe~10 -> Çe~'6 = - 7 —ia , (2 .6 8 )
n ib
pé16 —> -p-e10 =  (2.69)n tB
Malheureusement, on ne peut pas utiliser directement l’hamiltonien de l’éq. (2.44) 
puisque nous n ’avons pas fait attention à l’ordre des opérateurs px et py qui est important 
en présence d’un champ magnétique. Il faut donc refaire la même procédure faite pour
obtenir l’hamiltonien de l’éq. (2.44), mais en respectant l ’ordre des opérateurs px et py.
Ensuite on peut faire la subtitution (2.68) et (2.69). Nous obtenons ainsi les hamiltoniens
H =  I ^  +  a' a - A i a t2 .
1 -Axa2 — A& +  (/3AB +  A2) ( a t a  +  l) 1 ’ ( j
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Hk >
“I- + ^ 2 ) +  l) —Aja 2
- A ia t2 -  Ael 4 . ( ^ A b +  A 2) a*a
(2.71)
où
Al =  £2 Al ’ A 2  =  £2 A2 ‘ (2.72)
Lorsque nous avons le champ magnétique nous avons les opérateurs a, mais aussi 
d’autres opérateurs associés aux coordonnées de centre de rotation, mais l’hamiltonien 
que l’on a trouvé ne dépend pas de ces derniers. Ainsi ces paramètres ne changent pas
remplissage qui n ’est pas un entier. Dans cette thèse, nous allons présenter des résultats 
seulement pour des facteurs de remplissage entiers. On décide de définir la valeur v  =  0 
comme étant le point de neutralité de charge. Cette définition est arbitraire, mais utile, 
car si on ajoute des électrons à la bicouche de graphène, notre facteur de remplissage 
v > 0. Si au contraire, on ajoute des trous dans la bicouche, alors on obtient que v <  0.
Il faut se rappeler que notre modèle est un modèle effectif et est valable uniquement 
près du point de neutralité de charge. Si la valeur absolue du facteur de remplissage 
devient trop grande \u\ notre modèle n’est plus valide. On peut voir l’incohérence de notre 
modèle pour de trop grandes valeurs de |t/|, dans le fait qu’il existe une infinité de niveaux 
de Landau en dessous et au-dessus du point de neutralité de charge. Physiquement, il n'y 
a pas une infinité de niveaux de Landau remplis, car la bande possède une largeur finie. 
Une solution exacte nécessiterait de faire la subtitution de Peierls dans l'hamiltonien des 
liaisons fortes, sans faire l’approximation du continuum.
Dans un gaz d ’électrons non-chiral en champ magnétique, les états électroniques sont 
décrits par les fonctions d’ondes
l’énergie et cela crée une dégénérescence des niveaux de Landau. Puisqu’ils ont la même 
forme que dans un gaz d ’électron normal, la dégénérescence des niveaux de Landau sera 
la même que dans un gaz d ’électrons normal, soit
(2.73)
où S  est la surface du système.
On définit le facteur de remplissage v  comme étant le nombre de niveaux de Landau 
remplis. Si un niveau de Landau n ’est pas complètement rempli, alors on a un facteur de
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Autres
interactions
FIGURE 2.6 -  Diagramme des solutions que l’on étudie : près de chacune des vallées, il y 
a quatre bandes (si on exclut le spin) qui, lorsque nous appliquons un champ magnétique, 
se transforment en niveaux de Landau. Les bandes rouges correspondent aux bandes du 
modèle effectif. Par conséquent, les niveaux de Landau obtenus dans le modèle effectif 
sont ceux en rouge. Dans ce travail, on s’intéressé uniquement au niveau de Landau 
N  = 0 qui est huit fois dégénéré (en incluant le spin) si on inclut uniquement les termes 
d’interaction 70 et 7 1 . Si on inclut les autres interactions de l’hamiltonien de liaison forte 
et celle d ’interaction électron-électron, alors nous levons cette dégénérescence et le niveau 
de Landau N  =  0  se subdivise en huit sous-niveaux.
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où Hn sont les polynômes d ’Hermite, x 0 est la coordonnée de centre d ’orbite
xq = kfi,  (2.75)
1 f  1 1
et
f n = æ  I t i )  t W b (2'76)
Les vecteurs propres de l’hamiltonien effectif pour les niveaux de Landau N  > 0 sont de 
la même forme que ceux présentés dans l’éq. (1.15) de l’introduction
kT '  )  • | ,  (2.77)Q'i.jvùivi-i /  \  h |jv|
si ce n’est que la dépendence de o^ jv est plus complexe et dépend de la vallée. Les énergies 
pour le niveau de Landau N  = 0 sont
-  \ s A z , (2.78)
-  /3Ab + A 2 — -  sA /, (2.79)
-  -  z,  (2.80)
-  +  /?A b +  A2 — - s A z , (2-81)
où s est le spin avec s — 1 est spin up et s =  — 1 est spin down. Les vecteurs propres 
associés sont
=  | ^  | , (2.82) 
1 v  “ « ) • * - =  (283)
E k Q,s =
A B
E k i ,s =
A B  
2
E k '0,8 =
Ai
2
E k '1 ,s =
Ai
2
Nous avons assigné un indice 0 ou 1 à nos solutions. Ces indices viennent de l’indice 
pour les h qui correspond à différentes fonctions d ’onde. Pour cette raison nous allons 
appeler cet indice l’indice orbital. C’est l’une des particularités du niveau de Landau 
N  = 0 qui le distingue des autres niveaux de Landau dans la bicouche de graphène. Ce 
niveau est doublement dégénéré par rapport aux autres niveaux à cause de cet indice
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F IG U R E  2.7 -  Diagramme des sous-niveaux d ’énergie dans le niveau de Landau N  = 0 
lorsqu’on inclut les termes 7 0 , 7 1 , 7 4 , A, As  dans l’hamiltonien et en l’absence d ’interac­
tion entre électrons. Les flèches de mêmes couleurs correspondent à des sauts d ’énergie 
de même valeur. On voit que les énergies relatives intra-spin sont les mêmes pour le spin 
up ou le spin down. De plus, la différence d ’énergie entre états ayant seulement le spin 
de différent est de Az- Par contre, la différence d ’énergie entre orbitales dépend de la 
vallée où l’électron se trouve. Pour représenter nos résultats, nous allons souvent utiliser 
un diagramme similaire, mais où A s  =  A z  = 0 pour simplifier la présentation.
orbital. Cette propriété vient de l’hamiltonien chiral (2.53) qui possède un niveau de 
Landau N  — 0 dégénéré J  fois. Aussi les fonctions h étant les fonctions d ’onde pour les 
niveaux de Landau pour un gaz d ’électrons ordinaires, on voit que cela revient en fait 
aux deux premiers niveaux de Landau n =  0,1. Ces solutions appartiennent au même 
niveau de Landau. Si la différence de potentiel électrique entre les deux couches est nulle, 
que l’on prend tous les paramètres de l’hamiltonien de liaisons fortes nuls sauf 7 0 et 71 et 
qu’on regarde des états de même spin, alors les quatre solutions des éq. (2.82) et (2.83) 
ont toutes la même énergie.
Dans la majorité de nos calculs, nous avons utilisé les valeurs 70  =  3.12 eV, ■jx = 0.39 
eV, 73 =  0, 74 =  0.12 eV, A =  0.0156 eV. Il y a plusieurs ensembles de valeurs que l’on 
peut trouver dans la littérature pour ces paramètres comme le montre le tableau 2 .1 . 
Les valeurs que nous avons prises sont similaires à celles présentées dans ce tableau. Les 
différences entre les différentes valeurs (quand elles ne sont pas négligées dès le départ) ne 
changent pas de manière importante les résultats que nous obtenons dans cette thèse. Par 
contre, un changement de ces paramètres plus important peut entraîner des modifications 
importantes à notre diagramme de phase. Par exemple, prendre 74 =  0 ou négatif change 
de manière considérable les phases que nous obtenons.
Il y a aussi différentes conventions de signes pour ces paramètres. Le choix des signes 
est en partie arbitraire puisqu’il existe différents choix de signes des 7  qui donnent exac-
l * i  î>
l* 'i î)
A 2 + P&B
A2 — (3A b
\K '0  î>
1 |a „ !  * " î > t
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T a b l e a u  2.1 -  Valeurs des paramètres sans interactions.
tement les mêmes relations de dispersion ou les mêmes énergies des niveaux de Landau.
Si on prend la différence de potentiel nulle et néglige les autres paramètres sauf 7 0 et 
7 i, l’énergie des niveaux de Landau devient
Eç<n = sgn(Ar)A iy / (|AT| +  1 ) |JV|, (2.84)
avec N  est un entier. Les vecteurs propres associés sont
1 f  V l+ i  \  av _  1 (  n  i,Nh\N\-X \
* K N ~ V i v ) '  K ' " ~ 7=2[  V ,  J '  ( ’
où
a N = -sg n  (N).  (2 .8 6 )
Dans un GE2D non-chiral, l’énergie est linéaire en fonction du niveau de Landau. Ici
la dépendance est presque linéaire pour des niveaux élevés. Dans la simple couche de
graphène la dépendance est en racine carrée du niveau de Landau, soit E n  o c  y / N .  Cette 
forme simplifiée nous montre ce que l’on veut dire par N  négatif. On a deux solutions pour 
chaque N  qui nous donne un ±  dans notre énergie. Une solution correspond à des trous 
et l’autre à des électrons. Ainsi on inclut le ±  dans la définition du N.  La dépendance 
des niveaux de Landau en fonction du champ magnétique est similaire à celle des niveaux 
de Landau. Dans la simple couche de graphène, la dépendance est en E  oc \J~B. Pour la 
bicouche, on a E  oc B  et de manière plus générale pour un gaz chiral E  oc B J [5].
On voit que cette dépendance est différente lorsqu’on inclut la différence de potentiel 
et les autres paramètres. Les énergies des niveaux de Landau supérieurs dans la vallée £ 
deviennent sans 73
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+ s g n ( /V ) -V/ (A 2 +  ( A b  ( 1 - 0 ( 2  |AT| +  l ) ) )2 +  4AJ(| AT| +  1) |AT|. (2.87)
Les vecteurs propres ont la même forme qu’avant, mais a N dépend de £. A B et A2.
Le gap d'énergie entre le niveau N  =  0 et les niveaux N  =  ±1 est de l’ordre de 
\/2Aj =  4.909 x 10 3B  eV=57B  K. Ce gap est relativement élevé pour de forts champs 
magnétiques tels que 2850 K à B  — 50T. C’est pour cette raison qu’à basse température 
T<C 57B  nous pouvons retenir que le niveau de Landau N  =  0, car dans notre analyse cela 
nous assure que les électrons, ou les trous pour N  — — 1, ne peuvent être excités dans les 
niveaux supérieurs. À cette condition, il faut aussi, pour pouvoir négliger le mélange des 
niveaux de Landau, que le gap d ’énergie entre les deux niveaux soit -C e2/ k£, l’interaction 
de Coulomb.
Le saut entre niveaux N  =  0 est N  =  ±1 est à comparer avec celui que l’on peut 
avoir dans les gaz d ’électrons bidimensionnels dans des semi-conducteurs hwc «  1.7 x 
10_3i? eV ou celui dans une simple couche de graphène 3. 6  x 10~2y/B  eV. Nous devrions 
donc pouvoir négliger plus facilement la présence des autres niveaux de Landau dans la 
bicouche que dans les semi-conducteurs. Il est à noter que l’effet Hall quantique dans 
la simple couche de graphène est observable à température de la pièce sous un fort 
champ magnétique de B  — 45T [6 ]. Or à de telles valeurs du champ magnétique, le saut 
entre niveaux de Landau dans la simple couche et dans la bicouche sont relativement 
similaires ce qui pourrait laisser penser qu’il serait peut-être possible d ’observer l’effet 
Hall quantique à température de la pièce dans la bicouche.
L’énergie d’interaction doit être petite par rapport à la différence d ’énergie entre les 
niveaux d ’énergie. Cette différence dépend à la fois du champ magnétique appliqué et 
de la constante diélectrique déterminée par le substrat sur lequel le graphène est déposé. 
Ainsi les résultats risquent d ’être assez différents selon le subtrat. Le rapport entre cette 
différence d ’énergie et l’ordre de grandeur de l’énergie d ’interaction
S -  <2-88>
est donné dans le tableau 2.2. Plus ce rapport est grand, plus notre approximation de 
négliger le mélange des niveaux de Landau est bonne.
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T a b l e a u  2.2 -  Rapport de l’éq. (2.88) pour différentes valeurs du champ magnétique.
Pour les résultats présentés dans cette thèse, nous avons pris k — 5 et B  — 10T qui 
donnent une certaine distance entre les deux niveaux de Landau. Nous avons pris un 
k = 5, car on suppose que le graphène est déposé sur un substrat (par exemple, le nitrure 
de boron possède un k ~  3 — 4 [32]). Si le graphène était sans substrat, on prendrait 
k =  1 qui rendrait les autres niveaux de Landau beaucoup plus importants. Dans notre 
cas (k = 5 et B  = 10T), le mélange des niveaux de Landau existe probablement, mais 
les études qui ont pris en compte cet effet sont dans des conditions qui favorisent encore 
plus le mélange des niveaux de Landau, soit un faible k e t/ou B  [33], [19].
Le saut d ’énergie entre niveau N  = 0 et N  — ± 1  diminue avec la différence de 
potentiel A B. Par conséquent, l’approximation de négliger le mélange des niveaux de 
Landau devient moins bonne lorsque la différence de potentiel augmente. La différence 
de potentiel maximale que nous pouvons considérer dans nos diagrammes de phase peut 
être définie comme les points où les niveaux de Landau N  = 0 et N = ±  1 se croisent. Il faut 
donc faire attention à nos résultats à fort As . De plus, il faut se rappeler que l’intervalle 
de validité en A s est différent pour chaque facteur de remplissage. Les niveaux se croisent 
aux alentours d’un biais de 5 e2//t£, valeur que nous prenons comme biais maximal dans 
nos calculs.
Une autre approximation que nous avons faite est de prendre le modèle effectif à 
2 bandes. L’énergie et les vecteurs propres sont différents dans le modèle à 4 bandes. 
Toutefois, on peut montrer que l’utilisation du modèle à 4 bandes ne fait que changer 
légèrement les valeurs du biais A B auxquelles surviennent les croisements des niveaux de 
Landau N  =  0 et N  = ±1.
C hapitre 3 
Form alism e
Dans ce chapitre nous introduisons le formalisme Hartree-Fock qui nous permet de 
tenir compte de l’effet des interactions coulombiennes. L’ajout de l’interaction coulom- 
bienne est essentielle pour l’obtention des phases cohérentes que nous étudions dans ce 
travail. Nous montrons comment résoudre notre système à l’aide du formalisme des fonc­
tions de Green. Nous continuons en montrant comment dériver les excitations collectives 
des phases cohérentes de la bicouche de graphène dans l’approximation de phase aléatoire 
généralisée « generalized random phase approximation » GRPA. Nous montrons ensuite 
comment calculer l’absorption d ’une onde électromagnétique dans les phases cohérentes.
3.1 H a lm ilton ien  H artree-F ock
Puisque les différences d ’énergies entre les niveaux d ’énergie dans le niveau N  =  0 
sont petites, l’interaction coulombienne entre les électrons peut devenir importante et 
mener à la création d ’états cohérents. Le but de cette thèse est de trouver ces états que 
l’interaction coulombienne va induire et de les caractériser. Dans le niveau de Landau 
N  =  0, l’interaction électron-électron s’écrit
V  =  I J K , . ,  (“ ) (“' )V  (u -  u ') (“ ') (u ) . (31)
avec
u =  r +  zz, (3.2)
43
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et
/ - E E  / * / * / * 7  dz', (3.3)
5l ...54 CTJ *"<T4
où er est l’indice de vallée et s est l’indice de spin. u  est le vecteur position en trois 
dimensions, r  est le vecteur position en deux dimensions et z la position dans la direction 
perpendiculaire à la bicouche. Nous prenons le potentiel coulombien à longue portée, 
c’est-à-dire
<3-4>
où k est la constante diélectrique.
Les opérateurs de champs peuvent s’écrire
Va,s (u) =  ^ 2  (Uk ; n > S) C<J,n,k,s, (3.5)
n,k
où (u|o m,n ,k ,s )  est la projection sur l’espace u des fonctions d ’onde ayant pour nombre 
quantique <r, n, k , et s. L’opérateur cCT>n>fe>s est l’opérateur d ’annihilation d ’électrons ayant 
les nombres quantiques er, n, k, et s.
Ces opérateurs se développent autour de K
*-,» (u) =  elK r Ç  ^  (r) ^  ^  _  Ziy _  Q k g
+ eîK r E  ^  h l ' \ ^  ^  s (z ~  (3 -6)
et de K '
(u) =  eiK’ r J 2  f  ° J S(z -  z2 )c+,0,*,.k V (r) /
+ elK' r E (  ^  (3-7)
* V (r) /
où zi et z2 sont les positions des couches dans la direction z. Nous avons supposé que les 
électrons sont localisés exactement à la position de la couche à l’aide d ’un delta de Dirac. 
Ceci est une approximation. Les électrons possèdent une largeur dans la direction z qui 
est causé par le fait que l’orbitale pz est elle même une fonction d ’onde étendue dans la
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direction 2 .
On remarque que dans l’interaction de l’éq. (3.1) l'indice de spin est conservé, mais 
celui de vallée ne l’est pas. Nous montrons plus loin que les termes qui ne conservent pas 
la vallée sont très petits et peuvent être négligés. Pour simplifier la notation, on définit 
les 'F à l’aide d ’un seul indice
(3.8)
De plus, si dépend de r  ou fi, cela veut dire que nous avons intégré sur 2
j  dz^ i(u)  =  ^ j(r). (3.9)
On utilise l’approximation Hartree-Fock pour traiter l’interaction de Coulomb. Celle-ci 
revient à faire les appariements suivants
(u) 9] (u ') 9 j  (u ') 9 t (u)
(  9 \  (u) (u) )  (U') 9 j  (u')
+  ( 9] (u') 9 j  (u '))  9 \  (u) 9i (u)
-  ( * !  («) (« '))  W  9i  (u)
-  (u') 9 t (u )) 9 \  (u) 9 j  ( u ') . (3.10)
Puisque le potentiel V  (u) ne dépend pas du spin ou de la vallée et qu’il possède la
symétrie d ’inversion de l’espace V  (u) =  V  (—u), on peut regrouper des termes et réécrire 
l’interaction comme
U = UH ~ U F, (3.11)
avec l’interaction de Hartree
UH =  |  V (<J) 1 2  [  dr f  dr' { * i  e<Q‘P^  (r)) e_iq r/^  (r') 
q ùj
(3.12)
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et l’interaction de Fock
UF = |  V  (q ) J 2  J  dr J  dr ( * <  (r ) (*■')) * î  (r ') ** W  etq (r- r' )e - ^ 1- Z2|(1- ^ ^ ),
(3.13)
où q sont dans le plan xy et en ayant intégré sur les qz
V{u) = |  V(q)ei{*'r)e-*W, (3.14)
q
27re2
V  (q) =  — . (3.15)
Nous avons intégré sur qz, car les deltas de Dirac dans les éq. (3.6) et (3.7) permettent 
d ’intégrer sur qz. Ainsi les ç, qui restent sont seulement ceux dans le plan de la bicouche 
de graphène, soit qx et qy.
L’hamiltonien d’interaction comprend deux termes, soit le terme dit de Hartree £/// et 
celui dit de Fock Up. L’interaction de Hartree est essentiellement la forme de l’interaction 
coulombienne classique. Elle dépend du produit de la densité d ’électrons en deux endroits 
différents. Le terme de Hartree donne
Uh ç, ^   ^V  (Q) ^   ^ ^   ^ ^  ,  ®ni,fei„<Ti,n2,/£2,^2 (Q) ^ C0-i,ni,fei,SlCff2,»l2,*2,Sl^
q si,S 2  cri- <74 m  -114 kl-
x ©n3,fc3„^3,ri4,A:4,CT4 ( — *l) e ^ C^t 3 ,n3,ifc3,32C<T‘*,ra4,fc4,S2 ! (3.16)
où l'on a défini
(q) =  J  dr (r\a,\m, k,)' r (rjrr,: n ,, kj) ,
= y  (317)
OÙ
K =  |K | =  ^ .  (3.18)
3«o
Après certains calculs faits en appendice C, on obtient
iqx(kj-{-kj)l2
Qni,ki,<Ti,nj,k j,<rj (q) ^  — k} , - q ye  2 K n i , Uj  i (3.19)
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où
# n , n ' ( q )  =  F n , n ' ( q )  SI Tl' <  U ,  






V u! V\/2 / (3.22)
où les L™ sont les polynômes de Laguerre associés. Il y a un delta de Kronecker sur les 
vallées dans l’éq. (3.19). Ceci est une approximation et non un résultat exact. Elle est 
due au fait que les deux vallées sont éloignées [34] comme cela est expliqué en appendice. 
Ce delta est important puisqu’il fait que l’indice de vallée est conservé par l’interaction 
coulombienne tout comme le spin. Ainsi l’indice de vallée se comporte comme un spin 
normal pour de ce qui est de l’interaction coulombienne. Ceci est à mettre en perspective 
avec l’indice orbital qui lui n ’est pas conservé par l’interaction coulombienne. On définit 
l’opérateur
Dans un langage semi-classique, les opérateurs p représentent des densités de centre 
d’orbites d ’électrons non habillés par la fonction d ’onde appropriée à leur orbitale n. La 
vraie densité électronique est celle habillée, soit
(3.23)
et possède la symétrie
Tlj (-q). (3.24)
N(f> ^ * (Ap,o(q)Po,(T,s;o,<7.s( q) 4- Ao,i(q)po,<7,,s;i,<7,s( q))
Les (p) sont utilisés comme paramètres d ’ordre pour décrire des GE2D. Pour le niveau 
de Landau N  — 0, il y a 64 paramètres d ’ordre différents, car le groupe d ’indices n*, o*, Sj
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peut prendre 8 valeurs. Pour décrire ces p, nous allons utiliser deux notations différentes. 
Dans certains cas, nous allons les définir avec 6  indices comme nous l’avons fait plus 
tôt. Par contre, il va arriver que pour raccourcir la notation, on les définisse avec deux 
super-indices uniquement, soit
P i j i o )  —  P n i , a i , S i ; r i j ,O j , S j  (q)- (3.26)
On peut alors réécrire le terme de Hartree en fonction des p
j \j 2 _____  _____  _____
Sx,32 q <7i,<T2 Tll"'Tl4
3,^ 2,«21714,<72,S2(q), (3.27)
et le terme de Fock
Kn\,ni )Kri3,n2 ( Q )e 9 «î-^) *1 1
ni**ri4 q q' si,52 i^» 2^
(q). (3.28)
On remarque que
(Pni,(ri,si;ni,<Tj,si (0)) =  j - j -  ^  " ( Cl n . n i . k . S i C^i , 'n i , k , s i ') (3.29)
^ k
donne le facteur de remplissage du niveau nl ,crl et sx ce qui nous permet d ’écrire l’hamil- 
tonien sans interaction comme
H o  =  N<f, ^   ^ F n i  Cri s^ipni,tTi,ai;ni,ai,si (0)- (3.30)
71 j j ,Sj
Pour alléger la notation, nous utiliserons parfois
Vi ~  { p i , i ( t y )  =  (Pni ,0i ,Si ;r i i ,<Ti ,Si (0)) » (3.31)
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et
( g )  H , ( n,q) =  ^ K ( q )
( g )  *„(■>, q) =  |  E  V  (q') , <3'32)
V J q'
où le vecteur orbital représente nos 4 indices orbitaux
n =r?-i, n2 ,n 3, n4, (3.33)
pour réécrire l’hamiltonien sous la forme
IIC — NÿYLm&iiSi (0)
( -q ) )  Pn3 ^ 2,32^ 4,(72,32 (3.34)
( «5/ ^^q q) {P”i.cri,si;«'2.o'2,S2( q)) Pnz,<J2,S2\rn,a\,ai (q)-x ' s
Dans le reste de la thèse, nous prenons comme unité d ’énergie ce qui est une unité 
adéquate pour décrire l’interaction entre électrons lorsqu’ils sont soumis à un champ 
magnétique. Ceci nous permet d ’écrire
Hc Nfj) 'y  ^•Ê'nj,<Tj,SjPnj,(7j,Sj;ni,crj,Si (0) +  H  h +  Hp, (3.35)
où l’hamiltonien qui correspond au terme de Hartree est
HH N# y  '  y  3 y  3 y  3 Hg-lïl, q) (Pru,c7i,s;n2,<ri,3i( — q)) Pn3,<T2,S2;n4,cr2,S2 (q)’ (3.36)
q  n s «r
et celui qui correspond à au terme de Fock est
711 ,<71,31 ;ri2 .<72 ,32 (—q)> Pr i s , 0 2 , S2 ;n4,<Ti,si (q). (3.37)
q n s <r
Nous montrons dans l’appendice F que le terme de Hartree à q — 0 qui diverge s’annule 
avec le fond positif qui assure la neutralité du système. Il reste du terme de Hartree à
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9  = 0  que l’énergie capacitive entre les deux couches, soit
q=0) =  ' y   ^ P n t . o ^ s u r i i ^ i ^ X 0)- (3.38)
Tlj
Nous définissons alors le terme de Hartree sans la contribution à q  =  0
n »  =  N* E E E E H^ n- <>) to» ,cri ,5;n2T^l ,31 ( q)) Pt13,0'2îS2;^14j^2)52(q). (3.39)
q /O  n s <r
Puisque la contribution capacitive possède la même forme que l’hamiltonien sans inter­
action, on redéfinit l’énergie sans interaction à l’aide de E  :
Hc — N4> ^  Æni^SiPni.cTi.Siini^^O) +  HH +  HF, (3.40)
où
( 5  -  ^ , )  ■ (3.4DF  = FTliyOi S^i Tli,(Ti,8i ^  \ 2
3.2 In clu sion  d ’un cham p é lec tr iq u e
Il est possible d ’appliquer un champ électrique Ej| =  — \/(j> dans le plan de la bicouche 
de graphène. L’interaction entre ce champ électrique et le GE2D s’écrit
He = - e  f  d2r<p(r)& (r) ^  (r) =  - e  ^  f  d2r<p(r)^ls (r) ^  ( r ) , (3.42)
a,s
où 4> est potentiel scalaire. On peut montrer que
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L’interaction entre un dipôle électrique et un champ électrique est
J  d2q(j>{q ) q -d ( -q ) .  (3.44)
En comparant ces deux interaction et en utilisant les (q) donnés par les éqs. (3.20) et 
(3.21), on obtient
dx(q) =  Y 2  (Po,<7,s;l,tr,s(q) +  Pl,cr,s;0.<r,.s-(q)) , (3 .45)
dy{q) -  - * ( ^ ) E  E  ( - / w ^ . . ( q ) +  * « - * , ( < ! ) ) .  (3.46)
'  ^2  J  s ^ î %l< r ^ K ,K '
Cette forme pour le dipôle électrique et la forme de l’interaction avec le champ électrique 
parallèle furent obtenues par Shizuya [35]. L’on voit qu’à q  =  0 ce dipôle est proportionnel 
à la cohérence orbitale. C’est donc la cohérence entre les deux qui induit notre dipôle 
électrique. De plus, c’est la phase des p qui donne l’orientation du dipôle dans l’espace.
' *
3 .3  E q u ation s du  m o u v em en t
Pour obtenir les valeurs moyennes des paramètres d ’ordre (pij (q )) dans les états 
fondamentaux du GE2D, on définit les fonctions de Green
G q&(t  -  t ' )  =  -  ( T cq (t )cp(t ')^ , (3.47)
où c(r) sont des opérateurs dans la représentation d ’Heisenberg et T  est l’opérateur 
d ’ordonnancement dans le temps. Les indices a  et 0 sont des indices d ’états, ce qui 
veut dire que ces indices décrivent plusieurs nombres quantiques. Dans notre cas cela 
revient aux indices orbitaux, de vallée, de spin et aux coordonnées de centre d'orbite. 
Nous commençons par trouver l’équation du mouvement pour les fonctions de Green, 
puis nous établissons le lien entre les fonctions de Green et nos paramètres d ’ordre (p). 
Pour commencer, calculons l'équation du mouvement de la fonction de Green
H i  =  -  J  d2rE • d(r) = - i -±=
^ 7 ^  =  - i ( T) (M O ),c t(o ) ] )  +  i ( r M T ) ,K ic j , ( o ) ) ,  (3.48)
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où l'on a utilisé l’équation d ’Heisenberg
£  = ^ [ c, / / - ^ ]  =  ± | c,K ]. (3.49)
On sépare nos indices a  et 3  en deux indices. L’un qui combine les indices orbitaux,
de vallée et de spin que l’on appelle i et j  et l’autre qui décrit la coordonnée de centre
d’orbite que l’on appelle ka et k0. Soit
a,/3 = (i,ka) ,{ j ,k0). (3.50)
L’hamiltonien se réécrit à l’aide de ces indices i et j
HC = N ^  ËiPiti(0) +  H„ + Hf , (3.51)
i
et on réécrit les termes d ’interactions comme
h h =  N + 'jr  ^ 2  t f (b j> M ;q )  (PiJ (-q))pjfc,/(q), (3.52)
q#0 i,j,k,l
Hf =  X(i,j ,k, l]Ci) ( P i j ( - q ) )  pkjl(q), (3.53)
q i,j,k,l
à l’aide de super-indices
H{i,j,k,,l; q) Hai„k {n^ nj, nk, nt, q), (3.54)
X{i, j ,k , l ,  q) =  c^ri,ai^ aj,<jk^si,si^sj,sk t^Ti,<Tj {ni, fij, nk, ni, q). (3.55)
En utilisant les propriétés de commutation, on montre que
rfGaa(r) _  Xf —\ X {Éa - n) G a 0 {r )
dr ~  - ° \ T ) Ôcx0 ~  ------- %--------
- * 9 x ( 2 f c q  -  9 » ) ^ ^
-  E 5„o E ,  W(I,q) (p ,„ ,,(-q )> e  ’ ? ' (3-56)
+  S q  S i  (p/i,/2 (_ t l)) e ~~~ 5 U ^o,,(I3,ka ) G ( l 4 , k Q- q y ) A T ) ’
où I est un super-indice à 4 états
I — Ai Ai Ai Ai (3.57)
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avec les variables I x à / 4 pouvant prendre les valeurs de 1 à 8  associées aux 8  états du 
niveau de Landau N  — 0.
On développe la fonction de Green sur les fréquences de Matsubara fermioniques
Gq0(t ) =  ^ nTGa0{üjn)., (3.58)
OJn
avec
—  ^  <3-»>
et l’on fait une transformation de Fourier sur les coordonnées de centre d ’orbite
c«(q. < * ) - * - £  (3.60)
^ ki,kj
Finalement, on obtient l’équation du mouvement pour la fonction de Green
vQ.i ^n) ^
-jsEq'-qîÉoEiÆ(i;q/ -  q) ( p W q - q O ) < W ”èqxq'G/4j(q'^n) (3-61)
+1 E q' E i* ( i;q '  -  q) { p h j M  -  q')) w„).
Nous pouvons réécrire cette formule sous forme matricielle en posant
u & m  = E  *(W-q)(/</,,Iî(q-q')><w^qx,''ï, (3.62)
h h h
UX r M  =  E  5 ( I ; q ' - q ) K A ( q - q ' ) > W iq xq'P . (3-63)
h h h
pour obtenir
-à j„ G y (q ,u „ )  =  -<S,,otfy -  (&- ‘,)Gr l<l'T,“")
^ l ; / 4, ^ ^ j ( q / .wn) (3-64)
+H Eq' E / 4 G^q.h q,Gi^j{q[,ujn),
ce qui s’écrit sous la forme matricielle
( e  — fi \ G  i i
- i u nG  =  - I  -  ----- - J - -------- U h G  +  -zUx G,  (3.65)h h h
où G est une matrice de dimension 8Nq x  8 , la matrice U est de dimension 8 N„ x 8 Nq et I
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dans cette équation est la matrice identité. Nq est le nombre de composantes de vecteur 
q  qui sont considérées. Dans nos calculs, nous prenons Nq = 1.
On isole la matrice de fonctions de Green
+  (3.66)
On diagonalise la matrice U — E
Ux  - U H - É  = V D V \  (3.67)
où V  est la matrice unitaire des vecteurs propres de U-E. Ceci nous permet de calculer
l’inverse
(3.68)
Maintenant que nous avons une formule pour les fonctions de Green, nous pouvons 
chercher le lien entre la fonction de Green et les (p). En faisant une somme sur les 
fréquences de Matsubara
G„i(q,0-) =  (3.69)
tOn
et en utilisant l’éq. (3.60) et la définition de la fonction de Green de l’éq. (3.47), on 
obtient





on obtient une équation pour les (p)
(3'72)
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avec __
^  -  l D * <3-73>
L’éq. (3.72) écrite sous cette forme est la forme générale pour résoudre le système. Le 
modèle et les approximations sont dans les vecteurs propres V.
C’est l’éq. (3.72) que nous allons tenter de résoudre, soit analytiquement, soit numéri­
quement. Cette équation est une équation autocohérente, car bien que nous ayons une 
formule pour les (p), la formule dépend elle-même des valeurs des (p). Un exemple de 
calcul analytique est montré dans l’annexe E. Pour résoudre numériquement, on prend 
une forme possible de solution et on recalcule nos (p) avec l’éq. (3.72). On répète la 
procédure jusqu’à que les (p) obtenus convergent à un certain degré de précision.
Jusqu’à présent le résultat est à température finie. Les résultats dans cette thèse sont 
obtenus à température nulle. Ainsi la distribution de Fermi-Dirac dans l’éq. (3.72) se 
transforme en une fonction de Heaviside.
Il existe différentes solutions qui peuvent résoudre l’éq. (3.72). Notre but est de trouver 
les solutions de plus faible énergie à température nulle. Bien que notre méthode nous 
permette de déterminer les solutions, elle ne nous permet pas de déterminer si cette 
solution est l’état fondamental. Nous pouvons seulement déterminer la solution de plus 
basse énergie parmi un ensemble de solutions possibles.
Dans nos calculs, nous nous limitons à trouver les diagrammes de phase des GE2D aux 
remplissages v entiers. Il existe bien sûr des solutions à des v non-entiers, mais elle feront 
l’objet d ’études futures. Le remplissage est contrôlé par le champ magnétique et la densité 
d ’électrons. Etudier à des facteurs de remplissage entiers correspond à étudier le système 
dans certaines conditions spécifiques. Il est très commun dans l’étude des électrons sous 
fort champ magnétique que les états à remplissage entiers soient des liquides, c’est à 
dire des solutions qui ne possèdent aucune dépendance spatiale et par conséquent ont 
seulement la composante à q =  0 qui est non nulle dans (pij(q)). Il existe toutefois 
certaines solutions non-uniformes des équations Hartree-Fock [36]. Pour limiter l’étendue 
de notre étude du GE2D, nous allons nous concentrer dans cette thèse sur les solutions 
qui sont des liquides. Comme nous le montrerons plus loin, une instabilité de la phase 
liquide peut se voir dans la relation de dispersion de ses modes collectifs. Un mode mou 
(a>(q) —> 0 ), par exemple, peut signaler une transition vers une phase non-homogène.
Il est connu que dans la simple couche de graphène, la densité d ’électrons n ’est 
pas constante à cause de potentiels locaux et particulièrement ceux des substrats. Les
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différentes régions qui ont un surplus ou un manque d ’électrons sont les flaques d ’électrons- 
trous [37]. Cet effet peut être vu comme une fluctuation du potentiel chimique local. Dans 
la bicouche de graphène, le même phénomène se produit, mais la situation est un peu plus 
complexe [38]. Premièrement la couche qui est plus proche du substrat possède les plus 
grandes variations. De plus, les variations de densité d ’électrons ne sont pas parfaitement 
corrélées entre les deux couches ce qui crée un débalancement de densité entre les deux 
couches. Il a été montré aussi que ces effets induisent une différence de potentiel A b lo­
cale qui varie dans l’espace. Dans notre travail, nous allons négliger ces effets, c’est-à-dire 
que nous allons considérer que le potentiel chimique et la différence de potentiel A b sont 
constants.
Nous avons montré que les termes de Hartree à q — 0 s’annulent avec le terme 
de « fond » positif dans l’annexe F. Il s’ensuit que les termes de Hartree disparaissent 
(UH =  0) pour un liquide puisque ses paramètres d ’ordre n ’existent que pour q =  0. 
Ainsi les seuls termes des matrices U qui sont importants dans nos équations sont
Uik;U,o = * ( I; ~  q ) (Ph,h(Q)) k h  = <5q,o^£,;/4,o- (3-74)
h h h
Le terme de Fock se réduit à une matrice 8 x 8  dont les éléments sont donnés par
Ui, 0;/4,0 =  ^ 2 ^ ah ’ai4^ah'a^ sii’si4^sh> siX tyiitai(nh ,n l2,n i ,n l4,0) {piu h (0)) , (3.75)
h h
soit des sommes sur les orbitales.
L’énergie totale du système est donnée par la somme des énergies sans interaction 
plus la moyenne de l’interaction divisée par 2 pour ne pas compter deux fois la même 
paire d’électrons. L’énergie capacitive est donnée par la somme des énergies qui viennent 
de l’interaction de Hartree à q =  0 que nous avons obtenue en annulant la charge de 
fond, soit
= \ \  ( £ )  <3-76>
où
Aa — l'K — Vk 1,
A0 =  i/0 -  i/i,
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avec les v qui représentent le facteur de remplissage possédant l'indice indiqué. Par 
exemple,
VK =  ^  {Pn,K,s,n,K,s{0)) • (3.80)
n s
L’énergie totale vient de la somme de toutes les énergies 
E  =  Nt, Y , E i ( P i , m )  + \N*-l £ i
i
(0 )) {p n3,O2,S2\Tl4,0\,S\ (0)>- (3.81)
n s <7
Seuls certains termes de Fock (X ^ n , 0)) sont non nuls à q  =  0 (voir annexe D), de sorte 
que
i
~ \ ï E E E  X Or(n1, n 1,n 2,n 2,0) (pn lï&l \Tli ,<T2,-S2 (0)) {P Tl2)<7'2)52;7l2,CTi ,51 (0 )>
n i  ,ri2 s cr
7ÿ ^   ^^   ^^   ^ 1 1 71, 72, 0) (pn,(7i ,si ;1 — (®) ) ( P l —n.,a2,S2;n,cri ,si (0)) *Z n  s  ûr
(3.82)
3.4  M od es co llectifs
L’approximation HF nous permet de trouver les états fondamentaux du GE2D en 
fonction du remplissage, du biais et aussi du champ magnétique B. Elle donne également 
les niveaux d ’énergie et donc l’énergie nécessaire pour créer une paire électron-trou. Par 
contre, il existe d ’autres excitations de l’état fondamental tels que les modes collectifs 
qui consistent en une modulation dans le temps et l’espace de nos paramètres d ’ordre. Si 
on fait une analogie avec les spins, ce serait des modes de spins. Le calcul de ces modes 
collectifs est important puisqu’il donne une information sur ces excitations. De plus, il 
nous donne accès aussi au calcul de la fonction de réponse qui sera utilisée pour calculer 
l’absorption dans nos phases.
Le calcul des modes collectifs peut nous renseigner sur la stabilité des phases. Par 
exemple, si nous avons un mode collectif d ’énergie négative cela veut dire qu’il existe
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un état plus bas en énergie que l’état que nous supposions être le fondamental. Ceci est 
arrivé dans nos calculs des phases orbitales et nous a permis de déterminer que la phase 
orbitale a u  — 1 et i/ = 3 n’est pas l’état fondamental sur l’ensemble de la partie du 
diagramme de phase où cette phase est présente dans le calcul Hartree-Fock à q  =  0.
Nous avons trouvé les états fondamentaux de notre système. Par contre, il est possible 
d ’exciter les électrons avec de la lumière, par exemple. C’est pour cette raison que nous 
calculons aussi les modes collectifs de notre système. Par mode collectif, nous voulons
dire des excitations qui impliquent la participation de tous les électrons. Pour obtenir
ces excitations, nous calculons la réponse linéaire à l’aide de l'approximation de phases 
aléatoires généralisées qui se dit en anglais « generalized random phase approximation » 
ou « GRPA » [39,40].
Pour décrire nos modes collectifs, nous disons qu’ils sont de petites perturbations qui 
dépendent du temps autour des états fondamentaux que nous avons trouvés en Hartree- 
Fock, soit
Pij(t) ~  (Pij)HF àpijit'), (3.83)
où (Pij)HF est la solution Hartree-Fock et 5pij(t)  est la perturbation que nous souhaitons 
calculer. Pour calculer les modes collectifs, on écrit l’équation d’Heisenberg pour les
=  (3.84)
où l’hamiltonien H  que l’on prend est l’hamiltonien Hartree-Fock. Puisqu’il n ’y a pas de 
dépendance explicite en temps dans les p, la dérivée à droite devient nulle. En utilisant 
la propriété
« ( î x î y  - Q x Q y ) P  i { q x q ' y - q ' x q y } l 2
^[p«o (q )!Po,p(q')] = - c  2 S^ppoJ((i+Ci') + S^0e 2 pi>p(q + q '), (3.85)
l’équation du mouvement devient
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(  f ?  \  y—'V—> -r . - i ( k x ‘! y - < t x k y ) t 2
- b  E E — 5 + 1 )^ '  q^ O fc
(S) ËE P i A k  + q)
^ '  q#0 J
/  e2 \  V—"V y—v _ , . *(k x V y - Q x k y ) l 2
+  b E E 0 ‘--We 1 w .i(k + q )
k /  q fc
-  ( S )  E E W ^ ^ t l l .  (3-86)
k ^  q  /
ou
Tt A q) = ] ^ t f ( M , b j ; q )  (pmC-çû) > (3-87)
k,l
^  1 ■^ o|,7,gi(I^ 4i W3 , Q) (Pn4,gj,8,;rt3,gi,«i( Q.)) • (3.88)
n3 ,n4
De plus, puisque (pij)HF est indépendant du temps, nous avons
ih<1{Pd t HF = ° ’ (3‘89)
Ce que nous voulons c’est remplacer les p à l’aide de la perturbation de l’éq. (3.83) dans 
l’équation du mouvement. Par contre, notre équation du mouvement dépend elle-même 
des p pour les termes d ’interaction à travers les T  et ©. Donc si l’on remplace les p par 
sa perturbation, alors les T  et © sont eux aussi changés
T *d(?) =  ' 5 2 H {k , l , i , j \q ) {p k ti(-<i))HF + {ôPk,i(-<l)) > (3.90)
k,l kj
^   ^ ^<yj,<7j (**4) n j i  n i> 7^ 3» q )  (é>n4,(Ti,Sj;ra3.(T<,ai ( q ) ) h f
n 3 ,n4
+ Y 2  n ji n t, n3, q) (ôpH & i G j  ( 8 j  i ^ - 3  , S j ( - q ) ) . (3.91)
*>3,Tl4
En faisant la moyenne de sorte que nous ayons une équation de la moyenne de la variation,
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et en linéarisant en (Spij (k ) ) ,  on obtient l’approximation GRPA 
E  (SphJ (k)) =  ( - Ê .  +  È , )  <<SftlJ(k)> -  ( ^ )  E  ( - K . F(0)6p,, +  e " f  (0)<so,() ( ip „ , ( k ) >
' o,p
+  ( s )  E  ( e  ( î w - k ) <A ,.(0))  -  T ,, (.0,p( - k )  ( P , j ( 0 ) > )  j  <^ » ,p(k ))  
-  ( Ç )  E  ( e  ( ê > . i^ ( -k )  ( a , , ( 0 ) )  -  ê , , ljP,p( - k )  < * J ( 0 , > ) )  < W 0 >
(Ex +  i E y )  ( l (^P0,Pi,Si;7ij,Pj,Sj ( k ) )  +  ^n, IJ ( ' V - ' r a , ^  ,h, ( k ) ) )
— — ^ y )  (  1  (  ^ , ,0  { P^l y . . , / ' ,  5 , ( k ) )  +  ^nj,l ü ,a, ( k ) ) )  .
OU
(*l) — ^9,0 ^  p -Xo-->gi(n4, nii n3i 0) (Pn4,g,,Æ1;n3,(j1,s, (0) ) i (3.92)
n3,U4
Ct,ji,fc,i(q) ,<Tk^ ai,ai S^j,Sk^ Si,si K a^ ai (ïÙ;> i ^li Çl) î (3.93)
—  ^ ( T j , ( T i ^ S j , S i ^ C T k , a i ^ S k , S l Hai"ai(nk, nh ni ,n j}q). (3.94)
Nous réécrivons cette équation sous forme matricielle où nous transformons les deux 
indices de niveaux d ’énergie sans interaction en un seul indice, soit
1 — > K 0 t  2 -=—> K l  t  3 — t K'O t  4 — > K'  1 1
5 — > KO l  6  — > K l  i  7 — > K'O l  8  — > K 'I  i  .
(3.95)
Ceci est équivalent à prendre
i =  rii +  2 (<7i -  1) + 4 (si -  1) +  1, (3.96)
avec les associations
K  —>o = l K r cr — 2, 
n = 0 —> n =  0 n =  1 —» n =  1, (3.97)
t~» s = 1 4-~> s = 2.
Nous définissons ensuite un 64-indice, c’est-à-dire un indice qui prend 64 valeurs différentes,
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pour décrire deux états selon les règles
«(*)
/3(i) +  8 (a(i) -  1). 
i — 1
8 ~h li




où i est le 64-indice et a  et /3 sont des 8 -indices qui décrivent les niveaux sans interaction. 
Dans la définition de j3, le % est le modulo, soit le reste de la division. Il est alors possible 
d ’écrire l’équation pour les variations sous forme matricielle
EÔpv — Fôpv, (3.101)
ou
F  = ( Ea(i) +  E p ^  &ij(î)  m  ) Sij -  ( 7 7  ) ( - 0 aü),aw (°)5W),£« +  0 ?(5,/5(j)(o)^t7W o)




(Ex -f iEy) ^no(i),l^j,i-8 +  Æn0(o,O<5>\t+l^
(Ex -  iEy) ( - S naW,oSj4+8 + , (3.102)
et
B(i,P) èa(p),y3(i) (pa(i),/?(p)(0)) f i p ( p ) , a ( i )  (Pa(p),/?(t) (0) ) i
1^ 4(?'i j )  — 'Ÿ'a(i),0(i),at(j),p(j)((l)'




dpi =  èp,'«(O-PW- (3.106)
Pour calculer la dispersion des modes collectifs, il suffit de diagonaliser la matrice F.
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3.5 F on ction s de rép o n se
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Nous calculons maintenant les fonctions de réponse pour notre système. Nous ne 
sommes pas intéressés directement à la fonction de réponse, mais plutôt à l’absorption 
que nous allons pouvoir calculer à partir des fonctions de réponse. Les fonctions de réponse 
sont définies comme
X i j X i  (P. P'; r 0  =  { T p i j  (p ,r) p k,i ( - p ',  0)}
+  (P i j  (P)) (Pk,i ( - p ') ) .
=  ~ N <t> (T  (Pij (P>r ) -  (Pij (P))) (Pk,i ( -P ',  0) -  ( p k,i (—p')))> • (3.107) 
Il est possible de réécrire ceci à l’aide de perturbation
Pi,j — {Pi,j) f t p  +  à Pi,j- (3.108)
Ceci nous permet d’écrire la fonction de réponse sous la forme
Xij,k,i (P- P ' ; T ) =  ~ N <t> ( T ô p i j  (p ,r) ô p k i  ( - p ',  0)), (3.109)
ou à l’aide de 64-indice comme nous l’avons fait pour les modes collectifs
X i j  ( p , p ' ; t )  =  -N+ (Tôp i  (p ,T ) ô p j  ( - p ',0 ) ) . (3.110)
Pour calculer la fonction de réponse, on prend l’équation pour les \ i ,ji soit
(q ’ q,) T) =  ~ N* (P’T) ’ 6Pj (“ P '’ °)D
Le commutateur des ôp est le même que celui pour les p puisque les {p)HF sont des 
nombres. En utilisant le commutateur des p dans l’éq. (3.85), en supposant que les solu­
tions sont des liquides et en prenant l’équation du mouvement pour les modes collectifs, 
on obtient
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La transformée de Fourier sur les fréquences de Matsubara bosoniques est définie par
x ( q , q ,T )  =  x ( q , q #,Œn)- (3 .113)
P  fin
X (q ,q ',n n) =  /  dTe+lUnTx  (q, q', r ) , (3.114)
J o
de sorte que
{iMln -  F) Xi,j (q,q', =  ô ^ B Ç i ,  j)h.  (3.115)
3.6  A b sorp tion  é lec tro m a g n étiq u e
Nous voulons aussi déterminer des signatures expérimentales des phases du GE2D et 
l’absorption de lumière est une des méthodes qui pourraient être utilisées à cette fin. La 
puissance dissipée par une onde électromagnétique classique est
P  =  ( E - j ) .  (3.116)
On peut réécrire
E (t) =  -Re(E0 (u;)e~“‘,t+J?t), (3.117)
j(t) = Re(j 0 ( c u ) e - ^ ) >  (3.118)
où rj =  0+ de sorte que le champ électrique soit nul k t = — oo. Le paramètre r/ est là
pour assurer que la perturbation est nulle à t — —oo. La puissance peut alors se réécrire
comme
P(w) =  i f i e ( B 5 ( w ) - j M ) .  (3.119)
En écrivant le courant à l’aide du tenseur de conductivité
ji(q,u)) = oij(q,u))Ej (q,u;), (3.120)
on a pour l’absorption d’une onde plane polarisée dans la direction i (i — x, y)
Chapitre 3 : Formalisme 64
Pour calculer la partie réelle de la conductivité, on utilise la réponse linéaire
Sj(uj) = i x " { q\u>).E{q, uj) +  jdia, (3.122)
ÜJ
où Ton a remplacé le potentiel vecteur par
EA = - i  - ,  (3.123)
U) +  IT)
où jdia est la contribution diamagnétique au courant et \ j j  (<?> ^ ') est la fonction retardée
ifln —» uj + ir} dans l’éq. (3.115). Pour obtenir la conductivité, on compare les éqs. (3.120)
et (3.122)
i X d î ^ ï ,  (3 .124)
3J OJ + IT] V '
Nous avons négligé la contribution diamagnétique, car elle contribue seulement près de 
u> = 0. Par conséquent, elle ne contribue pas à l’absorption à fréquence finie.
Il faut alors calculer la fonction de corrélation courant-courant. Nous réécrivons cette 
fonction de corrélation à l’aide de celles pour les p que nous avons calculés pour nos 
modes collectifs. Pour ce faire on a besoin du courant
d H
*  =  - c — . (3.125)
Puisque la substitution de Peierls transforme
eA




^  4 ,  (3.128)dAy hc
ce qui nous donne
_  e / 2 ( - 0 A s  +  A 2)  p x  -  ( Ç v 3 -  2 A xp e ^  \
— ~~°hc. I ~~ —■ r  \  I > (3.129)f v 3 -  2AlPe - ^ )  2 (j3AB +  Â2)  Px )
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- 2  ( - /? A b +  Â 2)  ipy -  ( - u 3 -  2^ÂipelÇe)  \
=  ~ c k l -  (v3 +  2£Aipe - 2  ^5A B d- A2)  ipy J
Grâce aux éqs. (2.68) et (2.69) et en écrivant en seconde quantification
J  — J  dr'J'* (r) j^f ( r ) ,
on obtient pour le courant total
e £
J x  =  ^ p :  N < J ) ^  ^( <7/3A B “I" A2 ) (?"pi,<T,s;0,<T,s(0) i ' P O , a , s \ \ , a , s  (0) ) ,
* a s
e £ y—r
Jy =  /7ÿ^ 4^> y j  (d"<7/?Ab A2) (ïPlt(T)s;0,<r,s(0) d" P^O,cr,s;l,<r,s(0))
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Ceci permet d ’écrire
JaJ-y =  9a,y hghai (pl,q,s-,0,a,sPl,a' ,s' ;0,a' ,s' "Té,l,<r.s;0,(7,6é,0,(T',s';l,(j,)s'
a s  
a 1 s 1
^ P 0 , a , s \ l , a , s P l , a '  , s ' , 0 , a '  , s '  d- ^ ' y P û , a , s ; l , a , s P o , a ' , s ' ; l , a ' ,s')j
OU
e2 e
9a,y =  2
h„ =  — 2Aq — ct^ A b +  A 2,
où l’on utilise
<7 =  1 pour K,
<7 =  —1 pour K’.
En utilisant la définition pour les réponses
X j.i, = -  (TJa Jf) +  ( j a) {■>„)■











Chapitre 3 : Formalisme
et en remplaçant notre formule (3.134) pour JJ, on obtient
Xjai/3 9 a , B  h a H a' (Xl,g,a,0,<T..s;l,<7',s',0,o-,,s' ,YXl.<7,s,0,<7,.s;0,<r',s',l,o-',s'
<7 S
<rV
X^0.<r,.‘i1l,[7,.s;l,<T',s/,0,<T',s/ “H C X ' Y X O , a , s , \ , o , s ; 0 , c r ' , s ‘ , s '  )i
pour obtenir la partie réelle de la conductivité
=
v üü + ir]
C:est cette quantité que nous allons montrer dans nos résultats d ’absorption.
C hapitre 4 
R ésu ltats sans cham p électrique
Dans ce chapitre, nous présentons les résultats que nous avons obtenus lorsque nous 
n’appliquons pas de champ électrique dans le plan de la bicouche de graphène. Ces 
résultats sont les plus importants de cette thèse. Nous avons calculé le diagramme de 
phase du GE2D en fonction du biais électrique(As ) entre les deux couches de graphène 
aux facteurs de remplissage v = — 3 à ^  =  3. Nous avons obtenu différents types de phases. 
On peut classifier nos solutions en différentes classes, soit celles avec de la cohérence de 
couche, celles avec de la cohérence de spin, celles avec de la cohérence d ’orbite et celles 
sans cohérence. Notre diagramme de phase est illustré à la fig. 4.1.
Les phases de cohérence de couche et celles de cohérence de spin peuvent se séparer 
elles-même en deux types, soit celles avec une cohérence entre deux niveaux, dites simples, 
et celles qui possèdent une paire de deux niveaux avec cohérences, dites doubles. Nous 
obtenons les phases de cohérence simple aux facteurs de remplissage impairs, alors que 
nous avons les cohérences doubles dans les facteurs de remplissage pairs.
Notre diagramme de phase brise la symétrie particule trou, car nos phases ne sont 
pas identiques pour y = n et y — —n.
4.1 P réam b u le  aux  résu lta ts
4.1.1 R ègles de Hund
Une propriété intéressante du système est que les électrons respectent une sorte de 
règle de Hund dans la bicouche de graphène lorsque la différence de potentiel entre les 
deux couches est nulle [16]. Les niveaux se remplissent de manière à maximiser en premier
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F ig u re  4.1 - Diagramme de phase de nos solutions sans champ électrique dans le plan 
de la bicouche de graphène. Chaque phase est décrite par un ensemble de 8 lignes qui 
représentent les 8 états sans interaction comme nous l’avons fait dans la fig. 4.2. L’es­
pacement vertical entre les niveaux a été choisie de manière à faciliter la lecture. L’axe 
des y représente les différents facteurs de remplissage que nous calculons. L’axe des x  
représente la différence de potentiel(AB) entre les deux couches de graphène. L’axe des 
x n’est pas à l’échelle, mais les délimitations en rouge qui ont la même valeur dans l’axe 
des x ont une valeur du même ordre pour la vraie valeur de la différence de potentiel. 
Chaque phase est décrite par des ovales bleus ou rouges. Les ovales rouges représentent 
des niveaux remplis. Ainsi les ovales rouges recouvrent seulement une ligne. Les ovales 
bleus représentent des électrons qui sont dans des états cohérents entre différents niveaux. 
Ainsi les ovales bleus recouvrent plus d ’une ligne. On voit qu’il y a des phases avec de 
la cohérence inter-couche pour v — —3, —2, —1.1, 2, 3, des phases de cohérence inter-spin 
pour les v = —1,0,1 et des phases de cohérence inter-orbitale pour v =  1,3.
E U L J î) w  t> -  P) [*'1 1> = 18) \K\ 1) = [6)
1*'Q î )  = 13) l f 0 î )  = U) IK'O 1) = 17) [KO 1) = 15)
F igure  4.2 -  Représentation schématique des niveaux inspirés de la fig. 2.7. Nous allons 
utiliser ce schéma pour décrire chaque phase en indiquant avec des ovales où se trouvent 
les électrons comme dans le diagramme de phase total de la fig. 4.1. Nous rappelons la 
notation en chiffre de chaque état.








v - - 4  v=-3 v=-2 v  =-1 u=0 v=\  v  -2 v  =3 v  =4
F ig u re  4.3 -  Diagramme montrant la polarisation de spin, de couche et d’orbite en 
fonction du facteur de remplissage lorsque la différence de potentiel entre les deux couches 
est nulle (AB =  0). La polarisation est celle calculée à partir de l’éq. (4.1) avec le spin 
pour la ligne bleue, les couches pour la ligne rouge et les orbitales pour la ligne verte.
le spin, ensuite le pseudo-spin de couche puis le pseudo-spin orbital. Ainsi on peut définir 
une polarisation en fonction du facteur de remplissage
P  = ist  -  Ui, (4.1)
où les états t  ou 4- peuvent représenter les spins ou les orbitales. Pour les vallées c’est un 
peu plus compliqué. La polarisation observée pour la règle de Hund se fait sur des états 
symétriques et anti-symétriques en vallée. Cela revient à dire que la polarisation de vallée 
ne se fait pas dans la direction z  du pseudo-spin, mais dans le plan xy. Ces polarisations 
en fonction du facteur de remplissage sont illustrées sur la fig. 4.3.
Cet ordre de polarisation en fonction du facteur de remplissage est similaire à ce 
que l’on obtient pour le calcul des gaps d ’excitation. Ces gaps sont les plus élevés pour 
v =  0, plus faibles pour v =  —2,2 et encore plus faibles pour v =  —3 ,—1,1,3. Ceci 
est illustré à la fig. 4.4. Par contre, les gaps de v — 0 et v = —2, 2 sont relativement
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F ig u re  4.4 Énergie d ’excitation en fonction de la différence de p o te n tie l^ # )  pour les 
différents facteurs de remplissage à B=10T.
comparables contrairement aux gaps d ’énergie de v = —3, —1,1, 3 qui sont plus faibles.
La grandeur relative des gaps indique que c’est le plateau de v = 0 qui sera observé 
en premier lors des mesures de axy en fonction du champ magnétique. C’est ce qui est 
observé expérimentalement [11].
Tous ces calculs sur l’énergie d ’excitation ont été faits en supposant que le gap est dû 
à l’excitation d ’une paire particule-trou. Nous ne considérons pas la possibilité d ’exciter 
des pairs de type skyrmion-anti-skyrmion [41],
L’application d’une différence de potentiel entre les deux couches change considérablement 
la situation comme on peut l’observer dans le diagramme de phase de la fig. 4.1. On ne 
peut plus parler de règle de Hund à biais non nul.
4.1.2 D escription des éta ts
Dans ce chapitre nous allons parler de cohérence lorsque nous avons des (p) avec des 
indices hors diagonaux qui sont non nuls et de phases incohérentes lorsque ces termes 
sont nuls. Ces états cohérents possèdent la forme générale
\ c ) = n  ( a ici,fc+ * * $ ,)  n  cm,*' i°) > (4-2)
k m,k'
où \C) est l'état cohérent, [0) l’état vide et m  est un entier allant de 1 à 8 représentant 
les 8 états de N  = 0. Le produit sur m  est fait sur les états complètement remplis et i et
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j  sont deux niveaux partiellement remplis avec
\at \2 + \a2\2 = l. (4.3)
Une propriété des p est qu’ils obéissent à une règle de somme qui s’écrit
KPiJ (°))|2 =  (Phi (°)> ’ (4'4)
j
si seulement la composante q  =  0 est présente dans (pij(q)).  Cette règle de somme
impose certaines contraintes sur les solutions possibles du système d ’équations Hartree-
Fock.
Pour décrire certaines solutions, nous utilisons des pseudo-spins sur une sphère de 
Bloch. La majorité de la physique importante dans nos solutions provient soit de deux 
niveaux cohérents ou d’une paire de deux niveaux cohérents. On décrit alors ces solutions 
avec un ou deux pseudo-spins. Si l’on a une cohérence entre seulement deux niveaux i et 
j ,  on définit un pseudo-spin comme
P  (h j )  = P x( iJ )*  + P y( i , j )9  + Pz(i,j)% (4.5)
avec (où i ÿé j)
• ( « )
p . d j )  =  ^ 4 ^ ’ (47)
P , ( iJ )  =  (4.8)
où les vecteurs x, ÿ, z sont des vecteurs de l’espace du pseudo-spin sans lien avec les 
directions spatiales réelles et pi}i +  pjj = uP. où Vp est le facteur de remplissage associé 
à ce pseudo-spin.
Pour les solutions avec une cohérence entre deux niveaux, le pseudo-spin se trouve à 
la surface de la sphère de Bloch. De plus, nous avons que Up — 1. Dans le cas contraire, 
le module du pseudo-spin n ’est plus fixe et le pseudo-spin ne pointe plus sur la surface 
de la sphère de Bloch.
Dans de nombreux cas, nous allons avoir des symétries de rotation autour de l’axe 
2 de l’espace du pseudo-spin. Pour mieux voir cette symétrie, on peut se mettre en
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coordonnées cylindriques en utilisant la règle de somme de l’éq. (4.4) pour obtenir
où 0(i, j )  est l’angle que fait le pseudo-spin avec l’axe des z. La règle de somme nous a 
permis de réduire notre description des états à deux paramètres, soit Pz(i ,j )  et 
La contrainte résultant de la règle de somme revient en fait à dire que le pseudo-spin 
reste toujours sur la surface de la sphère de Bloch du pseudo-spin. Par contre, il faut 
se rappeler que ceci n ’est valide pour nos solutions que si nous avons de la cohérence 
qu’entre deux états seulement.
On peut inverser ces relations pour obtenir les p en fonction du pseudo-spin
Nous avons calculé les modes collectifs de chaque phase en réponse linéaire. Ainsi 
nous n ’apportons que de petites perturbations à nos solutions. Puisque nous regardons 
seulement les facteurs de remplissage entiers, pour exciter le système, il faut prendre des 
électrons d ’un niveau rempli pour les mettre dans une superposition d ’états vides. Si nous 
avons N  états remplis et N'  états vides, alors nous avons N N '  manières indépendantes 
de superposition et donc de modes collectifs. Cela nous donne 7 modes à u =  — 3, 12 
modes à u =  —2, 15 modes à u =  —1, 16 modes à u =  0, 15 modes h u = 1, 12 modes à 
u — 2 et 7 modes a u  — 3.
Nous indiquons aussi le nombre de modes gapés exactement à l’énergie de Zeeman. 
Ceci peut être utilisé pour différencier les modes en appliquant un champ magnétique pa­
rallèle à la bicouche de graphène puisque le terme Zeeman dépend du champ magnétique 
total plutôt que du'champ magnétique perpendiculaire.
Pour décrire le comportement à faible qts,  nous montrons une région dans les gra­
phiques jusqu’à environ qis — 0.2, car le comportement du mode peut changer à de 
très petites valeurs de q. Cela est causé par le fait que nous avons des phénomènes qui
(4.10)
(4.9)
Pi,i 2 "1" (* ' -1 ) ’
Pjj ~  ~2 a ( î . j ) .
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se produisent jusqu'à des échelles de d / £ 3  ~  0.04 puisque certains termes d ’interaction 
possèdent une dépendance en partie de qd.
Dans ce chapitre, nous allons souvent écrire l’énergie des différentes phases en fonction 
des pseudo-spins. Nous donnons seulement les termes qui ont une contribution de ce 
pseudo-spin. Les autres termes sont négligés pour simplifier l’interprétation.
Nous rappelons que nos énergies et par conséquent les biais critiques, les modes col­
lectifs et les gaps d ’excitation sont écrits en unité de e2/ k£.
Pour simplifier la notation, nous allons utiliser à certaines occasions la notation
X ^ i .  j^k.hO)  =  X i j ^ i  si er =  a \  (4.15)
=  Xij,k,i si a ^  a \  (4.16)
et
Q — |q| - (4.17)
4.2  P h a se  in ter-cou ch e s im p le  (ICS*,)
La phase inter-couche simple est composée de deux niveaux d ’énergie sans interaction 
avec les mêmes indices de spin et d ’orbite, mais avec différentes couches qui sont partielle­
ment remplies. Cette phase se produit à faible biais électrique (de l’ordre de A 3  < 10~3^ )  
aux facteurs de remplissage de u =  —3, u =  — 1, u =  1, v =  3. Les autres niveaux d ’énergie 
sans interaction sont soit complètement remplis soit complètement vides.
La phase ICS„ provient de la compétition entre l’énergie de biais (A s) et l’énergie
capacitive. L’énergie d’échange tend à aligner les pseudo-spins dans la même direction et
à adoucir la transition entre l’état symétrique en vallée à celui polarisé en couches.
Cette phase possède une symétrie U(l) qui représente la symétrie de rotation autour 
de l’axe z du pseudo-spin associé aux deux niveaux partiellement remplis. Ce pseudo- 
spin est P ( l,3 )  pour v =  -3 , P (2 ,4) pour v = — 1, P(5, 7) pour v =  1 et P (6 ,8) pour 
v = 3. Le comportement du pseudo-spin en fonction du biais est illustré à la fig. 4.6 pour 
v =  -3 .
L’énergie des deux niveaux cohérents est
=  E< (ft.ifO)) +  E j  ( p 3 j ( 0 ) )  +  i
Yln Xairii.ni,^, U2, 0 )  {pni (0)) \Pn2 ( o ) }
(4.18)
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F ig u re  4.5 -  Représentation des phases inter-couche simple à (a) u =  — 3 ; (b) u =  — 1  ; 
(c) i/ =  1 ; et (d) i/ =  3. Nous avons utilisé la représentation de la fig. 4.2 pour représenter 
les 8  états.
qui se réécrit dans la base des pseudo-spins des éqs. (4.6) à  (4.8) et en posant que l ’état 
i est dans la vallée K  et l’é ta t j  dans la vallée K'  :
v j j  = \  (Ei  +  E j ) u p ( î , j ) +  (1  -  2ôntiP) A BPz(i, j )  +  f  {Pz{i , j )Ÿ
( ( î ^ ) 2 +  (P , ( i , } ) ? \
- ^ n ,n ,n ,n  ((-P*(*, j ) Ÿ  +  (* » (* »  j ) ) 2)
— n,l—n^n,l^/p(J'i j)-
(4.19)
Puisque le pseudo-spin est normalisé à alors si Pz(i, j)  =£ ± |  nous avons une compo­
sante du pseudo-spin dans le plan xy. Comme on peut le voir dans l’énergie, l’orientation 
dans le plan xy  ne change pas l’énergie puisqu’elle ne dépend que de Pz(i,j).  Nous avons 
donc une symétrie U(l) de rotation autour de l’axe z de ce pseudo-spin. Cette symétrie 
correspond à la phase des (p) de cohérence, c’est à dire ceux hors diagonaux. La solution 
analytique des équations du mouvement est
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est le biais critique où cette phase disparait. Le biais critique dépend de l’orbital n  dans 
laquelle se trouvent les électrons. Par contre, ce biais critique ne dépend pas des autres 
paramètres. Ainsi nous trouvons un même biais critique pour les facteurs de remplissage 
v =  — 3 et v — 1 soit
Accs — -jr ~  *o,o,o,o +  *o,o,o,o ~  (4.22)
et un même biais critique pour les facteurs de remplissage u = — 1 et u — 3 soit
Aies ^  — *1,1,1,1 +  *1,1,1,1 7 1 Fk d2 f Ann\
 “ s r ^ s V W  ( 4 ' 2 3 )
Cette phase ICS„ que nous obtenons est très similaire aux phases de cohérence de couche 
dans les doubles puits quantiques dans les semi-conducteurs. Par contre, contrairement à 
la bicouche semiconductrice, la distance entre les deux couches est beaucoup plus petite 
dans la bicouche de graphène. La distance est de 3.337À pour la bicouche, mais dans 
les semi-conducteurs la distance est contrôlée lors de la croissance. La valeur typique est 
de quelques centaines d ’Ângstrôms. Cette petite distance entre les deux couches de la 
bicouche de graphène explique pourquoi la différence de potentiel critique de la phase 
est si petite par rapport à celle dans un double puits quantique. Pour avoir une idée 
comparative, on peut calculer le biais critique dans l’orbitale n — 0 pour des distances 
de l’ordre de celles des doubles puits quantiques. Cela est consigné dans le tableau 4.1. 
Les biais critiques ainsi obtenus sont environ 3 ordres de grandeur supérieurs à ceux de 
la bicouche de graphène.
Dans les doubles puits quantiques, il y a un terme tunnel entre les deux puits quan­
tiques qui peut changer les différentes phases du système. Dans la bicouche de graphène il 
y a des termes tunnel entre les deux couches qui sont décrits par les termes de saut inter­
couche dans l’hamiltonien de liaison forte. Ces termes sont inclus dans les paramètres du 
modèle effectif.
Bien que l’état fondamental puisse être décrit avec un seul pseudo-spin de couche 
à différents facteurs de remplissage, les modes collectifs eux sont très différents tels 
qu’illustré à la fig. 4.7.
Le nombre de modes est symétrique autour de v — 0. Ceci donne une similitude 
des modes collectifs pour v = — 3 et u =  3 ou u =  — 1 et u = 1, malgré qu’ils soient 
formés d ’états liants dans différentes orbitales. Chaque facteur de remplissage possède
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Bicouche de graphène AC(B=10T) AC(B=30T) AC(B=50T)
u = -  3 =  1 0.001 0.0031 0.0051
i/ =  - l  =  3 0.002 0.0083 0.0223
Semi-conducteur
v = l (d=100 Â) 0.564 1.287 1.835
v  =  i (d=200 Â) 1.575 3.248 4.447
v = 1 (d=300 Â) 2.706 5.318 7.158











F ig u re  4.6 -  Pseudo-spin P(l,3) de la phase inter-couche simple à u = —3 à £?=10T en 
fonction de la différence de potentiel, A b-

















F ig u re  4.7 -  Modes collectifs dans les phases inter-couche simples à i?=10T. (a) à 
u — — 3 et =  0.0005e2/«£B ; (b) à u =  — 1 et A b — 0.001e2 /  k£b ; (c) à  u — 1 et 
A b — 0.0005e? j  kIb\ et (d) au  — 3 et A b — 0.001e2/ k£b- Les flèches indiquent quels 
sont les modes actifs en absorption.
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F igure 4.8 -  Mode de Goldstone à L?=10T lorsque le terme A2 est (a) et (b) petit ou
(c) nul. Le terme A2 crée une instabilité à biais fini.
un mode de Goldstone associé à la rotation du pseudo-spin de couche autour de l’axe 2 . 
Ce mode possède une dépendance linéaire en q de l’énergie pour de faibles valeurs de q 
tel qu’illustré dans la fig. 4.9. Cette dépendance est typique des systèmes qui possèdent 
une symétrie U(l) dans les GE2D.
Il faut noter que si A2 =  0, le mode est quadratique en q à A s =  0 malgré le fait que le 
système conserve une symétrie U(l). Cela a d ’intéressantes répercussions sur l’existence 
de la phase ICSi, à température finie qui est étudiée dans [42], Par contre, il suffit d ’un 
terme A2 non nul pour que ce comportement disparaisse. De plus, tant que A2 reste 
petit, le mode de Goldstone est instable à A B fini tel que montré dans la fig. 4.8. Cette 
instabilité disparait assez rapidement avec A2. Il suffit d ’un A2 environ 100 fois plus 
petit que la valeur que l’on prend dans nos calculs pour faire disparaitre cette instabilité. 
Par contre, la valeur de A2 à partir de laquelle l’instabilité disparait dépend du biais A B 
considéré.
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Figure 4.9 -  Mode de faible énergie et mode de Goldstone (médaillon) dans la phase 
inter-couche simple à v = —3, B=10T et A B = 0.0005e2/ k£b .
Dans la phase inter-couche, nous avons toujours deux modes qui possèdent exactement 
l’énergie Zeeman à q =  0. Le nombre de modes à l’énergie Zeeman, c’est le nombre de 
degrés de liberté de plus pour la symétrie que nous aurions si nous n ’avions pas le terme 
Zeeman. Dans notre cas, nous avons deux autres degrés de liberté qui ne coûteraient 
aucune énergie. On pourrait faire une rotation du spin et cela ne changerait pas l’énergie. 
On pourrait aussi faire une rotation autour de l’axe 2  du pseudo-spin de couche, mais 
dans l’autre spin en supposant qu’il ne soit pas vide. C’est l’équivalent de notre mode de 
Goldstone, mais dans le spin opposé. Ainsi cela nous donne deux modes.
Lorsque la différence de potentiel A B est assez grande pour polariser le pseudo-spin, 
la rotation dans le plan xy  ne change plus l’état, ce qui gappe le mode de Goldstone. On 
perd aussi le mode gappé à Zeeman associé à la rotation autour de z.
Il y a deux modes collectifs qui donnent lieu à une absorption électromagnétique. 
Ces deux modes sont indiqués par des flèches dans la fig. 4.7. Le mode de plus faible 
énergie a une dispersion similaire aux 4 facteurs de remplissage où se produit la phase 
inter-couche simple. Le mode de plus haute énergie est similaire pour des états cohérents 
dans la même orbitale, soit u = — 3 et v — 1 et v =  — 1 et u =  3.
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F ig u r e  4.10 -  Absorption dans la phase inter-eouche simple à u =  —3. L’absorption est 
très similaire dans les phases cohérentes dans l’orbitale n =  1. Le médaillon montre le 
pic de faible intensité en fonction de Ag qui disparait à A B = 0  et A B >
L’absorption est montrée sur la fig. 4.10 pour la phase à u =  —3 et elle est essentiel­
lement la même aux autres facteurs de remplissage pour la phase inter-couche simple.
Il y a deux pics d'absorption, mais un seul est présent à Ab =  0. Lorsque A s =  0, 
les électrons cohérents sont dans un état symétrique de vallée. Dans les cas de v =  —3 et 
u — 1 (y =  — 1 et v =  3), l’absorption consiste en une transition de l’état symétrique |S) =  
|i) +  j j)(anti-symétrique|AS) =  \i) — jj))  de l’orbitale n =  0 vers l’état symétrique (anti­
symétrique) de l’orbitale n =  1. Dans ce cas, le pic d ’absorption se produit exactement 
à A 2 (A2 +  Aoooo — Xoooo — ^1111 +  A n n ).
Lorsqu’on applique un biais, le pseudo-spin s’incline par rapport à l’axe z, ce qui 
revient à transformer les électrons dans un état liant |L) — an \i)+bn \j) avec |an|2+ |6n|2 =  
1. Dans le cas spécifique d ’un état symétrique, nous avons an — bn. Les états propres de 
l’hamiltonien Hartree-Fock sont alors fait d ’états liant et anti-liant | AL) — bn |*) — an \ j)  
avec an et bn qui dépendent de l’indice orbitale n.
Bien que les paramètres an et bn soit différents dans différentes orbitales n, leurs 
valeurs restent assez semblable. Le pic d ’absorption de l’état liant (anti-liant) de l’orbitale 
n = 0 vers l’état liant (anti-liant) de l’orbitale n — 1 est la continuité du pic observé à 
A s  = 0 pour les facteurs de remplissage v = —3 et u = 1 {u — — 1 et t/ =  3).
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Le deuxième pic. d’absorption qui apparait vient de la transition d ’état liant dans 
l’orbitale n = 0 vers un état anti-liant dans l’orbitale n — 1. Ce second pic d ’absorption 
est faible en intensité par rapport au premier et il disparaîtrait si nous prenions /3 — 0 
ou si nous prenions A b > A*“ .
Le gap d ’excitation dans la phase inter-couche simple est donné par la différence 
d ’énergie entre un état liant (anti-liant) dans l’orbitale n = 0 et un état liant (anti-liant) 
dans l’orbitale n = 1 pour les facteurs de remplissage u =  —3, v =  1 {u = —1. v =  3). Il
vaut
A 2 +
2 + n 
8 X ,0 ,0 ,0,0
+  2 ^   ^ A ics \ / +  ((^cCS) A |)  , (4.24)
m=0,l c
avec
h  = A 1™ -  2fiAlccs (1 
Ce résultat se simplifie à A s  =  0
2 + n
Tïl) “b X n n ^m  m  .
VB
A — A2 +
8 * 0,0,0,0 +  ^  J 2  ( - l ) n+Tn X n ,n ,m ,m ,
7r
m=0,l





Tel qu’illustré dans la fig. 4.11, les gaps dans les phases inter-couche simple ont un 
comportement très différent de celui dans les phases incohérentes qui les suivent. Par 
contre, on voit aussi que la variation relative du gap est petite dans la phase cohérente.
4 .3  P h a se  in ter-cou ch e d o u b le  (ICD^)
La phase inter-couche double est composée d ’une paire de deux niveaux d ’énergie 
sans interaction avec les mêmes spins et orbites, mais avec différentes couches qui sont 
partiellement remplies telle qu’illustrée à la fig. 4.12. Cette phase se produit à faible 
biais électrique (de l’ordre de A B < ÎO-3^ )  aux facteurs de remplissage v — —2 et 
v =  2. Les autres niveaux d ’énergie sans interactions sont soit complètement remplis soit 
complètement vides.
Les énergies en compétition dans la phase inter-couche double sont les mêmes que
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F i g u r e  4.11 -  Gap d ’excitation à R=10T (a) dans la phase inter-couche simple lorsque la 
cohérence se trouve dans l’orbitale 0, c’est-à-dire v  =  — 3 ou v =  1, ou (b) dans l’orbitale 
1, c’est-à-dire h n — — 1 ou y -  3.
(a) (b)
F i g u r e  4.12 -  Représentation des phases inter-couche double à (a) u =  — 2 et (b) u = 2. 
Nous avons utilisé la représentation de la fig. 4.2 pour représenter les 8 états.
celles pour la phase inter-couche simple. En fait, cette phase est un peu comme si on 
avait deux phases inter-couche simples.
La phase ICD„ possède une symétrie U (l) qui représente la symétrie sous rotation 
conjointe des deux pseudo-spins associés à la paire de deux niveaux partiellement remplis. 
Ces pseudo-spins sont P ( l ,3 )  et P (2 ,4) à u =  — 2 et P(5, 7) et P (6 ,8) à u =  2. Ces 
pseudo-spins varient de manière très similaire à ceux de la phase inter-couche simple, 
mais dans chacune des orbitales. Dans cette phase, le module des pseudo-spins a une 
dépendance presque linéaire en fonction de A s  tel qu’illustré à la fig. 4.13. C’est un peu 
comme si chaque orbitale tentait d’être dans une phase inter-couche simple, mais que 
l’énergie d’échange tentait de forcer les deux orbitales dans une même orientation de leur 
pseudo-spin.
L’énergie de cette phase si les deux paires sont décrites par les indices i, j  et k , / est
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donnée par
H c =  E i (Pt,i(0)) +  E j  ( p j j ( 0)) +  E k  (p/t,fc(0)) +  Ei  ( p i j ( 0))
+ £ { é ) ( W J )  + P*(k, l))2 (4.28)
~ ^ < t ‘ ( ^  ^ 2 n m o p = i tj , k , l  T1”’ n ° '  n ° ’ I )  ( f l o , p ( 0 ) )  ,
qui peut se réécrire en posant que rii — 0 et n*, =  1
+P, ( i , j )A s  +  Pz(k,l)A b (1 ~2P)  + ^~ (Pz( i , j ) +  Pz( k , l ) f  
~~ 2  ^ o (°,o,o (^jV2p{i, j )  + 2 P l ( i , j ) Sj  -  X0,o,o,o {Pl{i,j) + Py (i ,j) )
- \ x 1Xhl Q ^ ( m )  +  2pz2(m ))  - x h l x l  (p ï ( k , i )  +  p ; ( k , i ))
- ^ 0,0,1,1 ( ^ v p ( iJ ) v p ( k , l )  + 2Pz( i , j )Pz(k,iyJ
- X 0fiX1(2Px(i ,j )Px(k,l) + 2Py(i , j)Py(k,l )) .  (4.29)
Dans cette formulation, nous n ’avons pas supposé que les pseudo-spins sont sur la 
surface de la sphère de Bloch puisque nous avons laissé les termes i /p(i ,j ) et vp{k, l).
Ainsi on peut voir que si le premier des doublets est plein (ce qui n ’est pas le cas dans la
phase ICDy), c’est-à-dire P (i , j )  =  0 et up{i,j) — 2, alors P (k,l) est découplé des états 
i et j .  Ceci est un exemple pour la phase ICS_i qui illustre que les niveaux pleins n ’ont 
pas d ’influence sur nos solutions puisqu’ils sont découplés des niveaux pleins.
L’éq. (4.29) montre que nous n ’allons pas avoir le mode de Goldstones associé à la 
phase inter-couche simple puisque les composantes dans le plan xy  des deux pseudo-spins 
de couche sont couplés. Par contre, si on écrit le couplage en coordonnées cylindriques
P * ( i , j ) P * ( k , l ) + P , ( i , j ) P , ( k , l )  = J ( j ~  ( a ( * , j ) ) 2)  ( j  -  O ) 2)  COS(0(«, j )  - # ( * ,  0 ) .
(4.30)
on voit que nous avons une symétrie associée à la rotation autour de l’axe 2 des deux 
pseudo-spins ensemble. Cette symétrie U (l) nous donne un mode de Goldstone.
On aurait pu croire que les électrons se seraient mis tous dans l’orbitale 0 et répartis
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F ig u re  4.13 -  Pseudo-spin dans la phase inter-couche double à u =  — 2 et B  =  10T. (a) 
montre le pseudo-spin dans l’orbitale 0  et (b) montre la différence entre les pseudo-spins 
des deux orbitales.
F ig u re  4.14 -  Diagramme de la phase à v = — 2 et A s  =  0 en l’absence de terme 
d ’échange. Nous avons utilisé la représentation de la fig. 4.2 pour représenter les 8 états.
également dans les deux vallées comme dans la fig. 4.14. Malgré que cette solution mini­
miserait l’énergie sans interaction et l’énergie capacitive, elle ne se produit pas puisque 
l’énergie d ’échange permet de minimiser l’énergie total. L’énergie sans interaction est 
trop faible par rapport aux termes d ’interaction pour que la situation de la fig. 4.14 se 
produise. Théoriquement, c’est possible que l’énergie sans interaction soit suffisante pour 
combattre le terme d’échange, mais cela n ’arrive pas dans cette phase. Par contre, lorsque 
le biais électrique est très élevé au facteur de remplissage u =  —2 et u =  2, l’énergie entre 
les deux orbitales est assez grande pour que les électrons changent de spin et perdent 
l’énergie d ’échange tel qu’illustré dans le diagramme de phase générale à la fig. 4.1.
Les modes collectifs dans la phase ICD sont aussi caractérisés par un mode de Gold- 
stone linéaire caractéristique de la symétrie U (l) tel que montré à la fig. 4.15. Les modes 
collectifs agissent de la même manière aux deux facteurs de remplissage. De plus, il y 
a deux modes qui ont des gaps de Zeeman à ç =  0. La raison est la même que pour la 
phase inter-couche simple, c’est à dire que l’on peut prendre l’état et juste changer le
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F igure  4.15 -  Modes collectifs dans les phases inter-couche doubles à B  =  10T et 
A b — 0.002e2//cfB- Les modes collectifs sont exactement les mêmes à (a) v =  —2 et (b) 
v = 2. Les modes (c) de faible énergie et (d) de Goldstone sont présentés dans les deux 
autres figures.
spin et faire l’équivalent de mode de Goldstone dans ce nouvel état s’il n ’y avait pas de 
couplage de Zeeman.
L’absorption dans la phase inter-couche double possède deux pics de faible intensité 
avec une intensité similaire aux pics de faible intensité observés dans la phase inter-couche 
simple. Les pics de transition dans cette phase correspondent à des transitions d ’état liant 
dans l’orbitale n = 0 vers l’état anti-liant de l’orbitale n — 1 (pic de haute énergie) et des 
transitions de liant dans l’orbitale n = 1 vers anti-liant dans l’orbitale n =  0 (pic de faible 
énergie). Contrairement aux pics de faible intensité dans la phase inter-couche simple, 
les pics d’absorption ne disparaissent pas lorsqu’on prend /3 = 0, mais leur intensité est 
réduite.
Le gap d'activation dans la phase inter-couche double varie, mais très peu. Il est causé








F ig u re  4.16 -  Absorption dans la phase inter-couche double à v  =  2. 
par la transition d ’un électron d ’un état liant dans l’orbitale n =  1 vers un état anti-liant
v
dans l’orbitale n =  0. A Ag =  0 le gap d ’activation est donné par 
A  =  ^  (^o .o ,i,i +  ^o ,o ,1,1)  — 2  — o,o)
(^o ,o ,0,0 — Ao,o,o,o^ +  2  ( A i ,  1,1,1 +  i i — A 2 ,
d 5 pïï 23 Fk (  d
~ A’ - 2^ M 2 + I ë V 2 U
1.3735 à i? =  10T. (4.31)
4 .4  P h a se  in ter-sp in  s im p le  (ICS^)
La phase inter-spin simple est très similaire à la phase inter-couche simple. Plutôt que 
d’avoir un pseudo-spin qui décrit la couche, nous avons un pseudo-spin qui décrit à la fois 
la couche et le spin. Puisque l’interaction électron-électron est de la même forme pour le 
spin et les couches dans la limite de nos approximations, la physique est très similaire 
entre les deux phases. En fait, si on se réduit seulement aux deux états qui forment le 
pseudo-spin, la seule différence est l’énergie sans interaction.
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L’origine de cette phase vient de la compétition entre d ’une part l’énergie de Zeeman 
et l’énergie capacitive et d ’autre part l’énergie du biais A#. On voit ainsi le lien avec la 
phase inter-couche simple, car on a juste rajouté l’énergie de Zeeman dans les énergies 
en compétition.
À A b= 0, les spins vont être polarisés pour respecter les règles de Hund, mais lorsque 
le biais augmente, les électrons préfèrent changer de couche plutôt que de rester polarisés 
en spin. Lorsqu’on ajoute le terme d ’échange, les spins électroniques tendent à s’aligner 
entre eux et à adoucir cette transition de polarisation de spin à polarisation de couche.
Nous obtenons cette phase a u = — \ e t k u  = \. K u =  — 1, cette phase est décrite 
par le pseudo-spin P (l,7 )  et à u =  1 par le peudo-spin P(2,8) comme illustré à la fig. 
4.17. La composante 2 du pseudo-spin varie linéairement avec A y tout comme la phase 
inter-couche simple tel qu’illustré sur la fig. 4.18.
La présence de cette phase inverse les phases entre ces deux facteurs de remplissage 
que l’on observe pour A B > A*j(le biais critique de la phase), car nous avons changé 
la couche dans laquelle se trouve les électrons. Or, la dépendance en fonction du biais 
électrique de la différence d ’énergie entre les orbitales est différente entre les deux couches 
à cause de (3. Dans une couche, la différence d ’énergie augmente alors que dans l’autre la 
différence diminue et peut donner naissance à la phase orbitale.
Sans ce changement de spin, nous aurions une symétrie de nos phases entre les facteurs 
de remplissage u = i et u = i + 4 pour i = — 3 à i =  0. C’est-à-dire que nous aurions 
toutes les mêmes phases aux mêmes valeurs du biais k i /  — i et u — i + 4. C’est ce 
que nous obtenions lorsque nous supposions que le spin était polarisé [43]. Par contre, 
ce changement de spin change aussi la couche. Puisque la dépendance en fonction du 
biais est différente dans chaque couche, cela change la physique associée à quelle couche 
apparaît après le biais critique. Ainsi, puisque nous aurions une phase orbitale à u =  — 1 
et 1/  =  3 sans ce changement de spin, maintenant cette phase va apparaître h u = 1 et 
v =  3.
Puisque cette phase possède la même forme que la phase inter-couche simple, nous 
obtenons la même symétrie pour le système, soit la rotation du pseudo-spin autour de 
l’axe 2 .
L’énergie de la phase s’écrit à l’aide des pseudo-spins
~  ^  +  ^  ^(*>7) +  (C1 — 2/^ ü , 1) Ab -  Az ) (Pz{Uj) -  l ) 2
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(a)
F i g u r e  4.17 -  Représentation des phases inter-spin simple à (a) v =  —1 et ( b )  v  
Nous avons utilisé la représentation de la fig. 4.2 pour représenter les 8 états.
-  1.
\Xn,n,n,n ( ^ l  + 2 ( P , ( i , j ) f  ) ~ j ) f  +  (P,(h J) f )
(4.32)
L’énergie possède bien encore une symétrie U(l) de rotation autour de Taxe z qui donne 
naissance à un mode de Goldstone. Nous voyons que le terme capacitif ne dépend pas 
seulement de notre pseudo-spin. Nous avons un terme -1 qui vient des électrons dans 
les niveaux autres que i et j ,  car ces électrons ne sont pas balancés dans les 2 couches. 
Ce débalancement se couple directement à notre pseudo-spin. Le pseudo-spin dans cette 
phase est décrit par
1 (2A q — Ais? -  AissA
(4.33)
 B - ù % )
W ’»  2  (A“ ? -  A "j)
OU
A Î S S  ___  ______
^  ~  (1 l — (.- 2n/3)
d
B
4” X n ,n ,n ,n  X n ,n ,n ,n  4" ^ 2
1 /  d 4 +  3n PiF d?
(1 -  2nS) V «s 8 ~ V 2  ë% +
(4.34)
est le biais critique à partir duquel la phase apparait et
A c,f — ^  _  2nj3) y êB ^ n’n'n’n ^n,n,n,n + A*
1 /  d 4 +  3 n [n d2
”  (1 -  2n/3) (  I ^ + 8 V 2 i | + (4.35)
est le biais critique à partir duquel la phase disparait.
Le point milieu de cette phase correspond au biais où les deux phases sans cohérence 
sont dégénérées. Le milieu de cette phase ne dépend pas de l’interaction électron-électron
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T a b le a u  4.2 -  Tableau des biais critiques dans la phase inter-spin simple. Les unités 
des biais critiques sont en e2/ni .
autre que l’énergie capacitive
A i  =  =  ^  ( 2 ±  +  A z)  . (4.36)
(1 -  2n/3) V ? b
Ce biais critique milieu donne le même biais critique entre les phases incohérentes que 
celui obtenu par Gorbar (et par nous si on ne considère pas les phases cohérentes) [19].
Ainsi la polarisation du spin à faible A g, n ’est pas causée uniquement par le terme 
Zeeman puisque pour dépolariser en spin, nous polarisons en couche ce qui coûte une 
énergie capacitive.
Tout comme les phases inter-couches, les phases inter-spins n ’existent pas sur une 
grande plage de biais parce que la distance entre les deux couches est très petite
x i s s  _  A iss _    ^ _____ Y  _i_ Y  \
“ c , /  ~~ ( 1  _  2nfî) V tB n’n’n'n ■ri-n,n,n,nJ :
1 4 + 3n Fn d2
( 1 - 2 nP) 4 V 2 ^ ï ‘  ^ ‘ ^
Les biais critiques sont assez différents pour les deux orbitales. Dans le tableau 4.2, 
on indique les biais critiques à B  = 10T. Cela aura un effet important pour les propriétés 
magnéto-électriques dont nous parlerons au prochain chapitre.
Cette phase que l’on obtient possède des similitudes avec celle obtenue dans les doubles 
puits quantiques au facteur de remplissage u =  2 lorsqu’on néglige le terme tunnel entre 
les deux couches [44].
Notre phase inter-spin simple possède un mode de Goldstone linéaire en q résultant de 
la symétrie U(l). La dispersion est illustrée à la fig. 4.19. La phase est aussi caractérisée 
par deux modes qui possèdent exactement un gap de Zeeman à q =  0.
Cette phase est caractérisée par deux pics d ’absorption illustrés à la fig. 4.20. Les 
modes collectifs associés à ces pics sont indiqués par une flèche dans la fig. 4.19. L’ab­
sorption dans cette phase est similaire à celle de la phase intcr-couche simple, c’est-à-dire
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F ig u re  4.18 -  Pseudo-spin P (l,7) dans la phase inter-spin h u =  —1 et B  =  10T en 
fonction de la différence de potentiel, A#.
qu’il y a 2 pics d ’absorption et qu’un seul (celui de faible énergie) perdure en dehors de 
cette phase tel qu’illustré sur la fig. 4.20.
Les transitions associées à ces pics sont aussi similaires à celles de la phase inter­
couche simple, sauf que cette fois-ci, les transitions se font des états liants et anti-liants 
formés d’états ayant la couche et le spin différent. Ainsi la transition du pic de faible 
énergie provient d ’un état liant (anti-liant,) dans l’orbitale n  =  0 vers un état liant(anti- 
liant) dans l’orbitale n =  1 pour le facteur de remplissage v = — =  1). Le pic de
haute énergie provient d ’un état liant dans l’orbitale n =  0 vers un état anti-liant dans 
l’orbitale n =  1.
La forme de la dispersion des modes est aussi similaire à la dispersion des modes de la 
phase inter-couche simple. Le mode qui donne l’absorption à faible énergie possède une 
forme similaire au mode de faible énergie qui donne de l’absorption dans la phase inter­
couche simple. De plus, la forme du mode de haute énergie qui donne de l’absorption 
possède la même forme que la forme du mode de haute énergie qui donne l’absorption 
dans la phase inter-couche simple pour une cohérence dans la même orbitale. Cela se 
traduit par la même forme pour : la phase inter-spins simple à u = —1 et la phase
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F ig u re  4.19 -  Modes collectifs dans la phase inter-spin simple ( (a) à v — — 1 et A # =  
0.115e2 /  k£b et (b) à v — 1 et A b — 0.14 e2/k£b ) a B  = 10T. Les modes collectifs à (c) 
faible énergie et (d) de Goldstone linéaire en q dans la phase inter-spin simple à u — — 1 
et A b = 0.115e2/k£b sont présentés dans les deux autres illustrations.
Chapitre 4 : Résultats sans champ électrique 92
0.1160 .115
1 CLM3 0' 114
0.4 0.6
Tiw/{e2/ kIb)
F i g u r e  4.20 -  Absorption dans la phase inter-spin simple a u  =  —l e t f î  =  10T. 
Médaillon : montre l’absorption en fonction de A s qui montre l’apparition du second pic 
d ’absorption dans la phase inter-spin simple.
inter-couches simple à u = — 3 et u — 1 ; la phase inter-spins simple à u =  1 et la phase 
inter-couches simple a u — — 1 et 1/ =  3.
Tous ces résultats montrent qu’en fait la phase inter-couches simple et la phase inter- 
spins simple sont très similaires, mais composées d ’états différents possédant une énergie 
sans inteaction différente.
Le gap d ’excitation dans cette phase est décrit par la transition d ’un électron d ’un 
état liant(anti-liant) dans l’orbitale n = 0 vers un état liant(anti-liant) dans l’orbitale 
n = 1 pour le facteur de remplissage u = — \  (u = 1). Sa Valeur est donnée par
2-1- n 
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F ig u re  4.21 -  Gap d ’excitation dans la phase inter-spin simple à B = 10T : (a) u =  — 1 
et (b) v —
h 2/3Agm — 2
d
-B G*+0/ , + i (4.41)
Ce gap possède une dépendance presque linéaire en fonction de la différence de po­
tentiel AB telle qu’illustrée à la fig. 4.21. Lorsque A B = la forme se simplifie
A = . 2 +  n 1 ~  1d----g— 0,0,0 +  - A njni„in — —\
1 fît 3n — 2 /  d
Az +  2 V 2 +  " 1 6 “  l rB
7T
2 \/27t
( 1 - 2  n0)2 
4f32
( 2^  +  /  ~ \ 2 
4 ^ 2 _ T T ------- 1  T T T ~  +  ( - ^ 0 , 0 , l , l )  )
i . „ , ( A> + 2* ) 2
(1 -  2n/3y
(4.42)
La fig. 4.21 montre une variation importante du gap d ’activation dans la phase 
cohérente par rapport aux deux phases incohérentes de chaque côté. On voit que si 
la phase cohérente n’était pas présente, on aurait un saut dans le gap d ’activation. Ce 
saut dans le gap d'activation est observé par Gorbar qui étudie seulement les phases 
incohérentes [19]. Nos résultats pour le gap sont différents de ceux de Gorbar puisque 
nous obtenons des contributions différentes venant de termes d'interaction avant même 
que l’effet de l’écrantage soit pris en compte.
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F ig u re  4.22 -  Représentation de la phase inter-spin double à v  =  0. Nous avons utilisé 
la représentation de la fig. 4.2 pour représenter les 8 états.
4.5 P h a se  in ter-sp in  d ou b le  (IS D )
La phase inter-spin double est similaire à la phase inter-couche double. En fait, la 
phase inter-spin double est l’équivalent pour la phase inter-couche double de ce qu’est la 
phase inter-spin simple pour la phase inter-couche simple. L’interaction électron-électron 
est pareille, il y a seulement l’interaction à un corps qui est différente, car elle contient 
le terme de Zeeman. La raison physique de l’existence cette phase est la même que pour 
la phase inter-spin simple. Elle se produit lorsque l’énergie de biais devient assez grande 
pour compenser l’énergie de Zeeman plus l’énergie capacitive. Cette phase se produit à 
v = 0 et est schématisée à la fig. 4.22.
Tout comme dans la phase inter-couche double, la phase ISD est décrite par deux 
pseudo-spins qui sont P ( l ,7 )  et P(2,8) et dont la dépendance en biais est montrée à la 
fig. 4.23. L’énergie de cette phase écrite sous forme de pseudo-spin est donnée par
E l  1
— y  =  - ( E i  + E7)vp(l ,7)  + - (E 2  + E8)up(2,8)
+ (A B -  A z ) Pz( 1,7) +  ((1 -  20) A b -  A z ) Pz(2,8) +  j  (Pz( i , j ) + Pz(k, l ) f  
- X 0,0,o,o +  (^ (1 , 7))2)  -  X0,o,o,o ((^x(l, 7))2 +  (P„(l, 7))2)
- - ^ î , 1,1,1 ^   ^ +  (Pz(2 , 8 ) )2^  -  X 1;1;U ( (P E(2, 8 ))2 +  (P v(2 ,8 ))2)
-  (X0,0,i,i +  X u ,0,o) 1, 7)i/P(2,8) +  Pz{ 1 ,7)P2(2,8) j
-  (X 0,0,1,1 +  X hi,o,o) (Px( 1, 7)Px(2, 8) +  Py( 1, 7)P„(2,8)). (4.43)
Cette forme est similaire à celle obtenue pour les phases inter-couches doubles. La seule 
différence vient des termes de Zeeman qui se couplent au pseudo-spin dans la direction 
2 .
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F ig u re  4.23 -  Dépendance en biais des pseudo-spins dans la phase inter-spin double à 
B — 10T : (a) pseudo-spin dans l’orbitale n = 0 ; et (b) différence entre les pseudo-spins 
dans chaque orbitale.
Les biais critiques pour cette phase sont relativement proches de la moyenne de ceux 
que l ’on obtient pour les deux différentes orbitales dans la phase inter-spin simple. Le 
milieu de cette phase cohérente est proche du biais critique que l’on obtiendrait si nous 
n’avions pas de phase cohérente, soit
<2 A |_ ^
à.% =  (h -  -  «  0.126 (à B=10T). (4.44)
r
qui est le résultat obtenu par Gorbar [19].
La phase ISD possède un mode de Goldstone associé à la symétrie U(l) de rotation 
des deux pseudo-spins ensemble tout comme c’était le cas dans la phase inter-couche 
double. De plus, il y deux modes qui sont exactement à l’énergie de Zeeman et qui sont 
illustrés à la fig. 4.25.
L’absorption dans la phase ISD donne deux pics, illustrés dans la fig. 4.26 (a), à des 
fréquences similaires à celles que nous obtenons dans la phase inter-couche double. Ces 
pics d ’absorption proviennent des modes indiqués par une flèche dans la fig. 4.24. Comme 
pour la phase inter-couche double, ces deux pics d ’absorption disparaissent en dehors de 
cette phase.
Le gap d ’activation, illustré à la fig. 4.26 (b), ne varie pas beaucoup dans la phase 
inter-spin double, mais elle varie plus que dans la phase inter-couche double. Le gap 
d’activation provient de la transition d’un état liant dans l’orbitale n =  1 vers un état 
anti-liant dans l’orbitale n =  0.
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F ig u re  4.24 -  Dispersion des modes collectifs dans la phase inter-spin double a u  — 0,
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F igure  4.25 -  Relations de dispersion dans la phase inter-spin double des : (a) modes 
de faible énergie et (médaillon) mode de Goldstone.
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F igure  4.27 -  Schéma des phases orbitales à (a) v =  1 et (b) v =  3. Nous avons utilisé 
la représentation de la fig. 4.2 pour représenter les 8 états.
4 .6  P h a se  in ter-orb ita les (IO^)
La phase inter-orbitale est composée d ’un pseudo-spin de deux niveaux de même spin 
et de même vallée, mais ayant deux orbitales différentes tel qu’illustré à la fig. 4.27. 
Nous obtenons cette phase aux facteurs de remplissage u — 1 avec P ( l ,2 )  et v  =  3 
avec P(5,6) tel qu’illustré à la fig. 4.28. Cette phase vient du fait qu’en augmentant le 
biais électrique entre les deux couches, on diminue la différence d’énergie entre les deux 
niveaux orbitaux dans la vallée K.  Lorsque ces deux niveaux sont assez rapprochés les 
électrons vont préférer se mettre dans une superposition des deux orbitales pour gagner de 
l’énergie d ’échange plutôt que d ’aller dans l’orbitale de plus faible énergie. Par contraste, 
lorsque les électrons sont dans la vallée K',  la différence d ’énergie augmente avec le biais 
électrique et il n ’y a pas de phase inter-orbitale dans ce cas.
Dans nos premiers calculs sur cette phase [42,43], nous avons négligé le spin et le 
terme A2 ce qui change considérablement l’endroit où l’on retrouve ces phases dans le
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diagramme de phase. Nous avions les phases orbitales à i /  =  - l e t i /  =  3 à  partir de 
très petits biais électrique. Le terme A2 crée une différence d ’énergie plus grande entre
les deux orbitales. Ceci fait en sorte que le biais électrique à partir duquel ces phases 
apparaissent devient plus grand lorsque A 2 est considéré dans les calculs. De plus, lorsque 
nous ajoutons le spin, nous créons la possibilité que si le biais électrique devient assez 
grand, les électrons peuvent changer de spin pour minimiser le biais électrique, et donner 
naissance à des phases inter-spin. Le biais électrique auquel ce changement de spin se 
produit est plus petit que le biais pour lequel la phase orbitale apparait, alors la phase 
orbitale apparait à un facteur de remplissage plus élevé.
L’énergie de la phase IO écrite à l’aide des pseudo-spins est donnée par
où nous avons supposé que les n* =  0 et n3 — 1 et que les électrons se trouvent dans la 
vallée K. Cette énergie possède elle aussi une symétrie qui consiste en une rotation de 
son pseudo-spin autour de l’axe z.
Le pseudo-spin Pz est donné par la formule





avec le biais critique auquel la phase apparait





F ig u re  4.28 -  Dépendance en biais du pseudo-spin P (l,2 ) à v  =  1 et B  =  10T. 
et le biais critique auquel la phase disparaît
A°Ac,/
2^ 0 ,0 ,0 ,0  +  2 A 2
2/3
et
o _  4 ^ 0 ,0 ,0 ,0  ~~ 2  (/3 A b — A 2 )o =
ï ^ o ,  0,0,0
Les composantes x  et y du pseudo-spin sont données par
(4.48)
(4.49)




Notre solution pour P  dans la phase IO est identique à celle de Shizuya lorsque A2 =  0 
[35].
La phase IO possède la caractéristique intéressante d ’avoir un dipôle électrique total
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non nul induit par la cohérence orbitale et donné par
dx = - y /2 e lBN+Px, (4.52)
dy = V^eCeN^Py. (4.53)
Puisque la symétrie du système vient de la rotation du pseudo-spin autour de l’axe 2 , cela 
revient à dire que la symétrie de cette phase provient de l’orientation du dipôle électrique 
total induit par la cohérence.
On remarque que le biais critique pour la phase IO w 46 meV est indépendant 
du champ magnétique.
Lorsque la cohérence orbitale est très forte (pour un A B entre 1.67 et 4.43 pour 
B  =  10T) nous obtenons une instabilité dans les modes collectifs pour des valeurs de 
qis  ~  2 dans la direction perpendiculaire au dipôle électrique. Cela indique une transition 
vers un état fondamental modulé spatialement dans une direction avec un q£s ~  2.
Cette instabilité provient d ’une interaction Dzyaloshinskii-Moriya (DM) dans l’ha- 
miltonien effectif qui donne lieu à une spirale comme état fondamental du système. Les 
calculs numériques [36] (auxquels je n’ai pas participé) montrent que la phase spirale est 
bien présente, mais elle est précédée par une phase de type « cristal de Wigner » avec un 
électron par site. Chaque site est entouré par un vortex de dipôle électrique. La phase 
cristalline persiste sur une plage de biais électrique qui dépasse le biais critique associé à 
l’instabilité dans les modes collectifs de la solution liquide.
Les modes collectifs pour la phase inter-orbitale sont assez inusités et méritent d ’être 
étudiés plus en détail. Les dispersions, illustrées à la fig. 4.29, ne sont pas isotropes ce 
qui peut paraître étrange pour un système sans modulation dans l’espace. Toutefois, il 
faut, se rappeler que l’orientation du dipôle électrique brise cette isotropie.
La phase orbitale possède une symétrie U(l) et par conséquent un mode de Gold­
stone. Ce mode n ’est pas linéaire en q contrairement aux modes de Goldstone que nous 
obtenons dans les autres phases. L’anisotropie est particulièrement visible pour le mode 
de Goldstone proche de q = 0 puisque la dépendance en fonction de q change selon la 
direction. Le mode de Golstone est linéaire dans la direction du dipôle et en yfq dans les 
autres directions.
Contrairement aux autres phases cohérentes, la phase orbitale possède un seul mode 
gappé à l’énergie Zeeman. De plus, cette phase ne possède pas d ’absorption puisque le 
mode orbital est un mode de Goldstone et celui-ci n ’est pas gappé. Ce mode pourrait
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F i g u r e  4.29 -  Dispersion des modes collectifs dans la phase orbitale à  v  =  1 et B  =  10T. 
Modes collectifs dans la région stable ( A B =  1.3e2 /k£b ) dans (a) la direction x  et (b) la 
direction y. Modes dans la région instable (A B = 3e2 / n l B) dans (c) la direction x  et (d) 
la direction y.
avoir un effet intéressant sur la conductivité à  u> — 0. Ce problème fera l’objet de travaux 
ultérieurs.
La dispersion de notre mode orbital est légèrement différente de celle obtenue par 
Shizuya [35]. Cette différence provient du fait que nous n ’utilisons pas la même méthode 
de calcul pour calculer les modes collectifs. Nous avons utilisé GRPA, alors que Shizuya 
a utilisé SMA (Single Mode Approximation). Il obtient comme nous une instabilité dans 
les modes collectifs lorsque la cohérence orbitale devient forte. Par contre, la forme de 
la dispersion que prend l’instabilité dans les modes collectifs est un peu différente. L’in­
stabilité apparait pour lui aussi autour de qtB ~  2. Tout comme nous, il obtient des 
modes collectifs anisotropes et lorsqu’il applique un champ électrique parallèle, le mode








0.2 0.4 0.6 0.8
(a)
0.2




0.05 0.1 0.15 0.2
0.05
0.2 0.4 0.6 0.8
F ig u re  4.30 -  Dispersion des modes de faible énergie et du mode de Goldstone 
(médaillon) dans la phase orbitale à A B =  1.3e2/«£B dans (a) la direction x  et (b) 
la direction y.
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F i g u r e  4.31 -  Dispersion du mode orbital montrant l’instabilité (mode mou) à A #  =  
3e2/«^e et B=10T.
de Goldstone devient gappé. Son instabilité disparait aussi lorsque le champ électrique 
devient assez grand.
4.6.1 M odèle effectif de spin
Pour mieux comprendre nos modes collectifs et plus particulièrement le mode qui 
donne une instabilité, on peut écrire un hamiltonien d ’onde de spin qui reproduit la 
dispersion du mode orbital. Nous pouvons ainsi déterminer quel terme de ce modèle de 
spin cause cette instabilité.
Il peut arriver qu’un mode ne dépende que de certains états en particulier. Dans ce 
cas, pour calculer le mode collectif, nous n ’avons qu’à diagonaliser une sous-matrice qui 
est plus petite que la matrice initiale de 64 par 64 éléments. C’est le cas pour le mode 
orbital dans la phase orbitale. Ainsi le mode orbital est décrit par la matrice 2 par 2 
si on écrit nos modes collectifs dans la base des états de pseudo-spin des états liants et
anti-liants
(4.54)
3 = x ,V
avec
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Fx,y =  l~y v2 * ( ~  9  ( ^ 2  +  ^ 3 ) (4aa +  û2 )2>) : (4.56)
v ^ o ,o ,o ,o J  \ Z  Z  /
•fy.x =  -ÿ } i ( & A \ a \ a 2  — - { A 2  + A 3 ) {4a\ — (I2 ) 2 — , (4.57)
V -^0,0,0,0 j  \  *  Z  J
Fy,y =  [X 0~ôôôy* ( ^ 2 ~~ ^  ~~ 2 °^ ) ~~ 2 '®2 ^ 5 v/a i a 2 ^ ! (4.58)
ou
fl! =  /3AB - A 2 , (4.59)
a2 =  X0io,o,o — 4 (/3AB — A2) , (4.60)
-<4i =  /ii — X\ +  x\e — hie, (4-61)
M  =  h6 -  x6, (4-62)
A 3 = hn - x  n , (4.63)
A4 = 2h\ — 2h \ 3 — 2x13 +  Aq^ o.o.ûi (4.64)
•^5 =  ^5 +  x$ — hg +  x 8 — hg + xq — his — X15, (4.65)
avec
Ha,<7'(k, l ,p,  o, q) =  h8 k+4i+2p+o+i si a  =  a'. (4.66)
Hat(r, ( k , l , p , o , q )  =  h8 k+4i+2p+o+n s i e r r a ' ,  (4.67)
X a,a' (k,Lp,o,q)  =  xgk+4 l+2p+o+i si a  =  a \  (4.68)
X at<T/(k , l , p , o , q )  =  x8k+4 i+2p+o+ 1 7  si a  ^  a', (4.69)
et où les états liants et anti-liants sont décrits par
i0O 11 — a° , / I  +  cr°
lAL) =  e y — 2 ~ ® - y (4.7i) 
On peut ainsi décrire nos p dans la base des états liants anti-liants si 6° = 0 par
Pl,L =  ^ ( !  +  o°) Pi,i +  (1 -  o°) Pj j  +  y j l -  (cr°)2PiJ +  y/ 1 -  { o ° f p jt^j , (4.72)
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Pa l ,a l  =  ^ ( 1  -  <r°) Pt,t +  (1 +  cr°) pj j  -  y / 1 -  ( o ° f PiJ -  y / 1 -  { a ° f Pj^ j  , (4.73) 
Pl ,a l  = \  { \ J l  -  {(J°f pi,i -  y / l  -  (a ° f P j j  -  (1 +  <r°) pij + (1 -  cr°) pj'/j , (4.74)
, i ) .  (4-75)
et ainsi avoir un nouveau pseudo-spin P(L , AL)  qui est totalement polarisé dans la di­
rection 2 même si le pseudo-spin orbital P (l,2 ) ou P(5,6) n ’est pas polarisé en 2
(.Pz(L,AL)) =  {Pl'l)  ~ / Pal^  =  1, (4.76)
PX(L ,A L )) =  (pL'AL'> +  (p a l ,l ) =  Q 4^77^
ù
(Py(L, AL)) = p^L'AL  ^ ~  (Péh i ) . _  o, (4.78)
Le changement de base des états orbitaux vers la base des états liants et anti-liants 
consiste en une rotation de notre système d ’axes de la sphère de Bloch de sorte que l’axe 
des 2 pointe exactement dans la direction du pseudo-spin P (i ,j).
Nous voulons comparer l’équation aux valeurs propres (4.54) avec celle obtenue avec 
un modèle de spin pour une onde de spin autour d ’une solution polarisée dans la direction 
2.
On écrit un hamiltonien pour les fluctuations transverses du pseudo-spin
Hp = N# ^  ] [Jx,x (q) Px (q) Px (—q) +  Jy,y (q) Py (q) Py (—q)] 
q
+N* W  p‘ ( i )  p y (~ ^) +  W  py f a ) p '  (-«»)] • (4-79)
q
et l’on calcule l’équation du mouvement à l’aide de l’équation d’Heisenberg
= (4.80)
pour les composantes x  et y du pseudo-spin, avec i =  0 pour la direction x  et i = 1 pour 
la direction y.
Pa l ,l 1 -  (a ° )2pi,i -  y / l  -  {<r°f p j j  +  ( 1 - <J°) P i j  - ( l  +  cr°) pj
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On calcule le commutateur [P,(q'), H] en utilisant les relations
N A P M . p . m  =
= -^A'oSin Q q  x q'fî2)  (p t,i(q  +  q') +  Pal,al(<1 +  q ') ) , (4.81)
et
JV#[PI (q),P,(q')J =  -iW „ cos P^ L ’A L ) ^  + ai)- (4-82)
Nous supposons que l’onde de spin est une petite perturbation autour de la solution 
polarisée en 2 . Ainsi on développe les opérateurs au premier ordre en perturbation autour 
de l’état fondamental
PZ{L,AL)(  q) »  i<5qi0, (4.83)
P L ,i(q ) +  P a l , a l ( < 1)  «  <W>- (4 -84)
Puisque les composantes x  et y du pseudo-spin sont nulles sans la perturbation, la per­
turbation de chaque composante est égale à sa valeur (SPX =  Px). En gardant seulement
les termes d ’ordre 1 en perturbation, on obtient
u ,P M )  = ( -1 ) '+1 l i K i . i - i W P j  (q ') , (4.85)
j
avec
Kij{ q) =  AM)  +  ^ ,t(-q ). (4-86)
En comparant les éqs. (4.85) et (4.54), on obtient la relation
ff,.,1- j(q') =  - 2 « ( - l ) ‘+ lFi J . (4.87)
Par contre, cela ne nous donne pas directement des valeurs pour les termes d ’interaction 
J, car les K  sont formés de la somme de deux J.
Nous séparons les termes d’interaction J  en leur partie symétrique et antisymétrique 
sous q
•M q ) =  Jis, M ) +  J A(q)> (4-88)
où Jf j (q) est la partie symétrique et JA (q) la partie anti-symétrique.
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Les termes anti-svmétriques en q des interactions diagonales en indices (J/*(q)) ne 
contribuent pas à l’énergie des modes et nous les posons nul J4(q) =  0
K ü( q) =  2 j£ (q ). (4.89)
Les termes hors-diagonaux en indices possèdent par définition la propriété
(4-90)
En utilisant les propriétés des K  et de l’hermiticité de l’hamiltonien de spin et en 
négligeant des termes qui n’influencent pas l’énergie, on obtient que
(4-91)
■>ÎA q) = -•£!»( q). (4-92)
et
K l y(q) =  2J*„(q), (4.93)
^ » ( q )  =  2 J " ( q ) .  (4.94)
Pour déterminer quelle partie du terme K XiV(q) est symétrique et anti-symétrique, il
faut regarder un à un chacun des termes pour vérifier s’ils sont symétriques ou anti­
symétriques sous q. On trouve
J l , M  =  Jj2 Ç2 "î -  8“ ?) 1/12 -  A 'l (4-95)
J ? i(q )  =  ~ 2 (4.96)
Il est possible de réécrire notre hamiltonien de spin avec les parties symétriques et anti­
symétriques
HP = N* X  (q ) Px Px (_q ) + Jy.» (q) py (q) py (_q)J
q
+ N* E  t ë v  ta )p ■ ta) Py (-q ) + Jly (q) e , (q) p ,  (-q)]
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phase liquide 1.28 < Ab < 1.34
phase cristalline 1.34 < Ab < 1.80
phase spirale 1.80 < Ab < 4.30
phase cristalline 4.30 < Ab < 4.72
phase liquide 4.72 < Ab < 4.82
T a b l e a u  4.3 -  Phases non-uniformes dans la région de la phase orbitale. Les unités des 
biais critiques sont en e2 /ni.
+ N* £  (q) p (q) x p  ( - q ) . (4 .97)
q
avec
P  (q) x P  (-q )  =  Px (q) Py ( -q )  -  Py (q) Px ( - q ) . (4.98)
L’énergie obtenue à partir de l’équation aux valeurs propres est
w q') +  J y M ) J x M )  -  {Jx,y(^)Ÿ-  (4-99)
Le terme d ’interaction avec le produit vectoriel dans l’éq. (4.97) possède la même forme 
que l’interaction de type Dzyaloshinskii-Moriya (DM). Cette interaction n’a pas du tout 
la même origine physique que l’interaction DM dans les systèmes de vrai spin où cette 
interaction est causée par l’interaction spin-orbite [45]. Dans notre cas, c’est l’interaction 
coulombienne qui crée cet effet.
Cette interaction DM possède plusieurs propriétés intéressantes dont le fait qu’elle 
est anisotrope et qu’elle tende à faire tourner les spins. L’instabilité se produit lorsque
* -^ (q ')  =  \ / J y M ) J x A ^ )  -  {Jx,y(q '))2- (4 .100)
Ceci nous incite à croire que le vrai état fondamental est en fait une spirale lorsque l’insta­
bilité apparait puisque l’interaction DM tend à faire tourner les spins et que l’instabilité 
se fait dans une direction et n’est pas isotrope.
Ceci fut confirmé numériquement [36], comme indiqué précédemment. Le tableau 4.3 
montre les différentes phases (liquide, spirale et cristalline) lorsque le biais est augmenté.
Microscopiquement, on peut voir que le terme DM vient du fait que l’interaction 
électron-électron ne conserve pas les indices orbitaux puisque j£y (q) est proportionnelle 
à A 5 dans lequel tous les termes sont des termes d ’interaction ne conservant pas l’indice









F ig u re  4.32 -  Diagramme de phase à v =  1 et B  — 10T en incluant les phases spirales 
et cristallines à partir des résultats de la réf. [36].
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orbital comme par exemple ^ ^ ( 0 ,1 ,0 ,  0, q). Ces termes n ’apparaissent pas généralement 
dans les GE2D puisque le mélange des niveaux de Landau est négligé à cause de la grande 
différence en énergie entre les niveaux de Landau.
Nous pouvons aussi regarder le comportement des termes d ’échange dans le modèle 
effectif dans la limite q —> 0  en développant ces termes en puissance de q :
J x A q) =  - p ? B  cos2 0 (l28  (M b  -  A2)2 -  1 6 v /2 v ^ (M b  -  A2) +  tt)
( M b -  A2) Q V V S F  “  4 ( M b -  A2)^ , (4.101)
o /?2
JvA q ) = ~Q^b sin2 0 -------   B (6 cos 0  -  4), (4.102)
^x’y(q) =  -  sin (20) “ 8 ^  ( M b - A 2)) , (4.103)
Q) =  - l V 2 q £ Bi s m 4 > ^ V 2 V ^ ( / 3 A B -  A2) - 4 ( M b  -  A2)2. (4.104)
La dépendance à faible q de l’énergie (4.99) en fonction de q ne vient pas cette fois du 
terme DM, mais bien du produit Jx,x(q)/j/jî/(q). Par contre, le comportement dépend de 
l’angle 0 entre le vecteur q et l’axe des x. Ainsi ce n ’est pas uniquement le terme DM qui 
contribue à l’anisotropie du mode collectif. De plus, on remarque que le comportement 
du mode dans la limite de faible q serait isotrope si l’énergie sans interaction des deux 
orbitales était la même(c’est-à-dire 13A B — A2 =  0).
Le comportement du mode est en ^fq dans la majorité des cas
U ^  ^ A B ~  ^ 2) Q  -  4 ( M b  -  A2)^ y/qïs  |sin 0 | , (4.105)
mais pour deux valeurs de l’angle ( 0  =  O e t 0  =  7r)
U) \ q i ByJ ( 0 A B -  Â2) (y/ ïy/ i ï  -  8 (M b  -  A2) ) , (4.106)
et la contribution de l’ordre yfq disparait et le mode devient linéaire en q. Ce comporte­
ment est très différent de celui ayant une symétrie U(l)  dans les GE2D.
De plus, appliquer un champ électrique brise la symétrie de la rotation du dipôle et 
crée un gap dans le mode de Goldstone qui donne lieu alors à une absorption. L’absorp-
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• direction x 
■ direction y
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F i g u r e  4.33 -  Absorption dans la phase orbitale à v  =  3 et Ex = 0.01 e/ k £2b  selon l’orien­
tation de la polarisation (linéaire) de l’onde électromangnétique. Le dipôle électrique est 
orienté dans la direction x.
tion est anisotrope : la fréquence du pic d’absorption ne dépend pas de l’orientation du 
champ électrique, mais change l’intensité du pic en fonction de l’orientation de l’onde tel 
qu’illustré dans la fig. 4.33.
Le gap d ’excitation dans la phase orbitale consiste en la différence d ’énergie de 
l’état liant orbitale \L0) =  a \n =  0) +  b \n — 1) vers l’état anti-liant orbitale \ALa) — 
—b \n = 0) +  a \n = 1*). Ce gap ne dépend pas de Ab et reste constant tout le long de la 
phase. Il vaut
A =  -Ao,o,o,o- (4.107)
C’est la seule phase cohérente que nous avons obtenue qui possède cette propriété.
4 .7  Les phases in co h éren tes
Toutes les autres phases que nous obtenons peuvent être classifiées de phases in­
cohérentes, c’est-à-dire que tous les (p) hors diagonaux sont nuls.
Parmi ces phases, on distingue deux types : celles qui sont polarisées en orbite et celles 
qui ne le sont pas. Celles qui sont polarisées, c’est-à-dire que le nombre d ’états d ’orbitaux 
n — 0 remplis n ’est pas le même que le nombre d ’états d ’orbitaux n = 1 remplis, possèdent
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(a) (b)
(c) (d)
F ig u re  4.34 -  Schéma d ’occupation des niveaux dans les phases incohérentes non pola­
risées en orbitale, (a) à v = — 2 ; (b) à u =  2 ; (c) à v — 0 ; (d) à u =  0. Nous avons utilisé 
la représentation de la fig. 4.2 pour représenter les 8 états.
un pic d’absorption. Celles qui ne sont pas polarisées en orbite ne possèdent pas de pic
sont moins intéressantes, mais puisque leurs propriétés sont différentes pour l’absorption 
ou les modes de Goldstone des phases voisines, elles permettent de bien les distinguer 
des phases voisines.
transitions possibles de n =  0 vers n — 1 respectent le théorème de Kohn et celles qui 
ont des transitions possibles de n = 1 vers n = 0 ne respectent pas ce théorème.
Ces phases incohérentes ont été étudiées en détail par Gorbar [19] sans prendre en 
compte les phases cohérentes. On peut comparer nos résultats à ceux qu’il obtient. Son 
diagramme de phase peut essentiellement être obtenu en prenant le nôtre et en enlevant 
les phases cohérentes bien que les valeurs pour nos gaps d ’excitation ne sont pas toutes 
identiques aux siennes si on exclut l'effet de l ’écrantage.
Les modes orbitaux qui donnent lieu à l’absorption sont décrits par
d’absorption. Une autre des particularités de ces phases est que, puisqu’il n ’y a pas de 
symétrie associée, il n ’y a pas de mode de Goldstone dans les modes collectifs. Ces phases
• Les états polarisés en orbite ont une absorption. Par contre, les phases qui ont des
Wi-yj — - \J{2Ei — 2Ej — 2XnunitnitTli +  2 X 1^ 0,1 — 2hy +  2x4 ) 2 — 4 |h\\ — x n | 2, (4.108)
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qui donne une absorption à q = 0 dans les phases incohérentes
to = Ej — Ei + X niTHnuni — 2 X 1,0,o,i. (4.109)
Les deux seules transitions entre deux phases incohérentes adjacentes se produisent à
1/ = —2 et h u ~  2. Ce sont des transitions du premier ordre et elles se produisent aux
biais
A | ( ,  =  -2 )  =  (4.110)
AM „ =  2 )=  A z +  A2 +  |X o.o,o.o (4 1 u )
La différence entre les deux biais critiques vient du fait que la transition est d ’une orbitale 
1 vers une orbitale 0 pour u = — 2  et d ’une orbitale 0 vers 1 pour v — 2 .
4.8  R ésu m é
4.8.1 Im portance du spin, de fi e t de A 2 sur le d iagram m e de 
phase
Dans notre modèle nous avons pris en compte l’effet de fi, de A 2 et du spin. Certains 
de ces paramètres sont parfois négligés par d ’autres auteurs [19,20,35,42,43]. Par contre, 
nos calculs montrent qu’ils jouent un rôle très important pour obtenir un diagramme de 
phase comme celui qui est montré dans la fig. 4.1.
Le terme fi change la différence d ’énergie entre les orbitales n — 0 et n — 1 dans
chacune des vallées. C’est pour cette raison que les phases inter-spin simple se produisent 
à différents A B selon l’orbitale dans laquelle elles se produisent. De plus, le terme fi 
réduit la différence d’énergie entre l’orbitale n =  0 et n — 1 dans la vallée K  et permet 
l’apparition d ’une phase orbitale.
Le spin est également important puisque lorsque A g est assez grand, le système
passe (à certains u) d ’un état totalement ou partiellement polarisé en spin à un état
totalement ou partiellement polarisé en couche. Bien que la différence de potentiel(AB) 
à laquelle cette transition se produit soit indépendante de l’interaction électron-électron 
(sauf pour le terme capacitif), l’intervalle sur lequel cette transition se produit dépend de
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l’interaction électron-électron. Cette transition change le spin, mais aussi la couche dans 
laquelle les électrons se trouvent. Puisque le terme fi agit différemment dans chacune des 
vallées et que ce terme fi est important pour des Ab assez élevés, ce transfert de vallée 
change les solutions que nous obtenons après ce transfert.
Si l’on suppose que le système reste polarisé en spin comme nous le faisions précédemment 
[42,43], certaines phases apparaissent à des facteurs de remplissage différents.
Le terme A2 augmente la différence d ’énergie entre les orbitales n = 0 et n =  1 . Ce 
faisant, il augmente le Ab à laquelle la phase orbitale apparait. Si le A2 était négligé, la 
phase orbitale apparaitrait à un Ab proche du Ab pour lequel notre phase inter-couche 
disparait. Il y aurait de plus une nouvelle phase que l’on pourrait appeler « phase mixte » 
qui consisterait en une cohérence entre les 4 états d ’un même spin [43].
La présence du terme A2 est encore plus importante si l’on inclut le spin dans les 
calculs. En effet, A2 pousse la phase orbitale à un Ab supérieur à celui de la transition 
de spin. Ceci fait en sorte que nous n ’obtenons aucune phase orbitale à u — —1. Si A2 est 
nul ou très petit, une phase orbitale apparaît à u = —1,1,3. En plus de la phase inter- 
spin simple, on aurait une autre phase mixte de 4 états dans la région de la transition 
du spin.
4.8.2 Observables
Dans cette section, nous allons résumer les résultats possiblement détectables dans 
chacune des phases, incluant les phases incohérentes. Nous présentons les résultats par 
facteur de remplissage et pour chaque facteur de remplissage u, nous présentons les 
différentes phases en fonction de Ab- Les résultats présentés dans les sections précédentes 
de ce chapitre seront répétés, mais pourront être mieux comparés avec les phases envi­
ronnantes. Les valeurs numériques sont toujours prises pour B — 10T et k =  5. Nous 
allons indiquer les points principaux pour différencier les phases à chaque facteur de 
remplissage.
Pour chaque facteur de remplissage u , on donne deux tableaux. Dans le premier, on 
indique : l’intervalle de biais électrique sur lequel la phase est présente (Ab), le nombre 
de modes de Goldstone (Goldstone), le nombre de modes gappés exactement à Zeeman 
(Zeeman), le nombre de pics d ’absorption (Nb. ab.), les valeurs auxquelles apparaissent' 
les pics d ’absorption (V. ab.) et la valeur du gap (V. gap). Pour la valeur du gap, nous 
allons mettre une étoile si la dépendance n ’est pas monotone ou s’il y a des croisements de
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phase A b Goldstone Zeeman Nb ab. V. ab. V. gap
ICS_3 0 à 0.001 1 mode linéaire 2 2 0.114 et 0.7 0.74
1 -3 0.001 à 5.0 0 1 1 0.114 à 0.557 0.74 à 1.18
T ableau 4.4 -  Description des comportements des phases à u =  —3. Les unités pour 
Ab , V. ab. et V. gap sont en e2 /kLb-
phase gap pente
ICS_3 A2 +  \Xo,o,0,0 +  \  Z)m=0,l ( '- l ) " 1 Xo,o,m,m +
1 -3 A2 +  /3A b  + Ao,o, 0.0 — A0,0,1,1 +
T a b l e a u  4.5 -  Description du gap des phases a u  — —3.
l’état de plus faible énergie non rempli ou de l’état le plus élevé rempli. On peut indiquer 
une variation ou une valeur dans les tableaux. Si l’on indique une valeur, cela ne veut 
pas dire que cette quantité ne varie pas durant cette phase, mais seulement qu’elle varie 
peu.
Le deuxième tableau décrit le gap dans ces phases. On donne la formule pour le 
gap (gap) et le signe de la pente du gap en fonction de Ag (pente). Les formules pour 
les phases cohérentes (autre que celle orbitale) sont les formules approximatives que 
nous avons données précédemment, mais les formules pour les phases incohérentes sont 
toujours exactes. Par contre, dans une même phase, le comportement du gap peut changer 
s’il y a des croisements de l’état de plus faible énergie non rempli ou de l’état le plus 
élevé rempli. Dans ce cas, on indique V2, le deuxième comportement, V3 le troisième 
comportement et ainsi de suite.
u = — 3
Le mode de Goldstone, le nombre de modes collectifs gappés à Zeeman et l’apparition 
du pic d ’absorption autour de 0.7 sont de bonnes manières de distinguer les phases ICS_3 
et I_3 tel qu’indiqué dans le tableau 4.4. Par contre, le gap n ’est pas un très bon moyen 
pour différencier ces deux phases puisque la différence risque de ne pas être très visible.
Le gap donné dans le tableau 4.5 pour la phase I_3 provient de la transition de l’état 
\K'Q t)  vers l’état \K'\  t) .
u = -  2
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phase A b Goldstone Zeeman Nb ab. V. ab. V. gap
ic d _2 0 à 0.0033 1 mode linéaire 2 2 0.75 et 1.29 1.37
1-2 0.0033 à 4.39 0 1 0 - 1.1 à 1.48*
1-2 4.39 à 5.0 0 0 1 0.5 à 0.56 1.1 à 1.15
TABLEAU 4.6 -  Description des comportements des phases à v =  —2. Les unités pour 
Ab, V. ab. et V. gap sont en e2/fcCB.
phase gap pente
i c d _2 2 ( 2 X 1 4 ,0,0 +  X 0 ,0 ,0,0  +  -X pi, 1 ,1 )  — | X 0 ;0 ,0,0  — A 2 +
1-2 A b — A2 — 2  — /3A b +  X 0 )o ,i,i +  X 1 4 4 4 +
IÏ22 — /2A b — A2 +  X 0 ,0 ,1,1 +  X 1 4 4 4 -
Ü2 A2 — A2 +  /3Ab 4- X0,0 ,0,0  — X q ,0 ,1,1 +
T ableau 4.7 -  Description du gap des phases à u — — 2.
Le nombre de modes collectifs gappés à Zeeman et le nombre de pics d ’absorption sont 
de bonnes manières de distinguer les différentes phases tel qu’indiqué dans le tableau 4.6. 
De plus, le gap peut être une bonne manière d ’identifier les phases I_2 et I!_2 puisque la 
transition entre ces deux phases correspond à un minimum du gap. Bien que la différence 
de comportement du gap entre les phases inter-couches et incohérentes soit plus grande 
qu’à v =  —3, elle demeure assez faible pour être difficile à observer.
Le gap donné dans le tableau 4.7 pour la phase I_2 provient de la transition de 
l’état \K'l  t )  vers \K0 t)  et pour I12 de \K ' \  t )  vers (Té'O | ) . Le biais critique entre les 
comportements de I_2 et I^2 est
A% =  2 d + A z «  0.115. (4.112)
Le gap de I* 2 provient de la transition de \K'0 | )  vers \K ' l  t) . 
v — —1
Le second pic d’absorption et le mode de Goldstone permettent de distinguer les 
phases cohérentes et incohérentes tel qu’indiqué dans le tableau 4.8. De plus, le change­
ment rapide du gap et du pic d ’absorption de faible énergie dans la phase ISS_i permet 
de distinguer cette phase des deux phases incohérentes qui l’entourent. Encore une fois, 
le gap n’est- pas une bonne mesure pour distinguer la phase inter-couche de la phase 
incohérente.
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phase A B Goldstone Zeeman Nb ab. V. ab. V. gap
ICS.j 0 à  0.0022 1 mode linéaire 2 2 0.114 et 0.7 0.74
I-i 0.0022 à  0.114 0 2 1 0.114 à  0.104 0.74 à  0.73
ISS_! 0.114 à  0.116 1 mode linéaire 2 2 0.104 à  0.124 et 0.71 à  0.69 0.73 à 0.75
I*! 0.116 à  5.0 0 1 1 0.124 à  0.557 0.75 à  0.97*
T a b l e a u  4.8 -  Description des comportements des phases à v =  — 1. Les unités pour 
Ab, V. ab. et V. gap sont en e2 jKtB-
phase gap pente
ICS_x A2 +  g Ao,0,0,0 +  \  £)m=0,l -
I—i A2 — /?Ab +  X 0 t0,0,0 ~  Aoi0,i,i
„ , — , /  /  j \ 2 / ~ \2
-
ISS_! A2 +  "^jpAo,0,0,0 +  2^ 0,0,0,0 “  2 "y 4/?2 (2 j -  +  AZJ +  ^Xo,0,1,1 j +
1 - 1 A2 +  fi A  b  + Ao,0,0,0 ~~ Ao, 0,1,1 +
l* V 2
L- 1 A z +  Ai, 1,1,1 0
T a b l e a u  4.9 -  Description du gap des phases à v =  — 1.
Le gap donné dans le tableau 4.9 pour la phase I_j provient de la transition de 
l’état |A0 t)  vers \K \  t) . Le gap de IL1 provient de la transition de l’état \K'Q J,) vers 
\K'l  4-) et pour l*Y2 de l’état \K 'l  t )  vers \K ' l  4,}. Le biais critique qui sépare ces deux 
comportements du gap est
Ab =  — (—A2 +  A z — X 0 ,o,o,o +  A"o,0,1,1 +  Ai,i,i,i) ~  2.62. (4.113)
i/ =  0
Les pics d ’absorption et le mode Goldstone sont de bonnes manières de différencier 
la phase inter-spin des phases incohérentes tel qu’indiqué dans le tableau 4.10. De plus, 
le gap permet de situer la région où la phase ISD0 se trouve puisqu’elle est au minimum 
du gap. La pente du gap permet aussi de bien distinguer les deux phases incohérentes 
tout comme le nombre de modes gappés à Zeeman.
Le gap donné dans le tableau 4.11 pour la phase I0 provient de la transition de l’état 
\ K 1 1) vers |A'0 4-)- Le gap de Iq provient de la transition de l’état \K'\ \ )  vers \K0 t)
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phase A b Goldstone Zeeman Nb ab. V. ab. V. gap
Io 0 à 0.123 0 2 0 - 1.49 à 1.37
ISD0 0.123 à 0.130 1 mode linéaire 2 2 0.75 et 1.29 1.37*
Io 0.130 à 5.0 0 0 0 - 1.37 à 5.5*
T a b l e a u  4.10 -  Description des comportements des phases à  u = 0. Les unités pour 







A 2 — Ab — A2 +  0 A b + Xo,o,i,i +  -Xi,1,1,1
Ab — A2 — 4 jg — A z — /3AB +  Xo^.i.i +  ^ î ,1,1,1 
Ab — 4 — A z — 2/3 A b +  Xq, 0,1,1 +  -Xi,1,1,1
- et +  
+
+
T a b l e a u  4.11 -  Description du gap des phases à  u =  0. Nous n ’avons pas calculé la
formule pour le gap dans la phase ISD0.
et pour 1qV 2  de l’état \K'l  J.) vers |K l  t ) .  La transition entre Iq et IqV 2  est au biais
A% = ^ A2 «  1.28. (4.114)
u =  1
Les modes de Goldstone permettent de distinguer les phases cohérentes des phases 
incohérentes. Le pic d ’absorption de haute énergie permet de distinguer les phases inter­
couches et inter-spins des autres phases tel qu’indiqué dans le tableau 4.12. Le changement 
rapide du pic d’absorption de faible énergie et du gap dans la phase inter-spins permet 
d ’identifier cette phase. Les phases incohérentes aux frontières de la phase orbitale sont 
intéressantes puisqu’elles permettent une absorption qui tend vers une énergie nulle. De 
plus, la phase orbitale se distingue comme la seule phase à  ce facteur de remplissage à  
ne pas avoir d ’absorption. Sauf pour la phase inter-couches, la dépendance du gap en 
fonction de A B est assez différente d ’une phase à  l’autre, ce qui permettrait une possible 
observation des phases par le gap.
Le gap donné dans le tableau 4.13 pour la phase L provient de la transition de l’état 
\K'Q 4) vers l’état \K'\ 4). Celui de Ij de l’état |/G) t)  vers l ’état, \K1 t )  et pour Ij* de 
l’état |K l  t)  vers |/sT0t)-
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phase A# Goldstone Zeeman Nb ab. V. ab. V. gap
ICSi 0  à 0 .0 0 1 1 mode linéaire 2 2 0.114 et 0.7 0.74
Ii 0.001 à 0.138 0 2 1 0.114 à 0.126 0.74 à 0.753
ISSi 0.138 à 0.142 1 mode linéaire 2 2 0.126 à 0 .1 0 1  et 0.69 à 0.71 0.753 à 0.728
Iî 0.142 à 1.28 0 1 1 0 .1 0 1  à 0 0.728 à 0.627
Oi 1.28 à 4.82 1 mode variable 1 0 - 0.627
T * *
X1 4.82 à 5.0 0 1 1 0  à 0.016 0.627 à 0.643
TABLEAU 4.12 -  Description des comportements des phases à v — 1. Les unités pour 




*2  +  1*0,0,0,0 +  |  Z)m=0,l t - 1 )™ *0,0,m,m







A2 T g*0,0,0,0 T 2*1,1,1,1 2 \ J ^ P 2 (1-2/3)2 1 (^"o,0,1,1) 
A2 — /?Ab  4- *0,0,0,0 — *0,0,1,1 
2*0,0,0,0 
/3A b  — A2 — *1,1,0,0 +  *1,1,1,1
0
+
T a b le a u  4.13 -  Description du gap des phases à u =  1.
v = 2
Le mode collectif gappé à Zeeman et le nombre de modes d ’absorption sont ce qui 
différencie les phases à v =  2. Le gap est assez similaire entre ICD2 et I2 ce qui rend la 
différenciation de ces phases avec le gap plutôt difficile. Il est à noter que sur le tableau 
4.14, il y a un saut dans le gap lors de la transition entre I2 et I2 . Par contre, puisque 
la phase I£ est en dehors de la limite de validité de notre modèle, ce résultat est moins 
intéressant.
Le gap donné dans le tableau 4.15 pour la phase I2 provient de la transition de l’état 
\K'l  4} vers |* 0 | ) ,  de \K\  t)  vers \KQ 4-) pour I^2, de \K \  t )  vers \K \  | )  pour Ilf3 et 
de |AT) t)  vers \K1 4,) pour I^ 4 . Les biais critiques entre les différents comportements 
du gap dans I2 sont donnés successivement par
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phase A s Goldstone Zeeman Nb ab. V. ab. V. gap
i c d 2 0 à 0.0033 1 mode linéaire 2 2 0.747 et 1.288 1.37
I2 0.0033 à 5.0 0 1 0 - 1.37 à 1.6*
13 >10.5 0 0 1 0.503 4.6(4.44)
T a b le a u  4.14 -  Description des comportements des phases à u =  2. Pour la phase 
l’énergie d ’absorption et le gap sont calculés à A B — 10.5. Le chiffre entre parenthèses 
pour le gap dans la phase est le gap de la phase L pour la même valeur de A g, ce qui 
permet de voir le saut du gap lors de la transition entre les deux phases. Les unités pour 
Ag,  V. ab. et V. gap sont en e2jkIg .
phase gap pente
ic d 2 \  ^2A1>I)0)o +  -Xo,0,0,0 +  -^1,1,1,1)  ~  |^ o ,0,0,0 — A2 +
I2 Ab — A2 — 2 j g  —  0 A  g +  Ao,0,1,1 +  X \ ^  1,1,1 +
t V 2
l 2 A* — A2 +  0 A g  +  -Xo, 0,1,1 +  Xi, 1,1,1 +
t P Az +  Xo,0,1,1 +  Xi, 1,1,1 0
A 2 +  A2 — /3A g +  Xq,0,0,0 +  Xi, 1,0,0 -
T a b l e a u  4.15 -  Description du gap des phases à v  =  2.
A°g — — (A2 +  Xo,o,0,0 ~~ Xi,i,1,1) ~  4.82. (4.117)
1/ =  3
Les phases se distinguent par leurs pics d ’absorption. Les phases cohérentes possèdent 
un mode de Goldstone. La phase inter-couches est la seule phase à avoir deux modes 
gappés à Zeeman et à avoir un pic d ’absorption à haute énergie. De plus, comme pour 
u — 1, le comportement différent du gap dans chaque phase permet de bien distinguer 
les phases autres que la phase inter-couches.
Le gap donné par le tableau 4.17 pour la phase I3 provient de la transition de l’état
phase Ab Goldstone Zeeman Nb ab. V. ab. V. gap
ICS3 0 à 0.0022 1 mode linéaire 2 2 0.114 et 0.7 0.74
I3 0.0022 à 1.28 0 1 1 0.114 à 0 0.74 à 0.627
0 3 1.28 à 4.82 1 mode variable 1 0 - 0.627
13 4.82 à 5 0 1 1 0 à 0.016 0.627 à 0.643
T a b l e a u  4.16 -  Description des comportements des phases à v =  3. Les unités pour 
A g, V. ab. et V. gap sont en e2 jnLg.
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phase gap pente
ICS3 A2 +  §X0,0,0,0 +  \  E m = 0 , l  ( - l ) 1+m -
I3 A2 — /3A b +  ATq,0,0,0 — Aq,0,1,1 -
0 3 bO|i
-* 0 © 0 0
I3 /3A b — A2 — Xi, 1,0,0 +  A i,1,1,1 +
TABLEAU 4.17 -  Description du gap des phases à v =  3.
|X 0 4} vers l'é tat \K1 4) et celle de I3 de l’é ta t \K \  4} vers |X 0 4)-
4.8.3 A utres résultats théoriques
Nous ne sommes pas les seuls à avoir calculé le diagramme de phase de la bicouche de 
graphène sous champ magnétique et nous allons donner les grandes lignes des différences 
entre nos solutions et celles des autres auteurs dans cette section.
Gorbar
Dans leurs calculs, Gorbar et al. [19] incluent les niveaux de Landau supérieurs ce que 
nous n ’avons pas fait. Par contre, ils n ’incluent pas l’effet de A2 et, parlent légèrement 
de l’influence de /? sur le diagramme de phase. Comme nous en avons déjà discuté, notre 
diagramme de phase est fortement influencé par la présence de ces paramètres.
Une différence encore plus importante est qu’ils regardent seulement les phases décrites 
avec des paramètres d ’ordre sans cohérences qui sont
hsip) =  (pK A \ , s , n )  T {n-K'A \ , s , n )  “b {PKB-z,s,n) "b ^pK'B 2 , s ,n )  i (4.118)
^ s ( n )  {pKA i , s ,n )  “b  ( n,K'A \ , s , n ) ipK B 2 , s ,n ) iPK'B 2 , s ,n )  j (4.119)
As(7l) (pK A \,s , i i )  (PK'A\ , s ,n )  “b (pK B 2 , s ,n )  (pK ’B 2 , s ,n ) i (4.120)
^ s { p ’} =  (PKA i , s ,n )  "b (P ’K ' A i , s , n )  (pKB 2 , s ,n )  (pK'B ï ,8 ,n )  ; (4.121)
ni =il>}t/>i. ' (4.122)
Par contre, si l’on enlève toutes nos phases cohérentes, notre diagramme de phase est 
très similaire à celui qu’ils obtiennent si on exclut les phases qui apparaissent en dehors 
des valeurs de différence de potentiel A b qu’ils ont étudiées.
avec
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Pour ce qui est des énergies d'excitation, nous avons des dépendances similaires aux 
leurs pour les facteurs de remplissage u =  0 et u =  2 si l’on considère qu’ils négligent le 
terme A2, mais qu’ils considèrent l’effet d'écrantage. Par contre, h u = l  et u = 3 nos 
résultats diffèrent des leurs pour ce qui est de la contribution de l’énergie d ’interaction 
dans certaines phases. Les gaps qu’ils obtiennent dans ces phases incohérentes sont
Aq =  /^Ab +  Xo,o,o,o +  ^ i,i ,1,1 — 2Aq,0,1,1, (4.123)
Aq =  —/3Ab +  Xo,0,0,0 + -^î,i,i,i — 2Xo,0,1,1, (4.124)
A j3 =  —/î A b +  Xo,o,o,o +  — 2Xo,o,i,i- (4.125)
Notre paramètre /3 change aussi la dépendance du gap en fonction de A# à v =  1 et 
v =  3 dans certaines phases. Par contre, cette contribution semble moins forte que celle 
causée par l’écrantage qu’ils calculent.
La dépendance du gap en fonction du champ magnétique n ’est pas la même dans 
nos calculs et les leurs. C’était le principal but d ’inclure l’écrantage. Ils obtiennent une 
dépendance linéaire, alors que nos résultats vont en \[B. Cette dépendance linéaire a été 
observée pour des champs magnétiques pas trop grands (1-10T) pour des bicouches de 
graphène suspendues [46], deux situations (faible B  et suspendue) qui favorisent l’effet 
des niveaux de Landau supérieurs. Par contre, ce ne sont pas tous les expérimentateurs 
qui observent cet effet. Certaines mesures montrent plutôt une dépendance en y/B  du 
gap d’excitation [11] pour du graphène sur substrat et pour des champs magnétiques plus 
élevés (jusqu’à 30T). Nos résultats devraient s’appliquer lorsque le champ magnétique 
est élevé, là où l’écrantage est moins important.
L’ordre d ’importance des gaps en fonction des facteurs de remplissage pour Gorbar et 
al. est le même que le celui que nous trouvons. Ce résultat est corroboré expérimentalement 
par l’apparition des sous-niveaux de Landau en fonction du champ magnétique dans les 
mesures de résistivité de Hall [11].
Shizuya
Shizuya a aussi calculé les états fondamentaux aux facteurs de remplissage u = —3 à 
i/ =  3 [20].
Il traite plusieurs aspects différemment de nos calculs bien qu’il utilise comme nous 
la théorie Hartree-Fock pour calculer ses états. Il néglige le terme A2 qui a dans notre, 
cas plusieurs répercussions sur le diagramme de phase. Par contre, il n ’utilise pas l’ap­
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proximation du modèle effectif à deux bandes pour calculer ses états sans interactions. Il 
utilise le modèle à 4 bandes. L’état associé à l’orbitale n =  1 est par conséquent mieux 
décrit que le nôtre.
La principale différence avec notre méthode est qu’il inclut l'interaction avec les 
électrons de la mer de Fermi (les niveaux remplis avec N  < 0). Cela veut dire qu’il 
inclut l’interaction avec tous les niveaux de Landau inférieurs.
Il est certain que ces interactions existent et qu’elles ont un certain impact. C’est 
d ’ailleurs les interactions d ’échange entre n — 0 et n  =  1 qui produisent une phase de 
cohérence de couche a u  — — 2  et u = 2  plutôt qu’une phase incohérente où les électrons 
iraient tous dans l’orbitale n =  0. Il est donc plausible que l’énergie d ’échange entre 
différents niveaux de Landau puisse elle aussi produire de nouvelles phases. Par contre, 
dans quelle mesure les niveaux de Landau N  — > —oc donnent une bonne contribution 
est moins clair sachant que le modèle du continuum cesse d ’être valide dans cette limite 
et que la somme infinie sur N  donne des contributions divergentes.
En incluant l’effet des niveaux remplis, Shizuya obtient des résultats très différents des 
nôtres. Il obtient que l’orbitale n = 1 est plus basse en énergie que l’orbitale n =  0. Cela 
se traduit entre autres par le fait qu’à u = —3, les électrons vont dans l’orbitale n = 1 
plutôt que dans l’orbitale n =  0. De plus, son énergie capacitive devient négative de sorte 
qu’elle favorise les états dans les pôles de la sphère de Bloch, c’est-à-dire des états avec 
les électrons tous dans une couche ou dans l’autre. Ceci crée un diagramme de phase 
bien différent du nôtre et qui contrairement à nous possède la symétrie particule-trou 
(c’est-à-dire que les états sont similaires entre v =  i et u =  — i)
Dans un autre article, Shizuya s’intéresse à la phase de cohérence orbitale entre les 
deux orbitales n =  0 et n — 1 [35]. Il calcule les états avec Hartree-Fock et les modes 
collectifs en présence de seulement deux états sans interaction soit n =  0 et n =  1. 
Il obtient alors une phase orbitale lorsque la différence d ’énergie entre les orbitales est 
assez faible ou qu’il applique un champ électrique. C’est à partir de cet article que nous 
avons utilisé la définition de dipôle électrique et avons pris l’interaction avec un champ 
électrique parallèle.
Contrairement à nous, Shizuya prédit que les phases orbitales sans champ électrique 
parallèle apparaissent aux facteurs de remplissage u = — 2  et u = 2 . A  part cette différence 
de l’emplacement de cette phase orbitale, nos résultats sont très similaires pour ce qui 
est de cette phase orbitale que ce soit pour l’état fondamental ou les modes collectifs.
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4.8.4 R ésu ltats expérim entaux
Plusieurs expériences ont été faites pour observer la levée de dégénérescence du niveau 
de Landau N  = 0 dans la bicouche de graphène. Les mesures pour N  = 0 pour la 
bicouche sur substrat [11] ou suspendue [10] montrent l’émergence de sous-plateaux dans 
la conduction en fonction du champ magnétique. Le premier sous-niveau qui apparaît est 
v =  0, vient ensuite u = ±2 et puis les v  impairs. Ceci est compatible avec nos résultats 
à A b =  0 puisque nos gaps d’excitation s’ouvrent dans le même ordre. C’est-à-dire que 
notre gap le plus élevé est à v =  0, viennent ensuite les gaps à v =  ±2 et les gaps les 
plus petits sont pour les v impairs.
La dépendance du gap en fonction de B  n ’est pas unanime chez les expérimentateurs. 
Chez Zhao [11], soit avec une bicouche sur substrat et pour des champs magnétiques de 
l’ordre de 10T à 30T, ils observent une dépendance en yfB pour u = 2, 3 et ne peuvent pas 
conclure pour u = 1. Ces mesures pourraient être remises en question à cause du faible 
nombre de points, des grandes barres d ’erreur et le fait qu’ils sont les seuls à observer 
cette dépendance en \[B.  Par contre, ce sont les seuls à étudier à de si forts champs 
magnétiques.
D’autres mesures [10,46,47] semblent plutôt montrer pour la bicouche suspendue une 
dépendance linéaire en B  pour des champs magnétiques B  G [0,10T] aux facteurs de 
remplissage u =  0,1,2. Par contre, les données ne peuvent pas exclure une dépendance 
en y/B pour v =  1 [46].
Nos calculs n’incluent pas l’effet d ’écrantage. Ainsi notre contribution qui vient de 
l’interaction varie en y[B plutôt qu’en B. Par contre, bien que le terme d ’interaction 
soit la partie la plus importante pour le gap, nous avons des contributions qui viennent 
de l’hamiltonien sans interaction. Certains de ces termes, comme A ^,A 2 et /?, ont une 
dépendance linaire en B  comme l’illustre lafig. 4.35 (a). Ainsi on peut voir dans la fig. 4.35 
(b) en prenant l’exemple de la phase I_3 que la contribution linéaire n’est pas négligeable, 
bien que moins importante que celle en y/B  qui provient du terme d ’interaction.
On peut mettre les différentes valeurs en perspective pour voir les ordres de gran­
deur. Nous avons A2 ~  0.4 meV xB[T],  A z  ~  0.1 meV xB[T],  X0,o,o,o^ ~  70.5 
meV x y /B  [T] (pour k = 1) et X0io,o,o^ ~  14.1 meV x y /B  [T] (pour k = 5). L’écrantage 
devrait changer la dépendance et réduire d ’environ un ordre de grandeur les valeurs du 
gap [19]. Expérimentalement, les valeurs du gap obtenues sont de A =  1.7 meV x B  [T], 
A =  0.1 meV x B  [T] et A =  1.2 meV x B  [T] pour respectivement les facteurs de rem-


















F igure  4.35 -  (a) Paramètres importants pour les gaps en fonction du champ 
magnétique. X0)o,o,o va en y/B, alors que le terme de Zeeman Az,  le terme A 2 et le 
terme /? sont linéaires en B. (b) Gap A à A B = 0.03eV de la phase I_3 et la séparation 
des contributions en y/B , c’est-à-dire 0,0 et des contributions linéaires en B , c’est-
à-dire A — |A q,o,o,o- Ces résultats sont calculés avec k  =  5.
plissage u — 1,2,3 [46]. Différentes mesures a u  — 0 donnent A =  5.5 meV x B  [T] [47] 
et A =  1.1 meV xB  [T] [48]. Ces résultats expérimentaux ont été obtenus pour des bi- 
couches suspendues. Il faut donc comparer ces valeurs avec k  =  1. Nos calculs donnent 
un gap qui est trop grand puisque nous n’avons pas pris en compte l’écrantange. Par 
exemple, le gap que nous obtenons pour la phase incohérente k u = 0 , As = 0 , B  = 10T 
et k = 1 est A =  275 meV.
La comparaison avec les résultats expérimentaux semble indiquer que nos résultats 
devraient inclure l’écrantage pour bien décrire le système. Par contre, on peut mettre 
un bémol. L’équipe de Zhao et al. [11] est la seule à observer une dépendance en y/B, 
et à avoir fait ces mesures sur substrat (c’est-à-dire un k ~  5) et pour de forts champs 
magnétiques. Ces deux effets tendent à réduire l’effet de l’écrantage. Donc il est possible 
que dans certaines conditions, avoir négligé l’effet d ’écrantage reste une approximation 
valide. Par contre, pour bien décrire le gap, il faudrait prendre en compte le désorde qui 
va influencer le gap. Ce désordre sera plus important pour ces mesures puisqu’elles sont 
faites sur substrat.
Il est aussi bien de mentionner que les mesures ne montrent pas de dépendance du
Chapitre 4 : Résultats sans champ électrique 126
-2 0 2 
Densité (10 n /cm2)
-4 -2 0 2 4
Densité (10 11/cm 2)




F ig u re  4.36 -  Conductivité pour différents champs magnétiques insistant sur la 
dépendance en fonction du biais à (a) u =  2, (b) v =  0 et (c) v — 1 et v =  3 [14].
gap en fonction du champ magnétique parallèle à v = 0 [10] et u =  2,3 [11] et donc exclut 
un gap venant du terme Zeeman. De plus, à v =  1, le gap dépend du champ parallèle, 
mais pas exactement comme si le gap venait seulement du terme de Zeeman [11]. Bien 
que beaucoup de nos gaps ne dépendent pas du terme Zeeman, certains en dépendent et 
pourraient être différenciés des autres phases par l’application d ’un champ magnétique 
parallèle.
La dépendance en fonction du biais électrique peut être aussi intéressante. La conduc­
tance devrait être maximale lorsque le gap est à un minimum. Certains de nos résultats 
ne semblent pas concorder avec les expériences pour cet effet [14], Les maximums de 
conductivité, pour les paramètres étudiés, semblent se produire aux environs des phases 
cohérentes, soit ISDo, ICSi, ISSi, ICD2 et ICS3 comme on peut le voir sur la fig. 4.36. Nos 
calculs de gaps sont effectivement dans un minimum local pour les phases ISDo, ICSi et 
ICD2. Par contre, la phase ICS3 se trouve dans un maximum local. Il est à remarquer par 
contre que le pic de conductivité observé expérimentalement à v =  3 est le moins pro­
noncé. De plus, bien que le gap diminue dans la phase ISSi, il n ’est pas dans un minimum 
et continue de diminuer en fonction de A B après cette phase. Donc, expérimentalement 
on devrait observer une augmentation de la conductivité qui s’intensifie plutôt qu’un pic.
De plus, des mesures semblent indiquer le transfert de spin avec le biais électrique 
entre les deux couches à u = 0, ±1 [14]. Expérimentalement, le biais auquel ce transfert se 
produit pour v — 0 est A B — 3.7 m V x B  [T] [14], Ab =  5.1 m V xB [T] [13] et A B =  4.3 
m V xS  [T] [47]. Les mesures [14] et [47] ont été effectuées pour une bicouche suspendue, 
soit k — 1, mais les mesures de [13] ont été effectuées sur substrat, soit k =  5. On peut
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comparer ces valeurs avec nos résultats théoriques, soit à environ
(4.126)
(4.127)
qui sont environ deux à trois fois plus petits que ceux expérimentaux si k = 1 et environ 
un ordre de grandeur plus petit si k — 5. De plus, contrairement à nos résultats, le biais 
critique semble indépendant du fait que la bicouche de graphène soit sur un substrat ou 
non.
Il faut souligner que dans [13] et [14], ils n’observent pas de dépendance de ce biais
critique en fonction du champ magnétique parallèle au plan. Ceci entre en contradiction
avec nos résultats à cause de la dépendance en A z . Par contre, puisque A z  n ’est pas
la contribution la plus im portante((2|) j  A z  æ 13 pour k =  1 et (2 |)  /  A z  «  2.5 pour
k = 5), on peut penser que l’effet du champ magnétique serait difficile à observer et plus
particulièrement pour la bicouche suspendue.
De plus, dans les valeurs expérimentales à v  =  0 pour les biais critiques pour le
transfert de spin que nous avons donné plus tôt, il manque une contribution indépendante
du champ magnétique qui est de l’ordre de Ab =  6.8 mV [14] et A B =  4. 3 mV [47]. Ce
comportement n ’apparait pas dans nos prédictions.
L’identification des phases risque d ’être ardue puisque différents échantillons peuvent
donner des phases différentes dépendamment de leur qualité [48]. Nos calculs supposent
que l’échantillon est pur, c'est-à-dire qu’il n ’y a pas de désordre.
Nous avons parlé des phases en général. Par contre, le système est plus compliqué
dans le cas de u =  0. Dans l’effet Hall quantique dans les GE2Ds ordinaires, la résistance
  \
longitudinale est nulle dans la limite de T  —> 0 lors des plateaux de axy. A température
finie, la résistance devient
Rx x o c e ~ (4.128)
Dans le cas de la bicouche de graphène h u = 0, la résistance ne tend pas vers 0 à 
T  —> 0 [10,11,13,47,48]. Ce comportement étrange de la résistivité longitudinale n ’est 
pas unique à la bicouche de graphène puisque la même chose est observée dans la simple 
couche de graphène [49].
Le comportement de la résistance dépend des échantillons et du champ magnétique.
=  2f +  A z ^  0.4 mV x B  [T]
B 1 -  0 ~  1 -  8.86 x 10-3 x B  [T] (P
1.6 mV x B  [T]~  (pour k =  1),1 -  8.86 x 10-3 x B [T]
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FlGUEE 4.37 -  É ta t anti-ferromagnétique tel que décrit dans [23]. Nous avons utilisé la 
représentation de la fîg. 4.2 pour représenter les 8  états.
La résistance peut diverger [10,48] comme
Rxx o ce^ér ,  (4.129)
ou tendre vers une valeur finie [48]. La dépendance de la divergence peut dans certains 
cas être autre que celle de l’éq. (4.129) ce qui pourrait être causé par du désordre [13].
La différence entre les échantillons est possiblement causée par une différence de qualité 
puisque ceux dont la résistance tend vers une valeur finie sont recuits par le courant 
(« current annealing ») [48]. Ces échantillons seraient donc de meilleure qualité.
Leur comportement à faible champ magnétique est aussi différent selon le type d ’échantillon 
[48]. Ceux qui montrent une résistance finie à T  —> 0 voient cette phase persister jusqu’à 
B —>■ 0. Par contre, les échantillons avec une résistivité divergente ont une nouvelle phase 
ayant une résistance constante qui ne diverge pas. Cette phase apparait lorsque le champ 
magnétique tombe sous une valeur critique.
Plusieurs théories sont proposées pour expliquer ces résultats [21-23], mais aucune 
ne fait consensus pour l’instant [48]. Certaines d ’entre elles se concentrent plus sur les 
phases à faible champ magnétique [21,22]. Elles ne se restreignent pas au premier niveau 
de Landau. Ainsi dans ces théories il n ’y a pas le lien direct entre la vallée et la couche.
Ainsi le formalisme que nous utilisons dans cette thèse ne peut reproduire les différentes 
phases obtenues pour u =  0 qui se trouvent dans [21,22],
Une des prédictions est que le système forme un anti-ferroaimant incliné (« can- 
ted anti-ferromagnet ») [23]. Cette phase serait causée par l’anisotropie de l’interaction 
électron-électron et électron-phonon entre les deux vallées K  et K '. Lorsqu’on parle 
d ’état anti-ferromagnétique dans ce cas, on veut dire un état ayant une polarisation de 
spin différente dans chaque couche ou vallée. Un exemple d ’état anti-ferromagnétique est 
illustré dans la fig. 4.37. L'état incliné penche le spin dans chaque vallée. Pour que le 
spin soit incliné et pas seulement que la grandeur du spin en 2 change, il faut former de
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la cohérence entre les états ayant seulement le spin comme nombre quantique qui soit 
différent. Cela se traduit alors avec des termes cohérents non nuls pour (pi.s), { p 2$ ) i  (p .3,7 ) 
et (p4,8). Dans [48], les auteurs pensent que les états qu’ils observent sont effectivement 
des états anti-ferromagnétiques bien que certains détails semblent ne pas concorder. Par 
contre, cette phase anti-ferromagnétique proposée n’est pas la même que celle proposée 
par [23] puisqu’elle brise la relation directe entre la vallée et la couche.
Les états que nous avons obtenus dans ce travail pour v =  0 sont des états quantiques 
de Hall ordinaires et ne peuvent avoir ce comportement isolant observé expérimentalement. 
Nous les avons quand même présentés de façon à avoir un diagramme de phase exhaustif.
4.8.5 R ésu ltats connexes
Abergel et al. ont déjà fait des prédictions sur un changement de polarisation du spin 
en fonction de la différence de potentiel A s entre les deux couches dans la bicouche de 
graphène [50]. Par contre, ils ont étudié ce phénomène pour un transfert d ’électrons entre 
N  = 0  et N  = — 1 au facteur de remplissage v =  —2 et v  =  —6. Cela se produit aux 
environs d ’une différence de potentiel où les courbes d ’états sans interaction des deux 
niveaux de Landau se croisent.
La bicouche de graphène n’est pas le seul système où l’on peut appliquer une différence 
de potentiel entre deux couches et obtenir une cohérence de spin et un changement de la 
polarisation avec A g. Dans le double puits quantique, un phénomène similaire se produit 
à v — 2 [44]. Dans le double puits, il n ’y a pas deux orbitales dégénérées et donc il n’y 
qu’un seul niveau de Landau à remplir dans un spin et couche donnés. C’est pour cette 
raison que cela se produit à v =  2 plutôt qu’à v — 3(qui serait l’équivalent dans notre 
cas de v =  —1).
Certains modes collectifs de l’absorption ont été calculés pour les transitions inter­
niveaux de Landau [33]. Cette absorption pourrait (selon la valeur de la constante diélectri­
que k) se faire à des énergies semblables aux pics d ’absorptions que nous obtenons pour 
les transitions intra-niveaux de Landau. Cela pourrait rendre l’observation expérimentale 
de nos résultats plus difficile.
Pour l’effet Hall quantique, les modes de Goldstone ont généralement tendance à 
dépendre de la symétrie à laquelle ils sont associés [51]. Pour les symétries U(l), c’est 
généralement une dépendance linéaire. Pour les les symétries SU(2), les modes sont as­
sociés à un ferro-aimant et ont une dépendance quadratique et les mode de phonon sont
Chapitre 4 : Résultats sans champ électrique 130
en qs/2. Dans nos solutions, nos modes de Goldstone sont tous associés à une symétrie 
U(l). Nous avons des modes de Goldstone linéaires dans toutes nos phases cohérentes 
sauf pour la phase orbitale.
C hapitre 5
R ésu ltats en cham p électrique
Dans ce chapitre, nous allons nous concentrer sur l’effet d ’un champ électrique pa­
rallèle au plan des couches sur le diagramme de phase discuté au chapitre précédent. 
Nous nous concentrons sur les phases possédant des effets magnéto-électriques, c’est-à- 
dire les phases où il est possible de contrôler le spin avec le champ électrique. Les effets 
magnéto-électriques dans les matériaux multi-ferroiques reçoivent une attention impor­
tante ces dernières années due à leurs possibles applications en électronique [52]. Par 
contre, bien que la bicouche de graphène présente, comme nous allons le montrer, des 
effets magnéto-électriques, ce système n ’est pas un multi-ferroique puisqu’il n ’y a pas de 
polarisation de spin et de dipôle électrique spontanée sans champ externe.
Les phases du gaz d ’électrons sont un peu différentes lorsque nous incluons un champ 
électrique parallèle au plan de la bicouche de graphène. Le premier effet du champ est 
qu’il induit une cohérence entre les orbitales 0 et 1 ce qui induit un dipôle électrique. La 
direction du champ électrique détermine la phase <fi de la cohérence orbitale de façon à 
minimiser le terme de couplage entre le dipôle et le champ électrique. Cela est possible 
puisque l’énergie n’incluant pas le champ électrique, soit l’éq. (3.82), est indépendante 
de la phase (j). Le champ électrique tend à augmenter la cohérence orbitale et donc tend 
à égaliser la population d ’électrons dans les différentes orbitales.
Nous avons vu dans le précédent chapitre que certaines phases se produisent à des 
biais électriques différents si les électrons se trouvent dans différentes orbitales (c’est- 
à-dire à différents facteurs de remplissage). Le cas des phases de cohérence inter-spins 
simple est particulièrement intéressant puisque les biais critiques sont assez différents 
dans chaque orbitale tel qu’indiqué dans le tableau 5.1. C’est pour cette raison que nous
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T a b l e a u  5.1 -  Biais critiques pour la phase inter-spins simple. A '* /  et A * j  sont les biais 
critiques pour le début(i) et la fin(f) de la phase inter-spins.
r>t>-i4)  -  g> x 1' i> -  '8>
l^ o  t> -  P> l*0t ) - l l>  UC'O 1) = 17) KO .!> -  15)
F IG U R E  5.1 -  Représentation schématique des niveaux inspirés de la fig. 2.7. Nous allons 
utiliser ce schéma pour décrire chaque phase en indiquant avec des ovales où se trouvent 
les électrons comme dans le diagramme de phase total de la fig. 4.1. Nous rappelons la 
notation en chiffre de chaque état.
allons nous concentrer sur ces phases.
En changeant la proportion d ’électrons dans chaque orbitale avec un champ externe 
E\\ nous pouvons contrôler le biais critique où certaines phases apparaissent. Plus la 
proportion d ’électrons sera grande dans une orbitale plus le biais critique se rapprochera 
de celui de cette orbitale indiquée dans le tableau 5.1. Lorsque la cohérence devient 
grande, la proportion d ’électrons dans chaque orbitale tend à s’égaliser. Le biais critique 
se rapproche alors de la moyenne des biais critiques. Ce qui est intéressant c’est que 
l’intervalle (A*®/ à A’" )  moyen du tableau 5.1 ne recoupe pas l’intervalle des orbitales 
seules (n =  0 ou n =  1). Par exemple, l’intervalle de la phase dans l’orbitale n =  0 qui 
est de 0.1139 à 0.116 ne recoupe pas l’intervalle moyen qui est de 0.1257 à 0.1290. Ceci 
fait en sorte qu’il est possible de passer d ’avant la phase de cohérence de spin à après 
juste en appliquant un champ électrique. Puisque le spin total du système n ’est pas le 
même de chaque côté, on peut changer le spin à l’aide d ’un champ électrique ce qui en 
fait un effet magnéto-électrique.
De plus, si le champ électrique est suffisamment fort, l’énergie de couplage avec le 
dipôle devient aussi forte que l’énergie d ’échange liant deux niveaux remplis ayant les 
mêmes spins et vallées. On obtient alors un changement de phase. Lorsque cela se produit 
à i/ =  ±2, cela peut encore donner des effets magnéto-électriques.




F igure  5.2 -  Les états impliquant un transfert de spin si on suppose que les électrons 
ne vont pas dans le même doublet à v — —2. Si on est dans l’orbital n =  0, le transfert 
se fait de la solution (a) vers la solution (b). Si on est dans l’orbital n = 1, le transfert 
se fait de la solution (c) vers (d). Le biais critique de cette transition est donné par l’éq. 
(5.1). Nous avons utilisé la représentation de la fig. 5.1 pour représenter les 8 états.
Supposons que le champ électrique est suffisamment fort pour séparer deux niveaux 
dans la même vallée, et que ces niveaux n ’ont pas de cohérence orbitale. Nous montrons
ces états à v =  — 2 dans la fig. 5.2. À faible A b les électrons seront alors dans deux
vallées différentes comme illustré dans la fig. 5.2 dans l’orbitale n  =  0 (fig. (a)) ou dans 
l’orbitale n = 1 (fig. (c)) pour u =  —2. Si on augmente A b, il y aura un transfert de 
spin vers les états décrits dans la fig. 5.2 (b) pour l’orbitale n = 0 et la fig. 5.2 (d) pour 
l’orbitale n =  1.
Si on considère uniquement les solutions qui se trouvent dans la fig. 5.2, l’importance 
de l’énergie capacitive est différente que dans les cas v  =  ±1. Cela se traduit par un biais 
critique plus petit pour le transfert de spins
=  A z  + j
B 1 - 2  n 0 ' ( '
«  7.371 6 x 10~2 pour n  =  0, (5-2)
«  8. 9594 x 10~2 pour n = 1. (5.3)
Ainsi de manière similaire h u =  ±1, en changeant le champ électrique la cohérence 
orbitale change et par conséquent la proportion d ’électrons dans chaque orbitale. Ce 
changement se traduit par un changement des biais critiques pour les phases et on obtient
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des effets magnéto-électriques.
On peut classer ces effets dans deux catégories : ceux qui se produisent à v =  ±2 et 
ceux qui se produisent à v — ± 1 . Dans ce chapitre, nous allons présenter les diagrammes 
de phase seulement dans les cas t/ = — 2  et u = — 1 pour simplifier la discussion, mais la 
situation est très similaire pour les facteurs de remplissage de différents signes.
Description des états et lim ite physique Plutôt que d ’utiliser un pseudo-spin pour
décrire nos phases comme dans le chapitre précédent, nous utilisons des polarisations
totales de spin, vallée, orbite et de dipôle électrique
^  =  ^  ] ((Pn,g,t;n.,<7,f) ~  ■> (5-4)
n,<7
^  ^   ^((Pn,K,s,n,K,s) {Pn,K',s,n,K',s)) i (5-5)
n ,s
O ^   ^((p0,(T,S,0,<T.s) {Pl,CT,S,l,0 \s} ) ! (5-6)
<7,S ■
D =  5 Z lW a ,» ,w ) |.  (5-7)
<7, S
Ces polarisations ne sont pas suffisantes pour caractériser complètement les états, mais 
elles le sont pour décrire les effets magnéto-électriques.
Pour décrire le champ électrique, nous allons le quantifier dans des unités qui sont 
proches des ordres de grandeur de nos quantités, soit dans les unités de
(5 '8)
qui se comparent avec des unités traditionnelles
4.5512 x 10-’ !  J L .  <5-9>
On peut comparer ces valeurs à celle du claquage du graphène mono-couche suspendu 
[53]. Des mesures sans champ magnétique où l’on applique un courant dans le graphène 
donnent un champ électrique de claquage entre E\\ — 106^  et E\\ — 3 x 106 — . Ceci 
correspond dans nos unités, lorsqu’on prend k = 5 et B=10T à entre E || =  0 .2 2 8 ^  et 
E\\ =  0 .6 8 2 ^ 5 . Ces valeurs sont du même ordre de grandeur que les champs électriques 
nécessaires pour observer les effets magnéto-électriques. Il est donc possible que nos
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résultats ne soient pas observables expérimentalement. Nous allons supposer que ces 
claquages ne se produisent pas.
Il y d ’autres détails qui peuvent aussi mettre en cause la validité de nos résultats. 
Nous n’apportons pas de réponses à ces problématiques dans cette thèse. Pour s’assurer 
de la validité physique de nos résultats, ces questions devront être examinées. La méthode 
pour induire le champ électrique proposé par Shizuya consiste à faire passer un courant 
électrique dans la bicouche de graphène. Par contre, le champ électrique que nous propo­
sons est très élevé et pourrait induire une forte différence de potentiel entre les électrons le 
long de l’échantillon. Un champ électrique de E\\ = 106^  pourrait induire une différence 
de potentiel de 6eV(ou 170 e2 / k(,b ) pour un échantillon de 6 microns. Cette différence 
d’énergie est beaucoup plus grande que tous les ordres de grandeur que nous prenons 
en compte dans nos calculs et de plusieurs que nous négligeons. Ceci est beaucoup plus 
grand que l’énergie des bandes supérieures négligées dans le modèle à deux bandes. Ces 
bandes sont à des énergies de l’ordre de =  0.39eV. De plus, c’est plus important que 
la différence entre les niveaux de Landau qui est de l’ordre de A \  =  0.98e2/ k £ b - N ous 
pouvons alors sérieusement questionner le fait que les électrons restent dans le niveau 
N  = 0 tout le long de l’échantillons.
De plus, nous pouvons nous demander si le champ électrique pourra entrer dans 
l’échantillon de graphène. Dans l’effet Hall quantique, les bords sont métalliques, mais 
l’intérieur est un isolant. Dans de telles circonstances, nous pouvons nous demander si le 
champ électrique va entrer dans l’échantillon ou être écranté.
5.1 R em p lissages v  =  ± 2
À u =  ±2 sans champ électrique parallèle, après le biais critique de la phase inter­
couches double, il ne se produit rien avant le transfert de spin à de forts biais lorsque 
l’énergie de biais est assez grande pour briser une paire de deux niveaux remplis. Si on 
applique un champ électrique parallèle assez élevé, il est aussi possible de briser cette 
paire de niveaux remplis. Alors, il est possible d ’avoir des effets magnéto-électriques tels 
que nous l’avons expliqué dans la section précédente.
Pour simplifier l’explication, nous allons présenter le diagramme de phase seulement 
à v =  —2 dans la fig. 5.3, mais la situation est très similaire a u  — 2. Les polarisations 
sont illustrées à la fig. 5.4 (a).
Lorsqu’on applique un faible champ électrique dans cette région (c’est-à-dire pour un
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biais d’environ A# =  0.08), la phase reste inchangée dans la phase incohérente (PI), soit 
la fig. 5.5 (a). Par contre, si le champ électrique est assez élevé, il est possible de transférer 
certains électrons vers l’autre spin ou vallée qui pourront alors créer une cohérence orbitale 
pour minimiser l’énergie. Cette transition est du premier ordre. Or dépendant du biais 
électrique, les électrons vont préférer soit aller dans un état de même spin, mais de vallée 
différente, c’est-à-dire la phase orbitale double polarisée en spin (PODS) ou dans un état 
de même vallée, mais de spin diffèrent, c’est-à-dire la phase orbitale double polarisée en 
couche (PODC). Ces deux phases possèdent de la cohérence orbitale entre deux paires 
d ’états tel qu’illustré sur la fig. 5.5.
Entre la phase PODS et PODC se trouve une phase, que nous appelons phase mixte 
(PM), qui possède une cohérence entre 4 états. Cette phase est l’équivalent de la phase 
inter-spins en l’absence de E\\. Ainsi à A B fixe, si on change le champ E\\ dans la phase 
mixte, on change la polarisation de spin et la polarisation de couche. Par contre, contrai­
rement aux phases inter-spins obtenues dans le chapitre précédent où la cohérence se 
faisait dans chaque orbitale individuelle, cette phase mixte possède une cohérence entre 
4 états tel qu’illustré sur la fig. 5.5. À u — 2, le diagramme de phase peut se scinder de 
manière similaire à v =  —2. Les phases sont alors décrites par la fig. 5.6.
N
A u  — —2, le champ électrique augmente la cohérence orbitale des électrons qui 
changent de spin. Si on excluait la phase PI du diagramme de phase, ces électrons seraient 
dans l’orbitale n =  0 sans champ électrique. L’application du champ électrique transfère 
une partie de ces électrons dans l’orbitale n — 1. Ceci augmente la valeur du biais critique, 
ce qui fait qu’à A B constant on augmente le spin avec le champ électrique.
À u =  2, les électrons, qui changent de spin sans champ électrique si on suppose que 
la phase PI n’est pas présente, sont dans l’orbitale n =  1. Ces électrons qui changent de 
spin n’ont pas de cohérence orbitale avant la phase PM, car les deux orbitales associées 
aux mêmes spins et vallées sont pleines. Le champ électrique crée une cohérence dans le 
niveau vide vers lequel se transfèrent les électrons. Sans champ électrique et en négligeant 
la phase PI, le niveau vers lequel transfèrent les électrons est vide, mais le niveau d ’orbitale 
n — 0 ayant les mêmes spins et vallées est plein. En appliquant le champ électrique, on 
crée une cohérence entre les deux orbitales, ce qui remplit en partie l’orbitale n = 1. Les 
électrons d ’orbitale n =  1, qui changent de spin, ne peuvent plus aller seulement dans 
l’orbitale n — 1. Puisqu’elle est déjà partiellement remplie, alors une partie des électrons 
dans l’orbitale n = 0 sont transférés vers un autre spin. Puisque ce transfert se fait avec 
une proportion plus importante dans l’orbitale n =  0, ceci diminue le biais critique que
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l’on observe à un champ électrique donné. Par conséquent, à A# fixe, le champ électrique 
diminue le spin.
D escrip tion  des phases La phase PI possède la polarisation S  = 2, V  =  —2. La phase 
PODS possède S  = 2 et V =  0 et la phase PODC possède S  — 0 et V  — —2. La phase 
mixte est une transition continue entre la phase PODS et PODC avec une polarisation 
de S  — [0, 2] et V — [—2,0]. De plus, le champ électrique critique entre la phase PI et les 
autres phases est similaire pour v =  ±2.
Il n ’y a pas de présence de mode de Goldstone dans les phases PODS et PODC tout 
comme pour la phase inter-orbitales sous champ électrique comme nous l’avons mentionné 
dans le chapitre précédent. La phase mixte possède un mode de Goldstone linéaire en 
q à faible q. Ceci est probablement un mode associé à une symétrie, que nous n’avons 
pas identifiée, similaire à celle dans la phase inter-spins double. C’est-à-dire, une phase 
relative entre les deux orbitales.
Le gap d ’excitation fait un saut lorsqu’il y a la transition du premier ordre tel 
qu’illustré dans la fig. 5.4 (b), mais, le changement d ’une phase PODS, PM et PODC à 
une autre ne montre pas de grand changement lorsqu’on varie le champ électrique. Par 
contre, le gap à v =  — 2 montre un changement de comportement, mais il est causé par 
un croisement de niveaux d ’énergie excités et non pas par un changement de phase.
5.2  R em p lissages v  =  ±1
En appliquant un champ électrique à v  =  ±1 proche de la phase de cohérence de 
spin, on induit de la cohérence orbitale. Encore une fois, nous allons nous concentrer sur 
la phase à v =  — 1 qui est illustrée dans la fig. 5.7.
On obtient une phase orbitale polarisée en spin (POS) avant le premier biais critique 
et une phase orbitale polarisée en couche (POC) après le deuxième biais critique. Ces 
phases possèdent une cohérence orbitale entre deux niveaux. Entre ces deux phases se 
trouve une phase mixte (PM) qui possède une cohérence entre 4 niveaux et qui consiste 
en la transition entre l’état polarisé en spin et celui polarisé en couche. Cette phase mixte 
est l’extension de la phase inter-spins simple lorsqu’on applique un champ électrique.
Lorsque le champ électrique est suffisamment fort, il brise une paire de deux orbitales 
pour former une phase orbitale triple (POT) qui possède de la cohérence orbitale dans
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F ig u re  5.3 -  Diagramme de phase de la région ayant des effets magnéto-électriques à 
u =  —2. La couleur représente le spin du système. Les lignes en pointillé (qui ont été 
tracées à la main) délimitent les différentes phases. Les quatre phases sont : PI : phase 
incohérente, PODS : phase orbitale double polarisée en spin, PM : phase mixte et PODC : 
phase orbitale double polarisée en couche. La description schématique de ces phases est 
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F ig u re  5.4 -  Figure (a) : Tranche montrant les polarisations telles que définies dans les 
éqs. (5.4) à (5.7) à A b = 0.078 en fonction du champ électrique à u =  —2. La figure (b) 
montre le gap d ’excitation lorsqu’il traverse ces phases.
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(c) (d)
FIGURE 5.5 -  Diagramme des phases décrit dans la fig. 5.3, soit les phases à v  =  — 2 
sous un champ magnétique dans la région d'effet magnéto-électrique, (a) PI : phase 
incohérente, (b) PM : phase mixte, (c) PODS : phase orbitale double polarisée en spin et 
(d) PODC : phase orbitale double polarisée en couche. Nous avons utilisé la représentation 





F igure  5.6 -  Diagramme des phases dans la région de transfert de spin h i/ — 2. Le 
diagramme de phase est similaire à celui de u — —2 illustré dans la fig. 5.3. On peut faire 
les correspondances entre les phases avec (a) PI, (b) PM, (c) PODS et (d) PODC. Nous 
avons utilisé la représentation de la fig. 5.1 pour représenter les 8 états.
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trois paires de niveaux. La transition entre la phase POT et les phases POS, POC et PM 
est du premier ordre. Le diagramme de phase à u — — 1 est décrit dans la fig. 5.7. Ces 4 
phases sont représentées sur la fig. 5.9. Le diagramme de phase à u — 1 est similaire avec 
la correspondance des phases tel qu’illustré dans la fig. 5.10.
Tous comme pour u =  ±2. la cohérence orbitale réduit la polarisation d ’orbitale et 
change le biais critique pour la phase PM. À u =  — 1, les électrons qui changent de spin 
sans champ électrique proviennent de l’orbitale n =  0. Avec un champ électrique, ces 
électrons forment une cohérence orbitale changeant ainsi la proportion d ’électrons dans 
chaque orbitale. Ceci fait en sorte qu’à faible champ électrique, les biais critiques sont 
similaires à ceux de la phase inter-spins simple dans l’orbitale n = 0 et qu’à plus fort 
champ électrique le biais critique tend vers la moyenne entre celle de l’orbitale n  =  0 et 
celle de n =  1. En augmentant le champ électrique, il est alors possible pour certaines 
valeurs de Ab d ’augmenter le spin S  avec le champ électrique. C’est ce qui est illustré 
dans la fig. 5.8.
A u  — 1, les électrons qui changent de spin sont d ’orbitale n =  1 lorsque le champ 
électrique n’est pas présent. De plus, la cohérence orbitale se fait sur les états où sont 
transférés les électrons de manière similaire à u =  2. Puisqu’avec cette cohérence ces états 
deviennent partiellement remplis, les électrons qui transfèrent doivent avoir une compo­
sante non-nulle dans l’orbitale n = 0. Ceci fait en sorte que le biais critique diminue avec 
le champ électrique et permet pour certaines valeurs de A# de diminuer la polarisation 
de spin avec le champ électrique.
D escrip tion  des phases Les polarisations diffèrent selon les phases. La phase POS a 
S  = 3, V  =  -1 . La phase POC a S  =  1, V  =  -3 . La phase POT a S  =  1, V  =  -1 .  La 
phase PM varie de manière continue entre les valeurs de POS et POC donc S  = [1, 3] et 
V = [—3, —1]. Le champ électrique critique pour obtenir la phase POT est similaire pour 
v =  ±1.
Les modes collectifs dans les phases POS, POC et POT sont tous gapés. Ceci est 
similaire au cas de la phase orbitale ayant un champ électrique appliqué. La phase PM 
possède un mode de Goldstone linéaire en q pour de faibles valeurs de q. Tout comme pour 
u = ±1, il est probablement causé par une symétrie similaire à celle obtenue sans champ 
électrique. C’est-à-dire, une rotation des pseudo-spins de couche-vallée dans chacune des 
orbitales.
Tout comme pour u =  ±2, le gap fait un saut à la transition entre la POT et les phases
Chapitre 5 : Résultats en champ électrique 141
F IG U R E  5.7 -  Diagramme de phase de la région ayant des effets magnéto-électriques à 
u = —1. La couleur représente le spin du système. Les lignes en pointillé (qui ont été 
tracées à la main) délimitent les différentes phases. Les quatre phases sont : POT : phase 
orbitale triple, POS : phase orbitale polarisée en spin, PM : phase mixte et POC : phase 
orbitale double polarisée en couche. La description schématique de ces phases est dans 
la fig. 5.9.
POS,POC et PM tel qu’illustré à la fig. 5.8. Tout comme pour u — —2, les changements 
de pente du gap ne sont pas causés par des changements de phases, mais par le croisement 
du plus faible niveau excité ou du plus haut niveau rempli.
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F i g u r e  5.8 -  Figure (a) : Tranche montrant les polarisations telles que définies dans les 
éqs. (5.4) à (5.7) à A# = 0.119 en fonction du champ électrique à v =  —1. La figure (b) 
montre le gap d ’excitation lorsqu’il traverse ces phases.
(a) (b)
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F i g u r e  5.9 -  Diagramme des phases dans la région de transfert de spin à v — — 1 qui se 
trouvent dans la fig. 5.7. Les phases sont (a) POT : phase orbitale triple, (b) PM : phase 
mixte, (c) POS : phase orbitale polarisée en spin et (d) POC : phase orbitale polarisée 
en couche. Nous avons utilisé la représentation de la fig. 5.1 pour représenter les 8 états.
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(a) (b)
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F i g u r e  5.10 -  Diagrammes des phases dans la région de transfert de spin à u =  1. On 
peut faire une correspondance avec le diagramme de phase de la fig. 5.7 avec (a) POT,
(b) PM, (c) POS et (d) POC. L’ovale bleu qui recouvre 4 états dans la phase mixte 
PM remplit 3 des 4 états au complet, c’est-à-dire que le facteur de remplissage associé 
à ces quatre niveaux est u — 3. Nous avons utilisé la représentation de la fig. 5.1 pour 
représenter les 8 états.
C onclusion
Dans cette thèse, nous avons étudié le diagramme de phase de la bicouche de graphène 
sous champ magnétique. Ce diagramme de phase a été calculé aux facteurs de remplissage 
v entiers de v =  — 3 à u =  3 en fonction de la différence de potentiel électrique entre les 
deux couches. Nous pouvons classer les phases que nous avons obtenues en phases inter­
couches, inter-spins, orbitales et incohérentes. Pour les phases cohérentes, nous avons 
obtenu deux sous-types, soit les phases de cohérence simple et celle de cohérence double. 
Pour chacune des phases, nous avons calculé les modes collectifs, le gap d ’excitation et 
l’absorption. Nous avons donné une expression analytique des paramètres d ’ordre pour 
les phases incohérentes et les phases cohérentes simples. Pour les phases inter-couches et 
inter-spins, nous avons obtenu des phases cohérentes simples aux facteurs de remplissage 
impairs et des phases cohérentes doubles aux facteurs de remplissage pairs. Nous avons 
aussi obtenu une phase orbitale aux facteurs de remplissage u =  1 et v =  3. Les phases 
cohérentes que nous avons obtenues possèdent toutes une symétrie U(l) et un mode de 
Goldstone qui est linéaire en q sauf pour la phase orbitale. Nous avons élaboré un modèle 
effectif de spin pour décrire les modes collectifs de la phase orbitale. Ceci nous a permis 
de voir que l’instabilité qui apparait sur une partie du diagramme de phase est causée par 
un terme de type Dzyaloshinskii-Moriya de ce modèle effectif. Cette forme de l’interaction 
nous a permis de penser que le vrai état fondamental devient alors une spirale, ce qui fut 
confirmé théoriquement par d ’autres auteurs [36].
Nous avons pu comparer nos résultats avec certains résultats expérimentaux. Nous 
avons vu que la grandeur relative de nos gaps en fonction du facteur de remplissage 
à A s = 0 semble cohérente avec les différentes mesures expérimentales même si les 
grandeurs absolues des gaps semblent incorrectes. Notons que le gap est modifié par le 
désordre et les impuretés qui élargissent les niveaux de Landau. Il faut considérer l’effet 
du désordre pour obtenir la grandeur correcte des gaps. De plus, nous avons vu que le 
changement de polarisation de spin en fonction du biais semble effectivement apparaitre
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expérimentalement, bien que nos biais critiques ne semblent pas être exactement aux 
valeurs expérimentales.
Nous avons calculé des effets magnéto-électriques en appliquant un champ électrique 
parallèlement à la bicouche de graphène. Ces effets magnéto-électriques permettent de 
changer le spin du système à l’aide de ce champ électrique aux facteurs de remplissage 
v =  ±2, ±1. Nous avons pu voir que ces effets magnéto-électriques proviennent de la 
différence de biais critique entre les deux orbitales n =  0 et n =  1 pour le transfert de 
spin en fonction de la différence de potentiel entre les deux couches. Puisque le champ 
électrique change les populations dans chaque orbitale, il change ainsi le spin à une 
différence de potentiel fixe. De plus, nous avons vu que cet effet est assez grand, car 
les biais critiques pour les orbitales n — 0 et n =  1 sont assez différents. De plus, nous 
avons montré qu’il y a une transition du premier ordre entre les solutions à faible champ 
électrique et celles à fort champ électrique. Cette transition nous fait perdre (à u = ±1) 
ou gagner (à u — ±2) ces propriétés magnéto-électriques après cette transition.
Nos travaux pourraient se poursuivre dans plusieurs directions. Une des suites logiques 
de nos travaux est de prendre en compte différents aspects que nous avons négligés dans 
nos calculs. Le plus important est l’inclusion de l’écrantage de l’interaction coulombienne 
comme fait par Gorbar et al. [19], mais en incluant les paramètres d ’ordre cohérents. Ceci 
va changer les gaps, mais pourrait aussi modifier le diagramme de phase. Pour ce faire il 
faudrait remplacer la constante diélectrique par [40]
£s(q, w )  =  K (1 -  V(q)Xnn(q, w)) ,
dans le calcul des termes de Fock, où es est la constante diélectrique dans l’approximation 
RPA, k la constante diélectrique du substrat, V(q) est le potentiel coulombien et Xnn est 
la fonction de réponse densité-densité.
Un autre aspect qui pourrait modifier nos résultats est l’inclusion du modèle à quatre 
bandes tel que fait par Shizuya [20], mais sans l’inclusion infinie des niveaux de Landau 
inférieurs. Il a été montré par McCann que le modèle à deux bandes décrit très bien 
l’énergie du niveau de Landau N  = 0 à fort champ magnétique. Par contre, les vecteurs 
propres sont moins bien décrits. Cela n’a pas de répercussions sur l’énergie tant que l’in­
teraction entre électrons n’est pas prise en compte. Par contre, puisque c’est uniquement 
le vecteur propre associé à l’orbitale n — 1 qui change pour N  = 0 si on inclut le modèle 
à quatre bandes, alors seulement les phases ayant des électrons dans cet état devraient
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changer.
Nous avons calculé les gaps en supposant des excitations de type particule-trou. Par 
contre, il est possible qu’il existe des excitations plus compliquées telles que des skyr- 
mions. Les skyrmions sont des textures de spin ou de pseudo-spin dans l’espace qui 
sont caractérisées par une charge topologique (l’indice de Pontryagian). Les skyrmions 
se forment pour minimiser l’énergie d ’échange puisque le pseudo-spin dans un skyrmion 
varie plus lentement dans l’espace que dans une simple excitation à une particule (un 
renversement de spin). Les skyrmions ont généralement tendance à apparaître lorsque 
les niveaux d ’énergie correspondant aux deux orientations de spin ou pseudo-spin sont 
très rapprochés. Ainsi on pourrait croire qu’il serait possible d ’avoir des skyrmions près 
ou dans les phases cohérentes. Le calcul pourrait être fait en premier dans les phases in­
cohérentes puisque le calcul de skyrmions est plus compliqué en présence d ’un état fonda­
mental cohérent. De plus, certains de ces possibles skyrmions pourraient être intéressants 
comme des skyrmions orbitaux qui pourraient être caractérisés par un vortex de dipôles 
électriques. Il y a des indices que les skyrmions sont présents puisque des résultats 
théoriques donnent des cristaux de skyrmions dans la bicouche de graphène pour des 
facteurs de remplissage presque entiers [54].
Un projet différent serait de calculer différents courants dans le graphène à travers des 
jonctions qui sont des généralisations des jonctions Josephson. Une jonction Josephson 
normale consiste en une jonction entre deux supraconducteurs séparés par un isolant qui 
peuvent chacun être décrits par un paramètre d ’ordre possédant une symétrie U(l). Il 
a été montré qu’il est possible de généraliser une jonction de Josephson(et le courant 
résultant) si nous avons un système consistant en un contact entre deux éléments décrits 
par un paramètre d ’ordre possédant une symétrie continue [55]. Ceci peut être pour 
des jonctions où le paramètre d’ordre est le spin ou même pour un paramètre d ’ordre 
antiferromagnétique [56]. Par exemple, une jonction entre deux ferroaimants : chacun des 
côtés de la jonction est décrit pax un paramètre d ’ordre ayant une symétrie SU(2), soit 
la polarisation du spin. Le courant associé à une jonction de deux ferroaimants est un 
courant de spin. L’idée de [55] est de généraliser ce courant pour tout système ayant un 
paramètre d ’ordre ayant une symétrie continue. Or plusieurs de nos phases possèdent une 
symétrie continue et devraient ainsi avoir ce phénomène si nous formons une jonction où 
chaque côté est constitué d ’une bicouche de graphène séparée entre elles par un isolant. 
Ceci est encore plus évidant si nous utilisons la notation en pseudo-spin puisque nous 
avons alors des pseudo ferroaimants de Hall qui se comparent aisément à un ferroaimant
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ordinaire. Nous devrions ainsi avoir des courants de pseudo-spins pour des jonctions faites 
de bicouche de graphène.
Pour mieux voir physiquement pourquoi ce courant est possible, imaginons une situa­
tion pour une jonction de ferroaimant. D’un côté le spin est up et de l’autre le spin est 
down. Puisque l’isolant entre les deux n ’est pas très grand, l’interaction d ’échange entre 
les parties de la jonction existe. Cette interaction d ’échange tend à aligner les polarisa­
tions entre les deux côtés de la jonction. Puisque de chaque côté de la jonction le système 
possède une symétrie SU(2), il n ’en coûte aucune énergie de changer le spin pour aligner 
les deux côtés. Le côté ayant un spin up change ainsi sa polarisation vers le spin down et 
inversement de l’autre côté. Ainsi cela revient à un courant de spin à travers la jonction.
Un raisonnement similaire peut être fait pour les phases que nous avons obtenues 
ayant une symétrie continue d ’un pseudo-spin, soit de vallée, de spin ou d ’orbital. Par 
contre, contrairement au ferroaimant, nos phases possèdent une U (l). La phase orbitale 
est particulièrement intéressante dans cette discussion puisque la symétrie du pseudo- 
spin orbital est liée à l’orientation du dipôle électrique. Ainsi, un courant de pseudo-spin 
orbital équivaudrait à un courant de dipôle électrique.
Finalement, une autre idée serait d ’avoir une jonction dans la simple couche de 
graphène sous champ magnétique. Tout comme dans la bicouche de graphène, le système 
forme des ferro-aimants de Hall. Par contre, les solutions possèdent une symétrie SU(2) 
associée à la vallée et pourraient donc en théorie être associées à un courant de vallée. 
Cette jonction pourrait avoir de possibles applications pour les gens qui s’intéressent à 
une électronique basée sur la vallée, soit la vallétronique, de manière similaire aux idées 
de spintronique. Pour calculer ces phénomènes, il faudrait aussi inclure une interaction 
entre les deux côtés de la jonction. Par contre, la nature exacte de l’interaction pour­
rait changer selon la configuration de la jonction. Par exemple, mettre les deux côtés 
de la jonction l’un en face de l’autre ou les mettre un au dessus de l’autre sur une pe­
tite distance pourrait avoir des répercussions sur l’interaction et par conséquent sur les 
propriétés de la jonction.





Nous avons présenté nos résultats en unité de -4- qui donne en eVk£b
e2 5.6249 x l 0 - 2
kIb «
V B  eV, (A.l)
T /  K  l e 2  /  A 0 \
6  =  5.624 9 x 10"2 7 1
où B  est en Tesla et k. est la constante diélectrique. Dans la plupart des calculs que nous 
avons faits, nous avons utilisé B  =  10 T et k =  5 ce qui donne
e2
-  3.5575 x HT2 eV. (A.3)
k£B
Nous donnons dans le tableau A .l les valeurs de différents paramètres dans les unités 
de eV et de
De plus, certains paramètres sans dimension sont
P =  8.86 * 10“3 * B, (A.4)
=  1.303 5 x 10~2 * y/B, (A.5)
où B  est en tesla. À Z?=10T, nous avons
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eV eVà S=10T é1 &  à S=10T
7o 3.12 3.12 ...........27734.......... 87.703
7 i 0.39 0.39 34.667\fB 10.963
74 0.12 0.12 10.667J~B 3.3732
A 0.0156 0.0156 1.386 7 VB 0.43851
Ai 3.47 x 10~3£ 3.47 x 10-2 0.30856a/ 5 0.975 75
a 2 4.04 x 10~AB 4.04 x 10-3 3.59 x 10~*y/B 0.11362
5.78 x 10 5 B 5.78 x 10 4 5.13 x 10 3v ^ 1.62 x 10“2
A0 à % = 0.07eV 4.84 x 10_6J5 4.84 x 10“5 4.30 x ÎO W B 1.36 x 10~3
A0 à 7 q =  0.7eV 4.84 x 10-5£ 4.84 x 10“4 4.30 x 10~3 y/B 1.36 x 10~2
Ab -  10-3* 1.12 x 10“5\ / 5 3.55 x 10~5 1 x 10“3 1 x 10~3
A s =  0 . 1 ^ 1.12 x 10~3V B 3.55 x 10"3 0.1 0.1
5.62 x 10~2\ / £ 0.17787 5 5
T a b l e a u  A.l -  Tableau donnant différentes énergies en unité de eV ou de e2/«és . Les 
termes 7 q et A0 sont définis plus loin dans l’appendice G.
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A nnexe B
É tats propres de l ’opérateur a )  a
Nous allons montrer que, dans la jauge de Landau, les états propres de a*a sont les 
fonctions
^ (r) = ^ 5 (tsT 7rrty^mH" ( ^ ) £ (B1)
où Hn sont les polynômes d'Hermite et où
x0 = M2b. (B.2)
Pour ce faire, nous calculons les propriétés lorsqu'ils sont multipliés par les opérateurs de 
création et d ’annihilation. Nous voulons qu’ils possèdent les propriétés suivantes
aho (r) =  0, (B.3)
et
c/hn (r) =  y/n +  lù n+] ( r ) , (B.4)
ahn (r) =  y/nhn- i  ( r ) , (B.5)
a)ahn (r) =  nhn ( r ) . (B.6)
La troisième relation découle des deux premières.
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Dans la jauge de Landau, nous pouvons réécrire les opérateurs d ’échelle
“ = K ê +25) ’ 
■*' - l ( - l +4
avec
=  d_ =  J ô ç d
y j2 lB ' d x  'ài 
lorsqu’ils sont appliqués sur les hn qui s’écrivent alors
Kjk (r) =  Ç n e - ^ - ^ — Hn (y/2^) e~?
ou
- f - Yfn\ \ y / 2 j"  V T  VÏ)  y/Tv
Nous vérifions si les relations d ’opérateur d ’échelle s’appliquent à ces fonctions 
De plus, nous avons que
^ (r) = ^ T W e l
= ç„e_l%—FL = - ^ = / / n+1(V^C)e_ç2 =  V n +  lh n+hk ( r ) , 
VVTrtfi
et
ah r ) _  -iky___ 1___I  (  / ô d H n  e-€:
n'k{ ) ~  Ç" s / V ^ b 2  V ^  J
= Sne-ikylkv__1__ isfïnHn^x  e ç2 =  y/nhn^ k ( r ) ,
V V « B  v '
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=  2 nH„.,(z).  (B.15)
Nous respectons donc les éqs. (B.4) à (B.6).
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A nnexe C 
C alcul de la fonction  0
Nous allons faire le calcul pour obtenir l’éq. (3.19)
® n ,k ,« ,n ',k ',a ' (q) =  j  dre1** elK(<J'-° )xh*nk(r)hn>^(r) .
Nous avons
hn,k (r) =  f n—^= e ~ ikyHn e ~ ^
avec
=  1Vrïl \ \ / 2 /  yjy/ng 
Si nous remplaçons les définitions, nous obtenons
ou
e„,W , ^ ( q )  =  J h*n k (r) e*q r/i„/(fc/(r)ei/c^  “ 'T^xd2r,
=  -^Un' J dyei('k~k'+qv')y'ï,
T =  J d x H n Ÿ'r ° )  e_i£i % ^H n, - j — 'j e - <^ é L eiqxXeiK{c' - CT)
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L’intégrale sur y donne un delta de Kronecker et nous pouvons faire l’intégrale sur x  en 
utilisant l’identité, si n' < n
O C
J Hn(x +  z)H w{x +  y)e~x2dx = 2 n^ n ’\zn~n' Ln7 n' ( - 2 yz), (C.7)
où L", " sont les polynômes de Laguerre. En complétant le carré de l’exponentielle, on 
obtient
,  . iQ1(k+k')t2
€*n,fc,o-,7i',fc',CT' (q) =  àk-k',-qye- 2 n^.n'CQ), (C.8)
OU
in'\
" W 1 + O 2)”- " ' ( ^ ) .  (C.9)
Qx = qx + K (o ' -  o ),Q 2 = qy. (C.1 0 )
Pour calculer le cas n' > n , on prend le complexe conjugué, on interchange n n', 
k k', o <-» o' et on change le signe de q  ce qui donne
iQ-lXk+k'Xt2
@n,k,<T,n',k',a' (q) =  5fc-fc',-92e 2 n (-Q ). (C. 11)
Nous remarquons que si o ^  <j', alors nous avons f 2 Q2 très grand, ce qui nous donne un
- e2Q2terme e * très petit. Pour cette raison, nous allons prendre FTli„/(Q) =  0 si o  7  ^ a'. 
Pour écrire d ’une manière plus générale, nous posons
K n,n>{Q) =  Fn,n,( Q ) i f n ' < n ,  (C .1 2 )
K n,n>{Q) =  F^, n(—Q) if n! > n. (C.13)
iQ] (k+k')e2
pour écrire
®n,k,cr,n’ ,k' ( q )  &<j,cr'&k—k',—qfe & 2 Kn,n'{ Q ) -  ( ^ ' • 1 4 )
Nous donnons aussi pour référence
- l2Q2
F0,o(Q) =  e  ^ , (C.15)
a.o(Q ) =  f - L ) ( « Q i + Q 3) e ^ .  (C.16)
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A nnexe D  
P ropriétés des term es de H artree et  
de Fock
Nous donnons certaines propriétés des termes de Fock et de Hartree. Les termes de 
Hartree possèdent les relations suivantes
Ha(0 ,1,0,0, q) =  0,0, 0, q), (D.l)
#<r(0,0,1,0, q) =  —# , ( 1 ,  0,0, 0,q),  (D.2)
H<r(0,0,0,1, q) -  # * (1 ,0 ,0 ,0 ,  q), (D.3)
# , (0 ,1 ,1 ,0 ,  q) =  #er(0,0,0,0,  q) — # , ( 1 ,  1,0,0, q), (D.4)
# < ,( l ,0 ,0 , l ,q )  =  #<r(0,0,0,0, q) — # , ( 1 ,  1 ,0,0,  q), (D.5)
#<r(0,1,0, l ,q )  =  # ; ( l , 0 , l , 0 , q ) ,  (D.6 )
Ha{0 , 0 , l , l , q )  =  #<t(1, 1,0,0, q), (D.7)
H„{ l , l , 0 , l , q )  =  - # ; ( l , l , l , 0 , q ) ,  (D.8 )
. # , (1 ,0 ,1 ,1 ,  q) =  —#<t(1, 1,1 5 0, q), (D.9)
# , ( 0 , l , l , l , q )  =  # ; ( l , l , l , 0 , q ) ,  (D.10)
et les termes de Fock
X , ( 0 , l , 0 , 0 ,q )  =  - A ; ( l , 0 , 0 , 0 , q ) ,  (D .l l )
X , ( 0 , 0 , l , 0 , q )  =  - X , ( l , 0 , 0 , 0 , q ) ,  (D.12)
A , ( 0 , 0 ,0 , l , q )  =  X * (l, 0 , 0 , 0 , q), (D.13)
X , ( 0 , l , l , 0 , q )  =  X , ( 0 , 0 , 0 , 0 , q ) - X , ( l , l , 0 , 0 , q ) ,  (D.14)
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-Xor(l, 0. 0,1 ,  q) =  X(r(0,  0 ,0 .0 ,  q)  — X ^ l ,  1.0, 0, q) , (D.15)
^ ( 0 , 0 , 1 ,  l , q )  =  X CT(1, 1 ,0 ,0 ,  q) , (D.16)
X „ ( 0 , l , 0 , l , q )  =  X ; ( l , 0 , l , 0 , q ) ,  (D.17)
Xcr(0,1,1, l , q )  =  x ; ( l , l , l , 0 , q ) ,  (D.18)
X ff( l , 0 , l , l , q )  =  —Xo-(l,  1 ,1 ,0 ,  q) , (D.19)
Xer(l,  1,0, l , q )  =  - X ; ( l , l , l , 0 , q ) .  (D.20)
Les termes indépendants restants peuvent s’écrire sous la forme
Xo.(0,0, 0, 0, q) =  J  d y e ^ e ' ^ - ^  ^ M y q i ) ,  (D.21)
X ^ L O ^ q )  =  J  d y y e ^ e  v ^ 1 s° ^ M y qê), (D.22)
X ^ L L O ^ q )  =  I J d y y t e ^ e - v f r - ' ^ M y q e ) ,  (D.23)
Xor( l ,0 ,1 ,0 ,  q) =  l- e ~ 2i* J  dyy2e ^ e - y dt(l - 6^ J 2(yqe), (D.24)
X ^ l . l . l . O . q )  =  J  d y y ( l - ' Ç ^ e = £ e - y ^ - s^ M y q e ) ,  (D.25)
X ^ i a . l . q )  =  J d y ( ^ l -  Ç j  e ^ e - y ^ - ^ ^ M y q e ) ,  (D.26)
et
Ho-(0,0,0,0, q) =  - l e- 4 aie-îMl(i-^i.-2) j (D.27)
Cjt
Ha {l ,0 ,0 ,0 ,q )  =  (iqx +  qv) e ^ e - <ll< i - 6^ \  (D.28)
Ha( l , l , 0 , 0 , q )  =  (D.29)
ff<r( l , 0 l l ,0 ,q )  =  - ÿ ( ^ )  (w.  +  gy)a c =^ e - « W ( 1- ^ - » ) l (D.30)
H„{1,1 , 1 , 0,q) =  _ I ^ ^ l - ^ ( û fc +  gif) c^ e - ’W 0 - ^ ) l (D.31)
H„{l , l , l , l , q )  -  (D.32)
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et peuvent se développer en q petit par
H .(  0 ,0 ,° ,0 ,q) =  (D.33)
Hcril, 0,0,0, q) =  z - L e - ^  l 1 -  aqéB) , (D.34)
^(1,1,0,0, q) = ^  -  a -  , (D-35)
Hcr(l, 0,1,0, q) =  ^ e - ' 2* ( l  -  aq£), (D.36)
Hcr(l, 0 ,0 , 1 , q) =  (D.37)
^ ( 1 ,1 ,1 ,0 ,  q) =  (1 -  a g ie ) , (D.38)
(D.39)
avec
a = j - i 1 -< W a)>  (D.40)*~B
et
tan <fi — —. (D.41)
%
De plus, plusieurs termes de Fock s’annulent à q =  0
X a{\, 0 , 0 , 0 , 0 ) =  Xg.(l, 0 , 1 , 0 , 0 ) =  X 9 (l, 1 .1 ,0 ,0 ) =  0 . (D.42)
De plus, les termes de Fock non nuls à q =  0 se simplifient encore plus si ce sont des
termes intra-couches
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mais peuvent être approximés pour des termes inter-couches en développant pour des j  
petits
* (0 ,0 ,0 ,0 ,0 ) =  j  dye^ e~yit ~  + (D.46)
* ( 1 ,1 ,0 ,0 ,0 )  =  \  f  dyy2e=he~yj  _ 7  +  ï \ / f ? ’ (D-47)
, (i , M , 1 , 0 .  ™
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A nnexe E 
E xem ple de calcul analytique d ’une  
solution  pour l’équation  des ( p )
Nous allons montrer un exemple de calcul pour trouver les solutions analytiques pour 
les (p). Cela revient dans notre cas à trouver l’état fondamental du système. L’équation 
que l’on doit résoudre est
( E 1 )
où V  est la matrice unitaire des vecteurs propres de la matrice U — E  de l’éq. (3.67) prise 
du calcul de la fonction de Green et où
i*  =  (E.2)
où Dk sont les valeurs propres de U — E.  Le premier indice de la matrice V  correspond 
aux états d ’énergie sans interaction, alors que le deuxième état fait référence aux vecteurs 
propres de la matrice U — E.
Nous allons prendre le cas de la phase inter-couche à u =  —1. Nous posons l’ansatz 
que les états d ’orbitales 0  sont remplis vi — =  1 et que ceux d ’orbitales 1 le sont
partiellement v2 =  l — v4 = |  (1 — <7 ) où o peut prendre une valeur entre 1 et -1 . 
Les règles de somme (éq. (4.4) ) nous obligent à avoir alors une cohérence de la forme 
(^2,4 (0 )) =  el<t>y/i/2 ( l  — V2 ) où (f) est une phase à déterminer. La matrice U — E  est 
une matrice 8 x 8 , mais pour cet ansatz on peut voir qu’elle est diagonale par bloc à une 
permutation près (qui consiste à permuter les états 2 et 3). Pour simplifier la présentation,
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nous allons écrire les matrices avec cette perm utation, mais il faut se rappeler que pour 
les calculs, il faut utiliser les matrices sans la perm utation à moins de changer la définition 
des p aussi. La matrice U — E  devient
U0 0 0
U - E =  | 0 U i 0
0  0  t/j.
(E.3)
où 0 sont des matrices nulles de différentes grandeurs, U0 est la matrice des états d ’orbitale 
n = 0
Un
A + D \  (1 -  o)  -  E 1 D e - ^ y / u i i  1 -  u2)
D ê ^ y / i/2( l ~~ ^2) A +  (1 +  cr) — E 3 J
pour l’é ta t 1 et 3, soit j/C O  t )  et \K'Q t h  U\ est la matrice des états d ’orbitale n =  1
(E.4)
Ui
_  j  D  +  C l  (1 -  o) -  E2 C e - V y / i ^ i  1 -  u2)^
Ce{<t>y / ^ (1  — 1^ 2 ) D  •+* C \  (1  cr) — £4 J
(E.5)




-Es 0 0 0
0 - Ê 6 0 0
0 0 - È 7 0




pour les états de spin down. Nous avons alors 8 vecteurs propres associés à 8 valeurs 
propres. Nous avons aussi utilisé la notation
A — Aro;o,o,o;C — -^1,1,1,1 \C  — ; D — -X’i.o.o.i» D — (E.7)
Les vecteurs propres sont aussi obtenus par bloc. Les vecteurs propres de la matrice 
Uo sont
1 /  A±V+
ou
A+ =
v W  +  i V 1 / ’
Ai — A — Z?^(1+ ( t )  +  £3 
De**y/u2{ l -  v2)
(E.8)
(E.9)
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avec les valeurs propres
A± =  ^ (2A + D - Ê ! -  £ 3)  ± \\]{<rD + Ë x -  £ 3) 2 +  4D2 i/2(l -  u2). 
Les vecteurs propres de U\ sont
VL =
A'
\/|A±|2 + 1 V 1
ou
, _  \'± ~ D - C l ( l + o )  + E i A ± — -
Ce**y/U2 ( l  -  u2)
avec les valeurs propres
A'± =  l-  (2D  +  C -  E2 -  £ 4




/  0  N ( 0  ^






\ °  ) \ ° ) \ ° ) V 1 /
avec les valeurs propres
—E 5 , —Eq, —£ 7, —Es-
La matrice des vecteurs propres s’écrit par bloc
V
(  V0 0  0
0 Vi 0
V 0 0 v x








V0 ViÂTP+ï Via- i’+i 1 1 
a / |A + I2+ 1  > / |A - |2+ l
(E.17)
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Vî
A+




\/lA+ |2+1 >/Ia-I2+1 /  
f i  o o 
0 1 0  0 
0 0 1 0  
0 0 0 1
(E.19)
/
Comme la matrice V  est unitaire, V* — V  1, et qu’elle est aussi donnée par une matrice 
par blocs, nous avons
(E.20)
/ K T 1 0 0
v~ l = 0 v r 1 0
\ 0 0 v r l








_ A  V A+ +1A+-A-
A ^ A- +1 + A+ -A_
V ^ + î
A'+-A'_
_A ' v/A++1-  A -^A'_
a/ V/A- +1 
A'+-A'_
n - 1
/  i  o  o o  N 
0 1 0  0 
0 0 1 0




Nous avons tout qu’il nous faut pour calculer les (p). Par contre, nous voyons que 
dans l’éq. (E.l) la fonction de Fermi-Dirac se transforme en fonction de Heaviside à 
température nulle. Cette valeur sera non nulle pour des énergies qui sont inférieures au 
niveau de Fermi. Pour savoir quel terme de la somme est non nul et lequel est nul, il 
faut savoir l’ordre des énergies de nos solutions. De manière générale, nous ne pouvons 
pas savoir cet ordre, car malgré que nous avons trouvé les valeurs propres, notre réponse 
dépend de c r  puisque c’est une équation auto-cohérente. Ainsi on ne peut pas savoir 
d ’avance quel est l’état de plus basse énergie. Par contre, il est possible dans certains 
cas de déterminer l’ordre des énergies. Par exemple, pour les deux valeurs propres de
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l’éq. (E.10), on sait laquelle est la plus faible puisqu’on a juste un signe de différence 
devant une valeur positive(la racine). Puisqu’on ne sait pas toujours l’ordre des énergies, 
il faut en supposer un, calculer la solution et vérifier par la suite que l’on possède bien 
l’ordre des énergies que l’on avait supposé (ou plus exactement quelles valeurs sont au- 
dessus du niveau de Fermi et quelles valeurs sont au-dessous). Si l’on a le bon ordre, 
alors notre solution est valide. Si nous n ’avons pas le bon ordre, alors la solution que 
nous avons trouvée n ’est pas valide. Dans la pratique par contre, on ne vérifie pas cet 
ordre d’énergie. Nous regardons plutôt si cette solution donne le même résultat que nos 
calculs numériques. Le calcul numérique prend en compte cet ordre d ’énergie. Ainsi nous 
ne vérifions pas analytiquement si cet ordre est respecté.
Puisque nous regardons à v = — 1, cela veut dire que nous avons 3 niveaux sous le 
niveau de Fermi. Nous allons poser que les valeurs propres associées à la matrice Uq sont 
sous le niveau de Fermi. De plus, nous allons supposer que la valeur propre X'_ est elle 
aussi sous le niveau de Fermi.
Nous allons poser une numérotation aux états, soit 1 pour l’état VI, 2 pour l’état 
V+, 3 pour V ' et 4 pour V[. Les autres états vont de 5 à 8 comme pour leurs états sans 
interaction. Nous pouvons alors utiliser l’équation pour les p associés aux niveaux 5 à 8 , 
mais puisque seulement les états 1 à 3 ont des termes non nuls et que les matrices V  et 
Vf sont diagonales par bloc, on obtient que tous ces p sont nuls
(Pi,A q)> = VjiW, + v,2v l + v,3v l = o, (e.24)
pour ij^é l ) 2,3 ou si un seul des i,j=l,2,3. Les p associés à Uq sont
< /> i,i(0 )) =  v n v ! ,  +  V u V l  +  V13V j, =  A ^ + A -  A_ -a  = 1 ,  (E .2 5 )
< « m (0 )>  =  U iV /s  +  V32V}3 +  =  A A _ +  A  A\  =  1- (E .2 6 )
<^i,3(0)> =  U iV f t  +  K324  +  h- - - - j -  -  0 . (E .2 7 )
<P3,i(0)> =  V n V 1[  +  V 12V l  +  V K V l  =  - / U ^ A  = 0 ,  (E .2 8 )
et pour les états associés à U\
t e ,2(0)) = 1/21 +  Va v&  +  V aK*, =  A} a , . (E.29)
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(P4,i(0)) = Vn V l  + V „ V l  +  V„V*, = - a , A ~a , . (E.30)
<P2, 4(0)) = Vn V>2 + Vt2V l  + V13V ^ = -K^ - j r , (E.31)
(p4i.fO)} =  Vh VÙ +  V22V2[ H- V23V3J =  — ——^  . (E.32)
À partir de ces équations pour {p2 p(0 )) et {/^(O )), nous voyons que nous avons la
relation
-A -  <P2,2(0)) =  W 2 (0)>. (E.33)
Si l’on remplace les termes par leurs définitions et en développant les E  à l’aide de leurs 
définitions qui elles-mêmes dépendent de a à cause du terme capacitif et qu’ensuite nous 
isolons le cr, on obtient
- = A b ,  . (E.34)
±  -  C  +  C i  -  X lxl:1 +  x u ,u
Nous avons trouvé la solution et elle ne dépend pas de la phase 0. De plus, 0 se simplifie 
dans les éqs. (E.31) et (E.32). Nous avons donc une liberté sur 0 dans cette phase qui 
correspond à une symétrie de notre système.
De plus, il y a plusieurs solutions différentes qui existent si nous avions pris un ansatz 
différent. Le choix de notre ansatz pour la solution peut être déterminé à l’aide d ’in­
tuitions physiques ou de calculs numériques. En théorie, il faudrait s’assurer que toutes 
ces autres solutions soient de plus haute énergie. En pratique, nous faisons un seul choix 
d’ansatz ou d ’un nombre très restreint et comparons notre résultat avec les résultats 
numériques.
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A nnexe F
Effet du fond de charge p ositive
Nous étudions les électrons dans la bicouche de graphène. Tout comme dans les 2DEGs 
classiques, si nous incluons seulement les électrons, nous avons des divergences qui ap­
paraissent dans l’interaction coulombienne puisque la charge totale du système n ’est pas 
nulle. Pour faire disparaitre ces divergences, nous incluons un fond de charges positives 
au système. Ces charges sont réellement dans notre système puisque le système physique 
est neutre. Elles se trouvent dans la grille environnant la bicouche de graphène ou même 
dans la bicouche de graphène.
Nous allons poser que la densité de charge positive est située également au-dessus et 
en dessous de la bicouche de graphène dans une couche infinitésimale de densité constante 




où n0 est la densité en deux dimensions dans chaque couche. Donc nous avons
1 N  1 vN é 1 v (F.3)
pour avoir un système qui soit électriquement neutre. Pour décrire le système, il faut 
inclure les interactions entre ce fond et lui-même et avec les électrons de notre bicouche 
de graphène. L’hamiltonien d ’interaction entre le fond et lui-même peut être écrit en trois






F i g u r e  F.l -  Schéma montrant la bicouche et le fond de charge positive pour rendre le 
système neutre.
termes, soit
H + +  —  H h h  +  H b b  +  H ,1 H B i (F.4)
où Hhh correspond à l’interaction entre le fond au dessus de la bicouche de graphène 
et lui-même, Hbb correspond à l’interaction entre le fond du bas et lui-même et Hhb
correspond à l’interaction entre le fond de la couche du bas et celui du haut. L’interaction
Hhh s’écrit comme
r j  ^  f  J 3  j 3  / n F , i / ( u ) n F  t f  ( U ' )
H h h  =  y  /  crvdru — ^ ---- , (F.5)
K  \ U  —  U'I
où u  représente la position en trois dimensions.
En remplaçant, intégrant et faisant un changement de variable, on obtient
(F.6 )
où S  est la surface de notre système, r  représente la position en deux dimensions. De 
manière similaire on a que
1  ................. (F.7)H b b  =  ^ n l S V { q  =  0).
Pour le terme Hh b> nous avons
H h b  =  e2 f
J  K|U — U'| (F.8 )
où nous n’avons pas le facteur 1/ 2 , car nous avons inclus l’interaction entre haut-bas et
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bas-haut. Nous faisons la transformée de Fourrier de l’éq. (3.14)
V(u) =  - j —  7 = — eiq(r)e -glz!, (F.9)k i l  S '  K.nk  lui  ' nq q
où les q  sont en deux dimensions. Nous intégrons encore dans la direction z pour obtenir
(F.10)H hb = / dl rdl r ' '~ , : 'n i ' - d ) t:- ,n
En utilisant que
J  d2rei<ir = Sô qi0, (F .1 1 )
et en intégrant on obtient
H h b  = e i n l S 'T s ^ o — e -i1’ . (F .1 2 )t—* Kq q
Puisque cette expression diverge à q  =  0, on décide de remplacer la somme avec le delta 
de Kroneker par une limite
£ > q,o =  lim, (F.13)
q
qui nous donne
Hhb — e2n lS  lim e~qD. (F .14)q-*o Kq
On développe l’exponentielle en petit q jusqu’à l’ordre nul dans la limite q  —» 0, c’est à 
dire jusqu’à l’ordre 2 :
? 7 T P 2
H h b  = n2S V (q =  0) -  e2n2S  D. (F.15)K
Ainsi nous obtenons pour l’interaction entre les fonds de charges positives
T P 2
H++ =  2n2SV{q_ =  0) -  e2n20S -------D. (F.16)AC
Il faut aussi rajouter l’interaction entre le fond de charge positive et les électrons de notre 
système. Cette interaction se fait avec chaque fond de charge positive, soit au-dessus et 
en dessous de la bicouche de graphène, avec les charges de la bicouche de graphène dans
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chaque couche
Hev =  H EH,F H +  HEH,F B +  H eB,FH + Heb,FB! (F-17)
où EH réfère aux électrons de la couche du bas, EH aux électrons de la couche du haut, 
FB aux charges du fond en bas de la bicouche et FH aux charges du fond en haut de la 
bicouche. L’interaction Heh ,fh est
2 V -  f  jn j 3  , * k i ( u ) ^ ( u ) n FH(u')
H eh ,fh  =  - e  2_^ J  d ud u ----------K |u  -  u ,|-----------. (F-18)
où l’indice i se fait sur tous les indices de spin et d ’orbite. Il n ’y a pas de facteur deux, 
car ici nous ne comptons pas deux fois la même chose. Nous remplaçons le potentiel par 
son développement en série de Fourrier grâce à l’éq. (F.9)
W  = (F.19)
i q
Nous intégrons sur z avec les deltas de Dirac, puis nous intégrons sur u/ pour obtenir un 
delta de Kroneker à q  =  0 et en voyant que nous avons la transformée de Fourrier de la 
densité d’électrons
HEh,fh =  - n Q E  lim V(<l)nEH4(<i)e~q\ ^  I. (F.20)
' q —>-0i
Nous développons l’exponentielle pour obtenir les seuls termes non nuls
Heh ,fh = -n o  V  linÀ v (q)nE//,i(q) +  ~ ~ nonEH,i(<l = 0 ) (  ■ (F.21)
4 — 4 q->o k  \  l  )l v '
Le calcul est strictement pareil pour le terme HEb ,f b ■ Aussi l’on voit que pour les termes 
Heb ,fh et Heh,fb c’est la même chose sauf que la distance en z entre les éléments est 
différente
H eb,fh  =  —no E  ^  ^ (q )n£B,i(q) H n0n£B)i(q =  0) (  —7— ') • (F.22)
q >0 n  \  Z /
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Ainsi l’effet total du fond est




7  =  no------------ 2n0V(q =  0). (F.24)Kj
Sachant qu’à q = 0, la densité est donnée par l’éq. (3.25)
nfi»,*(q =  0) +  n£B,i(q =  0) =  N# ^  Pi,«(0), (F.25)
i i
l’effet du fond devient
H++ + He+ = - n 05 7  +  7 i V ^ p M(O). (F.26)
i
Puisque le premier terme de cette contribution est seulement une constante, nous allons
pouvoir la négliger et nous concentrer sur le deuxième terme. Puisque nous voulons
comparer ce résultat avec les termes de Hartree dans les unités de e2/ n iB, nous divisons 
7  par e2/ k£b pour obtenir
7  u  d  1
— v -
e2/KÎB 2  i B qf-B ’
où nous avons utilisé l’éq. (F.3).
Regardons notre terme de Hartree à q  =  0
(F.27)
H  H  =  N +  ^  Y 1 Y 1  H<r( n ’ ° )  ^  *<*1 ï5;7l2,<7l ,S l (0 )) Pn3 ,<72,a2;n4,<T2,S2 (0), (F.28)
n s cr
À partir des éqs. (D.33) à (D.39), on peut voir que dans la limite de faible g, les seuls
termes qui restent se classent en deux sortes, soit les termes qui conservent l’indice orbital
et ceux qui ne la conservent pas
Hh = H h,c + Hh^  (F.29)
H h ,c =  N j ,  n . m -, ° )  ( p  fi,cri ,s j  ;n,cri ,s i (0)) pm ,<72i32;7n,<7‘2,S2(0), (F.30)
n,m  s <r
H  H,ne  —  N ÿ  n ,c r i ,5 i ;n ,c r i ,s i  ( 0  ) ) Pm  ,CT2,S2;m,CT2,32 (0) (F.31)
n,m s  cr
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A  ^d> ^   ^ ^   ^ f~fcr(P‘i ^'ï rïl^ 777, 0 )  {/7n,crj ,s i ;n.<7i ,s i ( ^ )  } Pm,<T2,s2;m,CT2,S2 (0), (F.32)
n, m s cr
OÙ
n =  1 -  n. (F.33)
Regardons le terme conservant l’orbitale en premier. Nous avons dans la limite de faible
q que
H<r(n, n, m, m, q) =  —--— (1  -  5au<J2) , (F.34)
<7«b vb
ainsi nous avons
H  H,, =  £ £ £ < < >  ,s i ;n,cri ,si (0 )) Pm,<T2-,S2ym,<T2yS2 (0 )
n,m  s cr
- ^ £ £ £ d -  $01,02) {pn,0l,8i;n,<Ti,si (0))Pm  )^ 2)32;rrt,cT2,S2 (0 ),
^  n,m s <r
=  ^ £ M ° )
- < - £ < 1 -  n i , <7 i , 3 i ;ni,<Ti ,s i < ° »  £  £  Pn2,(J2-$2,n2 ,<721*2 ( 0 ) ,B o n i  s i  «2 52
=  ^ 7<P g  v  ^   ^Pi,i(Q) ~  ^   ^^  ^  > g/l-o’Prt,<7.a;n,g,s(0)i
i ^  <t n s
= n <pJ 2  ~ tb (kU~ Vai))  F^-35^
Nous rajoutons la contribution de l’effet du fond positif
+ =  N ^ ( ^  + ± - V - ± ( y - v. . ) ) PU  0 ),
= n 4>Y1 ( “ 7“  ~  " * ) )  A , i ( ° ) -  (F.36)
Puisque ceci possède la même forme que l’hamiltonien sans interaction, on décide de
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redéfinir l’énergie sans interaction comme
Ê, = E, -  A  (~  -  . (F .37)
Il reste les termes de Hartree qui ne conservent pas l’orbitale, soit
^HyïlC  E E E  Tl, TTl, TTl. 0) {pn.cr\ ,si ;n,<ri ,si ( 0 ) )  Pm  ^ 2,S2;7n,<72,S2 (0)
n,m s  <r
+  X* X !  X^ n>m ’m ' °) (p (0  ) ) P m  • ^ 2)S2;7U,<T2,52 ( 0 ) .  ( F . 3 8 )
n,m s cr
Ce terme est problématique puisqu’il ne s’annule pas et qu’en plus il est mal défini puisque 
ses termes de Hartree dépendent de l’orientation du vecteur q qui est nul.
On sait que la densité réelle est décrite par
p{q) =  N<p (^o,0(q)p0,<r,s;0,<r,s(—q) +  (q)p0i<TtS;i i<T,s(—q))
< 7 ,5
+N$ ( 7 é i , o ( q ) p i :g,,S;o,g,,s(—q) +  ^ é i,i(q )p i,o - ,s ;i ,a ,s ( —q)) • (F.3 9 )
<7 , 5
Or les termes qui nous posent problème dans l’éq. (F.38), viennent des termes non dia­
gonaux pour la densité réelle. Or ces termes sont nuls à q — 0 puisque
t f o , i ( 0 )  =  * T i,o (0 )  =  0 . ( F . 4 0 )
Donc, il ne devrait pas apparaitre dans notre interaction à q =  0, mais il semble persister 
dans l’éq. (F.38) à cause de F(q) puisque nous avons pris la limite de q —>■ 0 une fois
inclut dans le terme de Hartree, alors qu’il aurait fallu le faire dès le départ. Nous allons
donc négliger ces termes.
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A nnexe G
Validité du m odèle à deux bandes
L’hamiltonien de liaison forte total pourrait contenir aussi des termes de saut aux 
seconds -y'Q et troisièmes ^  voisins dans le plan. Si nous avions fait le modèle effectif en 
incluant ces termes, nous aurions obtenu pour l’hamiltonien
H W  ( ) (  ' ( ~ ^ A® +  A 2  ~~ 2V'°) p2 ~  '
p \  -  -  Â uA r**) _ ^  + (5a b + à 2
avec
et
0 = 4 -  (G.2)
7i
=  +  (g .3)
7 i 7 i
- 2 _  2a » .  +  £ + 3
7 i 7 i
effVSCLo (rA
** =  7o‘ —s— » (G.5)
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F ig u re  G.l -  Image tirée de [7] : Énergie des niveaux de Landau calculée numériquement 
en présence du terme de 73 par McCann à (a) B  =  0.1T et (b) B  = 1T. Dans les axes, 
vz /v  =  7 3 / 7 0  et u)c = eB/m*. McCann varie la valeur de 7 3  le long de Taxe des x. Pour 
de petites valeurs de 7 3 , les niveaux d ’énergie reste inchangés. De plus on voit que la 
plage de valeur de 73 pour laquelle les énergies restent inchangées est plus grande pour 
un fort champ magnétique. Puisque le rapport 7 3 / 7 0  «  0.1, on voit que déjà à un champ 
magnétique de B — 1T, le terme 73 change peu les énergies des niveaux de Landau.
va =  74-
\/3ao
70e"  =  7 0  -  2 7 £-
(G.8) 
(G.9)
De cette forme on peut voir que 7 g est un terme qui fait seulement renormaliser le terme 
7 o et qu’il n’ajoutera pas de nouveaux types d ’interaction. Dans la simple couche de 
graphène, des calculs montrent que 7 g peut valoir aux alentours de 7 g «  0.07eV ou 
7 o ss 0.3eV [57]. Comme 7 0  ~  3eV, alors nous pouvons négliger 7 g.
Il a été montré par McCann [7], tel qu’illustré dans la fig. G.l, que le terme 73 n ’a que 
peu d ’influence sur les énergies du niveau de Landau N  = 0 h fort champ magnétique. 
Nous allons par conséquent le négliger.
Bien que McCann ait montré numériquement que le terme 73 peut être négligé sous 
un fort champ magnétique, nous pouvons voir que 73 n ’a pas d ’impact en perturbation. 
Nous voyons qu’il va modifier la valeur de Ai. Ai est le terme qui détermine la distance
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entre les niveaux de Landau. Puisque nous étudions uniquement à N  = 0, cela n ’a pas 
d’impact pour nous. Par contre, il y a une contribution qui est différente des autres termes 
de l’hamiltonien, soit les termes proportionnels à v3. Si nous décidons de traiter ce terme 
en perturbation, soit de la forme
si nous incluons le champ magnétique, alors la perturbation au premier ordre est nulle 
puisqu’elle est hors diagonale et que toutes nos solutions sont faites d ’états ayant seule­
ment des états dans un seul des éléments de la base du modèle effectif.
Les énergies pour le niveau de Landau TV =  0 sont, si l’on néglige 73 et à une constante 
totale près
Em,s = (G.12)
Ek i ,s = —/^A# +  A 2 — 2A0 + -<tA.z, (G.13)
Ek > o,* =  (G.14)
Ek>\,s — — 2— +  A 2 — 2A0 +  -o A z ,  (G. 15)
avec
Ao =  (G .16)
Le terme Ao peut être éliminé par une nouvelle définition de A2 —> A2 — 2Ao- Ainsi le 
terme 7 q n ’induit pas de nouvelle physique, il ne fait que changer la valeur numérique 
de A2. La valeur de % varie de 0.07eP et 0.7eP [57]. Dans de telles conditions, A0 est 
entre 100 et 10 fois plus petit que A2 . Nous allons par conséquent négliger le terme Jq et 
le terme Ao qui en résulte. Les énergies dans le niveau de Landau N  = 0 avec lesquelles 
nous avons travaillé sont
E K o,s — +  2 a A z , (G.17)
Ek \,s — —/5AS +  A 2 + -<tA^, (G. 18)
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i r  ^ D  , 1  aE k '0,s = ----------+
Ek 'i ,s =  — ^— I- /5Ab +  A 2 +  — crAz-
(G .19) 
(G.20)
Le saut d ’énergie entre N  = 0 et N  = ±1 diminue avec la différence de potentiel As . 
Par conséquent, l’approximation de négliger le mélange des niveaux de Landau devient 
moins bonne lorsque la différence de potentiel augmente. Les différences de potentiel 
maximums dans nos diagrammes de phase que nous allons présenter arrivent près des 
points où les niveaux de Landau se croisent. Il faut donc faire attention à nos résultats à 
fort A b -
De plus, notre modèle à deux bandes ne donne pas exactement l’énergie de celle 
du modèle à 4 bandes. Ainsi, on peut se demander dans quelle mesure notre réponse 
est similaire à celle avec les 4 bandes. Nous montrons dans la fig. G .2  l’énergie des 
différentes orbitales calculée numériquement dans le modèle à quatre bandes à B  =  10T 
et jB = 50T. Pour faire le calcul numérique, nous avons fait la substitution de Peierls 
dans notre hamiltonien à 4 bandes en gardant les mêmes paramètres de saut. On prend 
ensuite un ansatz pour la forme des états
I K) =
(  f f K - 1 ^
ocKhn 
A Khn_2 
\  fâ l ln - 1 )
(
;l k 1)
f ê K - i  
A Khn^ 2 
ocKhn 
\  d i K - \  )
(G.21)
où hn = 0 si n < 0. Nous appliquons ces ansatzs sur l’hamiltonien dans l’équation aux 
valeurs propres. Dans chaque composante du vecteur, on possède la même fonction hn 
que l’on peut simplifier. Ceci donne alors une équation aux valeurs propres pour une 
matrice 4 x 4  que l’on résout numériquement. La solution à n = 0 peut être résolue 
analytiquement et donne exactement la même réponse que pour le modèle effectif. Par 
contre, la solution que l’on trouve pour n > 0  dans le modèle effectif n ’est pas exactement 
correcte. Nous ne montrons pas l’effet du spin puisque le changement en énergie est petit 
et pour alléger les graphiques.
Il y a plusieurs choses que nous pouvons voir sur la fig. G.2 (a). Premièrement, nous 
voyons que les niveaux de Landau des bandes supérieures (les niveaux qui sont à des 
énergies supérieures à 1 0 ) sont à des énergies beaucoup plus grandes que celles de la














F ig u re  G.2 -  Énergie des niveaux de Landau en fonction de la différence de potentiel 
A b pour les orbitales n =  0, n — 1 et n =  2 obtenue numériquement à partir de l’ansatz 
de l’éq. (G.21) avec les valeurs 70 =  3.12 eV, 70 =  = 0, 71 =  0.39 eV, 73 =  0, 74 =  0.12
eV, A =  0.0156 eV et un champ magnétique (a) de B  = 10T et (b) de B  = 50T.
bande proche du point de neutralité de charge pour les orbitales de petit indice et par 
conséquent les orbitales n — 0 et n = 1 du niveau de Landau N  =  0 . Ainsi, négliger les 
bandes de hautes énergies est une bonne approximation.
Deuxièmement, nous voyons que l’orbitale n = 2, qui correspond au niveau de Landau 
N  =  ±1, croise l’orbitale 0 à un biais d ’environ 4 e2/ k£ dans la vallée K'  et environ 5 
c2/k£ dans la vallée K.  Nos calculs ne peuvent pas être vraiment valides au-delà de cette 
limite puisqu’il faudrait inclure alors les niveaux de Landau supérieurs. Cette limite sera 
surtout importante pour les facteurs de remplissage v =  1 et v =  3 où la phase orbitale 
persiste jusqu’à environ cette limite. Les niveaux ayant une orbitale n > 0 changent aussi 
si le champ magnétique devient assez élevé. Par contre, comme on peut le voir dans la 
fig. G.2 (b) le croisement des niveaux de Landau reste aux alentours des mêmes biais 
même à un champ magnétique de B  =  50T. Nous pouvons donc négliger les niveaux de 
Landau supérieurs si nous ne sommes pas à des biais électriques supérieurs à environ 4-5 
e2 [ k î .
A quel point le modèle effectif décrit-il bien les énergies et les vecteurs propres de 
notre système ? Dans la fig. G.3, nous montrons les énergies du niveau N  =  0 calculées 
à l’aide du modèle effectif et du modèle à 4 bandes pour B  = 10T (a) et B  = 50T (b).
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n=l modèle effectif 1 1 n= l modèle à 4  bandes
- 2 -
rv=l modèle effectif ——  n= l modèle à 4 bandesn=0
(a) (b)
FIGURE G.3 Energie de l’orbitale n — 0 (qui est pareille dans le modèle effectif et à 
quatre bandes), de l’orbitale n =  1 dans le modèle effectif et de l’orbitale n — 1 dans le 
modèle à quatre bandes à (a) B = 10T et (b) B = 50T.
Nous y voyons qu’à B  =  10T, les énergies sont très bien décrites par le modèle effectif. 
Par contre, à B  =  50T, l’orbitale n = 1 est moins bien décrite. Donc les phases sont 
moins bien décrites à fort champ magnétique. Par contre, nous voyons qu’à B  =  50T 
l’orbitale n =  1 dans le modèle à 4 bandes possède une pente en fonction de biais qui 
est plus similaire à l’orbitale n — 0. Ainsi on pourrait dire qu’à fort champ magnétique, 
pour mieux décrire le système, il faudrait prendre une valeur de 0  qui soit plus petite 
que ce que nous donne le modèle effectif.
L’approximation sur les vecteurs propres de n  =  1 est moins bonne puisque l’on 
suppose que les électrons ne se trouvent que dans les états du modèle effectif. Nous 
pouvons voir dans l’ansatz de l’éq. (G.21) que ceci n’est pas vrai. Nous pouvons aussi 
le voir à partir de l’éq. (2.37). Ceci a une importance lorsque nous prenons en compte 
l’interaction coulombienne. Ainsi les électrons associés à l’orbitale n =  1 possèdent aussi 
une partie de ces états dans l’orbitale n = 0 sur d ’autres atomes. Les résultats numériques 
des vecteurs propres de l’éq. (G.21) pour n =  1 sont illustrés sur la fig. G.4. Cette 
approximation est moins bonne, mais nous l’avons prise, parce que a  reste plus grand 
que 0 2  et aussi parce qu’elle simplifie nos calculs.
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0 ,9 -
K .B = 10T  
1C, B=50T 
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F ig u re  G.4 -  Composantes des vecteurs propres de l’orbitale n =  1 calculées 
numériquement à l’aide de l’ansatz (G.21). Ces résultats furent calculés pour des pa­
ramètres de 70 =  3.12 eV, % =  7 q =  0, 71 =  0.39 eV, 73 =  0, 74 =  0.12 eV, A =  0.0156 
eV. Les unités d ’énergie du biais sont en unité de e2/kL b • Dans le modèle effectif, nous 
avons que ot = 1 et (3\ = 0 2  =  0 .
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