It has been shown, that high-efficiency Class-E operation can be sustained for various combinations of feed inductance L 0 dc and shunt capacitance C 0 DS . Especially for high-frequency amplifiers, this simplifies the choice of the transistor, since devices with higher intrinsic drain source capacitances can be employed. Further discussion of the use of transistors with high, nonlinear output capacitances is found in [17] and can be used in combination with the presented design procedure.
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I. INTRODUCTION
Cellular neural networks (CNNs) represent a class of recurrent neural networks with local interneuron connections [1] . As dynamic systems with a special structure, CNNs have many interesting properties that deserve theoretical studies. CNNs have been successfully applied to signal processing, especially in image processing, and to solving nonlinear algebraic and transcendental equations. Such applications rely heavily on the stability properties of equilibria [2] . Therefore, the stability analysis of CNNs is important from both theoretical and applicational points of view.
In recent years, several stability criteria have been developed, e.g., [3] - [14] . However, the results on global exponential stability of CNNs with time delay are few up to now. Until recently, several studies were reported on the global exponential stability of delayed CNNs, e.g., [12] , [13] .
In this brief, three new sufficient conditions for global exponential stability of CNNs are derived. The new stability conditions are composed of the weight parameters of the CNNs. As a result, they are easy to be verified. Moreover, the stability conditions are shown to be different from and improve on the existing ones in the literature by using several numerical examples.
The remaining part of this brief consists of three sections. In Section II, some background information is given with the CNN model description and a useful lemma. In Section III, three theorems are discussed as sufficient conditions for checking the global exponential stability of CNNs. In Section IV, five illustrative examples are used to compare the present results with existing ones in the recent literature. Finally, Section V concludes the brief with final remarks.
II. PRELIMINARIES
Consider a CNN with multiple time delays 
The stability of x 3 of (1) is then equivalent to the stability of zero solution of (2) . First, we give a lemma which is very important for the proof of Theorem 1. 
; for x i 01:
Therefore, for every case, jx i 0x
holds. Thus jh(x i 0 x 3 i )j jx i 0 x 3 i j.
III. MAIN RESULTS

Theorem 1:
The equilibrium state x 3 of (1) 
Choose " > 0 satisfying the following condition:
Deriving the Dini derivative of e "t V (x(t); t) and using (6), we have 
Integrating both sides of (8) 
Estimating the first term on the right-hand side of (9) 
Substituting (10) into (9), we obtain So V (x(t); t) e 0"t M 8 t t 0 : (11) According to (5) and (11), we have
Equation (12) implies that the equilibrium state x 3 of (1) 
Then, using Lemma, for any fixed l 2 f1; 2; . . . ; ng, we have 
When l is time varying, suppose t0 < t1 < 1 1 1, define li := l(ti), i = 1; 2; . . .. Since jx l 0 x 3 l j = jx l 0 x 3 l j for t = t i ; i = 1; 2; . . ., V (x(t 1 ); t 1 ) > V (x(t 2 ); t 2 ) > V (x(t 3 ); t 3 ) > 1 11. Because V (x(t); t) is monotone decreasing and bounded below, there exist a minimum lim t!1 V (x(t); t) = V . Now we will show that V = 0 so that lim t!1 x(t) = x 3 . Suppose that the minimum V > 0. Then, in the compact level set fxjV (x(t); t)) = V g, according to the Weierstrass accumulation principle, there exists ft k g such that x(t k ) !x 6 = x 3 . In addition, since D + V ((x)(t); t) < 0; V (x(t); t) < V . This contradicts that V is a minimum. Therefore, lim t!1 x(t) = x 3 .
The remaining proof is similar to the last part [from (7)- (12)] of the proof of part i), and thus is omitted.
Remark 1: The result in Theorem 1 can be easily generalized to the following. The equilibrium state x 3 of (1) 
is an M matrix if a > 0; a 0 (i 6 = j; i; j = 1; 2; . . . ; n) and 0A is a stable matrix [15] .
where 0 is the maximum eigenvalue of [02In + A+A T + Q]. Since > 0, we can choose " > 0 to satisfy
jbijje " 0; j= 1; 2; . . . ; n: (16) Deriving the time derivative of e "t V (x(t); t) and by the monotonic property of f(x i ), we have d dt je "t V (x(t); t)j (2) = e "t "V (x(t); t) + e "t dV (x(t); t) dt (2) = e "t " 
Integrating both sides of (17) from t 0 to an arbitrary t 3 > 0, we have 
Estimating the first term of (18) by exchanging the integrals, we have 
Substituting (19) into (18), we obtain 
According to (15) and (20), we have
We will prove that the set is globally exponentially attractive by (15) 
Equation (25) shows that x i (t) will go into [1; +1] from jx i j 1. When x i 01 V (x(t); t) e 0"t M:
Equation (27) shows that xi(t) will go into (01; 01) exponentially. Equation (28) shows that x i (t) will go into (01; 1) from [1; +1]. Therefore, xi will go into (01; 1) exponentially by (27).
2) Second step. We prove x 3 j (j = m1 + 1; . . . ; n) to be also globally exponentially stable. When t 1, f(x j ) = f(x 3 j ); j = m 1 + 1; . . . ; n.
Rewrite (2) By substituting the solution of (29) into (30) and by the variation of constants [16, p. 99] , the solution of (30) can be expressed as is negative definite. Then the conclusion of Theorem 1 holds.
Corollary 1:
The equilibrium x 3 of (1) Proof: We only prove 1), the other proofs are similar. So A + A T + Q 0 2I n is negative definite. According to Theorem 2, the equilibrium x 3 of (1) is thus globally exponentially stable.
Theorem 3:
The equilibrium state x 3 of (1) is globally exponentially stable, If A + A T + BB T 0 I n is negative definite.
Proof: We choose a positive definite but not radially unbounded Lyapunov function,
where 0 is the maximum eigenvalue of A + A T + BB T 0 I n . The remaining proof is similar to the last part of the proof for Theorem 2, and hence is omitted.
Remark 3:
The condition in Theorem 3 can be easily generalized to: If there exist Pi > 0, i = 1; . . . ; n, such that the matrix P BP 0 B T P + P A + A T P 0 P is negative definite, where P = diag(p 1 ; . . . ; p n ).
In [6] , it is shown that a CNN is asymptotic stable if there is a constant such that A + A T + In < 0 (i.e., negative definite);
Subsequently, in [7] , the second condition above (35) is relaxed to 
The following corollary shows that Theorem 3 is an extension and improvement of the main results in [6] , [7] .
Corollary 2:
If there is a constant such that (34) and (35) or (36) hold, then, the condition in Theorem 3 holds. is not negative definite, so the condition of the theorem in [7] does not hold, but the condition in (3) of Theorem 1 is satisfied. is not negative definite so the condition of the main Theorem in [9] is not satisfied. However, the condition in (4) of Theorem 1 in this brief, is satisfied. is not negative definite, so the conditions of the theorems in [10] and [7] are not satisfied. However, it satisfies the condition in (4) of Theorem 1 in this brief. , and that of the main theorem in [7] do not hold.
V. CONCLUDING REMARKS
In this brief, we present three new algebraic criteria as sufficient conditions for checking the global exponential stability of CNNs with multiple time delays. The stability conditions are different from the existing ones. In addition, the new stability conditions are easy to check because they are composed of the weight parameters of the CNNs only. Five illustrative examples are used to show the differences of the present stability conditions from those in the literature.
I. INTRODUCTION
As an application of chaos theory, secure communications have been studied since the early 1990s. Such chaotic properties as ergodicity and sensitive dependence on initial conditions and on system parameters are quite advantageous to construct secure communication schemes including cryptosystems, where irregularity in code sequences, sensitive dependence on plaintexts, and keys are required.
The very essence of chaos characterized most commonly as extreme sensitivity to initial conditions makes us believe that chaos synchronization is nearly impossible once. In order to overcome this drawback, different methods have been proposed [1] , [2] . In particular, the scheme suggested by Carroll and Pecora [2] consists in taking a chaotic system, duplicating some subsystem and driving the duplicate and the original subsystem with signals from the unduplicated part. When all the Lyapunov exponents of the driven subsystem (response system) are less than zero, the response system synchronizes with the driving system if both systems start in the same basin of attraction.
Secure communication protocols based on chaotic masking, chaotic switching and chaotic modulation are most prevalent among chaotic communication techniques. In all of them, the consistency between the transmitter system and the receiver system is ascribed to chaos synchronization.
In [3] and [4] , Short has shown that building of a model suitable for short-term forecasting of systems behavior enables breaking the code of typical chaos-communication systems. The model is based on a higher dimension reconstruction of the state-space using either time delay (Takens, Takens-Sauer reconstruction) or derivative coordinates or mutual redundancy and autocorrelation techniques.
Assuming that the message signal is very small comparing with the carrier signal, the prediction algorithms can produce a very good approximation of the pure carrier signal used.
Most of secure communication schemes concern with the synchronization of low-dimension systems characterized by only one positive Lyapunov exponent. Since this feature limits the complexity of chaotic dynamics, adopting of higher dimension chaotic systems has been proposed for secure communications [5] . In fact, the presence of more than one positive Lyapunov exponent clearly improves security by generating more complex dynamics [6] .
For secure communication, it must guarantee the security of the whole system (the transmitter and receiver). But the analysis method proposed by Short is used to analyze the transmitter, not the receiver.
