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(Dated: June 3, 2018)
Information theory provides shortcuts which allow one to deal with complex systems. The basic
idea one uses for this purpose is the maximum entropy principle developed by Jaynes. However,
an extension of this maximum entropy principle to systems far from thermodynamic equilibrium or
even to non-physical systems is problematic because it requires an adequate choice of constraints.
In this paper we discuss a general concept of natural information equilibrium which does not re-
quire any choice of adequate constraints. It is, therefore, directly applicable to systems far from
thermodynamic equilibrium and to non-physical systems/processes (e.g. biological processes and
economical processes). We demonstrate the validity and the applicability of the concept by three
well understood physical processes. As an interesting astronomical application we will show that the
concept of natural information equilibrium allows one to rationalize and to quantify the K-Trumpler
effect.
I. INTRODUCTION
In 2009 we published two versions of an informa-
tion transfer model of natural processes in arXiv.org
(0905.0610v1,v2). These preliminary versions presented
first ideas how one can model information transfer in nat-
ural systems. A more mature version of such an infor-
mation transfer concept was published in 2011 in Physics
Essays [1]. In 2013 the arXiv paper has been completely
rewritten (0905.0610v3) and became based on reference
[1]. At about the same time as we prepared the update,
Smith [2] started an interesting blog (what he calls a
working paper) in which he applies the proposed infor-
mation transfer model to economical processes. To our
knowledge it is the first application of the information
transfer model to non-physical systems/processes.
In the meantime the main result of this arXiv paper
(the phenomenological description of the K-Trumpler ef-
fect) is accepted for publication in Physics Essays [3].
Readers who are mainly interested in the phenomeno-
logical description of the K-Trumpler effect should also
read reference [3]. The K-Trumpler effect is, however,
only one (non-trivial) application of the proposed gen-
eralized concept of information transfer [1]. The most
interesting feature of the information transfer concept is
its system/process independent character so that it can
be helpful to get a new (phenomenological) point of view
on a controversial phenomenon (as demonstrated for the
Titius-Bode rule [1] and the K-Trumpler effect [3]). This
means that this arXiv paper remains interesting for read-
ers who want to apply the proposed information transfer
concept to their own problems.
In this fourth version (0905.0610v4) we have expanded
the introduction to provide some information about our
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motivation to develop a generalized concept of informa-
tion transfer [1]. Since version v3 of this arXiv paper we
consider only the case of information equilibrium so that
we changed also the title of this version (v4) to make ex-
plicitly clear that we focus here on a general concept of
natural information equilibrium. The universality of this
concept becomes especially clear if one compares equa-
tions (40) and (41) where the physical concept of force
equilibrium is directly compared with the general concept
of information equilibrium. The most important defini-
tion of such a concept is an appropriate definition of a
natural amount of information. We explain in this ver-
sion why the defined amount of information [1], which is
related to a generic process variable (see equation (16)),
is a natural amount of information (see appendix A).
This is an important update in the notation because in
references [1] and [3] the defined amount of information
was not yet explicitly called “natural”. In chapter V we
demonstrate by two physical examples that the natural
amount of information is not an abstract number but has
real physical meaning – if the internal details of a pro-
cess are well understood. Further improvements in this
version are:
(i) The age of a star is now more precisely defined (see
beginning of chapter IV).
(ii) We present a more direct application of the informa-
tion transfer concept to rationalize the K-Trumpler effect
and thus avoid the introduction of an abstract detector
(see section IVA). This approach is new and has not been
presented in reference [3].
A. Motivation to develop a generalized information
transfer concept
In materials science one important topic is self-
diffusion of the constituent elements in solid materials.
Materials scientists, like the authors (physics and chem-
istry of materials), are very confident of their understand-
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Figure 1: 30Si depth distribution in single crystalline 2/1-
mullite measured by SIMS depth profiling after the diffusion
annealing at a given temperature [4]. The natural abundance
of the 30Si isotope has been subtracted from the data.
ing of self-diffusion in homogeneous solids. However, the
following thought experiment confronted us with the fact
that we did not (yet) understand all aspects of the diffu-
sion process.
1. A thought experiment which was totally
incomprehensible for materials scientists
The authors measure self-diffusion in solid materials
and apply for this task natural tracer isotopes which are
deposited as thin tracer layers on samples in which the
diffusivity of a tracer isotope has to be measured. For
example in the work of reference [4] a thin aluminosil-
icate layer enriched in 30Si (a natural silicon isotope)
was sputter deposited on the surface of single crystalline
2/1-mullite (2Al2O3 · SiO2) samples. After the diffusion
annealing of the samples the depth distribution of the
natural Si isotopes can be measured by SIMS depth pro-
filing. We will not go into the details of the measurement
technique. For the reader it is only important to see that
one obtains experimental tracer depth profiles as shown
in Fig. 1.
The black points in Fig. 1 are measured data of the
30Si isotope distribution after the diffusion annealing at
a given temperature. The natural abundance of the 30Si
isotope has been subtracted from the measured data. To
evaluate the silicon tracer diffusion coefficient from this
data the thin layer solution of the diffusion equation for
a semi-infinite medium can be applied ([5] p. 13)
C(x, t) =
M
(piD t)1/2
exp
(
−
x2
4D t
)
(1)
where D = D(T ) is the temperature dependent tracer
diffusion coefficient, t the annealing time, and M the
amount of diffusing tracer isotopes deposited at t = 0 in
the plane x = 0. The red solid line in Fig. 1 shows a least
squares fit of equation (1). It is this good agreement be-
tween diffusion theory (equation (1)) and measured data
(Fig. 1) which makes materials scientists confident that
one understands all aspects of the self-diffusion in homo-
geneous solids – until one makes a thought experiment
as discussed now. Let us assume in our thought experi-
ment that we could build a device which locally measures
the concentration, C(x, t), of the tracer isotopes in a thin
plane and its flux, jx(x, t), through this plane. As out-
put our considered device then delivers the local ratio
between flux and concentration(
jx
C
)
device
(2)
It is a virtual measurement device in a thought experi-
ment because there is no technical realization (at least to
date) of such a measurement device in a solid medium.
The local tracer particle flux is defined by
jx(x, t) =
1
A0
∂N(x, t)
∂t
(3)
where ∂N is the infinitesimal number of tracer particles
which pass through the unit area A0 in x direction during
the infinitesimal time interval ∂t. The local concentration
of the tracer particles is given by definition as
C(x, t) =
1
A0
∂N(x, t)
∂x
(4)
If one considers the local ratio between flux and concen-
tration one gets from equations (3) and (4) the formal
relation (
jx
C
)
device
=
∂x
∂t
(5)
so that the output value of the considered device will
have the dimension of a velocity. For materials scientists
such a device would be a useful device if it could simplify
the measurement of the self diffusion coefficient D(T ).
That is, it was interesting to see how the output value of
such a virtual device depends on the diffusion coefficient.
From diffusion theory [5] it is well known that the tracer
particle flux is given by (Fick’s first law)
jx(x, t) = −D
∂C(x, t)
∂x
(6)
Combining equations (1), (5) and (6) one gets(
jx
C
)
device
=
∂x
∂t
=
1
2
x
t
(7)
As we derived equation (7) the very first time we were
astonished to see that equation (7) is totally independent
of the diffusion coefficient so that the considered virtual
device (2) has the strange property that its output value
is independent of the temperature and is independent of
the properties of the tracer particles and the diffusion
3medium. It is also very strange that one could use such a
device to measure (!) the diffusion annealing time inter-
val, t, at any stage after the start of the diffusion experi-
ment. With other words equation (7) was completely in-
comprehensible for materials scientists and demonstrated
that there was some aspect related to the self-diffusion
process in a homogeneous medium that we did not (yet)
understand. This was an unsatisfactory situation at that
time as we conceived this thought experiment.
The reader could argue that equation (7) is only cor-
rect if one considers infinitesimal tracer layers. This ar-
gument is correct, but materials scientists who have prac-
tical experience with tracer diffusion experiments know
that equation (1) is also practically applicable for thick
layers and even for constant diffusion sources if one con-
siders the diffusion process sufficiently far from the tracer
source, so that equation (7) becomes general if one writes(
jx
C
)
device
=
∂x
∂t
=
1
2
x
t
if x ≥ x∗ (8)
where x∗ is a distance which is sufficiently far from the
tracer source. The absolute value of x∗ depends on the
deviation from the ideal case (7) which can be practically
accepted. If the deviation is practically acceptable for
x = x∗ the deviation will be even smaller for x ≥ x∗ if
the diffusion time, t, remains fixed (see [1] where the case
of a constant diffusion source is discussed in detail). This
is very well confirmed practical experience from diffusion
experiments.
If one does not understand a result (equation (7) or
(8), respectively) one tends to believe that it is acciden-
tal. Furthermore, we could initially assume that this has
been only a virtual measurement device in a thought ex-
periment which has no meaning at all. Nevertheless, the
situation remained unsatisfactory and we started to look
for a real measurement device with a similar simple de-
pendence of its output value from the process variables
(x and t in this case). In the next section we discuss a
corresponding real device.
2. Looking from a new point of view on a mechanical gas
pressure measurement device
Let us consider a mechanical gas pressure measurement
device (
|F |
A
)
device
(9)
where |F | is the measured force which acts on a mem-
brane with the area A. The force is induced by the
gas particles (molecules or atoms) which are imping-
ing on the membrane. However, to measure a force the
membrane must be displaced by a small absolute value
|∂l| so that we can also consider a small amount of en-
ergy |∂E| = |F | |∂l|. This small amount of energy is
transferred from the impinging gas particles to the mem-
brane and is converted to a small amount of mechanical
work. Considering the corresponding small volume ele-
ment |∂V | = A |∂l| one gets the following equation(
|F |
A
)
device
=
|∂E|
|∂V |
(10)
This equation corresponds to equation (5) and like in the
thought experiment above (section IA 1) one can ask how
the output value of the device depends on the process
variables (E and V in this case). From the thermody-
namics of the ideal gas one gets(
|F |
A
)
device
=
|∂E|
|∂V |
=
2
f
E
V
(11)
where E is the internal energy of the ideal gas, V the
ideal gas volume and f the degree of freedom per gas
particle. Furthermore, one knows from thermodynamics
that a real gas becomes an ideal gas if the gas box volume
becomes sufficiently large so that the gas particles can be
considered as an ensemble of point particles with no form
of interaction. That is, equation (11) becomes general if
one writes(
|F |
A
)
device
=
|∂E|
|∂V |
=
2
f
E
V
if V ≥ V ∗ (12)
where V ∗ is a sufficiently large volume. It is well known
experimental experience that if a real gas can be prac-
tically approximated by the ideal gas (equation (11)) at
V = V ∗ it will even be better approximated for vol-
umes V ≥ V ∗ if the internal energy, E, remains fixed
(which implies constant temperature). If one compares
equations (8) and (12) it is quite surprising that one
gets mathematically equivalent equations for two differ-
ent systems with different process variables.
Seeing equations (8) and (12) it now became harder
to assume that its mathematical equivalence could be
accidental so that we started at that point to look se-
riously for a fundamental law which could explain the
occurrence of equations (8) and (12). It was clear that
a law behind equations (8) and (12), and hence behind
different systems, must be system independent. Finally
we found the required fundamental law in information
theory (see inequality 17) and developed a generalized
information transfer concept of natural processes [1] as
described briefly in chapter II. In chapter III we will then
derive (!) equations (8) and (12) by means of the de-
veloped information transfer concept (see equations (28)
and (46)).
The information transfer concept allows one to under-
stand the occurrence of equations (8) and (12) from a
very fundamental point of view which is based on infor-
mation theory. However, this concept can principally not
explain why the constant factor is 1/2 in equation (8) and
2/f in equation (12). The explanation of these constants
requires detailed knowledge or correct assumptions, re-
spectively, of the internal/physical mechanisms of the
observed process (see chapter V). This means that all
4equations derived by the generalized information trans-
fer concept [1] are quantitative but phenomenological in
the description of natural processes (see section II B).
3. Outlook to the next chapters
In chapter II we repeat the basics of the generalized
concept of information transfer in order to update some
important notations introduced in reference [1], which
improves the clarity of the presentation of the concept.
In appendix B we compile all comments related to the
update of notations. For the reader who wants to apply
our approach to his own problems, it is, however, highly
recommended to study also reference [1] if he wants to
understand all aspects (e.g. the derivation of theorems
1 and 2 from three axioms) of the information transfer
concept.
In chapter III we demonstrate the validity and the ap-
plicability of the information transfer concept by three
well understood physical processes.
In chapter IV we apply the information transfer con-
cept to the photon propagation process from a star. An
observational indication that not all aspects of the pho-
ton propagation process from a star are really well under-
stood is the so called K-Trumpler effect. The K-Trumpler
effect was first noticed in 1911 and is since then a chal-
lenging puzzle [6].
In chapter V we demonstrate by two physical examples
that the natural amount of equilibrium information is not
an abstract number but has real physical meaning.
II. BASICS OF THE GENERALIZED
INFORMATION TRANSFER CONCEPT
Hartley [7] postulated in 1928 that the transmitted
amount of information, I, is proportional to the num-
ber, n, of selected symbols
I = K · n (13)
and for the postulated constant, K, Hartley concluded
(the logarithmic base is arbitrary)
KHartley =
I
n
= ln s (14)
where s is the number of available symbols at each se-
lection. Equation (14) is called Hartley function in the
literature [8] and follows also from the Shannon entropy
[9]
KShannon =
I
n
= −
s∑
j=1
pj ln pj (15)
if the probability to select a symbol is equal for all avail-
able symbols, i.e. pj = 1/s = const.
The generalized information theory [8] is concerned
with information conceived in terms of uncertainty re-
duction. Klir and Wierman ([8] p. 135) pointed out the
differences between the Hartley function (14) and the
Shannon entropy (15): “We recognize now that the Hart-
ley function and the Shannon entropy measure distinct
types of uncertainty, nonspecificity and strife, respec-
tively. This distinction was concealed within the confines
of classical information theory, in which the Hartley func-
tion is almost routinely viewed as a special case of the
Shannon entropy, emerging for uniform probability dis-
tributions. This view, which is likely a result of the fact
that the value of the Shannon entropy of the uniform
probability distribution on some set is equal to the value
of the Hartley function for the same set, was ill-conceived.
Indeed, the Hartley function is totally independent of any
probabilistic assumptions,. . . ”
The fact that the Hartley function is not merely a spe-
cial case of the Shannon entropy is an important result
of the generalized information theory [8] because it en-
ables us to have nowadays an unbiased view to Hartley’s
postulation (13) of an amount of information. Natural
processes can often be quantitatively described by an ab-
solute value of a process variable z, like e.g., a distance
value, a time interval value, a volume value, an energy
value etc. Hartley’s postulation (13) of the amount of
information allows us to define a natural amount of in-
formation, Iz, to a generic process variable z [1]
Iz = κz
|∆z|
|δz|
with 0 < κz <∞ (16)
where |∆z| is the absolute value of the process variable
z, κz is the information transfer constant of the process
variable z, |δz| is the signal of the process variable z
which has the property that it is much smaller than the
absolute value |∆z|, that is |δz| ≪ |∆z|. In appendix A
it is explained why |δz| is a signal and why the defined
amount of information (equation (16)), which is related
to a generic process variable, is a natural amount of in-
formation.
Information theories [7]-[12] define different measures
of information related to finite sets (collections of objects)
and/or probability distributions, respectively. Method-
ological minimum/maximum principles based on these
measures are then applied. The maximum entropy prin-
ciple developed by Jaynes [10] is broadly utilized within
classical information theory. However, an extension of
the maximum entropy principle to systems far from ther-
modynamic equilibrium or even to non-physical systems
is problematic because it requires the choice of adequate
constraints (see [11] for further discussion). The impor-
tant point of the proposed generalized concept of infor-
mation transfer [1] is that the defined natural amount of
information, equation (16), is not related to finite sets
and/or probability distributions, respectively. In this
way the application of a minimum/maximum principle
becomes redundant, and hence, the necessity to choose
constraints which are adequate to the considered system.
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Figure 2: Let the information source q have the amount of
information Iq. Any process can transfer at best the complete
amount of information Iq from an information source q to
an information destination u so that we have generally the
inequality Iu ≤ Iq.
Furthermore, if one goes back to the roots of classical
information theory [7], [9] it becomes obvious that the
development of classical information theory was strongly
motivated by the request to transfer an amount of in-
formation by technical processes. From the concrete sys-
tems (telegraphy, telephony, television etc.) which realize
technical information transfer processes it could be ab-
stracted in the classical information theory [7], [9]. In
analogy one can now abstract from the concrete natural
systems where information transfer processes occur.
With the definition of a natural amount of information
(16) one can model information transfer from a generic
process variable q (the information source) to a generic
process variable u (the information destination) in a very
abstract way. For that one must, however, consider suffi-
ciently simple natural processes which obey the following
condition.
Condition 1 The considered natural process can be de-
scribed by only two independent generic process variables
(q, u) and is able to transfer information. That is, the
natural amount of information Iu which the information
destination u receives is not zero (Iu > 0).
It is well known from Shannon’s information theory
[9] that any technical process can transfer at best the
complete amount of information Iq from an information
source q to an information destination u (Fig. 2). That
is, one has always for the amount of information, Iu,
which the information destination u receives from the
information source q, the inequality
Iu ≤ Iq (17)
It is implicitly obvious from information theory [9] that
inequality (17) is valid for any process so that it can also
be applied for simple natural processes which obey con-
dition 1. From inequality (17) one gets a qualitative indi-
cation that system independent correlations should exist
between two generic variables of a simple natural process.
The quantitative derivation of such system independent
correlations is described in detail in reference [1]. Here we
will only explain the main steps of this approach. First
one has to introduce a further condition so that it be-
comes possible to decide which process variable has the
status of an information source and which process vari-
able has the status of an information destination. This
is possible if one considers only natural processes which
obey the following condition.
Condition 2 The considered natural process fulfills con-
dition 1. One process variable, labeled x, is a variable
which has absolute values in the range (0 < |∆x| ≤ ∞).
The conjugate variable, labeled y, has absolute values in
the range (0 ≤ |∆y| <∞).
The generic process variables (q, u) are related to pro-
cesses which obey condition 1 whereas the generic pro-
cess variables (y, x) are related to processes which obey
condition 2. We refer to variable x as the (macroscopi-
cally) unrestricted process variable and to variable y as
the (macroscopically) restricted process variable. That
is, we now consider only processes where one variable is
macroscopically restricted by specific conditions whereas
the conjugate variable is macroscopically unrestricted.
As an example consider the process of moving gas par-
ticles in a box. If the gas box is located in a large heat
reservoir at constant temperature the amount of internal
energy, E ≡ |∆y|, which is related to the moving gas par-
ticles, is macroscopically restricted, i.e. E remains (in a
real experiment) approximately constant if the gas box
volume increases (slowly). However, the gas box volume,
V ≡ |∆x|, is macroscopically an unrestricted variable of
this process, because one can experimentally choose a
gas box of any large size so that V can (mathematically)
have values up to infinity.
For a simple process defined by condition 2 one can
show [1] that the restricted process variable y has the
status of an information source whereas the conjugate
unrestricted variable x has the status of an information
destination. In the next step we define information equi-
librium (see also (a) in appendix B)
Definition 1 Information Equilibrium (IE) is reached if
the natural amount of information, Ix, of process vari-
able x (defined by equation (16)) is equal to the natural
amount of information, Iy, of process variable y, that is,
one has Ix = Iy.
and can then derive [1] the global IE theorem
Theorem 1 We consider any natural process which ful-
fills condition 2. The process will reach information equi-
librium according to definition 1 for a sufficiently large
absolute value (|∆x| → ∞) of the (macroscopically) un-
restricted process variable x. If the considered process has
reached information equilibrium for any absolute value
|∆x∗| of the process variable x, it will stay in the state of
information equilibrium for |∆x| ≥ |∆x∗|.
and the local IE theorem (see also (b) in appendix B)
6Theorem 2 We consider any natural process which ful-
fills condition 2. The process will reach information equi-
librium according to definition 1 for a sufficiently small
absolute value (|∆y| → 0) of the (macroscopically) re-
stricted process variable y. If the considered process has
reached information equilibrium for any absolute value
|∆y∗| of the process variable y, it will stay in the state of
information equilibrium for |∆y| ≤ |∆y∗|.
Considering equation (16) theorems 1 and 2 can be
expressed by the following equation
κx
|∆x|
|δx|
= κy
|∆y|
|δy|
if
{
|∆x| ≥ |∆x∗| , global
|∆y| ≤ |∆y∗| , local
(18)
to which we refer as the IE equation (see also (c) in ap-
pendix B). This equation (theorems 1 and 2) is system
independent and will be correct in all natural systems
where one can observe simple processes which obey con-
dition 2. The problem is, however, that one often cannot
directly measure the signals (|δx| , |δy|) of a natural pro-
cess so that it is necessary to rearrange equation (18) in
this way(
|δy|
|δx|
)
detector
=
κy
κx
|∆y|
|∆x|
if
{
|∆x| ≥ |∆x∗| , global
|∆y| ≤ |∆y∗| , local
(19)
to which we refer as the detector equation and call the
ratio κy/κx the information transfer constant ratio. The
detector term in equation (19) is defined in the following
general way.
Definition 2 A detector is an idealized object with the
ability to detect signals (|δx| , |δy|) and to deliver as out-
put value the ratio (|δy| / |δx|)detector.
The information transfer constant ratio κy/κx in equa-
tion (19) cannot be quantified in the context of the infor-
mation transfer model and must be determined experi-
mentally or by a more specific model according to the re-
lated physics (e.g. thermodynamics and diffusion theory,
as shown in the examples of chapter III). Furthermore,
the absolute value |∆x∗| or |∆y∗|, respectively, is not
quantitatively defined either (see derivation of theorems
1 and 2 in the appendix of reference [1]).
A. General solutions for simple processes which
are in the state of natural information equilibrium
Theorems 1 and 2 formulate sufficient conditions of in-
formation equilibrium for simple natural processes. How-
ever, these conditions are not necessary conditions as will
be demonstrated in the discussion of the tracer diffusion
process (see comments below equation (47)). The (suf-
ficient) conditions for information equilibrium are quite
general so that one can expect that information equilib-
rium will occur quite often in nature. In this section we
now presume a natural process which is in the state of
information equilibrium so that it is useful to define the
corresponding process (this is a newly introduced defini-
tion, since version v3 of this arXiv paper).
Definition 3 An IE process is any natural process which
fulfills condition 2 and which is in the state of informa-
tion equilibrium (IE) according to definition 1.
The detector equation (19) is valid for an IE process
so that one can apply differential calculus to the detector
equation. However, the absolute values of the signals
(|δx| , |δy|) must be small enough to be considered as
infinitesimal increments (d |∆x| , d |∆y|) of the absolute
values (|∆x| , |∆y|) of the process variables (x, y). Before
one integrates the detector equation (19) one must distin-
guish strictly between so called constant-restriction-parts
and floating restrictions.
Definition 4 A constant-restriction-part is given if the
absolute value of the restricted process variable y is con-
stant (|∆y| = |∆y|const = constant) in the detector equa-
tion (19). If this is not the case a floating restriction is
given.
For an IE process according to definition 3 with a
constant-restriction-part according to definition 4 the de-
tector equation (19) becomes
d |∆y|
d |∆x|
= ±
κy
κx
|∆y|const
|∆x|
(20)
If we integrate equation (20) we have
1
κx
〈|∆x|〉ˆ
|∆x|
ref
1
|∆x|
d |∆x| = ±
1
κy |∆y|const
|∆y|ˆ
|∆y|
ref
d |∆y|′
(21)
where 〈|∆x|〉 is the expected absolute value of the unre-
stricted process variable x and |∆y| is a given absolute
value of the restricted process variable y. The subscript
ref indicates reference values of the IE process. The ab-
solute value |∆y|const is the constant-restriction-part of
the considered process. The general solution of equation
(21) is
〈|∆x|〉 = |∆x|ref exp
(
±
κx
κy
|∆y| − |∆y|ref
|∆y|const
)
(22)
to which we refer as the constant-restriction-part solution
of an IE process.
For an IE process with a floating restriction according
to definition 4 the detector equation (19) becomes
d |∆y|
d |∆x|
= ±
κy
κx
|∆y|
|∆x|
(23)
If we integrate this equation we have
1
κx
〈|∆x|〉ˆ
|∆x|
ref
1
|∆x|
d |∆x| = ±
1
κy
|∆y|ˆ
|∆y|
ref
1
|∆y|
′ d |∆y|
′ (24)
7Solving the integrals gives the general solution
〈|∆x|〉
1
κx = Rκ |∆y|
± 1
κy with Rκ =
(|∆x|ref)
1
κx
(|∆y|ref)
± 1
κy
(25)
where 〈|∆x|〉 is the expected absolute value of the unre-
stricted process variable x and |∆y| is a given absolute
value of the restricted process variable y. The subscript
ref indicates reference values of the IE process. We refer
to this equation as the floating solution of an IE process.
It is convenient to call Rκ the reference constant of an
IE process.
We introduced a detector by definition 2. It is also
useful to define an unrestricted detector.
Definition 5 An unrestricted detector is given if the ab-
solute value |∆x| of the unrestricted process variable x in
the detector equation (19) is always equal to the expected
absolute value 〈|∆x|〉 of the unrestricted process variable
x (|∆x| = 〈|∆x|〉).
The special feature of an unrestricted detector accord-
ing to definition 5 is that one can combine the detector
equation (19) and the general solutions of an IE pro-
cess (equation (22) or equation (25), respectively). We
will see that this will result also in well known laws (see
equations (36) and (37)).
B. Concluding remarks
Because of the fundamental inequality (17) of infor-
mation theory one can assume that system independent
laws should exist between two independent generic vari-
ables of a simple process (simplicity defined by condition
2). The quantitative derivation of such system indepen-
dent laws (equations (19), (22) and (25)) is described in
more detail in [1]. In the context of the generalized infor-
mation transfer concept it now becomes understandable
why exponential laws (22) and power laws (25) are often
sufficient to describe totally different simple processes in
totally different systems. This is an enormous generaliza-
tion in the understanding of simple processes in nature.
From this point of view we now see the reasons why expo-
nential laws and power laws are often sufficiently quanti-
tative in the description of simple systems/processes, but
now we also see clearly that these laws are phenomeno-
logical as long as we do not understand the meaning of
the constant factors which comprise the intrinsic proper-
ties of a specific system. That is, a deeper understanding
of a specific system in nature is directly related to the
understanding of the constant factors of the exponential
laws and the power laws in nature.
The exponential law (22) and the power law (25) are
integral representations of the detector equation (19).
However, the detector equation (19) is more fundamen-
tal than its integral representations because it contains
only one single dimensionless system dependent constant.
This single dimensionless constant is in fact a ratio,
κy/κx, of two dimensionless information transfer con-
stants. The information transfer constant ratio in the
detector equation (19) cannot be quantified in the con-
text of the presented information transfer concept. This
means that the detector equation (19) is quantitative but
phenomenological in the description of natural processes
because the unknown constant ratio, κy/κx, must be de-
termined experimentally or from a more specific model
of the considered system – if available.
III. APPLICATION OF THE GLOBAL IE
THEOREM TO WELL UNDERSTOOD
PHYSICAL PROCESSES
In this chapter we apply the global IE theorem 1 to
three well understood physical processes. In this way we
can demonstrate that this theorem is applicable and valid
for simple processes which obey condition 2. In reference
[1] the interested reader will also find an application of
the local IE theorem 2 which yields Fick’s first well known
law in the case of the random walk process.
A. The process of moving gas particles in a box
To apply the detector equation (19) one must first de-
fine an appropriate detector which corresponds to defini-
tion 2. In the introduction (section IA 2) we considered
a mechanical gas pressure measurement device
p =
(
|F |
A
)
device
(26)
where |F | is the measured force which acts on a
membrane with the area A and we concluded that
(|F | /A)device = |∂E| / |∂V | (see equation (10)). In the
context of the information transfer concept one consid-
ers |∂E| / |∂V | as a term which corresponds to definition
2 of a detector
p =
(
|F |
A
)
device
=
(
|δE|
|δV |
)
detector
(27)
In the next step one must decide whether the process of
moving gas particles in a box is simple enough to obey
condition 2. That is, whether energy and volume are
generic and sufficient to describe this process. This is
true for ideal gas particles.
Before one applies the global IE theorem 1 one must
first know which generic process variable is restricted. If
the gas box is located in a large heat reservoir at constant
temperature the amount of internal energy, E, which is
related to the moving gas particles, is macroscopically
restricted, i.e. E remains (in a real experiment) approxi-
mately constant if the gas box volume increases (slowly).
According to the global IE theorem 1 one can now con-
clude that the considered process (moving gas particles in
8a box) must reach information equilibrium if one enlarges
the gas box volume sufficiently, i.e. V ≥ V ∗. Applying
the detector equation (19) (the global case) and consid-
ering equation (27) one gets for the considered process
p =
(
|F |
A
)
device
=
(
|δE|
|δV |
)
detector
=
κE
κV
E
V
if V ≥ V ∗
(28)
Because the necessary (large) volume amount V ∗ to reach
information equilibrium is not quantitatively defined in
the context of the information transfer model one can
only say that a real gas will become an ideal gas and
obeys equation (28) if the gas volume, V , becomes suf-
ficiently large. This conclusion follows directly from the
global IE theorem 1 and is well known experimental ex-
perience related to real gases. Furthermore, in the con-
text of the information transfer concept the information
transfer constant ratio, κE/κV , must be determined ex-
perimentally or from a more specific model. In this case
one can apply well known results from the thermodynam-
ics of the ideal gas
p =
2
f
U
V
(29)
where U ≡ E is the internal energy of the ideal gas, V
the ideal gas volume and f the degree of freedom per
ideal gas particle. Comparing equations (28) and (29)
one can conclude for the information transfer constant
ratio κE/κV = 2/f and one can now write the IE equa-
tion (18) in this way
IV = f
V
|δV |
= 2
E
|δE|
= IE if V ≥ V
∗ (30)
That is, in the context of the information transfer concept
we say (in a very abstract but fundamental way) that the
real gas reaches an information equilibrium (IV = IE)
and becomes an ideal gas if the gas volume becomes suf-
ficiently large (for a given number of gas particles). In
the context of thermodynamics we say that the real gas
becomes an ideal gas if the average spacing between the
gas particles becomes large enough so that the gas parti-
cles can be considered as an ensemble of point particles
with no form of interaction.
In chapter V we show that the natural amount of in-
formation which is reached in information equilibrium is
given by IV = IE = f ·N ≫ 1 and is, hence, proportional
to the number of ideal gas particles and proportional to
the degree of freedom per gas particle.
B. The fall process of a physical body in a
gravitational field
If one drops a small physical body on the surface of
a planet the physical body is accelerated by the gravita-
tional force at the surface and one can observe its veloc-
ity v = dl/dt. In the context of the information transfer
concept one can now consider the absolute value of the
velocity of the falling physical body (point mass)
|v| =
(
|δl|
|δt|
)
detector
(31)
which corresponds to the definition 2 of a detector. That
is, we consider the falling physical body as a detector.
Next one must see which is the restricted variable of the
fall process. This is the length variable because one se-
lects a fall height, |∆l|, of limited length. However, the
time interval |∆t| the physical body will need to fall from
the given fall height is not a priori restricted. On planets
or satellites with very low masses it will require a very
long fall time for a given fall height. That is, according
to the global IE theorem 1 the fall process of a physical
body on a planet must reach information equilibrium if
the fall time, |∆t|, becomes sufficiently large so that one
gets according to the detector equation (19) and equation
(31)
|v| =
(
|δl|
|δt|
)
detector
=
κl
κt
|∆l|
|∆t|
if |∆t| ≥ |∆t∗| (32)
The information transfer constant ratio, κl/κt, must be
determined experimentally or by a more specific model,
respectively, and the value of |∆t∗| cannot be quantified
a priori either. Furthermore, it is required that the pro-
cess is simple enough (condition 2), that is, the variables
time and length are generic and sufficient to describe the
fall process of a small physical body on the surface of a
planet. This is only the case if the fall process occurs
in a sufficiently good vacuum. From classical mechanics
(constant acceleration of a point mass) one gets
|v| =
(
|δl|
|δt|
)
detector
= 2
|∆l|
|∆t|
(33)
and, hence, κl/κt = 2. For an IE process according to
definition 3 one can apply its floating solution (25), with
κl/κt = 2 and a positive sign, and gets on the surface of
a planet (in vacuum)
〈|∆t|〉
2
= RPlanet |∆l| with RPlanet =
|∆t|
2
ref
|∆l|ref
(34)
where 〈|∆t|〉 is the expected time interval the physi-
cal body will need to fall from a given height, |∆l|,
and RPlanet is the reference constant of this IE process
(fall process on the surface of a planet). This example
demonstrates that the detector equation (33) is more fun-
damental than its integral representation (34) because
there is no planet (mass) dependent constant in equa-
tion (33). On the Earth’s surface the reference constant,
REarth = 2/g, is given by the acceleration constant, g,
which has been determined experimentally so that one
has
〈|∆t|〉
2
=
2
g
|∆l| (35)
9The physical body (detector) is unrestricted according to
definition 5 so that one has |∆t| = 〈|∆t|〉. If a detector is
unrestricted one can combine the detector equation (33)
and its floating solution (35). Doing this one gets the
well known length-independent equation
|v| = g |∆t| (36)
and the well known time-independent equation on the
Earth’s surface in vacuum
|v|
2
= 2g |∆l| (37)
At first glance this approach to derive equations (36)
and (37) looks like a trivial mathematical conversion:
It is, however, a fundamental feature of the information
transfer concept. This becomes obvious if one compares
how the time-independent equation (37) is derived in the
usual way. For that one considers the kinetic energy and
potential energy of the physical body (point mass)
Ekin =
minertial
2
|v|
2
; Epot = mheavy g |∆l| (38)
Let us recall in the context of equation (38) the long last-
ing discussion in classical mechanics whether the inertial
mass and the heavy mass of a physical body are really
identical. This question was not decided before Einstein
postulated the identity of inertial and heavy mass. If one
finally assumes that potential energy converts in vacuum
completely to kinetic energy one gets also equation (37).
The important (fundamental) feature of the derivation
of equation (37) via the information transfer concept is
that one does not need the physical concepts of mass and
energy.
One could argue that one can simply start from the
condition of constant acceleration
d2l
dt2
= g = const. (39)
and can then also derive equation (37) mathematically
without making use of the concepts of mass and energy.
However, the concept behind equation (39) is an equilib-
rium of forces, Feq,
Feq = minertial
d2l
dt2
= mheavy g (40)
so that equation (39) implies the assumption minertial =
mheavy, and hence, the problem discussed above. In con-
trast the concept behind equation (32) is an equilibrium
of natural information, Ieq,
Ieq = κt
|∆t|
|δt|
= κl
|∆l|
|δl|
(41)
as defined by equation (16) which does not need the phys-
ical concept of mass.
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Figure 3: In the center of the coordinate system a tracer
particle source is located with a given diffusion time inter-
val |∆t|diff . At the distance r a virtual measurement device
(jr/C)device delivers as output the local ratio between radial
flux jr and concentration C.
C. The tracer particle propagation process in a
solid body
We now consider the diffusion process of tracer par-
ticles from a small particle source located at r = 0 (see
Fig. 3). To study the tracer particle diffusion process one
defines a local radial tracer particle flux
jr =
1
A0
∂N
∂t
(42)
where ∂N is the infinitesimal number of tracer particles
which pass radially through the unit area A0 during the
infinitesimal time interval ∂t. The local concentration of
the tracer particles is also given by definition as
C =
1
A0
∂N
∂r
(43)
We can now define a local measurement device(
jr
C
)
device
(44)
which yields the local ratio between flux and concentra-
tion at any distance, r, from the tracer particle source
(see Fig. 3). It is a virtual measurement device because
there is no technical realization (at least to date) of such
a measurement device in a solid medium. Nevertheless,
we can make thought experiments with this defined vir-
tual device. If we apply the definitions for the local radial
flux (42) and the local concentration (43) we get, and this
is an important point,(
jr
C
)
device
=
(
|δr|
|δt|
)
detector
(45)
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so that the defined virtual device corresponds to defini-
tion 2 of a detector.
To obey condition 2 the tracer particle diffusion pro-
cess must become sufficiently simple so that time and
length are the only generic variables of this process. To
achieve this condition the medium where diffusion occurs
must be sufficiently simple which is the case if we con-
sider tracer diffusion in a sufficiently large homogeneous
solid medium. Next one must ask which process vari-
able is restricted. The time variable is restricted if one
considers a diffusion source with a given long diffusion
time interval, |∆t|diff , so that one can consider it approx-
imately constant if one makes measurements with the
device (jr/C)device at time intervals much shorter than
the diffusion time interval. However, the length variable
is an unrestricted process variable if the tracer diffusion
process takes place in a sufficiently large volume of the
medium so that one can make measurements with the
device (jr/C)device at sufficiently long distances r from
the tracer particle source (see Fig. 3). According to the
global IE theorem 1 one can then conclude that the tracer
diffusion process must reach information equilibrium if
the length variable (distance r) becomes sufficiently large
so that one gets according to the detector equation (19)
and equation (45)(
jr
C
)
device
=
(
|δr|
|δt|
)
detector
=
κr
κt
r
|∆t|diff
if r ≥ r∗
(46)
Note that equation (8) considered in the introduction
can be derived by the information transfer concept in the
same way (replace r by x and consider a one-dimensional
diffusion process). The undefined information transfer
constant ratio, κr/κt, must again be determined exper-
imentally or by a more specific model. In this case one
can apply the diffusion theory [5] in solids and gets for
an infinitesimally small tracer particle point source in an
infinite homogeneous medium (see appendix C)(
jr
C
)
device
=
(
|δr|
|δt|
)
detector
=
1
2
r
|∆t|diff
(47)
and, hence, κr/κt = 1/2. Equation (47) is even correct at
an infinitesimally small distance r from the tracer parti-
cle source so that the diffusion process from an infinites-
imally small tracer particle point source in an infinite
homogeneous medium is clearly in the state of informa-
tion equilibrium according to definition 1. This exam-
ple demonstrates that the global IE theorem 1 formulates
sufficient but not necessary conditions for information
equilibrium.
Until now we have considered only the case where the
local measurement device (jr/C)device is located at a con-
stant distance (dr/dt = 0) from the tracer point source
(see Fig. 3). We will now assume that the distance, r,
from the diffusion source is sufficiently small and that
the diffusion time interval, |∆t|diff , is sufficiently long so
that according to equation (47) the output value of the
measurement device becomes practically zero. In this
case the flux, and hence, the concentration gradient of
the tracer particles is practically zero and is negligible.
If we then start to move the measurement device (a small
distance), tracer particles will pass, because of the move-
ment of the device, through the unit area A0 (see equa-
tion (42)) of the device so that its output value is practi-
cally given by the relative motion of the device, expressed
as (dr/dt)kinematic(
jr
C
)
device
= −
(
dr
dt
)
kinematic
if
(
r
|∆t|diff
)
→ 0
(48)
If the detector moves away from the diffusion source, i.e.
dr/dt > 0, the output value of the measurement device
becomes negative. If it moves, however, towards the dif-
fusion source, i.e. dr/dt < 0, its output value becomes
positive. Including the independent kinematic term (48)
by superposition into equation (47) one gets(
jr
C
)
device
=
(
1
2
r
|∆t|diff
)
info. equi.
−
(
dr
dt
)
kinematic
(49)
so that the output value of the measurement device is
given by an information equilibrium term and by a kine-
matic term. Assuming we would not be aware of the
information equilibrium term in equation (49) we would
get the (wrong) impression from the measurement de-
vice output that a tracer diffusion point source is moving
towards the measurement device if the information equi-
librium term becomes dominant in equation (49). In-
terestingly enough we will get a very similar equation if
we discuss in the next chapter the photon propagation
process from a star (compare equations (49) and (56)).
However, in that case we will get the (wrong) impres-
sion that a point source (a star) is moving away from the
measurement device if the information equilibrium term
becomes dominant in equation (56).
IV. THE PHOTON PROPAGATION PROCESS
FROM A STAR IN VACUUM
As a non-trivial application of the information transfer
concept [1] we will now discuss the photon propagation
process from a star in vacuum in this context. Stars form
from dense cloud fragments of the interstellar medium
which is dominated by hydrogen and helium. Jones [14]
describes the development of a star in this way: “De-
tailed calculations show that the central regions of the
fragment contract the most rapidly. It is therefore these
central regions that become opaque to the photons emit-
ted by the molecules. The temperature rise is then rapid
and the central object is regarded as a protostar. Con-
traction continues, now more slowly, and a few million
years after the fragment separated from the dense cloud
the temperature in the core of the protostar has become
high enough for nuclear fusion to occur – about 107 K.
This fusion releases energy and creates a pressure gradi-
ent that halts the contraction of the protostar. At this
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point the protostar has become a star – a compact body
sustained by nuclear fusion.” That is, if we consider the
time t = t0 where nuclear fusion occurs in the core of
the protostar as the time of birth of the star we have a
defined starting time of the photon propagation process.
We observe the star now at t = t1 so that the time in-
terval |∆t|age = t1 − t0 becomes a generic time interval
of the observed process. In this paper the time of birth
of the star is defined by the start of nuclear fusion in the
core of the protostar.
In Fig. 4 we consider a star of a given age, |∆t|age.
At the distance r we analyze the electromagnetic spec-
trum of the star by a spectroscopic device, symbolized by
(c× z)device, which delivers as output the redshift param-
eter z where c is the velocity of light in vacuum. Red-
shift occurs when the electromagnetic radiation that is
emitted from a star is shifted towards the red end (less
energetic end or longer wavelength) of the electromag-
netic spectrum. The redshift parameter z > 0 is used to
describe the change in wavelength. It is defined as [15]
z =
λo − λe
λe
(50)
where λe is the emitted and λo is the observed wave-
length. Conversely, a decrease in wavelength is called
blueshift (z < 0). To exclude cosmological redshift we
restrict the discussion in this paper to stars of our own
Milky Way Galaxy and to distances in the order of the
diameter of the Milky Way Galaxy, because the Hubble
expansion is not expected inside a galaxy.
It is well known experimental experience that a spec-
troscopic device allows one to measure the radial veloc-
ity between the star and the device so that one has [15]
(Doppler effect)
(c× z)device =
(
dr
dt
)
kinematic
if
(
dr
dt
)
kinematic
≪ c
(51)
If the device moves away from the star, i.e. dr/dt > 0, the
z parameter becomes positive. If it moves towards the
star, i.e. dr/dt < 0, the z parameter becomes negative.
In the context of the information transfer model we
now consider a spectroscopic device at a constant dis-
tance r (see Fig. 4) so that we have (dr/dt)kinematic =
0. In this way we can neglect any kinematic process
(Doppler effect) and can focus our attention to the pho-
ton propagation process from the star. If a spectroscopic
device delivers in this experimental situation a redshift
value
(c× z)device =
(
|δr|
|δt|
)
detector
if
(
dr
dt
)
kinematic
= 0
(52)
it will correspond to definition 2 of a detector so that
one can apply the detector equation (19) in the case of
information equilibrium. To be sure that time and dis-
tance are sufficient and generic variables to describe the
( c ´ z )
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Figure 4: In the center of the coordinate system a star is
located which has a given age, |∆t|
age
, with the time of birth
of the star being defined by the start of nuclear fusion in
the core of the protostar. At the distance r a measurement
device, (c× z)
device
, allows one a spectral analysis of the light
emitted by the star.
photon propagation process one must consider a star at
sufficiently long distances. In this case the star becomes
a point source where one generic variable of the photon
propagation process is the distance r to this point. A
second generic variable is the age |∆t|age of the observed
photon propagation process. Furthermore, the applica-
tion of the global IE theorem 1 requires a sufficiently
simple process (condition 2). To achieve this condition
one must consider a single star in a sufficiently good vac-
uum (see also the discussion related to equations (32) and
(45)). That is, one can neglect the effect of cosmic gas
or cosmic dust on the propagating photons in the line of
sight to the star.
For the application of the global IE theorem 1 one must
also decide which process variable is restricted and which
is unrestricted. Because one observes the photon propa-
gation process always in a very small time interval com-
pared to the ages of the stars one can consider the ages of
the observed stars as given constants. That is, in the con-
text of the information transfer model the age |∆t|age of
a star is a restricted process variable. However, the dis-
tance r is an unrestricted process variable because one
can move the spectroscopic device (c× z)device in Fig. 4
in a thought experiment far enough away from the star
so that one must reach information equilibrium accord-
ing to the global IE theorem 1. In reality one can simply
choose any star at a sufficiently large distance from the
Earth to observe a photon propagation process which is
in the state of information equilibrium. One then has ac-
cording to the detector equation (19) and equation (52)
((dr/dt)kinematic = 0)
(c× z)device =
κr
κt
r
|∆t|age
if r ≥ r∗ (53)
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We now see that the excess redshift (K-Trumpler effect)
of a star is proportional to the distance, r, and inversely
proportional to the age of the star, |∆t|age, with the time
of birth of the star being defined by the start of nuclear
fusion in the core of the protostar. The value r∗ is not
quantitatively defined in the context of the information
transfer model. However, one has to keep in mind that
the global IE theorem 1 formulates only sufficient con-
ditions to reach information equilibrium. We have seen
that in the case of propagating tracer particles from an
infinitesimal tracer point source the particle propagation
process is completely in the state of information equi-
librium (see discussion related to equation (47)). One
can, therefore, assume that equation (53) will be prac-
tically sufficiently accurate if the star can be practically
approximated as a point source. Near the star the K-
Trumpler effect becomes negligible because of the super-
position with the gravitational redshift and with mass-
loss corrections [6].
As already explained in the examples discussed above
the undefined information transfer ratio, κr/κt, in equa-
tion (53) must be determined by a more specific model
or by experimental observations, respectively. In this
case there is no more specific model available so that the
constant ratio κr/κt must be determined by astronomi-
cal observations. Considering the examples discussed in
chapter III one can estimate an expected range for the
constant ratio of at least 0.5 ≤ κr/κt ≤ 2.
To get a quantitative impression of the redshift value
related to information equilibrium we can set our sun in
the center of Fig. 4
(
|∆t|
sun
age
∼= 4.6× 109yr
)
and can then
observe our sun in a thought experiment at a distance
r = 105 ly which is roughly the diameter of the Milky
Way Galaxy [15]
(c× z)
sun
device =
κr
κt
r
|∆t|
sun
age
∼=
κr
κt
105ly
4.6× 109yr
∼=
κr
κt
6.5
km
s
(54)
If one observes a star which is 10 times younger than the
sun the measured redshift value would become 10 times
larger. (One would get the same redshift value if one
observes a star which is 10 times younger than the sun
at 1/10 of the distance.) We can compare the redshift
value (54) of the sun, which is related to information
equilibrium, with its gravitational redshift value [15]
(c× z)
sun
device
∼=
(
0.64
km
s
)
gravitational
(55)
and we see that it is about a factor of ten smaller and
practically negligible at the considered large distance(
r ∼= 105 ly
)
.
This discussion shows that the z parameter is the re-
sult of two superimposed independent processes: a pho-
ton propagation process in the state of information equi-
librium and a kinematic process (Doppler effect) so that
one finally gets
(c× z)device =
(
κr
κt
r
|∆t|age
)
info. equi.
+
(
dr
dt
)
kinematic
(56)
In equation (56) we neglected all effects which are re-
lated to the properties/processes of the observed star
like the gravitational redshift and mass-loss corrections
[6]. Such constant (distance independent) effects of the
stars and also the Doppler effect can be best studied on
stars which are close to the Earth or very old stars so
that the information equilibrium term in equation (56)
can be neglected. However, if one finally observes young
stars which are far away from the Earth and one is not
aware of the information equilibrium term in equation
(56) one will get the (wrong) impression that especially
young stars are moving away from the observation point
(the Earth or solar system, respectively). This is indeed
observed and is called K effect or Trumpler effect, respec-
tively. H. Arp [6] reviewed this effect in 1992 and writes
in the introduction: “The first spectroscopic measure-
ments of large numbers of B stars showed that, unlike
cooler stars, they appeared to be expanding away from
the solar neighbourhood. This positive redshift was ex-
pressed as a ’K term’ and is referred to in the literature
as the K effect. No satisfactory explanation was ever ad-
vanced as to why the entire system of luminous young
stars should be receding from the position of the Earth.
When I was taking undergraduate courses in galactic dy-
namics from Bart Bok in 1949 it was considered a mys-
terious and challenging puzzle (. . . ). The same effect
was reported by Trumpler who showed that the bright-
est, hottest stars in young clusters had redshifts which
were systematically positive with respect to their clus-
ters. He obtained a mean excess of +10 km/s. Initially
considerable interest was generated by this result because
it was thought to be a demonstration of a gravitational
redshift as predicted by Einstein’s theory of general rel-
ativity. But soon estimates of the surface gravity of such
stars made it clear that general relativity would predict
only 1-2 km/s shifts for the masses and radii which these
stars possessed (. . . ).”
A. Direct application of the information transfer
concept
Because of the system/process independent character
of the global IE theorem 1 it was useful to discuss first a
simple natural process which is basically similar (in the
context of the information transfer concept) to the pho-
ton propagation process from a star in vacuum but which
is, on the contrary, well understood. Such a basically sim-
ilar process is the three dimensional tracer particle prop-
agation process from a tracer particle point source in a
homogeneous medium (see section III C). The analogy is
that photons are propagating from a point source and
that tracer particles are propagating (diffusing) from a
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point source. We saw that the application of the detector
equation (19) delivered very similar equations for both
discussed processes (compare equations (49) and (56)).
The drawback is, however, that the application of the
detector equation (19) is very abstract. As explained in
chapter II (see discussion related to the IE equation (18))
the detector equation was introduced because often one
cannot directly measure the signals of a natural process.
However, if we discuss the photon propagation process
from a star the experimental situation is different be-
cause in this case signals of the generic process variables
length and time can easily be measured. This special sit-
uation allows us to derive equation (53) also in a more
direct way by considering measured natural amounts of
information. In this way the derivation of equation (53)
becomes more descriptive. In the following discussion we
do not speculate about any internal/physical light propa-
gation mechanisms which could rationalize equation (53)
but apply only facts.
Fact 1: An observed star has a given age, |∆t|age, and
one can identify absorption/emission lines in the
measured spectrum of the star, e.g. hydrogen ab-
sorption lines, with a known (reference) frequency,
νref [15].
In the context of the information transfer concept any
identified reference frequency, νref , in the measured spec-
trum of the star is considered as a measured time signal,
|δt|meas = 1/νref . Applying equation (16) one can evalu-
ate a natural amount of information related to the time
variable
Isourcet = κt
|∆t|age
|δt|meas
= κt |∆t|age νref = const. (57)
where |∆t|age is the age of the star with the time of birth
of the star being defined (in this paper) by the start of
nuclear fusion in the core of the protostar. Because as-
tronomers can today estimate the age of an observed star
[14], [15] the only unknown constant in equation (57) is
the information transfer constant, κt, related to the time
variable. Note that this natural amount of information
is restricted (practically constant) during our observa-
tion time so that one can identify this natural amount of
information as the source of information [1]. This corre-
sponds to our intuition that an observed star should have
the status of an information source.
In the next step we move in a thought experiment the
spectroscopic device to a very large distance (a distance
in the order of the diameter of the Milky Way Galaxy)
away from the observed star and keep the radial distance
constant so that the Doppler effect is negligible. We now
make use of the following fact.
Fact 2: There is an excess redshift (K-Trumpler ef-
fect) observed which cannot be interpreted by the
Doppler effect [6].
If there is an excess redshift (K-Trumpler effect) one mea-
sures by means of the spectroscopic device a length shift,
|δl|
excess
meas = λobs − λref , of any identified reference wave-
length of the observed star (which cannot be interpreted
by the Doppler effect). In the context of the information
transfer concept this small length shift is considered as a
measured length signal. We assume in our thought exper-
iment that we know the distance, r, from the star so that
we can evaluate (if the constant κr were known) a natu-
ral amount of information related to the length/distance
variable (applying equation (16)))
Idestr = κr
r
|δl|excessmeas
= κr
r
λobs − λref
(58)
Note that this natural amount of information has the sta-
tus of an information destination because the distance, r,
is an unrestricted process variable [1]. This corresponds
to our intuition that an observer of the star (on Earth)
at the distance r should be in the status of a receiver
of information. Finally we apply the following fact from
information theory (see discussion related to inequality
(17))
Fact 3: For the amount of information, Idestr , which the
information destination receives (the Earth in this
case) from the information source (a star in this
case), the inequality Idestr ≤ I
source
t is valid.
Every observed star sends an individual natural amount
of information (quantified by equation (57)) to Earth.
Fact 3 states that one can principally not measure a
larger natural amount of information (quantified by
equation (58)) on Earth than the observed star sends.
In the ideal case one can measure on Earth at best the
same natural amount of information, Idestr = I
source
t , and
would then reach information equilibrium (definition 1).
If one has reached information equilibrium for any dis-
tance r∗ the process remains in information equilibrium
for larger distances (see the global IE theorem 1). Com-
bining equations (57) and (58) one has (if r ≥ r∗)
Ieq = κr
r
λobs − λref
= κt |∆t|age νref = const. (59)
where Ieq is the natural amount of equilibrium informa-
tion. We now see clearly that the measured excess wave-
length shift, |δl|
excess
meas = λobs − λref , on Earth is propor-
tional to the distance, r, because the sent (individual)
natural amount of information from the observed star is
practically constant during our observation time.
Next one can apply the experimentally verified relation
between wavelength, λ, and frequency, ν, in vacuum, c =
λ · ν, so that equation (59) becomes
1
c
λref
λobs − λref
=
κt
κr
|∆t|age
r
if r ≥ r∗ (60)
Considering the defined redshift parameter (equation
(50)) one gets again equation (53)
c · z =
κr
κt
r
|∆t|age
if r ≥ r∗ (61)
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The (alternative) derivation of equation (61) avoided the
introduction of an abstract “device” and an abstract “de-
tector” but discussed directly measured natural amounts
of information. This was possible because in this ex-
ample of natural information transfer the signals of the
considered natural process can be easily measured.
B. Concluding remarks
If one can measure a signal (an excess wavelength shift,
|δl|
excess
meas = λobs − λref) but cannot explain its physi-
cal/internal meaning it clearly indicates that not yet all
aspects of the light propagation process on large scales in
vacuum are really well understood. Nevertheless, equa-
tion (61) is quantitative and will be helpful for a quantita-
tive tracking of the K-Trumpler effect. If the K-Trumpler
effect is confirmed more quantitatively by astronomical
observations it will deliver new impulses to improve the
theory of light propagation in vacuum on large scales
(scales in the order of the diameter of a galaxy and larger)
because the Hubble expansion is not expected inside a
galaxy.
The tendency that highly luminous stars show an ex-
cess redshift was first noticed in 1911 and called K effect,
later, it was also called Trumpler effect. Arp [6] pointed
to the qualitative observation that the K-Trumpler effect
is correlated to the age of the stars:
Page 800 left column [6]: “No satisfactory explanation
was ever advanced as to why the entire system of lumi-
nous young stars should be receding from the position of
the Earth.”
Page 804 left column [6]: “The luminosities of these
supergiants, however, are also directly correlated with
their evolutionary ages in that more luminous isochrones
represent younger stars.”
Page 809 right column [6]: “It is as if the whole
isochrone in the Herzsprung-Russel diagram has this ex-
cess redshift, and older isochrones have less and less until
we encounter normal-luminosity stars.”
That is, the expected dependence of the K-Trumpler
effect (equation (53) or (61), respectively) on the age of
the stars is, at least qualitatively, already observed. The
expected distance dependence of the K-Trumpler effect of
single stars has, to our knowledge, not yet been reported.
We assume the reason is that the K-Trumpler effect is
quite difficult to quantify correctly. According to the
discussion in this paper one can expect for the Sun an
excess redshift value of about 6.5 km/s (equation (54)
if one assumes κr/κt ≈ 1) if one observes the Sun at a
distance r = 105 ly which is roughly the diameter of the
Milky Way Galaxy. However, the rotation curves [15] of
the Milky Way Galaxy show that the rotation velocities
are in the range 200 – 250 km/s. This demonstrates the
difficulties to separate the K-Trumpler effect correctly
from the Doppler effect inside the Milky Way Galaxy.
Considering all previously discussed examples of infor-
mation equilibrium one can estimate for the unknown
information transfer constant ratio an expected range of
at least 0.5 ≤ κr/κt ≤ 2. As long as one has no esti-
mations from observations one can assume κr/κt ≈ 1.
However, the correct value of the information transfer
constant ratio, κr/κt, must be determined from astro-
nomical observations. For that the distance and the age
of an observed star must be well known. The radial veloc-
ity must be negligible or also well known from galactic
dynamics. Furthermore, all known redshift corrections
related to the properties/processes of the star (like grav-
itational and mass-loss corrections [6]) must be done and
interactions of the propagating photons with cosmic gas
or cosmic dust in the line of sight must be negligible.
V. PHYSICAL INTERPRETATION OF THE
NATURAL AMOUNT OF EQUILIBRIUM
INFORMATION
In appendix A we explained from a general point
of view why the defined amount of information (equa-
tion (16)), which is related to a generic process vari-
able, is a natural amount of information. We will now
demonstrate by two physical examples that the natu-
ral amount of equilibrium information, Ieq, has physi-
cal meaning. However, this approach requires detailed
knowledge or correct assumptions, respectively, of the
internal/physical mechanisms of the observed process.
A. Moving ideal gas particles in a box
A real gas reaches information equilibrium and be-
comes an ideal gas if the gas volume becomes sufficiently
large (see equation (30)) so that one has in information
equilibrium
Ieq = 2
E
|δE|
= f
V
|δV |
(62)
In thermodynamics ideal gas particles are approximated
by point particles (particles which have no own physical
volume) so that the volume signal, |δV |, is simply given
by
|δV | =
V
N
(63)
where N is the number of ideal gas particles in a box of
volume V . That is, |δV | is the average free volume per
gas particle. Considering equation (62) one gets
Ieq = f ·N ≫ 1 (64)
so that the natural amount of equilibrium information is
physically realized by the (huge) number N of individual
gas particles times the constant factor f . We can also
consider the following equation
ieq =
Ieq
N
= f (65)
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and see that the amount of equilibrium information per
gas particle is given by the degree of freedom per gas
particle, f .
Combining equations (62) and (64) one gets for the
energy signal
|δE| =
2
f
E
N
(66)
where E is the internal energy of the moving ideal gas
particles. That is, |δE| is proportional to the average
energy per gas particle. From thermodynamics it is well
known that the internal energy, E ≡ U , of an ideal gas
is given by
U =
f
2
NkB T (67)
where kB is the Boltzmann constant and T the temper-
ature of the ideal gas. Combining equations (66) and
(67)
|δE| = kB T (68)
one can conclude that the energy signal is proportional
to the temperature.
How can we rationalize the process of moving ideal gas
particles in a box in the context of information transfer?
Ideal gas particles can be approximated by point parti-
cles so that energy is a generic variable which is directly
related to the ideal gas particles. The (internal) energy is
a restricted process variable if the temperature remains
constant, so that one can identify the natural amount of
information, which is related to the energy, as the source
of information [1]. Considering equations (62), (64) and
(68) one gets for the amount of source information
IsourceE = 2
E
|δE|
= 2
E
kBT
= f ·N = Ieq (69)
which must be equal to the amount of equilibrium in-
formation. That is, the gas particles and their (internal)
energy is the source of information in the considered pro-
cess. Furthermore, the ideal gas particles are moving in
a box of volume, V , so that there is a second independent
generic variable V related to the observed process. Ac-
cording to equation (16) one can assign a natural amount
of information to this second independent process vari-
able. However, this natural amount of destination infor-
mation, IdestV , related to the variable V , is at best equal to
the natural amount of source information, IsourceE , which
implies finally equation (62), and hence, the ideal gas
law.
B. Diffusing tracer atoms in a homogeneous solid
medium
The microscopic details of the tracer diffusion process
are well understood so that we can now discuss the phys-
ical meaning of the natural amount of equilibrium in-
formation. For that we start a thought experiment and
- | D x | + | D x |
x
y
x  =  x
0
Figure 5: In the plane x = x0 of an isotropic homogeneous
solid medium a small layer of tracer particles was deposited at
t = t0. After a given diffusion time interval, |∆t|diff = t1− t0,
one observes the same concentration of tracer particles located
at the distance − |∆x| and + |∆x| from the tracer particle
source.
assume an isotropic homogeneous solid medium. In the
first step of our thought experiment we replace one atom
of the solid medium by a tracer atom so that we can
watch the movements of an individual tracer atom. We
will observe that the individual tracer atom makes short
physical jumps with a given average jump frequency,
νjump. Because we assume an isotropic homogeneous
solid medium this observation is independent on the lo-
cation in the solid medium. It is, however, well known
from diffusion theory (e.g. [13]) that the jump frequency
of the tracer atom depends on the temperature of the
diffusion medium, νjump = νjump(T ). In the context of
the information transfer concept the observed jump fre-
quency of the individual tracer atom corresponds to an
observed time signal
|δt| = 1/νjump (70)
so that the total average number of physical jumps,
Nobsjump, of an individual tracer atom during our obser-
vation time interval, |∆t|obs, is given by
Nobsjump = |∆t|obs νjump (71)
In the next step of our thought experiment we deposit
at low temperature an amount of tracer particles in a
small layer at x = x0 inside the isotropic homogeneous
solid medium (see Fig. 5). At low temperature the jump
frequency of the deposited tracer particles is negligible.
At time t = t0 we heat the solid medium quickly up
to a given temperature, T , so that all deposited tracer
particles of the diffusion source start to jump significantly
with the same average frequency, νjump = νjump(T ). At
time t = t1 we observe again the tracer diffusion process
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and assume that the observation time interval is much
smaller than the diffusion time interval, |∆t|diff = t1− t0.
In information equilibrium one has (writing equation (7)
as an IE equation (18))
Ieq = 2
|∆t|diff
|δt|
=
|∆x|
|δx|
(72)
Combining equations (70) – (72) we get for the natural
amount of equilibrium information
Ieq = I
source
t = 2 |∆t|diff νjump = 2 ·N
diff
jump ≫ 1 (73)
The total average number of physical jumps, Ndiffjump, dur-
ing any diffusion time interval, |∆t|diff , is equal for all
tracer particles deposited at t = t0 at x = x0. Because
the time interval, |∆t|diff , is restricted one can identify
the natural amount of information, which is related to
the time variable, principally as the source of information
[1]. We now see that the natural amount of equilibrium
information is physically realized by the (huge) total av-
erage number of physical jumps, Ndiffjump, of any individual
tracer particle times the constant factor 2. We can also
consider the amount of equilibrium information per jump
ieq =
Ieq
Ndiffjump
= 2 (74)
The factor 2 can be rationalized taking into account that
after every jump there are two options with the same
probability: the jump resulted in a (small) negative dis-
placement in x direction or in a (small) positive displace-
ment in x direction, respectively. This means that af-
ter any given diffusion time interval, |∆t|diff , there is the
same amount/concentration of tracer particles located at
the distance − |∆x| and the distance + |∆x| from the
tracer particle source (see Fig. 5).
The distance, |∆x|, from the tracer particle source is
a second independent generic process variable so that
one can assign a natural amount of information (equa-
tion (16)) to this independent variable. If the diffusion
medium is sufficiently large the length variable x is an
unrestricted process variable which is principally in the
status of an information destination [1]. In the context of
the information transfer concept one says that in infor-
mation equilibrium, Idestx = I
source
t , during the diffusion
time interval, |∆t|diff , the natural amount of source infor-
mation (quantified by equation (73)) has been completely
transferred to the distance, |∆x|(which is the information
destination variable). In information equilibrium one can
evaluate the corresponding length signal, |δx|, (combin-
ing equations (72) and (73))
|δx| =
1
2
|∆x|
Ndiffjump
(75)
which is proportional to the average displacement in x
direction per jump.
VI. SUMMARY
In 2011 we presented a generalized concept of informa-
tion transfer [1] which allows one to model information
transfer in natural systems. An important result of this
concept is the global IE theorem 1 where sufficient condi-
tions are formulated to reach information equilibrium for
simple processes in nature. We demonstrated the validity
and the applicability of the global IE theorem 1 on three
well understood simple physical processes: moving gas
particles in a box, falling physical bodies on a planet sur-
face and propagating tracer particle from a point source.
The (sufficient) conditions to reach information equilib-
rium are quite general so that one can expect that infor-
mation equilibrium will occur quite often in nature. One
typical example of a process which is completely in the
state of information equilibrium (an EI process according
to definition 3) is the fall process of a small physical body
on the surface of a planet in vacuum. Another example is
the tracer diffusion process from an infinitesimally small
tracer particle point source in an infinite homogeneous
medium. Such examples demonstrate that the global IE
theorem 1 formulates sufficient but not necessary condi-
tions for information equilibrium according to definition
1.
The most interesting feature of the information trans-
fer concept [1] is its system/process independent charac-
ter, so that it can be helpful to get a new (phenomeno-
logical) point of view on a controversial phenomenon.
We showed in this paper that the information transfer
concept allows one to rationalize and to quantify the
K-Trumpler effect which is an unexplained controver-
sial phenomenon since 1911 [6]. As discussed in section
II B the information transfer concept principally delivers
quantitative but phenomenological equations. That is,
equation (53) is very useful for a quantitative description
of the K-Trumpler effect but can principally not provide
a deeper understanding of the internal/physical mech-
anisms of light propagation from a star in vacuum on
large scales. In this context it should be recalled that the
Hubble expansion is not expected inside a galaxy, con-
trary to the K-Trumpler effect (confer [6] and references
therein). That is, if the K-Trumpler effect is confirmed
more quantitatively by astronomical observations (equa-
tion (53) will be helpful for a quantitative tracking of this
effect) it will deliver new impulses to improve the theory
of light propagation in vacuum on large scales (scales in
the order of the diameter of a galaxy and larger).
Appendix A: Signals and a natural amount of
information
In this paper we consider an amount of information
and not information per selection as expressed by equa-
tion (14) or (15), respectively. Hartley [7] postulated that
the transmitted amount of information, I, is proportional
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to the number, n, of selected symbols
I = K · n (A1)
where the postulated constant, K = K(s), depends on
the number s of available symbols at each selection, and
hence, on the operating technical system which trans-
fers information. According to Hartley’s own words “the
symbols convey by general agreement certain meanings
to the parties communicating.”
Based on Hartley’s postulation we defined in [1] an
amount of information, Iz , which is applicable to natural
processes
Iz = κz
|∆z|
|δz|
(A2)
where |∆z| is the absolute value of the generic process
variable z and κz is an information transfer constant, re-
lated to the generic process variable z, which depends on
the considered natural system/process. Equation (A2)
becomes descriptive if one assumes that z is a length
variable so that we can model it by a thin rod of length
|∆z|. Next we can cut the thin rod into n parts of equal
length |δz|. In this way we get n equal rod parts (equal
symbols). With our communication partners we could
arrange the meaning of the rod part (the symbol), |δz|,
for example, that one can buy an apple. If we send any
communication partner n rod parts every rod part (sym-
bol), |δz|, would signal that one can buy an apple so that
our communication partner knows he/she can buy n ap-
ples. This analogue motivated us to call |δz| the signal
of the process variable z. The discussed communication
example also demonstrates that our definition (A2) of an
amount of information implies principally a (very) simple
communication process where only one symbol/signal (a
rod part of equal length |δz|) is available per selection so
that one has s = 1. The simple case s = 1 is, however,
also a special case because if one applies the standard
measure of information theory (equation (14)) one gets
I = n · ln(s) = n · ln(1) = 0, which tells us (wrongly) hat
an operating technical communication system which has
only one available symbol (s = 1) at each selection can-
not transfer any information at all. How can one solve
this problem?
To answer the question let us first consider a traditional
technical communication system with s > 1. As an ex-
ample we assume that two symbols (s = 2) are available
per selection: “0” and “1”. Then we select for example 5
symbols and get for example the string “01011”. This is
one example string of N = sn = 25 = 32 possible strings.
The amount of transmitted information is in the tradi-
tional sense I = n · ln(s) = 5 · ln(2). Next we consider
a (very) simple technical communication system where
only one symbol (s = 1) is available per selection, e.g.
“0”. Then we select again for example 5 symbols and get
the string “00000”. However, in this case it is the only
possible string if we select 5 symbols
(
N = sn = 15 = 1
)
.
The amount of transmitted information is, therefore, in
the traditional sense I = n · ln(s) = 5 · ln(1) = 0, which
tells us (wrongly) that the considered simple technical
communication system could not transfer any informa-
tion at all. Such a simple technical communication sys-
tem is, for example, realized if one has only black balls
available per selection (s = 1) and sends communica-
tion partners boxes (the boxes are only for packing) with
n black balls. The parties communicating by this sim-
ple technical communication system would arrange the
meaning of a black ball, for example, that a black ball
signals that one can buy an apple. If any communica-
tion partner receives a box with n black balls he/she
knows that one can buy n apples. We see that there is
information transfer possible by such a simple technical
communication system so that the standard/traditional
measures of information theory (equations (14) and (15))
have no meaning in the special/simple case (s = 1). To
solve this conflict one has to keep in mind that Hart-
ley [7] first postulated that the transmitted amount of
information is proportional to the number n of selected
symbols (equation (A1)). (After that postulation he con-
cluded that the postulated constant should be K = ln s.)
That is, according to Hartley’s postulation the transmit-
ted amount of information is primarily proportional to
the number of selected symbols n. This means that in
the considered simple technical communication system
(only black balls available per selection) the transmitted
amount of information is proportional to the number n
of selected symbols (black balls).
Furthermore, one has to keep in mind that the loga-
rithmic base of the Hartley function, K = ln s, is arbi-
trary so that the absolute value of the postulated con-
stant, K, in Hartley’s postulation (A1) is a human-made
value. In contrast the postulated information transfer
constant, κz, in equation (A2) is undefined in the con-
text of the generalized information transfer concept [1].
That is, if one determines the information transfer con-
stant, κz, experimentally for a given natural process its
absolute value is fixed by the considered natural process.
This motivated us to call the amount of information de-
fined by equation (16) explicitly the natural amount of
information.
Appendix B: Comments related to the update of
notations
(a) In [1] we referred to the special case Ix = Iy as
an ideal information transfer (IIT) process. This was
motivated by the derivation of theorems 1 and 2 where an
information transfer process from an information source
to an information destination was discussed. However,
if we discuss only the special case Ix = Iy, like in this
paper, it is no longer required to distinguish between an
information source and an information destination, so
that it is more appropriate to refer to this special case as
an information equilibrium (IE).
(b)We referred to these theorems as IIT process theo-
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rems in [1]. This was motivated by the derivation proce-
dure where we considered ideal information transfer (IIT)
processes. However, finally these theorems formulate suf-
ficient conditions to reach information equilibrium (IE)
so that it is more appropriate to refer to these theorems
as IE theorems.
(c) We referred to equation (18) as IIT process equa-
tion in [1]. With the new definition 1 it is more appro-
priate to refer to equation (18) as IE equation.
Appendix C: Derivation of equation (47)
The solution of the diffusion equation for an infinites-
imally small tracer particle point source in an infinite
homogeneous medium is given by ([5] p. 29)
C =
M
8(piD |∆t|diff)
3/2
exp
(
−
r2
4D |∆t|diff
)
(C1)
where M is the total amount of diffusing tracer parti-
cles and D is the diffusion coefficient. The radial tracer
particle flux, jr, is given by (e.g. [5])
jr = −D
∂C
∂r
(C2)
With these equations one can calculate the local ratio
jr/C and gets equation (47).
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