Abstract-Particle swarm optimization, which has attracted a great deal of attention as a global optimization method in recent years, has the drawback that continuous search based on the excellent dynamic characteristics cannot perform well with higher dimension of particles, especially in real world problems. On the contrary, the strong ability of selection, crossover, and mutation in genetic strategies can realize the double goals of maintaining diversity of population and sustaining the convergence capacity. Thus, in this paper, a hybrid particle swarm optimization model with adaptive genetic strategy based on Euclidean distance is proposed. We consider seven PSO models studied by other researchers, and apply these models to eight well known multi-peaked benchmark functions with dimension of 30, 50, and 100 for comparisons. Numerical simulation results demonstrate the stronger ability of the hybrid model to find the global optimum solutions.
I. INTRODUCTION
Particle swarm optimization (PSO) algorithm, which was originally developed in 1995 is an optimization method based on social behavior simulations [1] , used to visualize the movements of a flock of birds which has the superior dynamic characteristics. In recent years, improved PSO algorithms have shown up, such as inertia weight approach (IWAPSO) [2] , adaptive PSO (APSO) [3] , attractive and repulsive PSO (ARPSO) [4] , particle swarm optimization based on diffusion and repulsion (DRPSO) [5] , PSO hybrid model based on bacterial chemotaxis (PSOBC) [6] .
PSO has been applied to many kinds of optimization problems, such as gene selection [7] , adaptive control, pattern recognition, harmonic signal estimation, optimal power flow [8] and function optimization with high dimension [9] . Other numerical and intelligent methods have also been published [10] [11] .
It has attracted attention in recent years because of its simplicity and high performance in searching global optima. Similar to genetic algorithm, the PSO algorithm is also an optimization tool based on population which is initialized with a population of random solutions and search for optimum by continuous updating of generations. Currently, a number of improved PSO models using different strategies in a sustained search by suppressing the convergence trend in PSO [12] [13] [14] .
Genetic algorithm (GA) is a global search procedure that searches from one population of points to another [15] [16] . The objective function values are then used to assign probabilities for each point of the population, and points generating the lowest error are the most likely to be represented in the new population.
In this paper, considering the fast convergence velocity with strong ability to find the global best solution of PSO and so many directions that genetic algorithm can also search in, an improved PSO and adaptive genetic strategy (PSOGA) has been proposed for functions optimization.
II. STANDARD PARTICLE SWARM OPTIMIZATION
In this standard PSO system, a number of particles cooperate to search for the best solutions by simulating the movement and flocking of birds. These particles fly with a certain velocity and find the global best position after certain iterations. At each iteration t, the velocity is updated and the particle is moved to a new position. This new position is simply calculated as the sum of the previous position and the new velocity. The mathematical notation of PSO is defined as follows Manuscript received September 17, 2012; revised October 21, 2012 Supposing the dimension for a searching space is D, the total number of particles is N, the position of the i-th particle can be expressed as vector accepted October 29, 2012;
Corresponding author: chengyj@cqut.edu.cn (Yongjun Cheng) ) , , , (
; the best position of the i-th particle searching until now is ;
the best position of all the particles searching until now is ; the velocity of the i-th particle is represented as 
Where c 1 , c 2 are the acceleration constants with positive values; w is called inertia factor;
The limit of particle velocity is shown by
Further, the inertia weight approach (IWA-PSO), in which a linear reduction from a large value to a small value during the search has been proposed [2] 
where t max is the maximum iterations, w start is the initial value, and w end is the terminal value.
III. HYBRID PARTICLE SWARM OPTIMIZATION MODEL
In this section, considering the fact that PSO has potential dangerous properties such as premature convergence and stagnation, an evolutionary algorithm based on an improved PSO and adaptive genetic strategy (PSOGA) is presented. This section describes the strategies of inertial weight, acceleration constant based on cosine mechanism. Also, an improved GA with adaptive probability variation has been presented.
A. PSO algorithm based on cosine mechanism
Through the analysis in section 2, the inertial weight and acceleration constants influence the convergence of PSO in searching the global best solution. The linear reduction and exponent reduction of inertial weight can play a good role in finding the optimum, but it's easy to trap into the local minimum [3] ; thus, a regular form of cosine wave is presented in this PSOGA model. The strategies of inertial weight and acceleration constants are illustrated as follows
where parameters a and b can be adjusted according to the boundary of w max and w min . Also, the acceleration coefficients c 1 and c 2 can be described in a similar form with Eq. (11) . In this paper, we adopted the inertial weight w, and set a to 0.65, b to 0.25, and A to 20, so that the w min is 0.4 and the w maxt is 0.9. For the acceleration coefficients, we set a to 1.05, b to 0.45, so that the c min =0.6 and the c max =1.5.
B. Adaptive genetic algorithm (AGA)
The standard genetic algorithm (SGA) was provided by [16] and has demonstrated its strong potential for obtaining globally optimal solutions. The crossover probability and mutation probability are the important parameters in genetic algorithm. It has been well established in GA literature that moderately large values of the crossover probability p c (0.5<p c <1) and small values of the mutation probability p m (0.001<p m <0.05) are essential for the successful working of GAs [16] . In this paper, we make the crossover and mutation probability varied adaptively with the Euclidean distances between individuals of the whole population. It's known that the Euclidean distances will be smaller and smaller with the continue search evolutions. We define the distance vector between individuals of each generation as follow ) , , , (
where M denotes the possible combinations among individuals. Then the adaptive crossover probability of each generation is shown as ) ( ) (
The adaptive mutation probability of each generation is shown as
Through Eq.(9 and 10), we can see that the probability can be adaptively changed according to the whole population; when the GA converges to a local optimum, p c and p m have to be increased. Combined with the adaptive GA operators such as selection, crossover, and mutation, a repetitive search guideline is used. For each particle, the fitness was evaluated from the PSO and AGS respectively. If the best fitness of PSO is superior to that of AGS, keep the best particle of PSO; otherwise, the best particle of AGS is used in the next iteration instead. In addition, to prevent the best solution from trapping into the local optimal, we present the adaptive mutation of the best particle according to the best fitness value. The flow chart of the hybrid PSOGA evolutionary algorithm is shown in Fig.1 .
IV. NUMERICAL ANALYSIS
In this Section, eight well-known benchmark functions that are commonly used in evolutionary computation literature are performed [17] . For all the functions, x max and v max were set to be equal. For all the algorithms tested in this paper, a swarm size of 30 particles was used and all the PSO models were repeated for 50 running times and the average values of the worst fitness, best fitness, mean fitness, and standard deviation of total fitness over the 50 times are used to evaluate the PSO models. The number of iterations was set as 500 for all the tested functions. Also, the dimensions of 30, 50, and 100 of the test functions are studied respectively. The eight benchmark functions [17] The illustrated benchmark functions are highdimensional problems in which n denotes the variable number of each particle. The parameters of SPSO, IWA-PSO, APSO, ARPSO, DRPSO, and PSOBC models are set as follows v max =100, x max =100, d low =0.0005, d high =0.5, w max =0.9, and w min =0.4. The experimental simulations were built in accordance with the mentioned analysis above.
First, we use the illustrated models to the presented eight benchmark functions with dimension of 30, 50, and 100 of particles, respectively. The average results of 50 independent runs are summarized in the eight tables (from Table I to Table VIII) , which denote the eight functions in order, as well as the figs below. From these tables, we can see that the proposed PSOGA model has the best performance evaluated by four parameters: worst fitness, best fitness, average fitness and standard deviation of all fitness values. Note that, the standard deviation means the difference among the total fitness values that distribution density for the whole iterations. Based on the best fitness in the tables, we find that the IWA-PSO, ARPSO, PSOBC perform better than SPSO, APSO and DRPSO models; also, IWA-PSO model performs better than other models when the particle dimension is 30; and for particle dimension of 50 and 100, the ARPSO model is superior to other models except the PSOGA model. In summary of Table I to Table VIII , the worst, best and average fitness values of 30, 50, and 100 dimensions measured on the eight benchmark functions using the proposed PSOGA model are superior to other PSO models, while the standard deviations are not so consistent. The possible reason may be that we pursue the fast convergence based on the real-time character in actual application so that the fitness difference between two iterations can be too large which can be observed through the figs while more stable converging curve may get smaller standard deviation.
We classify the PSO models into three elite groups according to the dimensions shown as follows 
For comparing the three elite groups, we apply them on the four benchmark functions: Sphere, Schwefel, Rastrigin, and Ackley. From these figures and tables, we find that the best fitness from other models is inferior to the proposed model in the limited search iterations. However, PSOBC, DRPSO, SPSO and IWAPSO model still have the converging tendency after 500 iterations. It means that they still have the ability of finding the global optima.
V. CONCLUSIONS
In this paper, we pointed out the issues of particle swarm optimization in finding global optimum. To avoid obtaining local solution, an adaptive genetic algorithm is presented for improving the solution searching ability of particle swarm optimization. This adaptive characteristic of crossover and mutation probability improves the performance of particles in searching according to the distances among all the particles. It also prevents the particles from being trapped into local optimal. The proposed PSOGA model that follows the adaptive genetic strategy and cosine strategy of PSO has been proposed and explained through applications to multi-peaked benchmark problems with 30, 50, and 100 dimensions of each particle. 
