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NUMERICAL SIMULATION OF UNSTEADY FLOWS                                    
IN SOLID ROCKET MOTORS WITH DEFORMING GRIDS 
SUMMARY 
 
A solver implementing a novel, implicit, dual time stepping (DTS) algorithm was 
developed in order to simulate two-dimensional unsteady cold flows in solid rocket 
motors (SRM) involving variable internal geometry. Time dependent equations were 
written for an Arbitrary Lagrangian-Eulerian (ALE) system and were solved with 
moving boundaries on structured grids. Cell-centered finite volume method was 
adopted for discretization. Preconditioning technique was used in order to remove 
the disparity between acoustic and convective speeds in the incompressible limit. 
Artificial dissipation terms were modified to let them scale correctly at low Mach 
numbers. ALE time stepping scheme, which implements novel DTS algorithm, 
complies Geometric Conservation Law (GCL) and retains the time-accuracy 
achieved on stationary grids. Compared to those available in literature, present ALE 
time stepping scheme has a simpler form, since it has less matrix multiplication and 
no matrix inversion. Perturbation method based on algebraic Transfinite 
Interpolation (TFI) was used for generation of new grid at each time step. 
Convergence was accelerated by means of local time stepping, residual smoothing 
and multigrid. Steady state and time dependent cold flows in SRM like 
configurations were simulated successfully using stationary and deforming grids, 
respectively. Velocity profiles, pressure oscillations and vortex shedding phenomena 
were computed accurately and they agree with experiment, analytical or numerical 
solutions. Computed results have shown that the present solver implementing a novel 
DTS algorithm can simulate two-dimensional unsteady cold flows in SRMs 
involving variable internal geometry successfully.  
 
 xiv
KATI YAKITLI ROKET MOTORLARINDA DAİMİ OLMAYAN 
AKIŞLARIN ŞEKİL DEĞİŞTİREN AĞLAR İLE SAYISAL BENZETİMİ  
ÖZET 
 
Değişken iç geometriye sahip olan katı yakıtlı roket motorlarında (KYRM) iki 
boyutlu daimi olmayan soğuk akışların benzetimi için yeni bir kapalı ikili zaman 
adımlama (İZA) algoritması kullanılarak akış çözücü geliştirildi. Zamana bağlı 
denklemler, keyfi Lagrangian-Eulerian (KLE) sistemi için yazılarak hücre merkezli 
sonlu hacimler yöntemi ile ayrıklaştırıldı ve yapılı ağlar üzerinde hareketli sınırlar ile 
çözüldü. Sıkıştırılamaz rejimde yakınsama hızını etkileyen akustik ve taşınım hızları 
arasındaki fark önşartlandırma tekniği ile ortadan kaldırıldı. Yapay sönümleme 
terimleri düşük Mach sayılarında doğru olarak hesaplanacak şekilde ayarlandı. 
Önerilen kapalı ikili zaman adımlama (İZA) algoritmasını kullanan KLE zaman 
adımlaması, geometrik korunum yasasını (GKY) sağlamakta ve hareketsiz ağlarda 
elde edilen zaman doğruluğunu korumaktadır. Kullanılan KLE zaman adımlaması, 
daha az matris çarpımı içermesi ve ters matrisin hesaplanmasını gerektirmediğinden, 
literatürde mevcut olanlara göre daha basittir. Her bir zaman adımında yeni ağ, 
cebirsel karşısonlu interpolasyon (KSİ) yöntemine dayanan rahatsızlık yöntemi 
kullanılarak üretildi. Lokal zaman adımlaması, artık düzeltici ve çokluağ yöntemleri 
kullanılarak yakınsama hızlandırıldı. KYRM benzeri konfigürasyonlarda daimi ve 
daimi olmayan soğuk akışların hareketsiz ve şekil değiştiren ağlar kullanılarak başarı 
ile benzetimi yapıldı. Elde edilen hız profilleri, basınç dalgalanmaları ve girdap 
kopmaları literatürdeki deneysel, analitik ve sayısal sonuçlar ile uyumludur. 
Hesaplanan sonuçlar, önerilen kapalı zaman algoritması ile geliştirilen akış 
çözücünün, değişken iç geometriye sahip olan katı yakıtlı roket motorlarında iki 
boyutlu daimi olmayan soğuk akışların çözümü ve analizinde kullanılabileceğini 
göstermektedir. 
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1. INTRODUCTION  
In this chapter, motivations and objectives regarding this study are presented. The 
fundamental goal is to develop a flow solver for simulating two-dimensional, 
unsteady cold flows in solid rocket motors (SRM) involving variable internal 
geometry.  
1.1  Motivation  
Solid rocket motor is an engine that produces thrust due to mass injection from its 
side walls. SRM operates on the principle that “for every action there is an equal and 
opposite reaction.” This principle is known as Newton’s third law of motion [1]. In 
SRM, hot combustion gases are accelerated and ejected at high speeds to give 
momentum to the engine. The thrust generated is the reaction experienced by the 
motor structure due to ejection of combustion gases at high speeds. History of SRMs 
dates back to 13th century, when first rocket with black powder as a propellant is 
used. After WW2, significant work has been done to improve SRMs, since space 
activities and intercontinental ballistic missiles (ICBM) in military activities gained 
popularity. Today, most of the strategic and tactic missiles as well as space shuttles 
use solid rocket propulsion.  
SRMs comprise of four components (Figure 1.1) [2, 3]: The primary component is a 
combustion chamber that carries solid propellant and where core flow-combustion 
interaction takes place. Second component is the solid propellant grain, which is the 
source of mass injection and turns into hot combustion gases as it burns. Propellant is 
cast into a shape (star grain, wagon wheel grain, dog bone grain, etc.) to fulfill 
desired thrust-time history for a particular mission. Third component is a convergent-
divergent nozzle, which guides the combustion gases for discharge at supersonic 
speeds. The nozzle might have a thrust vectoring capability as well. Fourth 
component is an igniter, which starts the rocket operation by igniting the propellant. 
After ignition, the flame spreads over the entire propellant. Combustion takes place 
in a very thin layer next to the propellant surface. The velocity of the burning 
propellant surface is called “burning (or regression) rate”. SRM operates until all the 
propellant is consumed.  
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Burning rate is a function of many parameters like propellant composition, pressure 
in the combustion chamber, initial temperature of propellant, injection velocity of 
combustion gases, etc. However, for many propellants, burning rate can simply be 
approximated by  
nr pλ=? , (1.1) 
where r?  is the burning rate and p  is the pressure in the combustion chamber [2,3]. 
λ  is an empirical constant, which is also named as “temperature coefficient.” n  is 
the burning rate pressure exponent, which is also named as the “combustion index.” 
n  practically ranges between 0.2 and 0.8. High values of n  yield large change of 
burning rate with pressure and when n approaches 1, chamber pressure and burning 
rate become too sensitive to each other. Low values of n  yield small change of 
burning rate with pressure and when n  approaches zero, burning process becomes 
unstable and may extinguish itself. Burning rate governs the mass flow rate of 
combustion gases:  
b bm r Aρ=? ? , (1.2) 
where bρ  is the solid propellant density and bA  is the burning area.  
 
Figure 1.1 :   Components of a solid rocket motor 
Basic analysis regarding SRM can be done using the global conservation laws by 
assuming steady state operation, low Mach number flow (M<<1) inside combustion 
chamber and production of combustion gases on the combustion surface only [2, 3]. 
Conservation of mass analysis results two issues: First; combustion gases leave the 
combustion surface at a speed which is at least two orders of magnitude higher then 
the burning rate. This issue justifies the experimental and numerical studies 
performed with the injection of a cold gas through the porous wall. Second issue is 
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that flow Mach number in the SRM ranges from low values (M≈0.01) at the injection 
surface to supersonic speeds (M≈2-3) at nozzle exit. This issue reveals that 
incompressible and compressible flows coexist in SRM. Such a situation requires the 
use of compressible form of conservation laws and the use of numerical methods that 
can handle a vast range of Mach numbers. Conservation of momentum analysis 
indicates that combustion gases are injected perpendicular to the propellant surface. 
This indication helps the implementation of boundary condition on the injection 
surface.  
During operation, internal geometry of an SRM varies in time due to continuous 
injection of combustion gases on the propellant surface. Change of internal geometry 
changes the pressure and thrust. Hence, time dependent conservation laws should be 
solved using moving grids.  
Until 1980’s, SRM performance is computed using one-dimensional steady flow 
description [4-9]. This simplified analysis was reasonably accurate on total 
performance prediction. However, two-dimensional flow effect should be accounted 
for performance prediction since; cold flow simulations at various injection and 
axial-flow Reynolds numbers indicate the flow in ducts with side wall mass injection 
is two-dimensional [10, 11]. It was calculated that inviscid two-dimensional flow 
effects can lead to a 10% improvement in specific impulse compared to one-
dimensional analysis [12]. However, inviscid flow assumption does not fully comply 
with cold flow experiments and is in conflict with the fact that 
turbulence/combustion interaction is highly present in SRMs [13-15]. The 
turbulence/combustion interaction depends on the turbulent transition behavior of the 
flow. Beddini studied the transition process of flow in porous-wall ducts at large 
injection Reynolds numbers and found that at least three regimes of flow 
development proceeding from the closed head-end exist [16]. Cold flow simulations 
are done using various numerical methods as well [17-26].  
First computations are based on ideal gas assumption. However, this assumption is 
no longer valid in high temperature flows, since chemical reactions occur in the gas 
mixture due to high thermal energy. High thermal energy increases the internal 
energy of the mixture molecules, and results in dissociation and ionization. In such a 
case, real gas effects have to be taken into account, and a thermodynamic process 
and chemical reactions in addition to fluid dynamics have to be modeled. In 
principle, two different chemistry models, which are known as equilibrium and non-
equilibrium models, can be pursued to solve real gas problem. The first model can be 
applied when the gas is chemically and thermodynamically in equilibrium. However, 
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in practice the gas is chemically and thermodynamically in non-equilibrium and it 
has to be treated accordingly [27-31]. Today’s advanced flow solvers are able to 
handle actual thermodynamics and two phase flow (flow of hot combustion gases 
involving metal particles, which are added to propellant to prevent combustion 
instabilities) [32-34]. However, the most advanced flow solvers still face difficulties 
such as long computation time in comparison to physical time to be investigated, 
lack of validation data, and uncertainties regarding turbulence and propellant 
combustion. Despite all of these difficulties, numerical modeling in SRM 
development has increased due to significant improvement in computer power, 
requirement for cost reduction in the development phase owing to reduction in the 
number of fire test, and the prediction capability of abnormal conditions during SRM 
operation.  
1.2 Objectives  
The present study aims developing a flow solver in order to gain the capability of 
simulating two-dimensional unsteady cold flows in SRMs involving variable internal 
geometry. The flow solver, in a general framework, should solve compressible form 
of time dependent conservation laws on deforming grids at low Mach numbers 
(M<<1) as well as at supersonic speeds and should be well ordered such that new 
methods and formulations can be incorporated in the future. For this kind of 
simulation, the numerical methods should provide good accuracy, stability and little 
artificial dissipation as well [35]. Numerical methods to be implemented into the 
flow solver are summarized as follows.  
The fast and accurate computation of unsteady flows on deforming grids is essential, 
since many flow problems such as deformation and burning of propellant in SRMs, 
flutter, control surface movement, store separation, etc. involve unsteadiness and 
boundary motion. In such cases, a selection for kinematical description of continuum 
becomes important. Lagrangian description, where grid points follow the fluid 
particles in motion, results in the numerical algorithms that can easily track fluid-
structure interfaces, but fails in case of large twist of computational domain. Eulerian 
description, where the computational grid is fixed in space and the fluid particles 
move with respect to the grid, results in numerical algorithms that can easily handle 
the large twist of computational domain, but fails in case of low resolution of 
interface [36]. In order to benefit from both Lagrangian and Eulerian algorithms, 
Arbitrary Lagrangian-Eulerian (ALE) method, which uses a grid with vertices that 
may be stationary, or be moving, was defined by Hirt et al. [37].  
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In addition, the simulation of unsteady flows at all-speeds is essential, since many 
practical flows of engineering interest like flow of hot gases through an operating 
SRM range from incompressible limit to supersonic speeds. It was common to 
exploit “pressure-based” schemes for the computation of incompressible flows and 
“density-based” schemes for compressible flows. Today, flow problems at all-speeds 
can be handled by a well-assessed flow solver employing single solution algorithm. 
A common practice for deriving a single solution algorithm from “density-based” 
schemes is to modify the Navier-Stokes equations via low Mach number 
preconditioning technique. Low Mach number preconditioning technique resorts to 
multiplication of spatial derivatives by a suitable matrix in order to equalize the 
convective eigenvalues and hence to alleviate the stiffness occurring when the flow 
speed is very small in comparison to acoustic speed. In addition, dissipation terms 
are modified such that they scale correctly for Mach number approaching zero. At 
supersonic speeds, preconditioning matrix converts into unit matrix and 
preconditioning is locally switched off. However, preconditioning changes the 
original form of the governing equations and breaks down the time accuracy. 
Fortunately, time dependent preconditioned governing equations can be solved by 
means of dual time stepping (DTS) algorithm, where a modified steady problem with 
implicit discretization in physical time is solved by advancing in pseudo time with 
explicit time stepping scheme at each physical time step [38]. The use of dual time 
stepping lets the physical time step be not limited by the stability issues and be 
selected based on the numerical accuracy criterion only. This is particularly useful in 
the computation of viscous flows, since high aspect ratio cells in the computational 
grid limit the physical time step due to numerical stability. Acceleration techniques, 
such as local time stepping, implicit residual smoothing and multigrid, which are 
devised for steady flow computations can be used to solve modified steady problem 
as well. Preconditioning technique has been successfully used by many scientists for 
numerical solution of steady [39-44] as well as unsteady flows [45-49]. DTS was 
first implemented on rigid [38] and moving structured grids [50] for the computation 
of inviscid flows. Later, DTS was utilized in order to solve viscous flows on moving 
grids with turbulence closure [51-53]. Recently, low Mach number preconditioning 
with ALE formulation and DTS is used to simulate unsteady flows [54].  
In previous works, preconditioning is applied by adding pseudo time derivative to the 
discrete equation and by multiplying it by the preconditioning matrix [45-49, 54-57]. 
In the current work, a novel dual time stepping algorithm for ALE form of 
preconditioned time dependent governing equations is used. The resulting time 
stepping scheme has a simpler form, since it has considerably less matrix 
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multiplication and no matrix inversion. Preconditioning matrix due to Weiss and 
Smith is adopted [45, 58].  
Time-integration in an ALE numerical scheme is simply carried out using a time-
stepping scheme, which is developed for stationary grids. The use of such an ALE 
time stepping scheme does neither necessarily preserve the design time-accuracy 
established on stationary grids nor satisfy the geometric conservation law (GCL). 
GCL relates the change in volume of a cell to the motion of its faces [59]. GCL is a 
conservation law, which is necessary and sufficient for retaining on deforming grids 
the nonlinear stability achieved on stationary grids [60]. However, although 
satisfying the GCL is a sufficient condition for achieving first order time-accuracy 
[61], it is neither a necessary nor a sufficient condition for retaining on deforming 
grids the design time-accuracy achieved on stationary grids [62]. In this study, a 
GCL compliant ALE time-stepping scheme, which retains on deforming grids the 
nonlinear stability and the second-order time-accuracy achieved on stationary grids, 
is employed using DTS algorithm. The cell face velocities and cell volumes are 
evaluated at the n+1 time level as proposed by the time-stepping scheme [63, 64].  
In order to solve unsteady flow problems with moving boundaries, grid has to be 
regenerated at each time step, such that it fits the boundary motion. Hence, an 
efficient grid regeneration algorithm, which is computationally fast and cheap, is 
required in order to shorten the overall computation time. In this study, a perturbation 
method based on algebraic Transfinite Interpolation (TFI) is used for rapid 
generation of structured deforming grids [65-67]. The grid points are modified using 
the displacements of corner points and block boundaries. The use of perturbation 
method guarantees that quality of the original grid is retained and allows each 
boundary to move independently.  
In this study, cell-centered finite volume discretization technique is adopted. 
Convective terms are evaluated using central differencing scheme [68]. The flux 
vectors at the midpoint of a cell face are computed by arithmetic averaging of flow 
variables at two neighboring cells. Scalar artificial dissipation model is adopted in 
order to prevent odd-even decoupling of the solution [68]. The variables, which are 
required for the computation of viscous terms, are also averaged at a cell face. 
Gradients at the midpoints of a cell face are computed by means of Green’s theorem 
[69]. The flow solution is advanced at the local maximum speed by using local time 
stepping [70]. Larger time steps are allowed due to implicit residual smoothing [71-
73]. Multigrid method based on Full Approximation Storage (FAS) scheme [74-76] 
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is implemented together with Full Multigrid Algorithm (FMG) [77] in order to 
accelerate convergence of numerical solution.  
In the second chapter, conservation laws, low Mach number preconditioning and 
turbulence model are presented in their form as implemented into the numerical 
algorithm. In the third chapter, numerical algorithms regarding spatial and temporal 
discretization of ALE form of conservation laws as well as convergence acceleration 
and grid perturbation are presented. A novel dual time stepping algorithm for solving 
preconditioned time dependent Navier-Stokes equations is proposed as well. The 
initial and boundary conditions used in this study are presented in the fourth chapter. 
In the fifth chapter, numerical results for validation of the present flow solver and for 
verification of the novel DTS algorithm developed in this study are presented. 
Numerical results given in the steady state simulations section demonstrate the 
accuracy and computational efficiency of the multigrid method and preconditioning 
algorithm and validate the present flow solver for simulations in SRM like 
configurations. The first simulation for the verification assessment is the flow about a 
NACA 0012 airfoil. This simulation involves seven separate test cases. The first two 
test cases involve Euler computations about a NACA 0012 airfoil at subsonic and 
transonic speeds for the verification of multigrid method. The following five test 
cases involve inviscid, laminar and turbulent flow computations about a NACA 0012 
airfoil at very low Mach numbers for the verification of preconditioning algorithm. 
The second and third simulations involve inviscid and laminar flow computations in 
SRM like configurations (duct and nozzleless SRM) for flow solver validation. The 
numerical results given in the time dependent simulations section demonstrate the 
accuracy and computational efficiency of the present flow solver for the computation 
of unsteady flows. The first two test cases for the verification assessment of the novel 
DTS algorithm are the simulation of flows past a circular cylinder and past a blunt 
flat plate. For both cases, the flow is in laminar regime and started from steady 
conditions. The fourth test case for the verification assessment of ALE method and 
grid perturbation algorithm is the inviscid and turbulent flow simulations about an 
oscillating airfoil. Third and fifth test cases for flow solver validation involve laminar 
flow simulations of duct and SRM with propellant regression on fixed and deforming 
grids, respectively. For all cases, computational results are validated using 
experimental data, analytical, or numerical results when available in literature. 
Conclusions are made in the final chapter.  
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2. THEORETICAL BACKGROUND  
In this section, conservation laws, low Mach number preconditioning and turbulence 
model are presented in their form as implemented into the numerical algorithm.  
2.1 Governing Equations  
Application of Reynolds (or time) averaging (denoted by overbar) to density and 
pressure and of Favre (or mass) averaging (denoted by tilde) to the remaining flow 
variables in the compressible Navier-Stokes equations yields the so called Favre 
Averaged Navier-Stokes (FANS) equations [78]. FANS equations written in ALE 
form account for the relative motion of the grid with respect to the fluid. For a flow 
without internal heat or mass sources, and neglecting effects of body forces, Favre-
averaged Navier-Stokes equations in ALE system can be cast into integral form as  
( ) ( )
. 0
t t
C d F ndS
tΩ ∂Ω
∂ Ω + =∂∫∫ ∫
? ? ?? , (2.1) 
where Ω  denotes for the control volume surrounded by the control surface ∂Ω . t  
represents the physical time. dS  is the elementary surface area. x yn n i n j= +
? ??  is the 
outward vector normal to the control surface ∂Ω . x  and y  represent cartesian 
coordinates. i
?
 and j
?
represent unit vectors associated with the cartesian coordinates. 
C
?
 is the vector of conservative variables and F
?
 is the flux vector, which can be split 
into a convective part CF
?
 and a viscous part VF
?
 such that C VF F F= −
? ? ?
:  
u
C
v
E
ρ
ρ
ρ
ρ
⎡ ⎤⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎣ ⎦
? ?
?
?
, 
( )
( )
( )
( )
cf
cf
C
cf
cf cf
V V
u V V pi
F
v V V pj
H V V pV
ρ
ρ
ρ
ρ
⎡ ⎤−⎢ ⎥⎢ ⎥− +⎢ ⎥= ⎢ ⎥− +⎢ ⎥⎢ ⎥− +⎢ ⎥⎣ ⎦
? ?
? ? ???
? ? ??
? ? ??
, 
0
xx xy
V
yx yy
x y
i j
F
i j
i j
τ τ
τ τ
⎡ ⎤⎢ ⎥+⎢ ⎥= ⎢ ⎥+⎢ ⎥Π +Π⎢ ⎥⎣ ⎦
? ?? ?? ? ?? ?? ?? ?
. (2.2) 
The variables ,  ,  ,  p T uρ ? ? , and v?  are pressure, density, temperature and velocity 
components, respectively. E?  and H?  denote total energy and total enthalpy. 
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V ui vj= +? ? ?? ?  is the velocity vector and cfV
?
 is the cell face velocity. The terms 
describing the work of viscous stresses and the heat conduction are defined as  
x xx xy L
y yx yy L
Tu v k
x
Tu v k
y
τ τ
τ τ
∂Π = + + ∂
∂Π = + + ∂
?? ? ? ? ?
?? ? ? ? ?
,  (2.3) 
where  
2 2
3
2 2
3
xx L
yy L
xy yx L
u v
x y
v u
y x
u v
y x
τ μ
τ μ
τ τ μ
⎛ ⎞∂ ∂= −⎜ ⎟∂ ∂⎝ ⎠
⎛ ⎞∂ ∂= −⎜ ⎟∂ ∂⎝ ⎠
⎛ ⎞∂ ∂= = +⎜ ⎟∂ ∂⎝ ⎠
? ??
? ??
? ?? ?
.  (2.4) 
The viscous stresses and the vector of viscous fluxes do not involve the cell face 
velocity. That is, the grid motion does not change the way viscous fluxes are 
computed. In case of turbulent flows, the effective viscosity  
L Tμ μ μ= +   (2.5) 
replaces the laminar viscosity and the effective thermal conductivity coefficient  
Pr Pr
L T
L T p
L T
k k k c μ μ⎛ ⎞= + = +⎜ ⎟⎝ ⎠   (2.6) 
replaces the laminar thermal conductivity coefficient. pc  denotes the specific heat 
coefficient at constant pressure. Coefficient of laminar viscosity Lμ  is computed 
using the Sutherland formula:  
3/ 2
61.45 10
110L
T
T
μ −= +
?
? .  (2.7) 
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Laminar Prandtl number PrL  can be taken as constant. Turbulent viscosity Tμ  and 
turbulent Prandtl number PrT  are provided by means of turbulence model [79]. 
Assuming air as an ideal gas, the equation of state is used to calculate the pressure 
and temperature;  
( ) 2 2γ 1
2
u vp Eρ ⎡ ⎤+= − −⎢ ⎥⎣ ⎦
? ?? ,    pT
Rρ=? .  (2.8) 
γ  is the ratio of specific heats and R  is the gas constant.  
2.2 Low Mach Number Preconditioning  
Effect of low Mach number issues is shown with the aid of one dimensional Euler 
equations in quasilinear form [80]:  
0C
C CA
t x
∂ ∂+ =∂ ∂
? ?
,  (2.9) 
where CA  is the convective flux Jacobian. The linearization of viscous terms is 
neglected, since they don’t influence the low Mach number issues. The relative 
magnitude of the eigenvalues of the matrix CA  indicates the condition and stiffness 
of the system [81, 82]. The more Mach number is decreased in subsonic flow, the 
more eigenvalues differ in magnitude. In the incompressible limit, the eigenvalues 
differ greatly in magnitude, since the convective speed is very small in comparison to 
acoustic speed. The stiffness of the system is shown by means of condition number 
χ , which is defined as the ratio of largest to smallest convective eigenvalues:  
( )
( )maxmin
1cfC
C cf
V V c M
MV V
χ − +Λ += = =Λ −
? ?
? ? .  (2.10) 
When the condition number becomes large (i.e. when M  goes to zero), the wave 
propagation becomes less efficient since while the fastest wave is moving by 
( )maxCΛ , the slowest wave moves by ( )minCΛ . In order to alleviate the stiffness, the 
governing equations are transformed into a new form, whose convective eigenvalues 
are equalized such that 1χ ≈  [83]. Transformation of eq. (2.9) into a new form 
results  
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0C
Q QP A P
t x
∂ ∂+ =∂ ∂
? ?
.  (2.11) 
P C Q= ∂ ∂? ?  is the transformation matrix. [ ]TQ p u v T=?  is the vector of 
primitive variables. After replacing the matrix P  in front of the time derivative with 
its modified form Γ  [84] and writing eq. (2.11) such that time marching problem is 
established,  
1 0C
Q QA P
t x
−∂ ∂+ Γ =∂ ∂
? ?
 (2.12) 
is obtained. Transforming eq. (2.12) from Q
?
 to C
?
 by means of multiplying it by the 
matrix 1P Q C− = ∂ ∂? ?  results in the preconditioned system of equations:  
0C
C CA
t x
∂ ∂+ =∂ ∂
? ?
P . (2.13) 
P  is the preconditioning matrix, which is defined as 1P −ΓP =  [84]. Convective 
eigenvalues of the preconditioned system are computed from the matrix CAP . Γ  
must be selected such that the convective eigenvalues are equalized and 1χ ≈ . In 
this study, the matrix Γ , which is defined by Weiss and Smith [45, 58] is adopted: 
( )
0 0 0
0 0
0 0
0 0
1
m
P T
m
P T
m
P T
m
P T
m
P P T T
u u
v v
w w
H h u v w H h
ρ ρ
ρ ρ ρ
ρ ρ ρ
ρ ρ ρ
ρ ρ ρ ρ ρ ρ ρ
⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥Γ = ⎢ ⎥⎢ ⎥⎢ ⎥− − +⎣ ⎦
?
?
?
? ?? ? ?
, (2.14) 
where ,  ,  ,  P T P Th hρ ρ  are the derivatives of density and enthalpy with respect to 
pressure and temperature, respectively. Superscript m denotes for the modified term. 
To keep the condition number such that 1χ ≈ , modified compressibility coefficient 
is defined as [45, 85]  
2
1m T
P
r Tu h
ρρ ρ= − , (2.15) 
where ru  is the reference velocity, which is defined in Ref. [39] as  
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min max , , ,Lr
pu V c
x
μ ερ ρ
⎡ ⎤⎛ ⎞Δ= ⎢ ⎥⎜ ⎟⎜ ⎟Δ⎢ ⎥⎝ ⎠⎣ ⎦
?
. (2.16) 
xΔ  is the characteristic length of the cell. ε  is a small number ( )310−≈ . c  is the 
speed of sound. Eq. (2.16) states that the reference velocity is not allowed to go 
below local convection and diffusion velocities and the velocity based on local 
pressure gradient. The first criterion regarding local convection velocity is dominant 
in turbulent flows. The second criterion regarding local diffusion velocity plays a 
role in laminar flows or in boundary layers. The third criterion regarding the velocity 
based on local pressure gradient is used in order to prevent the reference velocity 
from vanishing at stagnation points [58]. When the flow is supersonic ( )V c>? , 
preconditioning matrix becomes a unit matrix ( )mp p Pρ ρ= ⇒ Γ =  and original form 
of Navier-Stokes equations is recovered locally. Since ru  is computed at each point 
throughout the computational domain, the preconditioning matrix P  varies locally, 
and “local preconditioning technique” is applied.  
Peroomian et al. found the preconditioner proposed by Weiss and Smith to be the 
most robust [86] amongst others proposed by Turkel [87, 88] and by van Leer [89, 
90]. This preconditioner is only suffered from the stagnation point singularity, which 
can be avoided simply by limiting the reference velocity. Unlike others, this 
preconditioner is not suffered from flow angle sensitivity, sonic point singularity, or 
outer boundary sensitivity.  
Following eq. (2.13), preconditioned Navier-Stokes equations are written in integral 
form as  
( ) ( )
. 0
t t
C d F ndS
tΩ ∂Ω
∂ Ω + =∂∫∫ ∫
? ? ??P . (2.17) 
Matrices P , 1−Γ , 1−P  and eigenvalues of the preconditioned system for flow of an 
ideal gas are presented in Appendix.  
2.3 Geometric Conservation Law 
GCL is a conservation law, which is necessary and sufficient for retaining the 
nonlinear stability achieved on stationary grids [60]. However, although satisfying 
the GCL is a sufficient condition for achieving first order time-accuracy [61], it is 
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neither a necessary nor a sufficient condition for retaining on deforming grids the 
second order time-accuracy achieved on stationary grids [62]. GCL is derived from 
continuity equation assuming incompressible uniform flows. GCL in integral form 
reads [59]  
( ) ( )
. 0cft td V ndSt Ω ∂Ω
∂ Ω− =∂ ∫∫ ∫
? ?? . (2.18) 
GCL relates the change in volume of a cell to the motion of its faces. The use of 
GCL guarantees that grid motion does not disturb the uniform flow. GCL needs no 
further treatment for the computation of viscous flows.  
2.4 Turbulence Model 
Closure for the system of FANS equations is realized by using two-layer algebraic 
eddy viscosity model of Baldwin and Lomax [79]. For wall bounded flows, 
( )
( )
T cinner
T
T couter
for y y
for y y
μμ μ
⎧ ≤⎪= ⎨ >⎪⎩
 (2.19) 
where y is the normal distance from the wall and cy  is the smallest value of y at 
which  
( ) ( )T Tinner outerμ μ= .  (2.20) 
For free turbulent flows,  
( )T T outerμ μ= .  (2.21) 
The inner region turbulent viscosity is modeled using Prandtl-Van Driest 
formulation: 
( ) 2T inner lμ ρ= Ω? , (2.22) 
where ρ  is the averaged density. l  is the mixing length defined as 
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( )1 y Al y eκ + +−= − .  (2.23) 
κ , and +A are von Karman’s and Van Driest’s damping constants, which are taken 
as 0.4 and 26.0, respectively. ( )1 y Ae + +−−  is Van Driest’s Damping factor. 
Magnitude of vorticity vector is defined as  
dx
vd
y
u ~~ −∂
∂=Ω? .  (2.24) 
The outer region turbulent viscosity is modeled using  
( )T cp kleb wakeouter kC F Fμ ρ= ,  (2.25) 
where k  is the Clauser constant, taken as 0.0168 and cpC  is a constant, taken as 1.6. 
max max
2 max
max
minwk
wk diff
y F
F yC V
F
⎧⎪= ⎨⎪⎩
? ,  (2.26) 
where wkC  is a constant, taken as 0.25. 
max mindiff
V V V= −? ? ? ,  (2.27) 
where V?  is the local convection velocity. maxF  is the maximum value of  
( ) y 1     
y     
ye wall bounded flowsAF y
free turbulent flows
+
+
⎧ ⎛ ⎞−Ω −⎜ ⎟⎪ ⎝ ⎠= ⎨⎪ Ω⎩
?
?
.  (2.28) 
This function yields the length and velocity scales for the outer layer. maxy  is the 
value of y  corresponding to maxF . The turbulence length scales are thus determined 
by l  in the inner layer, and by maxy  in the outer layer.  
The coordinate +y  is defined as  
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w w
w
y y
τ ρ
μ
+ = ? ,  (2.29) 
where wτ?  is the shear stress at the wall. Klebanoff intermittency factor is defined as  
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max
5.51
−
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛+=
y
yCF klebkleb ,  (2.30) 
where klebC  is taken as 0.5. This factor accounts for the fact that as free stream is 
approached, the turbulence intensity decreases.  
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3. NUMERICAL METHOD  
In this chapter, numerical algorithms regarding spatial and temporal discretization of 
ALE form of conservation laws as well as convergence acceleration and grid 
perturbation are presented. A novel dual time stepping algorithm for solving 
preconditioned time dependent Navier-Stokes equations is proposed as well. 
Compared to those available in literature, the resulting ALE time stepping scheme 
has a simpler form, since it has less matrix multiplication and no matrix inversion at 
each R-K stage.  
3.1 Discretization of Governing Equations  
Integral form of preconditioned FANS equations, which are written for an ALE 
system, is solved using cell-centered finite volume method. Computational domain is 
divided into quadrilateral control volumes (Figure 3.1). In the cell-centered scheme, 
flow quantities are associated with the center of a control volume. 
 
Figure 3.1 :   Control volume (cell), control surface (cell face) and auxiliary control 
volume  
3.1.1 Spatial Discretization  
The finite volume method requires the evaluation of the convective and viscous 
fluxes, which are assumed to be constant along the individual cell face. In this study, 
convective fluxes are evaluated by means of central differencing scheme [68] and the 
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gradients, which are required in the computation of viscous fluxes, are evaluated 
using Green’s theorem [69].  
After writing eq. (2.17) for all cells and employing method of lines, where spatial 
and temporal terms are discretized separately, a system of first order ordinary 
differential equations (ODE) is obtained [68]. Approximating the integrals with the 
mean value theorem, eq. (2.17) for a particular deforming cell becomes  
( ) ( ), , , 0I J I J I Jd C R Cdt Ω + =? ?? , (3.1) 
where ( ),I JR C??  is called the residual, which is defined as  
( ) ( )4, , 1I J I J ncf ncfncfR C F n S== Σ Δ?? ? ?P . (3.2) 
I and J locate the particular cell and ncf  identifies cell faces. SΔ  is the area of the 
cell face.  
In regions where viscous effects are negligible, physical diffusion is not adequate to 
prevent odd-even decoupling of the cell-centered schemes. In order to avoid odd-
even decoupling of the solution and oscillations near shocks, stagnation points and 
boundary layer edges, artificial dissipation term D
?
 is added to the discretized 
equation. Then, eq. (3.2) is written as  
( ) 4, , 1 .I J I J ncfncfR C F n S D= ⎡ ⎤= Σ Δ −⎣ ⎦?? ? ??P . (3.3) 
The net flux through the faces of a particular cell is calculated by  
( ) ( ) ( )
( ) ( )
4
1 2, 1 2,1
, 1 2 , 1 2
.
.....
.
... ... .
ncf ncf I J I Jncf
I J I J
F
F n S F n S F n S
F nSF S F SF S n
+ −=
+ −Δ Δ Δ
Σ Δ = Δ − Δ
+ Δ − Δ
? ? ?? ?
? ?? ??
?
?? . (3.4) 
The total flux at the cell face AB (Figure 3.1) is approximated by  
( ) ( ) ( ) ( )1 2, 1 2, 1 2,1 2, C I J V I J I JI JFn S F C F U n S+ + ++ ⎡ ⎤Δ = − Δ⎣ ⎦?? ? ? ?? ? , (3.5) 
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where ( )1 2, , 1, 2I J I J I JC C C+ += +? ? ?  and ( )1 2, , 1, 2I J I J I JU U U+ += +? ? ? . (3.6) 
U
?
 represents the flow variables , , ,u v k μ? ? , which are required for the computation of 
the viscous terms and of the stresses. Gradients at the midpoint of the cell face BC 
are evaluated using Green’s theorem with the aid of an auxiliary control volume BCΩ  
(Figure 3.1), which is defined by the curve A B C D′ ′ ′ ′  [69]. The derivative of 
temperature with respect to y coordinate is calculated as  
( )4
1
1 1 1BC BC
y yBC BC BC ncf
ncfBC
T T d TdS T S
y yΩ ∂Ω =
⎛ ⎞ ⎛ ⎞∂ ∂= Ω = ≈ Δ⎜ ⎟ ⎜ ⎟∂ Ω ∂ Ω Ω⎝ ⎠ ⎝ ⎠ ∑∫∫ ∫
? ? ? ? , (3.7) 
where ( ), , 1 2BC I J I J +Ω = Ω +Ω . (3.8) 
Temperature at cell faces is obtained as cell-centered values. The use of eq. (3.7) 
yields a second order accurate scheme for smoothly stretched grids.  
The net dissipation flux through the faces of a particular cell is calculated as  
4
1 2, 1 2, , 1 2 , 1 21 I J I J I J I Jncf
D D D D D+ − + −=Σ = − + −
? ? ? ? ?
. (3.9) 
By means of scalar artificial dissipation model, the dissipation flux at the cell face 
AB (Figure 3.1), which is modified to scale correctly for Mach number approaching 
zero, is defined as [42]  
( )1 (2) (1) (4) (3)1 2, 1 2, 1 2, 1 2, , 1 2, ,I J I J I J I J I I J I J I I JD C Cα ε δ ε δ−+ + + + += −? ?? P . (3.10) 
where  
( )1 1 11 2, , 1, 2I J I J I J− − −+ += +P P P . (3.11) 
(1)δ  and (3)δ  are 1st and 3rd order difference operators, which are defined as  
(1)
, 1, ,I I J I J I JC C Cδ += −
? ? ?
. (3.12) 
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(3)
, 2, 1, , 1,3 3I I J I J I J I J I JC C C C Cδ + + −= − + −
? ? ? ? ?
. (3.13) 
α  is a scaling factor, which is written for I  direction as [91]  
( ) ( )1 2, , 1, 2I II J C CI J I Jα + +⎡ ⎤= Λ + Λ⎢ ⎥⎣ ⎦ , (3.14) 
where  
( ) ( ) ( ){ } ( )2 2 22 21 1 1 42 2rI IC cf cf r rM V V n V V n M u S⎡ ⎤+⎢ ⎥Λ = − + − − + Δ⎢ ⎥⎣ ⎦
? ? ? ?? ? . (3.15) 
CΛ  is the spectral radii of the convective flux Jacobian. r rM u c=  is the reference 
Mach number and c  is the local speed of sound. The coefficients are computed by  
( )(2) (2)1 2, , 1,max ,I J I J I Jkε ν ν+ += , (3.16) 
( )(4) (4) (2)1 2, 1 2,max 0,I J I Jkε ε+ +⎡ ⎤= −⎣ ⎦ , (3.17) 
where the pressure sensor is defined as  
1, , 1,
,
1, , 1,
2
2
I J I J I J
I J
I J I J I J
p p p
p p p
ν − +
− +
− += + + . (3.18) 
Pressure sensors activate the second-order difference dissipation in regions of large 
pressure gradients and switch it off in smooth regions of flow. (2)1 4 1 2k≤ ≤  and 
(4)1 32 1 256k≤ ≤  are typical values as dissipation coefficients. If a shock wave is 
not expected in the solution domain, ( )2k  can be set to zero. ( )4k  is required by all 
means to avoid odd-even oscillations.  
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3.1.2 Temporal Discretization  
After employing explicit Euler scheme for steady problems, eq. (3.1) becomes  
( )1, , ,
,
1n nI J I J n
I J
I J
C C
R C
t
+ − = −Δ Ω
? ? ??
, (3.19) 
where ,I JR
?
 is given in eq. (3.3). Time stepping in eq. (3.19) is done using M-stage 
Runge-Kutta scheme, which is defined as  
( ) ( )
( ) ( ) ( )( )
( ) ( )
0
, ,
0 1,
, , ,
,
1
, ,
n
I J I J
m mI J
I J I J m I J
I J
n M
I J I J
C C
t
C C R C
C C
α −
+
=
Δ= − Ω
=
? ?
?
? ? ??
?? ?
, (3.20) 
where 1,2,...,m M= . ( )( )1, mI JR C −??  contains the discretization of the convective and 
dissipation fluxes in (m-1)th stage.  
Table 3.1 : Optimized stage coefficients 
Central Differencing Scheme 
m  1 2 3 4 5 
α  1/4 1/6 3/8 1/2 1 
Table 3.1 presents optimized Runge-Kutta coefficients for maximum stability of a 
centrally discretized scheme.  
3.1.3 Dual Time Stepping Method  
Eq. (2.13) states that preconditioning requires the multiplication of spatial derivatives 
by the matrix P . This changes the original form of the governing equations and 
breaks down the time accuracy. Fortunately, time dependent preconditioned 
equations can be solved by means of dual time stepping approach, where a modified 
steady problem with implicit discretization in physical time is solved by advancing in 
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pseudo time with explicit time stepping scheme at each physical time step [38]. Time 
derivative in eq. (3.1) can be discretized as  
( )( ) ( ) ( )1 1 1 1, , , , , , , , 1,1 0n n n n n n n nI J I J I J I J I J I J I J I J nI JC C C C R Ctφ φ
+ + − −
++ Ω −Ω − Ω −Ω + =Δ
? ? ? ?
??
, (3.21) 
where the superscripts indicate physical time level. Eq. (3.21) is fully implicit in 
physical time. 0φ =  results in 1st order time accurate difference formula and 1 2φ =  
results in 2nd order time accurate, three-point backward difference formula (BDF).  
In previous works, preconditioning is applied by adding pseudo time derivative to the 
left-hand side of the discrete equation and by multiplying it by the matrix 1−P  [45-
49, 54, 55-57];  
( ) ( ) ( )1, , , , , , 0I J I J I J I J I J I Jd dC C R Cd dtτ− Ω + Ω + =? ? ??P , (3.22) 
where  
( ) 4, 1I J ncfncfR C Fn S D= ⎡ ⎤= Σ Δ −⎣ ⎦?? ? ?? . (3.23) 
τ  is the pseudo time. Discretizing eq. (3.22) with 2nd order time accurate, three-point 
backward difference formula (BDF) for the physical time derivative and with 1st 
order accurate BDF for the pseudo time derivative results in  
( )1, ,1 * 1, , ,
,
k k
I J I Jn n
I J I J I J
I J
C C
R Cτ
+
+ +⎛ ⎞−Ω = −⎜ ⎟⎜ ⎟Δ⎝ ⎠
? ? ??
P , (3.24) 
where 
( ) ( ) ,* 1 1 1, , , ,32 I Jn n nI J I J I J I JR C R C C Qt+ + +Ω= + −Δ? ? ? ?? ? . (3.25) 
*
,I JR
?
 is called the unsteady residual. The superscripts indicate time level. ,I JR
?
 is 
calculated by eq. (3.23). ,I JQ
?
 involves the terms, which are invariant through the 
time stepping:  
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( ), 1, , ,42 I J n nI J I J I JQ C Ct −Ω= −Δ? ? ? . (3.26) 
Time stepping in eq. (3.24) is performed using M-stage Runge-Kutta (R-K) scheme 
with the point-implicit calculation of the unsteady terms [92, 93]:  
( ) ( )
( ) ( ) ( )( ) ( )
( ) ( )
0
, ,
0 1 1, , ,*
, , , , , , ,1
,
1
, ,
3 3
2 2
k
I J I J
m m mI J I J I J
m I J I J I J m I J I J m I J I Jn
I J
k M
I J I J
C C
I C C R C C
t t
C C
τ τ τα α α− −+
+
=
Δ Δ Δ⎛ ⎞+ = − +⎜ ⎟Δ Ω Δ⎝ ⎠
=
? ?
?
? ? ? ??
?? ?
P P P , (3.27) 
where 1,2,...m M= . I  is the identity matrix. Solution of eq. (3.27) requires 
performing three matrix multiplications and one matrix inversion at each R-K stage.  
In this study, preconditioning is applied by adding pseudo time derivative to the left-
hand side of the eq. (3.1);  
( ) ( ) ( ), , , , , 0I J I J I J I J I Jd dC C R Cd dtτ Ω + Ω + =? ? ?? , (3.28) 
where  
( ) 4, , 1I J I J ncfncfR C Fn S D= ⎡ ⎤= Σ Δ −⎣ ⎦?? ? ??P . (3.29) 
Discretizing eq. (3.28) with 2nd order time accurate, three-point BDF for the physical 
time derivative and with 1st order accurate BDF for the pseudo time derivative results 
in  
( )1, , * 1,1
, ,
1 0
k k
I J I J n
I Jn
I J I J
C C
R Cτ
+
+
+
− + =Δ Ω
? ? ??
. (3.30) 
*R
?
 has the same form as that given in eq. (3.25) whereas the residual R
?
 is calculated 
by eq. (3.29). Using M-stage Runge-Kutta (R-K) scheme with the point-implicit 
calculation of the unsteady terms [92, 93], the explicit time stepping reads  
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( ) ( )
( ) ( ) ( )( ) ( )
( ) ( )
0
, ,
0 1 1, , ,*
, , , ,1
,
1
, ,
3 31
2 2
k
I J I J
m m mI J I J I J
I J m I J m I J m I Jn
I J
k M
I J I J
C C
C C R C C
t t
C C
τ τ τα β α α β− −+
+
=
Δ Δ Δ⎡ ⎤+ = − +⎢ ⎥Δ Ω Δ⎣ ⎦
=
? ?
?
? ? ? ??
?? ?
, (3.31) 
where 1,2,...m M= . Solution of eq. (3.31) requires performing two matrix 
multiplications (one for scaling artificial dissipation and the other for equalizing 
eigenvalues) at each R-K stage. 2β ≥  is adopted to stabilize the scheme [64].  
The use of novel dual time stepping algorithm in eq. (3.28) together with eq. (3.31) is 
advocated by three issues: First; as shown in eq. (2.13), the multiplication of P  by 
spatial derivatives only is sufficient to equalize the convective eigenvalues. Second; 
because the source terms in the unsteady residual do not affect the range of wave 
speeds in eq. (3.22) [55], pseudo time steps are calculated for both time stepping 
schemes presented in eq. (3.27) and eq. (3.31) using the same matrix, which is 
obtained from the multiplication of preconditioning matrix by convective flux 
Jacobian. Third; regarding the time stepping in eq. (3.27), Vatsa and Turkel suggest 
turning off the preconditioning in the update stage and including the effect of 
preconditioning only in the artificial dissipation, in case the physical time step is 
sufficiently small [94]. As can be seen in eq. (3.31), the proposed time stepping 
scheme satisfies their suggestion by itself and requires no further treatment. 
Moreover, eq. (3.31) has a simpler form than eq. (3.27), since it has only two matrix 
multiplications and no matrix inversion at each R-K stage.  
Table 3.2 : Optimized stage coefficients 
Central Differencing Scheme 
m  1 2 3 4 5 
α  0.25 0.18 0.40 0.51 1.00
Table 3.2 presents optimized Runge-Kutta coefficients for maximum stability of a 
centrally discretized scheme [94]. 
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3.1.4 Discretization of Geometric Conservation Law  
GCL in integral form reads [59]  
( ) ( )
. 0cft td V ndSt Ω ∂Ω
∂ Ω− =∂ ∫∫ ∫
? ?? . (3.32) 
The GCL is discretized temporally using three-point backward difference formula;  
1 1 4 1
1
3 4
2
n n n n
cf ncf
ncf
V n S
t
+ − +
=
Ω − Ω +Ω ⎡ ⎤= Δ⎣ ⎦Δ ∑
? ? . (3.33) 
The change in volume of a cell between two consecutive time steps ( 1,n nt t + ) is 
defined as  
4
1 1 1
1
δn n n nncf
ncf
+ + +
=
ΔΩ = Ω −Ω = Ω∑ , (3.34) 
where 1δ nncf
+Ω  is the volume swept by the cell face ncf  during time interval 
1n nt t t+Δ = − . Then, eq. (3.33) can be written as  
1 4 1
1
3
2
n n n
cf ncf
ncf
V n S
t
+ +
=
ΔΩ −ΔΩ ⎡ ⎤= Δ⎣ ⎦Δ ∑
? ? . (3.35) 
Substituting eq. (3.34) into eq. (3.35) yields 
14 4 1
1 1
3δ δ
2
n n
nncf ncf
cf ncf
ncf ncf
V n S
t
+ +
= =
Ω − Ω ⎡ ⎤= Δ⎣ ⎦Δ∑ ∑
? ?
. (3.36) 
The face normal integrated velocity is defined as  
1
1 3δ δ
2
n n
n ncf ncf
cf ncf
V n S
t
++ Ω − Ω⎡ ⎤Δ =⎣ ⎦ Δ
? ? . (3.37) 
The volume swept by each cell face during tΔ  is equal to the area of the 
quadrilateral formed by joining the grid points at two consecutive time levels. The 
use of eq. (3.37) together with the cell volumes and cell face normal vectors, which 
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are computed at the n+1 time level, in the computation of convective and viscous 
fluxes guarantees that temporal discretization is of second order on deforming grids.  
3.2 Convergence Acceleration  
Convergence rate of the explicit time-stepping scheme is accelerated using local time 
stepping [70], implicit residual smoothing [71-73] and multigrid [74-76].  
3.2.1 Local Time Stepping  
The use of local time steps allows the signals propagate at speeds in proportion to 
cell sizes. Local time step ,I JτΔ  for a particular cell is computed accounting for 
convective ( ) ,C I JτΔ  and viscous ( ) ,V I JτΔ  contributions such that [70]  
( ) ( ) ( )( ) ( ), ,, , , ,
C VI J I J
I J I J
C VI J I J
CFL
τ ττ τ τ
⎡ ⎤Δ ΔΔ = Ω ⎢ ⎥Δ + Δ⎢ ⎥⎣ ⎦
, (3.38) 
where  
( ) ( ),
,
1
C I J I J
C C I J
τΔ = Λ +Λ        and  ( ) ( ),
,
1
V I J I J
V V I J
τΔ = Λ +Λ  . (3. 39) 
Subscripts I and J locate particular cell. Superscripts I and J denote coordinate 
directions. ICΛ  and IVΛ  are spectral radii of the convective and viscous flux Jacobian 
matrices in I direction: 
( ) ( ) ( ){ } ( )2 2 22 21 1 1 42 2rI IC cf cf r rM V V n V V n M u S⎡ ⎤+⎢ ⎥Λ = − + − − + Δ⎢ ⎥⎣ ⎦
? ? ? ?? ? , (3.40) 
( )22,PrI IV I J Sγ μη ρΛ = Ω Δ . (3.41) 
rM  is the reference Mach number and μ  is the effective viscosity. η  is a constant 
taken as 2.5. The normal vectors and face areas SΔ  are obtained by averaging the 
values at two opposite sides of the cell in each coordinate direction.  
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3.2.2 Implicit Residual Smoothing  
This technique was first introduced by Lerat [95] and later implemented on the 
Runge-Kutta Stepping scheme by Jameson and Baker [71] in order to extend the 
stability limit of the scheme. CFL number is increased by replacing the residual at 
each cell by a weighted average of residuals at neighboring cells. This is done at each 
stage of the Runge-Kutta Stepping scheme before the solution is updated. In the two-
dimensional case, residual is smoothed as products of the respective one-dimensional 
smoothing [72]: 
( )
( )
* * * *
1, , 1, ,
* * * *
, 1 , , 1 ,
1 2
ˆ ˆ ˆ1 2
I I I
I J I J I J I J
J J J
I J I J I J I J
R R R R
R R R R
ε ε ε
ε ε ε
− +
− +
− + + − =
− + + − =
?? ? ?
? , (3.42) 
where *,I JR?  and *,ˆ I JR  denote the smoothed unsteady residuals in I and J directions. 
The average is calculated solving the implicit system in eq. (3.42). The variable 
smoothing coefficients, which are used for stability in viscous flow computations, are 
defined in two-dimensional case as [73]  
2*1max 1 ,0
4
I
I C
I J
C C
CFL
CFL
ε θ
⎧ ⎫⎡ ⎤⎛ ⎞Λ⎪ ⎪⎢ ⎥= −⎨ ⎬⎜ ⎟Λ + Λ⎢ ⎥⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭
, (3.43) 
2*1max 1 ,0
4
J
J C
I J
C C
CFL
CFL
ε θ
⎧ ⎫⎡ ⎤⎛ ⎞Λ⎪ ⎪⎢ ⎥= −⎨ ⎬⎜ ⎟Λ +Λ⎢ ⎥⎝ ⎠⎪ ⎪⎣ ⎦⎩ ⎭
. (3.44) 
θ  is taken as 0.125. *CFL  and CFL  are Courant-Friedrichs-Lewy numbers of the 
smoothed and unsmoothed schemes such that  
*
1 4CFL
CFL
ξ≤ + . (3.45) 
When 0.8ξ =  is used, the value of the ratio becomes about 2 and it means that CFL  
number of the smoothed scheme is increased by a factor of 2.  
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3.2.3 Multigrid Acceleration  
Time stepping schemes efficiently damp high-frequency error components of the 
solution and barely damp the low-frequency ones. This issue degrades the 
convergence rate considerably. In multigrid method, the convergence is accelerated 
by damping the low-frequency error components of fine grid solution by means of 
time stepping on coarser grids. In addition, use of coarse grids allows larger time 
steps and less computational effort. The early work for the multigrid method is done 
by Fedorenko [96] and Bakhvalov [97], and later by Brandt [98, 99]. The theory for 
multigrid is first developed for elliptic problems. However, it is effectively used for 
hyperbolic problems as well.  
Brandt surveyed the application of multigrid strategy to computations in fluid 
dynamics [99]. Ni developed a multigrid scheme for Euler equations [100]. He used 
cell-vertex formulation and Lax-Wendroff type time-stepping algorithm. Johnson 
and Chima generalized the scheme to other finite difference schemes and to viscous 
flows for practical turbomachinery applications [101-104]. Jameson used a multigrid 
technique in conjunction with cell-centered finite volume formulation and multistage 
Runge-Kutta scheme developed by Jameson, Schmidt and Turkel [74]. Other 
multigrid techniques were proposed as well [105, 106]. Chima et al. compared the 
Ni, Jameson and Brandt types of multigrid schemes and found in terms of CPU time 
that Jameson’s and Brandt’s schemes are almost equal to each other and are about 
8.5 times faster than Ni’s scheme [107]. In this study, multigrid method based on 
Full Approximation Storage (FAS) scheme of Jameson [74-76] is implemented 
together with FMG [77]. A multigrid method on the coarse grid level, which is used 
to yield a good initial solution for the fine grid level, is called Full Multigrid (FMG) 
method.  
 
Figure 3.2 :   Structure of FMG for four grid levels – V cycle [108] 
Grid 
Level 
1
2
3
4
injection and restriction 
FMG interpolation  
prolongation  
solution on single grid  
smoothing before restriction 
smoothing after prolongation
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Figure 3.2 presents the schematic of the full multigrid for four grids. This procedure 
is known as Multigrid V- (saw-tooth) cycle. V-cycle procedure is a fixed-cycle 
strategy. There are also variable-cycle strategies [98]. FAS scheme for two grid 
levels with multigrid V-cycle is described as follows.  
Eq. (3.30) on a fine grid, which is denoted by the subscript h, is written as  
( ) ( )* 0h h h hd C R Cdτ Ω + =? ?? . (3.46) 
Coarse grid is obtained by deleting every 2nd line in each coordinate directions and it 
is denoted by the subscript 2h. After employing explicit Euler scheme, eq. (3.46) 
becomes 
( )1 *11 0k k kh h h hn
h h
C C R Cτ
+
+
⎛ ⎞− + =⎜ ⎟Δ Ω⎝ ⎠
? ? ??
. (3.47) 
Calculate the solution on fine grid: After one time step using explicit R-K scheme, 
the solution is updated as  
( ) ( )1
, ,
k m
h hI J I J
C C+ =? ? , (3.48) 
where ( )5m =  is the last stage in Runge-Kutta scheme. A new residual ( )* 1kh hR C +??  is 
evaluated with this solution.  
Restrict flow variables from fine to the coarse grid: The solution on the fine grid (h) 
is injected into the coarse grid (2h) by using a volume weighted average as  
( ) ( )4 4(0) 12
1 1
k
h h h h ncfncfncf ncf
C C +
= =
= Ω Ω∑ ∑? ? , (3.49) 
where the summation is over the four fine grid (h) cells, which build one coarse grid 
(2h) cell. A new residual ( )(0)2 2h hR C??  is evaluated with the injected solution.  
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Restrict residuals from fine to the coarse grid: In order to smooth the low-frequency 
error components, the fine grid (h) residuals are restricted to coarse grid (2h) by 
using a conservative (full-weighting) transfer operator:  
( ) ( )42 * 1 * 1
1
h k k
h h h h h
ncfncf
I R C R C+ +
=
⎡ ⎤= ⎣ ⎦∑? ?? ? , (3.50) 
where the summation is over the four fine grid cells, which build one coarse grid cell. 
Calculate solution on the coarse grid: After one time step using multistage Runge-
Kutta time stepping scheme, the solution on the coarse grid (2h) is calculated as  
( ) ( )
( ) ( ) ( )
( ) ( )
0
2 2
1(0)2 2 2
2 2 21 2
2
1
2 2
3 31
2 2
k
h h
m mh h h
h m h m IRS m hn h
h
k m
h h
C C
C C RHS C
t t
C C
τ τ τα β α α β −+
+
=
Δ Δ Δ⎡ ⎤+ = − +⎢ ⎥Δ Ω Δ⎣ ⎦
=
? ?
?
?????? ? ?
?? ?
L , (3.51) 
where 1,2,...,m M=  and  
( ) ( )( )1*2 2 22 mh h hhRHS R C f−= +????? ??? . (3.52) 
IRSL  denotes implicit residual smoothing operator. In order to keep the solution 
accuracy of the fine grid on the coarse grid (2h), a forcing function 2hf
?
 is calculated 
in the first stage of R-K scheme and is frozen for a specified grid level throughout a 
multigrid cycle. Forcing function is defined as the difference between the residual 
that is restricted to coarse grid (2h) and the coarse grid residual evaluated using the 
solution (0)2hC
?
 that is injected to coarse grid:  
( ) ( )2 * 1 * (0)2 2 2h kh h h h h hf I R C R C+= −? ? ?? ? . (3.53) 
Using the restriction operator defined in eq. (3.50), the forcing function reads 
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( ) ( )4 * 1 * (0)2 2 2
1
k
h h h h h
ncvncv
f R C R C+
=
⎡ ⎤= −⎣ ⎦∑? ? ?? ? . (3.54) 
On the following coarse grid (4h), the residuals on grid levels 2h and 4h together 
with forcing function on grid level 2h form the forcing function as follows  
( ) ( )4 * (0)4 2 4 42hh h h hhf I RHS R C= −?????? ?? , (3.55) 
( ) ( )4 * 1 * (0)4 2 2 2 4 4
1
k
h h h h h h
ncvncv
f R C f R C+
=
⎡ ⎤= + −⎣ ⎦∑? ?? ?? ? . (3.56) 
This process is repeated until the coarsest grid is reached. 
Calculate solution correction on the coarse grid: After one or several iterations, the 
solution on the coarsest grid is updated. Then, the solution correction at each coarse 
grid (2h) cell is calculated as  
1 (0)
2 2 2
k
h h hC C C
+Δ = −? ? ? , (3.57) 
where (0)2hC
?
 is the solution restricted to coarse grid (2h) before any iterations are 
performed (eq. 3.49) and 12
k
hC
+?  is the solution calculated on the coarse grid (eq. 3.51).  
Solution corrections have to be smoothed by using constant coefficient implicit 
smoothing in order to damp the high frequency errors, which are introduced by 
interpolation of the solution corrections. Optimum smoothing coefficient can be 
determined through numerical experiment.  
Update solution on the fine grid: In order to update the solution on the fine grid (h), 
solution corrections are prolongated to there as follows  
( ) ( )( ) ( )1 2 2, ,,mk hh h h hI J I JI JC C I C+ = + Δ? ? ? , (3.58) 
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where ( )mhC
?
 is the solution before the restriction to coarse grid (2h) and is calculated 
using eq. (3.48). 2
h
hI  is an interpolation operator. The simplest definition of the 
prolongation operator is piece-wise constant interpolation, which is defined for 2-D 
case (Figure 3.3) as  
( ) ( )2 2 2, ,hh h hI J I JI C CΔ = Δ? ? . (3.59) 
Another definition of prolongation operator is bilinear interpolation, which is defined 
for 2-D case (Figure 3.4) as  
( ) ( ) ( ) ( ) ( )2 2 2 2 2 2, , 1, , 1 1, 11 9 3 316hh h h h h hI J I J I J I J I JI C C C C C+ + + +⎡ ⎤Δ = Δ + Δ + Δ + Δ⎢ ⎥⎣ ⎦? ? ? ? ? . (3.60) 
Accuracy of Transfer Operators: Orders of prolongation and restriction operators 
depend on the order of governing system of equations to be solved. In order to damp 
low frequency errors, it should be satisfied that [108, 109]  
Res Pr o Eqnm m m+ > , (3.61) 
where Resm  and Prom  denote the order of restriction and prolongation operators, 
respectively. The order of piece-wise constant interpolation (eq. 3.59) is zero. Both 
bilinear interpolation (eq. 3.60) and full-weighting restriction (eq. 3.49) have orders 
of two. Eqnm  denotes the order of governing equations and Eqn 1m =  for Euler 
equations and Eqn 2m =  for Navier-Stokes equations. If Euler equations are solved, 
prolongation operator with piece-wise constant interpolation satisfies the condition. 
In case of viscous flows, prolongation operator with bilinear interpolation is required 
to satisfy the condition.  
In this study, V-cycle procedure is adopted to execute the multigrid strategy. One 
Runge-Kutta time step before the restriction and no Runge-Kutta time step after 
prolongation are done for inviscid flows. In case of viscous flows, robustness of the 
multigrid scheme is improved by performing two Runge-Kutta time steps on the 
coarse grid, and three on all coarser grids. Residuals and flow variables are restricted 
from fine to coarse grid by a weighted average. A forcing function is introduced into 
the time-stepping scheme. Solution corrections are prolongated from coarse to fine 
grid by bilinear interpolation. Implicit smoothing of solution corrections with 
constant coefficients is used in order to damp the high frequency errors, which are 
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introduced by interpolation of the solution corrections. The full multigrid (FMG) 
method is applied to provide a well-conditioned initial solution for the fine grid.  
 
Figure 3.3 :   Schematic of the piece-wise constant prolongation  
 
Figure 3.4 :   Schematic of the bilinear prolongation  
The scalar artificial dissipation model with constant coefficient, second-order 
differences is used on the coarse grids to reduce computational effort. The same CFL 
number is used on all grids so that larger time steps are used on coarser grids. When 
solving the Navier-Stokes equations, the viscous terms are computed on coarse grids 
too. This provides an improved convergence behavior for low Reynolds number 
flows. The turbulent eddy viscosity is evaluated on fine grid only, and is transferred 
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to coarse grids by averaging the fine grid values in order to provide reasonable 
estimate of the turbulent eddy viscosity on coarse grids.  
Boundary conditions on the each grid levels are treated in the same way. Boundary 
conditions are frozen on the coarse grids and updated on the fine grid only after each 
smoothing step.  
3.3 Deforming Grid Algorithm  
In order to solve unsteady flow problems with moving boundaries, computational 
grid has to be regenerated at each time step, such that it fits the boundary motion. In 
this study, a perturbation method based on algebraic TFI is used for rapid generation 
of structured deforming grids [65-67]. The grid points are modified using the 
displacements of corner points and block boundaries. The use of perturbation method 
guarantees that quality of the original grid is retained and allows each boundary to 
move independently. Grid perturbation algorithm proceeds as follows.  
Compute the displacement of corner points: Grid points at the block corners are 
moved from their initial locations to the following positions at n+1 time level 
according to a prescribed motion. Then, displacement dx  of each corner point is 
computed.  
Compute the displacement of grid points along the block boundaries: The 
displacements of the block boundaries are interpolated using the displacements of 
block corners and the grid coordinates from the previous time step. Displacement dx  
of any grid point in I  direction is defined by one dimensional TFI as  
( ),1 ,1 1,1 ,1 IMAX,11 I II I Idx L dx L dx= − +  (3.62) 
where 1,1dx  and IMAX,1dx  are the displacements of two corner points. 
IL  is the 
parameterized arclength of the grid points in I  direction: 
( ) ( )
( ) ( )
2 2
,1 1,1 ,1 1,1
2
,1 IMAX 2 2
,1 1,1 ,1 1,1
2
I
k k k k
I k
I
k k k k
k
x x y y
L
x x y y
− −
=
− −
=
− + −
=
− + −
∑
∑
, (3.63) 
where x y−  are grid coordinates from the previous time step.  
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Compute the displacement of interior grid points: The displacements of the interior 
grid points are interpolated using the displacements of the block boundaries and the 
interior grid coordinates from the previous time step. Two-dimensional TFI for grid 
displacements is defined as [65, 110]  
1 2 1 2
, , ,1 , ,JMAX , 1, , IMAX,
1 1 2 1 1 2 2 2
, , 1,1 , , 1,JMAX , , IMAX,1 , , IMAX,J, MAX
I J I J I I J I I J J I J J
I J I J I J I J I J I J II J IJ Jdx
dx dx dx dx dx
dx dx dx dx
φ φ ψ ψ
φ ψ φ ψ φ ψ φ ψ
= + + +
− − − −= , (3.64) 
where 1,1dx , 1,JMAXdx , IMAX,1dx , IMAX,JMAXdx  denote the displacements of corner points 
and ,1Idx , 1,JMAXdx , 1,Jdx , IMAX,Jdx  denote the displacements of grid points along the 
block boundaries. Blending functions are defined as [111]  
1
, ,
2
, ,
1
, ,
2
, ,
1
1
I J I J
I J I J
I J I J
I J I J
φ η
φ η
ψ ξ
ψ ξ
= −
=
= −
=
, (3.65) 
where  
( )
( )( )1, ,JMAX ,1 ,1, ,JMAX ,1 IMAX, 1,1
J I I I
J I I I
I J I I J J
I I J J
L L L L
L L L L
ξ − += − − − , (3.66) 
( )
( )( ),1 IMAX, 1, 1,, ,JMAX ,1 IMAX, 1,1
I J J J
I J J J
I J I I J J
I I J J
L L L L
L L L L
η − += − − − , (3.67) 
with JL  representing the parameterized arclength of grid points in J  direction.  
Update grid points: The coordinates of the new grid points are computed by adding 
the displacements onto the grid positions from the previous time step.  
1
, , ,
n n
I J I J I Jx x dx
+ = + . (3.68) 
A computational block in two-dimensions includes four boundaries. In case, any 
boundary involves multi-segments, the parameterized arclength of grid points on 
each segment is calculated separately. Any boundary (segment), which connects 
 35
moving and stationary boundaries (segments), is allowed to adapt itself to the motion 
of accompanying boundaries (segments). In case of large deformations of viscous 
computational grid, perturbation method based on algebraic TFI results crossover of 
cells near solid boundaries and wake cut. In this study, the crossover of cells is 
prevented by setting the displacement of grid points in the boundary layer and in the 
wake equal to those along the solid surface and wake cut.  
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4. INITIAL AND BOUNDARY CONDITIONS 
After employing method of lines to the governing equations written for each cell, a 
system of first order ODE, given in eq. (3.1), is obtained. This system, starting from 
an initial condition and subjected to boundary conditions, is integrated in time to 
obtain steady or unsteady solution. The proper selection of initial and boundary 
conditions increase the convergence rate.  
A computational boundary represents a natural boundary (like wall boundary) as well 
as an artificial boundary (like far field boundary), which is a truncation of flow field. 
The proper treatment of boundary conditions is of equal importance to numerical 
solution of governing equations, since the use of different boundary conditions yield 
various solutions for the same governing equations. Boundary treatment affects the 
accuracy of the solution and order of accuracy of numerical method. Gustafson states 
that order of accuracy on the boundary can be one order lower than the interior order 
of accuracy [112].  
Finite volume discretization requires the computation of fluxes (convective, viscous, 
and dissipation) through each cell faces. Fluxes through interior cells are computed 
in the same way. However, fluxes through cell faces lying on a boundary are 
computed in a special way depending on the boundary type. Fluxes on the 
boundaries must either be given explicitly or must be computed using boundary cells. 
The simplest way to compute boundary fluxes is the use of “ghost flow” approach 
[113]. Ghost flow can be constructed at the ghost cells, which are built by extending 
the discretization stencil beyond the computational boundaries, using reflection or 
extrapolation. In reflection, scalar and vector quantities at the boundary cells are 
reflected onto ghost cells. In extrapolation, scalar and vector quantities at the 
boundary cells are extrapolated onto ghost cells. The initial and boundary conditions 
used in this study are presented in the following sections.  
4.1 Initial Conditions 
A good initial solution is accepted to be similar to converged solution. In case of 
steady state computations, the initial condition is set to be uniform having the far 
upstream properties for external flows and is interpolated between inlet and exit 
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properties for internal flows. In case of unsteady computations, steady state solution 
is used as an initial condition for internal flows and free stream properties are used as 
an initial condition for external flows.  
4.2 Solid Surface 
In case of inviscid flows, no flow across the wall condition is enforced at the solid 
surfaces (walls). This requires the condition ( ). 0cfV V n− =? ? ?  be satisfied. Then, the 
vector of convective fluxes has only the terms including wall pressure and wall 
velocity. The wall velocity is computed by eq. (3.37). For a stationary wall, wall 
velocity is equal to zero. The wall pressure is extrapolated from the interior cells 
using two-point or three-point extrapolations, respectively [114]:  
( )1 23 2wallp p p= − ,  (4.1) 
( )1 2 315 10 3 8wallp p p p= − + .  (4.2) 
1p  represents pressure at the boundary cells. 2p  and 3p  represent pressure values at 
the interior cells.  
In case of viscous flows, “no slip” condition is enforced. It results in a fluid velocity 
at the wall to be equal to wall velocity and the velocity components are extrapolated 
into ghost cells using the following equations:  
2
2
ghost cf
ghost cf
u u u
v v v
= − +
= − +
? ? ?
? ? ?  (4.3) 
The pressure and density at the ghost cell are set to be equal to those of boundary 
cell. For a stationary wall, cfu?  and cfv?  are equal to zero.  
4.3 Mass Injection  
Mass injection is used to provide a desired mass flow rate or mass flux at a boundary. 
Specifying the mass flux lets the total pressure vary in response to the interior 
solution. Mass flux and temperature at an injection boundary are used to compute 
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injection velocity and density. Injection velocity, which is used in evaluating the 
convective fluxes at the injecting surface, is computed by  
( ).cf
inj
mV V n ρ− =
? ? ? , (4.4) 
where m  is the specified mass flux. Injection density is computed using pressure at 
the boundary cells and temperature at the injecting surface:  
1
inj
inj
p
RT
ρ = ? . (4.5) 
Flow variables at the ghost cells are extrapolated using those at the interior cells and 
at the injecting surface. For simulations in SRMs involving propellant regression, 
burning propellant surface is moved in accordance with the burning rate and cell face 
velocities are computed satisfying the GCL [115].  
4.4 Symmetry 
Symmetry condition along a boundary requires no flow across that boundary. Hence, 
scalar quantities like pressure and density at the boundary cells are reflected onto 
ghost cells and normal velocity component at the boundary cells is reflected onto 
ghost cells with a negative sign.  
4.5 Outflow  
Non-reflecting boundary condition is applied to the outflow boundary [116]. In case 
of subsonic outflow, a constant static pressure outp  is assigned at the outflow 
boundary. Density and velocity vector at the outflow boundary are computed by  
( ) 2out 1 out 1 1p p cρ ρ= + − ? , (4.6) 
( ) ( )out 1 1 out 1 1xu u n p p cρ= + −? ? ? , (4.7) 
( ) ( )out 1 1 out 1 1yv v n p p cρ= + −? ? ? , (4.8) 
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where 1p , 1ρ , 1 1u v−? ? , and 1c?  represent pressure, density, velocity components and 
speed of sound at the boundary cells, respectively. Flow variables at the ghost cells 
are extrapolated using those at the interior cells and at the outflow boundary.  
In case of supersonic outflow, flow variables at the ghost cells are set equal to those 
at the boundary cells.  
4.6 Far Field  
Non-reflecting boundary conditions, which are based on the concept of characteristic 
variables, are used in this study. Since preconditioning changes the time dependent 
equations, characteristics of the system are changed accordingly. Then, farfield 
boundary conditions need to be modified for preconditioned system of equations. 
However, non-characteristic (simplified) boundary conditions can also be used to 
give accurate results [117].  
In this study, non-characteristic boundary condition is used for steady-state 
computations. In case of subsonic inflow, primitive variables at the inflow boundary 
are defined as 
inflow 1p p= , inflow infinityu u=? ? , inflow infinityv v=? ? , (4.9) 
( ) 2inflow infinity inflow infinity 1p p cρ ρ= + − . (4.10) 
In case of subsonic outflow, primitive variables at the outflow boundary are defined 
as 
outflow infinityp p= , ouflow 1u u=? ? , outflow 1v v=? ? , (4.11) 
( ) 2outflow 1 outflow 1 1p p cρ ρ= + − . (4.12) 
For time dependent computations, characteristic boundary conditions for non-
preconditioned system of equations are used [118], since they are proved to be more 
robust [94]. Primitive variables at the subsonic inflow boundary are defined as  
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( ) ( ){ }inflow infinity 1 1 1 infinity 1 infinity 1 2x yp p p c n u u n v vρ ⎡ ⎤= + − − + −⎣ ⎦? ? ? ? ? ,  (4.13) 
( ) 2inflow infinity inflow infinity 1p p cρ ρ= + − ,  (4.14) 
( ) ( )inflow infinity infinity inflow 1 1xu u n p p cρ= − −? ? ? ,  (4.15) 
( ) ( )inflow infinity infinity inflow 1 1yv v n p p cρ= − −? ? ? .  (4.16) 
Primitive variables at the subsonic outflow boundary are defined as  
outflow infinitiyp p= ,  (4.17) 
( ) 2outflow 1 outflow 1 1p p cρ ρ= + − ? , (4.18) 
( ) ( )outflow 1 1 outflow 1 1xu u n p p cρ= + −? ? ? , (4.19) 
( ) ( )outflow 1 1 outflow 1 1xv v n p p cρ= + −? ? ? . (4.20) 
Flow variables at the ghost cells are extrapolated using those at the interior cells and 
at the inflow/outflow boundary.  
In case of supersonic inflow, flow variables at the ghost cells are set equal to free 
stream values. In case of supersonic outflow, flow variables at the ghost cells are set 
equal to those at the boundary cells.  
4.7 Wake Cut  
When C-type or O-type grid is generated around a body like airfoil or cylinder, grid 
bends over itself forming an artificial boundary in the wake region. This boundary is 
called “wake cut”. Along the wake cut, a continuity condition is enforced by setting 
the flow variables at the ghost cells equal to those at the boundary cells across the 
wake cut.  
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5. RESULTS AND DISCUSSION 
In this chapter, numerical results for validation of the present flow solver and for 
verification of the proposed DTS algorithm in this study are presented. Computed 
results are compared to analytical, numerical and experimental data when available.  
This study involves verification and validation assessments (Table 5.1). Validation 
examines if computational methods implemented into the flow solver and 
computational results represent real world observations accurately. Verification 
examines if mathematical equations are implemented into the solver correctly (i.e. 
mathematical equations are solved correctly) and investigates errors in programming.  
Table 5.1 :   Numerical simulations performed 
Flow 
Type  Test case description Flow Regime Intended For 
Flow about a NACA 0012 
airfoil  
Incompressible 
to transonic 
Verification of 
multigrid method and 
preconditioning 
algorithm  
Flow in a duct with side 
wall mass injection Incompressible 
Validation for SRM 
like configuration  
Steady 
Cold flow in a nozzleless 
solid rocket motor 
Incompressible 
to supersonic 
Validation for SRM 
like configuration  
Flow past a circular 
cylinder Low subsonic 
Verification of the 
novel DTS algorithm 
in near 
incompressible 
regime  
Flow past a blunt flat plate High subsonic 
Verification of the 
novel DTS algorithm 
in high subsonic 
flows  
Flow in a duct with side 
wall mass injection Incompressible 
Validation for SRM 
like configuration 
Flow past an oscillating 
NACA 0012 airfoil 
Subsonic and 
transonic 
Verification of ALE 
and grid perturbation 
methods  
Unsteady 
Cold flow in a solid rocket 
motor involving propellant 
regression 
Incompressible 
to supersonic 
Validation for SRM 
like configuration  
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For all computations in this study, V-cycle procedure is adopted to execute the 
multigrid strategy. One Runge-Kutta time step before the restriction and no Runge-
Kutta time step after prolongation are done for Euler computations. In case of 
viscous flow simulations, robustness of the multigrid scheme is improved by 
performing two Runge-Kutta time steps on the coarse grid, and three on all coarser 
grids. When solving the Navier-Stokes equations, the viscous terms are computed on 
coarse grids too. The turbulent eddy viscosity is evaluated on fine grid only, and is 
transferred to coarse grids by averaging the fine grid values in order to provide 
reasonable estimate of the turbulent eddy viscosity on coarse grids. Boundary 
conditions on the each multigrid level are treated in the same way. The CFL number 
of 7.5 is used in all computations. Convergence is monitored using L2 norm of 
density residual. All computations were performed on a PC including 512 Mb 
memory and two GHz CPU running Windows XP.  
5.1. Steady State Computations  
Numerical results given in this section demonstrate the accuracy and computational 
efficiency of the multigrid method and preconditioning algorithm and validate the 
present flow solver for simulations in SRM like configurations.  
The first simulation for the verification assessment is the flow about an NACA 0012 
airfoil. This simulation involves seven separate test cases. The first two test cases 
involve Euler computations at subsonic and transonic speeds for the verification of 
multigrid method. The following five test cases involve Euler and Navier-Stokes 
computations at very low Mach numbers for the verification of preconditioning 
algorithm. The second and third simulations involve Euler and Navier-Stokes 
computations in SRM like configurations (duct and nozzleless SRM) for flow solver 
validation.  
For the airfoil cases, a continuity condition is enforced along the wake cut of the C-
type grid. At the solid walls, flow tangency is maintained in case of Euler 
computations and the velocity components are zero (no-slip) in case of Navier-
Stokes computations. Non-characteristic boundary conditions are applied to far field 
boundaries. For the duct and SRM cases, mass flow rate and surface temperature are 
assigned to compute injection velocity. A constant static pressure is assigned at the 
subsonic outflow boundary. First-order extrapolations are used in case of supersonic 
outflow. Initial condition is set to be uniform having the far upstream properties for 
the airfoil cases and is interpolated between inlet and exit properties for the duct and 
SRM cases.  
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5.1.1. Flow about a NACA 0012 airfoil  
The numerical results for the first two cases demonstrate the accuracy and 
computational efficiency of the multigrid method. Both test cases are selected as 
inviscid flow at free stream Mach numbers of 0.63 and 0.8, so that multigrid 
efficiency can be studied independent of local preconditioning, since when Unrau 
and Zingg studied local preconditioning technique with Weiss and Smith 
preconditioner [119], they found that local preconditioning is beneficial up to free 
stream Mach number of about 0.3 and the benefits of local preconditioning in terms 
of solution accuracy and convergence acceleration are not spectacular in comparison 
to non-preconditioned scheme in case free stream Mach number of 0.4 is exceeded.  
C-type computational grids with 128x48 cells (64 cells on the airfoil and 32 cells in 
the wake), 192x48 cells (128 cells on the airfoil and 32 cells in the wake), and 
256x48 cells (192 cells on the airfoil and 32 cells in the wake) are used to assess grid 
dependency (Figure 5.1). The outer boundary is located 15 chord lengths away from 
the airfoil. The spacing between the first grid point and the airfoil surface is 0.003c at 
the leading edge and is 0.006c at the trailing edge for all grid sizes.  
(a)
    
(b)
 
Figure 5.1 :   Computational grid - (a) global view (b) close-up view  
First test case involves inviscid subsonic flow about NACA 0012 airfoil at free 
stream Mach number of 0.63 and at incidence angle of 2 degrees. Table 5.2 compares 
the aerodynamic forces computed on single grid. Lift coefficients computed on 
256x48 and 192x48 grids are in good agreement with each other and that of Ref. 
[120]. Hence, they are accepted to be grid independent. Drag coefficient, which 
 44
should be zero for inviscid flow without shocks, is slightly different than zero due to 
amount of artificial dissipation added.  
Table 5.2 :   Aerodynamic forces – single grid computation, (M∞=0.63, α=2°) 
 128x48  cells 
192x48  
cells 
256x48  
cells 
Ref. 
[120] 
Cl 0.319 0.333 0.334 0.335 
Cd 0.003253 0.000634 0.000413 - 
Figure 5.2 presents the convergence and aerodynamic force histories. The errors 
reflecting back and forth in the solution domain slow down the convergence rate in 
case of 256x48 grid. Coarsening the grid size allows better damping of errors, which 
results in faster convergence to steady state. For all the grid sizes, aerodynamic 
forces reach the steady state condition after almost 1100 iterations.  
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Figure 5.2 :   Histories of (a) residual and (b) aerodynamic forces, (M∞=0.63, α=2°) 
Figure 5.3 presents Mach number and pressure distribution computed for grid 
independency check. Since Mach number distribution computed using 128x48 grid 
size differs on both upper and lower surfaces from other solutions; it is concluded 
that 128x48 grid size does not resolve flow properties well. Following computations 
are performed on 256x48 grid. Coefficient of pressure at stagnation point is slightly 
over 1.0, which is an expected solution for compressible flow computations.  
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Figure 5.3 :   Distributions of (a) Mach number and (b) pressure - single grid 
computation, (M∞=0.63, α=2°) 
Figure 5.4 compares the convergence rates between a single grid level and two grid 
levels with piece-wise constant and bilinear interpolations. Convergence rate is 
increased by a factor of about 2.4 on using piece-wise constant interpolation and by a 
factor of about 2.5 on using bilinear interpolation in comparison to single grid 
solution. 
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Figure 5.4 :   Effect of interpolations on convergence rate, (M∞=0.63, α=2°) 
Figure 5.5 compares the convergence rates between two grid levels, three and four 
grid levels with FMG computations. Multigrid computations are performed using 
bilinear interpolation. Convergence rate is increased by a factor of about 1.7 on using 
the three grid levels with FMG and by a factor of about 1.8 on using the four grid 
levels with FMG in comparison to two grid level solution. 
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Figure 5.5 :   Effect of multigrid levels on convergence rate, (M∞=0.63, α=2°) 
Figure 5.6 presents Mach number and pressure distribution on four grid levels with 
FMG. High accuracy of the numerical results compared with those of Ref. [120] is 
noted.  
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Figure 5.6 :   Distributions of (a) Mach number and (b) pressure, (M∞=0.63, α=2°) 
Computed lift coefficient and the one given in Ref. [120] agree very well with each 
other (Table 5.3). Aerodynamic forces computed using two grid levels, three and 
four grid levels with FMG are exactly the same with each other. Drag, which should 
be zero for inviscid flow without shocks, is slightly different from zero due to 
amount of artificial dissipation added.  
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Table 5.3 :   Aerodynamic forces – multigrid computations, (M∞=0.63, α=2°) 
256x48 grid Piece-wise const. Bilinear Ref. [120] 
Cl 0.333 0.333 0.335 2 grid 
level Cd 0.0000532 0.0000532 - 
Cl 0.333 0.333 0.335 3 grid 
levels Cd 0.0000532 0.0000532 - 
Cl 0.333 0.333 0.335 4 grid 
levels Cd 0.0000532 0.0000532 - 
Second test case involves inviscid transonic flow about an NACA 0012 airfoil at free 
stream Mach number of 0.8 and at incidence angle of 1.25 degrees. Table 5.4 
compares the aerodynamic forces computed on single grid. Lift and drag coefficients 
computed on 256x48 and 192x48 grids are in good agreement with each other and 
those of Ref. [121]. Hence, they are accepted to be grid independent.  
Table 5.4 :   Aerodynamic forces – single grid computation, (M∞=0.8, α=1.25°) 
 128x48 cells 
192x48 
cells 
256x48 
cells 
Ref. 
[121]  
Cl 0.3274 0.3527 0.3537 0.3632 
Cd 0.0246 0.0231 0.023 0.023 
Figure 5.7 presents the convergence and aerodynamic force histories. For all grid 
sizes, aerodynamic forces reach steady state after almost 1400 iterations.  
Iteration
Lo
g
(R
e
si
du
al
)
0 1000 2000 3000 4000 5000-12
-10
-8
-6
-4
-2
0
256x48 grid
192x48 grid
128x48 grid
(a)
    Iteration
Cl Cd
0 2000 4000
0.1
0.2
0.3
0.4
0
0.05
0.1
0.15
0.2
256x48 grid
Cd
Cl
(b)
 
Figure 5.7 :   Histories (a) residual and (b) aerodynamic forces, (M∞=0.8, α=1.25°) 
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Figure 5.8 presents Mach number and pressure distributions. Since Mach number and 
pressure distributions computed using 128x48 grid size differ on both upper and 
lower surfaces from other solutions; it is concluded that 128x48 grid size does not 
resolve flow properties. Coefficient of pressure at stagnation point is slightly over 
1.0, which is an expected solution for compressible flow computations.  
X/C
M
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Ref. [121]
256x48 grid
192x48 grid
128x48 grid
(a)
    X/C
-
Cp
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
Ref. [121]
256x48 grid
192x48 grid
128x48 grid
(b)
 
Figure 5.8 :   Distributions of (a) Mach number and (b) pressure - single grid 
computation, (M∞=0.8, α=1.25°)  
The total pressure loss, 1.0 ( )T T Tp p p ∞Δ = − , distribution is presented in figure 5.9. 
The loss reaches to its maximum value at the middle shock point. Result computed 
using 256x48 grid size is in agreement with that presented in Ref. [121]. Hence, 
following computations are performed using 256x48 grid size.  
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Figure 5.9 :   Total pressure loss distribution, (M∞=0.8, α=1.25°) 
 49
Figure 5.10 clearly shows the location of the strong shock wave extending from the 
upper surface. The shock wave is located at around 63% of airfoil chord. The lines of 
constant pressure loss behind the shock wave follow the streamlines, which is an 
expected result for an inviscid rotational flow.  
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Figure 5.10 :   Iso-contours of total pressure loss  
Figure 5.11 compares the convergence rates between a single grid level and two grid 
levels with piece-wise constant and bilinear interpolations. Convergence rate is 
increased by a factor of about 2.5 on using either piece-wise constant and bilinear 
interpolations in comparison to single grid solution.  
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Figure 5.11 :   Effect of interpolations on convergence rate, (M∞=0.8, α=1.25°) 
Figure 5.12 compares the convergence rates between two grid levels, three and four 
grid levels with FMG computations. Multigrid computations are performed using 
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bilinear interpolation. Convergence rate is increased by a factor of about 1.8 on using 
the three grid levels with FMG and by a factor of about 1.3 on using the four grid 
levels with FMG in comparison to two grid levels solution.  
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Figure 5.12 :   Effect of multigrid levels on convergence rate, (M∞=0.8, α=1.25°) 
Figure 5.13 presents Mach number and pressure distributions on four grid levels with 
FMG. High accuracy of the numerical results compared with those of Ref. [121] is 
noted.  
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Figure 5.13 :   Distributions of (a) Mach number and (b) pressure - multigrid 
computation, (M∞=0.8, α=1.25°) 
Computed lift and drag coefficients and those given in Ref. [121] agree very well 
with each other (Table 5.5). Aerodynamic forces computed using two grid levels, 
three and four grid levels with FMG are exactly the same with each other.  
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Table 5.5 :   Aerodynamic forces – multigrid computation, (M∞=0.8, α=1.25°) 
256x48 grid Piece-wise const. Bilinear Ref. [121] 
Cl 0.354 0.354 0.3632 2 grid 
level Cd 0.023 0.023 0.023 
Cl 0.354 0.354 0.3632 3 grid 
levels Cd 0.023 0.023 0.023 
Cl 0.354 0.354 0.3632 4 grid 
levels Cd 0.023 0.023 0.023 
Iso-Mach contour, which is presented in Figure 5.14, is computed using 3 grid levels 
with FMG. A supersonic region, which is terminated by a shock wave, appears. The 
captured shock is located at around 63% of chord and it is spread over three grid 
points. The flow behind the shock is rotational and thus the isomach lines 
downstream of the shock no longer intersect the lower wall at right angles.  
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Figure 5.14 :   Iso-Mach contours with ΔM=0.05  
Subsonic and transonic inviscid flows about NACA 0012 airfoil are studied in the 
first two test cases. Convergence down to machine zero is attained in the 
computations. In case of subsonic flow, when the multigrid scheme with bilinear 
interpolation on four grid levels with FMG is used, convergence rate is increased by 
a factor of about 4.6 in comparison to single grid solution. In case of transonic flow, 
when the multigrid scheme with bilinear interpolation on three grid levels with FMG 
is used, convergence rate is increased by a factor of about 4.7 in comparison to single 
grid solution. Convergence accelerations due to use of multigrid scheme demonstrate 
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the efficiency of the scheme. Computed results agree well with those in Ref. [120, 
121] and they indicate that multigrid scheme is successfully applied [122]. In a 
previous work, Mahajan and Kumar implemented multigrid method based on FAS 
scheme to accelerate the convergence rate of Euler equations [149]. They also used 
finite volume scheme for discretization, scalar artificial dissipation model for 
removing odd-even decoupling of solution, and explicit Runge-Kutta time stepping 
for time integration. When convergence accelerations, computed using two grid 
levels with bilinear interpolation, are compared for same level of convergence, it is 
observed that present flow solver yields faster convergence acceleration (Table 5.6).  
Table 5.6 : Comparison of convergence accelerations  
160x32 cells Present Ref. [149] 
M=0.63, α=2 deg. 2.28 2 
M=0.8, α=1.25 deg. 2.1 2 
The numerical results of the following five test cases demonstrate the accuracy and 
computational efficiency of the preconditioned scheme for steady state inviscid as 
well as viscous flows at low Mach numbers. Multigrid computations are performed 
using three grid levels with FMG and bilinear interpolation.  
Third test case involves inviscid flow about NACA 0012 airfoil at free stream Mach 
number of 0.01 and incidence angle of 2 degrees. Figure 5.15 presents Mach number 
and pressure distributions computed for grid independency study. Since Mach 
number distribution computed using 128x48 grid size differs on both upper and 
lower surfaces from other solutions; it is concluded that 128x48grid size does not 
resolve flow properties well.  
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Figure 5.15 :   Distributions of (a) Mach number and (b) pressure, (M∞=0.01, α=2°) 
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Table 5.7 :   Aerodynamic forces, (M∞=0.01, α=2°)  
 128x48 cells 
192x48 
cells 
256x48 
cells Non-prec. 
Ref. 
[117] 
Panel 
Method
Cl 0.2395 0.2418 0.2418 0.2272 0.2421 0.2412 
Cd 0.00137 0.00009 0.00019 0.00893 0.00027 0.0 
Accuracy of the preconditioned scheme is assessed by comparing the lift and drag 
coefficients in Table 5.7 with those of non-preconditioned scheme, panel method 
[123] and numerical results of Turkel et al. [117]. Lift and drag coefficients 
computed on 256x48 and 192x48 grids are in good agreement with each other. 
Hence, they are accepted to be grid independent. Grid independent lift coefficient 
computed using preconditioned scheme agrees well with those of panel method and 
Ref. [117]. 
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Figure 5.16 :   Histories of (a) residual, (c-d) aerodynamic forces and (b) iso-Mach 
contours, (M∞=0.01, α=2°) 
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Grid independent drag coefficient, which is computed with the preconditioning, is 
almost zero and is in agreement with panel method whereas non-preconditioned 
scheme yields an unrealistic drag coefficient. The errors in computations resulting 
from the scalar artificial dissipation model with non-preconditioned scheme can be 
reduced using matrix dissipation as well [124].  
Preconditioning technique allows acceleration in convergence rate and improves the 
solution accuracy (Figure 5.16). The preconditioned scheme produced lift and drag 
coefficients within 0.1% of the final converged values in 155 and 80 iterations, 
respectively. The non-preconditioned scheme required over 800 iterations to achieve 
the same degree of convergence. Iso-Mach contours computed using preconditioned 
scheme vary smoothly over the airfoil.  
The unrealistic pressure oscillations produced by the non-preconditioned scheme are 
removed by preconditioning (Figure 5.17), and the accuracy of the solution is 
improved as well (Table 5.6).  
X/C
-
Cp
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
1.5
Precond.
Non-prec.
(a)
    X/C
-
Cp
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
Precond.
Panel
(b)
 
Figure 5.17 :   Pressure distribution – preconditioned vs. (a) non-preconditioned 
scheme, (b) panel method, (M∞=0.01, α=2°) 
Fourth test case includes inviscid flow about NACA 0012 airfoil at free stream Mach 
numbers ranging from 0.1 down to 0.00001 at incidence angle of 2 degrees. 
Multigrid computations are performed on C-type computational grid with 192x48 
grid size. The preconditioned system has a convergence rate almost independent of 
Mach number (Figure 5.18). However, the convergence of the solutions is affected 
by round-off errors at low Mach numbers below 0.001.  
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Figure 5.18 :   (a) Residual history, (b) iso-Mach contours  
Lift coefficient computed using preconditioning is quite close to the panel method 
results [123] with a small dependence on the Mach number (Table 5.8). Because the 
artificial dissipation is scaled correctly by preconditioning, drag coefficient is 
computed as almost zero, which is an expected result for inviscid flow.  
Table 5.8 :   Mach number dependence of Aerodynamic forces, (α=2°) 
 Mach No Precond.
Panel 
Method Ref. [117] 
0.1 0.2431 0.241 0.2432 
0.01 0.2418  0.2419 
0.001 0.2418  0.2419 
0.0001 0.2418   
Cl 
0.00001 0.2417   
0.1 0.00008 0.0 0.00025 
0.01 0.00009  0.00025 
0.001 0.00009  0.00025 
0.0001 0.00009   
Cd 
0.00001 0.00009   
No significant difference in pressure distributions between computed using 
preconditioned scheme and panel method is observed (Figure 5.19). In all 
computations with preconditioned scheme, Cp at the stagnation point, which is 
expected to be 1.0, is computed to be around 0.91. This may be attributed to 
insufficient scaling of artificial terms at stagnation point, since Weiss and Smith 
preconditioner is suffered from the stagnation point singularity [86].  
 56
X/C
-
Cp
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
Panel
Precond.
(a)
    X/C
-
Cp
0 0.2 0.4 0.6 0.8 1
-1
-0.5
0
0.5
1
Panel
Precond.
(b)
 
Figure 5.19 :   Pressure distributions at (a) M=0.001 and (b) M=0.00001, (α=2°) 
Fifth test case involves laminar flow about NACA 0012 airfoil at free stream Mach 
number of 0.1, free stream Reynolds number of 2500 and at incidence angle of 1 
degree. Multigrid computations are performed on C-type computational grid with 
256x64 grid size (128 cells on the airfoil and 64 cells in the wake). The outer 
boundary is located 15 chord lengths away from the airfoil. The spacing between the 
first grid point and the airfoil surface is 0.002c at the leading edge and is 0.003c at 
the trailing edge. As seen in Table 5.9, the lift coefficient computed using the 
preconditioned scheme agrees with that given in Ref. [117]. However, the lift given 
in Ref. [125] is quite different from both the current result and the one calculated in 
Ref. [117]. For this case, two solvers used in Ref. [125] yield results with significant 
differences in the pressure distributions on the airfoil as well. Hence, the lift 
computed using preconditioning is accepted to be accurate. The computed drag is 
quite different from Ref. [117], since drag due to pressure only was evaluated in this 
study.  
Table 5.9 :   Aerodynamic forces, (M∞=0.1, α =1°, Re=2500) 
 Precond. Non-prec. Ref. [117] 
Ref. 
[125] 
Cl 0.0473 0.0756 0.0471 0.0530 
Cd 0.0239 0.0241 0.0736 - 
Figure 5.20 reveals that convergence rate slows down in viscous flow computations 
and sufficient dissipation existing in viscous flow promises the Cp value of 1.0 at 
stagnation point.  
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Figure 5.20 :   (a) Residual history and (b) pressure distribution (M∞=0.1, α =1°, 
Re=2500)  
Sixth test case includes fully turbulent flow past NACA 0012 airfoil at free stream 
Mach number of 0.01, incidence angle of 1 degree and a free stream Reynolds 
number of 2.88x106. Multigrid computations are performed on C-type computational 
grid with 320x64 grid size (192 points on the airfoil, and 64 points in the wake). The 
outer boundary is located 15 chord lengths away from the airfoil. The grid spacing 
next to the wall is 3x10-6 chord lengths such that about 15 cells are accommodated in 
the boundary layer. Algebraic model of Baldwin and Lomax is used for turbulence 
closure [79]. The lift and drag coefficients within 0.1% of the final converged values 
are obtained in 160 and 100 iterations, respectively (Figure 5.21).  
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Figure 5.21 :   Histories of (a) residual and (b) aerodynamic forces, (M∞=0.01, 
α=2°, Re=2.88x106) 
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The converged lift coefficient is 2.2% different from that of Ref. [119] (Table 5.10). 
This negligible difference might be avoided by using finer computational grid. The 
dramatic difference between drag coefficients can be attributed to evaluation of drag 
due to pressure only in this study.  
Table 5.10 :   Aerodynamic forces, (M∞=0.01, α =2°, Re=2.88x106) 
 Prec. Ref. [119] 
Cl 0.221 0.2162 
Cd 0.0017 0.0879 
Pressure distribution agrees well with that of Ref. [119] (Figure 5.22) and iso-Mach 
contours vary smoothly (Figure 5.23). 
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Figure 5.22 :   Pressure distribution, (M∞=0.01, α =2°, Re=2.88x106) 
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Figure 5.23 :   Iso-Mach contours with ΔM=0.0005 
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Seventh test case includes turbulent flow past NACA 0012 airfoil at free stream 
Mach number of 0.001, incidence angle of six degrees and a free stream Reynolds 
number of 2.8x106. Multigrid computations are performed on the same grid, which is 
used in the previous test case. Algebraic Baldwin and Lomax model is used for 
turbulence closure [79]. Figure 5.24 compares pressure distribution with 
preconditioning and experimental data. No significant difference between computed 
result and experimental data [126, 127] is obtained.  
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Figure 5.24 :   Pressure distributions, (M∞=0.001, α =6°, Re=2.8x106) 
Although numerical results and experimental data of pressure distribution are 
presented in Ref. [127], data regarding aerodynamic forces are not available for this 
case.  
The numerical results given in the last five test cases justify the accuracy and 
computational efficiency of the local preconditioning algorithm using Weiss and 
Smith preconditioner for solving inviscid as well as viscous flows. The results 
demonstrate local preconditioning is very effective in improving both the 
convergence rate and the accuracy of the computations at low Mach numbers. 
Convergence rate and accuracy are independent of the free stream Mach number. 
However, convergence rate slows down in viscous flow computations noticeably. 
Possibly due to insufficient scaling of artificial terms at stagnation point, pressure 
coefficient at the stagnation point is computed to be less than 1.0 in case of Euler 
computations. This conclusion is advocated by the pressure coefficient value 
computed in viscous flow simulations, which has sufficient physical dissipation. The 
convergence and the accuracy of the solutions are affected by round-off errors at low 
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Mach numbers below 0.001. Computed results agree well with those available in 
Refs. [117, 119, 123-127]. Local preconditioning method is successfully applied 
[128, 129].  
5.1.2. Flow in a duct with side wall mass injection  
Numerical results presented in this section validate the accuracy and computational 
efficiency of the present flow solver for simulating flow fields in SRM like 
configurations.  
The current case includes inviscid and laminar flow simulations in a two-dimensional 
duct, which is closed at one end (head-end) and open at the other end. Length of the 
duct is 0.581m and the half-height is 0.02m. This setup is called VECLA, which is 
developed at ONERA [130]. Flow inside the duct is induced from mass injection 
from the side walls. This case is similar to flow in SRM combustion chamber, since 
side wall mass injection simulates the addition of combustion gases into flow stream. 
Computational grid has 128x64 cells with uniform grid spacing in the outflow 
direction and non-uniform grid spacing in the injection direction (Figures 5.25). The 
grid spacing next to the injecting wall is 0.0025 duct height lengths.  
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Figure 5.25 :   Computational grid (not to scale) and boundary conditions 
Sidewall mass injection of air at an injection mass flux of 2 12.42 kgm s− −  is added to 
represent a flow field existing inside a solid propellant rocket motor (Table 5.11). 
Constant pressure of 150 kpa is assigned to subsonic outflow boundary. Temperature 
at the injecting wall is 303 K. Injection Reynolds number, which is a principal 
parameter for injection induced flow, is 2550 and it is computed by  
Re inj injinj
inj
V hρ
μ= , (5.1) 
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where the subscript inj  refers to conditions at the injecting wall. h  is the half-height 
of the duct. For the steady state case, studied in this section, an analytical solution is 
available [6-9, 131]. Asymptotic and computational analyses to develop transient 
solutions are given in earlier work as well [21]. In this study, multigrid computation 
is performed using three grid levels with FMG and bilinear interpolation. 
Table 5.11 :   Physical conditions, VECLA test case 
2 1( )m kgm s− − ( )injT K  1 1( )inj kgm sμ − − 1 1( )R Jkg K− − γ  Pr  ( / )c m s
2.42 303 51.9 10x −  286.7 1.4 1.0 348.7 
The history of residual and mass ratio (mass injected /mass outflow) is presented in 
Figure 5.26. Steady state solution for both inviscid and viscous flows is reached 
almost within 1500 and 1000 iterations, respectively. Two mass ratios are practically 
overlapped later on. 
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Figure 5.26 :   Histories of (a) residual and (b) mass ratio  
Figure 5.27 presents the axial distributions of temperature and static pressure at the 
symmetry and injection boundaries. The pressure distributions at these boundaries 
are overlapped showing that pressure remains constant in the injection direction and 
decreases in the outflow direction. Temperature decreases in the outflow direction at 
the symmetry plane and remains unchanged at the assigned constant value at the 
injection boundary. Inviscid and viscous flow solutions, leading to almost the same 
results, justify that viscous effects are not significant in this case.  
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Figure 5.27 :   Distributions of (a) pressure and (b) temperature  
Figure 5.28 indicates the dimensionless velocity profiles at axial location X/L=0.52. 
Analytical solution, which is derived for an incompressible, inviscid flow is given by 
the following equations [131]:  
max
sin
2
u y
u h
π⎛ ⎞= ⎜ ⎟⎝ ⎠
?
? , (5.2) 
max
cos
2
v y
v h
π⎛ ⎞= ⎜ ⎟⎝ ⎠
?
? . (5.3) 
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Figure 5.28 :   Velocity profiles at axial location X/L=0.52 
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Air injection results in minimum u - and maximum v -velocities at injecting 
boundary, and maximum u - and minimum v -velocities at symmetry boundary. 
Computed velocity profile agrees well with the analytical solution. This also proves 
the inviscid nature of the flow.  
Iso-Mach contours presented in Figure 5.29 reveal the flow acceleration towards the 
outflow boundary. The largest value of 0.1814 is attained at the symmetry plane. 
Solid and dashed lines represent inviscid and viscous flow results, respectively. 
Computed iso-Mach contours agree well with those presented in Refs. [35, 128, 
131], although not shown here. When approaching to the head-end wall, laminar 
flow result slightly distinguishes from inviscid one due to effect of no-slip condition. 
The iso-pressure contours in Figure 5.30 indicate that pressure decreases in the 
outflow direction and remains constant in the injecting direction. Inviscid (solid 
lines) and viscous (dashed lines) flow results are practically overlapped.  
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Figure 5.29 :   Iso-Mach contours (not to scale) 
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Figure 5.30 :   Iso-pressure contours (not to scale) and streamlines  
In this section, an injection-induced flow in a two-dimensional duct is simulated for 
validation of the present flow solver. Axial distributions of temperature and static 
pressure at symmetry and injection boundaries are predicted well. Computed velocity 
profiles agree analytical solutions.  
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5.1.3. Cold flow in a nozzleless solid rocket motor  
Numerical results presented in this section validate the accuracy and computational 
efficiency of the present flow solver for simulating laminar flow in a nozzleless 
SRM, which is a 2-D planar, porous walled duct closed at one end (head-end) and 
with a divergent section with solid walls at the other end (Figures 5.31). This setup is 
called ONERA86, which is developed at ONERA [15]. Flow inside the duct is 
induced from mass injection only. Length of the duct is 0.48m. and the half-height is 
0.01m. Diverging part has a length of 3.2 cm and a semi-angle equal to 15 degrees. 
The expansion area ratio is 1.86. Computational grid has 320x32 cells with strong 
refinement at the throat section. The grid spacing next to the injecting wall is 0.0003 
duct height lengths.  
 
Figure 5.31 :   Nozzleless rocket motor and boundary conditions  
Air at a temperature of 260 K and at a mass flux of 2 113 kgm s− −  is injected while the 
injection Reynolds number is 7840. The mean flow Reynolds number based on throat 
conditions was approximately 61.5 10x . Previously Traineau et al. performed an 
experimental study and obtained experimental data including static pressure 
measurements, mean velocity profiles, turbulence intensity, and Reynolds stress 
profiles [15]. They also obtained two-dimensional Euler solution using finite volume 
method and showed that they agree with experiment. Liou and Lien simulated 
laminar flow numerically by solving compressible Navier-Stokes equations directly 
and showed that laminar flow simulations provided a significant improvement in 
predicting mean-velocity profiles [25]. Later, extensive research was performed 
using various turbulence models and Large Eddy Simulation [20, 22, 23, 26]. In this 
study, multigrid computation for laminar flow simulation is performed using three 
grid levels with FMG and bilinear interpolation.  
Figure 5.32 presents residual and mass ratio histories. Steady state solution is 
reached within almost 6500 iterations.  
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Figure 5.32 :   (a) Residual and (b) mass ratio histories  
Figure 5.33 compares the static pressure, normalized with respect to head-end 
pressure, along the symmetry boundary with experimental data. Computed results 
agree well with the experiment within the region X/L<0.4 where the flow is 
incompressible. Slight deviations occur in the downstream region where the flow is 
turbulent. Similar pressure distributions are computed in previous studies [15, 25].  
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Figure 5.33 :   Static pressure distribution along the symmetry boundary  
Figure 5.34 compares the mean axial velocity distribution along the symmetry 
boundary with experimental data. Computed results agree very well with 
experimental data within the region X/L<0.4. However, discrepancy is observed 
within the second half of the duct, where the flow is turbulent. Similar velocity 
distributions are observed in previous studies as well [15, 25].  
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Figure 5.34 :   Axial velocity distribution along the symmetry boundary  
Figure 5.35 compares the computed velocity profiles with the experimental data at 
six axial locations. At locations 1 and 2 (x/h=3.5 and x/h=19), the computed profiles 
are slightly different from experimental data. However, they are in agreement with 
the analytical results of Ref. [7] since these locations reside in the low Mach number 
region. At location 3 (x/h=28.5), the computed profile deviates from experimental 
and analytical results. At location 5 (x/h=45.5), the centerline flow is sonic and the 
predicted profile tends towards experiment again. At location 6 (x/h=47), flow is 
supersonic and the compressibility effects flatten axial velocity profiles so that they 
are in agreement with experimental data. Similar observations are also made in Refs. 
[15, 25].  
Figure 5.36 presents iso-pressure contours. Large axial pressure gradients occur at 
the injecting boundary near the wall due to high flow acceleration and along the 
symmetry boundary in the diverging section. High pressures at the upstream of the 
diverging section decrease quickly as the flow is suddenly accelerated in the 
diverging section. Flow accelerates through the duct and reaches the supersonic 
conditions at the nozzle exit (Figure 5.37).  
In this section, an injection-induced laminar flow in a two-dimensional nozzleless 
rocket motor is simulated by solving preconditioned form of compressible Navier-
Stokes equations. Static pressure and axial velocity distributions along the symmetry 
boundary are computed accurately. In the second half of the duct, compressibility 
effects flatten axial velocity profiles so that they are similar to experimental ones. 
Similar observations are also made in Refs. [15, 25].  
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Figure 5.35 :   Normalized axial velocity distributions  
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Figure 5.36 :   Normalized static pressure contours near diverging section  
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Figure 5.37 :   Mach number contours near diverging section  
5.2. Time Dependent Computations  
The numerical results given here demonstrate the accuracy and computational 
efficiency of the present flow solver for the computation of unsteady flows. The first 
two test cases for the verification assessment of the proposed DTS algorithm are the 
flows past a circular cylinder and past a blunt flat plate. For both cases, the flow is in 
laminar regime and started from steady conditions. Multigrid calculations are first 
done on coarse grid level to speed up the vortex shedding instability, and then fine 
grid computations are performed with smaller time step. The induced vortices are 
shed from upper and lower surfaces successively resulting the well known Karman 
vortex street. Strouhal number, which is a dimensionless frequency, is given by 
( )St f D U= , where D is the diameter, U is the free stream velocity and f is the 
frequency of the vortex shedding. Convergence criterion in pseudo time is based on 
L2 norm of density and was set to 10-4. Further reduction in convergence criterion 
did not improve the solution accuracy noticeably. For cylinder and flat plate cases, a 
continuity condition is enforced along the wake cut of the O-type grid. At the solid 
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walls, velocity components are zero (no-slip). Characteristic boundary conditions are 
applied to far field boundaries. Third and fifth test cases for flow solver validation 
involve laminar flow simulations in duct and SRM with propellant regression on 
fixed and deforming grids, respectively. The fourth test case for the verification 
assessment of ALE method and grid perturbation algorithm is the flow simulations 
about an oscillating airfoil. For the duct and SRM cases, mass flow rate and surface 
temperature are assigned to compute injection velocity. For the duct case, sinusoidal 
pressure perturbation is added to a constant static pressure that is assigned at the 
outflow boundary. First-order extrapolations are used in case of supersonic outflow 
in the SRM case. For oscillating airfoil case, a continuity condition is enforced along 
the wake cut of the C-type grid. At the solid walls, flow tangency is maintained in 
case of Euler computations and the velocity components are zero (no-slip) in case of 
Navier-Stokes computations. Characteristic boundary conditions are applied to far 
field boundaries. For these three test cases, convergence criterion in pseudo time is 
based on L2 norm of density and was set to 10-3. Further reduction in convergence 
criterion did not improve the solution accuracy noticeably. Steady state solutions are 
used as an initial condition. For all test cases, a sensitivity study is carried out 
including the effects of both grid density and physical time step. Grid and time step 
independent results are presented only. V-cycle procedure with three grid levels is 
used in all computations in order to execute the multigrid strategy.  
5.2.1. Flow past a circular cylinder  
Near incompressible (M=0.05 and M=0.1) and compressible (M=0.3) low subsonic 
laminar flows past a circular cylinder are studied to show the efficiency of novel 
DTS algorithm in calculating low Mach number flows. For all cases Reynolds 
Number, which is based on the free-stream velocity and the cylinder diameter, is 
200. A physical time step, which corresponds to about 50 steps for each period of 
vortex shedding, is used to obtain solutions. Smaller physical time step results in 
faster convergence rate in pseudo time. Larger time steps fail to resolve flow 
properties. O-type computational grid with 256x128 cells is used in all computations 
(Figure 5.38). The farfield boundary is located 20 diameters away from the cylinder. 
The spacing between the first grid point and the solid surface is 0.002D.  
Figures 5.39 presents a typical convergence history and the time evolution of 
aerodynamic forces at various flow Mach numbers. Periodic oscillations in 
aerodynamic forces indicate vortex shedding phenomena.  
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Figure 5.38 :   Computational grid, (a) global view (b) close-up view  
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Figure 5.39 :   (a) Residual history and (b-d) time evolution of aerodynamic forces 
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Figure 5.40 :   Convergence rates in a physical time step 
Figure 5.40 (a) presents the convergence rates in pseudo time for preconditioned and 
non-preconditioned schemes. When a small physical time step is used, 
preconditioning does not improve the convergence rate significantly, since the CPU 
time required for a pseudo time step gained due to preconditioning is not significant 
in comparison to non-preconditioned scheme. However, the numerical accuracy is 
improved, since the artificial dissipation is scaled. The gain in overall computational 
time might be improved, if the residual is to be reduced more than four levels. Figure 
5.40 (b) presents the convergence rates of preconditioned scheme in pseudo time for 
small and large time steps. Large time step is obtained by doubling the small time 
step. Smaller physical time step results in a faster convergence rate in pseudo time. 
The computed Strouhal number and aerodynamic coefficients agree with numerical 
solutions and experimental data given in Table 5.12. As Mach number decreases, 
Strouhal number and lift slightly increase in present computations.  
Table 5.12 :   Comparison of results, Re=200  
 Present Ref. [55] 
Ref. 
[132] 
Ref. 
[133] 
Ref. 
[134] 
M=0.05 0.197 
M=0.1 0.194 Strouhal Number M=0.3 0.192 
0.193 0.192 0.185 0.19 
M=0.05 ±0.701 
M=0.1 ±0.665 Cl 
M=0.3 ±0.639 
±0.64 ±0.69 ±0.65  
M=0.05 1.11±0.04 
M=0.1 1.11±0.041Cd 
M=0.3 1.15±0.04 
1.19 
±0.042 
1.31 
±0.049 
1.23 
±0.050 1.30 
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Figure 5.41 :   Isomach contours during one cycle of the Karman vortex shedding, 
(M=0.1, Re=200)  
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Isomach contours during one cycle of the Karman vortex shedding are plotted in 
Figure 5.41. t/T=0 and t/T=1 correspond to the locations in time where maximum 
value of lift is calculated.  
In this section, capability of the present flow solver, which incorporates a low Mach 
number preconditioning and dual time stepping method to accurately calculate 
unsteady laminar flows at wide range of Mach numbers, was investigated [135, 136]. 
The present flow solver implements a novel DTS algorithm and works efficiently in 
solving near incompressible as well as compressible subsonic flows with time 
accuracy. Computational results agree well with the experimental data [134, 137]. 
When the physical time step is sufficiently small, preconditioning technique does not 
improve the convergence rate significantly. However, the solution accuracy is 
improved owing to scaled artificial dissipation. Similar observations are made in a 
previous study [94].  
5.2.2. Flow past a blunt flat plate 
The capability of novel DTS algorithm for handling wide range of flow speeds is 
assessed by calculating from low subsonic (M=0.43) to high subsonic (M=0.8) 
laminar flows past a flat plate. Flat plate has end caps, whose diameter is 1m. The 
ratio of diameter to plate length including end caps is 0.03. O-type computational 
grid with 680x192 cells is used in all computations (Figure 5.42). The farfield 
boundary is located at a distance of 15 plate lengths. The spacing between the first 
grid point and the solid surface is 0.001D. A physical time step, which corresponds 
to about 70 steps for each period of vortex shedding, is used to obtain solutions.  
(a)
    
(b)
 
Figure 5.42 :   Computational grid (a) global view (b) close-up view 
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Table 5.13 presents the Reynolds Numbers, which are based on the free-stream 
velocity and the plate length. Predictions of the Strouhal numbers agree well with 
experimental data [138]. Although coarser grid is used in this study, calculated 
Strouhal numbers are in better agreement with experimental data in comparison to 
those presented in Ref. [139]. The use of smaller physical time step will improve the 
solution accuracy of numerical results presented in Ref. [139].  
Table 5.13 : Comparison of Strouhal Numbers 
0.43M∞ =  0.61M∞ =  0.80M∞ =  
 5Re 5.3 10l x=  5Re 6.5 10l x=  5Re 7.5 10l x=  
Present  0.193 0.185 0.172 
Ref. [138] 0.196 0.189 0.178 
Ref. [139] 0.246 0.211 0.190 
Figure 5.43 presents time evolution of aerodynamic forces and iso-Mach contours 
past flat plate. Periodic oscillations in aerodynamic forces indicate vortex shedding 
phenomena.  
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Figure 5.43 :   (a) Aerodynamic forces and (b) iso-Mach contours (M=0.61)  
Figure 5.44 indicates iso-Mach contours at leading and trailing edges. The fore and 
aft separation and vortex street formation are evident.  
In this section, capability of the present flow solver, which incorporates low Mach 
number preconditioning and a novel dual time stepping algorithm to accurately 
calculate unsteady laminar flows at wide range of Mach numbers, was investigated 
[135]. The present flow solver efficiently solves from low subsonic to high subsonic 
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laminar flows with time accuracy. Computational results agree well with the 
experimental data [138].  
(a)
    
(b)
 
Figure 5.44 :   Iso-Mach contours at (a) leading and (b) trailing edges (M=0.61)  
5.2.3. Flow in a duct with side wall mass injection  
This case shows the efficiency of novel DTS algorithm for use in the simulation of 
periodic oscillations inside a duct with side wall mass injection. The geometry, 
physical and boundary conditions are similar to those used in Section 5.1.2 except 
that sinusoidal pressure perturbation is added to the outflow boundary in the form:  
( )( ) 1 2Sp t p Sin ftθ π= +⎡ ⎤⎣ ⎦  (5.4) 
where 150Sp = kpa, 0.01θ =  and 343f =  Hz. The flow is in laminar regime and 
injection Reynolds number is 2550. Steady state solution obtained in Section 5.1.2 is 
used as an initial condition for the unsteady computation.  
Unsteady computation is performed for a time period of 45ms, corresponding to 15 
periods of oscillation. The physical time step is 53 10dt x −= s. Figure 5.45 presents 
the residual history at the last three steps of the 15th cycle of the computation. Fast 
convergence rate is attributed to use of multigrid method.  
The time evolution of pressure at the outflow ( / 1x L = ) and at the head-end 
boundaries ( / 0x L = ) along the injection boundary ( / 0y h = ) are presented in 
Figure 5.46.  
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Figure 5.45 :   Residual history 
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Figure 5.46 :   Time history of pressure at (a) outflow and (b) head-end boundary 
Pressure perturbation added to outflow boundary propagates through the duct 
towards the head-end boundary. A periodic oscillation at the head-end is reached 
after almost 25ms (eight periods). The initial delay in pressure oscillation at the 
head-end boundary occurs owing to the time required for wave traveling from 
outflow boundary to the head-end boundary.  
Time evolution of u-velocity at different lateral positions of the mid duct 
( / 0.5x L = ) are presented in Figure 5.47. The mean value for the u-velocity 
increases with the lateral position. The highest amplitude in the oscillations occurs 
between / 0.0338y h =  and / 0.1482y h = , which lies in the proximity of the 
injection boundary. Similar observations are made in previous studies [35, 131].  
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Figure 5.47 :   Time history of u? -velocity at / 0.5x L =  
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Figure 5.48 :   Time history of v? -velocity at / 0.5x L =  
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The time evolution of v-velocity at the same lateral positions of the mid-duct 
( / 0.5x L = ) are presented in Figure 5.48. The mean value for the v-velocity 
decreases with the lateral positions. Similar observations are made in previous 
studies [35, 131]. 
5.2.4. Flow past an oscillating NACA 0012 airfoil  
The numerical results presented in this section validate the accuracy and 
computational efficiency of the present flow solver, which employs ALE form of 
time dependent governing equations and GCL, for solving flow problems with 
moving boundaries on deforming grids. Inviscid and viscous flows past a NACA 
0012 airfoil pitching about its quarter-chord are simulated. Algebraic model of 
Baldwin and Lomax is used for turbulence closure. Grid deformation method is 
assessed by comparing numerical solutions with those computed using grid rotation. 
Table 5.14 presents physical conditions and parameters used in AGARD test cases 
[140]. The airfoil incidence is defined as a function of time as  
( ) ( )0 sinmt tα α α= + ω ,  (5.5) 
where mα  is the mean incidence, 0α  is the pitch amplitude and ω  is the angular 
frequency given as  
[ ]2         /kU c rad s∞ω = .  (5.6) 
k  is the reduced frequency, c  is the chord length and U∞  is the free stream velocity.  
Table 5.14 :   Physical conditions and parameters, AGARD test cases  
 M∞  Re∞  (deg.)mα  0 (deg.)α  k  
CASE 1 0.6 4.8x106 2.89 2.41 0.0808 
CASE 5 0.755 5.5x106 0.016 2.51 0.0814 
Numerical results presented in this section are obtained using C-type grid with the 
farfield boundary located at a distance of 15 chord lengths away from the airfoil. 
Inviscid grid involves 160x32 cells with 96 cells on the airfoil (Figure 5.49). The 
spacing between the first grid point and the airfoil surface is 0.003c at the leading 
edge and is 0.01c at the trailing edge. Viscous grid involves 320x64 cells with 192 
cells on the airfoil. The spacing between the first grid point and the airfoil surface is 
 80
3x10-6c at the leading edge and is 5x10-6c at the trailing edge. A physical time step, 
which corresponds to about 75 steps per complete cycle of the airfoil, is used to 
obtain time dependent solution. Larger physical time steps corresponding to a 
minimum of 40 steps per cycle can be used without loss of solution accuracy. Steady 
flow solution computed at the mean incidence is used as an initial guess to unsteady 
computations. While the airfoil is pitching, farfield boundary is kept stationary at 
each time step in case of grid deformation whereas whole grid is rotated rigidly in 
case of grid rotation.  
 
Figure 5.49 :   Computational grid at 2.526 degrees of incidence 
Figure 5.50 indicates the convergence histories at the last three time steps of the 
fourth cycle of Euler and Navier-Stokes computations. Fast convergence rates in the 
computations are obtained owing to the use of multigrid method.  
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Figure 5.50 :   Convergence history – (a) inviscid and (b) viscous flows (CASE 1)  
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Figure 5.51 :   Normal force vs. incidence angle – (a) CASE 1 and (b) CASE 5  
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Figure 5.52 :   Normal force (a, c) and pitching moment (b, d) vs. incidence angle  
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Euler and Navier-Stokes solutions become periodic after an initial hysterisis and the 
following cycle (Figure 5.51). Normal force and pitching moment coefficients have 
two values at a given incidence depending on whether the airfoil is pitching up or 
down. Figures 5.52 (a) and (b) present the normal force and pitching moment 
coefficients (about 0.273c) computed at the fourth cycle of Euler and Navier-Stokes 
computations for Case 1. Normal force is overestimated in case of Euler 
computations. The difference in the normal force between Euler computation and 
experiment can be attributed to the absence of viscous effects. In case of Navier-
Stokes computations, normal force and moment coefficient are in good agreement 
with experiment. Slight differences between Navier-Stokes computation and 
experiment appearing at high incidences may be attributed to the use of algebraic 
turbulence model and to the exclusion of viscous drag. No significant difference 
between aerodynamic coefficients computed using grid deformation and grid rotation 
is observed (Figures 5.52 (a) and (b)).  
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Figure 5.53 :   Pressure distributions in various instants (CASE 1)  
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While the airfoil incidence is increasing, a shock wave appears on the upper surface 
(Figure 5.53). Shock wave is captured well and pressure distributions past the airfoil 
agree well with experiment at all incidences. The present results agree well with 
experiment [140] and numerical data presented in Ref. [50, 141]. Figures 5.52 (c) 
and (d) present the normal force and pitching moment coefficients (about 0.25c) 
computed at the fourth cycle of Euler and Navier-Stokes computations for Case 5. 
Normal force is underestimated in all computations. However, no significant 
difference between aerodynamic coefficients computed using grid deformation and 
grid rotation is observed (Figures 5.52 (c) and (d)). The difference in normal force 
and moment coefficient between Euler computation and experiment may be 
attributed to far upstream prediction of shock location (Figure 5.54). Large 
differences in moment coefficients between Navier-Stokes computation and 
experiment may be attributed to the use of algebraic turbulence model and to the 
exclusion of viscous drag.  
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Figure 5.54 :   Pressure distributions in various instants (CASE 5)  
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While the airfoil is pitching, a shock wave appears on the upper and lower surfaces 
in succession and shock wave location moves around 0.25c (Figure 5.54). The shock 
waves get sharper as the incidence angle increases. The present results agree well 
with experiment [140] and numerical data presented in Ref. [141-143].  
In this section, time-dependent equations, which are written for an ALE system, were 
solved using an implicit dual time-stepping method. GCL compliant ALE time-
stepping scheme, which retains on deforming grids the nonlinear stability and the 
second order time-accuracy achieved on stationary grids, was used. GCL was solved 
concurrently with the time-dependent equations. The face normal integrated 
velocities, cell volumes and cell face normal vectors are evaluated at the n+1 time 
level as proposed by dual time stepping method. A perturbation method based on 
algebraic Transfinite Interpolation (TFI) was used for rapid generation of structured 
deforming grids at each time step.  
Numerical results from Euler and Navier-Stokes computations agree with experiment 
[140]. Good agreement between numerical results computed using grid deformation 
and grid rotation indicate that grid deformation and GCL compliant novel ALE time-
stepping scheme have no detrimental effect on the solution accuracy [144]. Time step 
is selected based on the numerical accuracy considerations and not on the stability 
restrictions. The computation of unsteady viscous flows with the GCL compliant 
ALE time-stepping scheme involves no further treatment other than boundary 
condition at no-slip walls, since the viscous fluxes are not affected by the grid motion 
and the GCL needs no further treatment for viscous flows.  
5.2.5. Cold flow in a solid rocket motor involving propellant regression  
Numerical results presented in this section validate the computational efficiency of 
the present flow solver for simulating laminar flows in an SRM with and without 
propellant regression. Figure 5.55 indicates the SRM geometry, which is a 2-D 
planar duct closed at one end (head-end) and with a Laval nozzle at the other end. 
This setup is called ONERAC1, which is developed at ONERA [145]. Length of the 
SRM is 0.47m and the half-height is 0.045m with 0.2m length propellant grain.  
 
Figure 5.55 :   Sketch of ONERAC1 test case 
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This case concerns simulation of self-sustained vortex shedding phenomenon. At the 
right-hand-side of the propellant grain, there exists a sheared flow, which produces 
vortex shedding [146]. This vortex shedding can interact with acoustic waves in a 
confined chamber to produce pressure oscillations [147]. Vortex shedding inside 
ONERAC1 geometry was investigated previously by solving unsteady Navier-Stokes 
equations using explicit-implicit predictor-corrector MacCormak scheme with and 
without turbulence model [35, 148]. Both calculations were based on cold flow 
assumptions. Recently, hot-flow results were reported [34].  
Computational grid has 328x32 cells (Figure 5.56). Grid density is increased in the 
second half of the chamber, where the vortex shedding takes place. The grid spacing 
next to the injecting wall is 0.011 half-height lengths.  
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Figure 5.56 :   Computational grid and boundary conditions  
Mass flux of 2 121.201 kgm s− −  air is injected on the propellant surface (Table 5.15). 
Injection temperature is 3387 K.  
Table 5.15 :   Physical conditions, ONERAC1 test case [145] 
3( / )p kg mρ  ( / )r m s?  ( / )m kg ms  ( )injT K ( / )kg msμ  ( / )R j kgK  γ  Pr
1633 313 10x −  21.201 3387 518 10x −  299.53 1.14 1.0
First, steady state Euler solution is computed to use as an initial condition to 
unsteady computation. Figure 5.57 presents residual and mass flow ratio (mass 
injected /mass outflow) histories. Steady state solution is attained almost within 2500 
iterations. Figure 5.58 compares iso-pressure (in bar) and iso-Mach contours 
computed in this study with those presented in Ref. [145]. Pressure slightly decreases 
in the outflow direction in the propellant section and remains almost constant in the 
solid wall section of SRM. A rapid change in pressure occurs in the nozzle section. 
Iso-Mach contours indicate the flow acceleration in the outflow direction. The flow 
is supersonic at the downstream of the nozzle throat (Figure 5.59). Computed iso-
contours agree very well with those presented in Ref. [145]. Figure 5.60 indicates 
pressure and temperature distribution along symmetry and propellant surface.  
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Figure 5.57 :   Histories of (a) residual and (b) mass ratio 
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Figure 5.58 :   Comparison of present (a) iso-pressure (Δp=0.1 bar) and (b) iso-Mach 
contours (ΔM=0.05) with those in Ref. [145] 
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Figure 5.59 :   Iso-Mach contours in the nozzle section 
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Figure 5.60 :   Distributions of (a) pressure and (b) temperature  
Unsteady laminar flow solution is computed starting from steady state Euler solution. 
Physical time step used is 52 10x − s. Figure 5.61 presents time history of head-end 
pressure. A periodic oscillation of head-end pressure is reached after almost 32 ms. 
Computed pressure oscillations agree with those presented in Refs. [145, 148].  
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Figure 5.61 :   Time history of head-end pressure: (a) full solution, (b) close-up view  
Figure 5.62 presents iso-v-velocity contours and streamlines during one cycle of 
vortex motion. t/T=0.0 and t/T=1.0 correspond to the locations in time where head-
end pressure reaches to a maximum. At the right-hand-side of the propellant grain, 
there exists a sheared flow, which is unstable due to large velocity gradient. The 
shear flow results in a periodic vortex formation. Vortices propagate in the outflow 
direction, and when they hit the nozzle, generate an acoustic disturbance. The 
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acoustic disturbance propagates towards the grain and perturbs the shear layer so that 
a self-sustained vortex formation occurs.  
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Figure 5.62 :   Vortex motion during one cycle oscillation  
Next, laminar flow inside SRM involving propellant regression is simulated. A 
constant regression rate of the propellant grain is adopted in the computation (Table 
5.15). Total simulation time until all propellant is consumed is 1.1539 s. Physical 
time step used is 52 10x − s.  
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Figure 5.63 :   Convergence history   
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Figure 5.63 indicates the convergence history at the last three time steps of the 
computation. The fast convergence in the computation is achieved by the use of 
multigrid method. Figure 5.64 and 5.65 indicate time history of mass ratio and head-
end pressure, respectively. A periodic oscillation of head-end pressure is reached 
after almost 60 ms and oscillations die out after almost 600 ms.  
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Figure 5.64 :   Time history of mass ratio: (a) full solution, (b) close-up view  
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Figure 5.65 :   Time history of head-end pressure: (a) full solution, (b) close-up view  
Until 600 ms, when almost half of the grain is consumed, there exists a sheared flow, 
which results in a periodic vortex formation. Vortices generate an acoustic 
disturbance as expected after they hit the nozzle. The acoustic disturbance perturbs 
the shear layer as propagating towards the grain and a self-sustained vortex 
formation occurs (Figure 5.66).  
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Figure 5.66 :   Stream lines during propellant regression  
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Figure 5.67 :   Iso-Mach contours during propellant regression  
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After 600 ms, the shear layer at the downstream of the grain becomes stable due to 
insufficiently large velocity gradient around the shear layer origin. A large 
recirculation region, which gets thicker in time, is formed spanning between grain 
and nozzle (Figure 5.66). Mach number range inside SRM varies slightly during the 
propellant regression (Figure 5.67). In this study, regression rate r?  is taken as 
constant (Table 5.14). However, regression rate varies in response to pressure inside 
the combustion chamber and changes the mass flow rate accordingly. This will 
change Mach number distribution inside SRM more noticeably during the propellant 
regression. Computed results are not validated for this case, since there are no 
experimental data or numerical results available in the open literature. However, all 
the physics (pressure oscillations and vortex formation) related to SRM simulation 
are computed well and propellant regression is modeled accurately.  
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6. CONCLUSION 
In this study, a flow solver, implementing a novel dual time stepping algorithm, is 
developed in order to simulate two-dimensional unsteady cold flow in SRMs 
involving variable internal geometry. Computation of unsteady flow at all-speeds is 
essential, since flow speed of combustion gases through an SRM ranges from 
incompressible limit to supersonic speeds and internal geometry of the SRM varies 
in time due to regression of combusting propellant surface. In this respect, present 
flow solver handles compressible form of time dependent conservation laws, written 
in ALE form, on deforming grids at low Mach numbers (M<<1) as well as at 
supersonic speeds.  
The present flow solver exploits low Mach number preconditioning technique to 
modify compressible form of Navier-Stokes equations for simulation of all-speed 
flows. Time dependent Navier-Stokes equations are written in ALE form in order to 
solve flow problems involving moving boundaries. Time dependent preconditioned 
Navier-Stokes equation in ALE form is solved by means of a novel implicit dual 
time stepping algorithm. From mathematical point of view, the use of novel DTS 
algorithm is advocated due to two issues: First; the multiplication of preconditioning 
matrix by spatial derivatives only is sufficient to equalize the convective eigenvalues. 
Second; because the source terms in the unsteady residual do not affect the range of 
wave speeds, pseudo time steps are not changed and are calculated using the matrix, 
which is obtained from the multiplication of preconditioning matrix by convective 
flux Jacobian. Compared to those available in literature, the present DTS algorithm 
has a simpler form, since it has only two matrix multiplications and no matrix 
inversion at each R-K stage. The use of dual time stepping lets the physical time step 
be selected based on the numerical accuracy criterion only. GCL compliant ALE 
time-stepping scheme, which retains on deforming grids the nonlinear stability and 
the second order time-accuracy achieved on stationary grids, is used. GCL is solved 
concurrently with the time dependent equations. The face normal integrated 
velocities, cell volumes and cell face normal vectors are evaluated at the n+1 time 
level as proposed by dual time stepping algorithm. A perturbation method based on 
algebraic TFI is used for rapid generation of deforming grids at each time step.  
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The present flow solver adopts cell-centered finite volume discretization technique. 
Convective terms are evaluated using central differencing scheme. The flux vectors 
at the midpoint of a cell face are computed by arithmetic averaging of flow variables 
at two neighboring cells. Scalar artificial dissipation model is adopted in order to 
prevent odd-even decoupling of the solution. Artificial dissipation terms are modified 
to let them scale correctly at low Mach numbers. The variables, which are required 
for the computation of viscous terms, are also averaged at a cell face. Gradients at the 
midpoints of a cell face are computed by means of Green’s theorem. The flow 
solution is advanced at the local maximum speed by using local time stepping. 
Larger time steps are allowed due to implicit residual smoothing. Multigrid method 
based on FAS scheme is implemented together with FMG in order to accelerate 
convergence of numerical solution.  
The present flow solver is well ordered such that new methods and formulations can 
be incorporated in the future. The flow solver allows internal data management such 
that number of conservative and dependent variables to be solved can be internally 
managed. Conservative and dependent variables are stored in one-dimensional arrays 
of fixed sizes, which are determined by grid size and multigrid level. A utility routine 
returns the address of requested variable depending on the multigrid level.  
Verification and validation assessments are performed to investigate the accuracy 
and computational efficiency of the present flow solver. Seven test cases involving 
steady state inviscid, laminar and turbulent flows about an NACA 0012 airfoil are 
simulated first for verification of multigrid method and preconditioning algorithm. 
Algebraic model of Baldwin and Lomax is used for turbulence closure. For each 
case, computational results agree well with experimental and numerical data. When 
multigrid scheme with bilinear interpolation on three (or four) grid levels with FMG 
is used, convergence rate is increased by a factor of about 4.7 in comparison to single 
grid solution. Convergence acceleration due to use of multigrid scheme demonstrates 
the efficiency of the scheme and indicates that multigrid scheme is successfully 
implemented into the flow solver. Likewise, numerical results regarding Euler and 
Navier-Stokes solutions demonstrate local preconditioning is very effective in 
improving both the convergence rate and the accuracy of the computations at low 
Mach numbers. Convergence rate and accuracy are independent of the free stream 
Mach number. However, convergence rate slows down in viscous flow computations 
noticeably. Possibly due to insufficient scaling of artificial terms at stagnation point, 
pressure coefficient at the stagnation point is computed to be less than 1.0 in case of 
inviscid flows. This conclusion is advocated by the pressure coefficient value 
computed in viscous flows, which has sufficient physical dissipation. The 
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convergence and the accuracy of the solutions are affected by round-off errors at 
Mach numbers below 0.001. Computed results indicate that local preconditioning 
method is successfully implemented into the flow solver.  
Second steady state simulation involves inviscid and laminar flow solutions of an 
injection-induced flow in a two-dimensional duct for validation of the present flow 
solver. Axial distributions of temperature and static pressure at symmetry and 
injection boundaries are predicted well. Computed velocity profiles agree with 
analytical solutions. Inviscid and laminar flow solutions, leading to almost same 
results, justify that viscous effects are not significant in this case.  
Third steady state simulation for flow solver validation involves laminar flow 
solution of an injection-induced flow in a two-dimensional nozzleless rocket motor. 
Static pressure and axial velocity distributions along the symmetry boundary are 
predicted well and they agree experimental data. Computed velocity profiles at 
different axial locations are compared with experimental data and analytical results. 
At locations, close to the head-end, computed profiles agree with analytical results 
since they reside in the low Mach number region. Near diverging section, axial 
velocity profiles are similar to experimental ones due to compressibility effects.  
The first two test cases for validation and verification assessment of novel DTS 
algorithm are unsteady laminar flow simulations past a circular cylinder and past a 
blunt flat plate. Computed Strouhal number and aerodynamic coefficients agree well 
with experimental data. As Mach number decreases, computed Strouhal number and 
lift increase. When the physical time step is sufficiently small, preconditioning 
technique does not improve the convergence significantly. However, solution 
accuracy is improved owing to scaled artificial dissipation. For each case, vortex 
street formation is evident. Computational results indicate that novel DTS algorithm 
work very well and the present flow solver efficiently simulates from low Mach 
number to high subsonic flows with time accuracy.  
Third case shows the efficiency of novel DTS algorithm for use in the simulation of 
periodic oscillations inside a duct with side wall mass injection. Computed results 
agree with other numerical data available in literature.  
Fourth case involves inviscid and turbulent flow simulations about NACA 0012 
airfoil pitching about its quarter-chord. Numerical results verify the implementation 
of ALE, GCL and grid deformation methods and validate the accuracy and 
computational efficiency of the present flow solver. Algebraic model of Baldwin and 
Lomax is used for turbulence closure. Computational results agree with experiment 
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showing that grid deformation and GCL compliant ALE time-stepping scheme have 
no detrimental effect on the solution accuracy. Slight differences between turbulent 
flow solution and experiment appearing at high incidences may be attributed to the 
use of algebraic turbulence model and to the exclusion of viscous drag. In the 
computations, time step is selected based on the numerical accuracy considerations 
and not stability restrictions.  
Numerical results presented in fifth case validate the accuracy and computational 
efficiency of the present flow solver for simulating laminar flows in an SRM with 
propellant surface moving due to combustion. First, steady state Euler solution is 
computed to use as an initial condition to unsteady simulations. Computational 
results indicate that pressure slightly decreases in the outflow direction in the 
propellant section and remains almost constant in the solid wall section of SRM. The 
flow is supersonic at the downstream of the nozzle throat. Next, neglecting 
propellant regression, unsteady laminar flow is computed on stationary grid starting 
from steady state Euler solution. Computed pressure oscillations indicate self-
sustained vortex shedding phenomenon and they agree with other numerical results 
available in literature. Periodic vortex shedding is resulted due to unstable sheared 
flow and acoustic disturbances. Captured vortex shedding formation agrees with 
other numerical solutions. After prediction of self-sustained vortex formation on 
stationary grids, laminar flow inside SRM involving propellant regression is 
simulated on deforming grids. In this case, a periodic oscillation of head-end 
pressure is reached after almost 60 ms and oscillations die out after almost 600 ms. 
Until 600 ms, when almost half of the grain is consumed, there exists a sheared flow, 
which results in a periodic vortex formation. After 600 ms, the shear layer at the 
downstream of the grain becomes stable due to insufficiently large velocity gradient 
around the shear layer origin. A large recirculation region, which gets thicker in time, 
is formed spanning between grain and nozzle. Mach number range inside SRM 
varies slightly during the propellant regression. Computed results are not validated 
for this case, since there are no experimental data or numerical results available in 
the open literature. However, all the physics (pressure oscillations and vortex 
formation) related to SRM simulation are computed well and propellant regression is 
modeled accurately.  
To conclude, present flow solver, exploiting the latest and efficient methods like 
ALE, GCL, preconditioning, multigrid and a novel DTS algorithm, successfully 
simulates the flow in SRM like configurations on stationary as well as deforming 
grids. Novel DTS algorithm has no detrimental effect on the solution accuracy. The 
computation of unsteady viscous flows with the GCL compliant ALE time-stepping 
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scheme involves no further treatment other than boundary condition at no-slip walls, 
since the viscous fluxes are not affected by the grid motion and the GCL needs no 
further treatment for viscous flows.  
More realistic SRM geometry is axisymmetric and segmented. Also, combustion and 
turbulence effects coexist over the significant part of combustion chamber. Hence, 
the present flow solver should be improved to involve multi-block methodology, 
parallelization capability, more accurate turbulence model and a combustion model 
as a future work.  
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APPENDIX  
A. Preconditioning Matrices  
In the case of 2-D flow of an ideal gas, transformation matrix P  and preconditioning 
matrices 1−Γ , 1−P  are defined as  
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vFR uvF v F vF
AB AB R AB ABR uF R B vF R B R
C C B C B C
−
− −⎡ ⎤⎢ ⎥− + −⎢ ⎥⎢ ⎥− + −= ⎢ ⎥⎛ ⎞ ⎛ ⎞⎢ ⎥+ − − + + − +⎜ ⎟ ⎜ ⎟⎢ ⎥⎝ ⎠⎝ ⎠⎣ ⎦
P  (A.3) 
where  
1A γ= − , (A.4) 
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PB C T= , (A.5) 
2
rC Bu= , (A.6) 
2
1
r
AD
B u
= − , (A.7) 
( )2ru ABF
C
−= , (A.8) 
1
P
G
Cρ= , (A.9) 
2 2 2q u v= + , (A.10) 
2
2
qR = . (A.11) 
Eigenvalues of the preconditioned system, which results a condition number of the 
order of one, are defined as 
1,2 x yV un vnλ = = +? ? ? , (A.12) 
( ) ( )22 2 2 23,4 11 1 42 2r r rV M V M uλ = + ± − +
? ? . (A.13) 
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