Abstract. This paper studies a class of binomial ideals associated to graphs with finite vertex sets. They generalize the binomial edge ideals, and they arise in the study of conditional independence ideals. A Gröbner basis can be computed by studying paths in the graph. Since these Gröbner bases are square-free, generalized binomial edge ideals are radical. To find the primary decomposition a combinatorial problem involving the connected components of subgraphs has to be solved. The irreducible components of the solution variety are all rational.
Introduction
Let X 0 and X in be finite sets, d 0 = |X 0 | > 1, and denote X = X 0 × X in . Let K be a field, and consider the polynomial ring R = K[p x : x ∈ X] with |X| unknowns p x indexed by X. For all i, j ∈ X 0 and all x, y ∈ X in let f i j xy = p ix p jy − p iy p jx .
For any graph G on X in the ideal I G in R generated by the binomials f i j xy for all i, j ∈ X 0 and all edges (x, y) in G is called the d 0 th binomial edge ideal of G over K. This is a direct generalization of [3] and [4] , where the same ideals have been considered in the special case d 0 = 2. For a comparison of the results of the present paper to previous results see Remark 8.
One motivation to look at generalized binomial edge ideals comes from the study of conditional independence ideals. Given n + 1 random variables X 0 , X 1 , . . . , X n , generalized binomial edge ideals correspond to a collection of statements of the form (see [3] for an explanation of the notation and further details)
where R ∪ S = {1, . . . , n}. Such statements naturally occur in the study of robustness. Implications of the algebraic study of generalized binomial edge ideals will be studied in another paper [5] , see also [3, Section 4] . Generalized binomial edge ideals also cover the conditional independence ideals associated with the intersection axiom in [2] . A different generalization of the results in [2] was recently studied in [7] . The ideals I 1 defined in [7] are special cases of binomial edge ideal.
The Gröbner basis
Choose a total order > on X in (e.g. choose a bijection X in [N] ). This induces a lexicographic monomial order on R, also denoted by >, via
To construct a Gröbner basis for I G with respect to this order the following definitions are needed: 
κ is strictly π-antitone if it is π-antitone and satisfies κ(0) > κ(r).
The notion of π-antitonicity also applies to paths which are not necessarily admissible. However, since admissible paths are injective (i.e. they only pass at most once at each vertex), in the admissible case it is possible to write κ(ℓ) instead of κ(s), if ℓ = x s .
To any x < y, any path π : x = x 0 , x 1 , . . . , x r = y from x to y and any function κ : {0, . . . , r} → X 0 associate the monomial 
This explains why in the definition of G the point x is associated to the index κ(y), and vice versa. The main idea of the proof of Theorem 2 is that reduction modulo G changes the association of the indices {i k } and the points {x k } until the resulting monomial is minimal. The following lemma is a first step: Proof. Let τ : y 0 , . . . , y s be a minimal subpath of π with respect to the property that the restriction of κ to τ is not τ-antitone. This means that κ is τ 0 -antitone and τ s -antitone, where τ 0 = y 1 , . . . , y s and τ s = y 0 , . . . , y s−1 . Assume without loss of generality that y 0 < y s , otherwise reverse τ. The minimality implies that κ(y 0 ) < κ(y s ). It follows that τ is admissible: By minimality, if
Thenκ is τ-antitone, and ini < (u˜κ τ f˜κ
Proof of Theorem 2. The proof is organized in three steps.
Step
belongs to I G is by induction on r. Clearly the assertion is true if r = 1, so assume r > 1. Let A = {x k : x k < x} and B = {x ℓ :
Suppose A ∅ and set x k = max A. The two paths π 1 :
Let κ 1 and κ 2 be the restrictions of κ to π 1 and π 2 . Let a = κ(r), b = κ(0) and c = κ(k). The calculation
implies that u κ π f ab xy lies in the ideal generated by u
By induction it lies in I G . The case B ∅ can be treated similarly.
Step 2: G is a Gröbner basis of I G . Let π : x 0 , . . . , x r and σ : y 0 , . . . , y s be admissible paths in G with x 0 < x r and y 0 < y s , and let κ and µ be π-and σ-antitone. By Buchberger's criterion it suffices to show that the S -pairs S :
. S is homogeneous with respect to the multidegrees given by Step 
Corollary 4. I G is a radical ideal.
Proof. The assertion follows from Theorem 2 and the following general fact: A homogeneous ideal that has a Gröbner basis with square-free initial terms is radical. See the proof of [3, Corollary 2.2] for details.
The primary decomposition
Since I G is radical, in order to compute the primary decomposition of the ideal it is enough to compute the minimal primes. From this it will be easy to deduce the irreducible decomposition of the variety V G of I G in the case of characteristic zero. The following definition is needed: Two vectors v, w (living in the same K-vector space) are proportional whenever v = λw or w = λv for some λ ∈ K. A set of vectors is proportional if each pair is proportional. Since λ = 0 is allowed, proportionality is not transitive: If v and w are proportional and if u and v are proportional, then u and w need not proportional, because v may vanish. Let V G be the variety of I G , which is a subset of K X 0 ×X in . As usual, elements of K X 0 ×X in will be denoted with the same symbol p = (p ix ) i∈X 0 ,x∈X in as the unknowns in the polynomial ring R = K[p ix : (i, x) ∈ X 0 × X in ]. Any p ∈ K X 0 ×X in can be written as a d 0 × |X in |-matrix. Each binomial equation in I G imposes conditions on this matrix saying that certain submatrices have rank 1. For a fixed edge (x, y) in G the equations f i j xy = 0 for all i, j ∈ X 0 require that the submatrix (p kz ) k∈X 0 ,z∈{x,y} has rank one. More generally, if K ⊆ G is a clique (i.e. a complete subgraph), then the submatrix (p kz ) k∈X 0 ,z∈K has rank one. This means that all columns of this submatrix are proportional. The columns of p will be denoted byp x , x ∈ X in . A point p lies in V G if and only ifp x andp y are proportional for all edges (x, y) of G.
Even if the graph G is connected, not all columnsp x must be proportional to each other, since proportionality is not a transitive relation. Instead, there are "blocks" of columns such that all columns within one block are proportional. For any subset Y ⊆ X in denote by G Y the subgraph of G induced by Y. Then:
• A point p lies in V G if and only ifp x andp y are proportional whenever x, y ∈ S lie in the same connected component of G S , where S = {x ∈ X in :p x 0}. Let V G,Y be the set of all p ∈ K X 0 ×X in for whichp x = 0 for all x ∈ X in \ Y and for whichp x andp y are proportional whenever x, y ∈ X in lie in the same connected
The sets V G,Y are rational irreducible algebraic varieties: is a 2×2 determinantal ideal. It is a classical (but difficult) result that this ideal is the defining ideal of a Segre embedding, and that it is prime (see [6] for a rather modern proof). In fact, both Proof. First, assume that K is algebraically closed. By (1) and Lemma 5 it suffices to show that the condition on Y stated in the theorem characterizes the maximal sets V G,Y in the union (1) (with respect to inclusion). This follows from Lemma 6.
If K is not algebraically closed, then one can argue as follows: By [1] a binomial ideal has a binomial primary decomposition over some algebraic extension field
The algebraic numbers α 1 , . . . , α k are coefficients of the defining equations of the primary components. Let K be the algebraic closure of K. Since the ideals I G,Y are defined by pure differences and since the ideals K ⊗ I G,Y are the primary components of K ⊗ I G,Y in K ⊗ R it follows that the ideals I G,Y are already the primary components of I G (in other words, the primary decomposition is independent of the base field).
Remark 8 (Comparison to [4, 3] ). Both [4] and [3] discuss Gröbner bases and primary decompositions of binomial edge ideals with d 0 = 2. Theorem 2 generalizes Theorems 2.1 from [3] and Theorem 3.2 in [4] . While the proofs in [3] and [4] use a case by case analysis, the proof of Theorem 2 is more conceptual.
The primary decomposition in Theorem 7 generalizes Theorem 3.2 from [3] . The proof of Theorem 7 relied on the irreducible decomposition of the corresponding variety, while the proof in [3] directly shows the equality of the two ideals.
Instead of describing the primary decomposition explicitly, [4] presents an algorithm to compute the primary decomposition. Since the primary decomposition of a binomial edge ideal is independent of d 0 , the same algorithm applies for all d 0 . A nice feature of the algorithm is that it works graph-theoretically.
