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We analyze the friction force exerted on a small probe particle sliding over an atomic-scale sur-
face by means of a Green-Kubo relation and classical Molecular Dynamics simulations. We find
that, on the atomic scale, the friction tensor can drastically vary as a function of position and
sliding direction. The Green-Kubo relation yields this positional and directional dependence from
equilibrium simulations of the time dependent covariance of force acting on the probe. We find,
unexpectedly, that the positional and directional dependence of energy dissipation is related to the
(much simpler) static force covariance, especially in the limit where the probe only mildly perturbs
the surface particles. In contrast, the (free) energy landscape experienced by the probe is in general
not a good indicator of local dissipation. We also discuss optimization strategies making use of the
locally and directionally resolved friction tensor. This enables us to find optimal sliding paths and
velocity protocols, e.g., minimizing energy dissipation, between two points on the surface in a given
time.
I. INTRODUCTION
One of the “fruit fly” models of sliding friction is the
Prandtl-Tomlinson (PT) model [1, 2], which considers a
single particle being dragged over a modulated potential
landscape. Despite its simplicity, the PT-model captures
certain aspects of atomic-scale friction quite well, the typ-
ical experimental realization being the tip of an atomic
force microscope (AFM) moved over a surface [3–6]. For
the PT-model, the friction force required to maintain a
constant sliding velocity is linearly proportional to the
sliding velocity with the proportionality constant being
the friction coefficient [1, 7–11]. This linear relation holds
provided that the sliding velocity is small, which is the
so-called linear response regime. It has been found, in
experiments, not only that the friction force depends on
the direction of sliding [12, 13], but also that it varies in
space [14–17]. The observation that friction is spatially
varying is quite remarkable because it implies that the
friction coefficient is not simply a constant, but a func-
tion of position and sliding direction. For some sliding
direction of interest, the friction coefficient appearing in
the linear response relation should thus be regarded as
a spatial average over all the positions that are sampled
along the sliding path.
In this manuscript, we present theory and Molecular
Dynamics simulations to unravel the full functional form
of the friction coefficient (more accurately: a tensor) cap-
turing the above mentioned spatial and directional de-
pendencies. We do this for a small probe particle sliding
over a crystalline model surface. Our theory is at the
level of linear response, where, as it turns out, the po-
sitional and directional dependencies already markedly
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appear. The theory treats friction as being the manifes-
tation of a stochastic process, as was already pointed out
by Prandtl [1], and it naturally leads to a formulation in
terms of stochastic Langevin equations [7, 10, 18–21].
In line with this interpretation, we use the famous con-
cept of Green-Kubo relations [18, 22–31] to describe the
linear response, i.e., the regime of small sliding velocities.
Our approach is, in particular, parallel with the work
of Gauthier and Tsukada [18], employing a Green-Kubo
relation to obtain energy dissipation originated from the
motion of a probe.
The Green-Kubo relations allow to extract the local
friction tensor from equilibrium thermal fluctuations of
surface particles measured with the probe held at rest.
This concept is found to be of practical advantage, pro-
ducing results of higher statistical quality as compared
to the “conventional” method of performing an explicit
non-equilibrium simulation.
We find that, for the case of a probe particle slid-
ing over an fcc (111)-surface, the friction tensor is a
pronounced function of space and direction. This de-
pendence can be understood from the mentioned Green-
Kubo relations, which yield the friction tensor in terms
of three characteristic properties: the frequency of fluc-
tuations [32], the relaxation time of fluctuations, and the
covariance function of forces measured at equal times.
Employing a weak coupling limit, where the probe is
weakly coupled to the surface, we demonstrate that the
former two hardly depend on the local position, so that
the positional and directional variation of friction is en-
tirely captured by the force-force covariance function at
equal times. The latter is a static (as well as equilib-
rium) property of the system, and thus, independent of
e.g., the mass of the surface particles. Intriguingly, we
observe that the (free) energy landscape of the probe (a
quantity that is experimentally accessible [14]) is gener-
ally not related to the local dependence of the friction
tensor.
The Green-Kubo relations directly yield the dissipa-
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FIG. 1. A schematic of the system. The blue circle repre-
sents a probe particle at position x(t) that is moved with a
prescribed velocity v := dx(t)/dt . The red circles represent
substrate atoms which interact with each other via permanent
nearest neighbor bonds. In addition, there is a short-ranged
interaction between substrate atoms and probe particle. Since
the substrate atoms thermally fluctuate about their equilib-
rium lattice positions, the interaction potential U(x(t); t) ex-
perienced by the probe is a stochastic variable.
tive parts of a sliding process, through which we address
the question of the amount of dissipated energy under
motion. The mentioned directional and positional de-
pendencies thereby lend themselves to the possibility of
optimizing the trajectory under the constraint of moving
from one point to the other in a given amount of time.
Such optimization concerns, on the one hand, the path,
so that, under certain conditions, a detour is beneficial.
On the other hand, it concerns the moving velocity, for
which we derive conditions for minimal dissipation.
The paper is organized as follows. In Section II, we
introduce the theoretical background and the rationale
of our analysis. Section III explains our simulation setup
and the relevant parameters. In Section IV, we first val-
idate the locally resolved Green-Kubo relation, and then
discuss the origin of the positional and directional depen-
dence of friction. Thereafter, we present the optimization
of energy dissipation by means of both path and velocity
protocol. The concluding remarks can be found in Sec-
tion V.
II. SETUP AND THEORETICAL
BACKGROUND
Our setup, schematically shown in Fig. 1, consists of
a probe being moved over a surface. The motion of the
probe is prescribed, that is, the probe position x(t) as
a function of time t is controlled and given (the driving
protocol). The probe interacts with the substrate atoms
via a potential, which is a function of the probe position
and the positions of the substrate atoms. Due to ther-
mal motion of the substrate atoms, the potential energy
experienced by the probe, U(x; t), explicitly depends on
time in a stochastic manner. The key observable of inter-
est is the force F felt by the probe due to the substrate
atoms,
F (t) = −∇xU(x; t) |x(t) . (1)
In general, the resulting force depends on the details of
the driving protocol. For simplicity, we consider, in what
follows, a protocol whereby the probe moves with con-
stant velocity parallel to the xy-plane (more general cases
pose no additional principle challenges, as long as the
driving velocity remains small). The system at time t is
then characterized by the position x(t) of the probe and
its velocity v. If the probe is at rest (v = 0), the system
will be in thermal equilibrium. We denote the average
force by 〈F 〉(0)x , which, in general, depends on the posi-
tion x. The connection to the corresponding free energy
F(x) as a function of the probe position is then given by,
〈F 〉(0)x = −∇xF(x). (2)
For finite sliding velocity v, the system is out of equilib-
rium, and the average force 〈F 〉(v)x will now differ from
its equilibrium value. The force can be expanded in pow-
ers of the velocity, by means of the famous Green-Kubo
relations [18, 22–29], which here read as,
〈F 〉(v)x = 〈F 〉(0)x
− β
∫ ∞
0
〈F (t);F (0)〉(0)x dt · v +O
(
v2
)
,
(3)
with β = 1/kBT , temperature T , Boltzmann constant
kB, and 〈A;B〉 := 〈AB〉 − 〈A〉 〈B〉 the covariance ten-
sor of the vectors A and B. Note that Eq. (3) relates the
non-equilibrium force to the time dependent force covari-
ance measured in equilibrium at the given position x.
The right hand side of Eq. (3) contains even and odd
powers of v, including the equilibrium force of Eq. (2).
We may obtain a different form by subtracting the force
with the probe traveling in the opposite direction, i.e.,
with velocity carrying the opposite sign, 〈F 〉(−v)x , which
yields,
〈F 〉(v)x − 〈F 〉(−v)x =
−2β
∫ ∞
0
〈F (t);F (0)〉(0)x dt · v +O
(
v3
)
.
(4)
Eq. (4), as the equilibrium term of Eq. (2) has been
removed, yields the force related to energy dissipation,
which will be addressed in Section IVC. Eq. (4) also
misses the second order response, which is of practical
advantage when numerically evaluating the left hand side
of Eq. (4) in non-equilibrium simulations.
We now define the friction (dyadic) tensor γ as a func-
tion of x. From the right hand side of Eq. (4), it follows
that
γ(0)(x) := β
∫ ∞
0
〈F (t);F (0)〉(0)x dt , (5)
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FIG. 2. Top view on the crystal surface: Red circles rep-
resent the topmost layer of the substrate particles, and the
smaller cyan circles the layer directly below. Note the hexag-
onal structure characteristic of the (111)-plane. Lx = σ and
Ly =
√
3σ are the lengths of periodicity in the x- and y-
direction, respectively. The black dot denotes the origin of
the coordinate system with regard to which the position of
the probe particle is measured, with the corresponding slid-
ing paths considered in this work indicated as dashed lines.
which uses only thermal equilibrium quantities. In ad-
dition, the left hand side of Eq. (4) allows for a “direct”
definition in terms of non-equilibrium quantities
γ(x) :=
1
2
(
〈F 〉(−v)x − 〈F 〉(v)x
) v
v2
, (6)
where v is the magnitude of v, and Eq. (6) is to be un-
derstood as the dyadic tensor product of F and v. For
sufficiently small v, Eqs. (5) and (6) are expected to co-
incide. Note that using Eq. (6) requires two independent
non-equilibrium simulations to be performed: one with
the probe moving with velocity v, the other with the
probe moving with velocity −v.
III. MOLECULAR DYNAMICS
The substrate is modeled as an fcc lattice (nearest
neighbor distance σ), prepared by appropriately stack-
ing (111)-planes in the vertical z-direction. Each single
(111)-layer corresponds to a hexagonal lattice oriented
with respect to the lateral dimensions x and y as shown
in Fig. 2. Periodic boundary conditions are applied in
the lateral directions. We simulate a total of five verti-
cal layers, each layer containing 144 atoms, the lateral
extensions being set as close to square as possible (as
allowed by the periodic boundaries). Each lattice site
contains a substrate atom (mass m) which is connected
to its nearest neighbors by permanent bonds. The en-
ergy of a single bond features harmonic and anharmonic
terms, and is given by,
Ubond(r) =
4∑
n=2
αnk(r/σ − 1)n, (7)
where r is the distance between the two atoms partici-
pating in the bond, stiffness parameter k, and constants
α2 = 1, α3 = −7, α4 = 31 (these constants stem from
a Taylor expansion of a regular Lennard-Jones potential
around its minimum).
The probe particle is placed on top of the substrate at
the position given in the respective graphs (as the probe
particle moves with a constant velocity for the simula-
tions to follow, the probe mass is irrelevant). The initial
lateral position of the probe is always the high-symmetry
position (x = 0, y = 0) of Fig. 2. The initial height of
the probe, as measured from the top substrate layer, is
denoted z. The probe interacts with the substrate atoms
via a short-ranged, purely repulsive, Lennard-Jones pair
potential [11]
ULJ(r) =
{
4
[(
2σ
r
)12 − ( 2σr )6]+ , r ≤ rc,
0, otherwise,
(8)
with the cutoff rc = 27/6σ at the distance where the full
potential would have its minimum; the additive constant
ensures that ULJ(r) is always positive. Note that this
interaction sets the effective diameter of the probe to 2σ,
i.e., twice the substrate nearest neighbor distance. In
the analysis to follow, we also consider the weakly cou-
pled limit (WCL). In this limit, the probe interacts with
the substrate atoms exactly as in Eq. (8), but with the
implied force contribution excluded from the substrate
atoms. In the WCL, the probe thus acts as a test parti-
cle, not affecting the substrate dynamics in any way.
To control the temperature T in our simulations, a
Langevin thermostat [33–35] is applied to each substrate
atom (but not to the probe particle). To the forces act-
ing on these particles, damping and stochastic terms are
added,
Flan = −(m/τlan)vsub +
√
24kBTm
τlan∆t
s. (9)
Here, τlan is the Langevin relaxation time, m the mass
of a single substrate atom, vsub the instantaneous ve-
locity of the substrate atom, ∆t the MD integration
time step, kB the Boltzmann number, and s a three-
dimensional vector with components uniformly drawn
from [−0.5, 0.5]. As was shown in Ref. [34], uniform and
Gaussian random numbers are both suitable for Langevin
thermostatting; we use the former due to a (slight) effi-
ciency gain. We emphasize that the use of the Langevin
thermostat as described above is by no means the only
possibility. One could also have used so-called stochas-
tic boundaries, where the Langevin thermostat is applied
exclusively to the boundaries of the system [36–38]. Our
view is that, by changing the thermostat details, one
changes the equilibrium dynamical properties of the sys-
tem, i.e., the type of material that is being studied.
In what follows, we use dimensionless (Lennard-Jones)
units throughout:  = σ = m = kB ≡ 1. The bond
stiffness in Eq. (7) is set to k = 1000. This large
value ensures that the substrate maintains its crystalline
structure in the presence of the probe. The dynamics
4of the substrate particles is obtained via micro-canonical
(NVE) integration, using time step ∆t = 0.001, except
for the bottom layer of substrate atoms, which are kept
frozen (in order to spatially anchor the substrate). All
simulations were performed using the software package
LAMMPS [39]. The Langevin thermostat operates at
temperature T = 0.15, the corresponding relaxation time
is set to τlan = 100∆t = 0.1. A finite relaxation time
limits the maximum phonon lifetime to better capture a
realistic solid, where these lifetimes are also limited due
to defect scattering, electron-phonon coupling [40–43],
and other effects not explicitly included in our simula-
tions. We refer the interested readers to Ref. [42] for a
detailed analysis of phonon excitation.
To determine the friction tensor elements from equilib-
rium simulations, Eq. (5) is used. For example, to obtain
γxx at the position x = (0, 0, 1.2σ) of Fig. 2, the probe
is held fixed at that position, and the force component
Fx(t) acting on the probe in the x-direction is recorded
as a function of time; appropriately Fourier transforming
the signal Fx(t) yields the force-force covariance (auto-
correlation) function, whose time-integrated value equals
to, following Eq. (5), the coefficient γxx. By perform-
ing similar measurements at regularly spaced probe po-
sitions (typically 50 positions per lattice period) along
the x-direction, the spatially resolved friction coefficient
is obtained. In a similar fashion, the coefficient γyy fol-
lows from the signal Fy(t), where now the probe samples
positions along the y-direction.
Upon sliding, we use Eq. (6) to determine the friction
tensor. As a concrete example, consider the sliding path
through (0, 0, 1.2σ) of Fig. 2 running in the positive x-
direction with velocity v. Each time the probe visits the
position x, the corresponding force average 〈F 〉(v)x is up-
dated, with positions x chosen equally spaced along the
lattice period (again 50 positions, with 〈F 〉(v)x thus cor-
responding to a binning average; since we slide over a
crystalline surface, there is a well-defined spatial period,
and so the average can be collected in one simulation run,
by expressing the probe position modulo the spatial pe-
riod). A second, statistically independent simulation, is
performed next, where the sliding proceeds in the nega-
tive x-direction. Substituting the measurements of both
simulations in Eq. (6) yields the friction tensor.
Before taking any measurements, 2× 105 MD steps are
discarded to allow for thermalization. A single measure-
ment then uses 2.5× 104 MD steps; results presented
show an average over 2000 independent measurements
(i.e., different thermostat random numbers). In our sim-
ulations, two sliding paths for the probe are considered,
both starting in (0, 0, z) of Fig. 2 at height z above the
top substrate layer. One path then proceeds along the
x-direction, the other along the y-direction. Note the dif-
ferent periodicity: σ and
√
3σ, for x and y, respectively.
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FIG. 3. The force-force covariance 〈Fx(t);Fx(0)〉(0)x of the
probe above the crystal surface (blue curve), and the running
time integral of the force-force covariance (red curve).
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e.g., γ(0)ii =
1
Li
∫ Li
0
γ
(0)
ii (x) dxi.
IV. RESULTS
A. Validation: friction from equilibrium properties
We first verify if the equilibrium friction measure,
Eq. (5), agrees with Eq. (6) obtained in a non-equilibrium
simulation. The essential part of Eq. (5) is the force-force
covariance function, which we exemplarily show in Fig. 3,
for the x-component of forces, with the probe placed at
the specific position x = (0, 0, 1.2σ). Due to the under-
damped dynamics of the substrate particles, this func-
tion reveals oscillatory behavior, which decays to zero on
a timescale TR. This timescale allows us to define the
Péclet number as follows,
Pe :=
vTR
σ
, (10)
which compares the relaxation time TR to the time it
takes for the moving probe particle to cover a distance
of one lattice constant σ. If Pe 1, on the time scale of
the lattice dynamics TR, the probe moves only a negligi-
ble distance, implying that higher order terms in Eq. (5)
can safely be neglected. Figure 3 also shows the running
value of the time integral of the force-force covariance,
which, in the long time limit, yields the component γxx
of the friction tensor at the given position (up to a factor
of β). Fully spatially-resolved information about the dis-
sipation behavior, in the linear response regime, may now
be obtained by collecting the entries of the friction tensor
at different positions x, as was explained in Section III.
For the path starting at the above specified point
(0, 0, 1.2σ) and proceeding in the x-direction, the
spatially-resolved friction coefficient γxx is shown in Fig-
ure 4(a). The graph shows a pronounced dependence
of γxx on x, varying between ∼ 0.6 and ∼ 0.8. In this
graph, we also show the result as obtained using the non-
equilibrium Eq. (6), where, in favor of statistics, we have
averaged over sliding velocities in the range v ∈ [0.1, 1.0].
We note excellent agreement, validating Eq. (5), high-
light that friction measurements, at low sliding velocities,
do not require explicit non-equilibrium simulations to be
performed. For completeness, Figure 4b) shows the coef-
ficient γyy for sliding in the y-direction, with the sliding
path again starting at the point (0, 0, 1.2σ). In this case,
an even more pronounced spatial dependence is revealed,
with γyy varying between ∼ 0.5 and ∼ 0.85, the implica-
tions of which are to be discussed in Section IVC.
Note also that, while the curve in Fig. 4a) reveals an
inherent symmetry at x = Lx/2, no such symmetry for
the curve in Fig. 4b) is observed. The reason is obvi-
ous from the position of the substrate atoms in the layer
directly below the top surface layer, see Fig. 2.
Figure 5 shows the same data as Fig. 4, but now spa-
tially averaged over each sliding path, as a function of
the sliding velocity v. We note once more the excellent
agreement between Eqs. (5) and (6). While the lower
axis gives velocity in simulation units, the upper axis
provides the Péclet number defined in Eq. (10). For the
range shown, the Péclet number is indeed small com-
pared to unity, and the friction force is a linear function
of velocity. Coincidentally, for the chosen parameters, the
spatially-averaged curves for the two directions in Fig. 5
nearly agree. For other parameters (see Section IVC be-
low), this is not the case.
B. Analyzing the positional dependence
How can the spatial dependence of friction be under-
stood? Understanding the dependence requires analyz-
ing the time dependent force-force covariance of Eq. (5),
〈Fi(t);Fi(0)〉(0)x , shown in Fig. 3 for the component i = x.
Since the shape of the curve in Fig. 3 is reminiscent of a
damped harmonic oscillator, we attempt to fit it via the
solution f of such an oscillator,
f(t) = f0(x) cos[ξ(x)t]e
− t
TR(x) . (11)
Here, we introduced a frequency ξ; the relaxation time
TR is defined as above. Note that all parameters in
Eq. (11) are allowed to depend on the probe position
x. Assuming that Eq. (11) is a valid description of the
force covariance, we obtain, by integrating, the following
expression for the friction coefficient,
γ
(0)
ii (x) '
TR(x)
β(1 + (TR(x)ξ(x))2)
〈Fi(0);Fi(0)〉(0)x (12)
with i ∈ {x, y}. The denominator of Eq. (12) is, for
the chosen parameters, dominated by the second term,
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FIG. 6. Spatially resolved frictional properties of the regular and weakly-coupled (WCL) probe for two heights z above the
substrate upper layer. Column 1: Friction coefficient γ(0)ii (x), and force-force covariance 〈Fi(0);Fi(0)〉(0)x measured at equal
times. Column 2: Free energy F(x). Column 3: Relaxation time TR(x). Column 4: Oscillation frequency ξ(x). For columns 3
and 4, blue (red) refers to the regular (WCL) probe. For some positions x, the force-force covariance does not follow Eq. (11),
in which case TR(x) and ξ(x) remain undetermined.
as TR(x)ξ(x) ≈ 5, which is another indication of the
system’s underdamped nature.
How do the different terms in Eq. (12) depend on x?
To address this question, we first consider the weak cou-
pling limit (WCL), which is formally obtained by letting
the potential prefactor  in Eq. (8) go to zero, as de-
tailed in Section III. The friction coefficient is then of
order 2, while the motion of the substrate particles then
becomes independent of the presence of the probe. In
order to be able to compare the numbers for different
cases, we achieve the weak coupling limit by keeping 
finite in Eq. (8) and removing by hand the force arising
from Eq. (8) from the equation of motion of the substrate
particles.
Figure 6 shows the resulting dependence of the param-
eters in Eq. (12) on x and y (regarding the components
xx and yy of the friction tensor γ), for two different val-
ues of the height z. We note the intriguing observation
that, in the weakly-coupled limit, neither ξ nor TR re-
veal any pronounced spatial dependence. Moreover, their
values are the same for both the xx and yy components
of the friction tensor. The relaxation time TR coincides
with the Langevin relaxation time τlan of the MD ther-
mostat of Eq. (9), reflecting the equilibrium properties
of the crystal which are unaffected by the slider-crystal
interaction. The consequence is that the dependence of
γ on position and direction mostly stems from the static
(equal-time) force-force covariance 〈Fi(0);Fi(0)〉(0)x . This
is demonstrated in the first column of the figure, where γ
and 〈Fx(0);Fx(0)〉(0)x are both shown in one graph, with
very good agreement (naturally, up to an overall prefac-
tor).
7The other set of rows in Fig. 6 shows the regular case,
where the substrate particles feel the presence of the
probe. For large values of z, the regular and weakly-
coupled cases are very similar, as expected; if the dis-
tance between probe and and substrate is large, the sub-
strate hardly notices the probe. For the regular probe
at smaller distances, however, ξ and TR do depend on
the position of the probe. This is understood as the
presence of the probe now deforms the crystal, making
it locally anisotropic and inhomogeneous [11]. Proba-
bly coincidentally, when sliding in the x-direction, γ and
〈Fx(0);Fx(0)〉(0)x still agree quite well, because the x de-
pendence of ξ and TR seem to almost cancel in Eq. (12).
It is also worth noting that there is no apparent rela-
tion between the friction coefficients and the free energy
landscape, as shown in the second column of Fig. 6.
Note that some positions x exist where the force-force
covariance does not follow Eq. (11), resulting in undeter-
mined relaxation time TR and oscillation frequency ξ.
C. Energy loss
1. General
Are there practical consequences of the position and
space dependence of γ? In this section, we analyze how
the energy dissipation of the moving probe can be min-
imized under the constraint of traveling between two
points in given time τ . This analysis uses the friction
tensor found from equilibrium fluctuations. To reduce
the number of possibilities, we require the height z to be
fixed and not varied. During such motion, the probe is
subject to the force given in Eq. (3). The first term is the
gradient of free energy, so that this force, under motion
of the probe, causes a reversible change of free energy
(e.g., by reverting the direction of probe motion). The
second term in Eq. (3), the friction force, is related to
dissipated energy (it can not be recovered). To leading
order in v, the dissipated energy Q is thus given by
Q =
∫
v(x) · γ(0)(x) · dl
=
∫ τ
0
v(t) · γ0(x(t)) · v(t) dt ,
(13)
with the path tangential increment dl. In Eq. (13), we
allowed v to be a function of space, so that it is also a
function of time. While this is against our initial assump-
tion entering Eq. (3), Eq. (3) remains valid as long as the
velocity of the probe changes little during the relaxation
time TR. This gives rise to another dimensionless num-
ber TR∂t log vi, which we assume small in the following
for any velocity component i.
Equation (13) is reminiscent of the classical action of
a free particle with γ(0) playing the role of a space de-
pendent tensorial mass (apart from units). Applying the
Euler-Lagrange equation leads to the following equations
R1
R2
1
3pi
FIG. 7. Different trajectories meeting at the rendezvous R1
and R2. Due to the symmetries of the crystal, the detour-
ing trajectories (blue) are equivalent to moving into the x-
direction.
of motion for extremized dissipation Q (suppressing the
arguments for the sake of brevity)
γ(0) · v˙ =
[
(v · ∇)γ(0) − 1
2
v · (∇γ(0))
]
· v. (14)
2. Comparing paths
We start with keeping the magnitude of velocity v time
independent, and compare the exemplary paths shown
in Fig. 7, with the rendezvous points R1 and R2 reached
at time τ . Because the fcc (111)-plane is invariant under
rotation by 13pi, the diagonal paths are physically equal
to paths along the x-direction as e.g., shown in Fig. 4a).
This allows us to label the lower axis of Fig. 8 with x.
The solid lines in Fig. 8 represent the energy loss per
kBT as a function of trajectory length along the corre-
sponding path. Because the probe taking either path is
to arrive at each rendezvous point at the same time, the
probe taking the detour naturally travels faster. In terms
of energy loss, it thus has the double disadvantage of a
longer path and a larger speed. Nevertheless, in the given
case, the longer trajectory is beneficial when meeting at
the rendezvous point R1. When meeting at R2, the two
trajectories dissipate about the same amount of energy.
This exemplifies the nontrivial dependence of dissipated
energy for different paths.
3. Optimizing magnitude of velocity
Can the energy loss be optimized for a given path by
varying the magnitude of velocity? To answer this, we
solve Eq. (14) for a fixed direction of velocity subject to
the condition that the probe moves from x(0) to x(τ)
in time τ while keeping y and z fixed (without loss of
generality we present the following equations with the
x-entry),
vx(x) =
Cx(τ)√
γ
(0)
xx (x)
(15)
80.0 0.5 1.0 1.5 2.0
0.00
0.25
0.50
0.75
1.00
arrive at R2
x-direction
y-direction
with opt. vel.
with opt. vel.
0.0 0.4 0.9 1.3 1.7
0.0 0.4 0.8 1.2
Length of trajectory in x [σ]
0.00
0.25
0.50
0.75
1.00
E
n
er
gy
lo
ss
Q
/k
B
T
(×
10
−
4
)
arrive at R1
z = 1.9σ
0.0 0.3 0.7 1.0
Length of trajectory in y [σ]
FIG. 8. The energy loss with a constant velocity (the solid
lines) and with an optimized velocity protocol (the dashed
lines) in the x- and y-direction (the blue and the red, respec-
tively) as a function of trajectory length when meeting at R1
(right) and R2 (left), see Fig. 7. The average velocities in the
x- and y-direction are 0.12, and 0.1, respectively.
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FIG. 9. The friction coefficients γ(0)ii (x) and the corresponding
energy loss optimizing velocity protocols v(x) when the probe
moves to (a) x- and (b) y-direction.
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FIG. 10. The saving in energy as a function of height when
the probe moves to x- and y-direction provided that the probe
arrives at R2 in Fig. 7.
with
Cx(τ) =
1
τ
∫ x(τ)
x(0)
√
γ
(0)
xx (x) dx . (16)
The optimizing velocity protocol exploits the positional
dependence of the friction coefficient by moving slowly
when the friction coefficient is high and vice versa as
seen in Fig. 9. The optimized energy loss is presented as
the dashed lines in Fig. 8.
The saving in energy is hence subject to how strongly
the friction varies as a function of position. More pre-
cisely, the maximal amount of possible energy saving
(compared to the case of constant velocity) is a functional
of γii(x). This reads, for instant in the x-direction,
∆Q
Qconst
= 1−
[∫ x(τ)
x(0)
√
γ0xx(x) dx
]2
(x(τ)− x(0)) ∫ x(τ)
x(0)
γ0xx(x) dx
, (17)
where ∆Q := Qconst − Qopt is the difference of the en-
ergy loss with a constant velocity protocol Qconst and the
optimized energy loss Qopt. Equation (17) displays that
a high variance of
√
γ0xx(x) in x results in large savings
from optimization. As such, Fig. 10 shows that one can
save more energy when the probe moves to the y-direction
within the given range of height. This is because the yy-
entry of the friction tensor is a more pronounced function
of x along that path.
We finally note, as a curiosity, that the velocity proto-
col of vx(x) =
C′x(τ)
γ0xx(x)
with C ′x(τ) =
1
τ
∫ x(τ)
x(0)
γ0xx dx , yields
the exact same energy loss as a protocol with a constant
velocity. A short proof is given in Appendix A.
V. CONCLUSION
We have employed Green-Kubo relations to study slid-
ing friction of a probe particle moving over the surface
of a model fcc crystal in the limit of low sliding speed,
9using molecular dynamics simulations. The Green-Kubo
relations naturally facilitate obtaining the friction spa-
tially and directionally resolved at atomic scales. For the
model simulated by us, we find a pronounced spatial and
directional dependence of the friction tensor elements.
We have rationalized these findings by considering the
limit of weak coupling, where the probe hardly disturbs
the motion of substrate particles. In this limit, the local
variation of friction is well captured by the equilibrium
force covariance at equal times. This observation, whose
origin lies in the homogeneity of oscillation frequency and
relaxation time, is worth noting, as it relates a dynamic
observable to static properties of the system. This analy-
sis suggests that, in the weakly coupled limit, the spatial
and directional dependence of sliding friction force can be
obtained using a thermal equilibrium Monte Carlo sim-
ulation, since here the details of the dynamics appear
irrelevant. Giving up the limit of weak coupling, where
the probe notably disturbs the surface particles, we ob-
serve that also the oscillation frequency and relaxation
time of fluctuations depend on the position of the probe,
so that the spatial dependence of friction becomes more
complicated and depends on dynamical details. Intrigu-
ingly, the most easily accessible static property, the (free)
energy landscape, is not a good indicator for the spatial
dependence of the friction coefficient.
The spatial and directional dependence of friction can
be used to minimize energy loss, e.g., under the con-
straint of traveling between two points in a certain
amount of time. This amounts to an Euler Lagrange
equation for the particle in terms of the space dependent
friction tensor. Specifically, in some cases, taking a “de-
tour” can be of advantage! It also concerns the speed,
so that it is beneficial to move fast in regions of low fric-
tion and vice versa. Quantitatively, the optimal sliding
protocol implements a speed that is proportional to the
inverse square root of the friction coefficient.
Future work will extend the given model to include
extra degrees of freedom whereby the probe is being
dragged by a spring, reminiscent of an AFM setup [18].
In addition, we aim to study cases of macroscopic surface
inhomogeneity, such as for amorphous solids, or for sur-
faces with more realistic energy landscapes. Notably, the
presented approach is valid for such cases as well, as long
as the sliding velocity remains sufficiently slow. Extend-
ing our findings to the case of larger probe velocities, i.e.,
beyond the nonlinear regime, using methods of Ref. [44],
is also of great interest.
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Appendix A: The inverse-gamma velocity protocol
Suppose that the velocity protocol is given as
dx
dt
=
C ′x
γ0xx(x)
(A1)
with an arbitrary constant C ′x. To determine the con-
stant C ′x, we re-arrange the above expression and take
integrals on both sides
∫ x(τ)
x(0)
γ0xx(x) dx = C
′
x
∫ τ
0
dt
= C ′xτ.
(A2)
This leads us to
C ′x(τ) =
1
τ
∫ x(τ)
x(0)
γ0xx(x) dx . (A3)
That is, the constant C ′x is uniquely determined by the
constraints. The complete expression for the velocity
protocol is thus
vx(x) =
1
τγ0xx(x)
∫ x(τ)
x(0)
γ0xx(x
′) dx′ . (A4)
Plugging this velocity protocol to the energy loss for-
mula Eq. (13) yields
Q =
1
τ
∫ x(τ)
x(0)
γ
(0)
xx (x′)
γ0xx(x
′)
∫ x(τ)
x(0)
γ0xx(x
′′) dx′ dx′′
=
x(τ)− x(0)
τ
∫ x(τ)
x(0)
γ0xx(x
′′) dx′′
= vavg
∫ x(τ)
x(0)
γ0xx(x
′′) dx′′ .
(A5)
It means assigning a velocity protocol that is inversely
proportional to the friction coefficient is essentially the
same as assigning a constant velocity protocol.
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