We develop a formulation allowing construction of various kinetic domains from a master equation for population transfer dynamics and enabling calculation of the time scales of transition between such domains. In this way, a complicated network of energy transfer steps can be simplified to a series of sequential kinetic transitions over the kinetic domains. We illustrate the advantage of this formulation by applying it to energy trapping in a photosynthetic light harvesting system and as a result we obtain a clear picture of energy transfer dynamics and the various rate determining steps in Photosystem I.
I. INTRODUCTION
In photosynthetic light harvesting systems, excitation energy absorbed by chlorophyll molecules from the Sun migrates over large numbers of molecules ͑known as the antenna͒ and eventually arrives at reaction center to initiate a chain of electron transfer reactions and is finally converted to the chemical energy which fuels essentially all life on Earth. 1 The dynamics involved in such a process is usually modeled as an energy transfer/trapping processes. [2] [3] [4] A variable characterizing the dynamics of such a trapping process is the ''trapping time'' ͑i.e., the overall lifetime of an excitation in the entire system͒ which is usually measured by fluorescence decay experiments.
Consider two extreme cases of the trapping mechanism. In the first mechanism, the intrinsic trapping, i.e., irreversible decay of the excitation at the trap by electron transfer, is much slower than the time scale of diffusion of excitation to the trap. In this case since the global efficiency of the trapping process is determined by the bottleneck at the trap, it is not important to know how the excitation energy migrates. In the other extreme case the intrinsic trapping is so fast the global trapping time is determined by the excitation diffusion time scale which, in turn, is influenced by the energetic and spatial structure of the medium.
Clearly understanding the mechanism giving rise to the observed trapping time is important to understand the correlation between the functionality and energetic/spatial structure of the light harvesting system. In a homogeneous medium there may be a single parameter characterizing the time scale of diffusion ͑the diffusion constant corresponding to a homogeneous pair wise energy transfer rate constant͒. Traditionally such kinetics has been called diffusion-controlled. 5, 6 However, in biological systems such as photosynthetic light harvesting systems, the media in which the excitation transfer occurs are often highly inhomogeneous. In this case, the excitation transfer time can vary significantly from one spatial region to another and in such a case it is desirable to describe the kinetics at a better-resolved level.
In this paper, we develop a theoretical method to transform a network of energy transfer/trapping processes described by a master equation to a cascade of energy transfer steps occurring from a particular linear combination of molecules ͑to be called a kinetic ''domain''͒ to another ''kinetic domain'' towards the trap. Then the overall trapping time is given by a sum of the time scales associated with the transition between the kinetic domains. The spatial structure of each domain and time scale of each transition will be calculated uniquely from a given rate matrix. We propose that our approach helps one visualize the physical location of the bottlenecks in the overall trapping process and provides detailed insight into the correlation between the function of an antenna-trap system and its energetic/spatial structure. The approach is equally applicable to natural or synthetic light harvesting systems.
The outline of this paper is as follows: In Sec. II, we define the master equation and the rate matrix. Section III derives a formally exact expression for the trapping time in terms of the rate matrix. We develop a formulation to construct various levels of kinetic domains in Sec. IV. By using the rate matrix constructed in Ref. 4 , we apply our method to Photosystem I of cyanobacteria and green plants.
II. MASTER EQUATION
We assume the intensity of the excitation source to be sufficiently weak that any excitation annihilation processes can be ignored. In this case, decay of the excitation energy population arises from two pathways. One is unimolecular dissipative decay due to internal conversion and/or fluorescence emission. The rate constant of this pathway is denoted by k S which is usually assumed to be uniform over all the sites. The other process is decay of excitation energy population due to trapping of the energy at a trap. In order for the excitation energy to be trapped, a series of energy transfers a͒ from one site to another ͑excitation diffusion͒ must occur prior to trapping. Such processes are described by the following master equations:
where k 0←1 is the intrinsic trapping rate constant ͑e.g., the electron transfer rate constant͒ at the trap denoted by nϭ1 and k n←m is the excitation energy transfer rate constant from site m to site n. k n ϭ ͚ mϭ1 m n N k m←n is the depopulation rate constant of nth site due to energy transfer to other sites. In a compact notation, Eqs. ͑1͒ and ͑2͒ are written as
where ͗i͉P(t)͘ϭP i (t) and the rate matrix is
͑4͒
It is convenient to discuss the kinetics in the Laplace transform space obtained by the transformation:
where ͉P(tϭ0)͘ is a normalized initial population vector satisfying the condition ͚ nϭ1 N ͗n͉P(tϭ0)͘ϭ1 and the propagator Ĝ 1 is defined by
III. TRAPPING TIME
We define the following three z-dependent populations:
is the population of excitations surviving over the N sites when k S ϭ0. Û 1 (z) and T 1 (z) describe the populations of excitations on the antenna and on the trap, respectively. The sum of the two latter populations is identical with the total population
The decay time scale of the total population is characterized by the zeroth-order moment, which is called the trapping time, trap
We rewrite Eq. ͑6͒ as
Operating with ͚ nϭ1 N ͗n͉ and ͉P(tϭ0)͘ on Eq. ͑12͒ and utilizing the property of the rate matrix, ͚ mϭ1 N ͗m͉K 1 ͉n͘ ϭϪk 0←1 ␦ n1 , we find a relation between Ŝ 1 (z) and T 1 (z)
which is equivalent to the population conservation relation
or ͑14͒ describes the fact that the decay of the total population is caused only by the trapping at the trap site with an intrinsic trapping rate constant k 0←1 . Combining Eqs. ͑10͒ and ͑13͒, we derive T 1 (z) and Ŝ 1 (z) in terms of Û 1 (z)
As we can see in Eqs. ͑15͒ and ͑16͒, Û 1 (z) can be considered as the dynamical kernel for T 1 (z) and Ŝ 1 (z) which includes all the dynamical information about energy transfer between the sites. To analyze the dynamical kernel Û 1 (z), we introduce a submatrix of K 1 defined by
where Q 2 ϵIϪ͉ 1 ͗͘ 1 ͉ is an operator projecting out a vector to a subspace whose basis consist of nontrap sites. Here a new symbol ͉ 1 ͘ϭ͉1͘ is employed to represent the trap consistently with the notation of the domain model to be introduced later. As we can see in Eq. ͑17͒, by the projector Q 2 , the new matrix K 2 allows energy transfer to occur only from the nontrap sites. In this case, the trap represented by ͉ 1 ͘ acts only as a complete absorber of excitations. Substituting 
where Ĝ 2 (z)ϵ͓zϪK 2 ͔ Ϫ1 . We note that, since ͚ nϭ2
•Q 2 , and Q 2 2 ϭQ 2 , we have ͚ nϭ2
is a propagator in the sub-space projected by the projector Q 2 . This property is utilized to obtain the equation
from Eq. ͑18͒ operated on by ͚ nϭ2 N ͗n͉ and ͉P(tϭ0)͘ where
since the latter allows the detrapping from the trap while the former does not. Ŝ 2 (z) is the total population remaining over the NϪ1 sites other than the trap when the trap acts as a complete absorber of excitations. In the time domain Eq. ͑19͒ is written as
The first term of the right hand side ͑rhs͒ of Eq. ͑22͒ is the population of excitations, remaining on the nontrap sites, which have never populated the trap since their creation. The second term accounts for the excitations, remaining on the nontrap sites, which have visited the trap and experienced detrapping from it at least once. So the sum of the two populations is the total population staying on the nontrap sites.
Inserting T 1 (z) given by Eq. ͑15͒ into Eq. ͑19͒ and rearranging the resulting equation, we obtain
By setting zϭ0 in Eqs. ͑16͒ and ͑23͒, we obtain the trapping time defined by Eq. ͑11͒ as
where
with a measure of the detrapping contribution
͑26͒
Here 0←1 ϵ1/k 0←1 is the time scale of intrinsic trapping from the trap and 0←1 eff is the effective trapping time from the trap in the presence of detrapping. The contribution of the excitations having detrapped from the trap is taken into account by r 2 in 0←1 eff . mfpt (1) describes the time scale for the excitation energies, initially created on the nontrap sites, to arrive at the trap for the first time ͑mean first passage time of initial excitations͒.
Equation ͑24͒ shows that the trapping time consists of two contributions. The first term is the effective trapping time at the trap site. This is the same as the trapping time when initial excitations are created only at the trap. We note that the effective trapping time is influenced by the excitation diffusion over the sites following the detrapping process. The second contribution is the arrival time at the trap of excitations having started from the other sites. This is influenced by the excitation diffusion towards the trap. If the kinetics satisfies the inequality 0←1 eff ӷ mfpt (1) it is called ''trap-limited'' and the case with 0←1 eff
The kinetic domains to be introduced in the next section subdivide the mean first passage times, mfpt (1) , into many different contributions. Each of these corresponds to the time scale associated with a transition from one domain to another, a series of which constitutes the energy transfer cascade towards the trap. As a result a more detailed description of diffusion-limited trapping becomes possible.
IV. CONSTRUCTION OF KINETIC DOMAINS
In Eq. ͑16͒, it has been shown that the decay dynamics of the total population S 1 caused by the irreversible trapping is characterized by the dynamical kernel, the population at the nontrap site Û 1 (z), plus the intrinsic trapping rate constant. Again Û 1 (z), whose z-dependence results from the reversible energy transfer between the trap and the other sites, is described in terms of a second level of irreversible trapping dynamics ͑trapping at this level means energy transfer from the other sites to the trap͒; i.e., Ŝ 2 (z) and R 2 (z) as shown in Eq. ͑23͒. Now if we can properly define a second ''trap'' from which energy transfer to the original trap occurs, the kinetics of Ŝ 2 and R 2 can be written in a very similar structure to that of Ŝ 1 . In other words, Ŝ 2 and R 2 will be given in terms of the next level of nontrap population. Such a hierarchy can be extended up to Nth level. In such a hierarchical structure, the trap in each level will be referred to as a kinetic domain. The first domain is defined as the original trap site. The second domain will be obtained as a linear combination of sites that are connected to the first domain via the energy transfer network. In this way, a complicated energy transfer network can be described in a simple way as a process occurring consecutively from the outer domains towards the innermost domain ͑the original trap͒.
In the vector equation ͑3͒, the sites ͕͉1͘,••,͉N͖͘ constitute the basis. We consider another basis consisting of ͕͉ 1 ͘,••,͉ N ͖͘ which can be obtained by a transformation of the site basis while ͉ 1 ͘ϭ͉1͘. We will call i the ith kinetic domain and a projection of the population vector ͉P(t)͘ to ͉ i ͘ gives a linear combination of site populations at time t and will be called the ''population'' of the kinetic domain i . The new basis will be constructed in such a way that the kinetic domains ͕ 1 ,••, N ͖ satisfy our goal.
Starting from iϭ2 (K 1 and ͉ 1 ͘ are known from the beginning͒, we define a recursive definition of rate matrices
Eq. ͑17͒ is a special case of Eq. ͑27͒ for iϭ2. If ͉ iϪ1 ͘ is properly normalized to satisfy ͗ iϪ1 ͉ iϪ1 ͘ϭ1, we have
and the kinetic domain iϪ1 is a complete excitation absorber associated with the rate matrix K i ; i.e., energy transfer from the kinetic domain iϪ1 is not allowed by the rate matrix K i . By Eq. ͑27͒ we constructed a rate matrix for irreversible trapping at a certain level of the hierarchy mentioned above. Once the matrix K i is constructed, we can construct a kinetic domain i ͑which acts as a trap at the level of transferring excitations irreversibly to the absorber kinetic domain iϪ1 ) by
which satisfies the normalization condition ͗ i ͉ i ͘ϭ1. K i T is the transpose matrix of K i . The kinetic domain i is obtained as a linear combination of the sites directly connected to the kinetic domain iϪ1 via the irreversible rate matrix K i . In other words, i is a trap domain whose population is irreversibly transferred to the kinetic domain iϪ1 by the rate matrix K i . ͑Note that the connection between the two kinetic domains is not via the original rate matrix K 1 .) Based on the direction of excitation flow, i will be called an inner kinetic domain of j if iϽ j and an outer kinetic domain otherwise. The above two steps, Eqs. ͑27͒ and ͑29͒, are hierarchically repeated until iϭN and from the iteration we obtain N sub-rate matrices, ͕K i ͖, and kinetic domains, ͕͉ i ͖͘.
In Appendix A, we prove that the kinetic domains constructed so are orthogonal each other, ͗ i ͉ j ͘ϭ␦ i j . Owing to the orthonormality we can obtain a few useful properties of the rate matrix K i for iу2 which are derived in Appendix B as
͑31͒
is an operator projecting out to the outer kinetic domains of iϪ1 and Q 1 ϭ1. The projector matrices satisfy the conditions
͑33͒
Equation ͑30͒ implies that the rate matrix K i does not allow the inner kinetic domains of iϪ1 to donate or to accept excitations and that the kinetic domain iϪ1 only can accept the excitations from the kinetic domain i ͓see Eq. ͑29͔͒. Namely, in the rate matrix K i , energy transfer is available reversibly between any two outer kinetic domains of iϪ1 and irreversibly from the kinetic domain i to iϪ1 . A schematic diagram for the population transfer pathway in this basis is drawn in Fig. 1 in comparison with that of the original trapping process governed by the rate matrix K 1 . The similarity of the schematic structure in the two cases implies that the formally exact analysis we derived in the previous section will equally well apply to the level of the rate matrix
The extension of this technique starts by defining following three quantities which are analogues of Eqs. ͑7͒-͑9͒:
with a resolvent operator defined by
which is a propagator over the outer kinetic domains of iϪ1 . Ŝ i (z) is the total population of excitations projected to the outer domains of iϪ1 when energy transfer is allowed only between outer domains of iϪ1 . Û i (z) and T i (z) describe the populations of such excitations, respectively, projected to the outer domains of i and to the domain i . Similarly to Eq. ͑10͒, it holds that
which simply comes from the definition of Q iϩ1 ϭQ i
As shown in Appendix C, we can derive an equation for Ŝ i (z) as
where S i (tϭ0)ϭ ͚ nϭ1 N ͗n͉Q i •͉P(tϭ0)͘ is the initial population projected to the outer domains of iϪ1 and
is regarded, based on the form of Eq. ͑39͒, as the trapping rate constant from the domain i to the next inner kinetic domain iϪ1 . Equation ͑39͒ can be compared with Eq. ͑13͒ which represents a population conservation relation. Combining Eqs. ͑38͒ and ͑39͒, we derive T i (z) and Ŝ i (z) in terms of Û i (z)
FIG. 1. Similarity of excitation transfer schemes at the end points described by the various rate matrices K 1 , K 2 , K 3 , and K i . The network of energy transfer steps in the black box at each level is entangled and complex. The rate matrix shown on top of each diagram describes the complex network.
These expressions are analogues of Eqs. ͑15͒ and ͑16͒, respectively, and Û i is the dynamical kernel for T i and Ŝ i . Noting Eq. ͑27͒ and using a similar procedure as employed upon getting Eq. ͑18͒, we obtain an iterative relation for the resolvent operator Q iϩ1 •Ĝ i Q which is necessary to determine Û i :
In order to obtain this equation, Eq. ͑32͒ has been used. Operating ͚ nϭ1 N ͗n͉ and Q i ͉P(tϭ0)͘ onto Eq. ͑43͒, we obtain an analogue of Eq. ͑19͒
͑45͒
From the domain i , excitations can transfer to the nearest inner domain iϪ1 by the rate matrix K i . This process defined the domain i in Eq. ͑29͒. In addition to this forward transfer, excitations can transfer to some other domains represented by the outer domains of i and this process is described by the second term of Eq. ͑44͒ as can be seen in expression ͑45͒. Inserting Eq. ͑41͒ into Eq. ͑44͒ we obtain
Now, we define two static quantities
͑48͒ mfpt (i) corresponds to mean first passage time of the excitation to the domain i when the kinetics is governed by the rate matrix K iϩ1 . Equations ͑46͒ and ͑47͒ are analogues of Eqs. ͑23͒ and ͑25͒. In a static limit (zϭ0), combining Eqs. ͑42͒ and ͑46͒ gives a hierarchical structure for the mean first passage times
where the effective transfer time from the domain iϩ1 to the domain i is obtained as
. Therefore, by iterating Eq. ͑49͒ we can separate out the trapping time given by Eq. ͑24͒ into various additive contributions:
with 0 ← 1 eff ϭ 0←1 eff . Eq. ͑51͒ shows that the trapping time is
given by a sum of effective irreversible transfer times associated with sequential excitation transfer processes from one kinetic domain to the next inner domain. A schematic diagram for the cascade structure is shown in Fig. 2 . The effective transfer time of a domain, Eq. ͑50͒, consists of two terms: A time scale for direct inward transfer to the next inner domain ͑the first term͒ and a time scale for inward transfer following back-transfer from the domain to its outer domains ͑the second term͒. We can calculate the effective transfer times of all the N domains by use of Eq. ͑50͒ and the structure of the kinetic domains from Eq. ͑29͒ once the rate matrix in the site representation is given. Then one can find which domain is responsible for the critical or ͑rate-determining͒ step of the whole sequential processes and its energetic and spatial configuration. This approach should prove useful in understanding the relation between the functionality and energetic and/or spatial structure in a complex excitation transfer system.
V. APPLICATION TO PHOTOSYSTEM I
As an example of the ideas developed above, we apply our formulation to Photosystem I ͑PSI͒ of cyanobacteria Synechococcus elongates. Photosytem I is both spatially and energetically quite disordered 7, 8 with 96 nonequivalent chlorophyll a ͑Chl͒ molecules. The structure is shown in Fig. 3 . 7 It differs in several key aspects from the extensively studied light harvesting 2 complex ͑LH2͒ of purple bacteria in being three-dimensional, rather than quasi-one-dimensional, in containing a mixture of weakly and strongly coupled pigments, in being disordered in both spatial separation and orientation senses, and in having an absorption spectrum that is much broader than that of an individual Chla molecule. It is thus not obvious from simply looking at the spatial structure of PSI what the rate limiting step͑s͒ are likely to be, and the formalism developed above should provide insights into the bottlenecks and design principles of this remarkably efficient light harvesting system.
The energy transfer dynamics of this system was studied recently 4 and in that paper we constructed a rate matrix describing the energy transfer and trapping dynamics in PSI. A structure-based semiempirical method 8 was used to determine the static excitation energies of the 96 chlorophylls and an experimentally determined spectral density [9] [10] [11] [12] was introduced to account for fluctuation dynamics of the transition energies. Comparison of experiment and calculation showed reasonable agreement in the absorption spectrum and the fluorescence time scales. With this rate matrix, we apply the present formulation.
Five innermost kinetic domains for PSI are presented in Fig. 4 . The effective transfer time scales from one domain to the next inner domain is indicated in the figure. The overall trapping time is 36 ps which should be a sum of the 96 effective transfer time scales as derived in Eq. ͑51͒. We can see that there are two major rate-determining steps: Transfer from the domain 5 to the domain 4 (12 ps) and from the domain 2 to the trap 1 (11 ps). The next slowest step is the transfer from the domain 3 to the domain 2 (6 ps). These three steps make up 81% of the total trapping time and the other 93 steps make up the remaining 19%. This observation supports the conclusion derived in Ref. 4 . In that study, we separately calculated arrival times at the six reaction center ͑RC͒ Chls and at the trap ͑primary electron donor͒. From the calculation we found that the arrival of the excitations at the RC complex constitutes a primary ratedetermining step ͑RDS͒ and the processes occurring after arrival at the RC pigments leading to excitation finally arriving at the trap constitute a second rate-determining step ͑sec-ondary RDS͒.
In the present kinetic domain description, the two linker Chls 7 ͑see caption for Fig. 3 and by the two spheres on the outside of the ellipsoid in the domain 5 in Fig. 4͒ plus some of antenna Chls located around the reaction center constitute the major elements of the domain 5 . The amplitudes of these Chls are much lower in the domain 4 than they are in the domain 5 We note that, even though the three transitions are found to be the rate determining steps, the rate constants of the direct transitions from these domains to their nearest inner domains are, respectively, 660 fs ͑12 ps͒, 320 fs ͑11 ps͒, and 71 fs ͑6 ps͒. The times in the parentheses are the effective transfer times of the corresponding domains to their nearest inner domain. In other words, the direct transition rates of the three transitions are extremely fast because the Chls associated with the inner domains have small spatial separations. However, due to back transfer to the outer domains, the effective transition times from the second, the third, and the fifth kinetic domains to their respective nearest inner domains are much longer than their direct transition times. We emphasize that back transfer does not occur directly to the nearest outer domain but to a linear combination of the outer domains. The large difference between the direct transition times and the effective transition times appears because the energy transfer around the RC is dominated by the entropic factor ͑arising from the fact that a large number of antenna Chls can accept excitations from the RC Chls͒ rather than an enthalpic factor ͑in which energy funnel structure drives energy transfer towards the primary electron donor Chl͒. In contrast with the light harvesting complex of purple bacteria ͑LH2͒ where the enthalpic factor dominates, an energetic funnel is not distinct in PSI and thus the effective transfer times of the kinetic domains around the trap are much longer than the direct transfer times. However, in spite of the low enthalpic driving force for excitation flow towards the trap, the energetic structure of the RC Chls still seems to be optimized for the given distribution of the transition energies of the Chls as discussed in Ref. 4 .
VI. CONCLUDING REMARKS
Energy transfer and trapping processes have been usually modeled by two different types of approaches, lattice models 6, [13] [14] [15] [16] [17] [18] [19] and kinetic models. [20] [21] [22] In a lattice model one defines lattice points on which excitations can reside and introduces transition rate constants between each lattice point. Finally one solves a rate equation governed by a rate matrix. A kinetic model assumes a set of domains in a system of interest and introduces parametric rate constants responsible for transitions from one domain to another domain. Usually the domains are intuitively constructed from structural information or simply by modeling based on spectroscopic data. In this paper we develop a formulation which can connect these two traditional approaches. Starting from a rate matrix ͑a key component of a lattice model͒ we have constructed physically and kinetically distinct domains ͑a key component of a kinetic model͒. Then the excitation transfer process is described as occurring sequentially from a higher order domain to the lowest order domain and the transition time scales between such domains is derived in terms of the rate matrix. This formulation shows how one can rigorously construct domains of the type employed in kinetic models from a more microscopic description using a rate matrix. A rigorous formulation of domain models should prove helpful in constructing the kind of models that will be required to understand energy transfer and its regulation in Photosystem II supercomplex. 23 As a first application, we studied the energy trapping dynamics in the photosynthetic light harvesting system of cyanobacteria. We arrived at results that are consistent with our previous model study and obtained a more detailed understanding of the energy transfer mechanism in Photosystem I of Synechococcus elongatus. 
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APPENDIX A: ORTHOGONALITY OF KINETIC DOMAINS
With the definition of the new basis, we can show the orthonormality ͗ i ͉ j ͘ϭ␦ i j for iϾ j. First, we consider the orthogonality between two adjacent domains: Equation ͑28͒ is used to obtain the equality. Secondly, the orthogonality between a domain and its next adjacent domains can be shown as
The definition Eq. ͑27͒ is used for the first equality and the properties, Eqs. ͑28͒ and ͑A1͒, are used for the second equality. Applying this procedure successively for every iϾ j, we obtain the orthonormality ͗ i ͉ j ͘ϭ␦ i j .
APPENDIX B: DERIVATION OF EQ. "30…
Making an iteration of Eq. ͑27͒ and utilizing the orthonormality of the kinetic domains, we can write
Next, we consider a vector ͗ m ͉K i for mрiϪ2. Using Eq.
͑B1͒, we have
͗ m ͉K i ϭ͗ m ͉K i •Q i ,
͑B2͒
and we reduce the index of the rate matrix by use of Eq. ͑27͒ and the orthogonality of the domains as
͑B3͒
We apply this procedure until the index of the rate matrix is the same as mϩ1
͑B4͒
and this is rewritten by use of Eq. ͑29͒ as ͗ m ͉K i ϳ͗ mϩ1 ͉Q i ϭ0,
͑B5͒
for mрiϪ2.
APPENDIX C: DERIVATION OF EQ. "39…
We rewrite the resolvent operator Eq. ͑37͒ as
Operating ͚ nϭ1 N ͗n͉Q i to Eq. ͑C1͒ and using the idempotent property Q i 2 ϭQ i , we obtain
͑C2͒
Putting Eq. ͑31͒, Q i ϭIϪ ͚ jϭ1 iϪ1 ͉ j ͗͘ j ͉, into the second term of Eq. ͑C2͒ and using the property Eq. ͑30͒, we obtain
Using the property of the original rate matrix K 1 , ͚ nϭ1 N ͗n͉K 1 ͉m͘ϭϪk 0←1 ␦ m1 , Eq. ͑C3͒ becomes again
The second term of Eq. ͑C3͒ is rewritten by use of the definition of the domain i given by Eq. ͑29͒ as
͑C5͒
Summarizing these results, we obtain from Eq. ͑C2͒
for iу2. Finally operating the initial population vector to this equation and using the properties
we obtain Eq. ͑39͒ given in text.
