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a b s t r a c t
The NP-hard problem of finding two edge-disjoint Hamiltonian cycles of minimal total
weight (also known as 2-PSPmin) in a complete (undirected) graph with edge weights 1
and 2 is considered. Polynomial time approximation algorithms are proposed with
performance ratios 5/4 (in the case of one weight function) and 11/7 (in the case of two
weight functions), respectively.
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1. Introduction
Theminimization version of them-Peripatetic Salesman Problem (m-PSPmin) can be presented as follows. Let G = (V , E)
be a complete n-vertex (undirected) graph and wk : E → R, k = 1, . . . ,m be m weight functions of edges. The problem
consists of finding m edge-disjoint Hamiltonian cycles H1, . . . ,Hm ⊂ E, of minimal total weight ∑mk=1Wk(Hk) (where
Wk(Hk) =∑e∈Hk wk(e), k = 1, . . . ,m).
The m-PSPmin was first introduced in [1]. Among the applications of this problem, we cite [2] where the design of
watchman tours (requiring a set of edge disjoint cycles for the watchman in order to avoid the repetition of the same tour)
was investigated. In [3] a network design application is presented where several edge-disjoints cycles must be obtained to
prevent link failures in the network. In [3] a scheduling application of 2-PSPmin is also proposed.
In [4], 2-PSPmin was shown to be NP-hard by reduction from the Hamiltonian path problem. In [5] some polynomially
solvable cases of 2-PSPmin are considered. In [4,6,3] upper and lower bounds are presented and a branch and boundmethod
is proposed. A polyhedral approach form-PSPmin is presented in [7].
For the metric 2-PSPmin, (when a weight function satisfies triangle inequality) two approximation algorithms (for one
and two weight functions) are presented in [8–10]. The performance ratios of these algorithms tend asymptotically to 9/4
and 12/5, respectively. More recently, an algorithmwith (non-asymptotic) performance ratio 9/4 for the problemwith one
weight function was obtained in [11]. In this paper we investigate the case of 2-PSPmin where weights can only be equal to
1 or 2 (2-PSPmin(1, 2)). As for the case of the classical traveling salesman problem, this restriction of the edge-weight values
is the simplest version of metric 2-PSPmin.
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In [11] an algorithm for the 2-PSPmin(1, 2) with performance ratio of 197144 ≈ 1.37 was announced exploiting the 7/6
performance ratio for the traveling salesman problem with weights 1 and 2 (TSPmin(1, 2)) proposed in [12]. However, such
algorithm for TSPmin(1, 2) implies that the problemof finding a triangle-restricted 2-factor ofminimumweight in a complete
edge-weighted graph with edge weights 1 and 2 (4-2-Fmin(1, 2)) can be solved by applying the algorithm described in [13]
for finding a maximum cardinality triangle-restricted 2-matching in a graph. As a proof of this implication was not given,
the ratio 7/6 was somewhat questionable for some time.
In this workwe establish two polynomial-time approximation ratios for 2-PSPmin(1, 2). The first relates to the case of one
weight function and has ratio 5/4, while the second relates to the case of two weight functions and has ratio 11/7. Then we
propose a conjecture about a partial tour existence that may be used to get better approximation ratios. Finally, we resolve
the issue related to the 4-2-Fmin(1, 2) problem.
2. The case of one weight function
Given a complete graph G = (V , E) with n vertices and weight function w = w1 = w2, w : E → {1, 2}, consider the
following algorithm (called Algorithm A1):
Step 1: define a new weight function of edgesw′ : E → {1, 2}
w′(e) = 2− w(e) =
{
1 ifw(e) = 1
0 ifw(e) = 2.
Step 2: build, by means of a known algorithm A′, a feasible solution G˜ of 2-PSPmax(0,1). Let G˜ be the approximate solution
of 2-PSPmin(1, 2).
Theorem 1. Let algorithm A′ on Step 2 find subgraph G˜ of weight W ′(G˜) ≥ ρ1OPT′ where OPT′ is the optimum
of 2 -PSPmax (0,1). Then, algorithm A1 finds an approximate solution G˜ of 2 -PSPmin (1, 2)with one weight function of weight
W (G˜) ≤ (2− ρ1) OPT where OPT is the optimum of 2 -PSPmin (1, 2).
Proof. According to the equalities OPT = 4n− OPT′ andW (G˜) = 4n−W ′(G˜), we want to prove that:
4n−W ′
(
G˜
)
≤ (2− ρ1)
(
4n− OPT′) .
Regrouping, we get:
2OPT′ −W ′
(
G˜
)
− ρ1OPT′ ≤ 4n− 4nρ1
which implies, due toW ′(G˜) ≥ ρ1OPT′:
2OPT′ − 2ρ1OPT′ ≤ 4n− 4nρ1 = OPT′ ≤ 2n
where the last inequality holds due to the definition of weight functionw′. 
Corollary 2. Suppose that algorithm A′ by [14] is used in Step 2. Then algorithm A1 finds in O(n3) time a feasible solution
of 2 -PSPmin (1, 2)with one weight function with approximation ratio 5/4.
The proof of Corollary 2 relies on the ratio ρ1 =3/4 of the algorithm from [14] having complexity O(n3). For the time
complexity, the running time of A1 is determined by Steps 1 and 2 that are performed just once. These times are O(n2) and
O(n3), respectively.
3. The case of two weight functions
Given a complete graph G = (V , E) with n vertices and two weight functions w1 : E → {1, 2} and w2 : E → {1, 2},
denote byH∗1 andH
∗
2 the Hamiltonian cycles ofminimal weight for the first and secondweight functions respectively. Let H˜
∗
1
and H˜∗2 be the pair of edge-disjoint Hamiltonian cycles in an optimal solution of 2-PSPmin(1, 2) with weight functions w1
andw2.
Consider the following algorithm (called Algorithm A2):
Step 1: find two approximate solutions H1 and H2 of TSPmin(1, 2) with weight functions w1 and w2 respectively; use
algorithm ATSP for this;
Step 2: find an arbitrary Hamiltonian cycle H ′2 edge-disjoint with H1 and an arbitrary Hamiltonian cycle H
′
1 edge-disjoint
with H2; select either the couple (H1,H ′2) or the couple (H
′
1,H2) of minimum total weight as the approximate
solution.
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Theorem 3. Let ATSP, find an approximate solution H for TSPmin (1, 2)of weight W (H) ≤ ρ2W (H∗), where H∗ is an optimum
of TSPmin (1, 2). Then, algorithm A2 finds a feasible solution of 2 -PSPmin (1, 2)with two weight functions of weight at most
(1+ ρ2/2) of the optimal weight.
Proof. For the approximation ratio∆2 of the solution found by algorithm A2 we have:
∆2 =
W1
(
H˜1
)
+W2
(
H˜2
)
W1
(
H˜∗1
)
+W2
(
H˜∗2
) = min {W1 (H1)+W2 (H ′2) ,W1 (H ′1)+W2 (H2)}
W1
(
H˜∗1
)
+W2
(
H˜∗2
) .
Recalling that:
W1 (H1) ≤ ρ2W1
(
H∗1
)
W2 (H2) ≤ ρ2W2
(
H∗2
)
W1
(
H˜∗1
)
≥ W1
(
H∗1
)
W2
(
H˜∗2
)
≥ W2
(
H∗2
)
W1
(
H ′1
) ≤ 2n
W2
(
H ′2
) ≤ 2n
we get:
∆2 ≤ min
{
ρ2W1
(
H∗1
)+ 2n, ρ2W2 (H∗2 )+ 2n}
W1
(
H∗1
)+W2 (H∗2 ) .
Using inequality min{a, b} ≤ (a+ b)/2, we get:
∆2 ≤
ρ2
2
(
W1
(
H∗1
)+W2 (H∗2 ))+ 2n
W1
(
H∗1
)+W2 (H∗2 ) ≤ ρ22 + 2nW1 (H∗1 )+W2 (H∗2 ) .
Finally, using the inequalities:W1(H∗1 ) ≥ n andW2(H∗2 ) ≥ n, we get∆2 ≤ 1+ (ρ2/2), that concludes the proof. 
Corollary 4. Let algorithm ATSP from [15] be used in Step 1 of A2. Then algorithm A2 finds in polynomial time a feasible solution
of 2 -PSPmin (1,2) with two weight functions of weight at most 11/7 of the optimal weight.
The proof of Corollary 4, relies on the ratio ρ2 = 8/7 of the approximation algorithm from [15]. The running time of
algorithm A2 is determined by the running times of Steps 1 and 2 that run just once. The running time of Step 1 corresponds
to the running time of algorithm ATSP from [15] which is polynomial (even though the degree of that polynomial is very high,
namely O(nK+4)with K = 21), while the time complexity of Step 2 is O(n).
Let us remark that, alternatively, the algorithm ATSP by [12] may be used. In this case, the approximation ratio moves up
to 19/12, but the running time of algorithm A2 becomes much lower.
4. A possible improvement for the case with one weight function
Let G = (V , E) be a graph of order n. Every subset E ′ ⊆ E that forms a set of vertex-disjoint paths covering all vertices
of G is called a partial tour in G (we interpret a single node as a path of length 0 with coincident endpoints).
Consider an incremental approach for the solution of 2-PSPmin(1, 2) that works as follows. A first cycle is obtained by
approximately solving the TSPmin(1, 2). Then, delete all edges of this cycle and all edges of weight 2 from the initial graph G,
and find a partial tour in G. We know that a second Hamiltonian cycle can be derived by connecting all paths of the partial
tour; indeed, it is always possible to connect two paths as there exists at least one edge linking an endpoint of one path to
an endpoint of the other path (the four edges linking the endpoints of one path to the endpoints of the other path form a
loop and cannot therefore be all included in the first Hamiltonian cycle). Obviously, we want to construct a partial tour with
as many edges with weight 1 as possible in order to obtain a better second Hamiltonian cycle. As an example, in [11] two
special matchings form such partial tour.
We believe that it is always possible to find a ‘‘long enough’’ partial tour in a graph with ‘‘enough of edges with weight
one’’. To this objective, consider the case where the optimal solution for 2-PSPmin(1, 2) equals 2n. We prove the following
lemma.
Lemma 5. There exists a polynomial algorithm that finds a partial tour of at least 2n/3 edges in a graph G = (V , E)with |V | = n
and vertex degrees d(v) that satisfy 2 ≤ d(v) ≤ 4.
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Proof. Consider the following algorithm called Algorithm APT :
Step 1: while E contains an edge e = {u, v}with d(u) ≥ 3 and d(v) ≥ 3 delete e from E; denote by V1 the set of all vertices
whose degree is greater than 2 (at the end of Step 1, vertices of V1 form an independent set);
Step 2: delete all connected components C of G in which the degree of each vertex is equal to 2; while G contains a path
P = u, v1, . . . , vk, w such that k ≥ 2, d(u) ≥ 3, d(w) ≥ 3 and d(v1) = · · · = d(vk) = 2, create a distinct new
vertex v and replace P by the path u, v, w (if u = w then a multi-edge is constructed); denote by V2 the set of all
vertices whose degree is equal to 2 (at the end of Step 2, vertices of V2 form an independent set and, furthermore,
G′ = (V1, V2, E) is a bipartite multi-graph);
Step 3: for every vertex of V1 select two edges incident to this vertex; all these edges form a set T of cycles and paths with
endpoints in V2;
Step 4: while T contains cycles, arbitrarily choose a cycle C of T and some edge (u, v) in C; without loss of generality,
suppose that u ∈ V1; then, G′ \ T contains at least one edge (u, w), with dT (w) ≤ 1 (we prove this claim later);
replace edge (u, v) by edge (u, w) in T (at the end of Step 4, T is a partial tour of G′);
Step 5: for every component C deleted during Step 2, choose an arbitrary edge e ∈ C and add the path C \ e to T ;
Step 6: for every v ∈ V2 created during Step 2, add to T edges (vi, vi+1), 1 ≤ i < k, of the path P = u, v1, . . . , vk, w replaced
during Step 2;
Step 7: return T that at the end of Step 6 is a partial tour of G.
Consider first Step 4. For vertex u, dG′(u) ≥ 3; henceforth, G′ \ T contains at least one edge (u, w). Since dG′(w) = 2,
dT (w) ≤ 1. So, at the end of Step 4, T is a partial tour of G′.
For G′ we have 2|V2| = |E ′| ≤ 4|V1|, thus |V1| ≥ |V1 ∪ V2|/3 = |V (G′)|/3. Obviously, at the end of Step 3,
|T | = 2|V1| ≥ 2|V (G′)|/3 and, during Step 4, |T | does not change; so, at the end of this step, |T | ≥ 2|V (G′)|/3. During
Step 5, for every component C of G, |C | vertices are added to G′ and |C | − 1 edges are added to T ; so, the former inequality
remains true even in the (worst) case |C | = 3. Finally, during Step 6, the number of vertices added to G′ is equal to the
number of edges added to T . So, the lemma is proved. 
5. Finding a minimum-weight triangle-restricted 2-factor
We now deal with problem 4-2-Fmin(1, 2), consisting of finding a triangle-restricted 2-factor of minimum weight in a
complete edge-weighted graph with edge weights 1 and 2.
As mentioned in Section 1, authors in [12] claim that 4-2-Fmin(1, 2) can be solved in polynomial time via computation of
a maximum cardinality triangle-restricted 2-matching in a graph described in [13]. As a proof of this claim was not given
in [12], the ratio 7/6 of their TSPmin(1, 2)-algorithmmade doubt for some time. In what follows, we prove that claim in [12]
is indeed true.
Consider a complete n-vertex graph G = (V , E), weight function:w : E → {1, 2} and run the following algorithm (called
Algorithm A4.):
Step 1: construct graph G˜ = (V , E (˜G)), where e ∈ E (˜G) if and only if w(e) = 1 and use the algorithm by [13] to compute a
maximum cardinality triangle-restricted 2-matchingM in G˜, consisting of k paths P1, . . . , Pk and l cycles C1, . . . , Cl;
denote bym the number of nodes in the paths ofM;
Step 2: consider the following cases:
• Case 1:m = 0; in this caseM consists only of cycles C1, . . . , Cl of length> 3; chooseM as solution for 4-2-Fmin(1,
2);
• Case 2: m ≥ 4; arbitrarily connect paths P1, . . . , Pk by their endpoints, to form a cycle C0; take 2-factor
C0, C1, . . . , Cl as a solution;
• Case 3: 0 < m < 4; search for edges of G˜ connecting an endpoint of any path ofM and a node of any cycle ofM;
then, the following cases can appear:
(1) if such edges exist, do the following: for any path Pi whose endpoint, say ai, is connected to a node bj of a
cycle Cj, delete an edge of Cj incident to bj and add (ai, bj) to M; construct a solution of 4-2-Fmin(1, 2) as in
Case 2;
(2) for paths where item 1 does not hold, choose an arbitrary cycle C ofM and delete an arbitrary edge e = (u, w)
from C; then, construct a solution as in Case 2.
Proposition 6. Algorithm A4 finds a triangle-restricted 2-factor F of minimal weight in G. Its running time is the same as the
running time of the algorithm by [13].
Proof. The solution built by Algorithm A4 is feasible, sinceM was triangle-restricted in Step 1 and only one cycle of length
at least 4 is constructed in Step 2.
Let OPT1 be an optimal triangle-restricted 2-factor in G. As a triangle-restricted 2-matching in G˜ can be constructed
by deleting all edges of weight 2 from OPT1, W (OPT1) ≥ 2n − W (OPT2), where OPT2 is an optimal triangle-restricted
2-matching.
In Cases 2 and 3(1) we do not lose edges of weight 1, thusW (F) = 2n−W (OPT2) and, consequently, F is optimal.
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Fig. 1. Case 3(2) of Algorithm A4 assuming that paths ofM are P1 = {v} and P2 = {(a, b)}.
We now turn to Case 3(2). It can be proved that, also in this case, F is optimal too. This can be verified by exhaustively
considering all the different possible cases. For instance, let us assume that there exist only two paths inM , one of length 0
(i.e. a single node, denoted by v) and one of length 1 (i.e. an edge, denoted by (a, b)). In this case, the cycle built following
Case 2 will use three new edges of weight 2 from OPT1 (thick edges in Fig. 1). Therefore,W (OPT1) ≥ n+ 3 = W (F).
The running time of Step 2 is O(n); hence the running time of Algorithm A4 is dominated by the running time of the
algorithm by [13]. 
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