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Abstract
In 1904, Prandtl introduced his famous boundary layer in order to describe
the behavior of solutions of incompressible Navier Stokes equations near a
boundary as the viscosity goes to 0. His Ansatz was that the solution of
Navier Stokes equations can be described as a solution of Euler equations,
plus a boundary layer corrector, plus a vanishing error term in L∞ in the
inviscid limit. In this paper we prove that, for a class of smooth solutions of
Navier Stokes equations, namely for shear layer profiles which are unstable
for Rayleigh equations, this Ansatz is false if we consider solutions with
Sobolev regularity, in strong contrast with the analytic case, pioneered by
R.E. Caflisch and M. Sammartino [22, 23].
Meanwhile we address the classical problem of the nonlinear stability of
shear layers near a boundary and prove that if a shear flow is spectrally
unstable for Euler equations, then it is non linearly unstable for the Navier
Stokes equations provided the viscosity is small enough.
1 Introduction
In this paper we address the question of the description of solutions of in-
compressible Navier Stokes equations in a bounded domain, in the case of
the zero Dirichlet boundary condition. More precisely, let Ω be the half
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plane x ∈ R, y > 0. Let uν be solutions of incompressible Navier Stokes
equations with forcing term f ν
∂tu
ν + (uν · ∇)uν − ν∆uν +∇pν = f ν, (1.1)
∇ · uν = 0 (1.2)
and Dirichlet boundary condition
uν = 0 on y = 0. (1.3)
As the viscosity goes to 0, we expect uν to converge to a solution of Euler
equations
∂tu
E + (uE · ∇)uE +∇pE = f0, (1.4)
∇ · uE = 0 (1.5)
with boundary condition
uE2 = 0 on y = 0. (1.6)
The justification of this convergence is however very delicate, since the
boundary conditions dramatically change. As a consequence, a boundary
layer is expected near y = 0 in order to describe the transition between
Navier Stokes boundary conditions and Euler boundary conditions. To take
into account this transition, Prandtl [21] introduced the following Ansatz
uν(t, x, y) = uE(t, x, y) + uP (t, x, y/
√
ν) + o(1)L∞ , (1.7)
where uP describes the behavior of uν in a boundary layer of size O(√ν),
called the Prandtl’s boundary layer, and the remainder o(1)L∞ tends to
zero in the inviscid limit. The boundary layer corrector u1 = u
E
1 (t, x, 0) +
uP1 (t, x, Y ) is then constructed by solving the classical Prandtl boundary
layer equation
∂tu1 + u1∂xu1 + u2∂Y u1 = ∂
2
Y u1 − ∂xpE(t, x, 0)
∂xu1 + ∂Y u2 = 0
(1.8)
together with the no-slip boundary conditions u1 = u2 = 0 at Y = 0 and
the matching condition u1(t, x, Y )→ uE1 (t, x, 0) as Y →∞.
The existence and uniqueness of solutions to the Prandtl equations have
been constructed for monotonic data by Oleinik [19] in the sixties. There are
also recent reconstructions [1, 18] of Oleinik’s solutions via a more direct en-
ergy method. For data with analytic or Gevrey regularity, the well-posedness
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of the Prandtl equations is established in [22, 5], among others. In the case
of non-monotonic data with Sobolev regularity, the Prandtl boundary layer
equations are known to be ill-posed ([3, 6, 14]).
Concerning the validity of Prandtl’s Ansatz (1.7), this was established
for data with analytic regularity in the celebrated work of Caflisch and
Sammartino [23]. In particular, it was proven that if a boundary layer
Ansatz exists to describe the limiting behavior of uν , then it must be of the
Prandtl’s form (1.7). A similar result were also obtained by [16] for data
whose initial vorticity is compactly supported away from the boundary. The
stability of shear flows under perturbations with Gevrey regularity is recently
proved in [4].
However, considering analytic or Gevrey initial data is too restrictive,
since it precludes small but high frequencies perturbations, which are more
physically relevant. The first author proved in [7] that the Ansatz (1.7) is
nonlinearly unstable with a vanishing lower bound of order O(ν1/4) for the
remainder. Up to now, there were no result which proved, or disproved, the
Ansatz (1.7) for data with Sobolev regularity.
In this paper we give the first result in this direction. Namely we prove
that there exists particular initial data such that (1.7) is wrong. More pre-
cisely we will show that some shear layer profiles are nonlinearly unstable, for
these profiles the remainder in (1.7) reaches order one in the inviscid limit.
Proving the instability of order one, or in fact any order beyond O(ν1/4)
obtained in [7], faces a serious obstruction: the viscous boundary sublayers
which arise from the instability of the main Prandtl’s layer are themselves
unstable, giving rise to thinner and thinner viscous sublayers. The insta-
bility of these thinner sublayers is inevitable due to the linear instability
theory of generic shear flows [2, 9] and the fact that the local Reynolds is
of order Usub
ν1/4
→ ∞ whenever the amplitude of sublayers Usub goes beyond
ν1/4. As a consequence, there are many instabilities from both the main
Prandtl’s layers and the sublayers, and it remains unclear which sublayers
are dominant in the large time. This is the main limitation of the previous
method [7]. For more details of the obstruction, see Section 2. See also [11]
for a further link between the stability of classical Prandtl’s layers and that
of viscous sublayers.
This paper not only proves the invalidity of the Ansatz (1.7), but also
constructs a three-layer solution to Navier-Stokes equations involving an
Euler flow (trivial), a classical Prandtl’s layer with thickness of order
√
ν,
and a thinner boundary sublayer with thickness of order ν3/4. This latter
sublayer in turn gives rise to thinner sub-sublayers with thickness of order
3
ν7/8, which is confirmed linearly [9]. This paper builds the first step towards
fully justifying the boundary layer cascade developed near the boundary.
Let us mention that if one replaces the classical no-slip boundary con-
dition (1.3) by a Navier-slip condition, the boundary layers are less violent
with a much smaller amplitude of order
√
ν. As a consequence, the inviscid
limit and the boundary layer Ansatz are established in this case: see for
instance [15, 17]. The instability observed in this paper does not apply to
these settings. However, when the slip length is of order
√
ν or smaller, a
similar instability up to order one can be obtained via an energy method [20],
adapted from [7]. A crucial difference between the slip and no-slip bound-
ary conditions is that there are intricate (and unstable) boundary sublayers
arising in the latter case, but not in the former.
1.1 Main results
Let us now detail our main results of this paper. A shear layer profile is a
solution of the form
Uν(t, x, y) =
(
U(t, y/
√
ν)
0
)
that is a solution of both Prandtl and Navier Stokes equations. Here U(t, y)
is a smooth function with U(t, 0) = 0 such that U(t, y) converges when
y → +∞ to a constant Euler flow U∞. In this paper we consider two cases
• time dependent boundary layers:
∂tU
ν − ∂yyUν = 0,
namely Uν is a solution of the classical heat equation
• time independent boundary layers: in this case, we add a time-independent
forcing term which compensates for the viscosity. Precisely, we take
F ν =
(−U ′′(0, y/√ν)
0
)
. (1.9)
The main result of this paper is as follows.
Theorem 1.1. There exists a smooth, analytic function U(0, Y ), such that
the corresponding sequence of time dependent shear layers
Uν(t, x, y) =
(
U(t, y/
√
ν)
0
)
, (1.10)
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which are smooth solutions of Navier Stokes, Prandtl, and heat equations
satisfies the following assertion. For any N and s arbitrarily large, there ex-
ist σ0 > 0, C0 > 0 and a sequence of solutions u
ν of Navier Stokes equations
(1.1)-(1.3) with forcing terms f ν, on some interval [0, T ν ], such that
‖uν(0)− Uν(0)‖Hs ≤ νN ,
‖f ν‖L∞([0,T ν ],Hs) ≤ νN ,
but
‖uν(T ν)− Uν(T ν)‖L∞ ≥ σ0
and
T ν = O(
√
ν log ν−1).
This theorem proves that Prandtl Ansatz is false in L∞ in very small
times, of order
√
ν log ν−1. The same theorem holds true for the time in-
dependent boundary layer with a forcing term (1.9). In particular, it is
proved that the convergence of Navier-Stokes solutions to Euler solutions,
plus a boundary layer, fails in L∞ in the inviscid limit. We remark that this
however does not prevent the convergence to hold in Lp for p <∞.
In addition, as will be clear from the construction, the Navier-Stokes
solutions obtained in Theorem 1.1 involve not only the Prandt’s layer of size√
ν, but also a viscous sublayer of size ν3/4. Moreover, it is important to
note that the instability occurs in the vanishing time T ν of order
√
ν log ν−1.
In the proof of Theorem 1.1, we introduce the following hyperbolic rescal-
ing
(T,X,Z) =
1√
ν
(t, x, z).
Theorem 1.1 is thus a direct consequence of the scaling and the following
theorem, which also addresses the classical stability problem of shear layers
in the inviscid limit.
Theorem 1.2. Let U(y) be a smooth and analytic function which converges
exponentially fast at infinity to a constant, with U(0) = 0 and assume that
it is spectrally unstable for linearized Euler equations, with a simple eigen-
value. Then it is nonlinearly unstable for Navier Stokes equations in L∞,
provided ν is small enough, in the following sense. For any s arbitrarily
large, there exist σ0 > 0, C0 > 0 and a sequence of solutions u
δ of Navier
Stokes equations (1.1)-(1.3) with forcing terms f δ, on some interval [0, T δ ],
such that, as δ → 0,
‖uδ(0) − Uν(0)‖Hs ≤ δ,
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‖f δ‖L∞([0,T ν ],Hs) ≤ δ,
but
‖uδ(T δ)− Uν(T δ)‖Lp ≥ σ0, ∀p ∈ [1,∞]
and
T δ = O(log δ−1),
where Uν(t, y) is the solution of heat equation with diffusivity ν and initial
data U(y).
Let us now discuss this result. Up to the best of our knowledge it is the
first rigorous result of instability of a shear layer profile near a boundary for
Navier Stokes equations. According to Rayleigh’s criterium the profile Uν
will have an inflection point. Physically, this may correspond to a reverse
flow and thus rules out the exponential profile U∞(1− e−y/C). The Prandtl
equation is well posed for Uν and for neighboring analytic profiles. However
we do not know whether the Prandtl equation is well posed for nearby
profiles with only Sobolev regularity.
Notations
For α ∈ R we define
∆α = ∂
2
y − α2
and
∇α = (iα, ∂y).
In particular ∇2α = (−α2, ∂2y ). The three dimensional case is exactly sim-
ilar to the two dimensional one, therefore we restrict ourselves to the two
dimensional case.
2 General strategy
The proof of Theorem 1.1 relies on the complete construction of the insta-
bility uν . The first step is to make an isotropic change of variables in t, x
and y; namely, we define
T =
t√
ν
, X =
x√
ν
, Y =
y√
ν
.
Of course, the Navier Stokes equations remain unchanged, except the vis-
cosity which is now
√
ν. From now on, we abuse the notation by denoting
by t, x and y the new variables T , X and Y .
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The starting point is the choice of the shear layer profile (1.10). We
will choose a shear profile U0 = (U(y), 0) which is unstable with respect
to linearized Euler equations. More precisely, we start from U0, such that
there exists an exponentially growing solution to the following linearized
Euler equations
∂tv + (U0 · ∇)v + (v · ∇)U0 +∇p = 0, (2.1)
∇ · v = 0, (2.2)
v2 = 0 on y = 0. (2.3)
The study of the linear stability of a shear layer profile is a classical issue
in fluid mechanics. The classical strategy to address this question is to
introduce the stream function of v and to take its Fourier transform in
the tangential variable x (with dual Fourier variable α) and the Laplace
transform in time (with dual variable λ = −iαc). Precisely, we look for v of
the form
v = ∇⊥
(
eiα(x−ct)ψ(y)
)
+ complex conjugate. (2.4)
Putting (2.4) in (2.1), we get the classical Rayleigh equation for the stream
function ψ
(U − c)(∂2y − α2)ψ = U ′′ψ, (2.5)
αψ(0) = lim
y→+∞ψ(y) = 0. (2.6)
The study of the linear stability of U reduces to a spectral problem: find
c and ψ, solutions of Rayleigh equations, with ℑ(αc) > 0. Following the
classical Rayleigh criterium, if such an instability exists, then U must have
an inflection point. Such smooth unstable profiles do exist (see, for instance,
[7]). We choose the most unstable mode, namely the largest |αℑc|. Starting
with such an instability, we can construct an instability for the following
linearized Navier Stokes equations
∂tv + (U0 · ∇)v + (v · ∇)U0 −
√
ν∆v +∇p = 0, (2.7)
∇ · v = 0, (2.8)
v = 0 on y = 0. (2.9)
The analogs of the Rayleigh equations (2.5)-(2.6) are the Orr Sommerfeld
equations which read
− ε(∂2y − α2)2ψ + (U − c)(∂2y − α2)ψ = U ′′ψ, (2.10)
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αψ(0) = ψ′(0) = lim
y→+∞ψ(y) = 0, (2.11)
where
ε =
√
ν
iα
.
Such a spectral formulation of the linearized Navier-Stokes equations near
a boundary layer shear profile has been intensively studied in the physical
literature. We in particular refer to [2, 24] for the major works of Heisenberg,
Tollmien, C.C. Lin, and Schlichting on the subject. We also refer to [8, 9, 10]
for the rigorous spectral analysis of the Orr-Sommerfeld equations.
Now starting from an unstable mode (ψ0, c0) of the Rayleigh equation
for some positive α, it is possible to construct an unstable mode (ψν , cν) for
Navier Stokes equations, provided ν is small enough, such that
ψν − ψ0 = O(ν1/4), (2.12)
cν − c0 = O(ν1/4). (2.13)
Let
λ0 = αc
ν .
This has been proved rigorously in [10] through a complete analysis of the
Green function of Orr Sommerfeld equation. More precisely, the proof of
(2.12)-(2.13) relies on the complete description of all four independent solu-
tions of the fourth order differential equation (2.10). It can be proven that
two of them go to +∞ as y → +∞. These two solutions can be forgot-
ten in the construction of an unstable mode. The other two converge to 0
as y → +∞. One, called ψf , has a ”fast” behavior, namely behaves like
exp(−Cy/√ε) for large y. The other one, called ψs, has a ”slow” behavior
and behaves like exp(−C|α|y). The second one, ψs, comes from the Rayleigh
mode, and is a small perturbation of ψ0. Then the unstable mode ψν is a
combination of ψf and ψs and is of the form
ψν = ανψf + β
νψs. (2.14)
The two relations ψν(0) = ∂yψ
ν(0) = 0 give the dispersion relation. Using
the fact that ψs is an approximate eigenmode for Rayleigh equation, (2.12)
and (2.13) can be proved using an implicit function theorem (see [10] for
complete details). We also get, for every positive k, that
|∂kyψν(y)| ≤
Ck
|ε(k−1)/2|e
−Cy/|√ε| + Cke−βy (2.15)
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for some positive β. Note that ψν has a boundary layer behavior. This
is natural since there is a change of boundary conditions between Rayleigh
and Orr Sommerfeld equations. The size of the boundary layer is of order
ε1/2 ≈ ν1/4 (for fixed α), which is introduced to balance ε∂4y and ∂2y . This
sublayer is known as ”viscous sublayer” in the physical literature [2]. Note
that ψs and ψf are analytic on a strip |ℑy| ≤ σ0 for some σ0 > 0.
Once the linear instability is constructed, we may construct an approxi-
mate solution of the form
uapp(t, x, y) =
M∑
j=1
νNjuj(t, x, y) (2.16)
starting from the maximal unstable eigenmode
u1(t, x, y) = ℜ
(
ψνeiα(x−c
ν t)
)
.
The construction of such an approximate solution is routine work, and in-
volves successive resolutions of linearized Navier Stokes equations
∂tu
n + (U0 · ∇)un + (un · ∇)U0 −
√
ν∆un +∇pn = Fn,
∇ · un = 0, (2.17)
together with the zero initial data and zero Dirichlet boundary conditions,
with
Fn = −
∑
1≤j≤n−1
(uj · ∇)un−j.
Note that by construction [7], uapp solves Navier Stokes equations, up to
a very small term RM , of order νN(M+1)e(M+1)ℜλν t, with λν = −iαcν , the
maximal unstable eigenvalue.
Let uν be the solution of Navier Stokes equations with initial data
uapp(0). A natural next step is to try to bound the difference v := uν −uapp
in L2 norm. However, we only get
d
dt
‖v‖2L2 ≤ C(1 + ‖∇uapp‖L∞)‖v‖2L2 + ‖RM‖2L2 .
As there is a boundary layer in uapp, ‖∇uapp‖L∞ is unbounded as ν → 0,
and thus, this energy inequality is useless when uapp −U is of order greater
than ν1/4. Using only energy estimates, we cannot obtain O(1) instability
in L∞, and are limited to O(ν1/4) instability (this is the main limitation of
[7]).
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The reason of this failure is that the viscous sublayer becomes linearly
unstable in the inviscid limit [2, 9]. The next natural idea is to work with
analytic initial data and to hope that analyticity will kill sublayer instabil-
ities, exactly as in Caflisch and Sammartino work [23], where the authors
used analyticity to kill any instability of Prandtl’s layers. However in the
current setting, we want to get control over time intervals of order log ν−1,
namely on unbounded time intervals. As the analyticity radius decreases
with time, it becomes small, of order 1/t as t increases, and is therefore too
small to control instabilities in large times. This strategy therefore fails.
In this paper, we will directly prove that the series (2.16) converges as
M goes to +∞, in analytic spaces. This leads to a direct construction of a
genuine solution of Navier Stokes equations, defined by
uν(t, x, y) = U +
+∞∑
j=1
νNjuj(t, x, y) (2.18)
The underlying idea is the following: if we try to control the difference
between the true solution and an approximate one, we have to bound solu-
tions of linearized Navier Stokes equations. However because of the shear,
vertical derivatives of such solutions increase polynomially in time, simply
because of the term ∂t + U(y)∂x, which generates high normal derivatives.
This polynomial growth can not be avoided, except if we are working with
a finite sum of eigenmodes. For eigenmodes, we simply have an exponen-
tial growth, without polynomial disturbances. As a matter of fact, all the
terms appearing in (2.18) are driven by eigenmodes through Orr Sommerfeld
equations.
The proof of the convergence of (2.18) relies on the accurate description
of the Green function of Orr Sommerfeld equations, detailed in [10], and
on the introduction of so called generator functions. Generator functions
combine all the norms of all the uj , and can be seen as a time and space
depending norm. We prove that these generator functions satisfy a Hopf
inequality, which allows us to get analytic bounds which are uniform in M .
The plan of this paper is the following. We begin with the definition of
generator functions. We then study the generator function of solutions of
Laplace equations, and then of Orr Sommerfeld equations. We then detail
the construction of uj and derive uniform bounds on the generator functions,
which ends the proof.
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3 Generator functions
3.1 Definition
Let f(x, y) be a smooth function. For z1, z2 ≥ 0, we define the following two
functions, called in this paper ”generator functions”
Gen0(f)(z1, z2) =
∑
α∈Z
∑
ℓ≥0
ez1|α|‖∂ℓyfα‖ℓ,0
zℓ2
ℓ!
,
Genδ(f)(z1, z2) =
∑
α∈Z
∑
ℓ≥0
ez1|α|‖∂ℓyfα‖ℓ,δ
zℓ2
ℓ!
,
(3.1)
in which fα(y) denotes the Fourier transform of f(x, y) with respect to the
x variable. In these sums,
‖fα‖ℓ,0 = sup
y
ϕ(y)ℓ|fα(y)|,
‖fα‖ℓ,δ = sup
y
ϕ(y)ℓ|fα(y)|
(
δ−1e−y/δ + 1
)−1
,
where
ϕ(y) =
y
1 + y
and where the boundary layer thickness δ is equal to
δ = γ0ν
1/4
for some sufficiently large γ0 > 0. More precisely, γ0 will be chosen so
that γ−10 ≤
√
ℜλ0/2, where λ0 is the maximal unstable eigenvalue of the
linearized Euler equations around U .
Note that Gen0, Genδ and all their derivatives are non negative for
positive z1 and z2. These generator functions Gen0(·) and Genδ(·) will
respectively control the velocity and the vorticity of the solutions of Navier
Stokes equations.
For convenience, we introduce the following generator functions of one-
dimensional functions f = f(y):
Gen0,α(f)(z2) =
∑
ℓ≥0
‖∂ℓyf‖ℓ,0
zℓ2
ℓ!
,
Genδ,α(f)(z2) =
∑
ℓ≥0
‖∂ℓyf‖ℓ,δ
zℓ2
ℓ!
.
(3.2)
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Of course, it follows that
Gen0(f) =
∑
α∈Z
ez1|α|Gen0,α(fα)
for functions of two variables f = f(x, y), and similarly for Genδ.
3.2 Properties
For any ℓ, ℓ′ ≥ 0, we have
‖f‖ℓ,δ ≤ ‖f‖ℓ,0, ‖f‖ℓ+1,δ ≤ ‖f‖ℓ,δ,
‖fg‖ℓ,δ ≤ ‖f‖ℓ′,0‖g‖ℓ−ℓ′,δ.
(3.3)
Next, we have the following Proposition
Proposition 3.1. Let f and g be two functions. For non negative z1 and
z2, there hold
Genδ(fg) ≤ Gen0(f)Genδ(g),
Genδ(∂xf) = ∂z1Genδ(f), Genδ(∂
2
xf) = ∂
2
z1Genδ(f),
Genδ(ϕ∂yf) ≤ C0∂z2Genδ(f),
for some universal constant C0, provided |z2| is small enough.
Proof. First, note that
(fg)α =
∑
α′∈Z
fα′gα−α′ ,
and
∂βy (fg)α =
∑
α′∈Z
∑
0≤β′≤β
β!
β′!(β − β′)!∂
β′
y fα′∂
β−β′
y gα−α′ .
Thus,
Genδ(fg)(z1, z2)
=
∑
α∈Z
∑
β≥0
ez1|α|‖∂βy (fg)α‖β,δ
zβ2
β!
≤
∑
α∈Z
∑
β≥0
∑
α′∈Z
∑
0≤β′≤β
ez1|α|‖∂β′y fα′‖β′,0‖∂β−β
′
y gα−α′‖β−β′,δ
zβ2
β′!(β − β′)!
≤
∑
α,α′∈Z
∑
β≥0
∑
β≥β′
ez1|α
′|ez1|α−α
′|‖∂β′y fα′‖β′,0‖∂β−β
′
y gα−α′‖β−β′,δ
zβ
′
2 z
β−β′
2
β′!(β − β′)!
≤ Gen0(f)(z1, z2)Genδ(g)(z1, z2).
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Next, we write
Genδ(∂xf) =
∑
α∈Z
∑
ℓ≥0
ez1|α|‖α∂ℓyfα‖ℓ,δ
zℓ2
ℓ!
= ∂z1
∑
α∈Z
∑
ℓ≥0
ez1|α|‖∂ℓyfα‖ℓ,δ
zℓ2
ℓ!
= ∂z1Genδ(f),
and similarly for Genδ(∂
2
xf). Finally, we compute
Genδ(ϕ∂yf) =
∑
α∈Z
∑
ℓ≥0
ez1|α|‖∂ℓy(ϕ∂yfα)‖ℓ,δ
zℓ2
ℓ!
≤
∑
α∈Z
∑
ℓ≥0
∑
0≤ℓ′≤ℓ
ez1|α|‖∂ℓ′y ϕ∂ℓ−ℓ
′+1
y fα‖ℓ,δ
zℓ2
ℓ′!(ℓ− ℓ′)!
≤
(
1 +
∑
ℓ′≥0
‖∂ℓ′y ϕ‖0,0
zℓ
′
2
ℓ′!
)∑
α∈Z
∑
ℓ−ℓ′≥0
ez1|α|‖∂ℓ−ℓ′+1y fα‖ℓ−ℓ′+1,δ
zℓ−ℓ
′
2
(ℓ− ℓ′)!
≤ C0∂z2Genδ(f),
where we distinguished the cases ℓ′ = 0 and ℓ′ > 0. As ϕ is analytic,∑
ℓ′≥0 ‖∂ℓ
′
y ϕ‖0,0zℓ
′
2 /ℓ
′! converges provided z2 is small enough. The Proposi-
tion follows.
3.3 Generator function and divergence free condition
Note that for any functions u and g, Proposition 3.1 yields
Genδ(u∂xg) ≤ Gen0(u)∂z1Genδ(g). (3.4)
This is not true for Genδ(v∂yg), due to the boundary layer weight. We will
investigate Genδ(v∂yg) when (u, v) satisfies the divergence free condition,
namely
∂xu+ ∂yv = 0.
Precisely, we will prove the following Proposition.
Proposition 3.2. For |z2| ≤ 1, there holds
Genδ(v∂yg) ≤ C
(
Gen0(v) + ∂z1Gen0(u)
)
∂z2Genδ(g).
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This Proposition is linked to the deep structure of Navier Stokes equa-
tions, namely to the precise link between the transport operator and the
incompressibility condition. Note that we ”loose” one derivative: our bound
involves ∂xu.
Proof. We compute
Genδ(v∂yg) =
∑
α∈Z
∑
β≥0
ez1|α|‖∂βy (v∂yg)α‖β,δ
zβ2
β!
,
in which
∂βy (v∂yg)α =
∑
α′∈Z
∑
0≤β′≤β
β!
β′!(β − β′)!∂
β′
y vα′∂
β−β′+1
y gα−α′ .
For β′ > 0, using the divergence-free condition ∂yvα = −iαuα, we estimate
‖∂β′y vα′∂β−β
′+1
y gα−α′‖β,δ ≤ ‖α′∂β
′−1
y uα′‖β′−1,0‖∂β−β
′+1
y gα−α′‖β−β′+1,δ.
On the other hand, for β′ = 0, we estimate
‖vα′∂β+1y gα−α′‖β,δ ≤ ‖ϕ−1vα′‖0,0‖∂β+1y gα−α′‖β+1,δ.
We note that for y ≥ 1, ϕ(y) ≥ 1/2 and hence
‖χ{y≥1}ϕ−1vα′‖0,0 ≤ 2‖vα′‖0,0.
When y ≤ 1, using again the divergence-free condition, we write
vα′(y) = −iα′
∫ y
0
uα′(y
′)dy′ = −iα′y
∫ 1
0
uα′(x, θy)dθ.
Therefore, ϕ(y)−1|vα′(y)| ≤ supy |α′uα′(y)| for y ≤ 1. This proves that
‖ϕ−1vα′‖0,0 ≤ 2‖vα′‖0,0 + ‖α′uα′‖0,0.
Combining these inequalities for any α ∈ Z and β ≥ 0, we obtain
‖∂βy (v∂yg)α‖β,δ ≤
∑
α′∈Z
(2‖vα′‖0,0 + ‖α′uα′‖0,0)‖∂β+1y gα−α′‖β+1,δ
+
∑
α′∈Z
∑
1≤β′≤β
‖α′∂β′−1y uα′‖β′−1,0‖∂β−β
′+1
y gα−α′‖β−β′+1,δ
β!
β′!(β − β′)! .
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It remains to multiply by ez1|α|zβ2 /β! and to sum all the terms over α, α
′, β
and β′. The second term in the right hand side is bounded by the product
of ∑
α
∑
β
e|α|z1‖α∂βy uα‖β,0
zβ+12
(β + 1)!
,
which is bounded by Gen0(∂xu) provided |z2| ≤ 1 and of
∑
α
∑
β
e|α|z1‖∂β+1y gα‖β+1
zβ2
β!
,
which equals ∂z2Genδ(g). The first term is similar, which ends the proof.
Let us now bound derivatives of the transport term u∂xg + v∂yg.
Proposition 3.3. Let
A =
(
Id+ ∂z1 + ∂z2
)
Genδ
and
B = Gen0(u) +Gen0(v) + ∂z1Gen0(u) +A(g).
Then
A(u∂xg + v∂yg) ≤ CB∂z1B + CB∂z2B.
Note that all the terms in A are non negative, since all the derivatives
of generator functions are non negative.
Proof. Let us successively bound all the terms appearing in A(u∂xg+v∂yg).
First, Genδ(u∂xg + v∂yg) has been bounded in (3.4) and in the previous
proposition. Next we compute
∂z1Genδ(u∂xg) = Genδ(∂x(u∂xg)) = Genδ(∂xu∂xg + u∂
2
xg)
≤ ∂z1Gen0(u)∂z1Genδ(g) +Gen0(u)∂2z1Genδ(g).
(3.5)
Moreover, using Proposition 3.3,
∂z1Genδ(v∂yg) = Genδ(∂x(v∂yg)) = Genδ(∂xv∂yg + v∂y∂xg)
≤ C(∂z1Gen0(v) + ∂2z1Gen0(u))∂z2Genδ(g)
+C(Gen0(v) + ∂z1Gen0(u))∂z2∂z1Genδ(g).
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Let us now bound the term ∂z2Genδ(v∂yg). Precisely, we have to bound
zn2
n!
‖ϕn+1∂n+1y (vα′∂ygα−α′)‖0,δ =
zn2
n!
‖ϕn+1∂ny (∂yvα′∂ygα−α′ + vα′∂2ygα−α′)‖0,δ
≤
∑
0≤k≤n
zn2
k!(n − k)!‖ϕ
n+1∂k+1y vα′∂
n+1−k
y gα−α′ + ϕ
n+1∂kyvα′∂
n+2−k
y gα−α′‖0,δ.
Let us split this sum in two. The first sum equals, using the divergence free
condition,∑
0≤k≤n
zn2
k!(n − k)!‖ϕ
k∂ky∂xuα′ ϕ
n+1−k∂n+1−ky gα−α′‖0,δ
≤
∑
0≤k≤n
zk2
k!
‖ϕk∂ky∂xuα′‖0,0
zn−k2
(n− k)!‖ϕ
n+1−k∂n+1−ky gα−α′‖0,δ .
Multiplying by e|α|z1 and summing over α and α′, the sum is bounded by
Gen0(∂xu)∂z2Genδ(g) = ∂z1Gen0(u)∂z2Genδ(g).
On the other hand, the second sum equals to∑
0≤k≤n
zn2
k!(n− k)!‖ϕ
n+1∂kyvα′ ∂
n+2−k
y gα−α′‖0,δ. (3.6)
We follow the proof of the previous Proposition. First, for k > 0, this sum
equals to ∑
1≤k≤n
zn2
k!(n − k)!‖ϕ
k−1∂k−1y ∂xuα′ ϕ
n+2−k∂n+2−ky gα−α′‖0,δ.
Multiplying by e|α|z1 , the corresponding sum is bounded by
∂z1Gen0(u)∂
2
z2Genδ(g),
provided that |z2| ≤ 1. It remains to bound the term k = 0 in (3.6):
zn2
n!
‖ϕn+1vα′∂n+2y gα−α′‖0,δ ≤
(
2‖vα′‖0,0+‖α′uα′‖0,0
)zn2
n!
‖ϕn+2∂n+2y gα−α′‖0,δ.
Multiplying by e|α|z1 , the corresponding sum is bounded by
(Gen0(v) + ∂z1Gen0(u))∂
2
z2Genδ(g).
This leads to
∂z2Genδ(v∂yg) ≤ ∂z1Gen0(u)∂z2Genδ(g)
+ C0(Gen0(v) + ∂z1Gen0(u))∂
2
z2Genδ(g).
The bound on ∂z2Genδ(u∂xg) is similar which ends the proof of this Propo-
sition.
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4 Laplace equations
In this section we focus on the classical Laplace equation which is much
easier than Orr Sommerfeld equations. We will apply the same arguments
on Orr Sommerfeld in the next section.
4.1 In one space dimension
We consider the classical one-dimensional Laplace equation
∆αφ = ∂
2
yφ− α2φ = f (4.1)
on the half line y ≥ 0, with Dirichlet boundary condition φ(0) = 0 and
limy→+∞ φ(y) = 0. We recall that ‖f‖0,0 = supy≥0 |f(y)|. Let us first recall
the following classical result:
Proposition 4.1. (L∞ bounds).
Let φ solve the one-dimensional Laplacian problem (4.1), with Dirichlet
boundary condition. There holds
α2‖φ‖0,0 + |α| ‖∂yφ‖0,0 + ‖∂2yφ‖0,0 ≤ C‖f‖0,0, (4.2)
where the constant C is independent of the integer α 6= 0.
Note that (4.2) states that we gain two derivatives by inverting the
Laplace operator: a control on the maximum of f gives a control on the
maximum of the first two derivatives of φ.
Proof. We will only consider the case α > 0, the opposite case being similar.
The Green function of ∂2y − α2 is
G(x, y) = − 1
2α
(
e−α|x−y| − e−α|x+y|
)
and its absolute value is bounded by α−1e−α|x−y|. The solution φ of (4.1) is
explicitly given by
φ(y) =
∫ ∞
0
G(x, y)f(x)dx. (4.3)
A direct bound leads to
|φ(y)| ≤ α−1‖f‖0,0
∫ ∞
0
e−α|x−y| dx ≤ Cα−2‖f‖0,0
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in which the extra α−1 factor is due to the x-integration. Splitting the
integral formula (4.3) in x < y and x > y and differentiating it, we get
‖∂yφ‖0,0 ≤ Cα−1‖f‖0,0.
We then use the equation to bound ∂2yφ, which ends the proof of (4.2).
Next, in the case when f has a boundary layer behavior, we obtain the
following result:
Proposition 4.2. (Boundary layers norms)
Let φ solve the one-dimensional Laplacian problem (4.1) with Dirichlet bound-
ary condition. Provided |δα2| ≤ 1, there hold
‖∇αφ‖0,0 ≤ C‖f‖0,δ (4.4)
and
|α|2 ‖φ‖0,0 + ‖∂2yφ‖0,δ ≤ C‖f‖0,δ (4.5)
where the constant C is independent of the integer α.
Note that in the case of boundary layer norms, we only gain ”one” deriva-
tive in supremum norm, but the usual two derivatives in boundary layer
norm.
Proof. Using (4.3), we estimate
|φ(y)| ≤ α−1‖f‖0,δ
∫ ∞
0
e−α|y−x|
(
1 + δ−1e−x/δ
)
dx
≤ α−1‖f‖0,δ
(
α−1 + δ−1
∫ ∞
0
e−x/δdx
)
which yields the claimed bound for αφ. The bound on ∂yφ is obtained by
differentiating (4.3).
Let us turn to (4.5). Note that |∂xG(x, y)| ≤ 1. As G(0, y) = 0 this gives
|G(x, y)| ≤ |x|. Therefore
|G(x, y)| ≤ min(α−1e−α|x−y|, |x|),
and hence
|φ(y)| ≤ ‖f‖0,δ
∫ ∞
0
min(|x|, α−1e−α|x−y|)
(
δ−1e−x/δ + 1
)
dx
≤ C‖f‖0,δ
(
δ + α−2
)
which gives the desired bound when |δα2| ≤ 1. We then use the equation to
get the bound on ‖∂2yφ‖0,δ .
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4.2 Laplace equation and generator functions
In this section, we will study the generator functions, introduced in Section
3.1, of solutions to the Laplace equation ∆φ = ω. In the sequel, it is
important to keep in mind that, in the application to Prandtl boundary
layer stability, ω will have a boundary layer behavior, namely will behave
like δ−1e−Cy/δ, whereas the stream function φ will be bounded in the limit.
Proposition 4.3. Let φα = ∆
−1
α ωα on R+ with the Dirichlet boundary
condition φα|y=0 = 0. For |δα2| ≤ 1, there are positive constants C0, θ0 so
that
Genδ,α(∇2αφα) +Gen0,α(∇φα) ≤ C0Genδ,α(ωα), (4.6)
for all z2 so that |z2| ≤ θ0.
Moreover if φ = ∆−1ω and if ωα = 0 for all α such that |δα2| ≥ 1, then
Gen0(∇φ) ≤ CGenδ(ω), (4.7)
∂z1Gen0(∇φ) ≤ C∂z1Genδ(ω), (4.8)
∂z2Gen0(∇φ) ≤ C∂z2Genδ(ω) +Genδ(ω). (4.9)
Proof. For n ≥ 1, from the elliptic equation ∆αφα = ωα, we compute
∆α(ϕ
n∂ny φα) = ϕ
n∂ny ωα + 2∂y(ϕ
n)∂n+1y φα + ∂
2
y(ϕ
n)∂ny φα.
Note that
∂y(ϕ
n)∂n+1y φα = nϕ
′ϕn−1∂n+1y φα,
and hence the ‖.‖0,δ norm of this term is bounded by n‖ϕn−1∂n+1y φα‖0,δ.
Moreover,
∂2y(ϕ
n)∂ny φα =
(
n(n− 1)ϕ′2ϕn−2 + nϕ′′ϕn−1
)
∂ny φα
whose ‖.‖0,δ norm is bounded by n(n−1)‖ϕn−2∂ny φα‖0,δ. Using Proposition
4.2, we get
|α|2‖ϕn∂ny φα‖0,0 + ‖∂2y(ϕn∂ny φα)‖0,δ + ‖∇α(ϕn∂ny φα)‖0,0
≤ C‖ϕn∂ny ωα‖0,δ + Cn‖ϕn−1∂n+1y φα‖0,δ + Cn(n− 1)‖ϕn−2∂ny φα‖0,δ .
Expanding the left hand side, we get
|α|2‖ϕn∂ny φα‖0,0 + ‖ϕn∂n+2y φα‖0,δ + ‖ϕn∂ny∇αφα‖0,0
≤ C0‖ϕn∂ny ωα‖0,δ + C0n‖ϕn−1∂n+1y φα‖0,δ
+ C0n(n− 1)‖ϕn−2∂ny φα‖0,δ + C0n‖ϕn−1∂ny φ‖0,0.
(4.10)
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Let
An = |α|2‖ϕn∂ny φα‖0,0 + ‖ϕn∂n+2y φα‖0,δ + ‖ϕn∂ny∇αφα‖0,0.
Multiplying by zn2 /n! and summing over n, we get∑
n≥0
An
zn2
n!
≤ C0
∑
n≥0
‖ϕn∂ny ωα‖0,δ
zn2
n!
+ C0
∑
n≥1
An−1
zn2
(n− 1)!
+ C0
∑
n≥2
An−2
zn2
(n− 2)!
which ends the proof of (4.6), provided |z2| is small enough.
Next (4.7) is a direct consequence of (4.6), just summing in α. If we
multiply (4.6) by |α| before summing it, this gives (4.8). Now we multiply
(4.10) by zn−12 /(n− 1)! instead of zn2 /n!. This gives
∑
n≥1
An
zn−12
(n− 1)! ≤ C0
∑
n≥1
‖ϕn∂ny ωα‖0,δ
zn−12
(n− 1)! + C0
∑
n≥1
An−1n
zn−12
(n− 1)!
+C0
∑
n≥2
n(n− 1)An−2 z
n−1
2
(n− 1)! .
The terms in the right hand side may be absorbed by the left hand side
provided z2 is small enough, except C0A0, which is bounded by Genδ,α(ωα).
This ends the proof of the Proposition.
5 Orr-Sommerfeld equations
5.1 Introduction
In this section, we study the Orr-Sommerfeld equations
Orrα,c(φ) := −ǫ∆2αφ+ (U − c)∆αφ− U ′′φ = f, (5.1)
together with the boundary conditions
φ|y=0 = 0, ∂yφ|y=0 = 0, (5.2)
and φ→ 0 as y → +∞, with ∆α = ∂2y−α2. We shall focus on the case when
α 6= 0; the α = 0 case will be treated in Section 5.5. The Orr-Sommerfeld
problem is the resolvent problem of the linearized Navier-Stokes equations
around a shear profile U , written in terms of the stream function φ. We
shall study the generator functions of Orr-Sommerfeld solutions.
20
Throughout this paper, |ℑc| will always be larger than 3ℜλ0/2, where
λ0 is the speed of growth of the linear instability. In particular, ℑc will be
bounded away from 0. Moreover we will restrict ourselves to α≪ ǫ−1/3, or
precisely
|εα3 log ν| ≤ 1. (5.3)
Let us first describe Orr Sommerfeld equations in an informal way. For
small ǫ, Orr Sommerfeld equations are a viscous perturbation of Rayleigh
equations
Rayα,c(φ) := (U − c)∆αφ− U ′′φ = f, (5.4)
with boundary conditions φ(0) = 0 and limy→+∞ φ(y) = 0. Note that the
equation Rayα,c(φ) = 0 may be rewritten as
(∂2y − α2)φ−
U ′′
U − cφ = 0.
As y → +∞, it therefore simplifies into ∂2yφ−α2φ = 0. Hence this equation
has two independent solutions φs,±, with respective asymptotic behaviors
e±|α|y. Note that c is an eigenvalue if and only if φs,−(0) = 0. We have to
bound these solutions uniformly in |α| ≥ 1 and c, with |ℑc| ≥ 3ℜλ0/2. As α
goes to ∞, φs,± converge to e±|α|y. Moreover, U ′′/(U − c) is bounded since
|ℑc| ≥ 3ℜλ0/2 is bounded away from 0, therefore this term may be handled
as a regular perturbation.
When we add the viscous term ǫ∆2αφ, these two solutions are slightly
perturbed, but give birth to two independent solutions of Orr Sommerfeld
with a ”slow” behavior, which behave like e±|α|y. Two additional solutions,
called φf,±, appear, with a fast behavior. For these solutions the viscous
term is no longer negligible and is of the same order as the Rayleigh one.
At leading order, φf,± are solutions to
− ε∂4yφ+ (U − c+ α2ǫ)∂2yφ = 0. (5.5)
Let
µf (y) =
√
α2 +
U − c
ǫ
,
taking the positive real part. Then at first order φf,± behaves like e±
∫ y
0
µf (z)dz .
Let Gα,c(x, y) be the Green function of the Orr-Sommerfeld problem.
This Green function may be decomposed in a ”slow part” Gs and a ”fast
part” Gf , such that
Gα,c(x, y) = Gs(x, y) +Gf (x, y).
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We recall the following theorem, which is the main result of [10, Theorem
2.1].
Theorem 5.1. Let α, c be arbitrary, so that |ℑc| is bounded away from 0
and |αℑc| > 3ℜλ0/2. Then, there are universal positive constants C0, θ0 so
that
|Gs(x, y)| ≤ C0
µs(1 + |ℑc|)
(
e−θ0µs|x−y| + e−θ0µs|x+y|
)
(5.6)
|Gf (x, y)| ≤ C0
mf (1 + |ℑc|)
(
e−θ0mf |x−y| + e−θ0mf |x+y|
)
(5.7)
for all x, y ≥ 0, in which
µs = |α|, mf = inf
y
ℜµf (y), (5.8)
with
µf (y) =
√
α2 +
U − c
ǫ
,
taking the positive real part. Similar bounds hold for derivatives, namely for
k ≥ 0 and l ≥ 0 with k + l ≤ 3,
|∂kx∂lyGs(x, y)| ≤
Ck,l
µ1−k−ls (1 + |ℑc|)
(
e−θ0µs|x−y| + e−θ0µs(|x+y|)
)
(5.9)
|∂kx∂lyGf (x, y)| ≤
Ck,l
m1−k−lf (1 + |ℑc|)
(
e−θ0mf |x−y| + e−θ0mf |x+y|
)
(5.10)
In the sequel, ℑc will always be bounded away from 0, but can be very
large. This theorem is the main result of [10, Theorem 2.1]. However, for
the sake of completeness we sketch in the following lines the computation
of the Green function, at a formal level. The Green function Gα,c(x, y) is
constructed through the representation
Gα,c(x, y) =


∑
k=s,f
dk(x)φk,−(y) +
∑
k=s,f
ek(x)φk,−(y), y > x > 0
∑
k=s,f
dk(x)φk,−(y) +
∑
k=s,f
fk(x)φk,+(y), 0 < y < x
where the first sum takes care of the boundary condition and the second one
of the singularity of the Green function near x = y.
It remains to compute dk, ek and fk, so that Gα,c is continuous, together
with its first two derivatives, so that ε∂3yGα,c has a unit jump at y = x and
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so that Gα,c satisfies Dirichlet boundary condition together with its first
derivative. The main contribution in ε∂3yGα,c comes from fast modes since
µf ≫ µs. In order to get a unit jump at y = x we have to choose, at leading
order,
ef (x) ∼ −
φf,−(x)−1
2εµf (x)3
, ff (x) ∼ −
φf,+(x)
−1
2εµf (x)3
Note that
1
εµ2f
=
1
εα2 + U − c
and is therefore bounded by C/(1 + |ℑc|) for large |ℑc|. With this choice of
ef and ff , at leading order, Gα,c and its second derivatives are equal at x
+
and x−. To match the first derivative we use φs(y). Note that
∂y
(
ef (x)φf,−(y)
)
∼ 1
2εµ2f
=
1
2
1
εα2 + U − c
The jump of the first derivative of fast modes is therefore bounded by C/(1+
|ℑc|)−1 for large |ℑc|. This jump is compensated by the slow modes. As a
consequence, as the jump in the first derivatives of e±|α|y is |α|, es(x) and
fs(x) are of order 1/|α|(1 + |ℑc|) for large |ℑc|. The bounds on dk can be
obtained in a similar way.
5.2 Pseudoinverse
We will also be interested in the case when Orrα,c is not invertible. In
this case, Im(Orrα,c) is of codimension 1, and the equation Orrα,c(φ) = f
may be solved only if 〈f, φα,c〉L2 = 0, where φα,c spans the orthogonal of
Im(Orrα,c). In [10] we show that we can construct an inverse of Orrα,c
on Im(Orrα,c) through a kernel G = Gs + Gf which satisfies the same
bounds as in Theorem 5.1. Moreover, the eigenmode of Orrα,c does not lie
in Im(Orrα,c). More precisely
Theorem 5.1. [10] Let α be fixed. Let c0 be a simple eigenvalue of Orrα,c
with corresponding eigenmode φα,c0 . Then there exists a bounded family of
linear forms lν and a family of pseudoinverse operators Orr−1 such that for
any stream function φ,
Orrα,c
(
Orr−1(φ)
)
= φ− lν(φ)φα,c0 .
Moreover, Orr−1 may be defined through a Green function G = Gs + Gf
which satisfies (5.6) and (5.7).
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5.3 Bounds on solutions of Orr Sommerfeld equations
Proposition 5.2. (L∞ norms)
Let φ solve the Orr-Sommerfeld problem (5.1)-(5.2). For |ǫα3| ≤ 1, |αℑc| >
3ℜλ0/2 and |ℑc| bounded away from 0, there hold
|α|2‖φ‖0,0 + |α|‖∇αφ‖0,0 + ‖∇2αφ‖0,0 ≤
C0
1 + |ℑc| ‖f‖0,0 (5.11)
and
‖√ǫ∇3αφ‖0,0 + ‖ǫ∇4αφ‖0,0 ≤ C0‖f‖0,0. (5.12)
Equations (5.11) and (5.12) express a classical regularity result: Orr
Sommerfeld equation is a small fourth order elliptic perturbation of a second
order elliptic equation. Therefore we gain the full control on two derivatives
of the solution, and partial controls on third and fourth derivatives, with
prefactors
√
ε and ε.
Proof. By construction, the solution φ is of the form
φ(y) =
∫ ∞
0
Gα,c(x, y)f(x) dx. (5.13)
Hence,
|φ(y)| ≤ C0
∫ ∞
0
( e−θ0µs|x−y|
µs(1 + |ℑc|) +
e−θ0mf |x−y|
mf (1 + |ℑc|)
)
f(x) dx
+ C0
∫ ∞
0
( e−θ0µs|x+y|
µs(1 + |ℑc|) +
e−θ0mf |x+y|
mf (1 + |ℑc|)
)
f(x) dx
≤ C0‖f‖0,0(µ−2s +m−2f )(1 + |ℑc|)−1.
We recall that µs = |α| and that ǫµ2f = εα2 + (U − c). Hence,
α2
µ2f
=
2
1 + α(U − c)/(εα3) .
which is bounded since |αℑc| > ℜλ0 and |εα3| ≤ 1. This proves that
‖α2φ‖0,0 ≤ C0(1 + |ℑc|)−1‖f‖0,0.
To get the bounds on α∂yφ and ∂
2
yφ, we differentiate (5.13) with respect to
y, splitting the integral in x < y and x > y, and fulfill similar computations.
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Similarly, we compute
|∂3yφ(y)| ≤ C0(1 + |ℑc|)−1
∫ ∞
0
(
µ2se
−θ0µs|x−y| +m2fe
−θ0mf |x−y|
)
f(x) dx
+ C0(1 + |ℑc|)−1
∫ ∞
0
(
µ2se
−θ0µs|x+y| +m2fe
−θ0mf |x+y|
)
f(x) dx
≤ C0(µs +mf )(1 + |ℑc|)−1‖f‖0,0.
As
√|ε||α| ≤ 1, √|ε|µs ≤ C and√
|ε|µf = |
√
εα2 + U − c| ≤ C(1 + |ℑc|),
which yields the estimate for
√
ǫ∂3yφ. For ǫ∂
4
yφ, we directly use the Orr-
Sommerfeld equation Orrα,c(φ) = f .
Proposition 5.3. (Boundary layer norms)
Let φ solve the Orr-Sommerfeld problem (5.1)-(5.2), with source f having
a boundary layer behavior. For |ǫα3 log ν| ≤ 1, |αℑc| > 3ℜλ0/2 and |ℑc|
bounded away from 0, there holds
(1 + |ℑc|)
(
‖∇αφ‖0,0 + ‖∇2αφ‖0,δ
)
+ |ǫ| ‖∇4αφ‖0,δ ≤ C0‖f‖0,δ. (5.14)
Proof. Let χ(y) be a non negative function which equals 1 for 0 ≤ y ≤ 1
and 0 for y > 1. Let us split the forcing term f in its boundary layer term
and in its ”inner term”
f = fb + fi
with
fb(y) = χ
( y
δ log δ−1
)
f(y).
Note that ‖fi‖0,0 ≤ C‖f‖0,δ and
|fb(x)| ≤ C‖f‖0,δδ−1e−y/δ.
Let φb and φi be the solutions of Orr(φb) = fb and Orr(φi) = fi. Note that
φi satisfies (5.14), thanks to the previous Proposition.
It remains to bound φb. For this we split the Green function in its fast
part Gf and its slow part Gs. For the fast part we have to bound Gf ⋆ fb,
which is a convolution between an exponentially decreasing kernel and a
exponentially decreasing source. It is therefore bounded by C‖f‖0,δδ−1e−y/δ
provided mf > 2δ
−1, which is the case provided γ0 is large enough.
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Let us turn to the slow part Gs. Let us first assume that Gs(0, y) = 0
for any positive y. Then ∂2yGs(0, y) = 0 for any positive y. As
|∂2y∂xGs(x, y)| ≤ C
µ2s
(1 + |ℑc|)
we have
|∂2yGs(x, y)| ≤
Cµ2sx
1 + |ℑc| ,
noting the x factor on the right hand side. By convolution between Gs and
fb we have
|∂2yφb(y)| ≤ C
|δα2|
1 + |ℑc| ‖f‖0,δ,
which leads to the desired bound, taking into account that |δα2| ≤ C, pro-
vided that Gs(0, y) = 0 for any positive y.
However, it is not the case that Gs(0, y) = 0 for y > 0, but we rather
have
G(0, y) = Gf (0, y) +Gs(0, y) = 0.
Therefore ∂2yGs(0, y) = −∂2yGf (0, y). For y ≥ 1θ0mf logmf , we get
|∂2yGs(0, y)| ≤
C0mf
1 + |ℑc|e
−θ0mfy ≤ C0
1 + |ℑc| .
On the other hand, for y ≤ 1θ0mf logmf , we use
|∂3yGs(0, y)| ≤
C0µ
2
s
1 + |ℑc|
to get
|∂2yGs(0, y)| ≤
C0
1 + |ℑc| +
C0m
−1
f µ
2
s logmf
1 + |ℑc|
which is bounded by a constant divided by (1 + |ℑc|), upon recalling mf >
2δ−1 and using the assumption α2
√
ν log 1ν ≤ 1. This ends the proof of the
bound on ∂2yφb. The bounds on φb and ∂yφb are similar.
5.4 Generator functions
In this section, we study the generator of solutions to the Orr-Sommerfeld
problem.
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Proposition 5.4. Let φ solve the Orr-Sommerfeld problem (5.1)-(5.2), with
source term f . For |ǫα3 log ν| ≤ 1, |αℑc| > 3ℜλ0/2 and for |ℑc| bounded
away from 0, there are positive constants C0, θ0 (independent on ǫ and α)
so that
Gen0,α(∇αφ) +Genδ,α(∇2αφ) ≤
C0
1 + |ℑc|Genδ,α(f), (5.15)
for all z2 so that 0 ≤ z2 ≤ θ0. Moreover, provided fα = 0 if |ǫα3 log ν| ≥ 1,
Gen0(u) +Genδ(ω) ≤ C0
1 + |ℑc|Genδ(f), (5.16)
∂z1Gen0(u) + ∂z1Genδ(ω) ≤
C0
1 + |ℑc|∂z1Genδ(f), (5.17)
and
∂z2Gen0(u) + ∂z2Genδ(ω) ≤
C0
1 + |ℑc|
[
∂z2Genδ(f) +Genδ(f)
]
. (5.18)
Proof. We estimate each term in the generator functions. The term n = 0
is already treated in Proposition 5.3. For n ≥ 1, we compute
Orrα,c(ϕ
n∂ny φ) = ϕ
n∂ny f − 3ε∂yϕn∂n+3y φ− 6ε∂2yϕn∂n+2y φ
− 3ε∂3yϕn∂n+1y φ− ǫ∂4yϕn∂ny φ
+ 4εα2∂yϕ
n∂n+1y φ+ 2εα
2∂2yϕ
n∂ny φ
+ (U − c)∂2yϕn∂ny φ+ 2(U − c)∂yϕn∂n+1y φ
+
∑
1≤k≤n
n!
k!(n− k)!ϕ
n
(
∂kyU∂
n−k
y ∆αφ− ∂kyU ′′∂n−ky φ
)
.
(5.19)
Let us estimate each term on the right. For convenience, we set
An := ‖ϕn∂ny∇αφ‖0,0 + ‖ϕn∂ny∇2αφ‖0,δ + |ǫ|(1 + |ℑc|)−1‖ϕn∂ny∇4αφ‖0,δ,
for n ≥ 0, and An = 0 for negative n. As ϕ = y/(1 + y), we compute
‖3ε∂yϕn∂n+3y φ+ 6ε∂2yϕn∂n+2y φ+ 3ε∂3yϕn∂n+1y φ+ ǫ∂4yϕn∂ny φ‖0,δ
≤ C0(1 + |ℑc|)
4∑
k=1
n!
(n− k)!An−k,
‖4εα2∂yϕn∂n+1y φ+ 2εα2∂2yϕn∂ny φ‖0,δ ≤ Cεα2
[
nAn−1 + n(n− 1)An−2
]
,
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and
‖(U − c)∂yϕn∂n+1y φ‖0,δ ≤ C0(1 + |ℑc|)nAn−1
‖(U − c)∂2yϕn∂ny φ‖0,δ ≤ C0(1 + |ℑc|)
[
nAn−1 + n(n− 1)An−2
]
.
Finally, we treat the summation in (5.19). Set
Bn = ‖∂nyU‖0,0 + ‖∂nyU ′′‖0,0.
We estimate∑
1≤k≤n
n!
k!(n − k)!‖ϕ
n(∂kyU∂
n−k
y ∆αφ− ∂kyU ′′∂n−ky φ)‖0,δ
≤ C0
∑
1≤k≤n
n!
k!(n− k)!
(
‖∂kyU‖0,0‖ϕn−k∂n−ky ∆αφ‖0,δ
+‖∂kyU ′′‖0,0‖ϕn−k∂n−ky φ‖0,δ
)
≤ C0
∑
1≤k≤n
n!
k!(n − k)!BkAn−k.
Thus, applying Proposition 5.3 to (5.19), we obtain, using |εα2| ≤ 1,
‖∇α(ϕn∂ny φ)‖0,0 + ‖∇2α(ϕn∂ny φ)‖0,δ + |ǫ|(1 + |ℑc|)−1‖∇4α(ϕn∂ny φ)‖0,δ
≤ C0
1 + |ℑc| ‖ϕ
n∂ny f‖0,δ +C0
4∑
k=1
n!
(n − k)!An−k + C0
∑
1≤k≤n
n!
k!(n − k)!BkAn−k.
Expanding the left hand side, we thus have
An ≤ C0
1 + |ℑc|‖ϕ
n∂ny f‖0,δ+C0
4∑
k=1
n!
(n − k)!An−k+C0
∑
1≤k≤n
n!
k!(n − k)!BkAn−k
for all n ≥ 0. Multiplying the above equation by zn2 /n! and summing up the
result in n ≥ 0, we obtain
∑
n≥0
An z
n
2
n!
≤ C0
1 + |ℑc|Genδ,α(f) + C0
∑
n≥0
4∑
k=1
n!
(n− k)!An−k
zn2
n!
+ C0
∑
n≥0
n∑
k=1
n!
k!(n − k)!BkAn−k
zn2
n!
.
(5.20)
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Since |z2| ≤ 1, we compute
∑
n≥0
4∑
k=1
n!
(n− k)!An−k
zn2
n!
≤ 4z2
∑
n≥0
An z
n
2
n!
,
which can be absorbed into the left hand side of (5.20), for sufficiently small
z2. Similarly,∑
n≥0
n∑
k=1
n!
k!(n− k)!BkAn−k
zn2
n!
≤ C0
∑
n≥0
An z
n
2
n!
∑
n≥1
Bn z
n
2
n!
which is again absorbed into the left of (5.20), upon using the assumption
that U is analytic, and that the sum of Bn begins on n ≥ 1. This ends the
proof of (5.15).
Summing (5.15) gives (5.17). Multiplying by |α| before summing (5.15)
we get (5.18). Now multiplying by zn−11 /(n − 1)! instead of z
n
1
n! we get∑
n≥1
An z
n−1
2
(n − 1)! ≤
C0
1 + |ℑc|∂z2Genδ,α(f) + C0
∑
n≥1
4∑
k=1
n!
(n− k)!An−k
zn−12
(n− 1)!
+ C0
∑
n≥1
n∑
k=1
n!
k!(n− k)!BkAn−k
zn2
n!
.
If z2 is small enough, the right hand side may be absorbed in the left hand
side, excepted the terms involving A0, which are bounded by Genδ(f). This
ends the proof of the Proposition.
5.5 The α = 0 case
In this section, we treat the case when α = 0. In this case, the resolvent
equation of the linearized Navier-Stokes equations simply becomes the re-
solvent equation for the heat equation
(λ−√ν∂2y)u0 = F0, (5.21)
with u0 = 0 at y = 0, where u0 denotes the Fourier mode of the first
component of velocity u at α = 0. We have the following simple proposition.
Proposition 5.5. Let u0 solve (5.21) and let ω0 = ∂yu0 be the corresponding
vorticity. For ℜλ > 3ℜλ0/2, we have
Gen0,0(u0) ≤ C0
1 + ℜλGen0,0(F0),
Genδ,0(ω0) ≤ C0
1 + ℜλ
(
Gen0,0(F0) +Genδ,0(∂yF0)
)
,
(5.22)
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for all z2 ≥ 0.
Proof. The solution u0 to (5.21) with the zero boundary condition satisfies
u0(y) =
∫ ∞
0
G0(y, z)F0(z) dz
where G0(y, z) denotes the Green function for (λ−
√
ν∂2y) with the Dirichlet
boundary condition. In particular, we have
|G0(y, z)| ≤ ν−1/4|λ|−1/2e−ν−1/4ℜ
√
λ|y−z|.
In particular, for ℜλ > 3ℜλ0/2, we estimate
|u0(y)| ≤
∫ ∞
0
ν−1/4|λ|−1/2e−ν−1/4ℜ
√
λ|y−z||F0(z)| dz
≤ C0(1 + ℜλ)−1 sup
y
|F0(y)|.
The estimates for derivatives are obtained in the same way as done in the
previous section for the Orr-Sommerfeld equations. The proposition follows.
6 Construction of the instability
6.1 Iterative construction
Let us now describe the iterative construction of un and ωn and of the
infinite series which defines the solution (2.18). We start with the most
unstable eigenmode (ψ0, α0, c0) to the Orr-Sommerfeld problem; namely, we
start with a solution of
Orrα0,c0(ψ0) = 0,
with the zero boundary conditions on y = 0, such that α0ℑc0 is maximum.
In fact we just need to start from a mode such that α0ℑc0 is strictly larger
than half of this maximum. Up to a change of sign we may assume that
α0 > 0. Up to a rescaling we may also assume that α0 = 1.
This mode corresponds to a complex solution ∇⊥(eiα0(x−c0t)ψ0(y)) of
the linearized Navier Stokes equations. We have to take the real part of this
solution in order to deal with real valued solutions. Note that (ψ¯0,−α0, c¯0)
is also an eigenmode. We therefore sum up the two unstable eigenmodes
corresponding to α0 and −α0 and define
ψ1(t, x, y) = eiα0(x−ℜc0t)+α0ℑc0tψ0(y) + e−iα0(x−ℜc0t)+α0ℑc0tψ¯0(y).
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Let ψ1α be the Fourier transform of ψ
1 in x variable. Then all the ψ1α vanish,
except two of them, namely α = ±α0 = ±1. We then iteratively solve
the resolvent equation of the linearized Navier-Stokes problem (2.17) for
un = ∇⊥ψn. In term of vorticity ωn = ∆ψn, the problem reads
∂tω
n + U∂xω
n − U ′′∂xψn −
√
ν∆ωn = −
∑
1≤j≤n−1
(uj · ∇)ωn−j, (6.1)
together with the zero boundary condition on un = ∇⊥ψn. Precisely, we
search for ψn under the form
ψn =
∑
|α|≤n
ψnαe
iα(x−ℜc0t)enℑc0t, (6.2)
where the sum runs on all the α which are multiples of α0. This yields, for
n ≥ 2,
Orrα,c(ψ
n
α) =
1
iα
∑
α′
∑
1≤j≤n−1
(ujα−α′ · ∇α′)ωn−jα′ , (6.3)
in which ujα = ∇⊥αψjα and ωjα = ∆αψjα, together with the zero boundary
conditions on ψn and ∂yψ
n, and in which
c = ℜc0 + inα0
α
ℑc0.
Note that a α−1 factor appears in front of the source term, since Orr Som-
merfeld is obtained by taking the vorticity of Navier Stokes equations and
dividing by α. Note also that all but a finite number of ψnα vanish. Again the
sum runs on all the α which are multiple of α0. Note also that |ℑc| ≥ |ℑc0|
and is thus bounded away from 0.
As Proposition 5.4 only holds for |α3ǫ| ≤ 1 or equivalently |α| ≤ ν−1/4,
we will only retain the |α| ≤ ν−1/4 in the construction of ψn and restrict
(6.2) to
ψn =
∑
|α|≤ν−1/4
ψnαe
iα(x−ℜc0t)enℑc0t.
This leads to the introduction of the force
fn =
∑
|α|>ν−1/4
∑
α′
∑
1≤j≤n−1
(ujα−α′ .∇α′)ωn−jα′
that will be estimated below.
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6.2 Bounds on ψn
We prove the following.
Proposition 6.1. Introduce the iterative norm
Gn = Gen0(u
n) +Gen0(v
n) + ∂z1Gen0(u
n) (6.4)
+Genδ(ω
n) + ∂z1Genδ(ω
n) + ∂z2Genδ(ω
n),
for n ≥ 1. Then, Gn(z1, z2) are well-defined for sufficiently small z1, z2, and
in addition, there exists some universal constant C0 so that
Gn ≤ C
n
∑
1≤j≤n−1
(
Gj∂z1G
n−j +Gj∂z2G
n−j
)
. (6.5)
Note that the derivatives appearing in (6.4) are non negative.
Proof. Applying Proposition 5.4 to the Orr-Sommerfeld equation (6.3), us-
ing |α| ≤ ν−1/4, and summing over α, we get
A(ωn) ≤ C0
n
A
( ∑
1≤j≤n−1
(uj · ∇)ωn−j
)
. (6.6)
Moreover, using Proposition 4.3
Gen0(u
n) +Gen0(v
n) ≤ CGenδ(ωn)
and
∂z1Gen0(u
n) ≤ C∂z1Genδ(ωn).
Proposition 3.3 then gives the desired bound.
6.3 Bounds on the generator function
Theorem 6.1. For n ≥ 1, let Gn(z1, z2) be defined as in (6.4). Then, the
series
G(τ, z1, z2) =
+∞∑
n=1
Gn(z1, z2)τ
n−1
converges, for sufficiently small τ , z1, and z2.
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Proof. For N ≥ 1, let us introduce the partial sum
GN (τ, z1, z2) :=
N∑
n=1
Gn(z1, z2)τ
n−1,
for τ, z1, z2 ≥ 0. Note that GN is a polynomial in τ , and thus well-defined for
all times τ ≥ 0. We also note that all the coefficients Gn(z1, z2) are positive.
In particular, GN (τ, z1, z2) is positive, and so are all its time derivatives
(when z1 > 0 and z2 > 0). Moreover, GN (τ, z1, z2), and all its derivatives,
are increasing in N . We also observe that, at τ = 0,
GN (0, z1, z2) = G
1(z1, z2),
for all N ≥ 1, and hence,
G(0, z1, z2) = lim
N→∞
GN (0, z1, z2) = G
1(z1, z2).
Next, multiplying (6.5) by τn−2 and summing up the result, we obtain the
following partial differential inequality
∂τGN ≤ CGN∂z1GN + CGN∂z2GN ,
for all N ≥ 1. Therefore the generator function satisfies an Hopf-type equa-
tion, or more precisely an Hopf inequality.
As GN is increasing in z1 and z2, we focus on the diagonal z1 = z2, and
introduce
FN (τ, z) = GN (τ, θ(τ)z, θ(τ)z)
for τ, z ≥ 0, where θ(·) will be chosen later, with θ(0) = 1. It follows that
FN satisfies
∂τFN ≤ (2CFN + θ′(τ)z)∂zFN . (6.7)
Note that FN is increasing in N . At τ = 0, FN (0, z) = GN (0, z, z) =
G1(z, z), which is independent on N . Let ρ > 0 be small enough such that
M0 = sup
0≤z≤ρ
G1(z, z)
is well defined. We now define θ(τ) in such a way that
4CM0 + θ
′(τ)ρ < 0,
with θ(0) = 1. For instance, we take
θ(τ) = 1− 6CM0ρ−1τ.
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We will work on a time interval where θ(τ) ≥ 1/2, namely on [0, T0] where
T0 = ρ/12CM0. Let TN be the largest time ≤ T0 such that FN (τ, z) ≤ 2M0,
for 0 ≤ τ ≤ TN and 0 ≤ z ≤ ρ. Note that TN exists and is strictly positive,
since FN is well defined for all the positive times, and continuous in time.
It remains to prove that infN≥1 TN is positive.
Let us define the characteristics curves XN (τ, z) by solving
∂τXN (τ, z) = −2CFN (τ,XN (τ, z)) − θ′(τ)XN (τ, z),
together with XN (0, z) = z. Observe that the characteristics are outgoing at
z = 0 and z = ρ. Therefore the characteristics completely fill [0, TN ]× [0, ρ].
Let us now introduce
F˜N (τ, z) = FN (τ,XN (τ, z)).
It follows from (6.7) that
∂τ F˜N (τ, z) = ∂τFN + ∂τXN∂zFN ≤ 0.
As a consequence,
sup
0≤z≤ρ
FN (τ, z) ≤ sup
0≤z≤ρ
FN (0, z) = sup
0≤z≤ρ
G1(z, z) =M0.
Therefore TN ≥ T0, for all N ≥ 1, and FN is bounded uniformly on
[0, T0]× [0, ρ]. We can therefore take the limit N → +∞. This leads to the
convergence of GN (τ, z1, z1) as N → ∞ for 0 ≤ τ ≤ T0 and for 0 ≤ z1 ≤ ρ.
Since GN (τ, z1, z2) is increasing in z1, z2, the convergence of GN (τ, z1, z2) as
N →∞ follows.
6.4 End of proof
It remains to bound the force term fn. For this we note that the cut off
occurs for |α| ≥ ν−1/4 where the corresponding modes are exponentially
small. The force term is therefore exponentially small itself, and therefore
arbitrary small in any Sobolev space.
Now
∑
n ω
nτn converges for τ small enough. Let
τ = νNeα0ℑc0t.
Then as long as τ remains small, namely as long as t remains small than
C log ν−1 for some constant C, this series converges and defines a solution
of the full incompressible Navier Stokes equations. Note that the series
defining u and v also converges in the same way. This prove Theorem 1.2.
Then Theorem 1.1 follows by a simple rescaling (T,X,Z) =
√
ν
−1
(t, x, z).
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7 Time dependent shear flow
We now turn to the case where the shear flow Us depends on time. Let Ωs
be the corresponding vorticity. Note that Us is a solution of
∂tUs − ν∂yyUs = 0
and hence depends on t through
√
νt. We put this dependency in the nota-
tion Us(
√
νt, y). The perturbation satisfies
∂tω + (Us(0).∇)ω + (u.∇)Ωs(0)−
√
ν∆ω
= −(u.∇)ω −Q1(
√
νt)ω −Q2(
√
νt)u
(7.1)
where
Q1(
√
νt)ω =
(
Us(
√
νt)− Us(0)
)
∂xω
and
Q2(
√
νt)u = (u.∇)
(
Ωs(
√
νt)− Ωs(0)
)
.
Note that
Us(
√
νt, y) = Us(0) +
M∑
k=1
(
√
νt)kUks (y) +O((
√
νt)M+1).
As we are interested in times of order log ν, and keeping in mind that ∂xω
is always bounded by ν−1/4, we can put the O() in the forcing term.
We will fulfill a perturbative analysis and look for solutions of (7.1) of
the form
ψ(t, x, y) =
∑
n≥1
∑
p≥0
∑
q≥0
∑
α∈Z
enℑc0ttp
√
ν
q
eiα(x−ℜc0t)ψn,p,qα (y). (7.2)
In fact it is sufficient to bound q by some large integer M , since we allow a
small forcing term.
Putting (7.2) in (7.1) we get
iα Orrα,c(ψ
n,p,q
α ) + (p+ 1)ψ
n,p+1,q
α = Q
n,p,q + Ln,p,q (7.3)
where
Qn,p,q =
∑
α′
∑
1≤j≤n−1
∑
0≤k≤p
∑
0≤l≤q
(uj,k,lα−α′ .∇α′)ωn−j,p−k,q−lα′
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and
Ln,p,q = iα
M∑
k=1
Uks ω
n,p−k,q−k
α − iα
M∑
k=1
ψn,p−k,q−kα ∂yΩ
k
s ,
with the convention that a quantity vanishes if one of its indices is negative.
Note that Qn,p,q only involves ψn
′,p′,q′
α′ with n
′ < n. Next, Ln,p,q involves
ψn
′,p′,q′
α′ with n
′ ≤ n and p′ < p and q′ < q.
We will solve this equation by recurrence on the power of
√
ν, namely
on q. We begin with the leading order q = 0. All the ψn,p,0α vanish, except
when p = 0. System (7.2) then reduces to (6.3)
ψn,0,0α = ψ
n
α
which are constructed in the previous section, up to any arbitrarily large n.
We then turn to q = 1. The first terms ψn,0,0α create an ”error term” L
involving
√
ν
k
tk for 1 ≤ k ≤ M . Let us first focus on the case k = 1. For
k = 1, the corresponding Ln,1,1 term is
iα
(
U1s ω
n,0,0
α − ψn,0,0α ∂yΩ1s
)
.
For n = 1 and α = ±1 we note that Orrα,c is not invertible. This operator
may also be non invertible for other values of α (in finite number). To
simplify the discussion we assume that this does not occur (the general case
is similar).
If (n, α) 6= (1,±1), we take ψn,p,1α = 0 for p > 1. This leads to
iαOrrα,c(ψ
n,1,1
α ) =
∑
α′
∑
1≤j≤n−1
∑
k=0,1
(uj,k,kα−α′ .∇α′)ωn−j,1−k,1−kα′ + Ln,1,1 (7.4)
which is a linearized version of (6.3).
For (n, α) = (1,±1), we note that Orrα,c is not invertible. Let A be the
right hand side of (7.4). Thanks to Theorem 5.1 we define
ψ1,1,1±1 = Orr
−1(A),
and we use ψ1,2,1±1 to handle the remainder
2ω1,2,1±1 = l
ν(A)φ1,c0 .
Now to bound ψn,1,1α we introduce the corresponding generator function G1
and proceed as in the previous section. This leads to the following inequality
∂tG
1 ≤ G0∂z1G1 +G0∂z2G1 +G1∂z1G0 +G1∂z2G0 + C∂xG0 + CG0.
Using the same arguments as in the previous section, we obtain bound uni-
form bounds on G1. The recurrence can be continued using similar argu-
ments.
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