The multiscale problems in the thermal and fluid science are classified into two categories: multiscale process and multiscale system. The meanings of the two categories are described. Examples are provided for multiscale process and multiscale system. In this paper, focus is put on the simulation of multiscale process. The numerical approaches for multiscale processes have two categories: one is the usage of a general governing equation and solving the entire flow field involving a variation of several orders in characteristic geometric scale. The other is the so-called "solving regionally and coupling at the interfaces." In this approach, the processes at different length levels are simulated by different numerical methods and then information is exchanged at the interfaces between different regions. The key point is the establishment of the reconstruction operator, which transforms the data of few variables of macroscopic computation to a large amount of variables of microscale or mesoscale simulation. Six numerical examples of multiscale simulation are presented. Finally, some research needs are proposed.
Introduction
Multiscale simulation is a rapidly evolving area of research that will have a fundamental impact on applied mathematics and computational science and engineering. It is not an exaggeration to say that almost all problems have multiple scales in nature [1] . An ancient Chinese philosopher said: suppose you take a meter-long wood stick and cutoff half of it each day; you will never reach an end even after thousands of years! [2] . This is actually an excellent description of the multiscale nature of space.
Different physical laws may be required to describe the problem at different length and=or time scales. Taking the length scale of the fluid flow problems as an example, at the macroscale of fluids the continuum equation and the Navier-Stokes (NS) equations are the governing equations to accurately predict the density, velocity, and pressure fields. This is the continuum medium level or macroscale level. On the scale of the mean free path, however, the kinetic theory gives the description in terms of the one-particle phase-space distribution function, which is expressed by the well-known Boltzmann's equation. This may be regarded as the mesoscale level. At the nanometer scale, to predict the actual position and velocity of each individual molecule=atom that makes up the fluid, the Newton's law has to be used with a suitable potential function, which constitutes the microlevel. It should be noted that the inherent time scales for the above different length scale problems are also different [1] . The typical time scale for the continuum level is about second, while that at microlevel is around 10 À12 -10 À14 s. Numerical simulation approaches at the level of a single scale have been rapidly developed in the past decade, and the methods for the continuum medium are in some sense becoming relatively mature, for example, the finite volume method (FVM) for the fluid flow and heat transfer [3] [4] [5] [6] [7] [8] . In addition, methods in mesoscale level, i.e., the lattice Boltzmann method (LBM) [9] [10] [11] [12] [13] and the direct simulation of Monte Carlo method (DSMC) [14, 15] have also been rapidly developed. LBM and DSMC belong to the mesoscale class: these two methods adopt a concept of computational particles, which are much larger than an actual molecule but act as a molecule (simulation molecule). For example, in DSMC a computational particle may be a representative of a collection of 10 6 -10 11 molecules [16, 17] . In molecular dynamics simulation (MDS) every molecule is simulated according to the Newton's law of motion [18] [19] [20] . The major advantage of MDS is that it does not need to input phenomenological descriptions such as constitutive equation [21] and the thermophysical properties as that for the macrotype method. One thing is common to the three methods (LBM, DSMC, and MDS) that the macroparameters (such as velocity and pressure) are obtained via some kinds of statistical average. The numerical methods at the three scales and their related physical and mathematical descriptions are illustrated in Fig. 1 [22] .
In spite of the tremendous successes achieved in the above three levels of numerical approaches, they have their own limitations. For the macrotype numerical approach (finite difference method (FDM), (FVM), and finite element method (FEM)), the major limitation is the complete neglect of microscopic mechanism and hence the introduction of some empirical or ad hoc assumptions, including empirical parameters. On the other hand, the mesoscale or microscale method, even though can reveal the details of a complex mesoscale or microscale process, they usually require enormous computer memory and computational times. Hence, the size of their computational domain is heavily restricted, especially the methods of DSMC and MDS. For example, the space size that MDS can work at the present computer hardware, say, a modern work station is usually in the order of tens of nanometers, and the time scale is about 10 À10 -10 À12 s. If the MDS is adopted to simulate an entire engineering heat transfer or fluid flow process, the required memory and CPU times are truly prohibited. Concerning the mesoscale methods, although DSMC and=or LBM are orders of magnitude faster than molecular dynamics for simulation of gases or liquids, it is orders of magnitude slower than the continuum algorithms for solving partial differential equations of aerodynamics or hydrodynamics in the Navier-Stokes limit. One very useful approach that may be applied to some engineering problems is: only flow regions that require molecular resolution are treated by MDS, where the atomic-scale dynamics is important, DSMC=LBM are adopted for regions, which require mesoscale resolution, and a macroscopic numerical method everywhere else. This is where the idea of multiscale simulation (modeling) comes in, and it has been widely adopted in the material science for about 10 years and great achievements have been attained [23] [24] [25] . In the following, we will take some examples in heat transfer and fluid flow to further illustrate the above idea.
From engineering computation point of view multiscale problems in the thermal and fluid science and engineering may be classified into two categories: multiscale process and multiscale system [26] . Four examples are presented below for the multiscale process.
Turbulent flow is a typical example of multiscale process, which involves many different length scales of eddies. Recently, welldeveloped direct numerical simulation (DNS) of the turbulent flow can resolve all kinds of eddies in details [27] . In this paper, turbulent flow is only taken as an example of multiscale process but will not be further discussed from the point view of multiscale simulation. The launching process of a space craft provides another example where the fluid flow around the spacecraft experiences different gas flow regimes and different numerical approaches should be used in different regimes in order to make the numerical simulation efficient. It is well-known that gas flow regimes can be classified according to its Knudsen number, which is defined as
where k is the mean free path of the molecules and L is the characteristic geometric length of the flow domain. Mean free path is an important parameter in gas kinetics, which means the average length of track between two successive molecule collisions. Based on Kn, gas flow is classified into four regimes [28, 29] : continuum flow (Kn < 0.001), slip flow (0.001 < Kn < 0.1), transition flow (0.1 < Kn < 10), and free molecule flow (Kn > 10). In Fig. 2 , the application feasibility of the numerical methods at three levels is schematically presented for gas flow predictions. The third example is the transport process in a proton exchange membrane fuel cell (PEMFC), where the fuel gas flow in polar plate channels occurs at the length scale of centimeters, the diffusion process in the gas diffusion layer and the transport of proton in the membrane occur at the order of hundreds of micrometers, while the reaction in the catalyst happens in a thickness of tens or even several micrometers (Fig. 3) . The electrochemical reaction and transport process in the catalyst layers in turn are highly complex multiscale phenomena. In this layer, reactants are transported through void pores and electrolyte in catalyst layer, the characteristic length of which is in the range of 10-100 nm. The catalyst particles are randomly distributed in this layer with a diameter of several nanometers [30] . Numerical simulation is widely adopted in the study of PEMFC, and at present stage most numerical simulations are based on macroscale approach, such as FVM. In literatures, many numerical simulation results are often compared with the same tested U-I output curve (say, Refs. [31] and [32] ) with a number of empirical parameters. The number of such parameters is often larger than ten. For example, in a 3D, two-phase, nonisothermal model 14 empirical parameters are involved [33, 34] . It is found that the effects of these parameters on the U-I output curve may be qualitatively different. Thus, even though the values adopted for the empirical parameters are quite different, the simulated output curves from different authors are often claimed being in a good agreement with the same test curve. We once obtained two almost the same U-I output results with two sets of empirical parameters [33] . To completely discard such unpleasant situation, the only approach is probably to develop a multiscale simulation model in which macroscale, mesoscale, and microscale=nanoscale simulations are used for different regions and information is exchanged at the interface.
Condensation of refrigerant vapor on enhanced surface of a tube serves the fourth example where multiscale simulation is needed in order to make an actual full simulation. In 1974 Hitachi in Japan developed an enhanced structure for refrigerant vapor condensation, Thermoexcel-C [35] . Since then 37 years has past, what kind of achievement has been made as far as numerical performance prediction for such kind of phase change enhanced surface is concerned? Although a number of enhanced structures have been developed to meet different requirements or conditions, it is almost nothing in the advances of numerical prediction! We still heavily rely on experimental measurements for obtaining the performance of different enhanced surfaces. Technicians have to measure the geometry in details via an industrial microscope (Fig.  4 ) in order to collect useful information for further improvement. Transactions of the ASME It is our understanding that only the multiscale simulation can solve this problem where the MDS is used to simulate vapor condensation on a complicated surface; the LBM (FVM) is adopted to simulate the fluid flow in the condensed film; and FVM for the temperature field in the solid wall. Now attention is turned to the multiscale system. By multiscale system, we refer to a system that is characterized by large variation in length scales in which the processes at different length scales often have the same governing equations and are not so closely related as in the first category. The cooling of an electronic system is such a typical multiscale system [36] [37] [38] . The length scale variation of a data center from the interconnects of a chip to room is about 11 orders, and that from a chip to a cabinet has at least three or four orders. In Refs. [37] and [38] , a top-to-down sequential multilevel simulation method with increasing fineness of grids was proposed. Since the simulation methods at the different levels in such multiscale system are all continuum type and [37, 38] have given clear presentation, the numerical method for the multiscale system will not be further discussed in this paper. In the following presentation attention will only be paid for the simulation of multiscale process.
Study on the multiscale process may be conducted from mathematical point of view and from engineering point of view with different emphasis. As indicated in Refs. [39] and [40] , there is a long history in mathematics for the study of multiscale problems. From mathematical point of view, mathematical methods, such as multigrid techniques, domain decomposition, adaptive mesh refinement, and coarse-grained Monte Carlo models are all belong to multiscale techniques [39, 40] . It seems that from mathematical point of view the terminology "multiscale" is referred to a numerical method for solving a physical problem, which involves grids with a significant difference in geometrical scales. Multigrid technique for solving algebraic equations is a typical such numerical method. In this paper for the numerical simulation of the multiscale process, the word "scale" is used in such a sense that phenomena in different scales have different governing equations or descriptions. From this point of view, the multigrid method will not be referred to as a multiscale technique, since it is used to solve the algebraic equation discretized from governing equations at the macroscopic level. The present authors believe that such an understanding is physically more meaningful, more agreeable to the picture shown in Fig. 1 , more consistent with our statement: "This is where the idea of multiscale simulation (modeling) comes in" mentioned above, and hence it can be regarded as the physical (engineering) point of view.
Major Numerical Approaches for Simulating Multiscale Process
For the numerical modeling of multiscale processes in engineering thermal and fluid science, two types of numerical approaches may be classified. They can be described as: (1) "Using uniform governing equation and solving for the entire domain"(2) "Solving problems regionally and coupling at the interfaces." The DNS is a typical example of the first numerical approach [27] . Another example of the first approach is the simulation of gas flow in different ranges of Knudsen number by using Boltzmann equation, as suggested by Li and Zhang [41] . In their paper, the BhatnagarGross-Krook (BGK) model was modified and some special techniques were introduced. A unified numerical scheme for solving gas flow from rarefied to continuum is then established. This numerical approach is attracting, however, as indicated above and will be shown later that for continuum flow, the macroscopic methods are orders faster than mesoscale methods. Even though coupling process will take some more time, but as a whole the multiscale method will be computationally more efficient [42] . This implies that when the macroscale method works it should be the first candidate. The mesoscale=microscale methods should be used for such cases when the macroscale methods fail to work or do not work efficiently. Thus, we will not go further for the approach of using uniform governing equation and solving for the entire domain. In the following focus will be put on the second approach.
The second approach is the most widely used one. In this approach, the process at different length levels is simulated by different numerical methods and then information is exchanged at the interfaces of different regions. Mathematically this solution approach is quite similar to the domain decomposition method in solving partial differential equations [43] , which was originated from Schwarz alternative method [44] . If the exchange of information at the interface ("hand-shaking" region) is performed via Dirichlet type, then it can be mathematically expressed by
where U and u are the macroscopic parameter and microscopic=mesoscopic parameter, respectively. C D and R D are the Dirichlet compression and reconstruction operators, respectively. The information at mesoscale or microscale level may be transferred to the macroscale level via Neumann type, that is, by supplying flux at the interface, then we have
where q is the interface flux of the continuum region. At the interface between different regions, there will be a mismatch in the kind and number of variables used by the different regions. The Dirichlet compression operator C D , which extracts the macroscopic parameters from a large amount of data at microscale or mesoscale level by some averaging or integrating principles, is easy to be defined, but the reconstruction operator R D , which should prolong small amount of macroscopic parameters into a large amount of parameters at mesoscale or microscale is quite difficult to be constructed. Here, we meet a one-to-many problem since the macroscopic variables have to be mapped to more LBM (DSMC or MDS) variables. The design of the compression and reconstruction operators should abide by some basic physical laws or principles, such as mass conservation, momentum, and energy conservation. In addition, the operator should be mathematically stable, computationally efficient and easy to be implemented. In a word, the exchange of information should be conducted in a way that is physically meaningful, mathematically stable, computationally efficient, and easy to be implemented. It should be noted that by the terminology "operator" we mean: (1) It is an actual mathematical formula for transferring (converting) results of different regions at the interface; or (2) It is a set of numerical treatments for transferring information, which are developed from some fundamental considerations. At the present, the second one is the most frequently encountered situation.
In the following some existing coupling principles, basically Dirichlet reconstruction operator, between any two of the three scale methods are presented. [21] proposed a way for coupling the simulation by MDS and FDM. This is the first paper in the literature initiating the coupled MDS-macroscale simulation. In their paper, the coupling is achieved by constraining the dynamics of fluid molecules in the vicinity of the MDS-continuum interface to meet the requirement of mass and momentum continuity. The different solution regions are shown in Fig. 5 , where the interface is referred to as hybrid solution interface (HSI). The MDS portion of the computation is beyond the HSI (shown by the open circles), introducing an overlap region. Continuity of mass flux at the HSI is achieved by supplying the velocity boundary condition for the continuum region by the averaging results of the MDS over the zero bin shown in Fig. 5 . Ensuring the momentum conservation in the HSI region is a more subtle issue because as indicated above in the MDS simulation there is not any constitutive equations for stress. In order to ensure the continuity of momentum (stress), it is required that in the overlap region within any bin shown in Fig. 5 , following constraint should be satisfied: [21] where N j is the total number of molecules in the jth bin and p n is the momentum of the nth molecule in the x direction, M (j) denotes the mass of the continuum fluid element corresponding to the jth bin, and v ðjÞ x is the velocity. Obviously, Eq. (3) requires that in the jth bin the x-direction momentum computed from microscale and macroscale results should be identical. By integrating this equation with time, a holonomic constraint can be obtained and it is incorporated into Lagrange's equation for any molecule in the jth bin. This constraint is implemented for all the molecules in the bins within the overlap region, thus the momentum conservation requirement is fulfilled.
Coupling Between MD and FVM (FDM and FEM). In 1995 O'Connel and Thompson
Since this pioneering work a number of MDS-continuum coupling researches have been published for different flow and heat transfer cases with focus being put on the improvement of coupling stability, accuracy, and efficiency. Nine examples related to multiscale simulation of heat transfer and fluid flow problems since 2000 can be found in Refs. [45] [46] [47] [48] [49] [50] [51] [52] [53] as the representative results. The details in the improvements of coupling methods are not stated here because of space limitation and can be found in the above-referenced paper.
Coupling Between DSMC and FVM (FEM).
There are two kinds of coupling of DSMC-continuum, i.e., fluid-to-fluid and fluid-to-solid. Attention is first put on the fluid-to-fluid coupling. This DSMC-continuum coupling is for the prediction of gas flow composed of different flow regimes. As shown by Eqs. (2a) and (2b), information may be transferred by variables themselves (Dirichlet type) or by their fluxes (Neumann type). According to Ref. [54] when convert the DSMC results to macroscopic parameters, the Neumann boundary condition may cause large statistical error, especially under the condition that the boundary is parallel to the flow direction, so the Dirichlet type transfer is often used for the DSMC-continuum information exchange [55] .
In the coupled computation of DSMC and the NS via FVM or FEM one important issue is the determination of the location of breakdown interfaces between continuum and rarified gas regions. One practice is to specify the breakdown location in advance and the structured grid system is used in the continuum region [55, 56] . The disadvantage of such a practice is that the prespecified breakdown interface does not follow faithfully the interface determined by some criteria, which may in turn either increase the computer run time or decrease the solution accuracy [57] . Recently, Wu et al. [55, 58] proposed a parallel hybrid DSMS-NS scheme using 3D unstructured mesh with dynamic determination of the breakdown location in the continuum region by FVM. In the paper, the continuum conditions are marked by the local Kn which can be defined by the following general formula:
where Kn GLÀQ is the gradient-length Knudsen number; Q is the specific flow property, which can be the local density q, or local temperature T or local velocity V j j, and Q local = rQ j j is the general local characteristic length. The maximum of the local Kn obtained from density, temperature, and velocity is taken as the local Kn. That is
If the thermal equilibrium condition is taken into consideration, the above equation can be related to the translational temperature and the rotational temperature of the gas. For the details [59] can be referred. Usually, the interface region is allocated in the area where 0.02 < Kn GL < 0.04. Then, the overlapping regions between DSMC and NS solver are determined. The major idea is quite similar to that shown in Fig. 5 for the coupling of MD and continuum method. Between the regions where DSMC and NS solver are individually used, there is some overlapping region in which both DSMC and NS solver are adopted, and it is in this overlapping region the transfer of the Dirichlet boundary condition for NS solver from previous computation of DSMC and that for DSMC from previous NS solution is conducted.
Obviously, the solution procedure of such DSMC-continuum coupling is iterative in nature. For the details [55] can be consulted.
For the Dirichlet-Neumann type information exchange Ref. [60] can be referred.
Attention is now turned to the fluid-solid coupling. The gas flow in a micronozzle is often in the regions of transitional or free molecule and in this case coupling of the rarified gas flow with the heat conduction in the nozzle wall may occur. Traditionally, surface temperature of flow field was all set up before calculation and assumed that it was constant during the simulation process [61] [62] [63] [64] [65] . But in fact, it is very difficult to set up wall temperature reasonably prior to computation. In Refs. [66] and [67] , coupled thermal-fluid methods were developed to simulate the time-dependent performance of high temperature micronozzle. The flow field characteristics were obtained by DSMC method, and the solid area temperature distribution was calculated by finite element method. Dirichlet--Neumann transfer method was used to couple the temperature obtained by FEM and heat flux obtained by DSMC method at the boundary. The whole unsteady process from starting up to temperature reaching melting point of silicon was simulated, so it was very time-consuming and computationally expensive. In Ref. [68] , a DSMC-FVM coupled simulation for the rarefied gas flow in a FMMR was conducted. The Dirichlet-Neumann transferring method is used to couple the temperature and heat flux at the boundary of flow field and solid area. The implementation process is as follows. First, the wall surface temperature is set up and then DSMC simulation is executed, so the heat flux can be calculated from the flow field, and this heat flux is used as the boundary condition for the temperature field of the solid area including the wall surface. The temperature field in the solid area is obtained by solving the heat conduction equation by the FVM with unstructured grid system. The wall surface temperatures are thus updated and used as the boundary condition for the flow field solved by DSMC. Such steps are repeated until steady state has reached. Once steady state has reached, the solid temperature will not be calculated any more, namely, the surface temperature of fluid area is kept constant, but DSMC procedure in the fluid is continued. The sampling of macroparameters with each cell should be performed for a long time period in order to minimize statistical scatter. It is interesting to note that all boundaries of the nozzle in Ref. [68] are of second kind. It is well-known in heat conduction theory that such boundary conditions will lead to a temperature distribution with fixed gradient but cannot fix the absolute values. The energy conservation principle is used to fix the temperature distribution of the nozzle wall, namely, when the converged temperature solution of the nozzle wall is approached, the net heat transfer of the nozzle wall with the gas around it should be zero. Due to the low density of the propellant, the heat flux is very small, so there is a little temperature change in solid area during every time step. It would take a long time to arrive at steady state, which means that the time-marching of the unsteady state process in solids is computationally expensive. Considering that the time scale of flow area is much less than the time scale of solid area. A steady-state solution of gas flow is first obtained, and the DSMC results are used to update the wall boundary condition. An overrelaxation method is adopted in the solution process of heat conduction equation that accelerates the convergence but does not influence the steady-state temperature distribution in the solid region. Partial results of this work will be presented in Sec. 3.3.
Coupling Between LBM and FVM (FDM and FEM).
As indicated above, LBM is a kind of mesoscopic methods, which sits between the macroscale and microscale levels, and this feature has been vividly described in Ref. [69] as "The LBE could potentially play a twofold function-as a telescope for the atomistic scale and a microscope for the macroscopic scale." In Ref. [69] , an attempt is even made to adopt LBM more than one physical scale of description-from atomistic, kinetic, and to continuum fluid. Even though two examples were presented in Ref. [69] , we would rather consider LBM as a mesoscale method. As indicated above, LBM is computational expensive compared with FVM and it should be used where the continuum methods cannot work effectively, for example, flow through a porous media. Thus, study on the coupling between LBM and continuum method is meaningful.
The coupling of FDM with LBM was conducted in Refs. [70] and [71] , but the coupling computations were only implemented for the solution of one dimensional diffusion equation. A general coupling scheme, or a general reconstruction operator for transferring information from macroscale results to mesoscale parameters for multidimensional fluid flow is highly needed. Mathematically such transforming relation is called "lifting relation" which means that macroscopic variables in a low degree-of-freedom (DoF) system are upscaled to the macroscopic variables in a high DoF system. As indicated above, it is difficult to establish the one-to-one map from a low DoF system to a high DoF system. In Refs. [72] and [73] , a reconstruction operator for the density distribution function of LBM has been derived based on multiscale perturbation approach. According to the derivation, the density distribution function of LBM, f i , can be expressed from the macroscale parameter as
where f ðeqÞ i is the equilibrium density distribution function; c s is the lattice sound speed; S ab is the stress tension in a; b coordinates; s is the nondimensional relaxation time; Dt is the time step; is the kinematic viscosity; q is the fluid density; U ia ¼ c ia À u a , and u a is the velocity in a direction;
In Refs. [22] and [74] , a reconstruction operator for the temperature distribution function of the thermal lattice Boltzmann model is derived based on the same approach, it reads
where F i is the temperature distribution function, a T is thermal diffusivity, s 0 is the temperature relaxation time, Dt is the time step, and T is the temperature.
Equations (6) and (7) are general analytic expressions for reconstructing the microvariables of density and temperature distribution functions from the macrovariables. Their applications will be illustrated later.
Coupling Between MDS and LBM.
In Ref. [75] , an interesting numerical simulation was conducted for flow in nanoduct by using both MDS and LBM. The major purpose is to see if the space and time steps of LBM were fine enough. The results show that when the LBM space step is of 0.25r, the velocity distributions from LBM are quite consistent with those of MDS, while the computation time of LBM is only about 1=1000 of MDS. This study demonstrates that a spatial hand shaking between LBM and MDS is possible. According to this paper to couple LBM with MDS, the grid of LBM should has its finest scale Dx fine $ r near the coupling boundaries, and then progressively increases the mesh size so as to reach a 100-fold larger mesh spacing in the bulk flow. In Ref. [76] coupling LBM and MDS for liquid argon past a carbon nanotube was conducted. The LBM and MDS communicate via the exchange of velocities and velocity gradients at the interface. It is worth noting that a more efficient way is taking statistically averaged value from the results of MDS and using Eq. (6) to get density distribution function for LBM, and taking the integrated results of LBM as the macroparameters for MDS. In such a way, the smallest grid in LBM region needs not to be so fine as can be compared with r. An example from authors' practice will be provided later.
It should be noted here that in this paper by "coupling" or "coupled" we mean that the computational domain is decomposed, and numerical methods at different scale levels are used in different subregions with information exchanging at the interfaces to make consistency of the solution in entire domain. In literature sometimes coupled methods may imply that the flow fields are solved by LBM and the governing equations for other scale variables are solved by FVM (FDM, FEM) [77] . Such coupling is not the content of this paper.
Examples of Multiscale Simulation

Coupling of MDS and FVM for Flow in Nanochannels
With Roughness. The liquid flow in nanochannels with roughness is studied using the multiscale hybrid simulation in Ref. [78] . The computational domain is decomposed into particle, continuum, and overlap regions, where molecular dynamics, finite volume method, and coupling method are applied correspondingly (Fig. 6 ). In the main flow area, the FVM is employed as C solver.
In the boundary vicinity, the classical MD simulation is used as P solver. In order to ensure the parametric continuity, the coupling method is needed for the O region. Since the flow condition is absolutely symmetric about the central line, the actual computational domain is chosen the half channel.
The P region size is l 
where r and e are the length and energy characteristic parameters, and the cutoff radius r c ¼ 2:5r. The interaction between solid and liquid is also described by Eq. (8), but the characteristic parameters are changed into r wf ¼ 0:91r and e wf ¼ be, where b is set to adjust the strength of the liquid-solid coupling. The simulated fluid is argon (r ¼ 0:3405nm and e ¼ 1:67 Â 10 À21 JÞ. The time step for P region is dt P ¼ 0:005s (s ¼ m 1=2 re À1=2 ). The simulation procedure contains two periods for each run, i.e., Fig. 6 Schematic of the hybrid simulation in a nanochannel with roughness equilibrium and coupling periods. Equilibrium period is the initial 250s, during which the molecules in P region reach the thermal equilibrium state at
Coupling period is the next 5000s, during which the coupling method is executed to ensure the synchronization between P and C regions.
The computational size for C region is divided by uniform grids
The SIMPLEC algorithm is employed to solve the flow and pressure fields.
Some simulation results are now presented. In Fig. 7(a) , the velocity distribution for a roughened channel is presented. It can be clearly observed that the fluid velocity at the wall keeps zero due to the obstacle of roughen element, causing a locking boundary condition, which is quite different from the case with smooth surface in which the velocity slip will occur (see Fig. 7(b) ).
Flow
Past a Nano-Tube by Coupling of MDS and LBM. Coupled simulation of MDS and LBM for flow past a nanotube is provided in Ref. [76] . Figure 8 shows the computational domain and the details of the three regions: center part around the nanotube is simulated by MDS, the far-outside by LBM, and the middle between the two regions is a hand-shaking area where both MDS and LBM are used. Macrovelocity is obtained from MDS and by using the reconstruction operator; density distribution function is obtained and serves as LBM boundary condition (along the dotted line of Fig. 8(b) ). Particles velocities are given by a Maxwellian distribution with mean and variance consistent with the LBM results (in the shaded area of Fig. 8(b) ). Simulation results are presented in Fig. 9 with the results from Ref. [76] for the same problem. It can be seen that the u velocities at the two center lines from the two numerical methods agree with each other quite well, while the coupled MDS and LBM gives more smooth stream function distribution. In this coupled simulation by both LBM and MDS one may argues how far does one need to extend the MD region to achieve accurate results. According to Ref. [80] , given a fixed sampling period in each iteration of coupled method, there exists an optimal size of the MDS region considering both the computational efficiency and accuracy. The size of the MDS region of Ref. [81] is nearly optimal after some preliminary computation. It should be noted that as far as the computational time is concerned the coupled MDS=LBM only consumes about 1=5 of that of MDS.
Flow and Heat Transfer in Micronozzle by
Coupling of DSMC and FVM (Solid). Small satellites or microsatellites have developed very fast recently, and the micronozzle used to control satellites attitude and trajectory has become a research focus. Among different kinds of micronozzle, free molecular micro-electrothermal resist jet (FMMR) has attracted an increasing research attention (Fig. 10) . When the low temperature propellant flows over the heating surface, the propellant molecules knock with it. The temperature of propellant raises. Then, the propellant rushes out of the nozzle with high speed and thrust is generated. The value of Kn of gas flow in micronozzle is basically in the transition flow (0. 1 < Kn < 10.0), thus DSMC is the most useful method to simulate the flow field. To simulate the flow and heat transfer characteristics in the nozzle, DSMC-FVM coupled method was used [68] : in the flow regime DSMS was used while in the solid wall FVM was adopted. The Dirichlet-Neumann method was used to couple the temperature and heat flux at the boundary of flow field and solid area.
It can be imagined that the pressure in the flow field decreases gradually from the inlet to the outlet, which means that the number density of molecules decreases from inlet to outlet while the mean free path of molecules increases. Thus, the grid dimension along flow direction was gradually increased, so the number of molecules in each cell was approximately constant. The variable hard sphere model was used. Cercignani-Lampis-Lord model [14] was adopted to simulate the interaction between the solid surface, and the accommodation coefficient was 0.73.The inlet pressure, inlet temperature, and outlet pressure were set up before calculation. The statistical macroscopic velocity obtained from particle in the cells near the inlet boundary was used as the income velocity for new incoming particles. The propellant was argon. The temperature of heating surface was 600 K. The solid material was silicon with thermal conductivity of 149 W=m K.
Five cases were simulated with different inlet pressures. The inlet temperature was all set as 300 K. The major simulation results are shown in Table 1 . It can be seen that the wall boundary temperature changes dramatically with the inlet pressure, so DSMC-FVM coupled simulation is necessary for FMMR. If temperature is set up before calculation, a large error may be caused.
Flow Around a Circular Cylinder by Coupling of FVM and LBM (CFVLBM)
With Density Function Reconstruction Operator. The two-dimensional flow around a square/ circular cylinder for low Reynolds numbers is studied in Refs. [82] and [83] , respectively. The geometry and boundary conditions for flow around a circular cylinder are shown in Fig. 11 . A uniform velocity u 0 ¼ ðu 1 ; 0Þ is specified along the domain perimeter as physical boundary and zero velocities are imposed at the cylinder surface. The parameters are defined as follows: height H ¼ 1:8; cylinder radius r ¼ 0:005; density q ¼ 1:0; velocity u 1 ¼ 0:01, grid length Dx ¼ Dy ¼ 2 Â 10 À4 . The Reynolds number is defined by Re ¼ 2u 1 r=.
For flow around a circular cylinder there are three characteristic parameters: the length of the recirculation region L, the separation angle h, and the drag coefficient C D . C D is defined as
where n is the normal direction of the cylinder wall and S is the stress tensor The predicted drag coefficient C D and the geometry parameter L and h are listed in Table 2 . All the parameters predicted by CFVLBM agree well with the results of previous studies for each Re. Figure 12(c) shows the three-block structure used in the simulation. In the multiblock LBM, the grid system in the center black region is the finest where the porous media cylinder locates and that of the outside region is the coarsest. Comparison of the computational time is shown in Fig. 13 . It can be seen that among three methods adopted the CFVLBM can have three orders faster than that of multiblock LBM, not mentioned to the single block LBM. It should be noted that in this comparison, the cylinder is a sold one without complicated structure in it. This is because for FVM, it is very difficult to simulate a complicated structure as the cylinder shown in Fig. 12(a) . Thus, only the solid cylinder is used for comparison purpose.
3.6 Natural Convection in a Square Cavity by Coupling of Temperature and Temperature Distribution Function. Natural convection in a square cavity is one of the benchmark problems in computational heat transfer. This problem is taken to verify the feasibility of the reconstruction operator of the temperature density function. The domain is vertically divided into three regions: the left part is simulated FVM, the right part by LBM, and center part is the hand-shaking area. Simulation was conducted for Ra ¼ 10 3 , 10 4 , 10 5 , and 10
6
. In the computations, the density distribution function and the temperature distribution function in the coupling region were determined according to the reconstruction operators Eqs. (6) and (7), respectively. Partial simulation results are presented in Figs. 14 and 15 for temperature contours and vorticity contours, respectively. In these figures results from FLU-ENT, self-coded FVM, LBM, and CFVLBM are compared. It can be seen that the simulation results by CFVLBM agree with others quite well. It is worth noting that according to authors' experience in the hand-shaking region the smoothness of vorticity contours is the most difficult to obtain and that of stream lines is the easiest to get, because vorticity is the first derivative of velocity, while streamlines are the integration of velocity. It can be seen from Fig. 15 that for the case studied the vorticity contour smoothness is quite good.
Further Research Needs
As indicated above, the idea of multiscale simulation has been widely adopted in the material science for about 10 years and great achievements have been attained. A typical successful example in the material science can be found from Ref. [24] . In Ref. [24] , the study of a crack performance in the silicon material is conducted by the multiscale simulation: the tight binding (TB, which is a microlevel simulation method from quantum mechanics) is used to simulate the crack tip, at the interface between crack and continuum material, coupling between TB and MDS is conducted. Then, MDS is adopted to simulate the behavior of the region around the crack. At the interface where MDS meets FEM information is transferred between the two methods.
For the heat=mass transfer processes in the PEMFC, a full multiscale simulation may be conducted as shown in Fig. 16 . This ideal multiscale simulation may be called full multiscale simulation. From the above presentation, we may be clearly aware of the fact that we have a long way to go in order to implement such a full multiscale simulation for complicated heat=mass transfer process such as one in PEMFC. Taking the simulation of catalyst layer and membrane layer by MDS as an example, the present day computer capability for MD simulation is in the order of tens of nanometers, while the two thicknesses are tens of micrometers and several hundreds of micrometers, respectively. In addition, the very complicated molecular structure of the membrane provides many difficulties to the transport process simulation by MDS.
Attention is now turned to another important example: the phase change heat transfer of refrigerants. As indicated above up to now we are still unable to numerically predict the performance of enhanced surface structure such as Thermoexcel. In the authors' opinion, here is an another example that multiscale simulation can play a role: MDS is used for condensation of vapor on a complicated surface structure, LBM is adopted for the liquid flow in the condensed film and FVM for the temperature distribution in the solid. In order that the effects of surface structure shape and geometric factors can be sensed by the condensed film, its thickness should be at least more than one micrometer and its surface area at least in tens of millimeters. These dimensions are far out of the present day computer capability for MDS. In addition for the atomistic scales, the development of accurate potentials between dissimilar materials (elements and phases) is critical for heat and mass transfer, and up to now we do not have satisfied potential functions for both complex fluids such as water and refrigerants and for the combination of such fluids with engineering metals as copper and iron.
The third issue is about numerical uncertainty analysis for the results of multiscale simulation. Most methods developed so far are mainly for the macroscopic methods [88, 89] . For the DSMC [91] presented some analysis method and [92, 93] made statistical error analysis for both DSMC and MDS. Few papers presented methods for analyzing numerical uncertainty of results from multiscale simulation. Reference [90] is titled with "multiscale simulation;" however, "multiscale" in that paper is really means grids with large variation of size. The governing equations for the different grids are the same. Thus, this is not the multiscale simulation specified in the present paper. From the two examples (transport process in PEMFC and refrigerant condensation) and the above discussion, we may propose following further research needs for the multiscale simulations:
(1) improve greatly the computational efficiencies of mesoscale and microscale numerical approaches; (2) develop appropriate potential functions for fluids with complex molecule structures (water and refrigerants); (3) innovate more efficient coupling techniques (operators) for MDS-FVM, DSMC-FVM with high efficiency and stability; (4) establish uncertainty analysis approach for the numerical results of multiscale simulations.
Conclusions
Most phenomena and processes in science and engineering are multiscale in nature. With the rapid development in science and technology the importance of study from multiscale view point becomes more and more obvious. In heat transfer field, multiscale problems may be classified as multiscale process and multiscale system. For the multiscale process, the method of "solving regionally and coupling at the interfaces" is the most promising one. In such method, the key issue is the exchange information at the interfaces. The exchange of information should be conducted in a way that is physically meaningful, mathematically stable, computationally efficient, and easy to be implemented. The key point is the establishment of the reconstruction operator, which transforms the data of few variables of macroscopic computation to a large amount of variables of microscale or mesoscale simulation. For different coupling cases, the existing methods for such operators are briefly reviewed. Six examples of multiscale simulation of heat transfer and fluid flow problems are presented. It is found that for multiscale process, the method of solving regionally and coupling at the interfaces can get converged solution faster by several orders than the uniform mesoscale or microscale numerical method for the entire domain. The numerical study for the multiscale process of heat transfer and fluid flow problems is still in its childhood and its engineering application is in its infancy. Further, researches are highly required to establish robust and quick-convergent numerical solution approaches.
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