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GEVREY STABILITY OF HYDROSTATIC APPROXIMATE FOR THE
NAVIER-STOKES EQUATIONS IN A THIN DOMAIN
CHAO WANG, YUXI WANG, AND ZHIFEI ZHANG
Abstract. In this paper, we justify the limit from the Navier-Stokes system in a thin domain to
the hydrostatic Navier-Stokes/Prandtl system for the convex initial data with Gevrey 9/8 regualrity
in x.
1. introduction
In this paper, we consider 2-D incompressible Navier-Stokes equations in a thin domain when the
depth of the domain and the viscosity coefficient converge to zero simultaneously in a related way:
(1.1)

∂tU + U · ∇U − ε2(∂2x + η∂2y)U +∇P = 0 in Sε × (0,∞),
divU = 0,
U |y=0 = U |y=ε = 0,
where Sε = {(x, y) ∈ T× R : 0 < y < ε}, and U(t, x, y), P (t, x, y) stand for the velocity and pressure
function respectively and η is a positive constant independent of ε. The system is prescribed with the
initial data of the form
U |t=0 =
(
u0
(
x,
y
ε
)
, εv0
(
x,
y
ε
))
= Uε0 in Sε.
We rescale (U, P ) as follows
U(t, x, y) =
(
uε
(
t, x,
y
ε
)
, εvε
(
t, x,
y
ε
))
and P (t, x, y) = pε
(
t, x,
y
ε
)
.
Then the system (1.1) is reduced to the following scaled anisotropic Navier-Stokes system:
∂tu
ε + uε∂xu
ε + vε∂yu
ε − ε2∂2xuε − η∂2yuε + ∂xpε = 0 in S × (0,∞),
ε2(∂tv
ε + uε∂xv
ε + vε∂yv
ε − ε2∂2xvε − η∂2yvε) + ∂ypε = 0 in S × (0,∞),
∂xu
ε + ∂yv
ε = 0 in S × (0,∞),
(uε, vε)|y=0,1 = 0,
(uε, vε)|t=0 = (u0, v0) in S,
(1.2)
where S = {(x, y) ∈ T× (0, 1)}. This is a classical model in geophysical fluid, where the vertical
dimension of the domain is very small compared with the horizontal dimension of the domain. For
simplicity, we take η = 1 in the sequel and denote ∆ε = ε
2∂2x + ∂
2
y .
Formally, taking ε → 0 in (1.2), we derive the hydrostatic Navier-Stokes/Prandtl system (see
[9, 15]): 
∂tu
p + up∂xu
p + vp∂yu
p − ∂2yup + ∂xpp = 0 in S × (0,∞),
∂yp
p = 0 in S × (0,∞),
∂xu
p + ∂yv
p = 0 in S × (0,∞),
(up, vp)|y=0,1 = 0,
up|t=0 = u0 in S.
(1.3)
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The goal of this paper is to justify the limit from the scaled anisotropic Navier-Stokes system (1.2)
to the hydrostatic Navier-Stokes system (1.3).
The first step is to deal with the well-posedness of the system (1.3). Similar to the classical Prandtl
equation, nonlinear term vp∂yu
p will lead to one derivative loss in x via the direct energy estimate
to (1.3). Indeed, the system (1.3) may not be well-posed for general data in the Sobolev space [15].
However, the system is well-posed for analytic data [14]. A classical result for the Prandtl equation is
the well-posedness in the Sobolev space for monotonic data in y direction [13, 1, 12]. This kind of data
is forbidden for the system (1.3) due to the boundary condition. Recently, Gerard-Varet, Masmoudi
and Vicol [6] proved the well-posedness of the system (1.3) for class of convex data in the Gevrey class
9
8 .
A natural question is whether the limit could be justified in the Gevrey class 98 . In a recent work
[14], Paicu, Zhang and the third author justified the global (in time) limit for small analytic data.
For the data in Gevrey class or Sobolev space, this question is highly nontrivial. In fact, although the
Prandtl equation is well-posed in the Sobolev space or Gevrey class(see [5, 3, 10, 4]), the question of
the inviscid limit of the Navier-Stokes equations in the same spaces remains a challenging problem.
Motivated by the methods introduced in [6, 16], we justify the limit from the system (1.2) to (1.3)
for a class of convex data in the Gevrey class 98 . More precisely, we consider the initial data of the
form
uε(0, x, y) = u0(x, y), v
ε(0, x, y) = v0(x, y),(1.4)
which satisfy the compatibility conditions
∂xu0 + ∂yv0 = 0, u0(x, 0) = u0(x, 1) = v0(x, 0) = v0(x, 1) = 0,(1.5) ∫ 1
0
∂xu0dy = 0, ∂
2
yu0|y=0,1 =
∫ 1
0
(−∂xu20 + ∂2yu0)dy −
∫
S
∂2yu0,(1.6)
and the convex condition
inf
S
∂2yu0 = 2δ0 > 0.(1.7)
We further assume that initial data falls into the Gevrey class with the bound
‖∂yu0‖XN0σ,τ0 + ‖∂
3
yu0‖XN0−4σ,τ0 =M < +∞.(1.8)
Here the Gevrey class normal ‖ · ‖Xrσ,τ is defined by
‖f‖2Xrσ,τ = ‖eτ〈Dx〉
σ
f‖2Hr,0 ,
with ‖f‖Hr,s = ‖‖f‖Hrx(T)‖Hsy(0,1).
For the data satisfying (1.5)-(1.8), following the proof in [6], one can prove the following local
well-posedness result for the system (1.3).
Theorem 1.1. Let the initial data u0 satisfy (1.5)-(1.8) with σ ∈ [ 89 , 1], τ0 > 0 and N0 ≥ 10. Then
there exist T > 0 and a unique solution up of (1.3), which satisfies
sup
t∈[0,T ]
(‖∂yup(t)‖XN0−1σ,τ + ‖∂3yup(t)‖XN0−5σ,τ ) < +∞,
sup
t∈[0,T ]×S
∂2yu
p > δ0.
Now we state the main result of this paper.
Theorem 1.2. Let initial data u0 satisfies (1.5)-(1.8) with σ ∈ [ 89 , 1], τ0 > 0 and N0 ≥ 10. Then
there exists a unique solution of the Navier–Stokes equations (1.2) in [0, T ], which satisfies
‖(uε − up, εvε − εvp)‖L2x,y∩L∞x,y ≤ Cε2,
where (up, vp) is given by Theorem 1.1 and C is a constant independent of ε.
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Remark 1.3. The range σ ∈ [ 89 , 1] should not be optimal. According to [8], the optimal range may be
[ 23 , 1].
Let us sketch main ingredients of our proof and structure of this paper.
• Error equation. In section 3, we introduce the error
uR = uε − up, vR = vε − vp, pR = pε − pp,
which satisfy{
∂tu
R −∆εuR + ∂xpR + uε∂xuR + uR∂xup + vε∂yuR + vR∂yup − ε2∂2xup = 0,
ε2(∂tv
R −∆εvR) + ∂ypR + ε2(∂tvp − ε2∂2xvp − ∂2yvp + uε∂xvε + vε∂yvε) = 0.
The main difficulty comes from the term vR∂yu
p, since vR is controlled via the relation
vR = − ∫ y0 ∂xuRdy, which will lead to one derivative loss in x variable. In [14], the authors
used the analyticity to overcome this difficulty. For the data in the Gevrey class, we have to
introduce new ideas.
• The vorticity formulation and hydrostatic trick. In [6], the authors introduced the
vorticity formulation of (1.3):
∂tω − ∂2yω + u∂xω + v∂yω = 0, ω = ∂yu.
If we test ω to this equation, then the term v∂yω still lose one derivative. In [6], the first key
idea is to use the so called hydrostatic trick, i.e., test the vorticity equation by ω∂yω , which
makes sense under the convex assumption. Indeed, the trouble term vanishes due to∫
S
v∂yω
ω
∂yω
dxdy =
∫
S
vωdxdy = 0.
However, the viscosity term ∂2yω will give rise to new difficulty due to ω|y=0,1 6= 0. The second
key idea introduced in [6] is to introduce the boundary corrector ωb defined by
∂tω
b − ∂2yωb = 0, ∂yωby=0,1 ≈ −∂x
∫ 1
0
u2dy,
and then use the hydrostatic trick for the equation of ωin = ω − ωb.
Motivated by [6, 11, 16], we introduce the vorticity formulation of the error equations in
section 3: 
∂tω
R −△εωR + f = N(ωR, ωR),
(∂y + ε|D|)ωR|y=0 = ∂xh0 + · · · ,
(∂y − ε|D|)ωR|y=1 = ∂xh1 + · · · .
Here ∂xh
0 and ∂xh
1 are the worst terms on the boundary. To handle them, we also introduce
the boundary corrector in section 4:
∂tω
b,i − ∂2yωb,i = 0, ∂yωb|y=i = ∂xhi.
In section 5, we control the boundary corrector ωbl = ωb,0 + ωb,1 via the interior vorticity
ωin = ωR − ωbl.
• Energy estimate for the interior vorticity. In section 6, using the hydrostatic trick, we
derive the following energy estimate:
sup
s∈[0,t]
‖ωin(s)‖2Xr +
∫ t
0
‖(∂y, ε∂x)ωin)‖2Xrds+ β
∫ t
0
‖ωin‖2
Xr+
σ
2
ds
≤ Ctε4 + 2δ
∫ t
0
‖N‖2
Xr−
σ
4
ds+ Cε2
∫ t
0
‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1ds+ · · · ,
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where the third term on the right comes from the following boundary term in the energy
estimate ∣∣∣ ∫ t
0
∫
T
ε|D|〈D〉rωRΦ
〈D〉rωinΦ
∂yωp
|y=0,1dxds
∣∣∣,
which is bounded by∫ t
0
(‖ε|D|ωin‖Xr + ‖ε|D|ωbl‖Xr)(‖∂yωin‖Xr + ‖ωin‖Xr)
+
(‖ε|D|ωbl‖
Xr−
σ
2
+ ‖ε|D|∂yωbl‖Xr−σ2
)‖ωin‖
Xr+
σ
2
ds.
New trouble is to control the term
∫ t
0
‖ε|D|ωin‖2Xrdt. For this, we need to make a high-low
frequency decomposition for ωin so that∫ t
0
‖P≤2N(ε)ε|D|ωin‖2Xrds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds
and ∫ t
0
‖P≥N(ε)ε|D|ωin‖2Xrds ≤ Cε2
∫ t
0
‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1ds
+
∫ t
0
(‖P≥N(ε)(∂y , ε∂x)(uR, εvR)‖2Xr+1−σ + ‖ωin‖2Xr+σ2 )ds.
This decomposition is the key observation of this paper, which is motivated by the fact that
‖P≥N(ε)f‖Xr ≤ C‖P≥N(ε)εf‖Xr+1−σ2 ,
which is very useful for the control of vR instead of the usual control ‖vR‖Xr ≤ ‖uR‖Xr+1(losing
one derivative).
• Energy estimate for the velocity. In section 7, we derive the following energy estimate:
ε2‖P≥N(ε)(uR, εvR)(t)‖2Xr+1 + βε2
∫ t
0
‖P≥N(ε)(uR, εvR)‖2Xr+1+σ2
+
∫ t
0
ε2‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1
≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+ δ
∫ t
0
‖P≥N(ε)(Nu, εNv)‖2Xr+1−σ2 ds.
• Nonlinear estimates and bootstrap argument. In section 8, we make the nonlinear
estimates for (N ,Nu, εNv). Based on the energy estimates for (ωR, uR, vR) and nonlinear
estimates, we close our energy estimates by using a standard bootstrap argument in section
9.
Throughout this paper, we denote by C a constant independent of ε, β. We denote by N(ε) =
[ε−
2
2−σ ] an integer.
2. Gevrey class and Elliptic equation in a strip
2.1. Some estimates in Gevrey class. Let us define
fΦ = F−1(eΦ(t,k)f̂(k)) = eΦ(t,D)f, Φ(t, k) def= τ(t)〈k〉σ .(2.1)
Obviously, for σ ∈ [0, 1] and τ(t) ≥ 0, Φ(t, k) satisfies the subadditive inequality
Φ(t, k) ≤ Φ(t, k − ℓ) + Φ(t, ℓ).(2.2)
Then we have
‖f‖Xrσ,τ = ‖fΦ‖Hr,0 .
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For functions which only depend on variable x, we denote
|f |Xrσ,τ = ‖fΦ‖Hrx(T).
It is easy to see that if r′ ≥ r, then ‖ · ‖Xr′σ,τ ≥ ‖ · ‖Xrσ,τ . For simplicity, we drop subscript σ, τ in the
notations ‖f‖Xrσ,τ , |f |Xrσ,τ etc. We say that a function f belongs to Gevrey class 1σ if ‖f‖Xrσ,τ < +∞.
When σ = 1, the function is analytic. In the sequel, we always take
τ(t) = τ0e
−βt, τ0 > 0, β ≥ 1(to be determined later).
We introduce the frequency cut-off operators P≥N and P≤N , which are defined by
P≥Nf(x) =
1
2π
∑
k∈Z
χ
( k
N
)
f̂(k)eikx, P≤Nf =
(
1− P≥N−1
)
f.(2.3)
Here function χ is a smooth even function with suppχ ∈ [ 12 ,+∞)∪(−∞,− 12 ] and χ(x) = 1 for |x| ≥ 1.
Lemma 2.1. Let r ≥ 0, s1 > 32 , s > 12 and 0 ≤ δ ≤ 1. Then it holds that∥∥[〈D〉r , f ]∂xg∥∥L2x ≤ C‖f‖Hs1x ‖g‖Hrx + C‖f‖Hr+1−δx ‖g‖Hs+δx ,∥∥[P≥N , f ]∂xg∥∥Hrx ≤ C‖f‖Hs1x ‖P≥N2 g‖Hrx + C‖f‖Hr+1−δx ‖g‖Hs+δx .
Proof. The first inequality is classical(see [2] for example). Here we only present the proof for the
second one.
Thanks to Plancherel formula, we have∥∥[P≥N , f ]∂xg∥∥Hrx =∥∥〈k〉r(χ( kN )(f̂ ∗ ∂̂xg)− f̂ ∗ (χ( ·N )∂̂xg)∥∥ℓ2k
≤∥∥〈k〉r∑
ℓ∈Z
(
χ(
k
N
)− χ( ℓ
N
)
)|ℓ||f̂(k − ℓ)||ĝ(ℓ)|∥∥
ℓ2
k
.
We consider two cases. For |ℓ| ≤ 2|k − ℓ|, we have
〈k〉r|ℓ| ≤ C〈ℓ〉δ〈k − ℓ〉r+1−δ,
which implies that∥∥∥〈k〉r ∑
|ℓ|≤2|k−ℓ|
(
χ(
k
N
)− χ( ℓ
N
)
)|ℓ||f̂(k − ℓ)||ĝ(ℓ)|∥∥∥
ℓ2
k
≤ C‖f‖Hr+1−δx ‖g‖Hs+δx .
Here we used s > 12 . If |ℓ| ≥ 2|k − ℓ|, then we have
|ℓ|
2
≤ |k| ≤ 3|ℓ|
2
,
and k, ℓ must have the same sign. Using the mean value theorem, we get
χ
( k
N
)− χ( ℓ
N
)
=
1
N
χ′
( ξ
N
)
(k − ℓ),
where ξ is some point between k and ℓ. In this case, we have
|ℓ|
∣∣∣χ( k
N
)− χ( ℓ
N
)
∣∣∣ ≤χ( ℓ
N/2
)
∣∣ ξ
N
χ′(
ξ
N
)
∣∣|k − ℓ| |ℓ||ξ|
≤Cχ( ℓ
N/2
)|k − ℓ|.
Therefore, we obtain ∥∥∥〈k〉r ∑
|ℓ|≥2|k−ℓ|
(χ(
k
N
)− χ( ℓ
N
))|ℓ||f̂(k − ℓ)||ĝ(ℓ)|
∥∥∥
ℓ2
k
≤
∥∥∥∑
ℓ∈Z
|k − ℓ||f̂(k − ℓ)〈ℓ〉r|χ( ℓ
N/2
)|ĝ(ℓ)|
∥∥∥
ℓ2
k
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≤C‖f‖Hs1x ‖P≥N2 g‖Hrx .
Here we used s1 >
3
2 . This shows the second inequality. 
Lemma 2.2. Let r ≥ 0 and s > 12 . Then for any N ∈ Z+,
|fg|Xr ≤ C|f |Xs |g|Xr + C|f |Xr |g|Xs ,
|P≥N (fg)|Xr ≤ C|f |Xs |P≥N2 g|Xr + C|P≥N2 f |Xr |g|Xs .
Proof. By Plancherel formula, we have
|fg|Xr =
∥∥〈k〉reΦ(t,k)(f̂ ∗ ĝ)(k)∥∥
ℓ2
k
.
We get by (2.2) that∣∣∣eΦ(t,k)(f̂ ∗ ĝ)(k)∣∣∣ ≤∑
ℓ∈Z
eΦ(t,k−ℓ)|f̂ |(k − ℓ)eΦ(t,ℓ)|ĝ|(ℓ)
=
∑
ℓ∈Z
f̂+Φ (k − ℓ)ĝ+Φ(ℓ) = f̂+Φ ∗ ĝ+Φ = F(f+Φ g+Φ),
where we denote f+ by the Fourier transformation inverse of |f̂ | and so does g+. Then by the classical
product estimate in Sobolev space, we obtain
|fg|Xr ≤ ‖f+Φ g+Φ‖Hrx ≤C
(‖f+Φ ‖Hsx‖g+Φ‖Hrx + ‖f+Φ ‖Hrx‖f+Φ ‖Hsx)
=C
(|f |Xs |g|Xr + |f |Xr |g|Xs),
where we use the fact that map fΦ 7→ f+Φ preserves the L2x norm and s > 12 .
For the second one, we use the fact that if 2|k − ℓ| ≥ ℓ, then
〈k〉r ≤ C〈k − ℓ〉r, χ( k
N
) ≤ χ(k − ℓ
N/2
),
and if |ℓ| ≥ 2|k − ℓ|, then
〈k〉r ≤ Cr〈ℓ〉r, χ( k
N
) ≤ χ( ℓ
N/2
).
Then as in the argument for the first inequality, we have
|P≥N (fg)|Xr ≤C‖g+ΦP≥N2 〈Dx〉
rf+Φ ‖L2 + C‖f+Φ P≥N2 〈Dx〉
rg+Φ‖L2
≤C(|f |Xs |P≥N2 g|Xr + |P≥N2 f |Xr |g|Xs).
This shows the second inequality. 
Lemma 2.3. Let r ≥ 0, s1 > 32 , s > 12 and 0 ≤ δ ≤ 1. Then it holds that
‖(f∂xg)Φ − f∂xgΦ‖Hrx ≤ C|f |Xs1 |g|Xr+σ + C|f |Xr+1−δ |g|Xs+δ ,
‖P≥N (f∂xg)Φ − f(P≥N∂xgΦ)‖Hrx ≤ C|f |Xs1 |P≥N2 g|Xr+σ + C|f |Xr+1−δ |g|Xs+δ ,
for any N ∈ Z+.
Proof. By Plancherel formula and the argument in Lemma 2.2, we have
‖(f∂xg)Φ − f∂xgΦ‖Hrx ≤
∥∥∥〈k〉r∑
ℓ∈Z
m(k, ℓ)|ℓ|f̂+Φ (k − ℓ)ĝ+Φ (ℓ)
∥∥∥
ℓ2
k
,
where m(k, ℓ) = (eΦ(t,k) − eΦ(t,ℓ))e−Φ(t,k−ℓ)−Φ(t,ℓ). For |ℓ| ≤ 2|k − ℓ|, we have
〈k〉r|ℓ| ≤ C〈k − ℓ〉r+1−δ|ℓ|δ, m(k, ℓ) ≤ C,
which imply that∥∥∥〈k〉r ∑
|ℓ|≤2|k−ℓ|
m(k, ℓ)f̂+Φ (k − ℓ)|ℓ|ĝ+Φ (ℓ)
∥∥∥
ℓ2
k
≤ C‖f+Φ ‖Hr+1−δx ‖g+Φ‖Hs+δx ≤ C|f |Xr+1−δ |g|Xs+δ .
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For |ℓ| ≥ 2|k − ℓ|, we have
〈k〉r ≤ C〈ℓ〉r, m(k, ℓ) ≤ C〈ℓ〉σ−1|k − ℓ|,
which imply that∥∥∥〈k〉r ∑
|ℓ|≥2|k−ℓ|
m(k, ℓ)f̂+Φ (k − ℓ)|ℓ|ĝ+Φ (ℓ)
∥∥∥
ℓ2
k
≤ C‖∂xf+Φ ‖Hsx‖g+Φ‖Hr+σx ≤ C|f |Xs1 |g|Xr+σ .
This shows the first inequality.
For the second one, we have
‖P≥N(f∂xg)Φ − f(P≥N∂xgΦ)‖Hrx ≤‖[P≥N , f∂x]gΦ‖Hrx + ‖P≥N [eΦ, f∂x]g‖Hrx
=I1 + I2.
It follows from Lemma 2.1 that
I1 ≤ C|f |Xs1 |P≥N2 g|Xr + C|f |Xr+1−δ |g|Xs+δ .
Note that χ( kN ) ≤ χ( k−ℓN/2) + χ( ℓN/2 ). We infer from the first inequality of this lemma that
I2 ≤ C|f |Xs1 |P≥N2 g|Xr+σ + C|f |Xr+1−δ |g|Xs+δ .
Putting I1 − I2 together, we arrive at the second inequality. 
2.2. Elliptic equation in a strip. We denote by (△ε,D)−1h the solution of the following elliptic
equation: {
△εF = (∂2y + ε2∂2x)F = h, (x, y) ∈ S,
F |y=0,1 = 0.
Let us introduce some notations
K1(k, y) =
eε|k|y − e−ε|k|y
eε|k| − e−ε|k| , K2(k, y) = e
−ε|k|y,(2.4)
and
G0(k, y) =e
−ε|k|K1(k, y)−K1(k, 1− y)−K2(k, y)
=
2e−ε|k|(1−y) − 2eε|k|(1−y)
eε|k| − e−ε|k| ,(2.5)
G1(k, y) =K1(k, y)− e−ε|k|K1(k, 1− y) +K2(k, 1− y)
=
2eε|k|y − 2e−ε|k|y
eε|k| − e−ε|k| .(2.6)
Lemma 2.4. Let F = (△ε,D)−1h. It holds that
F̂ (k, y) =
e−ε|k|(1−y)
2|k|ε
∫ 1
0
K1(k, y)ĥ(k, y)dy +
e−ε|k|y
2|k|ε
∫ 1
0
K1(k, 1− y)ĥ(k, y)dy
+
1
2|k|ε
∫ y
1
K2(k, y
′ − y)ĥ(k, y′)dy′ − 1
2|k|ε
∫ y
0
K2(k, y − y′)ĥ(k, y′)dy′.
In particular, we have
F(∂y(△ε,D)−1h) =e
−ε|k|(1−y)
2
∫ 1
0
K1(k, y)ĥ(k, y)dy − e
−ε|k|y
2
∫ 1
0
K1(k, 1− y)ĥ(k, y)dy
+
1
2
∫ y
1
K2(k, y
′ − y)ĥ(k, y′)dy′ + 1
2
∫ y
0
K2(k, y − y′)ĥ(k, y′)dy′,
and
F(∂y(△ε,D)−1h)|y=0 = 1
2
∫ 1
0
(G0ĥ)(k, y)dy,
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F(∂y(△ε,D)−1h)|y=1 = 1
2
∫ 1
0
(G1ĥ)(k, y)dy.
Proof. Taking the Fourier transformation in x on F , we get
(∂2y − ε2|k|2)F̂ = ĥ, F̂ |y=0,1 = 0.
Then we have
F̂ (k, y) = C1(k)e
ε|k|y + C2(k)e
−ε|k|y + F∗(k, y),
where
F∗(k, y) =
1
2|k|ε
∫ y
1
e−ε|k|(y
′−y)ĥ(k, y′)dy′ − 1
2|k|ε
∫ y
0
e−ε|k|(y−y
′)ĥ(k, y′)dy′,
and
C1(k) =
1
2|k|ε(e−ε|k| − eε|k|)
∫ 1
0
(e−ε|k|(1+y) − e−ε|k|(1−y))ĥ(k, y)dy,
C2(k) =
1
2|k|ε(e−ε|k| − eε|k|)
∫ 1
0
(e−ε|k|(1−y) − eε|k|(1−y))ĥ(k, y)dy.
Recalling the definitions of K1 and K2, we obtain the solution formula of F̂ (k, y). The other formulas
can be directly obtained from F̂ (k, y). 
We also introduce
G2(k, y) = ∂yG0(k, y), G3(k, y) = ∂yG1(k, y).(2.7)
It is easy to find that for any s ∈ [1,∞],
‖(K1,K2, G0, G1)‖Ls ≤ Cmin
{
1,
1
ε
1
s (1 + |k|) 1s
}
,(2.8)
‖(∂yK1, ∂yK2, G2, G3)‖Ls ≤ Cε1− 1s (1 + |k|)1− 1s .(2.9)
Here the constant C is independent of k, ε.
3. The vorticity formulation of the error equations
We denote
uR = uε − up, vR = vε − vp, pR = pε − pp.
It is easy to find that
∂tu
R −∆εuR + ∂xpR + uε∂xuR + uR∂xup + vε∂yuR + vR∂yup − ε2∂2xup = 0,
ε2(∂tv
R −∆εvR) + ∂ypR + ε2(∂tvp − ε2∂2xvp − ∂2yvp + uε∂xvε + vε∂yvε) = 0,
∂xu
R + ∂yv
R = 0,
(uR, vR)|y=0 = (uR, vR)|y=1 = 0,
(uR, vR)|t=0 = 0.
(3.1)
We introduce the vorticity ωR = ∂yu
R − ε2∂xvR, which satisfies
∂tω
R −∆εωR + f = N(ωR, ωR),
where f and N(ωR, ωR) are defined by
f = f3 − ε2(f1 + f2),(3.2)
N(ωR, ωR) = −uR∂xωR − vR∂yωR,(3.3)
with
f1 = −(uR∂2xvp + vR∂x∂yvp),(3.4)
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f2 = −(∂t∂xvp − ε2∂3xvp − ∂2y∂xvp + ∂2x∂yup + up∂2xvp + vp∂x∂yvp),(3.5)
f3 = u
p∂xω
R + uR∂xω
p + vp∂yω
R + vR∂yω
p, ωp = ∂yu
p.(3.6)
Next let us derive the boundary condition of the vorticity. Thanks to ∂xu
R + ∂yv
R = 0 and
vR|y=0,1 = 0, there exists φ so that
−∂xφ = vR, ∂yφ = uR − 1
2π
∫
S
uRdxdy,
Since
∫
T
vRdx = 0, the function φ is periodic in x. Thanks to ∂xφ|y=0,1 = 0 and φ(1, x)− φ(0, x) = 0,
we may assume that φ|y=0,1 = 0. Thus, there holds that
△εφ = ωR in S, φ|y=0,1 = 0.
This shows that
uR =∂y(△ε,D)−1ωR + 1
2π
∫
S
uRdxdy,(3.7)
vR =− ∂x(△ε,D)−1ωR.(3.8)
Motivated by [11, 16], we have
Lemma 3.1. It holds that
(∂y + ε|D|)ωR|y=0 = ∂y(△ε,D)−1(f −N(ωR, ωR))|y=0 + 1
2π
∫
S
∂tu
Rdxdy,
(∂y − ε|D|)ωR|y=1 = ∂y(△ε,D)−1(f −N(ωR, ωR))|y=1 + 1
2π
∫
S
∂tu
Rdxdy.
Proof. We only prove the first equality and the second one is similar. We introduce ωRh,0 which is the
harmonic extension of ωR|y=0, i.e.,{△εωRh,0 = 0, x ∈ T, y ∈ R+,
ωRh,0|y=0 = ωR|y=0.
We know that
∂yω
R
h,0|y=0 = −ε|D|ωR|y=0.
Taking ∂t to (3.7) and using u
R|y=0,1 = 0 and the equation of ωR, we obtain
0 =∂tu
R|y=0 = ∂y(△ε,D)−1ωRt |y=0 +
1
2π
∫
S
∂tu
Rdy
=∂y(△ε,D)−1
(
△ε(ωR − ωRh,0)− f +N(ωR, ωR)
)∣∣∣
y=0
+
1
2π
∫
S
∂tu
Rdy
=∂yω
R|y=0 − ∂yωRh,0|y=0 − ∂y(△ε,D)−1(f −N(ωR, ωR))
∣∣
y=0
+
1
2π
∫
S
∂tu
Rdy,
where we used (ωR − ωRh,0)|y=0 = 0 and ∆εωRh,0 = 0. This shows the first equality. 
Based on Lemma 2.4, we give more precise formulation of the boundary condition of ωR. Firstly,
by the definition of f3 and using the divergence free condition, we obtain
f3 = ∂x(u
pωR + ∂−1x v
R ∂yω
p) + uR∂xω
p − ∂−1x vR ∂x∂yωp + ∂y(vpωR),
where ∂−1x v
R is defined by
∂−1x v
R =

−
∫ y
0
uRdz 0 ≤ y ≤ 1
2
,
−
∫ y
1
uRdz
1
2
< y ≤ 1.
(3.9)
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Then by Lemma 2.4 and integration by parts (note vpωR|y=0,1 = 0), we get
F(∂y(△ε,D)−1f)|y=0(k) = ik
2
∫ 1
0
G0(k, y)F
(
upωR + ∂−1x v
R ∂yω
p
)
(k, y)dy
− 1
2
∫ 1
0
G2(k, y)F
(
vpωR
)
(k, y)dy
+
1
2
∫ 1
0
G0(k, y)F
(
uR∂xω
p − ∂−1x vR ∂x∂yωp − ε2(f1 + f2)
)
(k, y)dy.
Thus, we obtain
F
(
(∂y + ε|D|)ωR
)
|y=0 =ikFh0(k) + Fh0l (k)−F
(
∂y(△ε,D)−1(N(ωR, ωR))|y=0
)
+
1
2π
∫
S
F(∂tuR)dxdy,
where
Fh0(k) =1
2
∫ 1
0
(
G0F(upωR + ∂−1x vR ∂yωp)
)
(k, y)dy,(3.10)
Fh0l (k) = −
1
2
∫ 1
0
(
G2F(vpωR)
)
(k, y)dy
+
1
2
∫ 1
0
(
G0F(uR∂xωp − ∂−1x vR ∂x∂yωp − ε2(f1 + f2)
)
(k, y)dy.(3.11)
Similarly, we have
F
(
(∂y − ε|D|)ωR
)
|y=1 =ikFh1(k) + Fh1l (k)−F
(
∂y(△ε,D)−1(N(ωR, ωR))|y=1
)
+
1
2π
∫
S
F(∂tuR)dxdy,
where
Fh1(k) =1
2
∫ 1
0
(
G1F(upωR + ∂−1x vR ∂yωp)
)
(k, y)dy,(3.12)
Fh1l (k) = −
1
2
∫ 1
0
(
G3F(vpωR)
)
(k, y)dy
+
1
2
∫ 1
0
(
G1F(uR∂xωp − ∂−1x vR ∂x∂yωp − ε2(f1 + f2)
)
(k, y)dy.(3.13)
Finally, we conclude that
∂tω
R −△εωR + f = N(ωR, ωR),
(∂y + ε|D|)ωR|y=0 = ∂xh0 + h0l − ∂y(△ε,D)−1(N(ωR, ωR))|y=0 +
1
2π
∫
S
F(∂tuR)dxdy,
(∂y − ε|D|)ωR|y=1 = ∂xh1 + h1l − ∂y(△ε,D)−1(N(ωR, ωR))|y=1 +
1
2π
∫
S
F(∂tuR)dxdy,
ωR|t=0 = 0.
(3.14)
Note that ∂xh
0 and ∂xh
1 are the worst terms.
Let us compute
∫
S ∂tu
Rdxdy. Using the equation of uR in (3.1), we find that∫
S
∂tu
Rdxdy =
∫
S
∂2yu
Rdxdy =
∫
S
∂yω
Rdxdy,
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which gives ∣∣∣ ∫
S
∂tu
Rdxdy
∣∣∣ ≤‖∂yωR‖L1 .(3.15)
Since (uR, vR) satisfies the following elliptic equations{ △εuR = ∂yωR,
uR|y=0,1 = 0,
{ △εvR = −∂xωR,
vR|y=0,1 = 0,
we arrive at ∥∥(uR, εvR, ∂yuR, ε∂xuR, ε∂yvR, ε2∂xvR)∥∥Xr ≤ C‖ωR‖Xr .(3.16)
4. Boundary layer lift
To handle the worst terms ∂xh
0 and ∂xh
1, motivated by [6], we introduce a boundary layer lift for
the vorticity. More precisely, we consider the heat equation
(∂t −△ε)ωb,i = 0,
∂yω
b,i|y=i = ∂xhi,
ωb,i|t=0 = 0,
(4.1)
where t ∈ [0, T ], x ∈ T and y > 0 for i = 0 and y < 1 for i = 1. Here (h0, h1) is given by (3.10) and
(3.12). We also introduce the boundary layer velocity (ub,i, vb,i), which are given by
ub,0(x, y) =
∫ y
+∞
ωb,0(x, z)dz, vb,0 =
∫ +∞
y
∂xu
b,0(x, z)dz for y > 0,(4.2)
ub,1(x, y) =
∫ y
−∞
ωb,1(x, z)dz, vb,1 =
∫ −∞
y
∂xu
b,1(x, z)dz for y < 1.(4.3)
Motivated by Lemma 3.1 in [6], we have the following uniform estimates for (ωb,i, ub,i, vb,i) in
Gevrey class Xr = Xrσ,τ .
Lemma 4.1. Let T > 0 and r ∈ R. The boundary layer vorticity ωb,i obeys that∫ t
0
‖ωb,i‖2Xr + ‖(y − i)∂yωb,i‖2Xrds ≤
C
β
3
2
∫ t
0
|hi|2
Xr+1−
3σ
4
ds,∫ t
0
‖(y − i)ℓωb,i‖2Xr + ‖(y − i)ℓ+1∂yωb,i‖2Xrds ≤
C
β
3
2+ℓ
∫ t
0
|hi|2
Xr+1−
3σ
4
−
ℓσ
2
ds,∫ t
0
|ωb,i|y=1−i|2Xrds+ |∂yωb,i|y=1−i|2Xrds ≤
C
β2M
∫ t
0
|hi|2Xr+1−Mσds,∫ t
0
‖(∂y, ε∂x)ωb,i‖2Xrds ≤
C
β
1
2
∫ t
0
|hi|2
Xr+1−
σ
4
ds,
sup
s∈[0,t]
‖ωb,i(s)‖2Xr ≤
C
β
1
2
∫ t
0
|hi|2
Xr+1−
σ
4
ds,
and the boundary layer velocity ub,i obeys that∫ t
0
‖ub,i‖2Xrds ≤
C
β
5
2
∫ t
0
|hi|2
Xr+1−
5σ
4
ds,∫ t
0
∣∣∣ ∫ ∞
0
ub,0dy
∣∣∣2
Xr
ds+
∫ t
0
∣∣∣ ∫ 1
−∞
ub,1
∣∣∣2
Xr
ds ≤ C
β3
∫ t
0
|hi|2
Xr+1−
3σ
2
ds,∫ t
0
‖(y − i)ub,i‖2Xrds ≤
C
β
7
2
∫ t
0
|hi|2
Xr+1−
7σ
4
ds,
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0
‖ε|D|ub,i‖2Xrds ≤
C
β
3
2
∫ t
0
|hi|2
Xr+1−
3σ
4
ds,∫ t
0
|ub,i|y=i|2Xr ≤
C
β2
∫ t
0
|hi|2Xr+1−σds,
and the boundary layer velocity vb,i obeys that∫ t
0
‖vb,i‖2Xrds ≤
C
β
7
2
∫ t
0
|hi|2
Xr+2−
7σ
4
ds,∫ t
0
‖ε|D|vb,i‖2Xrds ≤
C
β
7
2
∫ t
0
|hi|2
Xr+2−
5σ
4
ds,∫ t
0
|vb,i|y=i|2Xrds ≤
C
β3
∫ t
0
|hi|2
Xr+2−
3σ
2
ds,∫ t
0
|vb,i|y=1−i|2Xrds ≤
C
β2M
∫ t
0
|hi|2Xr+2−Mσds,
for all t ∈ [0, T ], i = 0, 1 and any M ≥ 0.
Proof. The proof is almost the same as Lemma 3.1 in [6]. Here we just show main idea by proving an
inequality.
Thanks to the definition of τ(t), we find that ωb,0Φ satisfies
(∂t + τ0β〈D〉σ −△ε)ωb,0Φ = 0, t ∈ [0, T ], (x, y) ∈ T× [0,∞),
∂yω
b,0
Φ |y=0 = ∂xh0Φ,
ωb,0j |t=0 = 0.
(4.4)
For fixed x ∈ T, we define that h0Φ(t, x) = 0 for t ∈ R\[0, T ], and then we consider the extended system
of (4.4): {
(∂t + τ0β〈D〉σ −△ε)ωb,0Φ = 0, t ∈ R, (x, y) ∈ T× (0,∞),
∂yω
b,0
Φ |y=0 = ∂xh0Φ,
(4.5)
which satisfies
ωb,0Φ = ω
b,0
Φ , t ∈ [0, T ], and ωb,0Φ = 0, t < 0.
which comes from Lemma 3.2 in [6]. Taking Fourier transform in t, x to obtain{
(iζ + τ0β〈k〉σ + ε2|k|2)Ft,xωb,0Φ − ∂2yFt,xωb,0Φ = 0,
∂yFt,xωb,0Φ |y=0 = ikFt,xhb,0Φ .
Then the solution is given by
Ft,xωb,0Φ (ζ, k, y) =
−ikFt,xhb,0Φ (ζ, k)√
iζ + τ0β〈k〉σ + ε2|k|2
e−y
√
iζ+τ0β〈k〉σ+ε2|k|2 .(4.6)
For all ζ with Imζ ≤ 0, there holds∣∣∣√τ0β〈k〉σ + ε2|k|2 + iζ∣∣∣ ≥√τ0β〈k〉σ + ε2|k|2 − Imζ ≥√τ0β〈k〉σ + ε2|k|2,
which along with (4.6) implies
‖Ft,xωb,0Φ (ζ, k, y)‖2ℓ2
k
(L2
y,ζ
) ≤
∥∥ C1|k|
(β〈k〉σ)3/4Ft,xh
0
Φ
∥∥2
L2
ζ
(ℓ2
k
)
.
This shows by Plancherel’s formula that∫ t
0
‖ωb,0‖2Xrds ≤
C1
β
3
2
∫ t
0
|h0|2
Xr+1−
3σ
4
ds.
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The proof of the other inequalities is similar. But the proof of the fifth inequality is similar to
Lemma 3.3 in [6]. 
5. Control the boundary layer lift via the interior vorticity
We introduce the boundary layer profiles
ωbl(t, x, y) =ωb,0(t, x, y) + ωb,1(t, x, y),(5.1)
ubl(t, x, y) =ub,0(t, x, y) + ub,1(t, x, y),(5.2)
vbl(t, x, y) =vb,0(t, x, y) + vb,1(t, x, y)(5.3)
=∂x
(∫ +∞
y
ub,0(t, x, z)dz +
∫ −∞
y
ub,1(x, z)dz
)
,
and the interior vorticity and velocity as follows
ωin(t, x, y) = ωR(t, x, y)− ωbl(t, x, y),(5.4)
uin(t, x, y) = uR(t, x, y)− ubl(t, x, y),(5.5)
vin(t, x, y) = vR(t, x, y)− vbl(t, x, y).(5.6)
The following lemma gives the relation between (uin, vin) and ωin.
Lemma 5.1. Let Ψ solve the elliptic equation
△εΨ = 0,
Ψ|y=0 = −
(∫ +∞
0
ub,0(t, x, z)dz +
∫ −∞
0
ub,1(t, x, z)dz
)
,
Ψy=1 = −
(∫ +∞
1
ub,0(t, x, z)dz +
∫ −∞
1
ub,1(t, x, z)dz
)
.
(5.7)
Then it holds that
uin − 1
2π
∫
S
uRdxdy + ∂yΨ = ∂y(△ε,D)−1(ωin + ε2∂xvbl),
vin − ∂xΨ = −∂x(△ε,D)−1(ωin + ε2∂xvbl).
Proof. By the construction, we have
∂xu
in + ∂yv
in = 0, ωin = ∂yu
in − ε2∂xvin − ε2∂xvbl.
Thanks to ∂xu
in + ∂yv
in = 0, there exists a stream function φ so that
−∂xφ = vin, ∂yφ = uin − 1
2π
∫
S
uRdxdy.
Here φ is a periodic function in x due to
∫
T
vindx = 0. Thanks to
∫
T
φ(x, 1)dx =
∫
T
φ(x, 0)dx, we may
assume that
∫
T
φ(x, 1)dx =
∫
T
φ(x, 0)dx = 0.Thus, we find that
△ε(φ+Ψ) = ωin + ε2∂xvbl, (φ +Ψ)|y=0,1 = 0.
This implies our result. 
Lemma 5.2. Let 0 < α1 < α2 and r ≥ 0. Then it holds that∫ t
0
‖(uin, εvin)‖2
Xr+
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+
C
β
3
2
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
4
ds,∫ t
0
‖(P≥α2N(ε) − P≥α1N(ε))(uR, εvR)‖2Xrds ≤ C
∫ t
0
‖(P≥α2N(ε) − P≥α1N(ε))ωR‖2Xr−σ2 ds,
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and the weighted estimate∫ t
0
‖(P≥α2N(ε) − P≥α1N(ε))(ϕuR, εϕvR)‖2Xrds ≤ C
∫ t
0
(
‖(P≥α2N(ε) − P≥α1N(ε))ωR‖2Xr−σ
+ ‖(P≥α2N(ε) − P≥α1N(ε))(ϕωR)‖2Xr−σ2
)
ds,
where the weight function ϕ is defined by ϕ(y) = y(1− y).
Proof. Using the fact that ∥∥F((∂y, ε∂x)(△ε,D)−1f)∥∥L2y ≤ C(1 + ε|k|)‖f̂‖L2y
and Lemma 5.1, we infer that
‖(ûinΦ , εv̂inΦ )‖L2y ≤‖(∂̂yΨΦ, ε∂̂xΨΦ)‖L2y +
C
(1 + ε|k|)‖ω̂
in
Φ + ε
2∂̂xvblΦ‖L2y
+ ‖uR‖L2 .
Thanks to the definition of Ψ, we have
Ψ̂(t, k, y) = Ψ̂(t, k, y) = K1(k, y)Ψ̂|y=1 +K1(k, 1− y)Ψ̂|y=0.(5.8)
By (2.8), (2.9) and following the proof of Lemma 4.1, we can deduce that
‖Ft,x(∂yΨΦ, ε∂xΨΦ)‖L2y ≤‖(∂y, ε|k|)K1‖L2y |Ft,xΨΦ|y=0,1|
≤C(ε|k|) 12
(∣∣∣ ∫ +∞
0
Ft,xub,0Φ (ζ, k, y)dy
∣∣∣+ ∣∣∣ ∫ −∞
1
Ft,xub,1Φ (ζ, k, y)dy
∣∣∣)
≤C (ε|k|)
1
2 |k|(|Ft,xh0Φ|+ |Ft,xh1Φ|)
(β〈k〉σ + ε2|k|2) 32 ≤ C
|k|(|Ft,xh0Φ|+ |Ft,xh1Φ|)
(β〈k〉σ + ε2|k|2) 54 ,
and
C
(1 + ε|k|)‖ε
2Ft,x(∂xvblΦ )‖L2y ≤
ε2|k|3(|Ft,xh0Φ|+ |Ft,xh1Φ|)
(1 + ε|k|)(β〈k〉σ + ε2|k|2) 74 ≤ C
|k|(|Ft,xh0Φ|+ |Ft,xh1Φ|)
(β〈k〉σ + ε2|k|2) 54 .
This implies that∫ t
0
‖(uin, εvin)‖2
Xr+
σ
2
ds ≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+
C
β
5
2
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
4
ds+
∫ t
0
‖uR‖2L2ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+
C
β
3
2
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
4
ds.
Here we used the fact that∫ t
0
‖uR‖2L2ds ≤ C
∫ t
0
‖ωR‖2L2ds ≤
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+
C
β
3
2
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
4
ds.
By (3.7) and (3.8), we infer that for α1N(ε) ≤ |k| ≤ α2N(ε),
‖(ûRΦ, εv̂RΦ )(t, k, ·)‖L2y ≤
C
(1 + ε|k|)‖ω̂
R
Φ(t, k, ·)‖L2y ≤
C
〈k〉σ2 ‖ω̂
R
Φ(t, k, ·)‖L2y ,
which implies the second inequality.
By (3.7) and Lemma 2.4, we find that for α1N(ε) ≤ |k| ≤ α2N(ε),
ϕ(y)ûRΦ =
ϕ(y)e−ε|k|(1−y)
2
∫ 1
0
K1(k, y)ω̂RΦ(t, k, y)dy −
ϕ(y)e−ε|k|y
2
∫ 1
0
K1(k, 1− y)ω̂RΦ(t, k, y)dy
+
ϕ(y)
2
∫ y
1
K2(k, y
′ − y)ω̂RΦ(t, k, y′)dy′ +
ϕ(y)
2
∫ y
0
K2(k, y − y′)ω̂RΦ(t, k, y′)dy′
=B1 +B2 +B3 +B4.
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By (2.8) and ‖ϕ(y)e−ε|k|y‖L2y ≤ Cε 32 (1+|k|) 32 , we get
‖B1‖L2y + ‖B2‖L2y ≤C‖ϕ(y)e−ε|k|y‖L2y‖K1‖L2y‖ω̂RΦ‖L2y ≤
C
ε2(1 + |k|)2 ‖ω̂
R
Φ‖L2y .
Thanks to ϕ(y) = ϕ(y′) + (y − y′)(1 − y − y′), we get by Young’s inequality that
‖B3‖L2y ≤
∥∥∥ ∫ y
0
(y − y′)K2(k, y − y′)ω̂RΦ(k, y′)dy′
∥∥∥
L2y
+
∥∥∥ ∫ y
0
K2(k, y − y′)(ϕω̂RΦ )(k, y′)dy′
∥∥∥
L2y
≤‖yK2(k, y)‖L1y‖ω̂RΦ‖L2y + ‖K2(k, y)‖L1y‖(ϕω̂RΦ)‖L2y
≤ C
ε2(1 + |k|)2 ‖ω̂
R
Φ‖L2y +
C
ε(1 + |k|)‖(ϕω̂
R
Φ)‖L2y .
Similarly, we have
‖B4‖L2y ≤
C
ε2(1 + |k|)2 ‖ω̂
R
Φ‖L2y +
C
ε(1 + |k|)‖(ϕω̂
R
Φ)‖L2y .
Summing up, we infer that for α1N(ε) ≤ |k| ≤ α2N(ε),
‖ϕûRΦ‖L2y ≤
C
ε2(1 + |k|)2 ‖ω̂
R
Φ‖L2y +
C
ε(1 + |k|)‖ϕω̂
R
Φ‖L2y .
Thus, we obtain
‖(P≥α2N(ε) − P≥α1N(ε))(ϕuR)‖Xr ≤ C
(
‖(P≥α2N(ε) − P≥α1N(ε))ϕωR‖Xr−σ2
+ ‖(P≥α2N(ε) − P≥α1N(ε))ωR‖Xr−σ
)
.
The estimate of εϕvR is similar. 
Lemma 5.3. Let up be given in Theorem 1.1 and r ∈ [1, N0 − 5]. Then there exists β∗ > 1 such that
for β ≥ β∗ and σ ∈ [ 45 , 1], there holds that∫ t
0
|(h0, h1)|2
Xr+
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,(5.9)
and for σ ∈ [ 89 , 1], ∫ t
0
∣∣ε|D|(h0, h1)∣∣2
Xr+1−
3σ
4
ds
≤ C
∫ t
0
(‖P≥N(ε)(∂yuR, ε2∂xvR)‖2Xr+1−σ + ‖ωin‖2Xr+σ2 )ds.(5.10)
Proof. Let us first prove (5.9). Recalling the definition of h0 in (3.10), we have
|h0|
Xr+
σ
2
= ‖〈k〉r+σ2 ĥ0Φ‖ℓ2k ≤C‖〈k〉
r+σ2
∫ 1
0
(G0F(upωR)Φ)dy‖ℓ2
k
+ C‖〈k〉r+σ2
∫ 1
0
(G0F(∂−1x vR · ∂yωp)Φ)dy‖ℓ2k
≤C‖upωR‖
Xr+
σ
2
+ C‖∂−1x vR · ∂yωp‖Xr+ σ2 .
By Lemma 2.2, Lemma 4.1 and Lemma 5.2, we get∫ t
0
‖upωR‖2
Xr+
σ
2
ds ≤C
∫ t
0
‖ϕωR‖2
Xr+
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+ C
∫ t
0
‖ϕωbl‖2
Xr+
σ
2
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+
C
β
5
2
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
4
ds,
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and ∫ t
0
‖∂−1x vR · ∂yωp‖2Xr+ σ2 ds ≤C
∫ t
0
‖uR‖2
Xr+
σ
2
ds ≤ C
∫ t
0
‖uin‖2
Xr+
σ
2
ds+ C
∫ t
0
‖ubl‖2
Xr+
σ
2
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+
C
β
3
2
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
4
ds.(5.11)
This shows that ∫ t
0
|h0|2
Xr+
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+
C
β
5
2
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
4
ds.
Similarly, we have∫ t
0
|h1|2
Xr+
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+
C
β
5
2
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
4
ds.
Choosing β ≥ β∗ with β∗ suitably large, we deduce that∫ t
0
|(h0, h1)|2
Xr+
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,(5.12)
if 1− 3σ4 ≤ σ2 which is equivalent to σ ≥ 45 .
Next we prove (5.10). We have∣∣ε|D|h0∣∣
Xr+1−
3σ
4
=‖〈k〉r+1− 3σ4 ε|k|ĥΦ‖ℓ2
k
≤
∥∥∥(1|k|≥N(ε) + 1|k|≤N(ε)−1)〈k〉r+1− 3σ4 ε|k| ∫ 1
0
G0F(upωR)Φ)dy
∥∥∥
ℓ2
k
+
∥∥∥(1|k|≥N(ε) + 1|k|≤N(ε)−1)〈k〉r+1− 3σ4 ε|k| ∫ 1
0
G0F(∂−1x vR · ∂yωp)Φ)dy
∥∥∥
ℓ2
k
=I1 + I2 + I3 + I4.
For I1, due to |k| ≥ N(ε), we have ε(1 + |k|) ≥ c〈k〉σ2 and
‖ε|k|‖G0ϕ‖L2y ≤ Cε|k|min
{
1,
1
ε
3
2 (1 + |k|) 32
}
≤ C〈k〉− σ4 ,(5.13)
which along with Lemma 2.3 gives∫ t
0
I21ds ≤
∫ t
0
‖P≥N(ε)(u
p
ϕ
ωR)‖2Xr+1−σds
≤C
∫ t
0
‖P≥N(ε)ωR‖2Xr+1−σds+
∫ t
0
‖P≥N(ε)(u
p
ϕ
ωR)Φ − u
p
ϕ
P≥N(ε)ω
R
Φ‖2L2y(Hr+1−σx )ds
≤C
∫ t
0
‖P≥N(ε)(∂yuR, ε2∂xvR)‖2Xr+1−σds+
∫ t
0
‖P
≥N(ε)2
ωRΦ‖2L2y(Hr+1−σ+σ−1x )ds
≤C
∫ t
0
‖P≥N(ε)(∂yuR, ε2∂xvR)‖2Xr+1−σds+ C
∫ t
0
‖ωR‖2Xrds.
For I3, by (5.13) again and Hardy’s inequality
‖∂
−1
x v
R
Φ
ϕ
‖L2y ≤ C‖∂y∂−1x vRΦ‖L2y ≤ C‖uRΦ‖L2y ,
we obtain ∫ t
0
I23ds ≤C
∫ t
0
‖P≥N(ε)(∂
−1
x v
R
ϕ
· ∂yωp)‖2Xr+1−σds
≤C
∫ t
0
‖P≥N(ε)uR‖2Xr+1−σds ≤ C
∫ t
0
‖uR‖2Xr+1−σds.
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For I2, using the facts that ε|k|‖G0ϕ‖L2y ≤ C and ε|k|‖G0‖L2y ≤ C(ε|k|)
1
2 ≤ C〈k〉σ4 due to |k| ≤
2N(ε), we get by Lemma 4.1 and (5.9) that∫ t
0
I22ds ≤
∫ t
0
‖P≤2N(ε)ε|k|(G0ϕ)(u
p
ϕ
ωin)‖2
Xr+1−
3σ
4
ds
+
∫ t
0
‖P≤2N(ε)ε|k|G0(u
p
ϕ
ϕωbl)‖2
Xr+1−
3σ
4
ds
≤
∫ t
0
‖ωin‖2
Xr+1−
3σ
4
ds+
∫ t
0
‖ϕωbl‖2
Xr+1−
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,
if 1− σ2 + 1− 5σ4 ≤ σ2 which is equivalent to σ ≥ 89 . For I4, we have∫ t
0
I24ds ≤C
∫ t
0
‖(∂
−1
x v
R
ϕ
· ∂yωp)‖2
Xr+1−
3σ
4
ds ≤ C
∫ t
0
‖uR‖2
Xr+1−
3σ
4
ds,
Summing up the estimates of I1 − I4, we conclude that∫ t
0
|ε|D|h0|2
Xr+1−
3σ
4
ds
≤ C
∫ t
0
‖P≥N(ε)(∂yuR, ε2∂xvR)‖2Xr+1−σ + ‖ωin‖2Xr+ σ2 + ‖ω
R‖2Xr + ‖uR‖2
Xr+1−
3σ
4
ds.
On the other hand, by Lemma 4.1 and (5.9), we have∫ t
0
‖ωR‖2Xrds ≤
∫ t
0
‖ωin‖2Xrds+
∫ t
0
‖ωbl‖2Xrds
≤
∫ t
0
‖ωin‖2Xrds+
C
β
3
2
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
4
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,
and ∫ t
0
‖uR‖2
Xr+1−
3σ
4
ds ≤C
∫ t
0
‖uin‖2
Xr+1−
3σ
4
ds+ C
∫ t
0
‖ubl‖2
Xr+1−
3σ
4
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds.
These show that∫ t
0
∣∣ε|D|h0∣∣2
Xr+1−
3σ
4
ds ≤ C
∫ t
0
‖P≥N(ε)(∂yuR, ε2∂xvR)‖2Xr+1−σ + ‖ωin‖2Xr+σ2 ds.
The estimate of h1 is similar. 
The following proposition is a direct consequence of Lemma 4.1 and Lemma 5.3.
Proposition 5.4. Under the assumptions of Lemma 5.3, there holds that
sup
s∈[0,t]
‖ωbl(s)‖2
Xr−1+
3σ
4
+
∫ t
0
‖(∂y, ε∂x)ωbl‖2
Xr−1+
3σ
4
ds+ β
∫ t
0
(‖ωbl‖2
Xr−1+
5σ
4
+ ‖ϕωbl‖2
Xr−1+
7σ
4
)ds
≤ C
β
1
2
∫ t
0
‖ωin‖2
Xr+
σ
2
ds.
Let us conclude this section by the estimates of h0l , h
1
l .
Lemma 5.5. Under the assumptions of Lemma 5.3, there holds that∫ t
0
|(h0l , h1l )|2Xrds ≤ Ctε4 + C
∫ t
0
‖ωin‖2Xrds+ C
∫ t
0
‖∂yωin‖2Xrds.
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Proof. Recalling the definition of (3.11), we have∫ t
0
|h0l |2Xrds ≤‖〈k〉r
∫ 1
0
(G2F(vpωR)Φ)dy‖2ℓ2
k
ds+ ‖〈k〉r
∫ 1
0
(G0F(uR∂xωp)Φ)dy‖2ℓ2
k
ds
+ ‖〈k〉r
∫ 1
0
(G0F(∂−1x vR · ∂x∂yωp)Φ)dy‖2ℓ2
k
ds+ ε4‖〈k〉r
∫ 1
0
(G0F(f1)Φ)dy‖2ℓ2
k
ds
+ ε4‖〈k〉r
∫ 1
0
(G0F(f2)Φ)dy‖2ℓ2
k
ds
=I1 + I2 + I3 + I4 + I5.
Using the facts that ‖G2‖L1y ≤ C and
‖ v
p
ϕ2
‖2L∞y ≤ C‖∂xωp‖2L∞y ≤ C,
we get by Lemma 4.1 and Lemma 5.3 that
I1 ≤C
∫ t
0
‖ϕ2ωRΦ‖2Hrx(L∞y )ds ≤ C
∫ t
0
‖ωinΦ ‖2Hrx(L∞y )ds+ C
∫ t
0
‖ϕ2ωblΦ‖2Hrx(L∞y )ds
≤C
∫ t
0
(‖ωin‖2Xr + ‖∂yωin‖2Xr )ds+ C
∫ t
0
(‖ϕωbl‖2Xr + ‖ϕ2∂yωbl‖2Xr)ds
≤C
∫ t
0
(‖ωin‖2Xr + ‖∂yωin‖2Xr )ds+
C
β
5
2
∫ t
0
|(h0, h1)|2
Xr+1−
5σ
4
ds
≤C
∫ t
0
(‖ωin‖2Xr + ‖∂yωin‖2Xr )ds.
Here we use the Gagliardo-Nirenberg inequality
‖f‖L∞y ≤ C‖f‖
1
2
L2y
(‖f‖ 12L2y + ‖∂yf‖ 12L2y).(5.14)
Similar to (5.11), we have
|I2|+ |I3| ≤C
∫ t
0
‖ωin‖2Xrds+
C
β
5
2
∫ t
0
|(h0, h1)|2
Xr+1−
5σ
4
ds ≤ C
∫ t
0
‖ωin‖2Xrds.
For I4 and I5, by Lemma 2.2 and (3.16), we have
|I4| ≤Cε2
∫ t
0
‖(εuR, εvR)‖2Xrds ≤ Cε2
∫ t
0
‖ωR‖2Xrds
≤C
∫ t
0
(‖ωin‖2Xr + 1
β
5
2
|(h0, h1)|2
Xr+1−
5σ
4
)
ds ≤ C
∫ t
0
‖ωin‖2Xrds
and
|I5| ≤Ctε4.
Collecting the estimates I1 − I5, we arrive at∫ t
0
|h0l |2Xrds ≤ Ctε4 + C
∫ t
0
‖ωin‖2Xrds+ C
∫ t
0
‖∂yωin‖2Xrds.
The estimate of h1l is similar. 
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6. Energy estimate via the vorticity equation
By the construction of ωin, we find that
∂tω
in −∆εωin + up∂xωin + vp∂yωin + vin∂yωp
+ ε2(f1 + f2) = N(ω
R, ωR)− up∂xωbl − uR∂xωp − vp∂yωbl − vbl∂yωp,
∂yω
in|y=0 = h0l − ε|D|ωR|y=0 − ∂y(△ε,D)−1(N(ωR, ωR))|y=0
− (∂y + ε|D|)ωb,1|y=0 + 1
2π
∫
S
∂tu
Rdxdy,
∂yω
in|y=1 = h1l + ε|D|ωR|y=1 − ∂y(△ε,D)−1(N(ωR, ωR))|y=1
− (∂y − ε|D|)ωb,0|y=1 + 1
2π
∫
S
∂tu
Rdxdy,
ωin|t=0 = 0,
(6.1)
where (h0l , h
1
l ) is given by (3.11) and (3.13), (u
p, vp) is the solution of (1.3) and f1, f2 are given by
(3.4)-(3.5). For simplicity, we denote N = N(ωR, ωR).
Proposition 6.1. Let σ ∈ [ 89 , 1] and r = N0 − 7. Then there exists β0 > 1 and δ¯ > 0 so that for all
t ∈ [0, T ], β ≥ β0 and δ ∈ (0, δ¯), there holds that
sup
s∈[0,t]
‖ωin(s)‖2Xr +
∫ t
0
‖(∂y, ε∂x)ωin)‖2Xrds+ β
∫ t
0
‖ωin‖2
Xr+
σ
2
ds
≤Ctε4 + 2δ
∫ t
0
‖N‖2
Xr−
σ
4
ds+ Cε2
∫ t
0
‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1ds
+ C
∫ t
0
‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1−σds.
Proof. Firstly, we derive the equation of ωinΦ :
∂tω
in
Φ + β〈D〉σωinΦ −∆εωinΦ + (up∂x + vp∂y)ωinΦ + vinΦ ∂yωp = −(up∂x + vp∂y)ωblΦ
− vblΦ∂yωp − ((up∂xωR)Φ − up∂xωRΦ)− ((vp∂yωR)Φ − vp∂yωRΦ)
− ((vR∂yωp)Φ − vRΦ∂yωp)− (uR∂xωp − ε2uR∂2xvp − ε2vR∂x∂yvp + ε2f2)Φ +NΦ,
∂yω
in
Φ |y=0 = (h0l )Φ − ε|D|ωRΦ |y=0 − ∂y(△ε,D)−1NΦ|y=0
− (∂y + ε|D|)ωb,1Φ |y=0 +
( 1
2π
∫
S
∂tu
Rdxdy
)
Φ
,
∂yω
in
Φ |y=1 = (h1l )Φ + ε|D|ωRΦ |y=1 − ∂y(△ε,D)−1NΦ|y=1
− (∂y − ε|D|)ωb,0Φ |y=1 +
( 1
2π
∫
S
∂tu
Rdxdy
)
Φ
,
ωinΦ |t=0 = 0.
(6.2)
The worst term in the system is vinΦ ∂yω
p. To handle it, we use the hydrostatic trick. Taking 〈D〉r
on the both sides of (6.2) and taking L2 inner product with
〈D〉rωinΦ
∂yωp
(∂yω
p ≥ δ0), we arrive at
1
2
d
dt
∥∥∥ 〈D〉rωinΦ√
∂yωp
∥∥∥2
L2
+ β
∥∥∥ 〈D〉r+ σ2 ωinΦ√
∂yωp
∥∥∥2
L2
+
∥∥∥ (ε∂x, ∂y)〈D〉rωinΦ√
∂yωp
∥∥∥2
L2
=
∫
S
〈D〉rωinΦ · (ε∂x, ∂y)
1
∂yωp
· (ε∂x, ∂y)〈D〉rωinΦ dxdy +
∫
T
〈D〉r∂yωinΦ 〈D〉rωinΦ
∂yωp
∣∣∣y=1
y=0
dx
+
∫
S
|〈D〉rωinΦ |2
(
∂x(
up
∂yωp
) + ∂y(
vp
∂yωp
)
)
dxdy −
∫
S
[〈D〉r , up∂x + vp∂y]ωinΦ 〈D〉rωinΦ∂yωp dxdy
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−
∫
S
[〈D〉r , ∂yωp]vinΦ
〈D〉rωinΦ
∂yωp
dxdy −
∫
S
〈D〉rvinΦ 〈D〉rωinΦ dxdy −
∫
S
〈D〉r(up∂xωblΦ)
〈D〉rωinΦ
∂yωp
dxdy
−
∫
S
〈D〉R(vp∂yωblΦ )
〈D〉rωinΦ
∂yωp
dxdy −
∫
S
〈D〉r(vblΦ∂yωp)
〈D〉rωinΦ
∂yωp
dxdy
−
∫
S
〈D〉r
(
(up∂xω
R)Φ − up∂xωRΦ
) 〈D〉rωinΦ
∂yωp
dxdy −
∫
S
〈D〉r
(
(vp∂yω
R)Φ − vp∂yωRΦ
) 〈D〉rωinΦ
∂yωp
dxdy
−
∫
S
〈D〉r
(
(vR∂yω
p)Φ − vRΦ∂yωp
) 〈D〉rωinΦ
∂yωp
dxdy
−
∫
S
〈D〉r
(
(uR∂xω
p − ε2uR∂2xvp − ε2vR∂x∂yvp)Φ
) 〈D〉rωinΦ
∂yωp
dxdy
−
∫
S
ε2〈D〉r(f2)Φ 〈D〉
rωinΦ
∂yωp
dxdy −
∫
S
〈D〉rNΦ 〈D〉
rωinΦ
∂yωp
dxdy = T 0 + · · ·T 14.
Integrating on [0, t) with t ≤ T and using ∂yωp ≥ δ0, we obtain
‖ωin(t)‖2Xr + 2β
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+ 2
∫ t
0
‖(ε∂x, ∂y)ωin‖2Xrds ≤ C
∫ t
0
|T 0|+ · · ·+ |T 14|ds.
Now we estimate T i, i = 0, · · · , 14.
Estimate of T 0 and T 2. It is easy to get∫ t
0
|T 0|ds ≤ C
∫ t
0
‖ωin‖2Xrds+ δ
∫ t
0
‖(ε∂x, ∂y)ωin)‖2Xrds,∫ t
0
|T 2|ds ≤ C
∫ t
0
‖ωin‖2Xrds.
Estimate of T 1. By Lemma 4.1, Lemma 5.3, Lemma 5.5 and (3.15), we have∫ t
0
|T 1|ds
≤ C
∫ t
0
(∣∣∣(h0l , h1l , (∂y + ε|D|)ωb,1|y=0, (∂y − ε|D|)ωb,0|y=1)∣∣∣
Xr−
σ
4
+ |∂y(△ε,D)−1N|y=0,1|Xr−σ4 + |
∫
S
∂tu
Rdxdy|Xr
)
× ‖ωin‖ 12
Xr+
σ
2
‖∂yωin‖
1
2
Xrds
+
∣∣∣ ∫ t
0
∫
T
ε|D|〈D〉rωRΦ
〈D〉rωinΦ
∂yωp
|y=0,1dxds
∣∣∣
≤ C
∫ t
0
(|(h0, h1, h0l , h1l )|Xr + ‖N‖Xr−σ4 + ‖∂yωR‖L1)‖ωin‖ 12Xr+σ2 ‖∂yωin‖ 12Xrds
+
∣∣∣ ∫ t
0
∫
T
ε|D|〈D〉rωRΦ
〈D〉rωinΦ
∂yωp
|y=0,1dxds
∣∣∣
≤ δ
∫ t
0
‖(∂y, ε∂x)ωin‖2Xrds+ Ctε4 + δ
∫ t
0
‖N‖2
Xr−
σ
4
ds+ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds
+
∣∣∣ ∫ t
0
∫
T
ε|D|〈D〉rωRΦ
〈D〉rωinΦ
∂yωp
|y=0,1dxds
∣∣∣,
where we used ∫ t
0
‖∂yωR‖2L1ds ≤ C
∫ t
0
‖∂yωin‖2L2ds+
C
β
1
2
∫ t
0
|(h0, h1)|2Xrds.
Let y0, y1 ∈ [0, 1] so that∣∣ε|D|ωin(y0)∣∣Xr ≤ ‖ε|D|ωin‖Xr , ∣∣ωin(y1)∣∣Xr+ σ2 ≤ ‖ωin‖Xr+ σ2 .
GEVREY STABILITY OF HYDROSTATIC APPROXIMATE 21
Then we infer that∣∣∣ ∫ t
0
∫
T
ε|D|〈D〉rωRΦ
〈D〉rωinΦ
∂yωp
|y=0,1dxds
∣∣∣
≤
∣∣∣ ∫ t
0
∫
T
ε|D|〈D〉rωinΦ
〈D〉rωinΦ
∂yωp
∣∣∣
y=y0
dxds
∣∣∣+ ∣∣∣ ∫ t
0
∫
T
ε|D|〈D〉rωblΦ
〈D〉rωinΦ
∂yωp
∣∣∣
y=y1
dxds
∣∣∣
+
∣∣∣ ∫ t
0
∫ y0
0,1
∫
T
∂y
(
ε|D|〈D〉rωinΦ
〈D〉rωinΦ
∂yωp
)
dxdyds
∣∣∣+ ∣∣∣ ∫ t
0
∫ y1
0,1
∫
T
∂y
(
ε|D|〈D〉rωblΦ
〈D〉rωinΦ
∂yωp
)
dxdyds
∣∣∣
≤ C
∫ t
0
(
‖ε|D|ωin‖Xr‖ωin‖L∞y (Hrx) + ‖ωin‖Xr+ σ2 ‖ε|D|ωbl‖L∞y (Hr−
σ
2
x )
+ ‖ε|D|ωin‖Xr‖∂yωin‖Xr + ‖ε|D|ωbl‖Xr‖∂yωin‖Xr + ‖ε|D|∂yωbl‖Xr−σ2 ‖ωin‖Xr+σ2
)
ds
≤ C
∫ t
0
(‖ε|D|ωin‖Xr + ‖ε|D|ωbl‖Xr)(‖∂yωin‖Xr + ‖ωin‖Xr)
+
(‖ε|D|ωbl‖
Xr−
σ
2
+ ‖ε|D|∂yωbl‖Xr−σ2
)‖ωin‖
Xr+
σ
2
ds.
By Lemma 4.1 and Lemma 5.3, we get∫ t
0
(‖ε|D|ωbl‖2Xr + ‖ε|D|∂yωbl‖2Xr−σ2 )ds ≤ C ∫ t
0
∣∣ε|D|(h0, h1)∣∣2
Xr+1−
3σ
4
ds
≤ C
∫ t
0
(‖P≥N(ε)(∂y , ε∂x)(uR, εvR)‖2Xr+1−σ + ‖ωin‖2Xr+σ2 )ds.
For ‖ε|D|ωin‖2Xr , we divide the frequency into two parts: |k| ≥ N(ε) and |k| ≤ N(ε). When
|k| ≤ N(ε), it holds that ε|k| ≤ C〈k〉σ2 , which gives∫ t
0
‖P≤2N(ε)ε|D|ωin‖2Xrds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds.
For the high frequency part, by Lemma 4.1 and Lemma 5.3, we get∫ t
0
‖P≥N(ε)ε|D|ωin‖2Xrds ≤Cε2
∫ t
0
‖P≥N(ε)(∂y , ε∂x)(uR, εvR)‖2Xr+1ds+ C
∫ t
0
‖ε|D|ωbl‖2Xrds
≤ Cε2
∫ t
0
‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1ds
+ C
∫ t
0
|ε|D|(h0, h1)|2
Xr+1−
3σ
4
ds
≤Cε2
∫ t
0
‖P≥N(ε)(∂y , ε∂x)(uR, εvR)‖2Xr+1ds
+ C
∫ t
0
(‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1−σ + ‖ωin‖2Xr+σ2 )ds.
Summing up, we arrive at∫ t
0
|T 1|ds ≤ δ
∫ t
0
‖(∂y, ε∂x)ωin‖2Xrds+ Ctε4 + C
∫ t
0
‖ωin‖2
Xr+
σ
2
dt′ + δ
∫ t
0
‖N‖2
Xr−
σ
4
ds
+ Cε2
∫ t
0
‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1ds+ C
∫ t
0
‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1−σds.
Estimate of T 3. By Lemma 2.1, we have∫ t
0
|T 3|ds ≤C
∫ t
0
(‖ωin‖Xr + ‖∂yωin‖Xr)‖ωin‖Xrds
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≤δ
∫ t
0
‖∂yωin‖2Xrds+ C
∫ t
0
‖ωin‖2Xrds.
Estimate of T 4. By Lemma 2.1 and Lemma 5.2, we have∫ t
0
|T 4|ds ≤C
∫ t
0
‖vin‖Xr−1‖ωin‖Xrds ≤ C
∫ t
0
‖ωin‖2Xrds
where we used that fact that vin =
∫ y
0 ∂xu
indz − vbl|y=0 and∫ t
0
|vbl|y=0|2Xr−1ds ≤ C
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
2
ds ≤ C
∫ t
0
‖ωin‖2Xrds
due to σ ≥ 89 .
Estimate of T 5. For this term, we need to use the hydrostatic trick. Integration by parts gives
T 5 =
∫
S
〈D〉rvinΦ 〈D〉r(∂yuinΦ − ε2∂xvinΦ − ε2∂xvblΦ )dxdy
=
∫
S
〈D〉r∂xuinΦ 〈D〉ruinΦ dxdy −
∫
S
ε2〈D〉r∂xvinΦ 〈D〉rvinΦ dxdy − ε2
∫
S
〈D〉rvinΦ 〈D〉r∂xvblΦdxdy
+
∫
T
〈D〉rvinΦ 〈D〉ruinΦ
∣∣∣y=1
y=0
dx
=− ε2
∫
S
〈D〉rvinΦ 〈D〉r∂xvblΦdxdy +
∫
T
〈D〉rvinΦ (1) 〈D〉ruinΦ (1)dx−
∫
T
〈D〉rvinΦ (0) 〈D〉ruinΦ (0)dx
=T 51 + T 52 + T 53.
We first consider the boundary term T 52. Recalling the boundary condition
uin(1) = −ubl(1) = −(ub,0(1) + ub,1(1))), vin(1) = −vbl(1) = −(vb,0(1) + vb,1(1)),
it follows from Lemma 4.1 and Lemma 5.3 that∫ t
0
|T 52|ds ≤C
( ∫ t
0
|vb,iΦ |y=1|2Xr+1− 3σ2 ds
) 1
2
( ∫ t
0
|ub,iΦ |y=1|2Xr−1+ 3σ2 ds
) 1
2
≤ C
β
5
2
(∫ t
0
|(h0, h1)|2Xr+3−3σds
) 1
2
( ∫ t
0
|(h0, h1)|2
Xr+
σ
2
ds
) 1
2 ≤ C
β
5
2
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,
here we used 3− 3σ ≤ σ2 due to σ ≥ 89 . Similarly, we have∫ t
0
|T 53|ds ≤ C
β
5
2
∫ t
0
‖ωin‖2
Xr+
σ
2
ds.
By Lemma 5.2 and Lemma 4.1, we get∫ t
0
|T 51|ds ≤C
∫ t
0
(‖εvin‖2
Xr+
σ
2
+ ‖ε∂xvbl‖2
Xr−
σ
2
)
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+
C
β
3
2
∫ t
0
|(h0, h1)|2
Xr+1−
3σ
4
ds+
C
β
5
2
∫ t
0
|(h0, h1)|2
Xr−
σ
2
+2− 5σ
4
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,
here we used −σ2 + 2− 5σ4 ≤ σ2 due to σ ≥ 89 . This shows that∫ t
0
|T 5|ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds.
Estimates of T i, i = 6, 7, 8. By Lemma 4.1 and Lemma 5.3, we get
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∫ t
0
|T 6|ds ≤C
∫ t
0
‖u
p
ϕ
∂x(ϕω
bl)Φ‖Hr− σ2 ,0‖ωinΦ ‖Hr+ σ2 ,0ds
≤C
∫ t
0
‖ϕωbl‖2
Xr+1−
σ
2
ds+ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds
≤C
∫ t
0
|(h0, h1)|2
Xr+2−
7σ
4
+ C
∫ 1
0
‖ωin‖2
Xr+
σ
2
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,
where we used 2− 7σ4 ≤ σ2 due to σ ≥ 89 . Similarly, we have∫ t
0
|T 7| ≤C
∫ t
0
‖ v
p
ϕ2
ϕ2∂yω
bl
Φ‖Hr− σ2 ,0‖ωinΦ ‖Hr+ σ2 ,0ds
≤C
∫ t
0
1
β
5
4
|(h0, h1)|
Xr+1−
7σ
4
‖ωin‖
Xr+
σ
2
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,
and ∫ t
0
|T 8|ds ≤C
∫ t
0
‖vbl‖
Xr+
σ
2
‖ωin‖
Xr−
σ
2
ds
≤C
∫ t
0
1
β
7
4
|(h0, h1)|
Xr+2−
9σ
4
‖ωin‖
Xr+
σ
2
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds.
Estimates of T i, i = 9, 10, 11. By Lemma 2.3, Lemma 4.1 and Lemma 5.3, we have∫ t
0
|T 9|ds ≤C
∫ t
0
‖(up∂xωR)Φ − up∂xωRΦ‖Hr− σ2 ,0‖ωin‖Xr+ σ2 ds
≤C
∫ t
0
‖u
p
Φ
ϕ
‖L∞y (Hr+1x )‖ϕω
R‖
Xr+
σ
2
‖ωin‖
Xr+
σ
2
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
+ ‖ϕωbl‖2
Xr+
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds.
Due to vR = − ∫ y0 ∂xuRdz, we similarly have∫ t
0
|T 11|ds ≤C
∫ t
0
‖(vR∂yωp)Φ − vRΦ∂yωp‖Hr− σ2 ,0‖ωin‖Xr+σ2 ds
≤C
∫ t
0
‖∂yωpΦ‖L∞y (Hr+1x )‖u
R‖
Xr+
σ
2
‖ωin‖
Xr+
σ
2
ds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
+ ‖uin‖2
Xr+
σ
2
+ ‖ubl‖2
Xr+
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,
and ∫ t
0
|T 10|ds ≤ C
∫ t
0
‖ϕ2∂yωR‖Xr‖ωin‖Xrds ≤ δ
∫ t
0
‖∂yωin‖2Xrds+ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds.
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Estimates of T i, i = 12, 13, 14. By Lemma 2.2, Lemma 4.1 and Lemma 5.2, it is easy to see that∫ t
0
|T 12j |ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+ C
∫ t
0
‖(uR, εvR)‖2
Xr−
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,
and ∫ t
0
|T 13|ds ≤ Ctε4 + C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,∫ t
0
|T 14| ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+ δ
∫ t
0
‖N‖2
Xr−
σ
2
ds.
Summing up the estimates of T 0− T 14, and taking β large enough and δ small enough, we deduce
the desired result. 
We directly deduce from Proposition 5.4 and Proposition 6.1 that
Corollary 6.2. Under the assumption of Proposition 6.1, there holds that
sup
s∈[0,t]
‖ωR(s)‖2
Xr−1+
3σ
4
++
∫ t
0
‖(∂y, ε∂x)ωR‖2
Xr−1+
3σ
4
ds+ β
∫ t
0
(‖ωR‖2
Xr−1+
5σ
4
+ ‖ϕωR‖2
Xr+
σ
2
)
ds
≤Ctε4 + 2δ
∫ t
0
‖N‖2
Xr−
σ
4
ds+ Cε2
∫ t
0
‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1ds
+ C
∫ t
0
‖P≥N(ε)(∂y , ε∂x)(uR, εvR)‖2Xr+1−σds.
7. Energy estimate via the velocity equation
In this section, we are devoted to the estimates for the high frequency part of (uR, εvR). In this
case, we can directly use the velocity equation. Recall that (uR, vR) satisfies
∂tu
R −∆εuR + ∂xpR + up∂xuR + uR∂xup + vR∂yup + vp∂yuR
+Nu − ε2∂2xup = 0,
ε2(∂tv
R −∆εvR + up∂xvR + uR∂xvp + vR∂yvp + vp∂yvR +Nv)
+ ∂yp
R + ε2(∂tv
p − ε2∂2xvp − ∂2yvp + up∂xvp + vp∂yvp) = 0,
∂xu
R + ∂yv
R = 0,
(uR, vR)|y=0 = (uR, vR)|y=1 = 0,
(uR, vR)|t=0 = 0.
(7.1)
Here (Nu,Nv) is nonlinear term given by
Nu =uR∂xuR + vR∂yuR, Nv = uR∂xvR + vR∂yvR.
Proposition 7.1. Let σ ∈ [ 45 , 1] and r = N0 − 7. Then there exist β1 and T, δ¯ > 0, such that for any
δ ∈ (0, δ¯), β ≥ β1 and t ∈ [0, T ], there holds that
ε2‖P≥N(ε)(uR, εvR)(t)‖2Xr+1 + βε2
∫ t
0
‖P≥N(ε)(uR, εvR)‖2Xr+1+σ2
+
∫ t
0
ε2‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1
≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+ δ
∫ t
0
‖P≥N(ε)(Nu, εNv)‖2Xr+1−σ2 ds,
and
sup
s∈[0,t]
‖P≥N(ε)(uR, εvR)(t)‖2Xr+1−σ + β
∫ t
0
‖P≥N(ε)(uR, εvR)‖2Xr+1−σ2
GEVREY STABILITY OF HYDROSTATIC APPROXIMATE 25
+
∫ t
0
‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1−σ
≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+ δ
∫ t
0
‖P≥N(ε)(Nu, εNv)‖2
Xr+1−
3σ
2
ds.
Proof. Acting operator eΦ(t,D)P≥N(ε) on the first two equations of (7.1) and taking H
r+1,0 inner
product with P≥N(ε)(u
R
Φ, v
R
Φ ), we get by integration by parts that
1
2
d
dt
‖P≥N(ε)(uR, εvR)(t)‖2Xr+1 + β‖P≥N(ε)(uR, εvR)‖2Xr+1+σ2 + ‖P≥N(ε)(∂y , ε∂x)(u
R, εvR)‖2Xr+1
=
〈
P≥N(ε)p
R
Φ , P≥N(ε)(∂xu
R
Φ + ∂yv
R
Φ )
〉
Hr+1,0
+
1
2
〈
|P≥N(ε)uRΦ|2 + |εP≥N(ε)vRΦ |2, ∂xup + ∂yvp
〉
Hr+1,0
−
〈
P≥N(ε)(v
R∂yu
p)Φ, P≥N(ε)u
R
Φ
〉
Hr+1,0
−
〈
P≥N(ε)ε
2(vR∂yv
p)Φ, P≥N(ε)v
R
Φ
〉
Hr+1,0
−
〈
P≥N(ε)(u
R∂xu
p)Φ, P≥N(ε)u
R
Φ
〉
Hr+1,0
−
〈
P≥N(ε)ε
2(uR∂xv
p)Φ, P≥N(ε)v
R
Φ
〉
Hr+1,0
−
〈
P≥N(ε)(u
p∂xu
R)Φ − up∂xP≥N(ε)uRΦ, P≥N(ε)uRΦ
〉
Hr+1,0
− ε2
〈
P≥N(ε)(u
p∂xv
R)Φ − up∂xP≥N(ε)vRΦ , P≥N(ε)vRΦ
〉
Hr+1,0
−
〈
P≥N(ε)(v
p∂yu
R)Φ − vpP≥N(ε)∂yuRΦ
)
, P≥N(ε)u
R
Φ
〉
Hr+1,0
− ε2
〈
P≥N(ε)(v
p∂yv
R)Φ − vpP≥N(ε)∂yvRΦ , P≥N(ε)vRΦ
〉
Hr+1,0
+ ε2
〈
P≥N(ε)∂
2
xu
p
Φ, P≥N(ε)u
R
Φ
〉
Hr+1,0
− ε2
〈
P≥N(ε)(∂tv
p − ε2∂2xvp − ∂2yvp + up∂xvp + vp∂yvp)Φ, P≥N(ε)vRΦ
〉
Hr+1,0
−
〈
P≥N(ε)(Nu)Φ, P≥N(ε)uRΦ
〉
Hr+1,0
− ε2
〈
P≥N(ε)(Nv)Φ, P≥N(ε)vRΦ
〉
Hr+1,0
= S1 + · · ·+ S14.
This gives
‖P≥N(ε)(uR, εvR)(t)‖2Xr+1 + 2β
∫ t
0
‖P≥N(ε)(uR, εvR)‖2Xr+1+σ2 ds
+ 2
∫ t
0
‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1ds ≤ C
∫ t
0
|S1|+ · · ·+ |S14|ds.
Thanks to ∂xu
p + ∂yv
p = 0, ∂xu
R + ∂yv
R = 0, we have S1 = S2 = 0.
Estimate of S3 − S6. We get by Lemma 2.3, Lemma 5.2 and (3.16) that
∫ t
0
|S3|ds ≤
∫ t
0
(
‖P≥N(ε)vRΦ∂yup‖Hr+1− σ2 ,0 + ‖P≥N(ε)(vR∂yup)Φ − P≥N(ε)vRΦ∂yup‖Hr+1− σ2 ,0
)
× ‖P≥N(ε)uR‖Xr+1+σ2 ds
≤
∫ t
0
‖P≥N(ε)uR‖2Xr+1+ σ2 + ‖P≥N(ε)v
R‖2
Xr+1−
σ
2
+ ‖P
≥N(ε)2
vR‖2
Xr+
σ
2
+ ‖vR‖2
X
1
2
+
ds
≤
∫ t
0
‖P≥N(ε)uR‖2Xr+1+ σ2 + ‖P≥N(ε)εv
R‖2Xr+2−σ + ‖P≥N(ε)2 εv
R‖2Xr+1 + ‖ωR‖2X 32+ds
≤C
∫ t
0
(
‖P≥N(ε)(uR, εvR)‖2Xr+1+σ2 + ‖P≤N(ε)ω
R‖2
Xr+1−
σ
2
+ ‖ωR‖2
X
3
2
+
)
ds.
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Here we used 2− σ ≤ 1 + σ2 and ε|k| ≥ 〈k〉
σ
2 for |k| ≥ N(ε). Similarly, we have∫ t
0
|S4|ds ≤C
∫ t
0
(
‖P≥N(ε)(εvR)‖2Xr+1+ σ2 + ‖P≤N(ε)ω
R‖2
Xr+1−
σ
2
+ ‖ωR‖2
X
1
2
+
)
ds,
and ∫ t
0
|S5|+ |S6|ds ≤C
∫ t
0
(
‖P≥N(ε)(uR, εvR)‖2Xr+1+ σ2 + ‖P≥N(ε)2 u
R‖2
Xr+
σ
2
+ ‖uR‖2
X
1
2
+
)
ds
≤C
∫ t
0
(
‖P≥N(ε)(uR, εvR)‖2Xr+1+ σ2 + ‖P≤N(ε)ω
R‖2Xr + ‖ωR‖2
X
1
2
+
)
ds.
Estimate of S7 − S10. By Lemma 2.3, Lemma 5.2 and (3.16), we have∫ t
0
|S7|ds ≤
∫ t
0
‖P≥N(ε)(up∂xuR)Φ − up∂xP≥N(ε)uRΦ‖Hr+1−σ2 ,0‖P≥N(ε)uR‖Xr+1+σ2 ds
≤C
∫ t
0
(
‖P≥N(ε)uR‖2Xr+1+σ2 + ‖P≥N(ε)2 ϕu
R‖2
Xr+1+
σ
2
+ ‖uR‖2
X
3
2
+
)
ds
≤C
∫ t
0
(
‖P≥N(ε)uR‖2Xr+1+σ2 + ‖P≤N(ε)(ϕω
R)‖2Xr+1
+ ‖P≤N(ε)ωR‖2Xr+1−σ2 + ‖ω
R‖2
X
3
2
+
)
ds.
Similarly, we have∫ t
0
|S8|ds ≤ C
∫ t
0
(
‖P≥N(ε)(εvR)‖2Xr+1+σ2 + ‖P≤N(ε)(ϕω
R)‖2Xr+1
+ ‖P≤N(ε)ωR‖2Xr+1−σ2 + ‖ω
R‖2
X
3
2
+
)
ds,
and ∫ t
0
|S9|ds ≤C
∫ t
0
‖P≥N(ε)uR‖2Xr+1+σ2 ds
+ δ
∫ t
0
(
‖P≥N(ε)(∂yuR)‖2Xr+1 + ‖P≤N(ε)∂yuR‖2Xr+ σ2 + ‖∂yu
R‖2
X
1
2
+
)
ds
≤C
∫ t
0
(
‖P≥N(ε)uR‖2Xr+1+ σ2 + ‖P≤N(ε)ω
R‖2
Xr+
σ
2
+ ‖ωR‖2
X
1
2
+
)
ds
+ δ
∫ t
0
‖P≥N(ε)(∂yuR)‖2Xr+1ds,
and ∫ t
0
|S10|ds ≤C
∫ t
0
(
‖P≥N(ε)(εvR)‖2Xr+1+σ2 + ‖P≤N(ε)ω
R‖2
Xr+
σ
2
+ ‖ωR‖2
X
1
2
+
)
ds
+ δ
∫ t
0
‖P≥N(ε)(ε∂yvR)‖2Xr+1ds.
Estimate of S11 − S12. It is easy to see that∫ t
0
|S11|+ |S12|ds ≤Ctε4 + C
∫ t
0
‖P≥N(ε)uR‖2Xr+1+σ2 ds,
where we used vR = − ∫ y
0
∂xu
Rdy′ and integration by parts for S12.
Estimate of S13 − S14. It is easy to see that∫ t
0
|S13|+ |S14|ds ≤ C
∫ t
0
‖P≥N(ε)(uR, εvR)‖2Xr+1+ σ2 ds+ δ
∫ t
0
‖P≥N(ε)(Nu, εNv)‖Xr+1−σ2 ds.
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Summing up the estimates of S1 − S14, and then taking β large enough and δ small enough, we
arrive at
‖P≥N(ε)(uR, εvR)(t)‖2Xr+1 + β
∫ t
0
‖P≥N(ε)(uR, εvR)‖2Xr+1+ σ2(7.2)
+
∫ t
0
‖P≥N(ε)(∂y , ε∂x)(uR, εvR)‖2Xr+1
≤ C
∫ t
0
(
‖P≤N(ε)(ϕωR)‖2Xr+1 + ‖P≤N(ε)ωR‖2Xr+1−σ2 + ‖ω
R‖2
X
3
2
+
)
ds
+ δ
∫ t
0
‖P≥N(ε)(Nu, εNv)‖2Xr+1−σ2 ds.
By Lemma 4.1 and Lemma 5.3, we have∫ t
0
‖ϕωR‖2
Xr+
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
+ ‖ϕωbl‖2
Xr+
σ
2
ds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,∫ t
0
‖ωR‖2
X
3
2
+
ds ≤
∫ t
0
‖ωR‖2Xrds ≤
∫ t
0
‖ωin‖2Xr + ‖ωbl‖2Xrds ≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds,
which along with ε|k| ≤ 〈k〉σ2 for |k| ≤ N(ε) give∫ t
0
ε2‖P≤N(ε)(ϕωR)‖2Xr+1 + ε2‖P≤N(ε)ωR‖2Xr+1−σ2 ds ≤C
∫ t
0
‖ϕωR‖2
Xr+
σ
2
+ ‖ωR‖2Xrds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds.
Therefore, it holds that
ε2‖P≥N(ε)(uR, εvR)(t)‖2Xr+1 + βε2
∫ t
0
‖P≥N(ε)(uR, εvR)‖2Xr+1+σ2
+
∫ t
0
ε2‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1
≤ C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds+ δ
∫ t
0
‖P≥N(ε)(Nu, εNv)‖2Xr+1−σ2 ds,
which gives the first result.
The second result follows by taking r − σ instead of r in (7.2) and noticing that∫ t
0
‖P≤N(ε)(ϕωR)‖2Xr+1−σ + ‖P≤N(ε)ωR‖2Xr+1− 3σ2 ds ≤C
∫ t
0
‖ϕωR‖2
Xr+
σ
2
+ ‖ωR‖2Xrds
≤C
∫ t
0
‖ωin‖2
Xr+
σ
2
ds.
This completes the proof of the proposition. 
8. Nonlinear estimates
In this section, we estimate nonlinear terms (N ,Nu,Nv), which are defined by
N = −uR∂xωR − vR∂yωR,
Nu = uR∂xuR + vR∂yuR, Nv = uR∂xvR + vR∂yvR.
For this, let us first assume the following energy bounds:
sup
s∈[0,t]
‖ωR(s)‖2Xr−1 +
∫ t
0
‖(∂yωR, ε∂xωR)‖2Xr−1 ≤ Cε4(8.1)
for any t ∈ [0, T ].
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Proposition 8.1. Under the assumption (8.1), there holds that∫ t
0
‖N‖2
Xr−
σ
4
ds ≤ C sup
s∈[0,t]
(‖P≥N(ε)εuR‖2Xr+1 + ‖ωin‖2Xr)
+ C
∫ t
0
ε2‖P≥N(ε)(∂y, ε∂x)uR‖2Xr+1 + ‖∂yωin‖2Xr + ‖ωin‖2Xr+ σ2 ds,∫ t
0
‖P≥N(ε)(Nu, εNv)‖2Xr+1−σ2 ds ≤ C
∫ t
0
ε2‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1 + ‖ωin‖2Xr+σ2 ds,
for any t ∈ [0, T ].
Proof. By the definition of N , we have∫ t
0
‖N‖2
Xr−
σ
4
ds ≤
∫ t
0
‖uR∂xωR‖2Xr−σ4 ds+
∫ t
0
‖vR∂yωR‖2Xr−σ4 ds = I1 + I2.
It follows from Lemma 2.2 and (3.16) that
I1 ≤
∫ t
0
‖u
R
Φ
ε
‖2
L∞y (H
1
2
+
x )
‖ε∂xωR‖2Xr−σ4 + ‖u
R
Φ‖2
L∞y (H
r− σ
4
x )
‖∂xωR‖2
X
1
2
+
ds
≤
∫ t
0
(‖uR
ε
‖2
X
1
2
+
+ ‖∂yu
R
ε
‖2
X
1
2
+
)‖ε∂xωR‖Xr−σ4 + (‖uR‖2Xr−σ4 + ‖∂yuR‖2Xr−σ4 )‖ωR‖2X 32+ds
≤
∫ t
0
‖ω
R
ε
‖2Xr−1‖ε∂xωR‖2Xr−σ4 + ‖ω
R‖2
Xr−
σ
4
‖ωR‖2Xr−1ds
≤C
∫ t
0
ε2‖ε∂xωR‖2
Xr−
σ
4
+ ε4‖ωR‖2
Xr−
σ
4
ds,
from which and the fact that
‖ε2∂xωR‖Xr−σ4 ≤‖ε2P≥N(ε)∂xωR‖Xr−σ4 + ‖ε2P≤2N(ε)∂xωR‖Xr−σ4(8.2)
≤Cε‖P≥N(ε)ε(∂y, ε∂x)(uR, εvR)‖Xr+1 + C‖ωR‖Xr−1+3σ4 ,
we infer that
I1 ≤ C
∫ t
0
ε2‖P≥N(ε)(∂y, ε∂x)(uR, εvR)‖2Xr+1 + ‖ωin‖2Xrds.
By Lemma 2.2 again, we get
I2 ≤
∫ t
0
∫ t
0
‖v
R
Φ
ϕ
‖2
L∞y (H
1
2
+
x )
‖ϕ∂yωR‖2Xr−σ4 + ‖εv
R
Φ‖2
L∞y (H
r− σ
4
x )
‖∂yω
R
ε
‖2
X
1
2
+
ds
≤
∫ t
0
‖ωR‖2
X
3
2
+
‖ϕ∂yωR‖2Xr−σ4 +
(‖εvR‖2
Xr−
σ
4
+ ‖ε∂xuR‖2Xr−σ4
)‖∂yωR
ε
‖2
X
1
2
+
ds
≤C
∫ t
0
ε4‖ϕ∂yωR‖2Xr−σ4 ds+ sup
s∈[0,t]
ε2‖ε∂xuR‖2Xr−σ4 .
On the other hand, by Lemma 4.1, Lemma 5.3 and (3.16), we have∫ t
0
‖ϕ∂yωR‖2Xr−σ4 ds ≤
∫ t
0
‖∂yωin‖2Xr−σ4 + ‖ϕ∂yω
bl‖2
Xr−
σ
4
ds
≤C
∫ t
0
‖∂yωin‖2Xr + |(h0, h1)|2Xr+1−σds
≤C
∫ t
0
‖∂yωin‖2Xr + ‖ωin‖2Xr+σ2 ds,
and
‖ε2∂xuR‖Xr−σ4 ≤‖ε2P≥N(ε)∂xuR‖Xr−σ4 + ‖ε2P≤2N(ε)∂xuR‖Xr−σ4
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≤C‖P≥N(ε)εuR‖Xr+1 + ‖ωR‖Xr−1+ σ4
≤C‖P≥N(ε)εuR‖Xr+1 + ‖ωin‖Xr .
This shows that
I2 ≤ Cε4
∫ t
0
‖∂yωin‖2Xr + ‖ωin‖2Xr+σ2 ds+ C sup
s∈[0,t]
(‖P≥N(ε)εuR‖2Xr+1 + ‖ωin‖2Xr).
Now the first inequality follows from the estimates of I1 and I2.
Next we estimate Nu. Recalling that Nu = uR∂xuR + vR∂yuR, we have∫ t
0
‖P≥N(ε)Nu‖2Xr+1−σ2 ds ≤
∫ t
0
‖P≥N(ε)(uR∂xuR)‖2Xr+1−σ2 ds+
∫ t
0
‖P≥N(ε)(vR∂yuR)‖2Xr+1−σ2 ds
=I3 + I4.
By Lemma 2.2 and (3.16), we have
I3 ≤
∫ t
0
‖uRΦ‖2
L∞y (H
1
2
+
x )
‖P
≥N(ε)2
∂xu
R‖2
Xr+1−
σ
2
+ ‖P
≥N(ε)2
uR‖2
Xr+1−
σ
2
‖∂xuRΦ‖2
L∞y (H
1
2
+
x )
ds
≤C
∫ t
0
‖ωR‖2
X
3
2
+
‖P
≥N(ε)2
∂xu
R‖2
Xr+1−
σ
2
ds ≤ C
∫ t
0
ε4‖P
≥N(ε)2
∂xu
R‖2
Xr+1−
σ
2
ds
≤C
∫ t
0
ε2‖P≥N(ε)ε∂xuR‖2Xr+1 + ‖P≥N(ε)2 P≤N(ε)εω
R‖2
Xr+1−
σ
2
ds
≤C
∫ t
0
ε2‖P≥N(ε)ε∂xuR‖2Xr+1 + ‖ωR‖2Xrds
≤C
∫ t
0
ε2‖P≥N(ε)ε∂xuR‖2Xr+1 + ‖ωin‖2Xr+σ2 ds.
Similarly, we have
I4 ≤C
∫ t
0
‖vRΦ‖2
L∞y (H
1
2
+
x )
‖P
≥N(ε)2
∂yu
R‖2
Xr+1−
σ
2
+ ‖P
≥N(ε)2
vRΦ‖2
L∞y (H
r+1− σ
2
x )
‖∂yuR‖2
X
1
2
+
ds
≤C
∫ t
0
‖ωR‖2
X
3
2
+
(‖P
≥N(ε)2
∂yu
R‖2
Xr+1−
σ
2
+ ‖P
≥N(ε)2
∂xu
R‖2
Xr+1−
σ
2
)
ds
≤C
∫ t
0
‖P≥N(ε)ε2(∂y, ∂x)uR‖2Xr+1 + ‖ε2P≥N(ε)2 P≤N(ε)(∂yu
R, ∂xu
R)‖2
Xr+1−
σ
2
ds
≤C
∫ t
0
ε2‖P≥N(ε)(∂y, ε∂x)uR‖2Xr+1 + ‖εP≥N(ε)2 P≤N(ε)ω
R‖2
Xr+1−
σ
2
ds
≤C
∫ t
0
ε2‖P≥N(ε)(∂y, ε∂x)uR‖2Xr+1 + ‖ωin‖2Xr+σ2 ds.
This shows that∫ t
0
‖P≥N(ε)Nu‖2Xr+1−σ2 ds ≤C
∫ t
0
ε2‖P≥N(ε)(∂y , ε∂x)uR‖2Xr+1 + ‖ωin‖2Xr+σ2 ds.
The estimate for εNv is obtained by changing uR into εvR and we omit details. 
9. Proof of Theorem 1.2
This section is devoted to proving Theorem 1.2.
• Local well-posedness. The local well-posedness of the anisotropic Navier–Stokes equations
in the Gevrey class can be proved by a standard energy method. Here we omit the details.
Let T1 be the maximal existence time of the solution.
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• Bootstrap assumption:
sup
s∈[0,t]
‖ωR(s)‖2Xr−1 +
∫ t
0
‖(∂yωR, ε∂xωR)‖2Xr−1 ≤ Cε4
for any t ∈ [0, T1]. Here C is determined later.
• Energy functional:
E(t) =‖ωin(t)‖2Xr +Aε2‖P≥N(ε)(uR, εvR)(t)‖2Xr+1 + ‖P≥N(ε)(uR, εvR)(t)‖2Xr+1−σ ,
G(t) =‖ωin(t)‖2
Xr+
σ
2
+Aε2‖P≥N(ε)(uR, εvR)(t)‖2Xr+1+ σ2 + ‖P≥N(ε)(u
R, εvR)(t)‖2
Xr+1−
σ
2
,
D(t) =‖(∂y, ε∂x)ωin(t)‖2Xr +Aε2‖P≥N(ε)(∂y , ε∂x)(uR, εvR)‖2Xr+1
+ ‖P≥N(ε)(∂y , ε∂x)(uR, εvR)‖2Xr+1−σ ,
where A is a large constant determined later.
• Energy estimates. It follows from Proposition 6.1, Proposition 7.1 and Proposition 8.1 that
sup
s∈[0,t]
E(s) + β
∫ t
0
G(s)ds+
∫ t
0
D(s)ds
≤ C
∫ t
0
G(s)ds +
(C
A
+ C1δ
) ∫ t
0
D(s)ds+ Ctε4 + C1δ sup
s∈[0,t]
E(s).
Here C1 is independent of δ. Taking β and A large enough and δ small enough, we obtain
sup
s∈[0,t]
E(s) + β
∫ t
0
G(s)ds+
∫ t
0
D(s)ds ≤ Ctε4(9.1)
for any t ∈ [0, T1].
• Improving the bootstrap assumption. It follows from Corollary 6.2 and (9.1) that
sup
s∈[0,t]
‖ωR(s)‖2Xr−1 +
∫ t
0
‖(∂yωR, ε∂xωR)‖2Xr−1 ≤ Ctε4 ≤
C
2
ε4.
by choosing C so that C ≥ 2CT. This in particular implies that T1 ≥ T .
• Stability in L2 ∩ L∞. By the Sobolev embedding, we get
‖(uR, εvR)‖L2x,y∩L∞x,y ≤ Cε2.
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