Abstract: We consider a strongly nonlinear monotone elliptic problem in generalized Orlicz-Musielak spaces. We assume neither a ∆ 2 nor ∇ 2 -condition for an inhomogeneous and anisotropic N-function but assume it to be log-Hölder continuous with respect to . We show the existence of weak solutions to the zero Dirichlet boundary value problem. Within the proof the L ∞ -truncation method is coupled with a special version of the Minty-Browder trick for non-reflexive and non-separable Banach spaces.
Introduction

Statement of the problem
We investigate the problem
( ) = 0 on ∂Ω (2) where Ω ⊂ R , > 1, is an open, bounded Lipschitz domain, : Ω → R and : Ω → R. We assume that A satisfies the following conditions: The main objective of the paper is to prove the following theorem.
Theorem 1.5.
Let us assume that = div F , where F : Ω → R is such that F ∈ E M * (Ω). Moreover, let an N-function M satisfy assumptions (M1)-(M3) and A( · · ) satisfy assumptions (A1)-(A3). Then there exists a weak solution to the problem (1)-(2). Namely, there exists ∈ W 1 1 0 (Ω) such that ∇ ∈ L M (Ω) satisfies
Ω A( ∇ ) · ∇ d = Ω d for all ∈ C ∞ (Ω)(4)
Moreover, A( · ∇ ) ∈ L M * (Ω).
Notice that the assumption that is of the form = div F with F ∈ E M * (Ω) is not very restrictive. It is sufficient to assume that ∈ L +ν (Ω) for any ν > 0 to ensure the existence of F ∈ C (Ω) such that = div F . Then obviously 
Previous results
The studies of strongly nonlinear problems were initiated 1960s by Brezis, Browder, Hess, Leray, Lions, Visik and many others. However the first study considered only polynomial growth/coercivity conditions (i.e., in (A2), M( ξ) = |ξ| for ∈ (1 ∞)) and the problem was stated in the Lebesgue space setting. Let us note that generalized Lebesgue spaces
∈ Ω) are reflexive and therefore the methods to solve the problem are the same. Later line of development for treating strongly nonlinear elliptic boundary value problems was to employ classical isotropic Orlicz spaces in place of reflexive Lebesgue spaces L . To this end, the polynomial growth conditions were replaced by more general -described by N-functions of the form M( ξ) = (ξ), where is radially symmetric and does not depend on . In this case, the theory of mappings of monotone type can be extended also to complementary systems of Orlicz-Sobolev spaces which are not reflexive in general, what is the origin of difficulties. The research in this direction was initiated by Donaldson [4] and continued by Gossez [5] [6] [7] . Further contributions in this direction include [8, 17, 23] , where a degree theory is constructed. Summary of these studies was given by Mustonen and Tienari [19] . Additional generalization to the case of vector Orlicz spaces (i.e. M possibly anisotropic but independent of ) was given in [15] . Different direction of the development was initiated in [9-12, 24, 25] , in the context of the existence theory, for problems arising from fluids mechanics. The growth/coercivity conditions were given there by a general Orlicz-Musielak N-function, however with ∆ 2 -condition on M *
, which provides that L M * is a separable space, see Appendix. In fact, all mentioned above constrains on N-function come from the question: Are we able to use as a test function in (4) or not? Then the question arises about the density of smooth functions in proper topology in the space where the solution is expected to be. In the case of classical Orlicz spaces, the crucial result about proper density was provided by Gossez in [5] . The improvement of this result in direction of vector Orlicz spaces was given in [15] and for M -dependent with the so-called log-Hölder continuity in [2, 3] . Let us notice that if M * satisfies the ∆ 2 -condition, then L M * = E M * and this is enough to ensure that smooth functions are dense in L M w.r.t. weak-(*) topology of gradients. It gives the possibility to use as a test function in (4).
Our main goal is to find a way of proving the existence of solutions to a strongly nonlinear elliptic equation with minimal restrictions for the N-function, i.e. without growth restrictions on M and M * w.r.t. ξ and assuming only a log-Hölder continuity of M w.r.t. variable. We also use some idea about renormalized solutions for an elliptic problem [13, 14] . Crucial tools in our consideration are: the L ∞ -truncation method and the result concerning the density of smooth function w.r.t. modular topology in Orlicz spaces.
Proof of Theorem 1.5 2.1. Existence result for an auxiliary problem
Let us define the auxiliary problem in a weak form
where stands for an N-function : R → R + that is radially symmetric and fulfils the condition (3), where 1 = (1 0 0) ∈ R . The complementary function to , i.e. * , satisfies ∆ 2 -condition. We introduce the notation ∇ (ξ) = ∇ ξ (ξ). Notice that as an N-function has two important properties. It meets the Fenchel-Young inequality as equality
and is monotone as a gradient of a convex function, i.e.
Let the operator B be defined as follows:
Theorem 2.1. (6) . Then there exists a weak solution to the problem
Proof. The above theorem follows directly from [19] . We show that B satisfies assumptions (A ( ( ∇ )) in our case. We prove an equivalent condition *
The convexity of (ξ) and monotonicity of A( ξ) imply that B is monotone. Moreover, it can be shown that B( ξ) satisfies the following growth condition: *
for some 1 2 > 0. Indeed, from the Fenchel-Young inequality and convexity of * we have
for 0 < ε < 2. On the other hand, using (6), (A2), (5), convexity of * , non-negativity of N-functions and knowing that
, we obtain
Combining (7) and (8) 
Uniform estimates
Our goal is to obtain the existence result for (1) by passing to the limit with ε approaching 0. In the first step, we test the equation
with the function = T ( ε ), where In particular, one can put = T ( ε ) and then obtain
The definition of T implies that we can apply this truncation also to the arguments of A and ,
The next step is to obtain uniform bounds w.r.t. ε. From (10) by (A2) and (5) we get
The right-hand side of the above inequality is estimated as follows:
where we used the Fenchel-Young inequality and convexity of M. Note that ∈ (0 1]. Since F ∈ E M * (Ω), the first term on the right-hand side is finite. Consequently, we obtain
Thus, there exists a sequence ε → 0 such that
Passage with ε → 0
Step 1: By Theorem 2.7 (see Appendix) we can introduce an auxiliary sequence
Step 2: Our goal now is to show the following inequality:
Therefore we test the equation (9) first by = T ( ε ) and next by = (T ( )) δ obtaining
Next, we pass to the limit with ε → 0 + in (18) , (19) and with δ → 0 + in (19) . The right-hand side of (18) can be easily treated. Indeed, the estimate (11) provides uniform integrability of
(Ω) and, in particular, for a subsequence we have T ( ε ) a e
− − → T ( ). Since = div F , F ∈ E M *
(Ω) and (14), we obtain
Moreover, by (15) we have
Therefore using (18) and (19) we get
In inequality (20) we omit the second term on the left-hand side, which is non-negative, and we obtain
The subsequent step is to show that
(Ω) w.r.t. ε. We divide the domain into two parts:
where
In the first term, we have
The conditions 2. and 4. of Definition 1.1 together with the uniform boundedness of { * (ε∇ (∇T ( ε )))} 1≥ε>0 in L 1 (Ω), see (13) , provide the uniform integrability of {ε∇ (∇T ( ε ))} 1≥ε>0 We can estimate the second term in (21) as follows:
Finally, the estimate (12) and Theorem 2.6, point 6., provide the uniform integrability of {A( ∇T ( ε ))} 0≤ε≤1 . Then, if necessary passing to a subsequence, we have
Since (16) holds, we get the inequality (17) after passing with δ → 0 in the above.
Step 3: The next step is to identify α in (23), namely α = A( ∇T ( )). Indeed, since A( · ) is monotone, we have
(Ω). Let us notice that A( ζ) ∈ E M * (Ω). Letting ε → 0 + in (24) and using (22), (14), (17) we obtain
Let > 0 and denote Ω = { ∈ Ω : |∇T ( ( ))| ≤ a.e. in Ω} Let 0 < < be arbitrary and let us introduce
where > 0 and ∈ L ∞ (Ω) is arbitrary. Plugging (26) into (25), we obtain
By the generalized Hölder inequality we obtain
Then, by the Lebesgue dominated convergence theorem,
Letting → ∞ in (27) and dividing by we arrive at
The sequence {A( ∇T ( ) + )} >0 is uniformly integrable on Ω . Since A( ∇T ( ) + ) → A( ∇T ( )) a.e. in Ω for → 0 + , the Vitali theorem provides
in the above inequality, we get
Since was arbitrary and |Ω \ Ω | → 0 as → ∞, equality (29) holds a.e. in Ω. Finally we obtain
Step 4: Our final step is to show that
To this end, let us notice that the uniform integrability in L 1 (Ω) of sequences { ε } 0≤ε≤1 and {A( ∇ ε )} 0≤ε≤1 provides that
Consequently, using (32) and (30) we infer (31) what finishes the proof.
Definition 2.3.
We say that an N-function M satisfies a ∆ 2 -condition if for a.a.
∈ Ω and all ξ ∈ R , there exist constant and nonnegative integrable function : Ω → R such that
We say that a sequence {ξ } ∞ =1 converges modularly to ξ in L M (Ω) if there exists λ > 0 such that
We will use the notation ξ M − → ξ for the modular convergence in L M (Ω).
Lemma 2.5 (generalized Hölder inequality).
Let M be an N-function and M * its complementary, then
Theorem 2.6 (properties of Orlicz spaces). For the proof, see e.g. [10] .
The space L M (Ω) is separable if and only if M is
∆ 2 -regular.
Theorem 2.7.
Let Ω be a Lipschitz domain. Let an N-function M satisfy condition (M3) and let us assume that there exists a constant > 0 such that
The proof of the above theorem in a special case of star-shaped domains and isotropic N-functions (i.e. M : Ω × R + → R + ), and can be found in [3] . For convenience of the reader we present below the full proof.
Proof.
Step 1: Let us assume, for the moment, that Ω is a star-shape domain with respect to the ball B(0 ) (namely Ω is star-shaped with respect to any point of this ball). Therefore for 0 < δ < /4 it holds that
Let us introduce κ δ = 1 − 2/ δ and define for a measurable function ξ : Ω → R a family of operators (Ω).
Step 2: The second step is to prove that the family of operators ξ δ is uniformly bounded from L M (Ω) to L M (Ω). We still assume that Ω is a star-shaped domain. Without loss of generality we can assume that
Then it is enough to prove that there exists a constant independent of ξ such that 
M( ξ)
Our aim now is to prove that for sufficiently small δ,
