Abstract-In this paper, the computational complexity of the marginalized particle filter is analyzed and a general method to perform this analysis is given. The key is the introduction of the equivalent flop measure. In an extensive Monte Carlo simulation, different computational aspects are studied and compared with the derived theoretical results.
I. INTRODUCTION
In particle filter (PF) applications, knowledge of the computational complexity is often of paramount importance. In this paper the computational complexity issues that arise in the use of the marginalized particle filter (MPF), also called the Rao-Blackwellized particle filter are studied. The MPF is a clever combination of the standard PF [10] and the Kalman filter (KF) [12] , which can be used when the model contains a linear substructure, subject to Gaussian noise. It is a well-known fact that in some cases it is possible to obtain better estimates, i.e., estimates with reduced variance, using the MPF instead of using the standard PF [8] . By now, quite a lot has been written about the MPF, see, e.g., [1] , [2] , [5] - [7] , [15] . However, to the best of the authors' knowledge, nothing has yet been written about complexity issues. In this article, expressions for the complexity C(p; k; N ) are derived, where p and k represent the state dimension from the PF and the KF, respectively, and N denotes the number of particles. A general method to analyze the computational complexity of the MPF will be provided. The method is illustrated using a common tracking model, but can be applied to a much broader class of models. For more details of the proposed method, the reader is referred to [13] .
II. MARGINALIZED PARTICLE FILTER (MPF)
Many nonlinear estimation problems can be handled using the particle filter. A general state-space model x t+1 = f (x t ; w t ) (1a)
has both nonlinear dynamics f and nonlinear measurements h. The noise processes wt and et have known probability density functions. If the state-space model contains a linear-Gaussian substructure, this can be exploited to obtain better estimates using the MPF. In this paper, the case with linear-Gaussian dynamics xt+1 = Atxt + wt; wt 2 N(0;Qt) (4) where p( n t j t ) is given by the PF and x l t j n t is linear-Gaussian, i.e., p(x l t j n t ; t ) is given by the KF. This marginalization idea is certainly not new [1] , [4] , [5] , [7] , [8] , [14] , [15] It is interesting to consider which states to put in the nonlinear and the linear partition, respectively. Two relevant aspects with respect to this partitioning are how it will affect the computational complexity and the estimation performance. This will be discussed using the following model:
where the noise is assumed to be independent. This is no restriction, since the case of dependent noise can be reduced to the case of independent noise using a Gram-Schmidt procedure [11] . In Algorithm 1, the MPF is summarized for the model given in (5) (with Ct = 0, for the sake of brevity). For a detailed derivation (including the case C t 6 = 0), the reader is referred to [15] . 
III. COMPLEXITY ANALYSIS
In this section the computational complexity of the MPF is discussed from a theoretical point of view, by giving the number of floating-point operations (flops) used in the algorithm. A flop is here defined as one addition, subtraction, multiplication, or division of two floating-point numbers. However, problems occur when the flop count is compared to the actual computation time. This is due to the fact that issues such as cache boundaries and locality of reference will significantly influence the computation time [3] . Moreover, there are certain steps in the algorithm that cannot easily be measured in flops, for instance the cost of generating a random number and the cost of evaluating a nonlinear function. Despite these drawbacks, it is still possible to analyze the complexity using the computer to measure the absolute time that the different steps require. These can then be compared to the theoretical result obtained from counting flops. In the PF, the computational complexity of the resampling step is proportional to the number of particles and the amount of time for generating random numbers is proportional to the number of random numbers required. The proportionality coefficients are related to reflect the flop complexity instead of the time complexity for ease of comparison with parts that only depend on matrix and vector operations. This will be referred to as the equivalent flop (EF) complexity.
Definition 1: The EF complexity for an operation is defined as the number of flops that results in the same computational time as the operation.
A. Nonlinear Measurements (C t = 0)
In this section, the case Ct = 0 in (5c) is discussed. The total complexity of Algorithm 1 is given for each code line in Table I 2 + p 0 k + pc3 + c1 + c2)N: (11) As shown above, the coefficient c 1 has been used for the calculation of the Gaussian likelihood, c2 for the resampling and c3 for the random number complexity. Note that, when C t = 0 the same covariance matrix is used for all Kalman filters, which reduces the computational complexity.
The analysis provided above is general and the main steps, which will be discussed in the subsequent section are as follows: By requiring C(p+k; 0; N PF ) = C(p; k; N (k)), where N PF corresponds to the number of particles used in the standard PF N (k) can be solved for. This gives the number of particles, N (k), that can be used in the MPF in order to obtain the same computational complexity as if the standard particle filter had been used for all states. In Fig. 1 the ratio N (k)=N PF is plotted for systems with m = 3; . . . ; 9 states. Hence, using Fig. 1 , it is possible to directly find out how much there is to gain in using the MPF from a computational complexity point of view. The figure also shows that the computational complexity is always reduced when the MPF can be used instead of the standard PF. Furthermore, it is well known that the quality of the estimates will improve or remain the same when the MPF is used [8] .
B. Mixed Nonlinear/Linear Measurements (Ct 6 = 0)
It is now assumed that Ct 6 = 0 in (5c), which implies that the Riccati recursions have to be evaluated for each particle. This results in a significant increase in the computational complexity. Hence, different covariance matrices have to be used for each Kalman filter, implying that (11) has to be modified. For details the reader is referred to [13] , but approximately the complexity is given by 
The problem with the increased complexity in (12) might be reduced simply by moving one or more linear states from x k t to x p t . In Fig. 2 the ratio N (k)=N PF is plotted for systems with m = 3; . . . ; 9 states. For systems with few states, the MPF is more efficient than the standard PF. However, for systems with more states, where most of the states are marginalized the standard PF becomes more efficient than 
IV. TARGET TRACKING EXAMPLE
The general method for analyzing the computational complexity presented in the previous section is illustrated using a common tracking model. The problem of estimating the position and velocity of an aircraft is studied using In the subsequent section, a numerical study of the computational complexity is given, where the theoretical expressions previously derived are validated. Furthermore the MPF will be analyzed in an extensive Monte Carlo (MC) simulation using the model described in (13) . The main purpose of this simulation is to illustrate the implications of the results derived in this paper. In the simulations, one state trajectory with different noise realizations have been used. The purpose of the simulations presented here is to show that using marginalization the computational complexity is significantly reduced and the quality of the estimates is improved.
A. Numerical Complexity Analysis
The model (13) From (14), it is clear that for a given computational complexity more particles can be used in the MPF than in the standard PF. Expression (14) is a specific instance of what has been plotted in Fig. 1 , where the curve corresponds to m = 6, k = 4. In order to quantify this statement, numerical values for the three constants c 1 , c 2 and c 3 are needed. They are estimated by analyzing the actual computational time consumed by various parts of the MPF algorithm. It was fairly easy to measure the time used for likelihood calculation, resampling, and random number generation as a function of the number of particles. The problem is to relate them to the time consumed for a single flop. For simpler hardware implementations, one flop would have a constant execution time. However, in order to do this on a normal desktop computer running MATLAB, the EF estimation has to be considered, since flop count does not entirely reflect the actual computational time. This is due to memory caching, pipelining, efficient computational routines which are problem size dependent, and memory swapping. For the tracking example from (13), the estimated coefficients are c 1 = 445, c2 = 487, and c3 = 125 (on a Sun Blade 100 with 640-MB memory).
By comparing the EF complexity given by (11) to the actual computational time measured in MATLAB, it is clear that the predictions of the computational complexity based on theoretical considerations are quite good indeed. The result is given in Fig. 3 . The small error is mainly due to the fact that it is quite hard to predict the time used for matrix operations, as previously discussed.
B. Simulation-Constant Time
Using a constant time the number of particles that can be used is computed. The study is performed by first running the full PF and measure the time consumed by the algorithm. An MC simulation, using N = 2000 particles, is performed in order to obtain a stable estimate of the time consumed by the algorithm. To avoid intervention from the operating system, the minimum value is chosen. The time is then used as the target function for the different partitions in the MPF. To find the number of particles needed, a search method is implemented and MC Fig. 3 . Using a constant number of particles the times predicted from the theoretical results are shown by the dashed line. The solid line corresponds to the actual time measured using MATLAB. If a certain state variable is estimated using the PF this is indicated with a P , and if the KF is used this is indicated using a K .   TABLE II  RESULTS FROM THE CONSTANT TIME SIMULATION   TABLE III  RESULTS USING A CONSTANT VELOCITY RMSE simulations are used to get a stable estimate. In Table II , the number of particles (N ), the root mean square error (RMSE) and simulation times are shown for the different marginalization cases. The rmse is defined as ((1=T f )
1=2 , where T f is the number of time samples and NM C = 100 is the number of MC simulations used. From Table II , it is clear that the different MPFs can use more particles for a given time, which is in perfect correspondence with the theoretical result given in (14) . From the study, it is also concluded that the RMSE is decreasing when marginalization is used. This is also in accordance with theory, which states that the variance should decrease or remain unchanged when marginalization is used [8] . Furthermore, Table II Table II , 2574.
C. Simulation-Constant Velocity RMSE
In this section, we study what happens if a constant velocity RMSE is used. First, the velocity RMSE for the full PF is found using an MC simulation. This value is then used as a target function in the search for the number of particles needed by the different MPFs. Table III clearly indicates that the MPF can obtain the same RMSE using fewer particles. The result is that using full marginalization only requires 14% of the computational resources as compared with the standard PF in this example.
V. CONCLUSION
The contribution in this paper is a systematic approach to analyze and partition the marginalized particle filter from a computational complexity point of view. The method is general and can be applied to a large class of problems. To illustrate the idea, a common target tracking problem is analyzed in detail. The complexity analysis is performed theoretically by counting the number of flops and using the EF measure to account for complex algorithmic parts such as random number generation and resampling. In an extensive Monte Carlo simulation, different performance aspects are shown, and the theoretical results are illustrated and validated.
