Electric utilities face many uncertainties in their daily scheduling and inter-utility transaction operations. The effects of these uncertainties can propagate through the time horizon, significantly affecting the economics of schedules and transactions. With deregulation in the utility industry and increasing competition in the electricity market, these uncertainties should be properly managed. In this paper, system demand, reserve requirements and prices of future purchase transactions are considered as uncertain, and the integrated scheduling and transaction problem is formulated as a fuzzy mixed integer programming problem for a power system consisting of thermal units and purchase transactions. Based on the symmetric approach of fuzzy optimization and the Lagrangian relaxation technique, a fuzzy optimization-based algorithm is developed. Testing results using fuzzy simulation show that the method produces robust scheduling and transaction decisions to hedge against uncertainties.
Introduction
Power system scheduling and inter-utility transactions are important activities faced daily by electric utilities. These two activities form an integrated problem since they are coupled through system-wise constraints such as system demand, reserve requirements, and transmission line capacity constraints. There are many uncertainties in the integrated problem, including future transaction opportunities, system demand, fuel prices, unit availability, etc. A typical example is in the case of purchase transactions, where opportunities emerge randomly. When a utility is determining whether to take a particular transaction opportunity within the ten or fifteen minutes after an offer was received, it does not know whether a better offer would come soon after. Another example is the fluctuation of system demand. Scheduling and transaction decisions are generally determined based on predicted system demand, and if the demand changes, the decision made may no longer be economical. The effects of uncertainties can propagate through the time horizon, significantly affecting the economics of schedules and transactions. With increased emphasis on competition in the utility industry, these uncertainties can no longer be ignored, but should be properly managed.
In the integrated problem, the total generation of units plus purchased amount minus sales should equal system demand. Since predicted demand is usually subject to 2% to 5% variation, it is better to consider possible ranges of demand instead of crisp numbers in the planning stage to have robust scheduling and transaction decisions. Based on the above thought, the total generation plus purchased amount minus sales is required to be "essentially" or "roughly" equal to the predicted demand. This requirement is therefore "fuzzy" in nature, and crisp treatment of it (requiring to be satisfied exactly or crisply all the time) may lead to uneconomic scheduling and transaction decisions. For example, to meet predicted demand at one hour crisply in the planning stage, a gas turbine with a limited capacity may be committed for a minimum total cost. However, as actual demand varies from the predicted one, the demand may not be met by the committed units and confirmed transactions. This might result in purchasing emergency power with very high prices, and the resulting cost would be worse than that of committing a steam unit with a larger capacity or purchasing power with a slightly higher price in the planning stage.
A similar situation can be found in power transactions. There is always a possibility of losing a better opportunity because of signing the current contract without considering the future transaction opportunities. Based on system operators' experience and the current market information, the prices of potential future transactions for the next few hours or the next few days can be subjectively estimated within possible ranges, e.g., between $15 and $18 per megawatt. This subjective estimation of prices is therefore "fuzzy'' in nature, and crisp representation may result in uneconomical decisions.
Some of the above uncertainties, especially future system demand, might be handled by using frequency-based probabilities. A stochastic programming method was reported in [1] to analyze the effect of demand uncertainty on unit commitment risk, where a Gauss-Markov load model was used for system demand uncertainty. Theoretically, it might be more accurate to model future system demand by using probability distribution function, but the scheduling problem may become too complicated to resolve. On the other hand, some of the uncertainties, such as the prices of future purchases, without frequency information, might not be properly handled by frequency-based probabilities.
Fuzzy set theory provides a natural platform to model fuzzy relationships such as "essentially" or "roughly" as described above, and adds the dimension of fuzziness, vagueness, or uncertainty to the conventional set theory. A brief literature review of fuzzy optimization is provided in the next section.
As a step towards incorporating uncertainties in power system scheduling and transaction problems, this paper concentrates on the problem formulation and solution methodology for a power system consisting of thermal units and purchase transactions subject to system demand and reserve requirements.
Future purchase transactions, predicted system demand and reserve requirements are considered as uncertain. By using fuzzy relations to model system demand and reserve requirements and fuzzy numbers to approximate the possible prices of future transaction opportunities, the integrated problem is formulated as a fuzzy mixed integer programming problem in Section 3.
Power system scheduling without considering uncertainties (a brief literature review is provided in the next section) is believed to be NP-hard, i.e., the computational requirements to obtain an optimal solution increase exponentially as the problem size increases. The problem with uncertainties becomes even more complicated. In order to solve the problem in a meaningful and practical way, the problem is first converted to a crisp optimization problem. To efficiently solve the resulting crisp problem, the Lagrangian relaxation technique is used to relax the complicating constraints and to decompose the problem into individual unit and transaction subproblems and a membership subproblem, which are easier to solve and have intuitive appeal as described in Section 4. To compare the performance of the fuzzy algorithm with a corresponding crisp algorithm, fuzzy simulation is developed as described in Section 5. Testing results indicate that the fuzzy algorithm performs better than the crisp one, and robust scheduling and transaction decisions are obtained to hedge against uncertainties as presented in Section 6.
Literature Review
A brief literature review of deterministic scheduling and transaction problems is presented in subsection 2.1, fuzzy optimization and its applications to power systems in subsection 2.2, and fuzzy simulation in subsection 2.3.
Crisp Power System Scheduling and Transactions
"Crisp" or deterministic power system scheduling has been an active research subject for more than two decades because of significant cost saving potential. In a crisp problem formulation, system demand, fuel prices of thermal units, and unit availability are assumed to be known. The approaches reported in the literature can be classified into five categories: partial enumeration (such as branch and bound), dynamic programming, Benders partitioning, Lagrangian relaxation, and heuristics ( [2] ). Lagrangian relaxation has been successfully used to obtain near optimal solutions ( [2, 3, 4, 5, 6, 7, 8, 9, 10] ). It is a mathematical technique for solving constrained optimization by exploiting the separable structure of the problem. The basic idea is to use Lagrange multipliers to relax system-wise demand and reserve requirements. The problem can then be decomposed into the scheduling of individual units, which is much easier to solve, and the multipliers are iteratively adjusted at the high level. Recently, scheduling and transactions in a crisp environment were considered as an integrated problem, and solved by using the Lagrangian relaxation technique in [11, 12] .
Fuzzy Optimization and Its Applications in Power System
In fuzzy optimization, the objective may not be optimized exactly, and constraints can be satisfied to varying degrees. This is opposed to crisp optimization where an optimal solution is sought satisfying all the constraints crisply. Fuzzy optimization reported in the literature can roughly be classified into two categories. In the first category, problems have crisp coefficients in their objective functions and constraints, however, constraints can be satisfied to varying degrees. Most methods reported in the literature transform a fuzzy problem into a crisp one by using the symmetric approach of Bellman & Zadeh ( [13, 14] ). The basic idea is that the objective function should be essentially smaller than or equal to some "aspiration level," and this can be regarded as a constraint. Bellman & Zadeh treat this "objective constraint" and other constraints symmetrically, and define fuzzy optimization as maximizing the minimum degree of satisfaction among all the constraints --a crisp optimization problem.
Problems in the second category have fuzzy coefficients in their objectives and/or constraints. The presence of fuzzy coefficients makes the optimization problems much more difficult. In the literature, these problems are generally transformed into problems of the first category, e.g., by converting into multiobjective optimization as in [15] , or by using alpha cut as in [16] . The converted problems are then transformed into crisp optimization based on the symmetric approach.
Several applications of fuzzy optimization in power systems have been reported. A recursive "fuzzy dynamic programming" method has been developed to obtain the commitment and dispatch of thermal and hydro units ( [17] ). Fuzzy optimization methods for problems of the first category have been developed for optimal power flow with uncertain system loads in [18] , for multi-area scheduling with fuzzy demand and tie capacity limits in [19] , and for power system scheduling with fuzzy reserve requirements in [20] . Very few papers belonging to the second category have been found in the literature. The major difficulty is that after a problem is transformed twice, its original structure (e.g., separability) is likely to be lost, and efficient optimization might be difficult. This is especially critical for the problem considered here in view of the computation complexity even for the crisp version of the problem.
Simulation
To evaluate the performance of a fuzzy optimization method in an uncertain environment, simulation becomes mandatory. In the literature, fuzzy numbers are usually generated by extending random number generation mechanisms in [21, 22, 23] . In general, these approaches utilize the frequency-based interpretation of random numbers [24] to approximate the vagueness of fuzzy numbers.
Problem Formulation
To clearly present the problem formulation, the crisp version is first introduced in subsection 3.1, and followed by the fuzzy version in subsection 3.2.
Crisp Problem Formulation
A power system with I thermal units and M purchase transactions is considered for conciseness of presentation.
For detailed formulation of a power system with thermal, hydro, and pumpedstorage units, and purchase and sale transactions, please refer to our previous work [7, 8, 9, 11, 12] . The problem is to determine the start-up, shut-down, and generation levels of all thermal units, and durations and megawatt levels of purchase transactions over a specified time period T to minimize the total cost subject to system demand and reserve requirements and individual thermal unit and transaction constraints.
The objective function to be minimized is the total cost, i.e., the fuel and start-up costs of thermal units and purchase transaction costs:
where C p t ti ti ( ( )) is the fuel cost for generating power p t ti ( ) by thermal unit i at time t, S t i ( ) the start-up cost of thermal unit i, C t bm ( ) is the price of purchase transaction m for buying one megawatt of power at time t, and p t bm ( ) the power purchased by transaction m in MW at time t. The price of a purchase transaction may vary from one hour to the next, or may vary from a peak load period to an off-peak load period (remaining constant within a load period). The latter is the current practice among the utilities in New England and Western States, and is assumed in this paper.
The fuel cost of a thermal unit is usually modeled as a quadratic function or a piecewise linear function of the generation level, and the start-up cost as an exponential or linear function of time since last shut down. In this paper, the fuel cost C p t ti ti ( ( )) and start-up cost S t i ( ) are assumed to be piecewise linear and linear functions, respectively, following the rules of New England Power Pool.
System demand constraints require that the total generation of units plus purchased amount should equal system demand P t d ( ) at each time t, i.e.,
Reserve requirements state that the total reserve contribution of all units should be greater than or equal to the required reserve (usually obtained as a percentage of system demand) at each time t, i.e.,
In the above, i ti R p t ( ( )) is the reserve contribution of thermal unit i at generation level p t ti ( ) , and P t r ( ) the required reserve at time t.
Individual thermal unit constraints include capacity constraints, minimum up/down time and ramp rate constraints. Purchase transaction constraints include minimum/maximum power to be purchased and allowable purchase patterns. The detailed mathematical descriptions of these constraints are presented in [7] and [11] , respectively.
It should be mentioned that the objective function (3.1) is additive, and individual units and transactions are only coupled through the system demand and reserve requirements. This is an ideal separable structure for the Lagrangian relaxation technique as reported in [2, 3, 4, 5, 6, 7, 8, 9, 10] .
Fuzzy Problem Formulation
As mentioned before, fuzzy set theory is a natural platform to model fuzzy or imprecise objects and/or constraints. Given a collection of objects Y, a fuzzy set Ã is defined as
where ~( ) A y µ is the membership function of y, representing the degree that y belongs to Ã (ranging from zero to one for a normalized fuzzy set). If ~( ) A y µ could only be 0 or 1, the fuzzy set A degenerates to a crisp set. A fuzzy or inexact relation, such as "essentially equal to" or "roughly less than or equal to," is also associated with a membership function representing the degree of certainty of that relation.
For a purchase opportunity that is yet to come, the prices can only be subjectively estimated based on the current market information and system operators' experience. Its unit prices are fuzzy in nature as discussed in the previous section, and the price at time t is approximated by a "fuzzy number"
. This fuzzy number is a fuzzy set describing the possible range of the price, e.g., in-between $15 and $18 per megawatt. The membership function, indicating the grade of the price in the set, is assumed to be piecewise linear and has a triangular shape (therefore called a "triangular fuzzy number") as depicted in Figure 1 and mathematically described by equation (3.5). In the Figure 1 , the parameters m is the nominal price having the maximum grade of membership, and m + ∆ and m − ∆ are, respectively, the maximum and minimum possible price of the transaction. It can be interpreted that the price becomes less possible as it increases above or decreases below m as indicated by reduced membership function.
As the prices of future purchases are approximated by fuzzy numbers, the objective in the fuzzy formulation is no longer crisp but is given by
Since predicted system demand is not precise and usually contains 2% to 5% variation, system demand constraints are described as fuzzy equality relations, i.e., the total generation of units plus purchased amount should essentially equal system demand at each hour ( [15] ):
The membership function of the above fuzzy equality relation "≅ " is described by
with the same triangular shape as shown in Figure 1 , where P t d ( ) is the "nominal" demand having the maximum grade of membership function (i.e., mean value of the predicted demand), and ∆ d t ( ) denotes the maximum range of variation of the predicted demand. This membership function µ P t d x ( ) ( ) indicates that it is less acceptable as the total generation of units plus purchased amount increases above or decreases below P t d ( ) as indicated by reduced membership in (3.8). Equation (3.7) can also be interpreted as that a solution should satisfy the system demand as much as possible --not fall short or go over P t d ( ) "too much." Reserve requirements can be also described as fuzzy inequality relations, i.e., the total reserve contribution at time t should be essentially greater than or equal to the required reserve at each hour:
where "≥ " is the fuzzy inequality relation "essentially greater than or equal to." The membership function of this relation is assumed to be µ P t r r r r r r r x P t x t where P t r ( ) is the "nominal" reserve requirement, and P t t r r ( ) ( ) − ∆ the minimum acceptable reserve. It can be interpreted that it is less acceptable as the total reserve contribution decreases below P t r ( ) as indicated by reduced membership in (3.10). Individual thermal unit and purchase transaction constraints are the same as those for the crisp formulation. In fact, some of those constraints are crisp whereas others may not be crisp, but for simplicity of illustration, all these constraints are assumed to be crisp in this paper.
It can be seen from the above formulation that fuzzy coefficients (fuzzy prices of future purchase transactions) appear only in the objective function (3.6). It should also be mentioned that the piecewise linearity of membership functions ((3.5), (3.8) and (3.10)) plays a crucial role in retaining the separable structure of the integrated problem as will be seen in the next section. Finally, if all the spreads are zero, the problem degenerates to the crisp formulation presented in section 3.1.
Solution Methodologies
In the above, the integrated problem is formulated as a fuzzy mixed integer programming problem having a nonlinear objective function with fuzzy coefficients, fuzzy equality/inequality constraints, and other crisp individual constraints. For a method to be useful, the solution should recommend system operators what to do precisely, implying that the solution should be crisp. To develop an efficient methodology, the following three steps will be presented in the sequel: convert the problem to a fuzzy optimization problem with crisp coefficients in subsection 4.1, convert the resulting problem into a crisp optimization problem in subsection 4.2, and solve the resulting crisp problem by using the Lagrangian relaxation approach in subsection 4.3.
Convert to A Fuzzy Optimization Problem with Crisp Coefficients
From equation (3.6), it can be seen that only addition and scalar multiplication operations of fuzzy numbers are involved in the objective function. Based on fuzzy arithmetic [13, pp. 65] , the fuzzy objective function J is a triangular fuzzy number, with its mean and spread determined by the means and spreads of fuzzy coefficients and decision variables as given by It is conceptually difficult to minimize an objective which is a fuzzy set. One meaningful and practical way is to utilize the idea that a good solution should have a cost with a small mean and a small spread. The problem is thus transformed to the minimization of the mean plus a weighted spread of the fuzzy objective subject to the same set of constraints. With a weight w, the new objective function is given by
This transformation is consistent with the stochastic optimal control concept, and is similar to the method presented in [16, pp. 203] , where a fuzzy objective was converted into crisp but multiple objectives. After this transformation, the resulting problem is a fuzzy optimization problem with crisp coefficients and belongs to the first category as presented in Section 2.2. Separability is preserved since the new objective is a linear combination of mean and spreads, and is still additive in terms of individual units and transactions. In the next subsection, the transformed problem will be solved by using the symmetric approach of Bellman and Zadeh ( [14] ).
Second Transformation to Crisp and Separable Optimization
where "≤ " denotes a fuzzy "essentially smaller than or equal to" relationship. The membership function of the fuzzy inequality relation is depicted in Figure 2 and given by equation (4.5). The problem is then to maximize the degree to which all the constraints (including the objective function constraint (4.4)) are satisfied. This is the "symmetric" approach that treats the objective and actual constraints symmetrically. Mathematically, The problem thus becomes maximizing a scalar value z such that the membership values of all constraints should be greater than or equal to this z. This results in a crisp optimization problem, and the set of new constraints ((4.12) through (4.15)) will be referred to as the "membership constraints." It should be noted that the piecewise linearity of membership functions plays a crucial role in this step to retain a separable structure of the problem as mentioned before.
A Lagrangian Relaxation Approach
To exploit the decomposable structure of the above crisp problem, the "objective constraint" (4.12), the system demand constraints (4.13, 4.14), and reserve requirement constraints (4.15) are relaxed by using Lagrange multipliers λ J , λ l t ( ) , λ r t ( ) and γ ( ) t , respectively. A two level max-min optimization problem can then be formed. The low level consists of the membership subproblem, thermal and purchase subproblems, and the high level problem updates Lagrange multipliers as explained below. Before going into the details, the objective function -z in (4.11) is replaced by b z
where b is a large positive number such that b>>J following [20] . This is to make the problem approximately equivalent to the crisp case when all constraints are satisfied (i.e., when z=1. In this case, the original objective J will be minimized.). Also, if z=1 cannot be achieved, the term b z ( ) − 2 2 will dominate the objective function. This term is equivalent to -z of (4.11) but can reduce the bang-bang nature of the membership subproblem solutions as will be explained below.
With the new objective, the relaxed problem R is R: 
Thermal subproblems:
Purchase subproblems:
Compared with the subproblems obtained from the crisp version in [11] , only one additional subproblem needs to be solved for the fuzzy optimization problem here. The membership subproblem is to maximize the minimum degree of satisfaction among all the fuzzy constraints. Since the objective function of equation (4.17) is quadratic, this subproblem can be solved without difficulties.
A thermal subproblem is to determine the generations of a thermal unit so as to minimize the cost function (4.18) subject to its individual constraints. The problems are solved by following the method presented in [7] with the slightly modified cost function (generation and start-up costs are multiplied by 1 + λ J ). When the cost constraint (4.12) is not satisfied, the multiplier λ J becomes positive. The thermal units would be more expensive, therefore tend to generate less to reduce the cost.
A purchase subproblem is to determine the megawatt levels and durations for a purchase transaction with the given multipliers so as to minimize the cost function (4.19). The problem can be solved by following the method of [11] with the modified cost function. It can be seen that if the spread ∆C bm is zero, the subproblem degenerates to the crisp subproblem presented in [11] . The weight w in (4.19) can be interpreted as a risk factor to reduce the range of cost uncertainties.
The high level dual problem is to update the multipliers λ J , λ l t ( ) , λ r t ( ) and γ ( ) t so as to maximize the dual function as follows:
Since discrete decision variables are involved in low level subproblems, the objective function L J l r ( , , , ) λ λ λ γ of (4.20) may not be differentiable at certain points. These multipliers are thus updated by using the subgradient method with adaptive step sizing as presented in [7] . Comparing with our previous work [7] , the number of multipliers is increased as indicated by equation (4.16) since more constraints are relaxed by Lagrange multipliers.
The method presented above should produce robust solutions to hedge against uncertain system demand and future transaction opportunities. For example, suppose the system operator is evaluating a purchase offer with a unit price of $20 per megawatt. For the crisp method of [11] , the decision is made based on the comparison of the multipliers and this unit price. If the average of multipliers in the time duration is slight higher than the price, the purchase transaction will be accepted and a contract will be signed.
If a transaction opportunity of $16 per megawatt emerges soon after, the previous decision may become uneconomical. In the fuzzy algorithm, the decision of a purchase transaction is made not only based on the comparison of the multipliers and the price, but also affected by future transaction opportunities and possible ranges of system demand. In fact, the combined multipliers in (4.19) may not reach the point to accept this transaction. This is why the fuzzy method may make a conservative decision on the purchase which is on the cost margin.
Constructing A Feasible Solution
At the stop of iterations, subproblem solutions generally do not construct a feasible solution, i.e., constraints (4.12) to (4.15) generally are not satisfied. Compared with the crisp method of [11] , one more constraints (the objective constraint (4.12)) has to be satisfied. The approach taken here is to first fix the membership variable to the value z* obtained from the membership subproblem. The heuristics developed in [7, 11] are used to construct a solution satisfying (4.13), (4.14) and (4.15). The total cost J is then calculated. If (4.12) is satisfied, this solution is feasible, otherwise, membership variable z* is adjusted as
to satisfy the objective constraint.
Fuzzy Simulation

Realization of Fuzzy Numbers
To evaluate the performance of the fuzzy method in an uncertain environment, a fuzzy simulation shell has been developed. In the simulation, fuzzy numbers are approximately realized based on the frequency interpretation using two random numbers following the method of [21] . To realize a fuzzy number, a random number u 1 uniformly distributed in-between 0 and 1 is first generated, and a "level set" is formed consisting of all values whose memberships are greater than or equal to u 1 . A second random number u 2 uniformly distributed within the level set is then generated, and u 2 is regarded as the realization of the fuzzy number. The realization of a triangular fuzzy number is depicted in Figure 3 . 
Simulation Procedure
The simulation procedure consists of the following steps:
Step 1:
Execute fuzzy algorithm with the fuzzy system demand, reserve requirements, and prices of future purchases. One set of scheduling and purchase decisions and a z* are obtained. The solution is feasible with respect to the constraints relaxed (i.e., (4.12) to (4.15)).
Step 2:
Realize fuzzy system demand and prices for future purchases by using the method presented above.
Reserve requirements are obtained as 7% of system demand.
Step 3:
Generate the level sets of fuzzy prices corresponding to the value of z* obtained. If the realized price of a purchase in a load period fall in the associated level set, the purchase of the load period is accepted per the results obtained in Step 1. Otherwise, the opportunity for that period will be rejected.
Step 4:
To meet the demand and reserve requirements realized in Step 2, the scheduling decisions are modified following the heuristics reported in [7, 11] . The resulting decisions are feasible with respect to the realized fuzzy demand and reserve requirements in a crisp sense, and the total cost J of (3.1) is calculated.
To evaluate the performance of the fuzzy algorithm, the crisp algorithm of [11] is also simulated. The simulation procedure is similar to what described above, with the following minor modifications. In Step 1, the crisp algorithm is run with all fuzzy numbers replaced by their mean values.
The decision for accepting/rejecting a transaction in Step 3 is based on system marginal costs and the realized prices, as described by equation (3.3) of [11] .
Testing Results
The algorithm was implemented in FORTRAN on an IBM RISC6000 workstation. Testing results presented here are based on three Northeast Utilities (NU) data sets: week 1 in May 1993, week 2 in August 1993, and week 1 in September 1993. These data sets are selected from NU billing data files with prices and periods of purchase opportunities modified to test various scenarios. The contributions of hydro and pumped-storage units, together with power provided by co-generators and non-dispatchable contracts, are deducted from system demand. The mean values of system demand are obtained from the data sets, with maximum variation 4% of the demand on either side. The nominal required reserve is calculated as 7% of the demand at each hour, with maximum variation 4% of the nominal value. The system characteristics associated with these data sets are summarized in Table 1 . The parameters for the testing are summarized in Table 2 , with time horizon equal to one week (i.e., 168 hours). Testing results are obtained by running the simulation 100 times for both fuzzy and crisp algorithms, and are summarized in Table 3 . The number of high level iterations and computational times in Table 3 are obtained after running the algorithms once as stated in Step 1. Based on the results, simulations are conducted 100 times according to Steps 2 to 4 to obtain the average costs of Table 3 . It can been seen that the average total costs of the fuzzy method are consistently lower than the ones obtained by the crisp method. However, the number of high level iterations and computational times of the fuzzy method are larger than those of the crisp one since more Lagrange multipliers are needed to be updated. To analyze the reasons why the fuzzy method produces more economic solutions, two scenarios of the August week 2 data set have been examined. In the first scenario, there is no future purchase opportunities, and the goal is to examine the effects of fuzzy system demand and reserve requirements. Testing results by running the simulation 100 times are summarized in Table 4 . The feasibility and infeasibility in the table refer to the satisfaction of realized demand and reserve requirements by using the solutions obtained in Step 1. It can be seen that the fuzzy algorithm commits less turbine units than what the crisp one does. The solution of the fuzzy method also contains less infeasible hours and lower infeasible MW levels, and needs less changes to be feasible when system demand varies. The reason is that the crisp algorithm commits units to meet fixed system demand and reserve requirements crisply, but once system demand varies as time evolves, the original economic solution may become uneconomic. In fact, the solution of the crisp method contains more isolated infeasible hours, therefore requires more changes and perhaps more turbine units at higher costs. In the second scenario, the system demand and reserve requirements are assumed given after they are first realized, and the goal is to examine the effects of fuzzy prices of purchase opportunities. For the August week 2 data set, two purchase transactions are considered: one is a crisp purchase with $25.5/MWh fixed price and 300MW maximum level for peak hours (16 hours per day and five weekdays for the week) considered in Step 1; and the other is a future purchase opportunity covering the same time period with fuzzy prices in-between $14/MWh to $18/MWh and 200MW maximum level considered in Steps 2 to 4. The results are summarize in Figure 4 with costs provided in Table 5 . It can be seen from Figure 4 that MW levels of the fuzzy algorithm are less than those of the crisp algorithm, and time durations to purchase in the fuzzy algorithm are also shorter. The reason is that the price of the crisp purchase is very close to the system marginal costs and cost saving is not significant, therefore the fuzzy algorithm decides not to purchase much. From Table 5 , it can also be seen that the average total cost of the fuzzy method is less than the one obtained by using the crisp method, since the cheaper purchase opportunity emerged later, and affects the economics of the previous decisions. Therefore, the fuzzy method hedges against uncertainties in deciding the first crisp offer, and this results in flexibility when opportunities arise in the future. Because hydro and pumped-storage units have not been incorporated into the algorithm and the transactions tested were not based on actual opportunities emerged, it is hard to compare the results with actual purchase decisions. 
Conclusion
By using fuzzy relations to model uncertain system demand and reserve requirements and fuzzy numbers to approximate uncertain prices of future purchase opportunities, the integrated scheduling and transaction problem has been formulated as a fuzzy mixed integer programming problem. A fuzzy optimization algorithm has been developed, and simulation results show that the average total cost are reduced, and robust schedules and transaction decisions are obtained.
It should be mentioned that both problem formulation and solution methodology can be extended to problems considering other selected uncertainties, e.g., uncertain fuel prices of thermal units. As a step towards the production use of the algorithm, hydro and pumpedstorage units will be incorporated into the system.
Comparing with stochastic optimization, the fuzzy optimizationbased method presented in this paper is computationally more tractable, while the probability distribution for future system demand might be more explicit. In order to properly model the uncertainties and further improve the results, the parameters of the fuzzy numbers, which are used to model uncertainties in the paper, need to be adjusted based on the historical data or human experience.
