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On a Class of Perturbed Conservation Laws 
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A. TESEI 
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Universitri di Roma “La Sapienza”, Rome, Italy 
We investigate behavior of the support and decay for large times of nonnegative 
entropy solutions of the Cauchy problem: 
a,u + ;dx(u-) = -up in (0,m) X R 
u = ug in (0) X R. 
Here m > 1, p > 1, and u0 has compact support. Sharp estimates are given 
studying the Riemann problem and using comparison results. 0 1992 Academic 
Press, Inc. 
1. INTRODUCTION 
We study the Cauchy problem 
i 
1 
d,u + --$(u”) = -up in(O,m) X [w 
(l-1) 
u = ug in {0} X Iw, 
where m > 1, p > 1, and z.+, is a bounded nonnegative function with 
compact support. 
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Several situations of practical interest (see, e.g., [BE; Mu2]) can be 
described by the equation 
The asymptotic behaviour of the solution of the relative Cauchy problem 
as t + ~0 was investigated (also in a more general framework) in [DV; 
Mul; Ry]. In particular, the appearance of interesting qualitative phenom- 
ena (among others, localization of the support) was established under 
suitable assumptions on cp, 4. 
In this note we derive sharp estimates concerning the support of the 
solution of problem (1.1) and its intermediate asymptotics as t + ~0 (a 
particular case of (1.1) was investigated in [Da]). 
Let supp u,, = [a, b]. Since u is nonnegative (see Section 2), we have 
suppu(t, .> = [~,Wl, 
where b I s(t) < CC for any t 2 0. It will be seen that t + s(t) is an 
increasing function in (0, m) with s(O) = b. The following result will be 
proved. 
THEOREM 1.1. (i) Let 1 < p < m. Then there exists x* > 0 such that 
b <s(t) Ib +x* for any t 2 0. 
(ii) Let 1 < m I p. Then there exist A, B > 0 such that for large t 
A In t I s(t) I B In t ifp = m, 
At(P-m)/(P-1) 5 s(t) _< Bt(P-m)/(P-1) ifm<p<m+l, 
At’/“(ln t)-(m-l)‘m I s(t) 5 Btl/“(ln t)-(m-l)‘m ifp = m + 1, 
At”m I s(t) I Bt”m ifm + 1 <p. 
The constants x*, A, B depend in general on b - a, IIuOllm, m, and p. 
Case (i) above will be referred to as localization and case (ii) as 
positivity (the same terminology is used for models of nonlinear diffusion; 
see, in particular, [Ke; BKP]). Concerning the behavior for large times of 
the solution of (l.l), we shall prove the following result. 
THEOREM 1.2. (i) Let 1 < p < m. Then there exists c0 > 0 such that 
t [ & - tlb(t, -> K1 1 + Co ast + 03. 
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(ii) Let 1 < m I p. Then there exist cl, c2, cg > 0 such that, as t -+ q 
t”(P-l)((u(t, .)llm + Cl ifmlp<m+l, 
c2 5 (t lnt)“mllU(t, .)llm 5 cg ifp=m+ 1, 
c2 I WllU( t, *) llm I c3 ifm + 1 <p. 
The constants ci, in general, depend on b - a, IIu&, m, and p. 
Theorem 1.2 states that if p # m + 1, for large times 
where LY = a(p) := max{l/(p - l), l/m) (see Fig. 1). 
The above behavior of (Y = a(p) was derived in [Mull, using formal 
developments (see also [SNTI). 
Some comments are in order. Consider the problems: 
)$= -wp in (0, m) 
w(0) = ll4Jllm, (1.3) 
i 
a&l + Lx(um) = 0 in (O,w) X R 
m (l-4) 
u = ug in (0) X R, 
where u0 is the Cauchy data of problem (1.1). 
Both the solution of (1.3) and the (unique nonnegative) entropy solution 
of (1.4) are entropy supersolutions of (1.1) (see Definition 2.2). Then by 
Theorem 2.1 we have 
0 5 u 5 min(u,w} a.e. in (O,m) X R. (1.5) 
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Clearly, 
w(t) 
w qt-m-1)) for large t ;  
it is also known (see, e.g., [Sm]) that 
for large t. 
(1.6) 
(1.7) 
Hence by (1.5)-(1.7) 
Ilu(t, *)llm I const tP, 
with (Y = a(p) as above. 
Theorem 1.2 proves that the above estimate is sharp. It can be said that 
absorption prevails over convection if p < m + 1, while the opposite holds 
if p > m + 1. Similar remarks are familiar in the above-referred parabolic 
case. 
The main tools of the proof are comparison results. In fact, we shall 
prove Theorems 1.1, 1.2 only for the Riemann problem-namely, for 
problem (1.1) with Cauchy data 
uo = aX[o,r] (a,1 > 0). (1.8) 
This can be done by elementary methods. Then the general case follows 
easily by Theorem 2.1; we omit the details. 
Let us mention that estimates like those of Theorem 1.2 can be proved 
in LP-norms (1 I p < m) by similar methods. 
2. PRELIMINARIES 
By XT we denote the region ((t, x)lt E (0, T], n E W} (T > 0). Let 
u. E L”(R), u. 2 0 a.e. in R. Following [Kr] we have the definition: 
DEFINITION 2.1. By an entropy solution of problem (1.1) in C, we mean 
a nonnegative function u E L”(&.) such that: 
(i) for any k E R and any cp E Ct(&-), cp 2 0, 
u 
m - k” 
Iu - klqo, + sgn(u - k) 
m 
dtdx 2 0; (2.1) 
(ii) there exists a set E of zero measure in [O, T] such that for t E 
[O, T] \ E the function is defined almost everywhere for x E R and, for any 
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real interval (aI, a,), 
pj=“Iu(t,x) - u()(x)px = 0. 
GE a1 
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(2.2) 
The following definition is also of interest [NT; see also LPI. 
DEFINITION 2.2. An entropy subsolution (resp. supersolution) of prob- 
lem (1.1) in C, is any nonnegative u-E L”(IZ.,) (resp. u+E LYC,)), which 
satisfies the requirements of Definition 2.1 with (2.1) and (2.2) replaced by 
x (u+)~ -km 
I m 
cpx - WP’p dtdr>O (2.3) 
and respectively 
f$ jU2[f2(t,x) - u&)]pix = 0. 
teE al 
Here [r]+:= i(lr1 + r), H,(r) := i(sgn r f 1); either upper or lower 
signs hold in (2.3) and (2.4). 
It is known [Kr] that problem (1.1) has a unique entropy solution in CT 
for any T > 0. Uniqueness can be regarded as a consequence of the 
following comparison result [Kr; see also NT]. 
For any M, R > 0 a family of cones of propagation for problem (1.1) is 
introduced as 
K:= ((t,x)l Ix] I R -M”-‘t,O 5 t _( min{T,M’-“R}}. 
We also set 
s, := K n {t = 7) (0 I T I min{T, Ml-“RI). 
THEOREM 2.1. Let u-, u + be an entropy subsolution, respectively super- 
solution of problem (1.1). Assume that 
(ur(t,x)l IM forany (t,x) E [O,T] X [-R,Rl. 
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Then for almost every t E IO, midT, M’-mRIl, 
1 [u-(t,x) - u’(t,x)]+dx I / [u-(0,.4 - ~+w>l+~~ P-5) 
St SO 
Let us observe an immediate consequence of the above theorem. It is 
easily seen that both the solution of (1.3) and the (unique, nonnegative 
entropy) solution of (1.4) are entropy supersolutions of (1.1). Hence we 
have 
PROPOSITION 2.1. Let u0 E L”(R), u0 2 0. Then the inequalities 
u(t,x) I 
II%& 
[l + (p - l)lluull~-‘t]l’(P-l)’ 
(2.8) 
u(t,x) I v(t,x), (2.9) 
hold almost everywhere in ZT, for any T > 0, where v denotes the unique 
(nonnegative) entropy solution of problem (1.4). 
3. SIMILARITY SOLUTIONS 
When discussing the asymptotic form of the solution of (1.1) for large 
times, we encounter the following family of similarity solutions: 
u(t, x) = t-“(P-l)f(?& q := xt( m-PMP--l) P-1) 
Here f is the nonnegative solution of the problem 
( fm-1 ; m-p p-117 f’-f i i 1 - fp-‘) = 0 P-l in (O,$ 
f”-’ --f 1 
(3.2) 
as q + 0, 
7) 
where 
si := 
i 
(p _ l)(P--mv(P--l) 
ifp>m. 
p-m 
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Clearly, 
i I 
l/b- 1) 
f =o, f= 1 =:f* 
P-1 
are stationary solutions of the differential equation in (3.2). 
PROPOSITION 3.1. Every solution of problem (3.2) takes values in the 
interval [O, f *I. 
Proof. Let f be a nonconstant solution of (3.2). Since 
fLf2-m l 
i 
- -f”-’ 
P-l I/ 
(I + z+) =:F,(?j,f), (3.3) 
it follows that 
f’ 1 
9’2-m)/(m-1) -+ - m-l 
as 71 + 0. 
In general, from (3.3) we easily obtain 
f(k) w -,, l/(m-1)-k as 77 -+ O(k = 1,2,...). 
Hence 
f(0) = f’(O) = . . . = f’W(O) = 0, 
ifm > (k + 1)/k 
ifm = (k + 1)/k 
if m < (k + 1)/k. 
Then there exists no > 0 such that 
f(T) E (Oyf”) for any 17 E (0,770). 
On the other hand, it is easily seen that F, is C’ in a neighbourhood of 
(77,O) (rev. (77, f *)I, f or any n > 0. Hence by uniqueness q,, = 7. 0 
Remark 3.1. It is easy to check that F,, is not C’ in any neighbourhood 
of (0,O). 
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PROPOSITION 3.2. Every solution of problem (3.2) is increasing in (0, 5). 
Proof. The conclusion is obvious by (3.2) if p I m. If p > m, observe 
that 
P-m r7 m-l 
l- --+----->o 
p - 1 fin-l P-1 
as 77 * 0. 
Set 
i 
P-1 
771 := sup ?j E(O,Sj)l+& < - * 
i p-m ’ 
let us prove that q1 = 77. 
Observe that by Proposition 3.1 f’ > 0 in (0, qr). If v1 < 77, we would 
have 
f’ + CO as n + 7;. 
On the other hand, deriving (3.3) easily gives 
fl/= f’ 
l ii 
f--1-s11 
)I( 
-(m-l)f~-if’ds-l+Pp~:l), 
whence 
f” + -co 
The contradiction proves the result. 
If p = m, problem (3.2) can be 
differential equation 
0 
integrated explicitly. If p # m, the 
has the integrating factor 
Cm + 1 - 2p)/(p - 1) 
PCf) = -fp-m-1 4 
l P 
- f”-1 
I 
, 
as is easily checked. Then we obtain 
THEOREM 3.1. There exists a unique solution of problem (3.2). If p = m, 
the solution is 
f(x) = [l -;:m;)xrm-l) (x 2 0). (3.4) 
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If p # m, the solution is implicitly defined by the equality 
-& - fP-l]cm-p”(p-l)[ & + 2-1 
cm-p)/(p-1) 
=- (3.5) 
Remark 3.2. The constant in the right-hand side of (3.5) is (-Yj), if 
p > m. 
COROLLARY 3.1. Let f denote the solution of problem (3.2). Then f -+ f * 
as q --f 7. 
ProoF The conclusion is obvious from (3.4) if p = m. If p # m, 
observe that by Propositions 3.1 and 3.2, f has a limit as 77 + Yj. Were 
this limit strictly less than f *, equality (3.5) could not be satisfied for any 
n E (0, $. Hence the conclusion. •I 
We note for further reference the following result; the elementary proof 
is omitted. 
COROLLARY 3.2. Let f be the solution of problem (3.2). Then 
fin-’ m-l -=l- 
17 
--_q(P-w(m-u + o(qw)/w)) 
2 
as 77 --f 0. (3.6) 
4. SOLUTION OF THE RIEMANN PROBLEM 
In this section we construct the solution of problem (1.1) with the 
Cauchy data given by (1.7). 
Let us denote by x = x(t, y) the characteristic of (1.1) issued at x = y; 
also set 
u= U(t,y) :=u(t,x(t,y)). 
Then the couple Lx, U> satisfies the system 
f = urn-1 
lj= -UP (t>O) 
x=y,u= u, (t = O), 
(4.1) 
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where U, := u,(y). By integration we easily obtain 
lI(t,y) = U,[l + (p - l)u;-lt]-l’(P-l), (4.2) 
ly + !c(, - [l + (p - l)Uop-lt]-(“-P)‘(P-l)) 
x(hY> = ’ ifpzm 
Y+ & log[l + (m - l)Um-‘t] ifp=m. 
\ 
(4.3) 
We shall denote by x = c(t) the characteristic issued at x = 0. Then we 
have 
1 s{l _ [l + (p - l)~P-l~]-'m-P"'p-l'} ifp + m c(t) = & log[l + (m - l)am-‘t] ifp =m. 
(4.4) 
The elementary proof of the following result is omitted. 
LEMMA 4.1. The map q = C(t) := c(t)t(m-P)/(P-l) is strictly increasing 
in (0,~). Moreover, (i) C(t) + 0 as t -+ 0, (ii) C(t) + ?j as t + 00. 
Let us denote by x = s&t> the shock issued at x = 1. The 
Rankine-Hugoniot jump condition reads in this case: 
S, = (l/m)d-l(t,so(t) - 0) (t>O) 
s,(O) = 1. (4.5) 
As long as the shock s0 does not intersect the characteristic c, we have 
u(t,s,(t) - 0) = r&so(t)) = a[1 + (p - l)crp-lt]-l’(p-l) 
(observe that by (4.2) U is independent from x). 
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Then integrating (4.5) we obtain 
( 
I+ m(z;p) (1 - [l + (P - qaP-‘t] -‘(p-l)) 
so(t) = ( ifp+m 
1 
1+ 
m(m - 1) 
log[l + (m - l)am-‘t] ifp=m. 
\ 
(4-b) 
Since m > 1, it is clear from (4.1) and (4.5) that s0 is slower than c. A 
necessary and sufficient condition for their intersection is given in the 
following proposition. 
PROPOSITION 4.1. (i) Let 1 < p < m. Then the shock sO intersects the 
characteristic c if and only if 
m-l 
1-C Urn-P 
m(m-p> ’ 
(4.7) 
Zf (4.7) holds, the intersection is unique. 
(ii) Let 1 < m I p. Then there is a unique intersection between sO 
and c. 
Proo& It follows from (4.4) and (4.6) that any intersection between s0 
and c must have the abscissa 
,=rnl. 
m-l 
Hence an intersection exists if and only if for some ? > 0, 
c(i) = .T. 
Since c(O) = 0, c is strictly increasing and 
1 
@m-P 
lime(t) = m -p 
ifp<m 
t+m 
02 ifprm; 
the conclusion follows. q 
(44 
Remark 4.1. It should be remarked that in the case that p < m then 
both c and sa tend to a finite limit as t + m. This explains heuristically the 
localization of the solution which occurs in this case (see Section 5). 
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Let us define 
2 := c-y q if c and s0 intersect 
a, otherwise. 
If there is intersection, consider the shock x = s&t) issued at (i, E). The 
Rankine-Hugoniot condition gives 
s, = ;u-‘(s*(t) - 0) (t > i) 
sl( 5) = i. 
(4.9) 
In such a case z&,(t) - 0) is given by (3.1); namely, 
u(,Q(t) - 0) = t-‘/(P-l)f(Sl(t)f(m-P)/(P-l)). (4.10) 
In any case we set 
s(t) := 
i 
%W 7 t E [OJ) 
sdt) t E [5/q. 
Then the half-plane [O, m) X R is the union of the following regions: 
I, := {(t, x)lt 2 0, x < 0) 
I, := {(t,x)lt 2 0,O Ix 5 min{c(t),s(t)}} 
I,:= {(t,x)Jt 2 O,min{c(t),s(t)} <x Is(t)} 
z3 := {(t,x)lt 2 0, s(t) a}. 
The situation is depicted in Fig. 2. 
Now define U: [0, m) X R + [O, w) as follows: 
L 
t-l/(P-l)f(Xf(m-P)/(P-l)) 
(k xl E 4) 
u(t,x) := a[1 + (p - l)gP-lt]-l'(P-l) (W x) E a 
0 ((t, x> E &I u 13). 
(4.11) 
Let us prove the following result. 
THEOREM 4.1. The function u defined by (4.11) is the unique nonnegative 
entropy solution of the Riemann problem (1.11, (1.7) in Y&-, for any T > 0. 
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FIG. 2. (a) 1 < p < m; (4.7) does not hold. (b) 1 < p < m; (4.7) holds. (c) 1 < m 2 p. 
Proo$ The function u is piecewise continuous; moreover, it is continu- 
ous on the axis x = 0 (since f(0) = 0) and satisfies the Rankine-Hugoniot 
condition at x = s(t) (t > 0). Hence the conclusion follows if we prove 
that u is continuous on the curve (t, c(r)) for any t E (0, i). 
This is an immediate consequence of (3.4), (4.4) if p = m. In the case 
p # m define 
F(t) := t l’(p-%( t, c(t) + 0) 
= ,t’/(P-‘)[l + (p - l)aP-‘t] -l/(p-l) (t E (O,?)). (4.12) 
It is easily seen that 
- FP-’ 
thus p > 0 in (0,;). 
It can be easily checked that the function n = C(t) has derivative 
(4.14) 
here use of (4.0, (4.12) has been made. 
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By Lemma 4.1 and the above remarks, the map 17 -+ F(C-‘(77)) is 
defined in (0, $ and satisfies the differential equation in (3.2). Moreover, 
by Lemma 4.1 we have 
p-‘(C-‘(q)) = [C-‘(q)](m-l)‘(p--) 
u 
m-, 
77 77 
x [l + (p _ l)aP-‘C-‘(s)] -(m-l)/(P-l) 
C%) 
= 
c(c-‘(q)) * 
m-l 
It follows that F(C’(7)) = f(n), where f is the unique solution of 
problem (3.2). By definition (4.11), (4.12) this implies 
u(t,c(t) - 0) = u(t,c(t) + 0) for any t E (0, t); (4.15) 
hence the conclusion. 0 
Remark 4.2. Equality (4.15) also holds at t = i if 5 < m. 
We can summarize the previous discussion as follows. The solution of 
the Riemann problem (l.l), (1.8): 
(i) for any fixed t E (0, i) increases in the region I2 from zero to the 
value t- l/(p-l)f(C(t)) (see Proposition 3.2) and is constant in the region 
13; 
(ii) for any t > 5 increases in the region I, from zero to the value 
t~‘/(~-~)f(S(t)), where 
q t) := S( @(m-P)/(P-Q* (4.16) 
Hence we have for any t > 0, 
Ilu(t, -)llm = t-“‘“-“f(qt)). (4.17) 
Equality (4.17) is the link between asymptotic estimates of the support and 
those of the L--norm of the solution. 
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5. THE RIEMANN PROBLEM: SUPPORT PROPERTIES 
Let us first observe a regularity property of the right interface S( . ). 
PROPOSITION 5.1. s E C’(0, m>. 
Proof. If there is no intersection between s,, and c, the result is 
obvious from (4.5). In the case of intersection we have 
So(t) =$(S) = S(S) 
by Remark 4.2. Hence the conclusion. q 
The following preliminary estimate of s will be of use. 
LEMMA 5.1. For any t 2 0, 
/ Vm-P 
I+ 
m(m -P> t [ 
1 - 1 + (p - l)(rP-lt]-(m-P)/(P-l)) 
s(t) I ( ifp#m 
1 
I+ 
m(m - 1) 
ln[l + ( m - l)am-‘t] ifp =m. 
\ 
(5.1) 
Proof. From Proposition 2.1 and Theorem 4.1 we obtain 
u(t,x) I a[1 + (p - l)cTP-‘t]-l’(p-l) in (O,m) X R. (5.2) 
Hence by (4.5), (4.9) we obtain 
am-l 
SI----- m [l + (p - l)cWt] --(m-l)‘(p-l) (t > 0) (5 3) 
s(0) = 1. 
Then the conclusion follows. •I 
Now we can prove the following result. 
THEOREM 5.1 (Localization). Let 1 <p < m. Then there exists x* = 
x*(a) > 0 such that 
1 I s(t) I1 + x* for any t 2 0. (5.4) 
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Proof. Define 
Urn-P 
x * := 
m(m -p>; 
(5.5) 
then the bound on the right follows from (5.1). Since s is increasing, the 
conclusion follows. 0 
The situation is different for p 2 m, as the following result shows. 
THEOREM 5.2 (Positivity). Let 1 < m I p. Then for any t 2 i 
t l/m 
(m-lP - 11 _ 
0 I t ifp = m, (5.6) 
t (p-m)/m(p-1) s(t) 2x 7 0 ifp>m. (5.7) 
Proof. Recall that an intersection (t, i) between s0 and c0 exists if 
p 2 m (Proposition 4.1). Problem (4.9) can be rewritten: 
S = (l/m)t- (m-l)/(P-l)fm--l(S(f)f(m-P)/(P--l)) 
s(i) =x. 
(t > ‘) (5.8) 
If p = m, this can be integrated to give (5.6). If p > m, Propositions 3.1 
and 3.2 imply that 
Substituting into (5.8) gives 
s2 
p-m s 
m(p - 1) f 
(t > i) 
s(t) =z, 
whence (5.7) follows. 0 
Remark 5.1. Observe that by (4.8), (4.4) X = Z(r, m), i = i(l, u, m, p). 
When p 2 m, to get sharp estimates of the behavior of s as t + ~0 it is 
convenient to use the coordinates (t, 7). Therefore we shall investigate the 
properties of the map n = S(t) defined in (4.16). 
PERTURBED CONSERVATION LAWS 445 
Using (5.8) it is easily checked that S satisfies the differential equation 
&l f 
[ 
“-l(S) p -mS 
-~ 
t m P-1 1 for any t > 1;. (5.9) 
This can be rewritten as an autonomous equation in the variable 
T := Iog t, namely, 
dS f”-“(S) p -m 
-= -- 
d7. P-1 
s for any 7 > 7, 
m (5. 
where 7 := log i. 
Concerning stationary solutions of (5.10) the following results can 
proved (the case p < m is mentioned for completeness). 
10) 
be 
PROPOSITION 5.2. (i) Let 1 < p I m or p 2 m + 1. Then the unique 
stationary solution of (5.10) is S = 0. 
(ii) Let 1 < m < p < m + 1. Then Eq. (5.10) has exactly two station- 
ary solutions, S = 0 and S = S, > 0. Moreover, S, + 00 asp -+ m l , S, + 0 
asp + (m + l)-. 
The situation is qualitatively depicted in Fig. 3. 
PROPOSITION 5.3. Let 1 < m I p. Then: 
(i) the trivial solution is completely unstable if m I p < m + 1, or 
globaZZy attractive if m + 1 I p; 
(ii) the stationary solution S = S, is globally attractive whenever it 
exists (namely, if m < p < m + 1). 
FIGURE 3 
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Remark 5.2. It will be apparent that the trivial solution of (5.10) is 
completely unstable even if 1 < p < m. In such case, by (5.71, 
S(t) 2 const. t’lm as t + 00. 
Let us turn to the proof of Proposition 5.2 (suppose p > m; otherwise 
the proof is trivial). Due to the results of Section 3 (see, in particular, 
Proposition 3.2 and equality (3.5)), the stationary solutions 17 = s(t) = S 
of (5.10) are in one-to-one correspondence with the solutions of the 
following system: 
fm-’ p-m 
-= p-p m 
1 
(5.11) 
qfP-m - p-m = 
-V[( f*)P-' _ fp-l](P-m)/(P-l)e 
Let us prove the following result. 
LEMMA 5.2. (i) Let 1 < m < p < m + 1. Then system (5.11) has aac&’ 
two solutions, (0,O) and CT,, fl>. Here v1 E (O,~J), fl E (0, f*k moreouer~ 
hfd + bf*) asp -+ m+, 
(7717fl) + (070) asp + (m + 1)). 
(ii) Let m + 1 I p (m > 1). Then (5.11) has only the trivial solution 
(0,O). 
Proof Solving the first equation of (5.11) with respect to 77 and 
substituting into the second gives 
where 
sP-l 
H(s) := 1 - --(I -sP-') 
(p-m)/(p- 1) 
m 
(s E [OJ]). (5.12) 
It follows that 
H(0) = 0, H(1) = 1 - ; > 0; 
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I 
b 
FIG. 4. (a) m < p < m + 1. (b) P 2 m + 1. 
moreover, 
H’(s) = SP-2 - - 
[ 
P-1 
m 
+ (p - m)( 1 - sp-‘) -(m-‘)‘(p-l) 
I 
. (5.13) 
Hence the equation H’(s) = 0 has a root s’ > 0 if and only if 
m(P -m) 
P-l 
<l=p<m+l. (5.14) 
It is also easy to see that in case (i) 
H’(O) = . . . = f+“(O) = 0, zP’(0) < 0, 
where k = [ pl; whereas in case (ii), 
H’(0) = 0, H’(s) > 0 foranys E (0,l). 
It follows easily that (see Fig. 4) 
-in case (i) there exists a unique si E (S, 11 such that H(s,) = 0; 
-in case (ii) H(s) = 0 * s = 0. 
It is clear from (5.13) that 
s’+l*s,+l asp +m+, 
S+O as p -+ (m + 1)). 
Hence in the latter case, 
P-1 m-1 
H(S) = l- 
m(P-m> 
+ -fP-l 
p-m 
+o-sl+o 
asp+(m+l) 
by the continuity of H. 
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Finally, define in case (i) 
fi := Slf*, P-1 71:= m( p - m) f;“-‘; 
then the conclusion follows easily. 0 
The proof of Proposition 5.2 follows immediately from Lemma 5.2 if 
p > m. We omit the details. 
The proof of Proposition 5.3 will follow from several lemmas. 
LEMMA 5.3. Let 1 < m < p. Then every solution of Eq. (5.10) is bounded. 
Proof: It follows from Lemma 5.1 that 
S(t) < t-(P-mMP-‘) 1 + 
[ 
1 
m( p - m)aPSm 
x [l + (p - qgP-lt](P-m)‘(P-l) - l} 
( 1 
si --f - =: ;i ast+w. 
m 
Hence the conclusion follows. 0 
Let us denote 
F(q) = fm-Yd p-m 
1 : 
-~ 
m p-P 
It is easily seen that F, E C’([O, +j]) whenever 1 < p < m. Let us prove the 
following result. 
LEMMA 5.4. Let 1 < m 5 p. Then the trivial solution of Eq. (5.10) is 
completely unstable if m I p < m + 1, or asymptotically stable if m + 1 I p. 
Proof According to Corollary 3.2 we can rewrite 
F,(q) = 77 ; 1 - 2 
( [ 
m-l 
,$P-m-l) + o(17 w/im-l,,] - 5) 
( 
1 p-m 
1 
m-l 
= 
--p-l- zrn 
-,@+m-W(m-l) + o(q(P+m--2Mm-l))~ 
m 
(5.15) 
Then by (5.10) and (5.15) there exists 6 > 0 such that for any & E (0,s) 
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and any r > 0, 
S(T) 2 6e (l/m-(P-m)/(P-u)7/2 ifmIp<m+l, 
S(T) 56 1 + 4 
i 
8’” - 1)/m 
7 
1 
-(m - 1)/m 
ifp=m + 1, (5.16) 
S(T) I 6e wm-(P-mMP-lN~ ifp>m+l. 
Hence the conclusion follows. q 
Let us also note the following result. 
LEMMA 5.5. Let 1 < m < p. Then every solution of Eq. (5.10) is mono- 
tone. 
Proof. Let S = S(r) be a nonconstant solution of (5.10). If r1 > 0 
exists such that (dS/d~)(~i) = 0, then either S(T~) = 0 or S(T~) = S, by 
Proposition 5.2. This is impossible by the uniqueness theorem, since 
F, E C’([O, ii]). Hence the result. q 
Now we can prove Proposition 5.3. 
Proof of Proposition 5.3. Let p > m. By Lemmas 5.3 and 5.5, every 
nOnCOnStant solution of (5.10) tends to a finite limit as T + m. It is easily 
seen that such a limit is a stationary solution. Then the conclusion follows 
by Proposition 5.2 and Lemma 5.4. •J 
Let us prove Theorem 1.1 for the Riemann problem (l.l), (1.7). 
Proof of Theorem 1.1. (i) is the content of Theorem 5.1. (ii) If p = m 
the result follows from (5.6). If m < p < m + 1 it follows from Proposi- 
tion 5.3 and the definition (4.16), since in this case 
S(t) +s,>o as t + 03. 
Let p > m + 1. Rewrite (5.10) as 
dS 
-= 
dT 
where 
-o:2-p-m<0 
m p-l . 
(5.17) 
By Proposition 5.3 
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Hence by Corollary 3.2 there exists r1 > 0 such that 
dS 
- I -0s 
dr 
for any 7 > ri, 
whence 
S( r)e*’ I S( T1)eo71 =: B (7 > 71). (5.18) 
Let us integrate (5.17) on the interval (7, r), where ? := log t. We obtain 
S( T)ewT = S( ;i)ew;ie(l/m)lil[fm-‘(S(5))/s(5)- 114. (5.19) 
By (3.6) and (5.18) we also have 
- 1 dl 1 
-(m - l)B(P-l)/(m--I) 
/ 
7e-W.(P-l)/o--1)Ldl 
71 
Since the second integral in the right-hand side is convergent, we obtain 
0 < A 5 S( 7)eoT (7 > 71) 
with a suitable definition of the constant A. Since 
S(7)ew7 = s(t)t- (P-m)/(P-lI)t--l/m+(P-m)/(P-1) = s(t)t++ 
for T = log t, the conclusion follows. The proof of the case p = m + 1 is 
similar (see inequality (5.16)). This completes the proof. 0 
6. THE RIEMANN PROBLEM: INTERMEDIATE ASYMPTOTES 
Let us prove Theorem 1.2 for the Riemann problem (1.11, (1.8). Due to 
equality (4.171, the proof follows easily from the estimates of the support 
derived above. 
Proof of Theorem 1.2. (i> If no intersection arises between s,, and c, we 
have (see (4.11)) 
IIu(t, *)lloD = a[1 + (p - l)oP-lt]-l’(p-l). 
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which proves the claim. 
If there is intersection, from the definition (4.11) of u and equality (3.5) 
we obtain 
i[ 
1 I) 
cm-p)/(p-1) 
t - - tllu(t, .)IIt? 
P-l 
In this case by Theorem 5.1, 
s(t) = qt)t-(m-P)/(P-l) + s, 5 x* as t + 00, 
* S(t) + co =-f(w)) + $q 
i 1 
l/(p- 1) 
by Corollary 3.1. Then from (6.1) we obtain 
t 
[ 
-& - tllu(t, x1 
] --, ( m”Pi(-~) 
(ii) If p = m we obtain from (3.4) 
tl’(m-l)llu(t, .)llm =f(s(t)) + (&)“-) as t * W, 
due to Theorem 1.1 (observe that S = s for p = m). 
If m < p < m + 1, S(t) + S, > 0 as t + to (see Proposition 5.3). Hence 
by continuity of f we have (see Lemma 5.2) 
t’/(P-l)IIu(t,-)ll, =f(S(t)) +fl > 0 as t + cQ. 
If p > m + 1, it is known from Theorem 1.1 that 
S(t) -t l/m-(P-m)/(P-l) as t -+ m. 
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Then 
t’/(P-l)IIU(f, .) Ilrn = f(S(t)) N ~(‘/(m-l)Xl/m-(p-m)/(p-l)) as t + co. 
Since 
the claim follows. 
If p = m + 1, by Theorem 1.1 we have 
f( S( t)) - (In t)-““; 
then the conclusion follows. This completes the proof. 0 
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