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Abstract
Partial differential equations for the electric potential at finite temperature, taking into account
the thermal Euler-Heisenberg contribution to the electromagnetic Lagrangian are derived. This
complete temperature dependence introduces quantum corrections to several well known equations
such as the Thomas-Fermi and the Poisson-Boltzmann equation. Our unified approach allows at
the same time to derive other similar equations which take into account the effect of the surrounding
heat bath on electric fields. We vary our approach by considering a neutral plasma as well as the
screening caused by electrons only. The effects of changing the statistics from Fermi-Dirac to the
Tsallis statistics and including the presence of a magnetic field are also investigated. Some useful
applications of the above formalism are presented.
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I. INTRODUCTION
A class of nonlinear Poisson equations of the form ∇2Φ = F (Φ, T, r) (with F a function)
which take into account the effects (like the temperature dependence T ) of the surrounding
matter on the electric potential Φ play an important role in many branches of physics.
We mention here the Thomas-Fermi equation which finds its applications in atomic physics
[1], astrophysics [2] and solid states physics [3] and Poisson-Boltzmann equation applied in
plasma physics [4] and solutions [5]. The derivation of these equations is seemingly unrelated
and yet, as shown in this work, they are based on one and the same principle. Feynman,
Metropolis and Teller [6] have have postulated a self-consistent Poisson-like equation of the
form ∇2Φ = ∫ d3pFD(Φ, T,p), where FD stands for the Fermi-Dirac distribution, from
which the Thomas-Fermi, Poisson-Boltzmann and other similar equations can be derived.
We use this unifying principle to calculate quantum corrections to these nonlinear Poisson
equations. These corrections arise when we use the Quantum Electrodynamics (QED) at
finite temperature to calculate the first quantum corrections to the classical electrodynamics
known as the Euler-Heisenberg theory (in our case at finite T ). The Euler-Heisenberg
theory at finite T brings yet another temperature dependence of the electric potential. To
be specific, the QED effective Lagrangian in the presence of a thermal bath and arbitrary
slowly varying electromagnetic field can be written as
L = E
2 − B2
8pi
+ L0EH(E,B) + LTEH(E,B;T ), (1)
where L0EH(E,B) is the zero temperature effective Lagrangian of QED [7–9] giving rise to
new effects like vacuum birefringence [10–12], vacuum dichroism [15], corrections to the
Lorentz force [16], corrections to the field and energy of point charges [13, 14] among others
(see [17, 18] for comprehensive reviews); and LTEH(E,B;T ) is the contribution from the
thermal bath to the effective Lagrangian [19]. The Lagrangian (1) gives rise to modifications
of the Maxwell’s equations that can be used to study electromagnetic phenomena that occur
beyond the classical electrodynamics [20].
The initial investigation about the finite temperature effective Lagrangian was done by
Dittrich [21]. Further developments were made in [22–29]. In particular, Ref [27] was the
first one to show that, at temperatures below me (mass of the electron), the two loop
contributions dominate over the one loop term. A review and an expanded bibliography can
be found in [19].
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Among the applications of the finite temperature Lagrangian, we can find the study of
thermally induced photon splitting[30, 31], thermally induced pair production [32–34], and
the velocity shift of light in thermalized media [35–37] (see [19] for more references).
Classical (or semi-classical) methods have been developed for the study of matter at
laboratory conditions or plasmas in stars, supernovas, and even the electron-positron plasma
at an early stage of the big-bang [38]. We refine these methods by including the effects of
the QED effective Lagrangian (1). We do so by implementing the effects of the Euler-
Heisenberg theory via the modified Gauss law in the Poisson-like equations. The set of the
latter encompasses known equations (like the Thomas-Fermi or Poisson-Boltzmann, now
equipped with quantum corrections) as well as new equations which will be derived in this
work.
The paper is organized as follows. In the next section we present the low temperature
and high temperature approximation for the Euler-Heisenberg effective Lagrangian and we
will discuss the way of incorporating the effective Lagrangian into the equations of classical
electrodynamics.
In section III we calculate the correction to the electrostatic potential of point-like and
extended charged objects when the charge density is given. An explicit solution of an electric
field at finite temperature due to the Euler-Heisenberg theory is given. This solution neglects
the fact that the particles surrounding the charge whose potential we wish to calculate can
also be in a heat bath. However, the solution is part of a more general treatment where it
appears in the boundary conditions.
In section IV we focus on the temperature dependent charge densities. We shall write the
charge density with two separated terms as ρ = ρc+ρm where ρc is the density of the object
whose effective electrostatic potential we want to compute and ρm is the charge density of
the surrounding media. This results in the Feynman-Metropolis-Teller equation. We discuss
several limiting cases of this master equation treating the degenerate and non-degenerate
cases and carefully distinguishing between the relativistic and non-relativistic situation and
the high and low temperature cases. Taking into account the corrections from the Euler-
Heisenberg theory we derive several nonlinear Poisson-like equations at finite temperature.
Section V is devoted to the “relatives” of the Thomas-Fermi equation, namely equations
derived under a change of assumptions. In the first case we change the Fermi-Dirac distri-
bution for the Tsallis statistics and the second case considers a Thomas-Fermi equation in
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the presence of a magnetic field.
In the section VI we discuss two possible applications, one connected with tunneling in
the presence of a surrounding heat bath and the second one treating an electron-positron
neutral plasma.
In the last section we draw our conclusions.
II. EULER HEISENBERG LAGRANGIAN FOR LOW AND HIGH TEMPERA-
TURE
The full expression of both the zero temperature and the thermal Euler-Heisenberg La-
grangian is very complex. In this work we shall concentrate on some special cases where the
effective Lagrangian can be approximated by more manageable expressions. First, we shall
deal only with electromagnetic fields that are weak compared to the so called critical field
Bc = e
2/me. Secondly, all the fields are considered to be slowly varying compared to the
scales of the problem, i.e., the fields obey |∂aFµν | / |Fµν |2 ≪ |2Fµν |1/2, me, T and η1/3, where
η is the particle density. Finally, for the thermal Lagrangian, we will only consider the two
limiting cases of temperature much bigger or much smaller than the electron mass.
With the above restrictions the zero temperature Lagrangian can be written as [7–9],
L0EH = a
(
4F2 + 7G2) , (2)
where
a =
e4
360pi2m4e
, (3)
and the two relativistic invariants of the electromagnetic fields are given by
F = −E
2 −B2
2
, (4)
G = E ·B. (5)
As mentioned in the introduction, for temperatures below the electron mass (T ≪ me),
the dominant contribution in the thermal Lagrangian comes from the two loop term [27]. To
quadratic order in the field invariants, the weak field expansion for the two loop Lagrangian
is [27],
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LTEH(T ≪ me) = b (F + E)− cF (F + E)
+k
(
2F2 + 6FE + 3E2 − G2) . (6)
The coefficients appearing in (6) are
b =
44α2pi2
2025
T 4
m4e
, (7)
c =
26 × 37α3pi3
34 × 52 × 7
T 4
m8e
, (8)
k =
213α3pi5
36 × 5× 72
T 6
m10e
, (9)
and E is a term involving the relative velocity of the thermal bath. We will work only in the
reference frame where the bath is at rest, and in that special frame we have E = E2.
In the high temperature limit (T ≫ me) the one loop correction is the dominating term
and the thermal correction takes the form [28, 29]
LTEH(T ≫ me) = −
2α
3pi
F ln
(
T
me
)
+
α
6pi
E − L0EH. (10)
It can be seen from the above equation (10) that, for temperatures above the electron
mass, the thermal bath cancels the vacuum polarization effects from the zero temperature
Euler-Heisenberg Lagrangian.
In this paper, the interest in the effective Lagrangian comes from the fact that it can be
related to a modification of the Maxwell’s equations at the purely classical level.
Faraday’s and magnetic Gauss’s laws remain unchanged
∇ ·B = 0, (11)
∇× E = −∂B
∂t
. (12)
We see from (11) and (12) that electromagnetic potentials are still defined as in classical
electrodynamics i.e, E = −∇φ− ∂A
∂t
and B = ∇×A.
The electric Gauss’s and Ampere-Maxwell’s law are modified by the use of the effective
Lagrangian. They now resembles the the form of the Maxwell’s equation in matter [39],
namely,
∇ ·D = 4piρ, (13)
∇×H = ∂D
∂t
, (14)
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where ρ is the charge density and the auxiliary fields D and H are given by,
D = E+ 4pi
∂LEH
∂E
, (15)
H = B− 4pi∂LEH
∂B
. (16)
In classical electrodynamics the Gauss law ∇ · E = ρ or Laplace equation −∇2φ = ρ is
solved in order to find the field created by a given charge density distribution. Here we shall
tackle the problem of finding the effective electric field of a spherical charge distribution
produced by the modified Gauss Law (13).
III. TEMPERATURE INDEPENDENT CHARGE DENSITY
To begin with, we shall derive the fields in the limit of low and high temperatures for the
case of temperature independent charge densities.
A. Low temperature
For pure electric field (B = 0) and in the plasma rest frame, the effective Lagrangian
takes the form
LMaxwell + L0EH + LTEH = (
1
8pi
+
b
2
)E2 + (a+
k
2
− c
4
)E4. (17)
With this Lagrangian the Gauss law reads
∇ · (A(T )E2E+B(T )E) = 4piρ(r) (18)
with
A(T ) = 16pi
(
a+
k
2
− c
4
)
, (19)
B(T ) = 1 + 4pib. (20)
The rest of this sections follows closely the works [13, 14]. In general, The charge distribution
can be written as
4piρ(r) = ∇ ·Ec (21)
where Ec is the field that would be produced by ρ in Maxwell’s theory.
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The field E given by (18) has to approach Ec in the limit that the Euler-Heisenberg
coefficients vanish. We can then write from (18) and (21) the following algebraic equation
A(T )E3 +B(T )E = Ec. (22)
This equation is a cubic equation which has only one real solution and is given by Cardano’s
formula,
E =
3
√√√√− Ec
A(T )
+
√
E2c
A2(T )
+
B3(T )
A3(T )
+
3
√√√√− Ec
A(T )
−
√
E2c
A2(T )
+
B3(T )
A3(T )
. (23)
Let’s note that at large distances, the behaviour of E is
E ∼ e
B(T )r2
(24)
while for short distances it is
E ∼
[
e
A(T )r2
.
]1/3
. (25)
In particular, we will later need the form of the potential at short distances. The be-
haviour of the potential for small r follows from (25) to be
φ ∼ −1
3
[
e
A(T )
]1/3
r1/3 + φ(0) (26)
where φ(0) is a positive constant given by
φ(0) = −
∫ ∞
0
Edr. (27)
Equation (23) would be a complete result if we could neglect screening effects and neglect
the temperature dependence of the surrounding matter. Nevertheless the result (23) is
important for later, more exhaustive considerations when we will take into account the
temperature dependence of the matter. Then the boundary condition of the resulting partial
differential equations will be formulated with the help of (23), i.e., at small distances the
potential should follow (26).
B. High Temperature
The high temperature case is mathematically easier.
∇ ·Ec = ρ(r) = ∇ ·D = ∇ · (E+ 4piP)
=
[
8α
3
ln
(
T
me
)
+
4α
3
+ 1
]
E
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The solution for E is trivial if Ec is known and is given by
E =
1
8α
3
ln
(
T
me
)
+ 4α
3
+ 1
Ec
IV. TEMPERATURE DEPENDENT CHARGE DENSITY
We will work out the effective electric field of a point charge that is submerged in a
neutral plasma consisting of electrons and positive charges which can consist of protons or
positrons.
As is customary, statistical methods are needed when the charge density depends on
temperature. The density of fermions is governed by the Fermi-Dirac distribution and is
given by
η(r, T ) = 4(2pi)4
∫ ∞
0
(p2/~3) dp
eβ(K+qφ+µ) + 1
, (28)
where µ stands for the chemical potential, ~ denotes the Planck’s constant, we use c = 1
and K is the kinetic energy
K =

p2/2m non− relativistic,√
p2 +m2 relativistic,
p ultra− relativistic.
(29)
The electron charge density is then given by −eηe(r, T ) and an analogous analysis holds for
the proton or positron charge density.
The equation for the effective field at r created by a charge distribution is the modified
Poisson’s equation
∇ ·
(
E+ 4pi
∂LEH
∂E
)
= ρ(r, T )total, (30)
where the term ρ(r, T )total means the density taking into account all the electric charges and
it depends on the system considered. For example, consider the densities given by
ρ(r, T )total = −eηe(r, T ), (31)
ρ(r, T )total = ρ(r)− eηe(r, T ), (32)
ρ(r, T )total = ρ(r) + 4pieηp(r, T )− 4pieηe(r, T ). (33)
The above densities stand respectively for (a) a cloud of electron, (b) a given particle
with charge density ρ(r) that is surrounded by a cloud of electrons and (c) a charge ρ(r)
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surrounded by a cloud of electrons and protons. We always consider the charges to have
spherical symmetry. Neglecting the Euler-Heisenberg contribution in (30) and introducing
an electric potential φ, the resulting equation
∇2φ = ρ(r, T )total , (34)
is referred to as the Feynman-Metropolis-Teller (FMT) equation.
Using equation (30) may prove to be too difficult as stated. It is convenient to look for
special cases where the density (28) can be reduced to a simpler expression. The way to
simplify (28) depends on the relation between the temperature and the chemical potential
in a given situation.
At this point it is important to make some clarifications about what we mean by the
temperature regime. The problem at hand has two natural scales of temperatures and they
enter in different ways in the modified Poisson’s equation (30). First, we can compare T with
me, and as we have seen this affects the form of the effective Lagrangian e.g, for T ≫ me
we use (10) in the left hand side of (30) and for T ≪ me we use the Lagrangian (6) instead.
On the other hand, for the right hand side of (28) the temperature has to be compared with
the chemical potential µ in order to know what simplification can be done to the charge
density. We have a degenerate system when T ≪ µ and a dilute system when T ≫ µ,
both with different approximate expansions (the form of the kinetic energy also affects the
approximation of (28)).
In the appendix we summarize different ways to approximate equation (28)
A. Low temperature
We deal first with the systems whose temperatures are below me and are composed of
electrons and protons at equilibrium. The equation of interest is
∇ · (A(T )E2E+B(T )E) = 4piρ(r, T )total, (35)
Since the charge density is related to the electric potential, it is better to work with
the potential instead of the electric field. To accomplish the above we first mention that
the usual relation between the electric field and the potential is maintained i.e, E = −∇φ.
Then, it is just a matter of replacing the potential for electric field into (35). Taking into
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account the spherical symmetry of the problem, the differential equation for the potential
of a charge distribution can be written as
− (∇2 +D2EH)φ = 4piρ(r, T )total , (36)
where the non-linear differential operator D2EH stands for
D
2
EH• = A(T )
1
r2
(
d•
dr
)2
d
dr
(
r2
d•
dr
)
+ A(T )
(
d•
dr
)2
d2•
dr2
+ 4pib∇2•, (37)
with A(T ) and B(T ) given by (19) and (20). Let’s note that −D2 → 0 when α→ 0.
1. Degenerate matter
Before we embark on the derivation of the Thomas-Fermi like differential equations we
note that for astrophysical applications a rough distinction between degenerate and non-
degenerate matter can be made according to the mass density ρ [40]. For non-degenerate
matter we should have
ρ ≤ 8.49× 10−17
(
T 3
1K
)
g
cm3
(38)
whereas the degenerate matter should satisfy
ρ ≥ 4.2× 10−10
(
T 3
1K
)
g
cm3
. (39)
We now present the differential equations for the potentials in the case where the tem-
perature is low compared to the chemical potential.
For the degenerate case we can use the particle density (109) (given in the appendix) to
write the non-relativistic equation as
− (∇2 +D2EH)φ = ρ(r)
+4(2pi)
5e(2mpT )3/2
~3
(
2
3
(
µp−eφ
T
)3/2
+ pi
2
12
(
µp−eφ
T
)−1/2)
−4(2pi)5e(2meT )3/2
~3
(
2
3
(
µe+eφ
T
)3/2
+ pi
2
12
(
µe+eφ
T
)−1/2)
. (40)
Using (110) (from the appendix) the ultra-relativistic equation is
− (∇2 +D2EH)φ = ρ(r)
+8(2pi)
5e
~3
(µp − eφ)3
(
1 + 3
4
pi2
(
T
µp−eφ
)2)
−8(2pi)5e
~3
(eφ+ µe)
3
(
1 + 3
4
pi2
(
T
eφ+µe
)2)
. (41)
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Equations (40) and (41) are the low T Euler-Heisenberg generalization to the non-relativistic
and ultra-relativistic Thomas-Fermi equations with the first thermal correction and a con-
tribution from positive charges. As already mentioned in section III we can drop the source
ρ from these equations (and the other equations derived below) by incorporating it into
the boundary conditions. This is to say, we demand that at small distances the potential
behaves as (26) which amounts to saying that the effect of matter is negligible. In the
standard Thomas-Fermi-like equations for spherical charge distributions and without the
Euler-Heisenberg corrections this is equivalent to demanding that the Coulomb law be valid
at short distances.
For the sake of comparison we now present the standard Thomas-Fermi equations for the
non-relativistic and the ultra-relativistic cases. Considering a point charge Z1e surrounded
by a cloud of electrons, the non-relativistic Thomas-Fermi equation with the first thermal
term is [41]
∇2φ = 8e(2pi)
5(2me)
3/2
3~3
(µe + eφ)
3/2
(
1 +
pi2
8
(
µe + eφ
T
)−2)
. (42)
The ultra-relativistic Thomas-Fermi equation reads
∇2φ = 4(2pi)
4e
~3
(µ+ eφ)3
(
1 +
3
4
pi2
(
T
µ+ eφ
)2)
. (43)
It is possible to rewrite the Thomas-Fermi equation (42) using the following change of
variables
µe + eφ =
Z1e
2
r
ψ(s), (44)
r = Cs, (45)
C =
1
2
(
3
8 (2pi)5
)2/3
Z
−1/3
1 a0, (46)
where a0 = ~
2/e2me is the Bohr radius and s is a dimensionless quantity.
After using (44), (45) and (46), the Thomas-Fermi equation (42) becomes
d2ψ(s)
ds2
=
ψ(s)3/2√
s
(
1 +
γT 2s2
ψ2(s)
)
, (47)
where γ = pi
2
8
(
3
8(2pi)5
)2/3
Z
−1/3
1
a2
0
e4
.
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Another customary way to rewrite equation (42) is by using the change of variables [6],
µe + eφ
T
=
ψ
s
, (48)
C ′ =
√
~3
8e2(2pi)5(2meT )1/2
. (49)
In this case ψ obeys
d2ψ(s)
ds2
=
ψ(s)3/2√
s
(
1 +
pi2s2
8ψ(s)2
)
. (50)
With the definitions (44), (45), and (46), we can write the low T Euler-Heisenberg gen-
eralization to the Thomas-Fermi equation (47) in the form
d2ψ(s)
ds2
+
1
C4
D
′2
EHψ(s) =
ψ(s)3/2√
s
(
1 +
γT 2s2
ψ(s)2
)
, (51)
where D′2EH in terms of ψ and s reads
D
′2
EH• = A(T )
[
1
s
d•
ds
− •
s2
]2
×
[
2
d2•
ds2
− 21
s
d•
ds
+ 2
•
s2
]
. (52)
The equation (40) that considers both a cloud of negative and positive charges can also
be rewritten using the change of variables (44) and (45), with the result
d2ψ(s)
ds2
+
1
C4
D
′2
EHψ(s) = −sρ(Cs)
+
ψ(s)3/2√
s
(
1 +
γT 2s2
ψ(s)2
)
+
8e(2pi)5(2me)
3/2C2
3~3
s
×
(
e2ψ(s)
Cs
+ µ+ − µe
)3/2(
1 +
pi2T 2
8
(
e2ψ(s)
Cs
+ µ+ − µe
)−2)
. (53)
We can see that the whole effect of the low T Euler-Heisenberg is contained in the term
1
C4
D
′2
EHψ.
A similar treatment can be given for the ultra-relativistic equations. The change of
variables is the same as (44) and (45) but with C =
√
~3
4(2pi)4e
(though in this case s is not
dimensionless). With this change of variables equation (43) becomes
d2ψ(s)
ds2
=
ψ(s)3
s2
(
1 +
3pi2T 2s2
4ψ(s)2
)
. (54)
12
The Euler-Heisenberg generalization to (54) now reads
d2ψ(s)
ds2
+
1
C4
D
′2
EHψ(s) =
ψ(s)3
s2
(
1 +
3pi2T 2s2
4ψ(s)2
)
. (55)
With the inclusion of the test charge and a cloud of positive charges, the equation (41)
becomes
d2ψ(s)
ds2
+ 1
C4
D
′2
EHψ(s) = −sρ(Cs) + ψ(s)
3
s2
(
1 + 3pi
2
4
s2
ψ(s)2
)
−
1
s2
(
e2ψ(s)
s
+ µ+ − µe
)3(
1 + 3
4
pi2T 2
(
e2ψ(s)
s
+ µ+ − µe
)−2)
. (56)
In the standard Thomas-Fermi theory, the function ψ(r) has to obey the following bound-
ary conditions
ψ(0) = 1, (57)
ψ(∞) = 0, (58)
where we have ignored the size of the charged object. Condition (57) ensures that we
recover Coulomb electrostatic energy at short distances. Condition (58) ensures the right
behaviour at large distances. However, for the Euler-Heisenberg generalization of Thomas-
Fermi equations, the potential has to reduce to its Euler-Heisenberg form (26) at short
distances. Therefore, for small r, ψ has to behave like
ψ(s) ∼ − 1
3e
[
e
A(T )
]1/3
s7/3 + φ(0)
s2
e
. (59)
2. Dilute matter
For dilute matter, the Maxwell’s-Boltzmann distribution (107) given in the appendix,
can be used to write the density of particles:
ne = ne0e
eφ
T , (60)
np = np0e
− eφ
T , (61)
where ne0 and ni0 are the concentrations of electrons and protons respectively.
Assuming the concentration of negative and positive charges to be equal to n0, we can
write the equation
− (∇2 +D2EH)φ = ρ(r)− en0e eφT + en0e− eφT . (62)
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Equation (62) is a generalization of the Poisson-Boltzmann equation.
For regions where the perturbed potential obeys φ≪ T , the exponentials in (62) can be
expanded and keeping only the first term, we get,
− (∇2 +D2EH)φ+ κ2φ = ρ(r) (63)
with, κ, the Debye parameter, given by
κ2 =
2e2n0
T
. (64)
Equation (63) is a generalization of the linearized version of the Poisson-Boltzmann or
Debye-Hückel equation [42]. Without considering the Euler-Heisenberg term, the Debye-
Hückel equation is
−∇2φ+ κ2φ = ρ(r). (65)
For for point charges ρ(r) = qδ(r), equation (65) has the solution
φ =
q
r
e−κr. (66)
The screening effect is evident.
B. High Temperature
1. Dilute matter
In the high temperature regime the particles move ultra-relativistically with kinetic energy
E = p and for the non-degenerate case, charge densities are given by the distribution
(107). We assume the electric interaction between charges to be small as compared to
the temperature so that we can write the differential equation for the screened potential for
a point-charge as[
8α
3
ln
(
T
me
)
+
4α
3
+ 1
]
∇2φ = qδ(r) + n0e
−eφ
T − n0e
eφ
T (67)
≈ qδ(r)− κ2φ. (68)
Equation (68) can easily be rewritten as
−∇2φ+ κ2EHφ = qEH(T )δ(r), (69)
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where we have defined
κ2EH =
κ2
8α
3
ln
(
T
me
)
+ 4α
3
+ 1
, (70)
qEH(T ) =
q
8α
3
ln
(
T
me
)
+ 4α
3
+ 1
. (71)
We see that for dilute gases at temperatures above the electron mass, the effects of the
Euler-Heisenberg Lagrangian are the renormalization of the Debye parameter (70) and the
electric charge (71).
The solution of (69) is given by [42]
φ =
qEH(T )
r
e−κEHr . (72)
This represents an analytical solution of a Poisson-Boltzmann problem with Euler-
Heisenberg corrections.
V. RELATED EQUATIONS
Having discussed the Thomas-Fermi and other equations at different temperatures and
densities, we now consider the variants for different statistics and the equations obtained in
the presence of magnetic fields.
A. Tsallis Statistics
Tsallis statistics have been with us for about 30 years now [43]. It has been applied to
physical situations like Euler turbulence [44], gravitating systems [45], ferrofluid-like systems
[46] and neutron stars [47], among others. Recently, it has been suggested that the Tsallis
statistics could eventually explain the Lithium anomaly of early nucleosynthesis [48].
In the Tsallis statistics for Fermi particles the occupation number is given by
η = 4(2pi)4
∫ ∞
0
(p2/~3) dp
eq(β (K + qφ− µ) + 1 (73)
where q is a real number and
eq(x) = [1 + (1− q)x]
1
1−q (74)
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is a generalization of the standard exponential function, which is recovered in the limit
q → 1.
Density (73) has been used in literature to form a non-extensive generalization of the
Thomas-Fermi equations; in the nonrelatistic case by [49], and in the relativistic case by
[50].
The relativistic Poisson equation reads
∇2φ = em
3
e
3pi2~2
[
(µ+me + φ)
m2e
− 1
]3/2
×
{
1 +
3TI
(q)
1
me
[
(µ+me + φ)
m2e
− 1
]−1
+
3TI
(q)
2
me
[
(µ+me + φ)
m2e
− 1
]−2
+ . . .
}
, (75)
where the q-generalized Fermi-Dirac integral I
(q)
k is defined by
I
(q)
k = q
∫ ∞
−∞
zn [1 + (q − 1)z]1/(q−1) dz{
1 + [1 + (q − 1)z]q/(q−1)
}2 . (76)
Numerical evaluation of (76) for different q can be found in [49, 51].
With the following change of variables
µe + eφ =
Z1e
2
r
ψ(s), (77)
r = Cs, (78)
C =
(
9pi2
128
)1/3
Z
−1/3
1 a0, (79)
equation (75) transform into the non-extensive relativistic generalization of the Thomas-
Fermi equation
d2ψ
ds2
=
ψ3/2√
s
(
1 +
γT 2s2
ψ
)
×
{
1 + χ1
Ts
ψ
[
1 + γ
s
ψ
]−1
+ χ2
T 2s2
ψ2
[
1 + γ
s
ψ
]−2
+ . . .
}
(80)
where
γ =
[
4Z21
3pi
]2/3
e4
~2
, χ1 =
3C
2e2Z1
I
(q)
1 , χ2 =
3C2
8e4Z21
I
(q)
2 . (81)
In the limit where the relativistic contribution is neglected (γ → 0), equation (80) reduces
to the following non-relativistic expression (originally obtained in [49])
d2ψ
ds2
=
ψ3/2√
s
[
1 + χ1
Ts
ψ
+ χ2
T 2s2
ψ2
]
. (82)
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B. Thomas-Fermi equations in presence of magnetic fields
In the context of nuclear astrophysics, there are cases where the process of interest occurs
in presence of magnetic fields. When the magnetic field is intense enough, the quantum
nature of the motion of the charged particle can not be ignored.
The first investigation of the modification of the Thomas-Fermi equation due to a mag-
netic field was done in [52]. Further developments were done in [53–55]. We follow the
procedure of [56], where the discretization of the transverse motion into Landau levels is
taken into account. The motion of electrons perpendicular to the magnetic field is quan-
tized into the discrete Landau Levels νB, with ν = 0, 1, 2, .... The degeneracy of the levels,
per unit area, is B
2pi
for ν = 0, but, due to the electron spin, the degeneracy is twice as
high for the higher ν. Along the direction of the field the motion is not quantized, and
the degeneracy of states is D(ε) = ε−1/2/(21/2pi), where ε is the energy of the translational
motion.
Taking the above into consideration, it follows that the density of electrons at temperature
T and electrical potential −eφ is given by
η =
B
2pi
1
21/2pi
∫ ∞
0
[∫ ∞
0
ε−1/2
e(ε−µ−eφ)/T + 1
dε+ 2
∞∑
v=1
∫ ∞
0
ε−1/2
e(ε+νB−µ−eφ)/T + 1
dε
]
=
BT 1/2
23/2pi2
[
I−1/2
(
µ+ eφ
T
)
+ 2
∞∑
v=1
I−1/2
(
µ+ eφ− νB
T
)]
(83)
where the Fermi-Dirac integral for k > −1 is defined by
Ik(x) =
∫ ∞
0
yk
ey−x + 1
dy. (84)
Combining (83) with the Poisson’s equation yields
∇2φ = 4BT
1/2
23/2pi
[
I−1/2
(
µ+ eφ
T
)
+ 2
∞∑
v=1
I−1/2
(
µ+ eφ− νB
T
)]
. (85)
In the case where only the lowest Landau level is taken into account, equation (78) reduces
to the one that can be found in [53, 55], namely,
∇2φ = 4BT
1/2
23/2pi
I−1/2
(
µ+ eφ
T
)
. (86)
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Using the relation d
dx
Ik(x) = kIk−1(x) we can obtain a low T expression for (86). Indeed,
for low T we can write
I−1/2(x) = 2
d
dx
I1/2(x) ≈ 2 d
dx
[
2
3
x3/2
{
1 +
3
8x2
}]
= 2x1/2
{
1 +
3
8x2
}
− 3
2x3/2
. (87)
Then, at low T, equation (86) can be expanded as
∇2φ = 4 B
23/2pi
[
2(µ+ eφ)1/2
{
1 +
3T 2
8(µ+ eφ)2
}
− 3T
2
2(µ+ eφ)3/2
]
. (88)
To calculate the low-T Euler-Heisenberg correction to equation (86) we have to consider
the Lagrangian (6), this time taking into account a magnetic term of the form B = Bk̂ in
the electromagnetic invariants (4) and (5). With the magnetic terms included, the Gauss’s
law now reads
∇ · (A(T )E2E+ B(T )E− EzB2k̂) = 4piρ, (89)
where
B(T ) = B(T ) + 4pi(4k − 6c)B2. (90)
From the form of the Gauss’s law (89), the modified Poisson’s equation
∇2φ+D2EH−Bφ = 4
BT 1/2
23/2pi
I−1/2
(
µ+ eφ
T
)
, (91)
with
D
2
EH−B• = A(T )(∇•)2∇2 •+2A(T ) (∇•) · [(∇•) · ∇]∇ •
+4pi(b+ 4kB2 − 6cB2)∇2 •+kB2d
2•
dz2
. (92)
We can see that, due to existence of the magnetic field, the operator D2EH−B is not
spherically symmetric.
In the procedure above there is a subtlety that we have to mention. When substituting
into the electromagnetic invariants we have considered the magnetic field to be of the form
B = Bk̂. However, an external magnetic field can induce the electric charges to produce a
magnetic field of their own [57, 58]. So, in reality, the Gauss’s law has to take into account
this induced field as well. However, we have ignored the induced field since it will be much
smaller than the original external one.
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VI. APPLICATIONS
In this section we remind the reader of some applications. We will explicitly examine
the details of an electric potential in a neutral electron-positron plasma under conditions
encountered in the beginning of the universe. Secondly, we will recall how screening of
charges affects the alpha decay.
A. Ultra relativistic degenerate electron-positron gas
The electron-positron plasma at an early stage of the Big-Bang presents a situation where
the thermal Euler-Heisenberg Lagrangian might prove of great relevance. It is believed that
the early pre-stellar period of the evolution of the Universe was dominated by electrons and
positrons having ultra relativistic temperatures [59]. In the time between 10−6s and 10s after
the big bang, the universe reached temperatures between 109K and 1013K and was composed
mainly of electrons, positrons, and photons in thermodynamic equilibrium. Furthermore,
statistical mechanics states that for an electron-positron plasma in an electrostatic field
which is in equilibrium, the chemical potential of the positrons and electrons must be the
same in magnitude at all points [60, 61].
Furthermore, in thermodynamic equilibrium the mean particle numbers will change via
the creation and annihilation processes, therefore the total density η− − η+ will remain a
constant. The total charge density was calculated in [38] and can be written as
eη− − eη+ = (eφ+ µ)
3~3
[
T 2 +
(eφ+ µ)2
pi2
]
. (93)
With the charge density (93) and the Euler-Heisenberg contribution we can write for the
potential the following equation[
8α
3
ln
(
T
me
)
+
4α
3
+ 1
]
∇2φ = 4pie(eφ+ µ)T
2
3~3
[
1 +
(eφ+ µ)2
pi2T 2
]
. (94)
With the change of variable Φ = eφ+µ
T
, the equation (94) can be written as
∇2Φ = Φ
r2EH
[
1 + Φ2
]
, (95)
where
r2EH =
(3/4pi)(~3/e2T 2)[
8α
3
ln
(
T
me
)
+ 4α
3
+ 1
] . (96)
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B. Effect on tunneling probability
The original Thomas-Fermi equation was derived for bound electrons. The derivation
presented in this work shows that it is equally valid if the screening happens in a gas of free
electrons. We will use the Thomas-Fermi equation (47) in its simplest form, i.e., without
the term proportional to T 2 and without Euler-Heisenberg corrections. It is evident that
in equation (47) the length scale is given by the atomic Bohr radius whereas the important
quantities entering the tunneling probability of an alpha particle have to do with the much
smaller nuclear scale. Following [62, 63] one can expand the solution ψ of the Thomas-Fermi
equation which simplifies the calculations. According to (44) we can write the interaction
potential between two positive charges (characterized by Z1 and Z2) as
V (r) =
Z1Z2α
r
ψ(s) (97)
where r = Cs as used before. We will look for solutions of ψ which at the lowest order
behave linearly, i.e.,
ψi(s) ≃ 1− dis . (98)
One such solution with a linear behaviour at the origin, which is one of the first attempts
to derive a semi-analytical solution of the Thomas Fermi equation, is given by [64] with
d0=1.588558. Other semi-analytical solutions [65–69] have been attempted and we list below
some of them in the order in which they are cited:
ψ1(s) = (1 + η
√
s)e−η
√
s ≃= 1− d1s, d1 = 3.6229
ψ2(s) = (a0e
−α0x + b0e
−β0x)2 ≃ 1− d2x, d2 = 1.2357
ψ3(s) = (ae
−αx + be−βx + ce−γx)2 ≃ 1− d3s, d3 = 1.4042
ψ4(s) = (1 + A
√
x+Bxe−D
√
x)2e−2A
√
x ≃ 1− d4s, d4 = 1.45612
ψ5(s) =
1
(1 + A0x)2
≃ 1− d5s, d5 = 0.9615 (99)
The potential for the alpha tunneling is in the first approximation given by a potential well
modeling the nuclear interaction plus the Coulomb or the modified Coulomb potential given
in (97). In the semiclassical JWKB approximation, the tunneling probability is simply given
by [62],
P ∝ e−γ
γ(E, r1) = 2
√
2mI(E, r1) = 2
√
2m
∫ r2
r1
√
[V (r)−E]dr (100)
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where m is the reduced mass, r1 the first turning point given in our simple model by the
radius of the nucleus and r2 the second turning point determined by V (r2) = E, with E
being the energy of the tunneling particle. In passing we note that we have omitted some
other approximate solutions which exist in the literature [71–73].
The integral I with the Coulomb potential can be solved analytically to be [62],
I(E, r1) = 2
√
2m
Z1Z2α√
E
[
cos−1(x1/2)− x1/2(1− x)1/2] (101)
with x = (Er1)/(Z1Z2α). Since the modification of the electromagnetic interaction brought
by the Thomas-Fermi equation can be approximated by 1−dis, the correction to the potential
is simply a constant. The integral for the modified Coulomb problem is then I(E∗, r1) with
E∗ = E + Z1Z2diα/C. Correspondingly, we have γ∗ = γ(E∗, r1). We have chosen the few
examples (with exerimental Q-values [74] denoted above as E) with some of them being
the same as in [62]. The nuclear radii are taken from [75]. In table 1 we summarize the
effects in the form of the ratio of half-lives, τ/τ ∗ for the decays, 10652 Te→ 4He + 10250 Sn, 14862 Sm
→ 42He + 14460 Nd, 22286 Rn → 42He + 21884 Po, and 24096 Cm → 42He + 23694 Pu. Though the exact
values of half-lives (and hence also the screening effects) are sensitive to the Q-values [76],
the increase in the half-life due to screening seems to be quite sizable in some of the cases
considered. The results prompt us to consider a more sophisticated calculation, with the
following points in future: (i) Inclusion of the T 2 term in the Thomas-Fermi equation for
different gas temperatures, (ii) including the Euler-Heisenberg corrections and (iii) improving
the nuclear model such that the first turning point is also sensitive to the nuclear potential.
In passing we note that the Gamow factor e−γ appears also in stellar reaction rates R defined
by
R ∝
∫ ∞
0
e−γS(E)e−E/kTdE (102)
where S(E) is the astrophysical S-factor [77] which is sometimes approximated by a constant.
It would be interesting to study the screening effects in the reaction rates (which eventually
affect the abundance of elements) in the fusion reactions in stars within a more refined model
as mentioned above.
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TABLE I: The effect of electron gas on alpha tunneling. τ∗ is the half-life of the decaying nucleus
within the electron medium.
di τ/τ
∗ τ/τ∗ τ/τ∗ τ/τ∗
106
52 Te
148
62 Sm
222
86 Rn
240
96 Cm
0.962 1.123 1.776 1.302 1.324
1.236 1.161 2.090 1.404 1.434
1.404 1.185 2.309 1.471 1.506
1.456 1.192 2.381 1.492 1.529
1.589 1.211 2.575 1.547 1.589
3.630 1.547 8.476 2.693 2.859
VII. CONCLUSIONS
The effect of surrounding matter at finite temperature on the electric potential of an
object is encoded in the Feynman-Metropolis-Teller equation (34). From this equation, var-
ious equations can be derived imposing different conditions on the matter. Among the well
known equations which emerge are the Thomas-Fermi and Poisson-Boltzmann equations.
Other, new equations like the relativistic Thomas-Fermi equation have been derived in the
present work. We have stressed the importance and the universal applicability of these equa-
tions. Therefore, it appears timely to consider quantum corrections to these equations. We
have calculated these corrections using the Euler-Heisenberg theory at finite temperature.
For non-degenerate matter and high temperature analytical solutions have been presented.
Although our emphasis was on the derivations of these equations we have touched upon
two examples where it can be applied. One example concerns the electron-positron neutral
plasma under the Big-Bang conditions in the early universe. The other was a reminder
of the state of art of screening charges in astrophysics and its effect on alpha tunneling.
The size of the effect makes us think that a more detailed investigation including temper-
ature effects and the quantum corrections is in order. This will be attempted in a future
publication. As we already mentioned the applicability of the equations resulting from the
Feynman-Metropolis-Teller is manifold and not limited to the examples we presented here.
Apart from atomic physics [78], plasma physics [79] and biological applications [80], one can
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also find Thomas-Fermi like equations in gravitational physics [81]. Future projects could
probe into such equations replacing the Fermi-Dirac distribution by the corresponding Bose-
Einstein for bosons. Regarding the novel aspects where Thomas-Fermi equations could be
used we mention graphene where the electrons are treated relativistically [82].
With the inclusion of the quantum corrections we obtain a complete picture of the electric
fields at finite temperature from which the electromagnetic force can be easily calculated.
Forces at finite temperature, of a different nature than the electromagnetic one, can, in gen-
eral, be treated within quantum field theory at finite temperature (see [83] for an example).
Appendix: Expansions for the charge density
We review the form of the particle density for the limiting cases of both non-relativistic
and ultra relativistic particles. The special case of ultra relativistic electron-positron plasma
is shown at the end.
The quantity of interest is
η(r, T ) = 2
(2pi)3
~3
∫ ∞
0
dp
eβ(K+qφ+µ) + 1
, (103)
where K is the kinetic energy of the particles.
For high temperatures the +1 in the denominator of (103) can be ignored. Under this
consideration of non-degeneracy, the equation (103) simplifies to
η(r, T ) ≈ 2(2pi)
3
~3
e−β(qφ+µ)
∫ ∞
0
p2e−βKdp. (104)
Equation (103) can be simplified further by taking into account the normalization con-
dition
N =
∫
η(r, T )dV = 2
(2pi)3
~3
e−βµ
∫
e−β(K+qφ)dpdv, (105)
where N is the total number of particles. From the above we can write for the chemical
potential
e−βµ =
N
2 (2pi)
3
~3
∫
e−β(K+qφ)dpdv
. (106)
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Replacing (106) into (104) we get
η(r, T ) =
Ne−qφβ
∫
e−βKdp∫
e−β(K+qφ)dpdv
≈
(
N
V
)
e−qφβ. (107)
In the last step of (107) we have made the final approximation
∫
e−qφβdv ≈ V , the total
volume. The justification is based on the assumption that for high T the exponential e−qφβ
will be small for almost all the volume considered.
The approximation for the degenerate case involves a Sommerfeld’s expansion in power
series of µ+qφ
T
for the equation
η(r, T ) =
4(2pi)4
~3
∫ ∞
0
p2dp
eβ(K+qφ−µ) + 1
. (108)
The first two terms for the non-relativistic cases read [6, 84]
η(r, T ) ≈ 2(2pi)
4(2mT )3/2
~3
(
2
3
(
qφ− µ
T
)3/2
+
pi2
12
(
qφ− µ
T
)−1/2)
. (109)
The ultra relativistic expansion is given by [84]
η(r, T ) ≈ 4(2pi)
4
~3
(qφ− µ)3
(
1 +
3
4
pi2
(
T
qφ− µ
)2)
. (110)
A special case is the electron-positron plasma [38]. Due to the relation between their chemical
potentials, the exact total charge density eη− − eη+ can be written without any simplifying
assumption as
eη− − eη+ = 4(2pi)
4
~3
∫ ∞
0
dp p2
[
1
eβ(p−eφ−µ) + 1
− 1
eβ(p+eφ+µ) + 1
]
(111)
= (2pi)3
(eφ+ µ)
3~3
[
T 2 +
(eφ+ µ)2
pi2
]
. (112)
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