Behavioral momentum was examined in 2 individuals with severe mental retardation via withinsubject manipulations of obtained reinforcer rates. Subjects performed self-paced discrimination problems presented on a touch screen computer monitor. Two different problems, Tasks A and B, alternated in blocks of 15 trials on a multiple schedule. Reinforcers were snack foods. The reinforcement schedule for Task A was continuous (fixed-ratio 1), and the schedule for Task B was continuous in some conditions and variable ratio in other conditions. Behavioral momentum was assessed in test sessions by prefeeding, presenting response-independent food, and making available alternatives to the tasks. When the obtained reinforcer rate for Task A was at least twice that for Task B, resistance to change was greater for Task A. When both reinforcer rates and response rates were approximately equal for the two tasks, resistance to change was approximately equal. These results are consistent with behavioral momentum effects. They extend previous findings with humans by examining momentum in self-initiated discrete-trial discrimination tasks with ratio schedules, and by isolating relative reinforcer rates as a controlling variable via within-subject manipulations.
behavioral momentum analysis draws an analogy between physical motion and behavioral persistence. In classical mechanics, the degree to which an outside force can perturb the motion of a moving body depends upon its momentum. Momentum is directly proportional to mass, and thus increasing mass increases the resistance to change. Nevin suggested a parallel in the discriminated operant. Rate of responding is analogous to velocity, and the resistance of that rate to disruption by a perturbing operation (prefeeding, reduced reinforcement, alternative reinforcement, etc.) can be used to index the analogue of mass. For a multiple schedule with different rates of reinforcement in two alternating components, previous research indicates that resistance to change (a) is greater in the component with the higher reinforcement rate and (b) appears to be determined primarily by stimulus-reinforcer relations and independently of response rate.
The momentum analysis has been derived and elaborated from work with laboratory animals (e.g., Grace & Nevin, 1997; Nevin, Mandell, & Atak, 1983; Nevin, Tota, Torquato, & Shull, 1990) . Three studies with humans have demonstrated momentum effects under laboratory conditions (Cohen, 1996; Dube, Mazzitelli, Lombard, & McIlvane, 2000; Mace et al., 1990 ; for other applications of the momentum metaphor to human behavior see Mace, 1996; Mace, Lalli, Shea, & Nevin, 1992; Nevin, 1996; Plaud & Gaither, 1996) . The experimental design of the present study is similar in some respects to that of Mace et al. (1990) , which demonstrated behavioral momentum in 2 individuals with mental retardation. In Mace et al., subjects sorted red plastic dinnerware in one component of a multiple schedule and green dinnerware in the other component. Different variable-interval (VI) schedule values were programmed in each component. The disrupter was an interesting videotape played while subjects were sorting. The rate of sorting fell for both colors, but it decreased less for the color that was correlated with the higher rate of reinforcement.
The present study was also conducted with individuals who had severe mental retardation. One of the new contributions of the present study was the evaluation of momentum in a context of self-initiated discrete-trial discrimination tasks, chosen to provide a laboratory model of programmed instruction for special education. Another contribution was the use of variable-ratio (VR) schedules; previous momentum research has typically used VI schedules. As in previous studies, the effects of disrupters were evaluated in conditions in which two components of a multiple schedule provided different obtained reinforcer rates. In addition, subjects were tested in conditions in which the reinforcer rates were similar in both components of the multiple schedules. That is, relative reinforcer rate as a controlling variable for resistance to change was evaluated using within-subject manipulations.
METHOD

Subjects
Subjects were 2 individuals with severe mental retardation. Subject HCB was a 17-year-old female with a mental age-equivalent score of 2 years 7 months on the Peabody Picture Vocabulary Test; Subject MDL was a 20-year-old male with an age-equivalent score of 3 years 2 months. Neither subject received psychoactive medication during the study.
Apparatus and Setting
Each subject sat before a computer monitor with a touch-sensitive screen. A computer controlled all experimental events and data collection, with one exception: Food items were presented after correct responses by an experimenter seated behind and to one side of the subject. Experimental sessions of approximately 10-min duration were conducted 3 or 4 days per week in a small, quiet room at the subjects' school.
Procedure
Discrimination tasks. Each subject was given two discrimination tasks that he or she could perform with high accuracy. High-accuracy tasks were used because frequent errors could reduce obtained reinforcer rates. For all tasks, the stimuli appeared in each of the specified locations equally often in an irregular order.
For Subject HCB, Task A was a simple discrimination, presented on a black background. A white 4.5-cm square with a black cross (2 cm by 2 cm) centered on it appeared in any one of the four corners of the display screen. The correct response was to touch the square; touching a corner of the screen where no stimulus appeared was an incorrect response. Task B was identity matching to sample, presented on a white background. Stimuli were line drawings (2 cm by 2 cm) of a chair, pig, bottle, and shirt. When trials began, one of the stimuli appeared in the center of the screen. Following a touch to the sample, two stimuli appeared in two corners of the screen. One was identical to the sample and touching it was correct; the other stimulus was nonidentical and touching it or a blank corner was an error. During preliminary training, Task B was changed to a singlecomparison format in which only the identical comparison stimulus was presented. The task was changed to simplify it after accuracy declined when intermittent reinforcement was introduced (details with the results).
For Subject MDL, Task A was single-comparison identity matching, presented on a white background. Stimuli were the letters S and W, drawn in black. On each trial, a sample stimulus appeared in the center of the screen, and a touch to the sample produced one comparison letter that was identical to the sample in one of the lower corners of the screen. Touching the comparison was the correct response. Task B was presented on a black background. A 4.5-cm red square was presented in the center of the screen. When MDL touched this square, it disappeared and a flashing red square was presented in one of the upper corners of the screen. Touching the flashing square was correct. For both tasks, touching a corner of the screen where no stimulus appeared was an error.
Reinforcer selection. Subjects' teachers suggested food items for reinforcers. Forcedchoice pretests with these items were used to identify a food that the subject chose on a majority of opportunities and ate reliably (Dube, McIlvane, Mackay, & Stoddard, 1987) . For Subject HCB, the food item was a small piece of chocolate-chip cookie (approximately 1 to 1.5 cm square), and for MDL, it was a piece of cheese-flavored puff (approximately 1 to 2 cm in diameter).
Disrupter selection. Disrupters included videotapes presented on a television screen placed next to the computer monitor (Mace et al., 1990) . Tapes were selected after consulting with subjects' teachers: assorted Disney cartoons for Subject HCB and a tape that featured construction equipment for MDL. For HCB, two more alternatives were added during preliminary training: A toy that displayed colored patterns was placed on the tabletop next to the computer monitor, and a portable tape recorder played assorted sound effects. The videotape, toy, and audiotape were presented concurrently during HCB's disrupter sessions.
Consequence procedures. When correct responses were followed by food items, the foods were presented by the experimenter and accompanied by a 1.5-s computer-generated auditory and visual display. When intermittent reinforcement schedules were in effect, the consequence for some correct responses was simply to advance to the intertrial inter val (ITI). Incorrect responses (which were rare) were followed by a 1.5-s timeout, during which the computer screen was blank and responses to the touch screen were ineffective, followed by the ITI. During the ITI, the computer screen was blank (white or black, depending on the background color for the current task). The ITI continued until the subject initiated the next trial.
Preliminary training. In initial training, subjects received one (HCB) or two (MDL) 30-trial sessions with Task A, followed by the same number of 30-trial sessions with Task B. During these sessions, the experimenter modeled or prompted trial initiation and correct responses to the touch screen. To initiate trials, Subject HCB pressed the button on a computer mouse that was placed on the table in front of the monitor. Subject MDL could not use a mouse, so he was taught to initiate trials by touching the touch screen during the ITI while the display was blank. Within four sessions, both subjects learned to initiate and complete trials for both tasks independently and with accuracy scores greater than 90% correct.
A multiple schedule was then introduced. Sessions consisted of 60 self-initiated trials, alternating between blocks of 15 trials of Task A and 15 trials of Task B. Over sessions, the task presented first alternated irregularly (either ABAB or BABA). There was a 3-s pause between components; the computer screen was blank during this time. Sessions had these characteristics for the remainder of the experiment.
In the first four multiple-schedule sessions, every correct response for both tasks was followed by a food consequence (continuous reinforcement, CRF), designated as multiple CRF CRF. During one of these sessions, the videotapes to be used as disrupters were evaluated. Videotapes were considered appropriate if the subject appeared to watch them intermittently throughout the session and did not completely stop working on the computer tasks.
After four sessions of multiple CRF CRF, intermittent reinforcement schedules were introduced for Task B. The schedule change was programmed in four steps. In Step 1, the first block of Task B trials was CRF, and the second block included 11 trials followed by a food consequence and four trials followed only by the ITI, a VR 1.36 schedule. In Step 2, the schedule for both blocks of Task B was VR 1.36. In Step 3, the schedule for Task B was VR 2 (eight food consequences in one block and seven in the other block). In Step 4, the schedule was VR 3.75 (four food consequences per block), here rounded to VR 4 for convenience in presentation. Pretraining ended after one session with accuracy greater than 90% with the multiple CRF VR 4 schedule.
Momentum tests. Each momentum test consisted of a baseline condition, two test sessions, and a brief return to the baseline condition. Initial baseline conditions continued until response rates for both tasks were stable for at least five sessions, as judged by visual inspection of the data. Disrupters were presented in the two test sessions, and each possible sequence of components (ABAB or BABA) was used in one test session. Following the test sessions, baseline conditions were reinstated for two to four sessions to confirm that any changes in response rates during the tests were due to the disrupters.
The disrupters were (a) prefeeding, (b) presenting response-independent food between components of the multiple schedule, and (c) providing potentially reinforcing alternatives to the discrimination tasks. All three disrupters were presented in every test session. Subject HCB was given two cookies immediately prior to the session and one cookie between components. MDL was given 10 cheese puffs immediately prior to the session and three cheese puffs between components. For prefeeding, the experimenter waited until the food was consumed before starting the session. Between components, the experimenter presented the food and then initiated the next component immediately by pressing a switch. The task alternatives, described earlier, were videotapes for both subjects plus a toy and sound effects for HCB. Videotapes and HCB's audiotape began immediately after the first trial of the first component and continued throughout the remainder of the session. Before the first test session, the experimenter said to the subject, ''Sometimes there will be a TV here, like today. It's okay for you to watch TV while you work, if you want to.'' Before subsequent test sessions, subjects were told, ''The TV is here again today. It's okay for you to watch TV while you work, if you want to.'' Subjects HCB and MDL received three and four momentum tests, respectively. The baseline reinforcement schedule for both subjects' initial test was multiple CRF VR 4. MDL received a second test with a baseline schedule of multiple CRF VR 15 (details with the results). Both subjects were then tested with a baseline schedule of multiple CRF CRF, followed by a final test with the previous multiple CRF VR schedule.
RESULTS
Preliminar y Training
Subject HCB's preliminar y training required 23 sessions. When the multiple CRF VR 4 schedule was introduced, accuracy scores for Task B abruptly declined to 60% to 67% for three sessions. With a return to multiple CRF CRF, accuracy recovered to 100% in two sessions. Task B was then modified to the single-comparison procedure, and accuracy remained high when the VR 4 schedule was reintroduced. Following the change in Task B, the videotape pretest was repeated and, because she did not appear to watch the videotape reliably, the toy and sound effects were added as task alternatives for momentum test sessions.
Subject MDL completed pretraining in 14 sessions. His accuracy was nearly always perfect. Three of his early sessions were terminated early because of problems during the session (e.g., self-injurious behavior), so he was given three extra sessions of multiple CRF CRF to provide a more stable history before introducing intermittent reinforcement.
Momentum Tests
For each session, separate response rates for Tasks A and B were calculated by dividing the total number of trials completed for each task (30) by the total time spent working on that task (summed across the two blocks of 15 trials). The upper portions of Figures 1 and 2 show response rates for Task A and Task B. For each subject, the first baseline session shown is the final session of preliminary training.
Obtained reinforcer rates were calculated by dividing the total number of reinforcing consequences for each task by the total duration of that task. The middle portions of Figures 1 and 2 show the reinforcer-rate ratios, the rate for Task A divided by the rate for Task B, plotted on a log scale.
The lower portions of Figures 1 and 2 show the decrease in response rates from baseline to test sessions as a proportion of baseline response rate. Within each plot, the points on the left show log(baseline/baseline), which is always zero, and the points on the right show log(test/baseline). Table 1 shows mean accuracy scores, response rates, and reinforcer rates.
Subject HCB. The data in Table 1 show that HCB's accuracy scores were greater than 90% in every condition, except for the test sessions in the multiple CRF CRF condition. Table 1 also shows that errors resulted in minor differences between response rates and obtained reinforcer rates for CRF schedules.
Data in the upper left portion of Figure 1 show stable baseline response rates for Subject HCB on the multiple CRF VR 4 schedule, the decrease in response rates during the first test, and the subsequent recovery after the test. As shown in the middle portion of Fig-Fig. 1 . Results for Subject HCB. The upper portion shows response rates (trials per minute) for Task A (filled points) and Task B (open points) in successive sessions. Gray points in the center portion show obtained reinforcerrate ratios, the rate for Task A divided by the rate for Task B. Rate ratios for each session are plotted on a log scale. Plots in the lower portion show results of momentum tests as the log proportion of baseline response rate. Data for Tasks A and B are shown as filled and open points, respectively. Baseline response rate is the mean for the last five baseline sessions immediately prior to the test, and test response rate is the mean for the two test sessions. ure 1, the reinforcer-rate ratio (Task A/Task B) for the last five sessions of the first baseline condition was greater than 4.0. For the multiple CRF VR 4 momentum test, the lower left portion of Figure 1 shows that the proportional decrease in response rate for Task B was more than twice that for Task A.
The center portions of Figure 1 show the data for the multiple CRF CRF condition. Response rates for both tasks were slightly higher than those in the previous condition. The baseline reinforcer-rate ratio was less than 2.0, and the proportional decrease in response rate during the test sessions was slightly greater for Task A than for Task B. That is, when reinforcer rates were approximately equal, the momentum effect disappeared.
The right portions of Figure 1 show that a return to the multiple CRF VR 4 schedule once again resulted in baseline reinforcer ratios greater than 4.0 and, during test sessions, a proportionally greater decrease in response rates for Task B than for Task A. Taken together, the data for HCB show that behavior maintained by higher rates of reinforcement had greater resistance to change, and that rel- ative reinforcer rate was the controlling variable.
Subject MDL. Figure 2 shows the data for Subject MDL. During the initial multiple CRF VR 4 condition, the response rate for Task B (VR 4) was approximately twice that for Task A (CRF; see Table 1 and the upper left portion of Figure 2 ). Because the response rate was higher for the task with the leaner schedule, the difference between obtained reinforcer rates for the two tasks was substantially smaller than the difference between the programmed schedules. The ratio (Task A/Task B) for the programmed schedules was 4.0, and the center portion of Figure 2 shows that the obtained reinforcer ratio was slightly less than 2.0 (mean for the last five baseline sessions was 1.89). The lower left portion of Figure 2 shows that during the first test, response rates for Task A, with the lower baseline response rate, decreased more relative to baseline than did those for Task B, with the higher baseline rate.
MDL's second condition was multiple CRF VR 15. The schedule disparity was increased to increase differences in obtained reinforcer rates. The upper portion of Figure 2 shows that response rates for Task A (CRF) increased slightly, which contributed to the difference in reinforcer rates. During the last five baseline sessions before the test, the reinforcer-rate ratio was approximately 10.0. During the test sessions, the relative change in response rates reversed from the previous Table 1 Accuracy scores, response rates (trials per minute), and reinforcer rates (reinforcers per minute). Baseline accuracy scores and rates are means for the last five baseline sessions in each condition. Test accuracy scores and rates are means for the two test sessions. Session numbers correspond to Figures 1 and 2 condition; the decrease in response rates became greater for Task B (VR 15) than for Task A (CRF). The remainder of MDL's data in Figure 2 are consistent with the findings for Subject HCB. When the schedule was changed to multiple CRF CRF, response rates became similar for both tasks, the reinforcer ratio was approximately 1.0, and the decrease in response rates during test sessions was similar for both tasks. Following a return to the multiple CRF VR 15 schedule, the reinforcer ratio was again approximately 10.0, and response rates decreased more for Task B (VR 15) than Task A (CRF) during the test sessions.
DISCUSSION
This experiment demonstrated behavioral momentum effects in individuals with severe mental retardation. In every condition in which obtained reinforcer ratios were greater than 2.0, resistance to change was greater in the component with the higher reinforcer rate. When reinforcer-rate ratios were more similar, resistance to change also was more similar. These results extend previous findings with humans by isolating relative reinforcer rate as a controlling variable via withinsubject manipulations, and by showing momentum effects with self-initiated discrimination tasks and VR reinforcement schedules.
When obtained reinforcer-rate differences were small, resistance to change was strictly consistent with the momentum analysis in only one of three cases: Subject MDL's multiple CRF CRF test. In that case, the baseline reinforcer rates were equal (ratio ϭ 0.98, data from Table 1 ) and disruption was equal (Figure 2) .
In two other cases, small reinforcer-rate differences produced results that were somewhat inconsistent with the momentum analogy. One case was Subject HCB's multiple CRF CRF test, which followed a reinforcerrate ratio of 1.34. Although the difference in disruption as a proportion of baseline was much smaller than in HCB's other conditions, disruption was slightly greater for the task with the slightly higher reinforcer rate. The second case was Subject MDL's initial condition (multiple CRF VR 4). The baseline reinforcer-rate ratio was 1.89, and disruption was greater for the task with the higher reinforcer rate. Our use of ratio schedules may be relevant to this discrepancy. In ratio schedules, response rates and reinforcer rates are related, and higher response rates produce higher reinforcer rates. Thus, the reinforcement contingencies of the present experi-ment had the potential to establish presentation of the Task B stimuli as discriminative for behavioral acceleration, thereby increasing the response rate relative to Task A. In fact, just prior to MDL's initial momentum test, his response rate for Task B was twice that for Task A. MDL's results in the initial CRF VR 4 condition may reflect the combined effects of a relatively small difference in obtained reinforcer rates plus stimulus control of behavioral acceleration by Task B stimuli. Future studies might examine possible interactions between schedule type and the measurement of behavioral momentum.
The context for the present study was a laborator y model of computer-assisted programmed instruction for special education (e.g., Dube & Serna, 1998; McIlvane, 1992) . Relevant features included self-paced discriminations presented on a touch screen equipped monitor, continuous or ratio reinforcement schedules, and individualized reinforcing stimuli. The disrupters for the behavioral momentum tests (responseindependent reinforcer presentations and the availability of potentially reinforcing alternatives to the discrimination tasks) also occur routinely in educational settings. We asked whether momentum effects would be demonstrated in this context because of the possibility that momentum analyses may help in understanding learning problems that often arise in such situations.
Given our initial positive results, continued research may ask more specifically whether behavioral momentum effects are relevant to issues in discrimination learning, and how they may find application in teaching developmentally limited populations (e.g., Mace, 1996) . Central to any such application is the premise that discrimination learning procedures may generate multiple sources of stimulus control or multiple stimulus control topographies (e.g., Dube & McIlvane, 1996; McIlvane, Serna, Dube, & Stromer, 2000; Ray, 1969; Sidman, 1980; Stoddard & Sidman, 1971) . Some learning problems may be traced to competition between stimulus control topographies. Examples include failures to transfer stimulus control from prompts to target stimuli (Kennedy, 1992) , difficulties in training within-session discrimination reversals (McIlvane, Kledaras, Iennaco, McDonald, & Stoddard, 1995) , and gradual emergence of stimulus equivalence classes (Dube & McIlvane, 1996) . In each case, analysis of the problem may implicate the persistence of previously established behavior that competes with the desired behavior. The momentum analysis suggests that one might decrease the persistence of competing behavior by reducing the rate of reinforcement in situations in which the controlling stimuli for that behavior are presented alone.
To consider one of the examples above, prompting procedures typically use continuous reinforcement schedules. Thus, behavior controlled by prompts may have substantial momentum, and the stimulus-reinforcer relations may encourage successful competition by prompts as controlling stimuli . The momentum analysis predicts that the resistance to change of promptcontrolled behavior should be a function of the rate of reinforcement during prompted trials. If continued research confirms that the aggregate rate of reinforcement determines resistance to change in such situations, the results will have important implications for teaching practice. For example, providing additional reinforcement for remaining on task or attending to instructional stimuli during prompting sequences may have an undesirable side effect. It may increase resistance to change for behavior controlled by prompts and thus contribute to problems of prompt elimination and stimulus control transfer.
To conclude, we note that our data and speculations about perhaps unappreciated momentum influences raise larger issues and questions for clinical and educational research. For example, should initial assessment of behavioral momentum be a standard practice when designing contingencies to encourage behavior change? When feasible, behavior that has substantial momentum might be countered by arranging exceptionally discriminable and reinforcing teaching contingencies. A related set of questions concerns the status of behavior that has a long history in the individual's repertoire. One might expect such behavior to be highly resistant to change. Another possibility, however, is that the persistence of such behavior might be related to the maintaining schedule and not to the length of the behavioral history per se. In this optimistic view, some longstanding ineffective or aberrant behavior may in fact be maintained only weakly, reflecting merely a relative lack of access to contingencies that maintain more constructive behavioral repertoires (Ferster, 1961; cf. Saunders & Spradlin, 1991) . On the other hand, longstanding behavior may indeed have substantial momentum, and a different set of behaviorchange contingencies may be required in such situations. Skilled clinicians and educators may intuitively recognize the difference between these situations and try to adjust their behavior accordingly. Nevin's insights may have set the stage for understanding such problems scientifically and for developing a range of treatment options that might not have been otherwise obvious.
