Abstract. The bicomplex Bergman spaces are studied for any bounded bicomplex domain. Its Bergman kernel is computed in terms of the kernels of the complex projections of the domain. We also introduce two additional reproducing kernel Hilbert spaces and relate its kernels to that of the bicomplex Bergman space.
Introduction
One the fundamental objects in Complex and Functional Analysis is given by the Bergman spaces on bounded complex domains. These are well known examples of reproducing kernel Hilbert spaces, and they can very easily be considered as the prototype of such spaces.
On the other hand, another quite interesting branch of Analysis is the one provided by the bicomplex numbers BC. The algebra BC is the sum of two copies of C but it is more than a vector space. It carries an algebra structure that can be used to define holomorphicity in the one-dimensional sense of BC. This turns out to be rather non-trivial since the bicomplex holomorphic functions are now characterized by the vanishing of three differential operators instead of just one as in the complex case. We refer to [2] for further details as well as to Section 3 for the fundamental properties. The last three of the operators in Equation (3.1) are those whose vanishing is equivalent to holomorphicity (see Proposition 3.1.
Hence, it is but natural to consider the counterpart of Bergman spaces in bicomplex Analysis. This sort of task has been considered, for example, in [7] where the notion of "weighted" Hardy spaces in bicomplex Analysis was described. We note that in [7] a Bergman space in our sense (see also [8] ) corresponds to a "weighted" Hardy space for a suitable weight. It is also important to note that [7] only considers the case of the bicomplex unit disk in BC.
The main goal of this work is to develop the fundamentals of bicomplex Bergman spaces for any bounded domain in BC. The main definitions and properties are introduced in Section 5. A novel feature is that, besides the bicomplex Bergman spaces, there several other spaces defined by intersecting with the Hilbert space of L 2 bicomplex functions with the kernels of one or of two of the partial differential operators mentioned above. This yields the list of spaces presented in Equation (5.1).
The main results are presented in Section 5, where we describe in Theorem 6.1 the reproducing kernel of the bicomplex Bergman space for bounded domains. An important feature of bicomplex Analysis is that bicomplex holomorphic functions can always be extended to a product-type domain (see [2] ), so we restrict ourselves to this case in this section. On the other hand, we present explicitly the case of the bicomplex unit disk. As noted above, three new spaces appear and we show that two of them, A 2 * ,− (Ω) and A 2 * , † (Ω), are closed, while another one is only dense A 2 †,− (Ω) (see Propositions 6.3,6.4 and Corollary 6.5). We also exhibit in Theorem 6.6 reproducing kernels for the spaces A 2 * ,− (Ω) and A 2 * , † (Ω). Again, we also particularize these results to the case of the bicomplex unit disk.
Finally, in Section 7 we prove that there is relation between the projections of the three reproducing kernel Hilbert spaces: the projection onto the Bergman space is the product of the product-type functions projection with either of the projections onto A 
Bicomplex Numbers
In this section we recollect some known results about bicomplex numbers and we refer to [2] for further details.
We denote by BC the set of the bicomplex numbers defined as the commutative ring whose elements are of the form
where z 1 = x 1 + iy 1 , z 2 = x 2 + iy 2 are complex numbers and we also require that
We consider the bicomplex numbers given by e = 1 + k 2 , e † = 1 − k 2 which form a basis for BC over C(i) (complex numbers with imaginary unit i) and over C(j) (complex numbers with imaginary unit j). Note that e, e † form a pair of idempotents whose product is zero and thus are also zero-divisors. The representation of bicomplex numbers with respect to this idempotent basis is useful in many computations. In what follows, we will denote by S the set of zero divisors of BC and we will also denote S 0 = S ∪ {0}.
Let us denote by D the set of bicomplex numbers of the form x + ky, where x, y ∈ R. These are called hyperbolic numbers and contain e, e † as a basis over R. We also denote by D + the subset of hyperbolic numbers of the form x + ky that satisfy x ≥ 0 and x 2 − y 2 ≥ 0. Note that this condition is equivalent to requiring that for a bicomplex number β 1 e + β 2 e † we have β 1 , β 2 ≥ 0. We call D + the set of positive hyperbolic numbers. Observe that this defines an order by
The bicomplex algebra BC carries three conjugations (involutive additive productpreserving R-linear maps) that are given as follows for Z = β 1 e + β 2 e † ∈ BC, where β 1 , β 2 ∈ C(i).
for Z = β 1 e + β 2 e † as above. In particular, we have |Z| k ∈ D + as well as the following properties for Z, W ∈ BC.
• |Z| k = 0 if and only if Z = 0, and |Z| k is a zero-divisor if and only if Z is a zero divisor.
The previous construction can be extended to BC-modules as follows. For a BC-module X a hyperbolic norm is a function · D : X → D + that satisfies the following properties where x, y ∈ X and Z ∈ BC.
(1)
Once this definition is given, it is possible to consider Banach spaces and algebras as well as C * -algebras from BC-modules with hyperbolic norms. We refer to [1, 6, 7] for further details.
Most of the computations with bicomplex numbers can be performed with coefficients in either C(i) or C(j). The two choices can be related by considering the automorphism given by the following result.
Lemma 2.1. There is a unique involutive automorphism θ : BC → BC such that θ(i) = j and θ(k) = k.
Proof. There is a unique isomorphism of real vector spaces such that
It is now straightforward to check that θ is an involutive automorphism.
BC-holomorphic functions
We now recall the basic properties on regularity of bicomplex functions. Our main references are [2, 3, 4, 5] , but we include some proofs for the sake of completeness.
Let F : Ω → BC be function defined on a domain Ω ⊂ BC. We say that F is bicomplex differentiable at a point Z ∈ Ω if the limit
H exists. In that case it is called the derivative of F at Z and it is denoted by F ′ (Z). If F is bicomplex differentiable at every point in Ω, then F is called BC-holomorphic. We will denote by Hol BC (Ω) the space of BC-holomorphic functions on Ω.
The notion of BC-holomorphicity is closely related to the following bicomplex differential operators (see [3] for more details).
The following result establishes the characterization of BC-holomorphicity.
And in this case we have
The bicomplex operators can be written using the idempotent representation of the bicomplex numbers as follows.
where the usual Cauchy-Riemann operators are given by
We observe that Proposition 3.1 can be reformulated by the following identity.
Next, we see that using the idempotent representation of bicomplex numbers we can characterize the holomorphic functions as follows. Consider a C 1 bicomplex function defined on a domain Ω ⊂ BC and given by
where G 1 and G 2 are complex-valued functions. Then, F is BC-holomorphic if and only if G 1 is a complex holomorphic function of β 1 that does not depend of β 2 and G 2 is a complex holomorphic function of β 2 that does not depend of β 1 . In other words, we have
where G 1 , G 2 are holomorphic functions. We recall that any function of the form
is called a product-type function. Hence, we have shown that every BC-holomorphic function is a product-type function. We recall (see [2] ) that a domain Ω ⊂ BC is said to be of product-type if we can write
where Ω 1 , Ω 2 are both open domains in C(i) that are called the C(i)-projections of Ω. Similarly, we can consider the C(j)-projections by using the idempotent representation with coefficients in C(j). It follows from the previous remarks that every BC-holomorphic function on a domain Ω can be extended to the smallest product-type domain that contains Ω (see [2] ). For this reason it is natural for us to consider product-type domains.
As a consequence of the previous discussion, every BC-biholomorphism of Ω is of the form Φ = ϕ 1 e + ϕ 2 e † , where ϕ 1 ∈ Aut(Ω 1 ) and ϕ 2 ∈ Aut(Ω 2 ). In particular, the BC-automorphism group of Ω is isomorphic to Aut(Ω 1 ) × Aut(Ω 2 ).
An important example is given by B k (0, 1), the bicomplex ball of radius 1 with respect to · k . We observe that B k (0, 1) is a product-type domain in the sense that
where B(0, 1) is the complex unit ball in C(i). Hence, its BC-automorphism group is isomorphic to PSU(1, 1) × PSU(1, 1). As we noted above, equation (3.2) exhibits the space of BC-holomorphic functions as the intersection of the kernel of three bicomplex differential operators. In the next proposition we characterize the pairwise intersections of such kernels. consists of the functions of the form
where H 1 , H 2 are complex holomorphic functions of two complex variables in C(i).
Proof. We recall the idempotent representation of the bicomplex numbers and functions, so that for F ∈ C 1 (Ω, BC) we write In particular, F belongs to the kernel of one of these bicomplex differential operators if and only if G 1 and G 2 belong to corresponding kernels of complex differential operators. From this, it is easy to conclude the result.
From the previous result it follows that Ker
consists of producttype functions.
Proposition 3.3. Let θ be the automorphism of BC defined in Lemma 2.1. Then, the assignment
In particular, by replacing C(i)-coefficients with C(j)-coefficients, the space
consists of the functions of the form
where α 1 , α 2 are C(j) variables and H 1 , H 2 are complex holomorphic functions of two complex variables in C(j).
Proof. It is enough to see that we have
so that the change of coordinates given by θ interchanges the corresponding null spaces. For the last claim use Lemma 2.1.
We now describe further properties of the double kernel intersections from Proposition 3.2.
Definition 3.4.
Let Ω ⊂ BC be a domain. For c one of the conjugations (·) * , (·) † , (·) described before, we say that Ω is c-symmetric if and only if Ω is c-invariant. If Ω is †-symmetric, − -symmetric and * -symmetric then we will say that Ω is BCsymmetric.
Next, we have the following relationship between the differential operator considered above through a change of coordinates given by a conjugation. Proposition 3.5. Let Ω ⊂ BC a BC-symmetric set and F ∈ C 1 (Ω, BC), then we have the following identities.
In particular, the following conditions are equivalent
Proof. The first part clearly implies the last. And the identities are verified as follows.
And finally
Proposition 3.5 gives us bicomplex isomorphisms between the kernels of the previous bicomplex differential operators. Hence, it is possible to restrict our considerations to one of these operators. This allows us to obtain the following result. Proposition 3.6. Let F ∈ C 1 (Ω, BC), then we have the following identities.
In particular, the following conditions are equivalent.
(
Proof. As before, it is enough to prove first We also obtain three real automorphism of Ker ∂ ∂Z * given as follows.
And finally
As a consequence, it follows that Ker ∂ ∂Z * is a bicomplex C * -algebra in the sense considered in [7] , where the involution mapping is given by F → F * • Z * . We refer to [7] for further details.
Bicomplex Hilbert spaces
We recall some fundamental properties of bicomplex Analysis and refer to [2] for further details.
Definition 4.1. Let X a BC-module. A mapping ·, · : X × X → BC is said to be a BC-inner product on X if it satisfies the following properties:
(1) x, y + z = x, y + x, z for all x, y, z ∈ X; (2) µx, y = µ x, y for all µ ∈ BC, for all x, y ∈ X; (3) x, y = y, x * for all x, y ∈ X; (4) x, x ∈ D + , and x, x = 0 if and only if x = 0.
A BC-module X endowed with a bicomplex inner product ·, · is said to be a BCinner product module.
Definition 4.2.
A BC-Hilbert module is a BC-inner product module that is a BCBanach space with the hyperbolic norm defined as
for each x ∈ X.
For any BC-module X, we denote the subspaces eX and e † X by X e and X e † , respectively. Note that we have
a direct sum. ). Let X a BC-module endowed with a BCinner product ·, · . Then, X is a BC-Hilbert module with BC-inner product ·, · if and only if X e and X e † are complex Hilbert spaces for the complex inner products ·, · e and ·, · e † given by the condition
x, x = ex, ex e e + e † x, e † x e † e † for each x ∈ X.
Let X, Y be BC-Hilbert modules, and let T : X → Y be a bounded BC-linear operator. We define the adjoint operator T * : Y → X by the equality
Hence, we have the following usual notation.
(1) An operator T : X → X is said to be a bicomplex self-adjoint operator if and only if T = T * . (2) An operator T : X → X is said to be a bicomplex normal operator if
For V a closed BC-submodule of a BC-Hilbert module, we define the orthogonal complement of V as
The following result is an immediate consequence of the decomposition X = X e ⊕ X † e . Proposition 4.4. Let X be a BC-Hilbert module, V ⊂ X be a closed BC-sumbodule of X, then each x ∈ X can uniquely represented as a sum
where v ∈ V and w ∈ V ⊥ . In other words, we have
This allows us to define the following BC-linear orthogonal projections
These are bounded BC-linear operators which are also idempotent and self-adjoint.
In fact, we have the following characterization of bicomplex orthogonal projections.
Proposition 4.5. Let X be a BC-Hilbert module, V ⊂ X be a closed BC-submodule of X. A BC-linear operator T : X → V is the bicomplex orthogonal projection onto V if and only if T (X) = V , T 2 = T and T is a bicomplex self-adjoint operator.
Proof. Let T be the orthogonal projection onto V . We clearly have T (X) = V and T 2 = T . Also, since X = V ⊕ V ⊥ and by orthogonality we have T x, y = T x, T y = x, T y for all x, y ∈ X. Hence, T is a bicomplex self-adjoint operator.
Let us now assume that T is bicomplex self-adjoint operator such that T 2 = T and T (X) = V . Let us also consider w ∈ V ⊥ . Hence
Thus showing that T (V ⊥ ) ⊂ Ker(T ). Let us now consider x ∈ X such that T x = 0. Then for each y ∈ X T y, x = y, T x = 0, because T (X) = V . Hence, y ∈ V ⊥ and consequently KerT = V ⊥ . Now let u ∈ V and let y ∈ X be such that T y = u then T u = T 2 y = T y = u. Next, assume that for a given x the vector v ∈ V is the orthogonal projection of x, so that
thus showing that T x = v.
Bicomplex Bergman spaces
We now return to the case of bicomplex function spaces.
Let Ω be a (measurable) subset of BC and F : Ω → BC be a function, we will say that F is an integrable function on Ω if its real components are integrable functions on Ω. In this case we define the integral of F on Ω by
where dµ denotes the 4-dimensional Lebesgue measure on Ω identified with a subset of C 2 . Note that we may consider the real components of the idempotent representation of F as follows
and it is easy to see that F is integrable if and only if g 1 , g 2 , g 3 , g 4 are integrable as well. Thus the complex components of the idempotent representation of F , which are given by h 1 = g 1 + ig 2 and h 2 = g 3 + ig 4 are complex integrable functions and
Let us denote by L 2 k (Ω, BC) the space of bicomplex functions F : Ω → BC such that |F | 2 k is integrable. Using the idempotent representation, we see that this is equivalent to h 1 , h 2 being square integrable function, i.e. h 1 , h 2 ∈ L 2 (Ω, C(i)). In other words, we conclude that
as BC-modules, and using the inner product of L 2 (Ω, C(i)) we can define BC-inner product in L 2 k (Ω, BC) which is given by
It follows easily that L 2 k (Ω, BC) is a BC-Hilbert space. When Ω is a product-type domain with C(i)-projections Ω 1 and Ω 2 and C(j)-projections Γ 1 and Γ 2 , as it was considered before, we have the product-type functions described before for both cases. This yields the space of product-type functions with square integrable components which is given, as a bicomplex Hilbert space, by the space
and it clearly is a closed subspace of
† is the operator Π P T F (projection onto product-type functions) given by
where |Ω i | is the area of the set Ω i and f 1 , f 2 are the C(i)-components of F . Similarly, we can write this projection using the C(j)-idempotent representation as follows
where |Γ i | is the area of the set Γ i and g 1 , g 2 are the correspondent C(j)-components of F . These claims are easily seen by showing that the above expressions are idempotent, BC-self-adjoint and surjective onto the required subspace. Note that we are also assuming that Ω is bounded so that its projections are bounded as well.
In the rest of this work we will assume that Ω is a bounded product-type domain of the form Ω 1 e + Ω 2 e † , and Π P T F will denote the previous orthogonal projections.
Definition 5.1. For a Ω a bounded product-type domain, the bicomplex Bergman space over Ω is given by We can also consider the intersection with L k (Ω, BC) of the null spaces of the bicomplex differential operators defined before. For this, we introduce some notation. In the rest of this work we will use the following notation. 
Bergman kernels and other kernels
This section has our main results: the description of the reproducing kernel of the bicomplex Bergman space and its related spaces. We start with the Bergman kernel itself. As it was noted before, Ω is assumed to be a bounded BC-holomorphic product type domain with projections Ω 1 , Ω 2 which are bounded domains in C(i). 
is the reproducing kernel of the bicomplex Bergamn space A 2 Hol (Ω), where Z = z 1 e + z 2 e † , W = w 1 e + w 2 e † , and z 1 , z 2 , w 1 , w 2 ∈ C(i).
Proof. Since k w,i (z) = k i (z, w) ∈ A 2 Hol (Ω i ), we conclude that K(Z, W ) ∈ A 2 Hol (Ω). Let us now consider F ∈ A 2 Hol (Ω), which can be written as F (Z) = f 1 (z 1 )e + f 2 (z 2 )e †
