Abstract: Service management in cloud manufacturing (CMfg), especially the service selection and scheduling (SSS) problem has aroused general attention due to its broad industrial application prospects. Due to the diversity of CMfg services, SSS usually need to take into account multiple objectives in terms of time, cost, quality, and environment. As one of the keys to solving multi-objective problems, the preference information of decision maker (DM) is less considered in current research. In this paper, linguistic preference is considered, and a novel two-phase model based on a desirable satisfying degree is proposed for solving the multi-objective SSS problem with linguistic preference. In the first phase, the maximum comprehensive satisfying degree is calculated. In the second phase, the satisfying solution is obtained by repeatedly solving the model and interaction with DM. Compared with the traditional model, the two-phase is more effective, which is verified in the calculation experiment. The proposed method could offer useful insights which help DM balance multiple objectives with linguistic preference and promote sustainable development of CMfg.
Introduction
With extensive application of the Internet, big data, and cloud computing in industry, cloud manufacturing (CMfg), a new service-oriented business model, was proposed in 2010 [1, 2] . In the last ten years, it has received more and more attention not only from industrial enterprises but also from researchers [3] [4] [5] [6] . With the support of information technology, CMfg is designed to realize sharing of resources distributed in different places [7] [8] [9] [10] [11] . In order to realize its objective, distributed manufacturing resources are aggregated by a common cloud platform and encapsulated into different kinds of manufacturing services [12, 13] . These virtual services will be provided to clients or users in the pay-as-you-go mode. Given the various needs of clients, flexible selection and scheduling of these services become a significant challenge.
Generally, CMfg platform is operated in the following two manners [14, 15] . The first one is decentralized operating mode, in which clients can directly select the available services on the platform and pay the services in need. In such mode, the service selection and scheduling (SSS) decisions are made by clients independently. Another one is centralized operating mode, in which cloud platform selects and schedules the services to satisfy clients' requests, and clients only need to present their demands and expectations. In the current customization and individualization development trend of industrial product, manufacturing tasks have become more and more complex. The centralized 
Service pool
Service publication Clients can submit orders to the CMfg platform, and each order that meets the basic requirements of the platform will be accepted and considered as a task. In order to complete these accepted tasks, the platform mainly performs the following three processes [16] :  Task decomposition: Manufacturing tasks in CMfg can be divided into simple tasks and complex tasks. Here, simple tasks can be assigned directly to available services, while complex tasks have to be decomposed into multiple subtasks, so that each subtask can be performed by a separate service [5, 16] . There are four commonly accepted composition structures: sequential, parallel, selective, and loop [16, 18, 23] .
 Service discovery and matching: for each subtask, the available services are found and put into the service set.
 Service selection and scheduling (SSS): for each subtask, one service is chosen from the corresponding service set, then these subtasks are scheduled onto the available time windows of selected services, and routes required transportations, such that the overall objectives are optimized.
Suppose there are N tasks received on a platform within a certain decision period to be processed, which are represented by
Each task contains multiple subtasks, and for task j T , the subtask set is represented as
The objective function of SSS problem usually requires consideration of criteria, such as cost, time, quality, and environment. For the system-centered SSS, the choice of the final solution depends on the preference information given by decision maker (DM). Linguistic terms, as one of the power descriptions for preference, are considered in this paper. For the convenience of modeling, the linguistic terms are expressed by the importance parameter b. Here, we consider four linguistic terms "general" ( Clients can submit orders to the CMfg platform, and each order that meets the basic requirements of the platform will be accepted and considered as a task. In order to complete these accepted tasks, the platform mainly performs the following three processes [16] :
• Task decomposition: Manufacturing tasks in CMfg can be divided into simple tasks and complex tasks. Here, simple tasks can be assigned directly to available services, while complex tasks have to be decomposed into multiple subtasks, so that each subtask can be performed by a separate service [5, 16] . There are four commonly accepted composition structures: sequential, parallel, selective, and loop [16, 18, 23] .
• Service discovery and matching: for each subtask, the available services are found and put into the service set.
• Service selection and scheduling (SSS): for each subtask, one service is chosen from the corresponding service set, then these subtasks are scheduled onto the available time windows of selected services, and routes required transportations, such that the overall objectives are optimized.
Suppose there are N tasks received on a platform within a certain decision period to be processed, which are represented by T = T 1 , . . . , T j , . . . , T N . Each task contains multiple subtasks, and for task T j , the subtask set is represented as ST j = ST j,1 , ST j,2 , . . . , ST j,K j .
The objective function of SSS problem usually requires consideration of criteria, such as cost, time, quality, and environment. For the system-centered SSS, the choice of the final solution depends on the preference information given by decision maker (DM). Linguistic terms, as one of the power descriptions for preference, are considered in this paper. For the convenience of modeling, the linguistic terms are expressed by the importance parameter b. Here, we consider four linguistic terms "general" (b = 4), "important" (b = 3), "somewhat important" (b = 2), and "very important" (b = 1). Then, the key problem becomes how to choose the most preferred solution, which optimizes multiple objectives in collaboration, while reflecting the relative importance based on linguistic preference.
The Multi-Objective Service Selection and Scheduling Model and Solution Methods

Assumptions
•
All tasks are independent of each other.
The service capabilities have been fully gathered in the given period.
• Each subtask has qualified service set and must be assigned to one service to complete.
• A started subtask cannot be interrupted.
Before the SSS process, the service pool for each subtask has been built. Moreover, the time, cost, quality, and environmental cost of service for different services are already known.
• Only the sequence model is considered in this paper, which is just to simplify the calculation and does not affect the results of the study. Then, there is a precedence constraint relationship between various subtasks in a task.
• Consider a situation where there is only one DM. 
Model Formulation
For the multi-objective optimization problem, a general model is expressed as:
In which f 1 , f 2 , . . . , f g are the negative objectives for minimization, such as cost, time, etc. and f g+1 , f g+2 , . . . , f G are the positive criteria or objectives for maximization like quality, and reliability. X d is the feasible solution set.
As an optimization problem, SSS needs to consider the construction of an objective function. In previous works, various types of criteria for service selection or service/task scheduling have been presented. Considering the sustainability of the CMfg, the total environmental cost and some other system-centered criteria, such as maximum completion time, total service cost, average quality for all tasks, are considered in this paper. Then the multi-objective model in cloud manufacturing is as follows:
Subject to:
where, x i,h j,k
Objectives (2)- (5) are respectively the maximum completion time f 1 , total service cost f 2 , average quality f 3 , and total environmental cost f 4 for all tasks. For each task T j , its completion time t j , task cost c j , and service quality q j should not exceed the limits given by the client, which is represent by t max
In our model, we assume that subtask ST j,k can be assigned to only one service SE i,h . This can be described by Formulas (10) and (11) .
In a real situation, multiple objectives might conflict with each other and cannot be optimized simultaneously. Then, the membership function µ f g for the gth objective is defined and expressed as:
where, Formula (12) is for minimization objectives and Formula (13) is for maximization objectives. f min g and f max g can be obtained by solving each objective or given by DM. Normalization reduces the impact of a single objective on other objectives in the optimization process. Then the objective function is expressed as:
Faced with the situation that decision maker can only give linguistic preference information rather than exact weights. According to Chen and Tsai's [28] ideas, the relative importance could be expressed as:
where P f g = b mean that the gth objective's relative importance is b, the corresponding desirable satisfying degree is µ * b . (15) is directly given by the DM and added to the constraints of SSS problem, the feasible region will be greatly reduced, especially when the desirable satisfying degree is too high. Therefore, we have to find a better solution on the basis of (15) . Instead of requiring the DM to give µ * b beforehand, this paper treats it as a variable. The principle that more important objectives have a higher desirable satisfying degree is expressed as:
If the Formula
However, Formula (16) only shows the different relative importance, and its strict comparative relation is still not conducive to finding a more satisfactory solution. Therefore, in order to avoid this situation, the variable γ is introduced to relax it, forming the following importance comparison relationship:
If γ ≥ 0, the importance requirement is met, else if γ < 0, it does not meet the importance requirement.
In order to balance optimization of all objectives with different importance, and to avoid strict Constraint (16) which may lead to no solution, we decompose the SSS problem with linguistic preference into two sub-problems. The satisfying degree of the optimization results requires the participation of the DM. Therefore, the two-phase interactive optimization model is constructed as follows:
Phase 1:
where
are the decision variables. The optimal solution λ * is defined as the maximum comprehensive satisfying degree, which represents the maximum satisfying degree value that can be achieved by the worst objective of all objectives without considering preference. It should be noted that the constraint µ f i (x) ≤ 1 ensures comparability between satisfying degree of different objectives.
Phase 2: Desirable satisfying degree is divided into different levels by Formula (17) . In order to expand the scope of feasible region, we relax the maximum comprehensive satisfying degree λ * .
where µ * b is taken as a variable, ∆δ(0 ≤ ∆δ ≤ 1) is the parameter to relax the maximum comprehensive satisfying degree λ * . Based on the Constraint (19), the second model is established as:
, γ are the decision variables. As an optimization indicator, maximizing γ means to maximize differences in desirable satisfying degrees among objectives of different importance.
Optimization Algorithm
Step 1: Set up the membership functions of the objectives based on the requirement of DM.
Step 2: Calculate the maximum comprehensive satisfying degree λ * based on Formula (18) Step 3: Set ∆δ = 0, list the same comparative relationships as Formula (19) according to the linguistic preferences of DM, then construct the second Model (20) .
Step 4: Solve Model (20) by a suitable single objective method.
Step 5: If no feasible solution is found, then go to step 6. On the contrary, if a feasible solution is found, the DM will decide whether the solution is satisfying or not. If γ < 0 or γ > 0 but DM is not satisfied, then go to step 6. If it does not belong to the above situations, then a satisfactory solution has been found.
Step 6: Set the new parameter ∆δ to relax λ * , and go back to step 4.
Computational Experiments and Results
A small example is first used to demonstrate the working of the two-phase method. Then a number of computational experiments with problems of various sizes are designed to demonstrate its effectiveness and efficiency. At last, the performance stability of the proposed method is tested.
A Small Scheduling Example
Figure 2 presents a small SSS example in system-centered CMfg with centralized operating mode. In this example, three tasks are considered, and each consists of four subtasks. Assume that there are two enterprises on the CMfg platform, i.e., E 1 to E 2 . Every enterprise provides two types of service. The detail of the example is shown in Appendix A. The task and service information is shown in Table A1 , and the geographical distance between enterprises is shown in Table A2 . To test the validity of the two-phase method, the max-min method and the weighted sum method are adopted for comparison. DM has different preferences for multiple objectives. For the two-phase method, the relative importance of the objectives is 3-2-4-1. b 4 = 1 means that the fourth objective is the most important, b 3 = 4 means that the third objective is the most unimportant. For the weighted sum method, we invited 10 volunteers to be decision makers. They gave the weight of each objective according to the relative importance (3-2-4-1). Then the average values of these 10 groups of weights were calculated and used as final weights. The final objective weights are 0.143, 0.286, 0.095, 0.476, respectively. It should be pointed out that the max-min method and the weighted sum method do not need to find the desirable satisfying degree. However, in order to make a comparative analysis, the optimal solutions obtained by the two methods are added to Model (20) as a known condition to find the corresponding µ * b and γ. ∆δ in the three method are all set as 0.9. Three best feasible SSS results found by the above mentioned three SSS methods are shown in Figure 2 . We can see that the completion time t j of task T j is made up of three parts: logistics time lt j , service time st j and waiting time wt j . Through the start time at jk and the service time st ih jk , the completion time of subtask ST jk could be found by the formula ct jk = at jk + st ih jk . The figure also shows three methods to find different completion times.  is low, and rs is the largest. Figure 3 shows the satisfying degree and desirable satisfying degree corresponding to the best feasible SSS results. From the perspective of actual satisfying degree µ f g , the difference of satisfying degree in (a) is not consistent with the relative importance of the objectives (3-2-4-1), and the minimum satisfying degree µ min f g = min µ f g = 0.5714 is the largest of the three methods. The difference of satisfying degree in (c) is the most obvious, however it does not fully conform to "objectives with higher importance have greater satisfying degree values." Compared with (a) and (c), the satisfying degree in (b) not only achieves the overall optimization, but also maintains the important difference. The concept of redundant satisfying degree (rs) is introduced to compare the three methods from the perspective of a desirable satisfying degree µ * b , which means the difference between an actual satisfying degree and a corresponding desirable satisfying degree. For the gth objective,
The total redundant satisfying degree for all objectives is rs = 4 g=1 rs g . The smaller the rs is, the closer the satisfying degree and expectation satisfying degree are, and the more consistent the SSS scheme is with the preferences of decision makers. By comparison, we can find that both (a) and (b) have higher µ * b , however in (b), γ is bigger and rs is the smallest, which indicates that the difference of importance between objectives in (b) is more obvious. (c) has the largest γ, indicating that the difference of importance between objectives is the most obvious, but µ * b is low, and rs is the largest. Table 1 shows the optimal results found by the two-phase method with different   . It can be seen that the smaller   , the larger  is, which also means more search space. 
Computational Experiments
Data Generation
Problems of different sizes were generated to compare the three methods. The main difference is that these problems have a different number of tasks, subtasks, and services. The number of services includes 6, 12, and 18, the number of tasks includes 5, 10, and 15, and the number of subtasks includes 8, 10, and 12. Therefore, there are 3 3 =27 possible combinations. We chose 9 of the 27 to test these three methods, i.e., 6s5t8st, 6s10t10st, 6s15t12st, 12s5t10st, 12s10t12st, 12s15t12st, 18s5t8st, 18s10t8st, 18s15t10st. For each combination, one group of datasets is generated, in which the relative important of the objectives, the service eligibility to fulfill each subtask. The available services and related information for each subtask are randomly generated in a uniform distribution. At the same time, two cases, 0.9    , and 0.7
  
, are set to test the effect of different   value on the final solution. Table 2 summarizes the ranges of st (service time), sc (service cost), q (quality), ec (environmental cost), we (weight) and d (distance) based on which the datasets are generated. Table 1 shows the optimal results found by the two-phase method with different ∆δ. It can be seen that the smaller ∆δ, the larger γ is, which also means more search space. In this example, it can be seen that different SSS methods result in different satisfying degree µ f g and desirable satisfying degree µ * b . It is necessary to investigate the performance of different SSS methods on multiple objectives in different dataset sizes. More results are presented in the next subsection.
Computational Experiments
Data Generation
Problems of different sizes were generated to compare the three methods. The main difference is that these problems have a different number of tasks, subtasks, and services. The number of services includes 6, 12, and 18, the number of tasks includes 5, 10, and 15, and the number of subtasks includes 8, 10, and 12. Therefore, there are 3 3 = 27 possible combinations. We chose 9 of the 27 to test these three methods, i.e., 6s5t8st, 6s10t10st, 6s15t12st, 12s5t10st, 12s10t12st, 12s15t12st, 18s5t8st, 18s10t8st, 18s15t10st. For each combination, one group of datasets is generated, in which the relative important of the objectives, the service eligibility to fulfill each subtask. The available services and related information for each subtask are randomly generated in a uniform distribution. At the same time, two cases, ∆δ = 0.9, and ∆δ = 0.7, are set to test the effect of different ∆δ value on the final solution. Table 2 summarizes the ranges of st (service time), sc (service cost), q (quality), ec (environmental cost), we (weight) and d (distance) based on which the datasets are generated. The genetic algorithm used in the experiment contains 50 individuals per generation, up to 100 iterations, with a crossover probability of 0.8 and a mutation probability of 0.1. The selection of these parameters was based on published studies and preliminary tests were performed [29] [30] [31] . Here we no longer adjust the parameters because it takes a lot of time. However, by adjusting the parameters, it is entirely possible to find better results than in this paper. In order to get the statistical results of the optimal solution, each method runs 10 times for each selected problem. The experiments are all on Matlab. The operating environment of the computer is Intel (R) Core (TM) i5-7200U CPU @ 2.50Ghz, 16 GB RAM and Windows 10 operating system.
Test Results
The following performance indicators are considered:
The desirable satisfying degree of the least important objectives, representing the overall optimization level of all objectives.
• γ: Parameter of importance, which means the difference of satisfying degree between objectives with different importance.
• rs: Redundant satisfying degree, which means the difference between an actual satisfying degree and a corresponding desirable satisfying degree.
The results from ten runs are recorded, and the average of µ *
4
, γ, rs, CPU time are calculated separately. The results are shown in Table 3 , and the following can be observed.
Compared with the weighted sum method, the max-min method and two-phase method can always find a larger µ *
. In most cases, µ * 4 in the two-phase method is slightly larger than the max-min method, but the difference is not very stable.
The γ in the two-phase method is always not less than the max-min method, and most of the cases are greater than. The weighted sum method can find a larger γ than the two-phase method, but there are some exceptions, especially when ∆δ = 0.7.
rs in the two-phase method is generally smaller than the max-min method, especially when the task size is larger, but there are exceptions when the task size is small. rs in the weighted sum method is much larger than the other two methods.
As the size of tasks, subtasks and services increases, the time spent by the three methods also increases, and the size of tasks and subtasks has a greater impact than the number of services.
Compared to ∆δ = 0.9, when ∆δ = 0.7, all three methods can find lower µ * 4 , higher γ. The CPU time consumed by the two-phase method increases significantly as ∆δ becomes smaller, while it does not change too much under the other two methods.
In conclusion, the two-phase method outperforms the other two methods in finding the desirable satisfying degrees, which reflect the linguistic preference of decision makers. The two-phase method can not only achieve the collaborative optimization of all desirable satisfying degree, but also ensure the difference between them. In addition, the difference between a desirable satisfying degree and an actual satisfying degree is relatively small. The two-phase method has a good performance, but it takes more time, especially ∆δ is relatively low. It should be noted that by adjusting the weight value, the weighted sum method can also get more satisfactory results for decision makers, but the inconsistency between the objective weight and the actual satisfying degree still exists. In addition, it is difficult for decision makers to translate linguistic preferences into precise weight values. Hence, for the SSS problem in cloud manufacturing, when the preference information of DM is expressed by linguistic terms, the two-phase method provides a better choice. 
Performance Stability of Different Scheduling Schemes
To verify the stability of the three methods, larger scale services, tasks, and subtasks were tested, and finally, the results of different numbers of relative importance levels were observed.
Different Scales of Services and Tasks/Subtasks
Here, we have greatly increased the number of services, from the previous 6, 12, 18 to 60 and 600. The ranges of service time, service cost, quality, environmental cost, weight and distance follows data in Table 2 . The range of parameters here and the definition of GA, is the same as in Section 4.2.
The results are shown in Table 4 , the max-min method does not perform well than the two-phase method both in terms of increasing γ or decreasing rs, especially when ∆δ is small. As the number of tasks in the problem increases, all three methods need to consume more CPU time. However, only the increase in the number of services does not necessarily lead to an increase in CPU time. Specifically, the weighted sum method requires relatively little computation time, and the advantage of the two-phase method is reflected in the efficiency of finding a satisfactory solution. In the above-mentioned experiments, we considered four levels of relative importance, i.e., b = 1, 2, 3, 4. In this section, the number of relative importance levels changed from three to seven. In order to test the performance of different methods, we chose combination 12s10t12st to conduct the experiment. All other parameters are the same as Section 4.3.1, and the results obtained by the three methods are shown in Table 5 . It can be discovered that: the two-phase method is obviously superior to the other two methods when the number of levels is three, four, and five. However, for the situation that the number of level equals six and seven, the rs increases obviously in the two-phase method, even though the solution still keeps a higher µ * 4 and a larger γ. It indicates that the deviation between expectation satisfaction and actual satisfaction increases significantly. This is mainly because the number of levels is relatively large, resulting in the satisfying degree of the most important objective and the least important objective being too different. Therefore, the two-phase method is suitable for multi-objective optimization problems which need to achieve the optimization of all objectives, while maximizing the difference in optimization effects among objectives of different importance. 
Conclusions
For the multi-objective service selection and scheduling (SSS) problem with linguistic preference in cloud manufacturing (CMfg), a novel two-phase interactive optimization method is proposed in this paper. Whether the decision maker (DM) is satisfied is the final choice criteria. In the proposed method, the order of the desirable satisfying degrees is introduced and used to express the vague relative importance among the objectives showed by linguistic information. Next, the original problem is decomposed into two sub-problems and solved sequentially. The first-phase model aims to maximize overall satisfaction and achieves that all objectives are as close to the ideal value as possible. Then, in the second-phase model, the objective value of the first phase is taken as the constraint of the second phase and gradually relaxed until a solution that satisfies the DM is found. In the problem-solving process, the second phase is the most important, and if the DM is not satisfied, the next relaxation parameter will be given. Through these two phases, the optimization of all objectives and difference control of satisfying degrees are both achieved. The current method is easy to be implemented and applied. In order to apply the current method to cloud manufacturing, what needs to be done is to identify the number of relative importance levels and DM's linguistic preference for each objective. The benefit of quantifying the difference between satisfying degrees is that the DM can control the objective value more accurately in the process of decision-making, while avoiding giving the exact weight value before decision-making.
In the future, we can conduct deeper research from multiple directions. First, it is desirable to investigate other types of preference information, such as different priority of objectives. Secondly, the influence of adjustment of preference information in the decision-making process is also worth exploring. Furthermore, more advanced algorithms can be explored to reduce computation time. The distance between enterprises is shown in Table A2 . For example, d 1,2 = 222. The logistics time parameter α = 0.08, the logistics cost parameter β = 0.005. 
