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Abstract: In the uncertainty treatment framework considered in this paper,
the intrinsic variability of the inputs of a physical simulation model is modelled
by a multivariate probability distribution. The objective is to identify this
probability distribution - the dispersion of which is independent of the sample
size since intrinsic variability is at stake - based on observation of some model
outputs. Moreover, in order to limit to a reasonable level the number of (usually
burdensome) physical model runs inside the inversion algorithm, a non linear
approximation methodology making use of Kriging and stochastic EM algorithm
is presented. It is compared with iterated linear approximation on the basis
of numerical experiments on simulated data sets coming from a simplified but
realistic modelling of a dyke overflow. Situations where this non linear approach
is to be preferred to linearisation are highlighted.
Key-words: Uncertainty Modelling, Non linear Approximation, Kriging,
Stochastic Algorithm
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Me´thodes non line´aires pour des proble`mes
statistiques inverses
Re´sume´ : Dans le cadre du traitement des incertitudes e´tudie´ dans cet article,
la variabilite´ intrinse`que des entre´es d’un mode`le physique est mode´lise´e par
une loi de probabilite´ multivarie´e. L’objectif est d’identifier cette loi de prob-
abilite´ (sa dispersion est inde´pendante de la taille de l’e´chantillon puisque l’on
traite de la variabilite´ intrinse`que) a` partir d’observations des sorties du mode`le.
Afin de se limiter a` un nombre d’appels raisonnable au code de calcul (souvent
couˆteux) du mode`le physique dans l’algorithme d’inversion, une me´thodologie
d’approximation non line´aire faisant intervenir le krigeage et un algorithme EM
stochastique est pre´sente´e. Elle est compare´e a` une me´thode utilisant une ap-
proximation line´aire ite´rative sur la base de jeux de donne´es simule´es provenant
d’un mode`le de crues simplifie´ mais re´aliste. Les cas ou` cette approche non
line´aire est pre´fe´rable seront mis en lumie`re.
Mots-cle´s : Mode´lisation des incertitudes, Approximation non line´aire, Krigeage,
Algorithme stochastique
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1 Introduction
Probabilistic uncertainty treatment is gaining fast growing interest in the in-
dustrial field, as reviewed by Rocquigny (de) et al. (2008). In the energy sector,
such uncertainty analyses are for instance carried out in environmental studies
(flood protection, eﬄuent control, etc.), or in nuclear safety studies involving
large scientific computing (thermo-hydraulics, mechanics, neutronics etc.). Be-
sides the uncertainty propagation challenges when dealing with complex and
high CPU-time demanding physical models, one of the key issues regards the
quantification of the sources of uncertainties. The problem is to choose reliable
statistical models for the input variables such as uncertain physical properties of
the materials or industrial process or natural random phenomena (wind, flood,
temperature, etc.).
A key difficulty, traditionally encountered at this stage, is linked to the
highly-limited sampling information directly available on uncertain input vari-
ables. An industrial case-study can largely benefit from integrate indirect in-
formation such as data on other more easily observable parameters linked to
the uncertain variable of interest by a physical model. It demands methods us-
ing of probabilistic inverse methods since the recovering of indirect information
involves generally the inversion of a physical model. Roughly speaking, this
inversion transforms the information into a virtual sample of the variable of in-
terest, before applying to it standard statistical estimation. Yet, it is mandatory
to limit to a reasonable level the number of (usually large CPU-time consuming)
physical model runs inside the inverse algorithms.
As in Celeux et al. (2009), this paper concentrates on the situation where
there is an irreducible uncertainty or variability in the input parameters of a
physical model. Observations are modelled with a vector of physical variables y
that are connected to uncertain inputs x through a deterministic (and suppos-
edly well-known) physical model y = H(x, d). As a clear difference to classical
parameter identification x is not supposed to have a fixed, albeit unknown physi-
cal value: It will be modelled with a random variable taking different realisations
for each observation. The purpose is thus to estimate its probability distribu-
tion function instead of its point value. On the other hand, d stands for fixed
inputs. A key difficulty is that the time needed to compute the physical function
H is huge since H is often the result of a complex code. Thus, it is desirable
or necessary to limit the number of calls to the H function. For this very rea-
son, Celeux et al. (2009) investigated efficient estimation algorithms based on
a linearisation of the model around a fixed value x0 to estimate the parameters
distributions in this context. But, the linearisation method has some drawbacks
associated to the approximation error induced, and the potential difficulty in
choosing an adequate linearisation point before identification. In this paper, we
propose an alternative solution avoiding the linearisation of H by using a non
linear approximation of the function H obtained through Kriging. The paper is
organised as follows. In Section 2, the model is stated and the linear procedure
of Celeux et al. (2009) is summarised. In Section 3, a stochastic procedure
using a non linear approximation of H is presented. Section 4 is devoted to
the presentation of numerical experiments for comparing the two approaches.
A short discussion section ends the paper.
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2 The model and its linear identification
The considered model takes the form
Yi = H(Xi, di) + Ui, 1 ≤ i ≤ n (1)
with the following features
❼ (Yi) in R
p denotes the vector data,
❼ H denotes a known function from R(q+q2) to Rp. The function H can be
typically regarded as a ”black box” and getting the output H(x, d) from
any input (x, d) is quite expensive. To ensure the identifiability of model
(1), H is assumed to be injective.
❼ (Xi) in R
q denotes non observed random data, assumed to be independent
and identically distributed (i.i.d.) with a Gaussian distribution N (µ,C).
❼ (di) denotes observed variables related to the experimental conditions,
with dimension q2.
❼ (Ui) denotes measurement-model errors, assumed i.i.d. with distribution
N (0, R), R being known or unknown. Variables (Xi) and (Ui) are assumed
to be independent.
The aim is to estimate the parameters (µ,C,R) from the data (Yi, di), i =
1, . . . , n. Since the (Xi) are not observed, a good estimation of this missing
structure model would require to compute the function H a lot of times. But,
as written above, computing values of H is quite expensive.
A linearised method In order to limit to a reasonable amount of computa-
tion the number of calls to the function H to estimate the model parameters, a
linear approximation of the model defined in (1) has been investigated in Celeux
et al. (2009). In this approach the function H is linearised around a fixed value
x0 (chosen from expert informations). The approximated model is
Yi = H(x0, di) + JH(x0, di)(Xi − x0) + Ui, 1 ≤ i ≤ n (2)
where JH(x0, di) is the Jacobian matrix of the function H in x0, with dimension
p× q.
In the following, for simplicity, the variance matrix R is assumed to be known
to sketch the approach of Celeux et al. (2009). First the linear model (2) is
supposed to be identifiable. It is ensured if and only if rank(JH) = q with
JH = (JH(x0, d1), ..., JH(x0, dn))
T .
The data (Xi) being non observed, the estimation problem is a missing data
structure problem that can be solved with an EM-type algorithm (Dempster et
al. 1977). The EM algorithm alternates two steps at iteration (k + 1):
❼ E step (Expectation): It consists of computingQ(θ, θ(k)) = E[L(θ, Z)|Y, θ(k)]
where L is the completed loglikelihood.
❼ M step (Maximisation): θ(k+1) = argmax
θ∈Θ
Q(θ, θ(k)).
INRIA
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In the present context updating formulas for µ(k) and C(k) in the M step are
closed form.
A variant devoted to accelerate the EM algorithm, which is known to often
encounter slow convergence situations, is the ECME (Expectation-Conditional
Maximisation Either) algorithm of Liu and Rubin (1994). The M-step is re-
placed by CME-steps (Conditional Maximisation Either), maximising condition-
ally to some parameters, the Q-function or the actual observed loglikelihood,
ln(L(θ)).
To compute θ(k+1) = (µ(k+1), C(k+1)) for model (2), the iteration (k + 1) of
ECME is as follow: the E-step is the same as in EM and the M-step is replaced
with two steps. The first CME step, to update the variance matrix C, is similar
to the M step of EM with µ fixed to µ(k). The second CME step, to update
the parameter µ, maximises the incomplete-data loglikelihood over µ, assuming
C = C(k+1) (see also De Crecy 1996). Introducing the notation: hi = H(x0, di);
Ji = JH(x0, di),
A
(k)
i = Yi − hi − Ji(µ(k) − x0), B(k)i = C(k)JTi and V (k)i = JiC(k)JTi +R,
the ECME updating equations for model (2) are
C(k+1) = C(k)+
1
n
n∑
i=1
[
(B
(k)
i (V
(k)
i )
−1A(k)i )(B
(k)
i (V
(k)
i )
−1A(k)i )
T −B(k)i (V (k)i )−1(B(k)i )T
]
,
µ(k+1) − x0 =
(
n∑
i=1
JTi (V
(k+1)
i )
−1Ji
)−1( n∑
i=1
JTi (V
(k+1)
i )
−1(Yi − hi)
)
.
The EM and ECME algorithms have shown to work well in practice (Celeux
et al., (2009)). But the linearisation approach could be sensitive to the lineari-
sation point x0. To reduce its influence, a simple solution is to use an iterative
linearisation of the physical model H, as now described:
❼ Initial Step: Starting from an initial linearisation point: xlin = x0;
(H(x0, di))i and (JH(x0, di))i are computed. Then the ECME algorithm,
initiated at θinit = (x0, C0), is run leading to the estimate θˆ
(1).
❼ Step l + 1 : Let xlin = µˆ
(l). Then (H(xlin, di)) and (JH(xlin, di)) are
computed and the ECME algorithm initiated with θinit = θˆ
(l), leads to
the estimate θˆ(l+1).
This algorithm is run until some stopping criterion, as max
j
(
|θ(l+1)j − θ(l)j |
|θ(l)j |
)
≤ ε
with some fixed ε, is satisfied.
Remark: In the general case where di experimental conditions vary through-
out the sample, changing the linearisation point requires n calls ofH forH(xlin, di)
plus n× q × a calls of H for JH(xlin, di) through finite differences where a = 1
to say a = 5 according to the roughness of H. This iterate linearisation is ex-
pected to perform well when the function H is not highly non linear. Otherwise
alternative non linear approximations of H could be required.
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3 Using a non linear approximation of the func-
tion H
In some cases, linear approximation of the function H could be unsatisfactory.
But in such cases, the E and M steps in EM and ECME algorithms are difficult
to implement. For instance, the conditional expectation function Q is not closed
form. A possible answer is to use a stochastic version of the EM algorithm such
as the SEM algorithm (Celeux and Diebolt, 1985, 1987) or the SAEM algorithm
(Delyon et al., 1999). However these algorithms which require to simulate the
missing xi according to their current conditional distribution at each iteration,
need to call H some thousand times which is far too CPU time consuming. In
practice, to save CPU running time, the number of calls to the function H is
constrained to be smaller than a maximum value Nmax. Therefore, we propose
a method coupling the SEM algorithm with a non linear approximation of H.
Its principle is as follows: A set of points D = {(x1, d1), ..., (xNmax , dNmax)} with
size Nmax is chosen. Then H is computed at each point of D and will be not
called again in the algorithm. Whenever H has to be computed at a point (x, d),
the true value H(x, d) is replaced by an approximation Hˆ(x, d), obtained with
a barycentric interpolation or Kriging.
The considered model is the model (1):
Yi = H(Xi, di) + Ui, 1 ≤ i ≤ n.
In this section, the variance matrix R of the measurement model error can
be assumed known or not. The aim is to estimate the parameter θ = (µ,C, (R)).
3.1 The SEM algorithm
The Stochastic EM (SEM) algorithm incorporates a simulation step between
the E and M steps. Its (k + 1)th iteration involves three steps:
❼ E step: Computation of the conditional density p(.|Y ; θ(k)) of X(k), θ(k)
being the current fit of parameter θ.
❼ S step (Stochastic): It is a Restoration step: a completed sample Z(k) =
(Y,X(k)) is generated by drawingX(k) from the conditional density p(.|Y ; θ(k)).
❼ M step: The updated estimate θ(k+1) is the maximum likelihood estimate
computed on the basis of Z(k).
This SEM algorithm generates an irreducible Markov chain whose stationary
distribution is concentrated around maximum likelihood estimate of θ (see
Nielssen, 2000). To derive pointwise estimates from SEM, a warm-up step of
length ℓ is required to reach the stationary regime of the generated Markov
chain, then mean
∑L
k=ℓ+1 θ
(k) is computed with L large enough to get an esti-
mate of θ.
The SEM algorithm is now described for the model (1). The first task
is to calculate the completed loglikelihood L(θ, Z) = ln p(Y,X; θ): We have
p(Yi, Xi; θ) = p(Yi|Xi, θ)p(Xi; θ) with
p(Yi|Xi, θ) = (2π)−nd2 |R|−n2 exp
(
−1
2
n∑
i=1
(Yi −H(Xi, di))TR−1(Yi −H(Xi, di))
)
INRIA
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and
p(Xi; θ) = (2π)
−nq2 |C|−n2 exp
(
−1
2
n∑
i=1
(Xi − µ)TC−1(Xi − µ)
)
.
Thus
ln p(Y,X; θ) = −n
2
ln(|R|)− 1
2
n∑
i=1
(Yi −H(Xi, di))TR−1(Yi −H(Xi, di))
−n
2
ln(|C|)− 1
2
n∑
i=1
(Xi − µ)TC−1(Xi − µ) + Cste.
And, θ(k+1) is obtained by solving the likelihood equations
∂
∂R
ln p(Y,X(k); θ) =
∂
∂µ
ln p(Y,X(k); θ) =
∂
∂C
ln p(Y,X(k); θ) = 0.
This leads to the closed form formulas
R(k+1) =
1
n
n∑
i=1
(Yi −H(X(k)i , di))(Yi −H(X(k)i , di))T
µ(k+1) =
1
n
n∑
i=1
X
(k)
i
C(k+1) =
1
n
n∑
i=1
(X
(k)
i − µ(k+1))(X(k)i − µ(k+1))T .
For model (1), the simulation step of SEM induces a difficulty since the
conditional distribution of (X|Y, θ) is not directly available. A MCMC (Markov
Chain Monte Carlo) algorithm is needed to perform the S step. At iteration
k, the S step consists of m iterations of a Hastings-Metropolis algorithm. For
i = 1, ..., n
❼ Let Xi,0 = X
(k−1)
i .
❼ For s = 1, ...,m
1. Generate X˜i,s from the proposal distribution qθk(Xi,s−1, .).
2. Xi,s = X˜i,s with probability
α(Xi,s−1, X˜i,s) = min
(
1,
p(X˜i,s|Yi; θ(k))qθk(X˜i,s, Xi,s−1)
p(Xi,s−1|Yi; θ(k))qθk(Xi,s−1, X˜i,s)
)
and Xi,s = Xi,s−1 with probability 1− α(Xi,s−1, X˜i,s).
❼ X
(k)
i = Xi,m.
Several proposal distributions taking into account assumptions made on the
(Xi) distribution may be used. Here three proposals are alternately considered
(see Kuhn, Lavielle 2004):
RR n➦ 7156
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1. qθk is the ”prior” distribution of Xi at iteration k, that is the Gaussian
distribution N (µk, Ck). Then
α(Xi,s−1, X˜i,s) = min
(
1,
p(Yi|X˜i,s; θ(k))
p(Yi|Xi,s−1; θ(k))
)
.
2. qθk is the multidimensional random walk with dimension q: N (Xi,s−1, κCk).
Then
α(Xi,s−1, X˜i,s) = min
(
1,
p(Yi, X˜i,s; θ
(k))
p(Yi, Xi,s−1; θ(k))
)
.
3. qθk is the succession of q unidimensional Gaussian random walks
N (Xi,s−1(l), κCk(l, l)): each component of X is successively updated.
At iteration k, the S step consists of running m1 iterations with proposal
1, m2 iterations with proposal 2 and m3 iterations with proposal 3, with m1 +
m2 +m3 = m. In proposal 2 and 3, κ has to be chosen between 0 and 1. κ is
tuned so that the first iterations of the S step have acceptance rates between 0.3
and 0.6 to ensure that the Hasting-Metropolis chain well explores the possible
values of Xi. In the following simulations, κ = 0.1 suits and m1 = 100, m2 = 0
and m3 = 100 are set.
To compute the acceptance probabilities α, the function H is calledm times,
for each i. Hence for each iteration of the SEM algorithm, H is to be computed
nm times. But recall that the number of calls to H is limited to at most
Nmax. It means that in most situations the above described SEM algorithm is
infeasible. To cope with this difficulty, we propose to first compute H on a set
of Nmax points. Then, H is replaced by an approximation Hˆ built from the
Nmax evaluations, in the SEM algorithm.
3.2 Kriging approximation of H
In this section, H(z) could denote Hi(z) = H(z, di) where z ∈ Rq as well as
H(z) = H(z1, z2) where (z1, z2) ∈ Rq ×Rq2 . That is to say that an approxima-
tion is made for each di (thus for each Hi) or a single approximation of H is
made. This point is further discussed in the Remark (iii) of Section 3.2.3. It is
considered that z ∈ RQ where Q = q or Q = q + q2.
The approximation Hˆ could be a barycentric approximation derived from
Nmax exact values H(z1), . . . ,H(zNmax) of H. The approximation is, for z 6∈
D = {z1, . . . , zNmax}
Hˆ(z) =
∑
j∈Vk(z)
‖zj − z‖−1∑
j ‖zj − z‖−1
H(zj)
where Vk(z) is the subset of the k nearest neighbours of z in D, for a fixed k.
Preliminary numerical experiments (not reported here) show that this simple
barycentric method could be not efficient enough and that Kriging that is now
described is to be preferred.
Kriging is a method devoted to approximate a function H : Ω 7→ R where
the input set Ω ⊂ RQ is a bounded hypercube. Our approximation will be
warranted only on Ω. With no loss of generality, it is assumed that Ω = [0, 1]Q
for the clarity of exposition.
INRIA
Non linear methods for inverse statistical problems 9
3.2.1 Choosing a design
The first concern is to select the set of points D where the function H is com-
puted. This set will be called the design and has to be chosen carefully since
the number of calls to H is limited to Nmax. In order to get an exploratory
design, a Latin Hypercube Sampling (LHS)-maximin strategy is used. A design
D = {z1, . . . zN} ⊂ Ω ⊂ [0, 1]Q is a LHS if it is constructed as follows
zji =
πj(i)− U ij
N
∀ 1 ≤ i ≤ N, ∀ 1 ≤ j ≤ Q (3)
where πj are independent uniform random permutations of the integers 1 through
N , and the U ij are independent U[0,1] random variables independent of the πjs.
A LHS guarantees good projection properties. The sample points are stratified
on each of Q input axes and the projection of the design on any axe is well
scattered. Therefore, it takes into account of the variability for all dimensions.
Then, in order to have good exploratory properties which means that the
points are spread in the input set, the design D is said to be chosen to be
maximin. A design D is maximin if the distance between the sites is maximum:
D has to maximise
δD = min
zi,zj∈D
‖zi − zj‖. (4)
Morris and Mitchell (1995) provide an algorithm based on simulated annealing
which can mix the two properties related to (3) and (4) to provide a LHS-
maximin design.
3.2.2 Kriging predictor
It is assumed that D = {z1, . . . zN} is a LHS-maximin design. The function H
can be seen as the realisation of a Gaussian process Y
Y (z) =
p∑
i=1
βifi(z) +G(z) = F (z)
Tβ +G(z).
In this setting, the fi are known regression functions, the βi are unknown pa-
rameters to be estimated and G is a centered Gaussian process characterised
by its covariance function cov(G(s), G(t)) = σ2Kθ(s, t) where Kθ is a symmet-
ric positive define kernel such that for all s, Kθ(s, s) = Kθ(0, 0) = 1. The
choice of the parameter θ allows to tune the regularity of the process G. For in-
stance in the case of a Gaussian kernel where θ ∈ R+ and Kθ(r, s) = e−θ‖r−s‖2 ,
the larger θ is, the smoother the process G is. Therefore, the distribution of
YD = {Y (z1), . . . Y (zN )} is
p(YD) = N (FDβ, σ2ΣDD)
where FD = (F (z1), . . . F (zN ))
T and (ΣDD)1≤i,j≤N = Kθ(zi, zj) = corr(Y (zi), Y (zj)).
The conditional process knowing the vector YD, is a Gaussian process. The dis-
tribution of Y (z0), given YD, is N (µz0|D, σz0z0|D), with
µz0|D = E(Y (z0)|YD) = F (z0)Tβ +ΣTz0DΣ−1DD(YD − FDβ)
σz0z0|D = var(Y (z0)|YD) = σ2
(
1− ΣTz0DΣ−1DDΣz0D
)
RR n➦ 7156
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where Σz0D = (Kθ(z1, z0), . . .Kθ(zN , z0))
T . The conditional mean µz0|D can
be used as a predictor of H(z0). Furthermore, β, θ and σ
2 are estimated by
maximising the likelihood. It leads to
βˆ = (FTDΣ
−1
DDFD)
−1FTDΣ
−1
DDYD
σˆ2 =
1
N
(YD − FDβˆ)TΣ−1DD(YD − FDβˆ).
Both of these estimators depend on θ via ΣDD. The maximisation in θ is not
explicit and is made by minimising
ψ(θ) = |ΣDD| 1N σ2(θ).
The Matlab toolbox DACE (Lophaven et al., 2002) is used to compute all this
parameters and to solve the optimisation problem in θ.
As a result, for all z0 ∈ Ω, the Kriging predictor of H is
Hˆ(z0) = F (z0)
T βˆ + ΣˆTz0DΣˆ
−1
DD(YD − FDβˆ),
where Σˆ stands for Σ(θˆ, σˆ2). Moreover, this predictor is exact for any z0 = zi,
and it is the best linear unbiased predictor of Y (z0) for all z0 ∈ Ω. A fully
Bayesian method as described in Koehler and Owen (1996) is possible. In this
framework, a Gaussian prior distribution is set on the parameters (βi)1≤i≤p. If
the prior distribution is diffuse enough, the posterior mean of Y (z0) (hence the
predictor) tends to be the same than the maximum likelihood conditional mean
of the Gaussian process.
3.2.3 Practical figures
(i) The choice of the input set Ω is sensitive. Ω has to be large enough to
contain with a high probability the values of the random variable X and
not too large in order to be efficient since the quality of Kriging depends
on the design points concentration. The choice of Ω may rely on expert
judgement. In practice, maximal plausible ranges for the x values are of-
ten known on a physical basis and are expected to be conservative though
those ranges may exceed the likeliest (say 95%) range of true variability
as the point in inverse statistical problems is precisely to identify the dis-
tribution. To prevent wrong results due to a poor approximation of H
outside Ω, either the MCMC simulations are constrained to remain inside
Ω or H is approximated thanks to a barycentric method outside Ω. It can
lead to an adaptive scheme adapting the size of the domain according to
early identification stages.
(ii) In order to compare Kriging to a barycentric approximation, a Monte Carlo
half sampling strategy is used. The designD is randomly split in two equal
parts M times: D = (D
(i)
1 , D
(i)
2 )1≤i≤M . Then, for each i, the estimator
is computed on the first part D
(i)
1 , denoting HˆD(i)1
, the relative prediction
error computed on the other part D
(i)
2 is
ER(D
(i)
2 |D(i)1 ) =
2
N
∑
zj∈D(i)2
∣∣∣∣∣∣
H(zj)− HˆD(i)1 (zj)
H(zj)
∣∣∣∣∣∣ .
INRIA
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Permuting the role of D
(i)
1 and D
(i)
2 leads to the error approximation
ERMC =
1
2M
M∑
i=1
(
ER(D
(i)
2 |D(i)1 ) + ER(D(i)1 |D(i)2 )
)
.
This Monte Carlo half sampling strategy is also a mean to choose the
regression functions (fi)1≤i≤p and the positive kernel Kθ for the Kriging
predictor.
(iii) In order to decide if a single approximation suffices or if the approximation
is to be made for each Hi(= H(., di)) the maximin distances (4) of the two
strategies can be compared. For example, assuming there are ten different
di for each i, these two strategies are respectively
1. Take a maximin design with 1000 points in [0, 1]3,
2. Take 10 (one for each di) maximin designs with 100 points in [0, 1]
2.
For the first strategy, the maximin distance is denoted δ1 and an upper
bound can be found. Indeed, by comparing volumes
1000
4π
3
δ31 ≤ 1
δ1 ≤
(
3
4π 1000
)1/3
≈ 0.0620.
Now, the minimal distance between the points of a regular grid of 100
points is 109 . Thus δ2 ≥ 109 . As a consequence, the first strategy is to
be preferred in this case since it allows for a better concentration of the
design points favouring a good behaviour of Kriging (Schaback, 2007).
4 Numerical experiments
4.1 A flooding model
The model is related to the risk of dyke overflow during a flood event. It
is a truly physics-based hydrodynamic model - even though quite simplified,
as resulting from the well-known St-Venant equations in the one-dimensional
case with a steady and uniform flow - that has been used as a benchmark
in Rocquigny (de) (2009) or in Pasanisi et al. (2009). The available model
computes the water level at the dyke position (Zc) and the speed of the river
(V ) with respect to the observed flow of the river upstream of the dyke (Q), and
non observed quantities: The river bed level at the dyke position (Zv), and the
value of Strickler coefficient Ks measuring the friction of the river bed, which is
assumed to be homogeneous in this simplified model. Thus
(
Zc
V
)
= H(Zv,Ks;Q) + U with
H(Zv,Ks;Q) =

 Zv + (√LB )3/5Q3/5K−3/5s (Zm − Zv)−3/10
B−2/5L−3/10Q2/5K3/5s (Zm − Zv)3/10


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where the values of the section length L and its width B are given and
assumed to be fixed (L = 5000, B = 300). The river bed level beyond upstream
(Zm) has to be fixed to his mean value 55 in order to ensure identifiability. The
ECME and SEM algorithms are tested in the case where:
❼ Q follows a Gumbel distribution with mode a = 1013 and scaling parame-
ter b = 458. (Cumulative distribution function F (q) = 1− exp[− exp((q−
a)/b)]).
❼ Ks follows a normal distribution with mean µKs = 30 and standard devi-
ation σKs = 7.5.
❼ Zv follows a normal distribution with mean µZv = 50 and standard devi-
ation σZv = 1.
The goal is to estimate properly the parameters of the normal distributions of
the data Ks and Zv which are not observed, while flow values Q are assumed to
be measurable: indeed, while such flood flows are generally unpredictable, up-
stream hydrological observations generally issue credible estimates. The ECME
algorithm is used with iterative linearisations of the function H. The SEM al-
gorithm is used in the case where the real model H is computed and in the case
where H is replaced by a Kriging approximation Hˆ. They are called respectively
“full SEM” and “Kriging SEM”. 100 samples of n = 50 observations have been
drawn to compare the parameter estimates given by these three algorithms.
These estimates are compared to the ones which could have been obtained by
maximising the likelihood if the non observed data were available.
The domain Ω where the Kriging approximation Hˆ of H is built, is chosen as
Ω = [1, 65]× [40, 54.9]× [min(Qobs), max(Qobs)] where min(Qobs), max(Qobs)
are respectively the minimum and the maximum of the observations of Q. A
smaller domain was early taken which have led to unsatisfying estimates with
Kriging SEM. In the Kriging predictor, the regression functions are set to be
linear and the kernel to be Gaussian i.e. Kθ(z, z
′) = exp(−θ‖z − z′‖22). The
initial values have been chosen as follows: for Ks, mean µ
(0)
Ks
= 40 and standard
deviation σ
(0)
Ks
= 7.5; for Zv, mean µ
(0)
Zv
= 47 and standard deviation σ
(0)
Zv
= 3.
In ECME, the initial linearisation point is chosen to be µ(0) = (µ
(0)
Ks
, µ
(0)
Zv
). The
variance matrix of U is fixed to R =
(
10−5 0
0 10−5
)
, and is supposed to be
known.
Smooth histograms are plotted for the four parameters to be estimated in
Figure 1.
Table 1 provides the mean and the standard error of the 100 computed
estimates.
The methods give similar results. The model is simple and a local linear
approximation of H is efficient, that is why the linearisations in ECME perform
well. ECME algorithm needs between five and ten iterations of the linearisation
process until the stopping criterion (set to 10−15) is reached. For every iteration,
3n(= 150) calls to H are necessary. While only 100 calls to H are necessary to
have a Kriging approximation with the Kriging SEM. The full SEM could not
have worked if H were a real expensive black-box function since 50 iterations of
S step are run. In each S step, there are 200 iterations of the Hasting-Metropolis
INRIA
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Figure 1: Smooth histograms for the four parameters to be estimated in the
flooding example. The red line stands for the maximum likelihood estimates
from the complete data, the black line for full SEM, the blue line for Kriging
SEM and the green line for ECME.
Parameters mKs mZv σKs σZv Numbers of calls to H
M.L. from complete data N/A
Mean estimate 30.06 49.98 7.48 0.99
Standard error 1.07 0.14 0.74 0.09
ECME between 750 and 1500
Mean estimate 29.63 50.04 7.50 1.01
Standard error 1.06 0.14 0.74 0.12
Full SEM 500 000
Mean estimate 30.06 49.98 7.48 0.99
Standard error 1.07 0.14 0.74 0.09
Kriging SEM 100
Mean estimate 29.92 49.96 7.61 1.00
Standard error 1.09 0.14 0.76 0.09
Table 1: Mean and standard error of the 100 computed estimates for the flooding
example.
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algorithm where H is to be evaluated for all the n = 50 points of the sample.
Hence, 50 · 200 · 50 calls to the H function were required with the full SEM
algorithm.
4.2 A non linear example
Figure 2: Colormaps corresponding to y1 (on the left handside) and y2 (on the
right handside), where d is set to 0.5.
We have built an example to illustrate a problem which can occur when
the function H cannot be locally linearly approximated. The model function is
taken to be H : [0, 1]3 → R2,(
y1
y2
)
= H(x1, x2, d)
=
(
5x1(2x2 − 1)2 + x2 cos(π(1− x1)) + x1|x2 − 0.4|
(d+ 1) sin(π(x2 − 0.5))
)
.
The (y1, y2) are observed values depending on d which is observed and follows
an uniform distribution on [0, 1] and on non observed values: x1 following a nor-
mal distribution with mean 0.4 and standard deviation
√
2/10 and x2 following
a normal distribution with mean 0.5 and standard deviation
√
2/10. As in the
previous example, 100 samples of size n = 50 have been drawn to assess the
estimation performances of each method: maximum likelihood estimator from
the complete data, ECME with iterative linearisations of the function H, full
SEM, Kriging SEM. Nmax = 100 evaluations of the function H have been used
to obtain the Kriging approximation. Between six and ten linearisations were
considered for the ECME algorithm. The domain where the Kriging approxi-
mation is done is Ω = [0, 1]3. In the Kriging predictor, the regression functions
are set to be polynomials with degree equal or less than 2 and the kernel to
be exponential i.e. Kθ(z, z
′) = exp(−θ‖z − z′‖1). The initial values have been
chosen as follows: for x1, mean 0.2 and standard deviation 0.2; for x2, mean
0.2 and standard deviation 2
√
2/10. The histogram plots of all the methods are
displayed in Figure 3.
Four typically spurious estimates (over 100) given by ECME method were
not taken into account into the plots and in Table 2 which summarised the
INRIA
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Figure 3: Smooth histograms for the four parameters to be estimated in the
highly non linear example. The red line stands for the maximum likelihood
estimates from the complete data, the black line for full SEM, the blue line for
Kriging SEM and the green line for ECME.
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Parameters mx1 mx2 σx1 σx2 Numbers of calls to H
M.L. from complete data N/A
Mean estimate 0.40 0.50 0.14 0.14
Standard error 0.020 0.020 0.014 0.013
ECME between 750 and 1500
Mean estimate 0.52 0.50 0.23 0.13
Standard error 0.030 0.020 0.050 0.010
Full SEM 500 000
Mean estimate 0.40 0.50 0.14 0.14
Standard error 0.020 0.020 0.014 0.013
Kriging SEM 100
Mean estimate 0.40 0.50 0.14 0.14
Standard error 0.019 0.020 0.013 0.013
Table 2: Mean and standard error of the 100 computed estimates for the highly
non linear example.
results. As it is apparent in Figure 3, the ECME algorithm cannot estimate
reasonably well the parameters of the unobserved variable x1. A linear ap-
proximation of H in a neighbourhood of the mean of (x1, x2) (i.e. (0.4, 0.5))
performs poorly and ECME is misleading. The Kriging approximation is much
more flexible than a linear approximation. Thus, a design of Nmax = 100 points
is enough to get an approximation ofH on [0, 1]3 leading to reasonable estimates
with Kriging SEM. When the Jacobian matrices are computed at the different
linearisation points, noticing a change in a sign of one of the coefficients can be
a hint to think that the linear approximation would be misleading in ECME
algorithm.
5 Discussion
A non linear method has been presented as an alternative to a linear method
described in Celeux et al. (2009) to solve an inverse problem occurring often
in an industrial context. The function H governing the model is supposed to
be highly non linear and only known for a limited numbers of points because
it is the output of an expensive black-box. To identify such a model, a non
linear method based on a Stochastic EM (SEM) algorithm has been proposed.
But, since the model function H cannot been made available for a large number
of points, it is approximated by Kriging in order to simulate the non observed
variables conditionally to the observed variables resulting in an approximated
SEM algorithm, the so-called Kriging SEM algorithm. In this paper, examples
have been studied to assess the error made when H is replaced by a Kriging
approximation. No matter which method is used with the flooding model, where
function H can be reasonably linearised, the estimators behave almost like the
ideal maximum likelihood estimator based on the complete data. But, it can be
noticed that Kriging SEM needs less exact values of H to be computed (namely,
a design of 100 points to approximate the model function gives good results
with Kriging SEM) than ECME algorithm (at least 750 exact values of H are
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needed in the case where five iterated linearisations are enough). Furthermore,
in ECME algorithm, the number of linearisations until the stopping criterion
is reached is unknown a priori. Hence at the beginning of ECME algorithm,
the number of needed calls to the model function H is not determined and this
situation is somewhat uncomfortable. The second considered example where
H was highly non linear illustrates that the linearisations at work in ECME
can be misleading while SEM algorithm with a Kriging approximation continue
to provide reasonable estimates. Linearisations are actually harmful if H has
locally highly non linear behaviours.
An important and difficult issue is assessing the results: Has the algorithm
converged? Are the estimates satisfactory? Unfortunately, there is no well
ground criteria to answer those questions. Only experts can say if the es-
timates seem realistic. In particular, expert knowledge is required to decide
which method is safer. Moreover, in the case where Kriging SEM could be
recommended, experts are supposed to determine the domain where Kriging
approximation is to be made and to propose a reasonable number of calls to the
model function. Furthermore, the motivation for identifying the inputs proba-
bility distribution has to be kept in mind. This distribution is generally required
for a further risk analysis: it will be propagated through a (possibly different)
physical model to control the risk level of a key decision variable. Therefore,
the sensitivity of this final variable as a function of this probability distribution
would have to be taken into account in industrial applications in order to assess
fairly the differences between the inversion algorithms investigated in the paper.
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