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ABSTRACT
We develop novel composite low-rank methods to achieve integrative learning in mul-
tivariate linear regression, where both the multivariate responses and predictors can be
of high dimensionality and in different data forms. We first consider a regression with
multi-view feature sets where only a few views are relevant to prediction and the pre-
dictors within each relevant view contribute to the prediction collectively rather than
sparsely. To tackle this problem, we propose an integrative reduced-rank regression
(iRRR) where each view has its own low-rank coefficient matrix, to conduct view selec-
tion and within-view latent feature extraction in a supervised fashion. In addition, to
assess the significance of each view in iRRR model, we propose a scaled approach for
model estimation and develop a hypothesis testing procedure through de-biasing. Next,
to facilitate integrative multi-view learning with grouped sub-compositional predictors,
we incorporate the view-specific low-rank structure into a newly proposed multivariate
log-contrast model to enable sub-composition selection and latent principal composi-
tional factor extraction. Finally, we propose a nested reduced-rank regression (NRRR)
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approach to relate multivariate functional responses and predictors. The nested low-
rank structure is imposed on the functional regression surfaces to simultaneously
identify latent principal functional responses/predictors and control the complexity
and smoothness of the association between them. Efficient computational algorithms
are developed for these methods, and their theoretical properties are investigated.
We apply the proposed methods to multiple applications including the longitudinal
study of aging, the preterm infant study and the electricity demand prediction.
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The advanced technology brings us massive amounts of data, and many associated sta-
tistical problems can be cast in the framework of multivariate learning. In particular,
multivariate linear regression is a popular method to investigate the predictive asso-
ciation between multivariate responses and predictors, both of which can be of high
dimensionality. In most applications, it is reasonable to believe that there exist some
correlation relationships among the collected responses, e.g., multiple pulmonary func-
tion test results in a human lung study (Chen et al., 2016). How to appropriately
exploit this potential correlation holds the key to mitigating the curse of dimensional-
ity thus improve model estimation and prediction accuracy. In recent years, we have
witnessed an exciting development in regularized multivariate linear regression, which
aims to recover certain parsimonious low dimensional association between the responses
and predictors from noisy high dimensional data. One class of methods exploits the
idea of sparse estimation (Rothman et al., 2010; Peng et al., 2010; Lee and Liu, 2012;
Li et al., 2015), in which information sharing can be achieved by assuming that all the
responses are impacted by the same small subset of predictors. Another class of methods
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is the reduced-rank methods (Anderson, 1951; Reinsel and Velu, 1998), where a low-rank
structure imposed on the parameter matrix directly translates to an interpretable latent
factor formulation and conveniently induces information sharing among the regression
tasks. Low-rank structures can be achieved through multiple forms of singular value pe-
nalization (Yuan et al., 2007; Bunea et al., 2011; Mukherjee and Zhu, 2011; Chen et al.,
2013). In essence, to best predict the multivariate response, sparse methods search for
the most relevant subset or groups of predictors, while reduced-rank methods search for
the most relevant subspace of the predictors. Both kinds of methods have shown to be
effective to produce an interpretable model with a high prediction accuracy in a variety
of applications.
However, when the data exhibit a more delicate and informative structure, neither
class of existing methods can fulfill the needs of fully utilizing this kind of structure
information. For example, multi-view data, or measurements of several distinct yet
interrelated sets of characteristics pertaining to the same set of subjects. In a Lon-
gitudinal Study of Aging (LSOA) (Stanziano et al., 2010), the interest is to predict
current health conditions of patients using historical information of their living condi-
tions, household structures, habits, activities, medical conditions, among others. The
predictors in this application naturally form a grouping structure, and the covariates
within each group/view may be strongly correlated, each individual variable may only
have weak predictive power, and it is likely that only a few of the views are useful for
prediction. Existing methods, like sparse methods or reduced-rank methods, cannot
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precisely reflect the correlation structure implied in this problem. Furthermore, when
the multi-view feature sets are consisting of compositional data, e.g., in a preterm infant
gut microbiome study the predictors are proportions of taxa that reside in the human
gut system, to the best of our knowledge, there is no available method to recover the
correlation between several compositional predictor sets and multiple clinical outcomes.
Another example is the multivariate functional data, which are generated when multi-
ple variables are observed over a certain continuum. For instance, the progression of a
disease, as measured by various physiological indicators, may be monitored frequently
or even continuously over time. In a multivariate functional linear regression model
with multivariate functional responses and predictors, naively imposing a low-rank re-
striction on the coefficient matrix after basis expansion does not take full advantage of
the multivariate and functional nature of the problem, and hence can be inefficient in
practice.
Motivated by the need for developing innovative regularization methods to handle
different forms of multivariate data and achieve tailored dimension reduction and inte-
grative learning, we propose several novel composite low-rank regression methods. The
first method deals with multivariate regression with multi-view predictors. We propose
an integrative multi-view reduced-rank regression (iRRR) model, where we assume each
coefficient sub-matrix is of possibly low-rank. The information integration is in terms of
multi-view predictors. Specifically, with the help of the view-specific low-rank structure
on coefficient sub-matrices, latent features are extracted from each predictor set under
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the supervision of the multivariate response, and the sets of latent variables in turn
jointly predict the response. A novel composite nuclear norm penalty is proposed to
help recover the view-specific low-rank structure in model estimation. The model nicely
bridges group-sparse and low-rank methods, and is proved to be efficient in producing
an interpretable model with good prediction power under realistic settings of multi-view
learning. Extensions to non-Gaussian and incomplete data are discussed.
The second method aims to assess the significance of each view in iRRR model.
Specifically, we propose a scaled composite nuclear norm penalization approach for model
estimation and develop a hypothesis testing procedure through de-biasing. The bias cor-
rection is accomplished by generalizing the low-dimensional projection estimator (Zhang
and Zhang, 2014, LDPE) into the multivariate situation. Then, we apply the estimation
and inference method to a preterm infant study to identify the bacterial taxa in gut
microbiome of the infants when they were in neonatal intensive care units (NICU) that
are associated with their later neurobehavioral outcomes. Since the observations of the
bacterial taxa are commonly presented as compositional or sub-compositional data in
conformity with the taxonomic hierarchy of bacteria, the problem is formulated as a
multivariate log-contrast regression with grouped sub-compositional predictors, where a
set of linear constraints on coefficient sub-matrices ensure the obedience of the simplex
geometry of the compositions. A parameter transformation procedure is applied to get
rid of linear constraints. Then by incorporating the view-specific low-rank structure
into the constraint-free model to facilitate taxa selection, the model under consideration
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finally boils down to an iRRR model. By applying the proposed method to the preterm
infant gut microbiome study, we successfully identify several bacterial taxa and they are
mostly consistent with existing studies and biological understandings.
The third method focuses on the integrative learning of an integrated high-dimensional
matrix consisting of several blocks or sub-matrices. The problem originated from a
functional multivariate linear regression where both the predictors and responses are
multivariate and functional, and we innovate a nested reduced-rank regression (NRRR)
to enable multi-scale dimension reduction. At the global level, our method identifies
several latent principal functional factors that drive the functional association between
the responses and the predictors. As such, dimension reduction is achieved when the
number of latent responses (predictors) is less than the number of original responses
(predictors). This reduction can be quite effective in the presence of high-dimensional
and highly-correlated functional variables. At the local level, the smaller-dimensional
latent regression surface is assumed to be smooth and correspondingly its coefficient
matrix derived through basis expansion is assumed to be of low rank, enabling another
chance of dimension reduction. With these structures, the problem then boils down
to a high-dimensional matrix decomposition and approximation task, where the nested
reduced-rank structure implies that the blocks or sub-matrices of an integrated high-
dimensional low-rank matrix share some common row space and/or column space. The
applicability of the nested reduced-rank structure goes well beyond the functional setup;
for instance, it can also be applied to vector autoregressive modeling of time series.
6
The rest of the thesis is organized as follows. We present the details of iRRR in
Chapter 2, and develop a hypothesis testing procedure through de-biasing in Chapter 3.
The application of the proposed estimation and inference procedure to a preterm infant
study is introduced in Chapter 4. In Chapter 5, we introduce the details of NRRR and
some more applications of the nested reduced-rank structure other than the functional







Multi-view data, or measurements of several distinct yet interrelated sets of charac-
teristics pertaining to the same set of subjects, have become increasingly common in
various fields. In a human lung study, for example, segmental airway tree measurements
from CT-scanned images, patient behavioral data from questionnaires, gene expressions
data, together with multiple pulmonary function test results from spirometry, were all
collected. Unveiling lung disease mechanisms then amounts to linking the microscopic
lung airway structures, the genetic information, and the patient behaviors to the global
measurements of lung functions (Chen et al., 2016). In an Internet network analysis,
the popularity and influence of a web page are related to its layouts, images, texts,
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and hyperlinks as well as by the content of other web pages that link back to it. In
Longitudinal Study of Aging (LSOA) (Stanziano et al., 2010), the interest is to predict
current health conditions of patients using historical information of their living condi-
tions, household structures, habits, activities, medical conditions, among others. The
availability of such multi-view data has made tackling many fundamental problems pos-
sible through an integrative statistical learning paradigm, whose success owes to the
utilization of information from various lenses and angles simultaneously.
The aforementioned problems can all be cast under a multivariate regression frame-
work, in which both the responses and the predictors can be high dimensional, and
in addition, the predictors admit some natural grouping structure. In this paper we
investigate this simple yet general framework for achieving integrative learning. To for-
mulate, suppose we observe Xk ∈ Rn×pk for k = 1, . . . , K, each consisting of n copies of
independent observations from a set of predictor/feature variables of dimension pk, and
also we observe data on q response variables Y ∈ Rn×q. Let X = (X1, . . . ,XK) ∈ Rn×p
be the design matrix collecting all the predictor sets/groups, with p =
∑K
k=1 pk. Both
p and q can be much larger than the sample size n. Consider the multivariate linear
regression model,
Y = XB0 + E =
K∑
k=1
XkB0k + E, (2.1)
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where B0 = (B
T
01, . . . ,B
T
0K)
T ∈ Rp×q is the unknown regression coefficient matrix parti-
tioned corresponding to the predictor groups, and E contains independent random errors
with zero mean. For simplicity, we assume both the responses and the predictors are
centered so there is no intercept term. The naive least squares estimation fails miserably
in high dimensions as it leverages neither the response associations nor the grouping of
the predictors.
In recent years, we have witnessed an exciting development in regularized estima-
tion, which aims to recover certain parsimonious low dimensional signal from noisy high
dimensional data. In the context of multivariate regression or multi-task learning (Caru-
ana, 1997), many exploit the idea of sparse estimation (Rothman et al., 2010; Peng et al.,
2010; Lee and Liu, 2012; Li et al., 2015), in which information sharing can be achieved
by assuming that all the responses are impacted by the same small subset of predictors.
When the predictors themselves exhibit a group structure as in model (2.1), a group
penalization approach, for example, the convex group Lasso (grLasso) method (Yuan
and Lin, 2006), can be readily applied to promote groupwise predictor selection. Such
methods have shown to be effective in integrative analysis of high-throughput genomic
studies (Ma et al., 2011; Liu et al., 2014); a comprehensive review of these methods is
provided by Huang et al. (2012).
For multivariate learning, another class of methods, i.e., the reduced-rank methods
(Anderson, 1951; Reinsel and Velu, 1998), has also been attractive, where a low-rank
constraint on the parameter matrix directly translates to an interpretable latent factor
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formulation, and conveniently induces information sharing among the regression tasks.
Bunea et al. (2011) cast the high-dimensional reduced-rank regression (RRR) as a non-
convex penalized regression problem with a rank penalty. Its convex counterpart is the
nuclear norm penalized regression (NNP) (Yuan et al., 2007; Negahban and Wainwright,





‖Y −XB‖2F + λ‖B‖∗, (2.2)
where ‖ · ‖F denotes the Frobenius norm, and the nuclear norm is defined as ‖B‖∗ =∑p∧q
j=1 dj(B), with dj(·) denoting the j-th largest singular value of the enclosed matrix.
Other forms of singular value penalization were considered in, e.g., Mukherjee and Zhu
(2011), Chen et al. (2013) and Zhou and Li (2014). In addition, some recent efforts
further improve low-rank methods by incorporating error covariance modeling, such as
envelope models (Cook et al., 2015), or by utilizing variable selection (Chen et al., 2012;
Bunea et al., 2012; Chen and Huang, 2012; Su et al., 2016).
In essence, to best predict the multivariate response, sparse methods search for the
most relevant subset or groups of predictors, while reduced-rank methods search for the
most relevant subspace of the predictors. However, neither class of existing methods can
fulfill the needs in the aforementioned multi-view problems. The predictors within each
group/view may be strongly correlated, each individual variable may only have weak
predictive power, and it is likely that only a few of the views are useful for prediction.
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Indeed, in the lung study, it is largely the collective effort of the sets of local airway
features that drives the global lung functions (Chen et al., 2016). In the LSOA study,
the predictor groups have distinct interpretations and thus warrant distinct dependence
structures with the health outcomes.
In this chapter, we propose an integrative multi-view reduced-rank regression (iRRR)
model, where the integration is in terms of multi-view predictors. To be specific, under
model (2.1), we assume each set of predictors has its own low-rank coefficient matrix.
Figure 1 shows a conceptual diagram of our proposed method. Latent features or rel-
evant subspaces are extracted from each predictor set Xk under the supervision of the
multivariate response Y, and the sets of latent variables/subspaces in turn jointly pre-
dict Y. The model setting strikes a balance between flexibility and parsimony, as it
nicely bridges two seemingly quite different model classes: reduced-rank and group-
sparse models. On the one hand, iRRR generalizes the two-set regressor model studied
in Velu (1991) by allowing multiple sets of predictors, each of which can correspond to
a low-rank coefficient matrix. On the other hand, iRRR subsumes group-sparse model
setup by allowing the rank of B0k being 0, for any k = 1, . . . , K, i.e., the coefficient
matrix of a predictor group could be entirely zero.
In Section 2.2, we develop a new convex optimization approach via composite nu-
clear norm penalization (cNNP) to conduct model estimation for iRRR, which ensures
the scalability to large-scale applications. We devise an Alternating Direction Method
of Multipliers (ADMM) algorithm to solve the optimization problem with convergence
12
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T
2 + · · ·+ XKUK VTK
X1 X2 XK
· · · · · ·
Figure 1: A diagram of integrative multi-view reduced-rank regression (iRRR). Latent
features, i.e., XkUk, are learned from each view/predictor set under the supervision of
Y.
guarantee; extensions to non-Gaussian response, incomplete data, among others, are
also considered, and all the details are reported in Section 2.3. In Section 2.4, we derive
non-asymptotic oracle bounds for the iRRR estimator, which subsume the results for
several existing regularized estimation methods, and show that our proposed approach
can achieve superior performance under realistic settings of multi-view learning. Com-
prehensive simulation studies are contained in Section 2.5, and a real data analysis of
the LSOA example is contained in Section 2.6.
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2.2 Integrative Multi-View Reduced-Rank Regres-
sion
2.2.1 Proposed Model
We consider the multivariate regression model in (2.1) to pursue integrative learning.
Recall that in model (2.1), there are K views or groups of predictors denoted by X =
(X1, . . . ,XK), where Xk ∈ Rn×pk and
∑K
k=1 pk = p. Correspondingly, the coefficient
matrix B0 is partitioned into K parts as B0 = (B
T
01, . . . ,B
T
0K)
T, where B0k ∈ Rpk×q.
Denote r(·) as the rank of the enclosed matrix. By assuming each B0k is possibly of low
rank or even a zero matrix, i.e., 0 ≤ r0k  pk ∧ q where r0k = r(B0k), for k = 1, . . . , K,
we reach our proposed integrative multi-view reduced-rank regression (iRRR) model.
The groupwise low-rank structure in iRRR is distinct from a globally low-rank struc-
ture for B0 in standard RRR models. The low-rankness of B0ks does not necessarily
imply that B0 is of low rank. Conversely, if B0 is of low rank, i.e., r0 = r(B0) p ∧ q,
all we know is that the rank of each B0k is upper bounded by r0.
Nevertheless, we can first attempt an intuitive understanding of the potential par-
simony of iRRR in multi-view settings. The numbers of free parameters in B0 (the
naive degrees of freedom) for an iRRR model, a globally reduced-rank model and
a group-sparse model are df1 =
∑K




k=1 pkqI(r0k 6= 0), respectively, where I(·) is an indicator function. For high-
dimensional multi-view data, consider the scenario that only a few views/predictor
groups impact the prediction in a collective way, i.e., r0ks are mostly zero, and each
nonzero r0k could be much smaller than (pk∧q). Then df1 could be substantially smaller
than both df2 and df3. For example, if r01 > 0 while r0k = 0 for any k > 1 (i.e., r0 = r01),
we have df1 = (p1 +q−r01)r01, df2 = (p+q−r01)r01 and df3 = p1q, respectively. Another
example is when r0 =
∑K
k=1 r0k, e.g., B0ks in model (2.1) have distinct row spaces. Since∑K




k=1 r0k} = (p + q − r0)r0, iRRR is
more parsimonious than the globally reduced-rank model. The above observations will
be rigorously justified in Section 2.4 through a non-asymptotic analysis.
2.2.2 Composite Nuclear Norm Penalization
To recover the desired view-specific low-rank structure in the iRRR model, we propose
a convex optimization approach with composite nuclear norm penalization (cNNP),










j=1 dj(Bk) is the nuclear norm of Bk, wks are some prespecified
weights, and λ is a tuning parameter controlling the amount of regularization. The use
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based on a concentration inequality of the largest singular value of a Gaussian matrix.
This choice balances the penalization of different views and allows us to use only a single
tuning parameter to achieve desired statistical performance; see Section 2.4 for details.
Through cNNP, the proposed approach can achieve view selection and view-specific
subspace selection simultaneously, which shares the same spirit as the bi-level selection
methods for univariate regression (Breheny and Huang, 2009; Huang et al., 2012; Chen
et al., 2016). Moreover, iRRR seamlessly bridges group-sparse and low-rank methods as
its special cases.
Case 1: nuclear norm penalized regression (NNP). When p1 = p and K = 1, (2.3)
reduces to the NNP method as in (2.2), which learns a globally low-rank association
structure.
Case 2: multi-task learning (MTL). When pk = 1 and p = K, (2.3) becomes a special
case of MTL (Caruana, 1997), in which all the tasks are with the same set of features
and the same set of samples. MTL achieves integrative learning by exploiting potential
information sharing across the tasks, i.e., all the task models share the same sparsity
pattern of the features.
Case 3: Lasso and grLasso. When q = 1, (2.3) becomes a grLasso method, as ‖Bk‖? =
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‖Bk‖2 when Bk ∈ Rpk . Further, when pk = 1 and p = K, (2.3) reduces to a Lasso
regression.
2.3 Computation and Extensions
2.3.1 ADMM for iRRR
Without loss of generality, we omit the weights wk (k = 1, · · · , K) defined in (2.4) in
the following derivation of the computational algorithm (since we can reparameterize
Xk by (1/wk)Xk and wkBk by Bk to get an equivalent unweighted form of the objective
function). The convex optimization has no closed-form solution, for which we propose
an ADMM algorithm (Boyd et al., 2011). More specifically, let Ak (k = 1, · · · , K) be
a set of surrogate variables for Bk with the same dimensions and A = (A
T
1 , · · · ,ATK)T.











‖Ak‖?, s.t. Ak = Bk, k = 1, · · · , K.
Let Λk (k = 1, · · · , K) be a set of Lagrange multipliers with the same dimensions as Ak
and Bk, and Λ = (Λ
T
1 , · · · ,ΛTK)T. The augmented Lagrangian objective function is




















where 〈Q,R〉F represents the Frobenius inner product of Q and R, which equals to the
trace of QTR. The last squared Frobenius term is the augmentation term, with ρ being
a prespecified step size (usually set to be a small positive value, e.g., 0.1).
The ADMM algorithm alternates between two steps, a primal step and a dual step,
until convergence. The primal step minimizes D(Y; A,B,Λ) with respect to A and B,
respectively, while fixing everything else; the dual step updates Λ.
Primal step: We minimize (2.5) with respect to A and B, separately. In particular,
when one is fixed, the optimization with respect to the other has an explicit solution.
More specifically, let Ã, B̃, and Λ̃ represent the estimates from the previous iteration.









XTY + ρÃ + Λ̃
)
. (2.6)
Subsequently, we can obtain the estimate of Bk (i.e., B̂k) by partitioning B̂.
To estimate A, the objective function D(Y; A, B̂; Λ̃) is readily separable for different





‖Ak − B̂k +
Λ̃k
ρ
‖2F + λ‖Ak‖?, (2.7)
which can be solved via the singular value soft-thresholding technique (Cai et al., 2010).
To be specific, let UkDkV
T
k be the singular value decomposition (SVD) of B̂k − Λ̃k/ρ,
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where Uk and Vk have orthonormal columns and Dk contains non-increasing singular





where S(Dk, λ/ρ) = (Dk−λ/ρ)+ applies soft-thresholding at the level λ/ρ to each entry
of Dk. As a result, Âk may be low-rank.
Dual step: Once A and B are estimated, the Lagrange multipliers Λk are updated by
Λ̂k = Λ̃k + ρ(Âk − B̂k). (2.9)
Stopping criterion: The ADMM algorithm alternates between the primal step and
the dual step. After each iteration, we evaluate the primal and dual residuals as
rprimal = ‖Â− B̂‖F, rdual = ρ‖B̂− B̃‖F. (2.10)
Following Boyd et al. (2011), the stopping criterion is that both residuals fall below a
small prefixed threshold. It can be proved that under weak regularity conditions, the
algorithm always converges to a global optimum. In practice, one can let the step size ρ
vary over iterations, and generally the convergence is expedited with a slowly increasing
sequence of ρ (He et al., 2000). A summary of the above algorithm for solving iRRR
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with a fixed λ is provided in Algorithm 1 below.
Algorithm 1 ADMM algorithm for fitting iRRR
Parameter: λ, ρ.
Initialize A, B and the Lagrange multiplier Λ;
while The stopping criterion is not satisfied do
• Primal step: update B by (2.6) and update A by (2.8);
• Dual step: update Λ by (2.9);
• Calculate the primal and dual residuals in (2.10);
• (Optional) Increase ρ by a small amount, e.g., ρ← 1.1ρ.
end while
The tuning parameter λ in (2.3) balances the loss function and the penalty term. In
practice, the model is fitted using the ADMM algorithm for a sequence of λ values to
produce a spectrum of view-specific low-rank models. A warm start strategy is adopted
to speed up computation, i.e., the current solution is used as the initial value for the
next λ value. We use K-fold cross validation (Stone, 1974) to choose the optimal λ and
hence the optimal solution, based on the predictive performance of the models.
2.3.2 Handling Non-Gaussian and Incomplete Response
When the responses are non-Gaussian, we substitute the squared loss function in (2.3)
with the negative log likelihood denoted as − logL(Y,Θ). The augmented Lagrangian
becomes










where Θ = 1µT + XB. The minimization of D(Y;µ,A,B,Λ) with respect to µ and
B while fixing everything else may no longer have closed-form solutions. To alleviate
the computational burden, one could apply a quadratic approximation or majorization
to the negative log likelihood function in the primal step, and then follow the ADMM
algorithm for parameter estimation. In the following, we demonstrate the estimation
procedure for binary responses.






log h ((2yij − 1)θij) , (2.11)
where θij is the (i, j)th entry of Θ and h(η) = exp(η)/{1 + exp(η)} denotes the inverse
function of the logit link function. Following Lee et al. (2010) and Lee and Huang (2013),
we have the following relation
− log h(η) ≤ − log h(η0)− 2{1− h(η0)}2 +
1
8
[η − η0 − 4{1− h(η0)}]2 . (2.12)
Namely, − log h(η) is majorized by the quadratic function on the right-hand side, which
is tangent with − log h(η) at η0 and has a fixed second-order derivative.
Let θ̃ij be the estimate from the previous iteration. By applying (2.12) to (2.11), we
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have














where c is some constant. Let Y? be an n× q working response matrix with the (i, j)th
entry







Correspondingly, the negative log likelihood function − logL(Y,Θ) is majorized by the
squared function 1/8‖Y? −Θ‖2F, plus some constant. Consequently, in the primal step,
one could minimize the majorized objective function to estimate µ and B explicitly. In
particular, the estimate of µ is (1/n)Y?T1. We remark that in practice, it generally
suffices to run the majorization-minimization procedure once in each ADMM iteration
(He et al., 2002).
When there are missing values in the responses, we exploit a similar idea to ma-
jorize the objective function in each ADMM iteration. More specifically, suppose O ⊆
{(i, j) : i = 1, · · · , n; j = 1, · · · , q} is the index set for observed data points, and
M ⊆ {(i, j) : i = 1, · · · , n; j = 1, · · · , q} is the index set for missing values. For Gaus-
sian data, we majorize the observed loss function
∑







(i,j)∈M(θ̃ij − θij)2; for binary responses, we first majorize the negative log like-









ij − θij)2 + 1/8
∑
(i,j)∈M(θ̃ij − θij)2. By collecting yij or y?ij and θ̃ij in an
n × p matrix, we obtain a matrix-form loss function as before. As a result, we use the
same ADMM steps to estimate the parameters.
2.3.3 On `2 Regularization and Adaptive Estimation
To better deal with high dimensional data, we can consider adding a ridge penalty
λ2‖B‖2F to the cNNP penalty in (2.3) (Mukherjee and Zhu, 2011; Chen et al., 2013). As
a result, the objective function becomes strictly convex whenever the tuning parameter
λ2 > 0. This shares the same idea as the elastic net (Zou and Hastie, 2005), and ensures
that the problem has a unique global optimizer.
With the combined penalty form λ
∑K
k=1 ‖Bk‖? +λ2‖B‖2F, the iRRR problem can be

















where 0 is a zero matrix of size p × q and I is an identity matrix of size p × p. (More
generally the identity matrix can be replaced by a diagonal matrix to allow weighted `2




responses and predictors, the model estimation could be conducted directly by applying
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Algorithm 1 to the augmented data. Alternatively, a more computationally efficient way
is to directly modify the ADMM algorithm by replacing the nuclear norm penalty in
(2.7) by a combined nuclear and squared `2 norm penalty. The resulting problem can
still be solved explicitly, now via a singular value shrinkage and thresholding operation
(Sun and Zhang, 2012a).
When the ridge penalty is included, we have an additional tuning parameter λ2.
A larger value of λ2 makes the problem more convex, but meanwhile introduces more
bias to the final estimates. In practice, λ2 can be selected using CV as well. However,
empirical experiments suggest that it usually suffices to set λ2 at a very small value
without tuning it. For simplicity, we omit the ridge penalty term in our numerical
studies.
Moreover, motivated by Zou (2006), we can consider an adaptively weighted version
of iRRR, where, for example, we first fit iRRR and then adjust the weights according
to the estimated coefficient sub-matrices (e.g., factoring in the inverse of the Frobenius
norms of the estimated coefficient matrices). This may potential improve view selection
and predictive accuracy, as shown in the numerical studies in Section 2.5.
2.4 Theoretical Analysis
We investigate the theoretical properties of the proposed iRRR estimator from solving
the convex cNNP problem. In particular, we derive its non-asymptotic performance
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bounds for estimation and prediction. Our general results recover performance bounds
of several related methods, including Lasso, grLasso and NNP. We further show that
iRRR is capable of substantially outperforming those methods under realistic settings
of multi-view learning.
We mainly consider the multi-view regression model in (2.1), i.e., Y =
∑K
k=1 XkB0k+
E, and the iRRR estimator in (2.3) with the weights defined in (2.4), i.e.,














Define Z = XTX/n, and Zk = X
T
kXk/n, for k = 1, . . . , K. We scale the columns of X
such that the diagonal elements of Z all equal to 1. Denote Λ(Z, l) as the lth largest
eigenvalue of Z, so that Λ(Z, l) = dl(X)
2/n.
Theorem 2.1. Assume E has independent and identically distributed (i.i.d.) N(0, σ2)
entries. Let λ = (1 + θ)σ, with θ > 0 arbitrary. Then with probability at least 1 −∑K
k=1 exp[−θ2{q + r(Xk)}/2], we have


















































r(Xk))}, for k = 1, . . . , K. First,





















It follows that on the event ∩Kk=1Ak,
































where the last inequality is due to the triangle inequality.
Now we consider the probability of the event ∩Kk=1Ak. Let P be the projection matrix
onto the column space of X, and Pk be the projection matrix onto the column space of
Xk, for k = 1, . . . , K. Because d1(X
T
kE) ≤ d1(Xk)d1(PkE), we have









r(Xk)); k = 1, . . . , K}
≡ ∩Kk=1 Ãk.
By Lemma 3 in Bunea et al. (2011),
P{(d1(PkE) ≥ E[d1(PkE) + σt]} ≤ exp(−t2/2),
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It then follows that






This, together with (2.13), completes the proof.







r(Xk)}‖Ck‖?. An oracle inequality for B̂ is then readily
obtained for the low-dimensional scenario dp(X) > 0.
Corollary 2.2. Assume that E has i.i.d. N(0, σ2) entries, and assume dp(X) > 0. Let














where “” means the inequality holds up to some multiplicative constant.
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r(Xk)){‖Ck‖? + ‖B̂k −Ck‖? − ‖B̂k‖?}.












































































Then by using the fact that dp(X) > 0 we get the claimed bound.
The corollary shows that the estimation error rate for iRRR is σ2
∑K
k=1{q+r(Xk)}r0k/n.
This is potentially better than σ2{q+ r(X)}r0/n, the rate achieved by the NNP estima-






We now investigate the general high-dimensional scenario. Motivated by Lounici
et al. (2011), Negahban and Wainwright (2011), Koltchinskii et al. (2011), among others,
we impose a restricted eigenvalue condition (RE). We say that X satisfies RE condition




‖X∆‖2F ≥ κ(X)‖∆‖2F, for all ∆ ∈ C(r1, . . . , rK ; δ).
Here each rk is an integer satisfying 1 ≤ rk ≤ min(pk, q) and δ is a tolerance parameter.
To specify the restricted set C, we need some additional constructions. For each B0k ∈
Rpk×q (k = 1, . . . , K), let B0k = UkDkVTk be its full SVD, where Uk ∈ Rpk×pk , Vk ∈
Rq×q satisfy UTkUk = Ipk and V
T
kVk = Iq. For each r ∈ {1, 2, · · · ,mk}, where mk =
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pk ∧ q, let Urk, Vrk be the submatrices of singular vectors associated with the top r
singular values of B0k. Define the following subspaces of Rpk×q:
A(Urk,Vrk) = {∆k ∈ Rpk×q; row(∆k) ⊂ Vrk, col(∆k) ⊂ Urk},
B(Urk,Vrk) = {∆k ∈ Rpk×q; row(∆k) ⊥ Vrk, col(∆k) ⊥ Urk},
where row(∆k) and col(∆k) denote the row space and column space of ∆k, respectively.
We may adopt the shorthand notation Ark and Brk when no confusion arises. Let PBrkk
denote the projection operator onto the subspace Brkk , and define ∆′′k = PBrkk (∆k) and
∆′k = ∆k −∆′′k. We now define the restricted set
C(r1, . . . , rK ; δ)
=
{

















r(Xk)}/n, as defined in (2.4).
We refer to Negahban and Wainwright (2011) and Negahban et al. (2012) for examples
of the restricted set, including the cases of Lasso, grLasso and NNP.
Theorem 2.3. Assume that E has i.i.d. N(0, σ2) entries. Suppose X satisfies the RE
condition with parameter κ(X) > 0 over the set C(r1, . . . , rK ; δ). Let λ = 2(1 + θ)σ with
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θ > 0 arbitrary. Then with probability at least 1−
∑K
k=1 exp[−θ2{q + r(Xk)}/2],
‖B̂−B0‖2F  max
{
















































where ∆ = B̂−B0.
Firstly, we verify that ∆ belongs to the restricted set defined in (2.14) so that the
RE condition can be applied. Consider the first term on the right hand side of (2.15).
With the projection operators defined before, we have that
‖PArkk (B0k) + ∆
′′





‖B̂k‖? = ‖PArkk (B0k) + ∆
′′
k + PBrkk (B0k) + ∆
′
k‖
≥ ‖PArkk (B0k) + ∆
′′
k‖? − ‖PBrkk (B0k) + ∆
′
k‖?
= ‖PArkk (B0k)‖? + ‖∆
′′




‖B0k‖? − ‖B̂k‖? ≤ ‖PArkk (B0k)‖? + ‖PBrkk (B0k)‖?
− (‖PArkk (B0k)‖? + ‖∆
′′
k‖? − ‖PBrkk (B0k)‖? − ‖∆
′
k‖?)
= 2‖PBrkk (B0k)‖? + ‖∆
′
k‖? − ‖∆′′k‖?. (2.16)



















wk(2‖PBrkk (B0k)‖? + ‖∆
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Define an event Ak = {d1(XTkE)/n ≤ λwk/(1 + η)}, for k = 1, . . . , K, where η > 0 is an










































Taking η = 1 and assuming ‖∆‖F ≥ δ, we see that ∆ ∈ C(r1, · · · , rk, δ). Therefore,





































































The last inequality is due to the fact that ‖∆‖F = ‖∆′‖F + ‖∆′′‖F.
Now, combining (2.19), (2.20) and (2.21), we know that on the event ∩Kk=1Ak, either


























































This completes the proof.
On the right hand side of the derived upper bound, the first term is from the tolerance
parameter in the RE condition, which ensures that the condition can possibly hold when
the true model is not exactly low-rank (Negahban and Wainwright, 2011), i.e., when∑mk
j=rk+1
dj(B0k) 6= 0. The second term gives the estimation error of recovering the
desired view-specific low-rank structure, and the third term gives the approximation
error incurred due to approximating the true model with the view-specific low-rank
structure. When the true model is exactly of low rank, i.e., r(B0k) = r0k, it suffices
to take δ = 0 and the upper bound then yields the estimation error, i.e., σ2
∑K
k=1{q +
r(Xk)}r0k/n. This rate holds with high probability in the high-dimensional setting that
q + r(Xk)→∞. In the classical setting of n→∞ with fixed q and r(Xk), by choosing
θ ∝
√
log n, the rate becomes σ2 log(n)
∑K
k=1 r0k/n with probability approaching 1.
Intriguingly, the results in Theorem 2.3 can specialize into oracle inequalities of
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several existing regularized estimation methods, such as NNP, MTL and Lasso. This
is because these models can all be viewed as special cases of iRRR. We discuss some
examples below; to focus on the main message, we only focus on the settings of exact
low rank or exact sparsity. First consider the NNP method defined in (2.2), which
corresponds to the special case of K = 1 and wk = 1 in iRRR. The restricted set in
(2.14) becomes
C(r0) = {∆ ∈ Rp×q; ‖∆′′‖? ≤ 3‖∆′‖?},
where ∆′′ = PBr00 (∆) and ∆
′ = ∆ −∆′′. Theorem 2.3 then implies that under the RE














This bound recovers the results on NNP in the literature; see, e.g., Negahban and
Wainwright (2011). Next, consider the MTL setting, which corresponds to pk = 1 and
p = K in iRRR. Write B0 = (b
T
01, . . . ,b
T
0p)

















By choosing λ ∝ σ
√




(log p+ q) · |S|
n
,
where |S| is the cardinality of S. The same bound can be obtained from results in Lounici
et al. (2011) on more general setting of MTL, or from results in Negahban et al. (2012)
on grLasso by vectorizing the MTL problem here into a univariate-response regression.
Another example is Lasso, which corresponds to q = 1 and K = p in iRRR. It is seen
that the model becomes y = Xb0 + e, and the cNNP degenerates to the `1-norm of a
coefficient vector b ∈ Rp. Let S = {j; b0j 6= 0}, then the restricted set becomes
C(S) =
{
















log p · |S|
n
holds with probability at least 1 − p1−c, which is a well-known result in the literature.
As such, iRRR seamlessly bridges group-sparse and low-rank methods and provides a
unified theory of the two types of regularization.
To see the potential advantage of iRRR over NNP or MTL, we make some compar-
isons of their error rates based on Theorem 2.3. To convey the main message, consider
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the case where pk = p1, r(Xk) = rX1 for k = 1, . . . , K, r0k = r01 for k = 1, . . . , s, and
r0k = 0 for k = s + 1, . . . , K. The error rate is σ
2sr01(q + rX1)/n, σ
2r0(q + rX)/n, for
iRRR and NNP, respectively, with high probability. As long as sr01 = O(r0), iRRR
achieves a faster rate since rX1 ≤ rX always holds. For comparing iRRR and MTL, we
get that with probability 1− p−1, iRRR achieves an error rate σ2(log p+ q+ rX1)sr01/n
(by choosing θ =
√
4 log p/(q + rX1) ) while MTL achieves σ
2(log p + q + 1)sp1/n. The
two rates agree with each other in the MTL setting when rX1 = r01 = p1 = 1, and the
former rate can be much faster in the iRRR setting when, for example, r01  p1 and
rX1 = O(log(p) + q).
2.5 Simulation
2.5.1 Settings and Evaluation Metrics
We conduct simulation studies to demonstrate the efficacy of the proposed iRRR method.
We consider two response types: Gaussian and binary. In Gaussian settings, we compare
iRRR with the ordinary least squares (OLS), the ridge RRR (RRRR) (Mukherjee and
Zhu, 2011) (which contains RRR as a special case), and the adaptive NNP (aNNP)
(which has been shown to be computationally efficient and can outperform NNP in
Chen et al., 2013). For the settings in which the true coefficient matrix is sparse, we also
include MTL (Caruana, 1997) (by treating each predictor as a group in iRRR), as well
as Lasso (Tibshirani, 1996) and grLasso (Yuan and Lin, 2006) for each response variable
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separately (grLasso accounts for the grouping information in the multi-view predictors).
In binary settings, we compare iRRR with the generalized RRR (gRRR) (She, 2013; Luo
et al., 2018) and the univariate penalized logistic regression (glmnet) with the elastic
net penalty (Zou and Hastie, 2005).
For the Gaussian models, we consider a range of simulation settings. Setting 1 is the
basic setting, where n = 500, K = 2, p1 = p2 = 50 (p = 100), and q = 100. We generate
the rows of the design matrix X independently from a p-variate Gaussian distribution
N(0,Σx) with Σx = Ip, followed by column centering. The error matrix E is filled with
i.i.d. standard Gaussian random numbers. (We also consider correlated errors. The
results are similar and contained in Appendix A.1.) Each coefficient matrix B0k has
rank r0k = 10, which is generated as B0k = LkR
T
k with the entries of Lk ∈ Rpk×r0k and
Rk ∈ Rq×r0k both generated from N(0, 1). Consequently, B0 = (BT01,BT02)T has rank
r0 = r01 + r02 = 20. The response matrix Y is then generated based on the model in
(2.1). As such, there are more than 10,000 unknown parameters in this model, posing
a challenging large-scale problem. Furthermore, we also consider incomplete responses,
with 10%, 20%, 30% entries missing completely at random.
The other settings are variants of Setting 1:
• Setting 2 (multi-collinear): The predictors in the two views X1 and X2 are
highly correlated. All the p = p1 + p2 predictors are generated jointly from a
p-variate Gaussian distribution Np(0,Σx), where Σx has diagonal elements 1 and
off-diagonal 0.9.
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• Setting 3 (globally low-rank): We set R1 = R2 when generating B01 and
B02, so that the low rank structures in separate coefficient matrices also imply a
globally low-rank structure. We consider three scenarios: r0 = r01 = r02 = 20,
r0 = r01 = r02 = 40, and r0 = 60, r01 = r02 = 50.
• Setting 4 (multi-set): We consider multiple views, K ∈ {3, 4, 5}. The addi-
tional design matrices and coefficient matrices are generated in the same way as
in Setting 1.
• Setting 5 (sparse-view): We consider K = 3, where the last predictor set X3
is generated in the same way as in Setting 1 but is irrelevant to prediction, i.e.,
B03 = 0.
For the binary models, we consider two settings: the basic setting (Setting 6) and
the sparse-view setting (Setting 7), which are similar to Setting 1 and Setting 5,
respectively. The differences are that the sample size is set to n = 200, the intercept µ0
is set as a vector of random numbers from the uniform distribution on [−1, 1], and the
entries of Y are drawn from Bernoulli distributions with their natural parameters given
by Θ = 1µT0 +
∑K
k=1 XkB0k.
In Settings 1–5, we use the MSPE to evaluate the performance of different methods,
MSPE(B0, B̂) = tr
{




where tr(·) represents the trace of a matrix, B̂ is the estimate of B0, and Σx is the
covariance matrix of X. In Settings 6–7, we evaluate the average cross entropy between
the true and estimated probabilities on an independently generated validation data set
of size n = 500,







{pij log p̂ij + (1− pij) log(1− p̂ij)} ,
where pij = exp(θij)/{1 + exp(θij)}, and p̂ij is its corresponding estimate.
For each simulation setting, we first generate an independent testing data set to select
tuning parameters for different methods. Once selected, the tuning parameters are fixed
in subsequent analyses. This unified approach alleviates inaccuracy in the empirical tun-
ing parameter selection to ensure a fair comparison of different regularization methods.
We have also tried 5-fold CV. The results are similar to those from the validation data
tuning and thus omitted for brevity. In each setting, the experiment is replicated 100
times.
2.5.2 Results
Table 1 reports the results for Settings 1–4. In all the settings, the three regular-
ized estimation methods always substantially outperform OLS, indicating the strength
and necessity of dimension reduction. In Setting 1 (basic), iRRR provides the best
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prediction performance, followed by aNNP and RRRR. When the outcomes are incom-
plete, only iRRR is applicable. The mean and standard deviation of MSPE over 100
repetitions are 7.87 (0.20), 8.64 (0.20), and 9.96 (0.24), when 10%, 20%, and 30% of
the responses are missing, respectively. In Setting 2 (multi-collinear), iRRR is still
the best. It is worth noting that owing to shrinkage estimation, RRRR slightly out-
performs aNNP. In Setting 3 (globally low-rank), aNNP and RRRR can slightly
outperform iRRR when r0 is much smaller than
∑K
k=1 r0k. This can be explained
by the fact that under this setting iRRR may be less parsimonious than the globally
reduced-rank methods. To see this, when r0 is small and r0 = r01 = r02, we have that∑K
k=1(pk + q − r0k)r0k = {p + K(q − r0)}r0 > (p + q − r0)r0, i.e., iRRR yields a larger
number of free parameters than RRR. Nevertheless, iRRR regains its superiority over
the globally low-rank methods when r0 becomes large. We remark that in multi-view
problems the scenario of r0 
∑
k r0k rarely happens unless the relevant subspace from
each view largely overlaps with each other. In Setting 4 (multi-set), we confirm
that the advantage of iRRR becomes more obvious as the number of distinct view sets
increases.
Figure 2 displays the results for Setting 5 (sparse-view). We find that the iRRR
solution tuned based on predictive accuracy usually estimates the third coefficient matrix
(which is a zero matrix in truth) as a nearly zero matrix and occasionally an exact zero
matrix; in view of the construction of the cNNN penalty in iRRR, this “over-selection”
property is analogous to that of Lasso or grLasso. Motivated by Zou (2006), we also
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Table 1: Simulation results for Settings 1–4. The mean and standard deviation (in
parenthesis) of MSPE over 100 simulation runs are presented. In each setting, the best
results are highlighted in boldface.
iRRR aNNP RRRR OLS
Setting 1 7.22 (0.17) 7.76 (0.22) 8.38 (0.24) 25.15 (0.36)
Setting 2 4.21 (0.10) 4.69 (0.11) 4.52 (0.11) 25.15 (0.36)
(r0 = 20) 10.13 (0.22) 7.81 (0.25) 8.25 (0.26) 25.16 (0.39)
Setting 3 (r0 = 40) 12.48 (0.19) 12.39 (0.22) 13.76 (0.26) 25.04 (0.37)
(r0 = 60) 13.62 (0.21) 14.66 (0.26) 15.66 (0.17) 25.11 (0.39)
(K = 3) 10.19 (0.21) 13.99 (0.32) 15.44 (0.31) 43.76 (0.59)
Setting 4 (K = 4) 13.04 (0.22) 19.99 (0.35) 19.68 (0.19) 68.00 (0.89)
(K = 5) 14.84 (0.25) 24.90 (0.32) 21.43 (0.21) 101.87 (1.38)
experiment with an adaptive iRRR (denoted by iRRR-a) approach, where we first fit
iRRR and then adjust the predefined weights by the inverse of the Frobenius norms
of the estimated coefficient matrices. As a result, the iRRR-a approach achieves much
improved view selection performance and even better prediction accuracy than iRRR. In
contrast, MTL, Lasso and grLasso have worse performance than the low-rank methods,
because they fail to leverage information from the multivariate response and/or multi-
view predictor structures.
The simulation results of Settings 6-7 for binary models are displayed in Figure 3.
The results are similar as in the Gaussian models, i.e., the iRRR methods substantially
outperform the competing sparse or low-rank methods in prediction.
We have also compared the computational time of different methods (on a standard
desktop with Intel i5 3.3GHz CPU). For example, the average time (in seconds) under
Setting 1 is 0.68 (0.06), 0.07 (0.01) and 0.02 (0.00) for iRRR, aNNP and RRRR,
respectively; under Setting 4 with K = 5 the average time becomes 0.96 (0.12), 0.09
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Prediction Results in Setting 5 (sparse-view)
Figure 2: Simulation results for Setting 5 (sparse-view). OLS is omitted as its perfor-
mance is much worse than the reported methods.
(0.01) and 0.05 (0.01); under Setting 6 with binary responses, the average time is 1.71
(0.03), 0.98 (0.08) and 0.70 (0.08) for iRRR, gRRR and glmnet. As expected, iRRR is
more computationally expensive than the globally low-rank or sparse methods. However,
in view of the scale of the problem, the computational cost for iRRR is still low and

















Prediction Results in Setting 6












Prediction Results in Setting 7
Figure 3: Simulation results for Settings 6–7 with binary response variables.
2.6 An Application in the Longitudinal Studies of
Aging
The LSOA (Stanziano et al., 2010) was a collaborative effort of the National Center for
Health Statistics and the National Institute on Aging. The study interviewed a large
cohort of senior people (70 years of age and over) in 1997-1998 (WAVE II) and 1999-
2000 (WAVE III), respectively, and measured their health conditions, living conditions,
family situations, health service utilizations, among others. Here our objective is to
examine the predictive relationship between health-related events in earlier years and
health outcomes in later years, which can be formulated as a multivariate regression
problem.
There are n = 3988 common subjects who participated in both WAVE II and WAVE
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III interviews. After data pre-processing (Luo et al., 2018), p = 294 health risk and be-
havior measurements in WAVE II are treated as predictors, and q = 41 health outcomes
in WAVE III are treated as multivariate responses. The response variables are binary in-
dicators, characterizing various cognitive, sensational, social, and life quality outcomes,
among others. Over 20% of the response data entries are missing. The predictors are
multi-view, including housing condition (X1 with p1 = 38), family structure/status (X2
with p2 = 60), daily activity (X3 with p3 = 40), prior medical condition (X4 with
p4 = 114), and medical procedure since last interview (X5 with p5 = 40). We thus ap-
ply the proposed iRRR method to perform the regression analysis. As a comparison, we
also implement gRRR (Luo et al., 2018), and both classical and sparse logistic regression
methods using the R package glmnet, denoted as glm and glmnet, respectively.
We use a random-splitting procedure to evaluate the performance of different meth-
ods. More specifically, each time we randomly select ntr = 3000 subjects as training
samples and the remaining nte = 988 subjects as testing samples. For each method,
we use 5-fold CV on the training samples to select tuning parameters, and apply the
method to all the training data with the selected tuning parameters to yield its coeffi-
cient estimate. The performance of each method is measured by the average deviance












where δij is an indicator of whether yij is observed. We also calculate the Area Under the
Curve (AUC) of the Receiver Operating Characteristic (ROC) curve for each outcome
variable. This procedure is repeated 100 times and the results are averaged.
In terms of the average deviance, iRRR and glmnet yield very similar results (with
mean 0.77 and standard deviation 0.01), and both substantially outperform gRRR (with
mean 0.83 and standard deviation 0.01) and glm (fails due to a few singular outcomes).
The out-sample AUCs for different response variables are shown in Figure 4. The re-
sponse variables are sorted based on their missing rates from large (over 70%) to small
(about 13%). Again, the performance of iRRR is comparable to that of glmnet. The
iRRR tends to have a slight advantage over glmnet for responses with high missing rates.
This could be due to the fact that iRRR can borrow information from other responses
while the univariate glmnet cannot.
To understand the impact of different views on prediction, we produce heatmaps of
the estimated coefficient matrices in Figure 5 (glm is omitted due to its poor perfor-
mance). The estimates from iRRR and glmnet show quite similar patterns: it appears
that the family structure/status group and the daily activity group have the most pre-
dictive power, and the variables within these two groups contribute to the prediction in
a collective way. As for the other three views, iRRR yields heavily shrunk coefficient
estimates, while glmnet yields very sparse estimates. These agreements partly explain
the similarity of the two methods in their prediction performance. In contrast, the
gRRR method tries to learn a globally low-rank structure rather than a view-specific
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Response Variables (Ordered by Missing Rates)























Figure 4: LSOA data analysis. The mean and standard deviation (error bar) of AUC
for each response variable over 100 random-splitting procedures. The responses, from
left to right, are ordered by missing rates from large to small.
structure; consequently, it yields a less parsimonious solution with less competitive pre-
diction performance. Therefore, our results indicate that generally knowing the family
structure/status and daily activity measurements, the information on housing condition,
prior medical conditions, and medical procedures do not provide much new contribution










































Figure 5: LSOA data analysis. The heat maps of the coefficient matrices estimated from
different methods. The predictors fall into 5 groups, namely, housing condition, family
status, daily activity, prior medical condition, and change in medical procedure since
last interview, from top to bottom separated by horizontal black lines. For visualization
purpose, we also sort the responses based on their grouping structure (e.g., cognition,






3.1 Background and Motivation
In Chapter 2, we introduce a promising iRRR model to facilitate multi-view learning in
multivariate regression. The view-specific low-rank structure imposed on coefficient sub-
matrices enables view selection, and is achieved through a novel composite nuclear norm
penalty in estimation. However, due to the use of the nuclear norm, one deficit that the
correct rank recovery often does not come together with the minimal prediction error
(Bunea et al., 2011) leads to an inaccurate rank estimation of each coefficient sub-matrix.
This phenomenon can be found in simulation results of the sparse-view setting displayed
in Section 2.5, i.e., the iRRR tuned based on predictive accuracy usually estimates the
third coefficient matrix (which is a zero matrix in fact) as a nearly zero matrix and
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occasionally an exact zero matrix. Although an adaptively weighted version of iRRR
can achieve a much-improved view selection performance, it is appealing to equip iRRR
with a valid statistical inference procedure to measure estimation uncertainty and assess
the selected model.
Researches on statistical inference for regularized estimators emerged in recent years
as the prevailing of high-dimensional statistics. Regularized estimation methods are
commonly used to recover a parsimonious model in large-scale applications, e.g., lasso
(Tibshirani, 1996), elastic net (Zou and Hastie, 2005), and group lasso (Yuan and Lin,
2006). However, due to regularization, the resulting estimator is often biased and not
in an explicit form, making its sampling distribution complicated and even intractable.
In order to account for uncertainty in estimation and assess the selected model, several
methods have been proposed for assigning p-values and constructing confidence intervals
for a single or a group of coefficients. For example, Knight et al. (2000) investigated
the limiting distribution of lasso estimator. Wasserman and Roeder (2009) considered
a random-splitting method where half of the data are used for variable selection and
then p-values are produced by applying the selected model to another half of the data.
From a different aspect, several methods based on classical likelihood ratio test, Wald
test and score test were proposed. For example, Ning et al. (2017) extended the score
test to the high dimensional situation for generic penalized M-estimators with a newly
proposed decorrelated score function. To test linear hypotheses in the high dimensional
generalized linear models, Shi et al. (2019) proposed several test methods based on a
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constrained partial regularized estimator. Another popular kind of method utilizes the
projection and bias-correction technique, where a de-biasing procedure is first applied
to the regularized estimator and then the asymptotic distribution is derived for the
resulting estimator. For example, Bühlmann et al. (2013) applied bias correction to a
Ridge estimator and derived subsequent inference procedure, Zhang and Zhang (2014)
and Javanmard and Montanari (2014) considered the lasso estimator. Shi et al. (2016)
generalized the procedure of Javanmard and Montanari (2014) to make inference for lasso
estimator obtained under multiple linear constraints on coefficients. To facilitate chi-
square type hypothesis testing for a possibly large group of coefficients without inflating
the required sample size due to group size, Mitra et al. (2016) generalized the idea of
the low-dimensional projecting estimator (Zhang and Zhang, 2014, LDPE) to correct
the bias of a scaled group lasso estimator. Although the above methods are effective
under various model settings, to the best of our knowledge, so far there is not much
work focus on inference in high-dimensional multivariate regression, especially for rank
restricted models, which motivates the derivation of the inference method considered in
this paper.
Our method is built upon the approaches proposed in Zhang and Zhang (2014)
and Mitra et al. (2016). Specifically, we generalize LDPE to correct the bias of the
iRRR estimator and derive an asymptotic distribution for the de-biased estimator to
enable statistical inference. Due to the demand of a consistent noise level estimator
in the construction of the test statistic, we also propose a scaled composite nuclear
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norm penalization approach for simultaneous coefficient matrix estimation and noise
level estimation. The score matrix, another crucial component in de-biasing, can be
obtained by analyzing the correlation among predictors through a penalized multivariate
regression. A condition on the sample size is derived to guarantee the whole asymptotic
framework be valid. We stress that the proposed approach is generally applicable for
a wide range of multivariate multi-view regression problems, and to the best of our
knowledge, our work is among the first to develop statistical inference methods for
testing high-dimensional low-rank coefficient matrices.
The rest of this chapter is organized as follows. Section 3.2 develops a scaled com-
posite nuclear norm penalization approach for model estimation, also included are the
theoretical guarantees on the resulting estimator. Section 3.3 introduces the inference
procedure and its related theoretical results. Efficient computational algorithms are pre-
sented in Section 3.4. Simulation study of the proposed inference procedure is shown in
Section 3.5.
3.2 Estimation via Scaled Composite Nuclear Norm
Penalization
Due to the need for enabling statistical inference, the estimation of the error variance
is crucial. Therefore, following the scaled lasso framework (Sun and Zhang, 2012b), we
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develop a scaled composite nuclear norm penalization approach,

















where for each k = 1, . . . , K, ‖Bk‖? denotes the nuclear norm of matrix Bk with wk being
its weight, to be specified later. The application of the composite nuclear norm penalty
nicely bridges low-rank models and group sparse models. Specifically, this penalty pro-
motes the sparsity of the singular values of each coefficient sub-matrix and could even
make the sub-matrix to be entirely zero. With the incorporation of noise level σ into
the optimization scheme, the resulting coefficient estimator and noise level estimator are
scale-equivariant with respect to the response Y. We have developed efficient algorithms
to solve (3.1), which are presented in Section 3.4. The resulting estimator is termed as
the scaled iRRR estimator.
We investigate the theoretical properties of the scaled iRRR estimator in high-
dimensional scenarios. Similar to the analysis of the iRRR estimator in Section 2.4,
we adopt the same restricted eigenvalue condition (RE) (Negahban et al., 2012; Negah-
ban and Wainwright, 2011) to ensure the convexity of the loss function on a restricted
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parameter space
C(r1, . . . , rK ; η, δ)
=
{

















Here rk is the rank imposed on each coefficient sub-matrix and satisfies 1 ≤ rk ≤
min(pk, q), η is a positive constant and δ is a tolerance parameter from RE condition.
Refer to Section 2.4 for more details about the construction of C(r1, . . . , rK ; η, δ). Next,
we give the main theoretical result of the scaled iRRR estimator.
Theorem 3.1. Assume that vec(E) ∼ Nnq(0, σ2Inq). Let (B̂n, σ̂) be a solution of opti-
mization problem (3.1), B0 be the true coefficient matrix and σ
∗ = ‖Y −XB0‖F/
√
nq
be the oracle noise level. Suppose X satisfies the RE condition with κ(X) > 0 over
C(r1, . . . , rK ; η, δ). When wk = d1(Xk)w∗,k/
√






and 0 < ε < 1, if we let λ ≥ (1 + η)/
√






































































Proof. We follow the proof in Mitra et al. (2016). Some of the notations mentioned
below can be found in the block-wise coordinate descent algorithm designed for fitting
scaled iRRR, refer to Section 3.4.1 for details. With η > 0, first define
µ(w, η) =






























Let ∆ = B̂n(tw)−B0, ∆k = B̂nk(tw)−B0k and t > σ∗/
√
1 + τ−, then



































The last inequality is built on the event E with t > σ∗/
√
1 + τ−. Next we deal with the








In order to bound d1(X
T
k (Y −XB̂n(tw)), recall that B̂n(tw) is a minimizer of Ltw(B)
if and only if there exists a diagonal matrix Jk with d1(Jk) ≤ 1 such that
XTk (Y −XB̂n(tw)) = λtnqwkUkJkVTk , k = 1, . . . , K,
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where B̂nk(tw) = UkDkV
T
k is the singular value decomposition (Watson, 1992). Thus
for each k, we have
d1(X
T













and inequality (3.6) we have







and from (3.5), (3.6) and (3.7), we have





































Since t > σ∗/
√
































wk‖∆k‖? ≤ t2µ(w, η), (3.12)
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which together with (3.10) leads to
−2 + η
1 + η
t2µ(w, η) ≤ σ∗2 − σ̂2(tw) ≤ 2
1 + η
t2µ(w, η).
Recall the definition of τ+ and τ− in (3.4), we have
−τ+t2 ≤ σ∗2 − σ̂2(tw) ≤ τ−t2. (3.13)
The second inequality in (3.13) with t = σ∗/
√
1 + τ− leads to t
2 − σ̂2(tw) ≤ t2 − σ∗2 +
τ−t
2 = 0, which indicates σ̂(tw) ≥ t = σ∗/
√
1 + τ−. Assume σ
∗/
√
1− τ+ ≥ σ∗/
√
1 + τ−,
then the first inequality of (3.13) with t = σ∗/
√
1− τ+ implies t2 − σ̂2(tw) ≥ t2 − σ∗2 −
τ+t
2 = 0, i.e., σ̂(tw) ≤ t = σ∗/
√
1− τ+. Due to the joint convexity of the scaled iRRR
framework (3.1), we have σ̂(tw) = ‖Y −XB̂n(tw)‖F/
√
nq converges to σ̂ which is the
minimizer of (3.1). Thus in conclusion we have
σ∗√
1 + τ−





which is followed by
∣∣∣∣ σ̂σ∗ − 1




nqµ(w, η)→ 0, then
∣∣∣∣ σ̂σ∗ − 1
∣∣∣∣ = op((nq)−1/2).
Moreover, if vec(E) ∼ Nnq(0, σ2Inq), we have σ∗/σ ∼ χnq/
√































Next we derive the estimation error bound for B̂n(σ̂w) (i.e., B̂n) with the framework
(3.11). Since σ̂ ≥ σ∗/
√

















by applying Theorem 2.3 in Section 2.4 and the fact that σ̂ ≤ σ∗/
√
1− τ+. Fi-
nally, we need to prove P(E) > 1 − ε with some 0 < ε < 1. Note that follow the
same reasoning as the proof of Theorem 6 in Mitra et al. (2016) with the assump-










nq with λ being tuned properly. This completes
the proof.
Theorem 3.1 provides the error rates of the scaled iRRR estimator B̂n, and estab-
lishes the consistency and the asymptotic distribution of σ̂. The incorporation of noise
level estimation leads to the major difference between Theorem 3.1 and Theorem 2.3 in
Section 2.4. In particular, the specific forms of wk’s are derived from different probabil-
ity inequalities in proofs of two theorems. Moreover, Theorem 3.1 is able to recover the
error rates of both the scaled group lasso estimator (Mitra et al., 2016) and scaled lasso
estimator (Sun and Zhang, 2012b) in `2 loss. With the assumption that λd1(Xk)/
√
n  1








k=1 rk(pkq + 2 log(K/ε))
nq
. (3.14)
By letting q = 1, (3.14) reduces to the rate of the scaled group lasso estimator un-
der a strong group sparsity condition (Huang et al., 2010), which is of the order (s +
g log(K/ε))/n with g the number of predictive groups and s the number of entries con-
tained in these groups. If further we let K = p and pk = 1 for all k, then the rate
becomes s log(p/ε)/n with s the cardinality of the active set, which is the rate for the
scaled lasso.
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3.3 Hypothesis Testing for Group Inference
3.3.1 A Brief Introduction to the LDPE Approach
It is worthwhile to dive deeper into the LDPE approach proposed by Zhang and Zhang
(2014), as our proposed method will be built upon it. The illustration proceeds under a
multiple linear regression model y = x1β01 + . . .+xpβ0p+ε, where y ∈ Rn is the response
vector and xj ∈ Rn is a vector consisting of observations of the j-th predictor. Suppose
we are interested in the effect of predictor xj (1 ≤ j ≤ p) on the response. The initial
estimator β̂nj can be obtained by lasso method. As we mentioned before, lasso estimator
is biased due to the regularization on coefficients. The effect of xj on response cannot
be fully represented by β̂nj , hence a properly selected score vector is used to recover the












where the score vector zj has the same dimension as xj and only depends on the design
matrix X = (x1, . . . ,xp). The score vector zj serves as a tool to extract the remaining
information from y that is only related to xj, then this part of information is added
back to β̂nj after standardization to correct the bias.
The classical scenario with n > p can help us understand the mechanism of the
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above procedure better. When n > p, zj can be set as x
⊥
j , the projection of xj onto
the orthogonal complement of the column space of X−j (the design matrix with the j-th
column deleted). This choice of zj can be regarded as the information only carried by
the j-th predictor and satisfies zTj X−j = 0. Then whatever the initial estimator is, the
resulting de-biased estimator is the least square estimator. However, in order to satisfy
zTj X−j = 0 when p < n, zj needs to be the zero vector. Thus, we should relax the
requirement zTj X−j = 0 to some tolerable extents in the high-dimensional scenario. In
other words, we aim to approximate x⊥j to control the bias caused by z
T
j X−j 6= 0 to
be under a tolerable level for high-dimensional situation. For example, the score vector
is obtained from applying lasso to the regression of xj on X−j in Zhang and Zhang
(2014), while in Javanmard and Montanari (2014) the score vector is estimated from
an optimization program that minimizes the variance of the de-biased estimator while
control its bias.
3.3.2 Proposed Inference Procedure
Our approach concerns the problem of testing H0 : B0k = 0 ↔ H1 : B0k 6= 0 (or
H0 : XkB0k = 0 ↔ H1 : XkB0k 6= 0), from which the test result indicates the sig-
nificance level of the predictive power of the k-th group of covariates on the responses
when controlling the effects from other covariates. In the preterm infants gut micro-
biome study that will be detailed in Chapter 4, the application of the proposed test
can facilitate the identification of potential biomarkers, e.g., certain kinds of bacterial
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taxa, to later neurological disorders with given level of confidence. The challenge of the
above hypothesis testing problem is we need to test whether a large set of parameters
equal to zeroes simultaneously, while most available methods focus on single coefficient
inference. Besides, the scaled iRRR estimator is highly nonlinear due to the regulariza-
tion imposed on the model thus the related asymptotic distribution is difficult to derive.
Our method is a generalization of the work by Mitra et al. (2016), which is built upon
the low-dimensional projection estimator (LDPE) proposed in Zhang and Zhang (2014).
The details of our proposed inference procedure is provided in Appendix A.2. In what
follows, we summarize the main steps of establishing our proposed method, which in-
clude (1) the exploitation of LDPE to correct the bias of the scaled iRRR estimator, (2)
the construction of a χ2-type test statistic based on the de-biased estimator, and (3) the
estimation of the required score matrix and the theoretical guarantee of the reliability
of the test.
First, we provide the de-biased version of the scaled iRRR estimator. Let Sk ∈
Rn×pk be the score matrix of Xk that only depends on X. Write Qk and P0,k be the
orthogonal projection matrices onto the column spaces of Xk (C(Xk)) and Sk (C(Sk)),
respectively, and let Pk be the projection matrix of C(P0,kQk). Hereafter, we assume
r(STkXk) = r(Xk), which is a crucial requirement for the derivation of the inference
procedure. Based on the scaled iRRR estimator B̂n = (B̂nT1 , . . . , B̂
nT
K )
T from (3.1), the
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+STk (Y −XB̂n), (3.16)
where (S′kXk)
+ is the Moore-Penrose inverse of S′kXk. For the group effect XkBk, the





Next, based on the de-biased estimator, we introduce a test statistic and derive its
asymptotic distribution under the null. The effect of de-biasing in B̂k (or XkB̂k) is
controlled by the approximation of Sk to X
⊥
k and the distance between B̂
n and B∗,
where X⊥k is the best score matrix only available in the ‘low-dimensional’ scenario and
is defined as the projection of Xk onto the orthogonal complement of the column space








Once the magnitude of Remk is ignorable in the sense that
√
qr′k|σ/σ̂ − 1|+ ‖Remk/σ‖F = op(1), (3.19)
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where σ̂ is from (3.1) and r′k = r(Pk) = r(Xk), then with the assumption on the random













asymptotically. As such, with a pre-fixed significance level α, we reject the null hypoth-
esis if Tk > χ
2
α,r′kq
, the α-th upper quantile of the χ2 distribution. We shall note that if
r(Xk) < pk, the method is only applicable to test H0 : XkB0k = 0 and when r(Xk) = pk,
the method is applicable to test H0 : B0k = 0.
Till now, what we are still lacking is an appropriate Pk. Moreover, to guarantee that
the proposed test is valid, it is necessary to verify (3.19) with the scaled iRRR estimator
and the selected Pk. We use a penalized regression to estimate Pk. Specifically, let


















where w′′j is the pre-specified weight and ξ is a tuning parameter. Then we estimate the
score matrix through Sk = Xk −X−kΓ̂−k and Pk = Sk(STkSk)−1STk . The algorithm to
solve (3.21) is provided in Section 3.4. For the selection of ξ, from the comments of Mitra
et al. (2016), in practice we only have to find a ξ to make sure d1(Pk(In − Qk)) < 1,
which implies the key condition r(PkXk) = r(Xk) in deriving the test procedure.
Finally, we provide a sufficient condition on sample size to guarantee the proposed
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inference procedure to be valid, i.e., the condition in (3.19) holds.
Theorem 3.2. Let (B̂n, σ̂) be from solving (3.1), Pk from (3.21) with w
′′





















where dmin(·) is the smallest singular value of the enclosed matrix.
Proof. First we get the rate of ‖Remk‖F/σ. From the KKT condition of (3.21), we have
d1(QjSk/
√




j . If we let w
′′
j = w∗,j,
then together with (A.5) in Appendix A.2 and the second statement in (3.22), we have
‖Remk‖F/σ = op(1). Then we consider the rate of |1− σ/σ̂|. From (3.3) we can get
∣∣∣1− σ
σ̂




which together with the first statement in (3.22) implies
∣∣∣1− σ
σ̂




Combine these two results we complete the verification of (3.19).
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3.4 Computation
In this section, two algorithms are introduced to obtain the scaled iRRR estimator
from (3.1). One is derived as a block-wise coordinate descent algorithm and another is
based on the alternating direction method of multipliers (Boyd et al., 2011, ADMM).
Both methods have good performance in our simulation, with the block-wise coordinate
descent method spends less time in solving (3.1). As for the score matrix estimation
with (3.21), an ADMM based algorithm is proposed.
3.4.1 Scaled iRRR Estimation
Note that with a given σ, we have
σLw(B, σ) = Lw∗(B) +
σ2
2
where w∗ = σw = (σw1, . . . , σwK)
T and Lw∗(B) is the objective function in the original
iRRR estimation framework
B̂n(w) = arg min
B∈Rp×q











The notation B̂n(w) emphasizes the dependence of the estimator on the weight w.
Therefore, a block-wise coordinate descent algorithm can be applied to solve (3.1) (Sun
and Zhang, 2012b). Suppose at the k-th iteration, we have σ̂(k) and B̂n(k)(w(k)). Then
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at the (k + 1)-th iteration, the procedure is summarized as
σ̂(k+1) ← ‖Y −XB̂n(k)(w(k))‖F/
√
nq, (3.26)




We stop iteration when σ̂ gets converged (Sun and Zhang, 2012b). Due to the joint
convexity of (3.1), the estimates produced from the above iterative algorithm converge
to the minimizer of (3.1), with B̂n = B̂n(σ̂w). In step (3.28), the optimization problem
is solved by the algorithm introduced in Section 2.3.
An alternative is to directly apply ADMM to solve (3.1). Let Ak (k = 1, . . . , K) be



















s.t. Ak = Bk, k = 1, . . . , K.
Let Λ = (ΛT1 , . . . ,Λ
T
K)
T be the Lagrange parameter with each Λk ∈ Rpk×q, then the
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augmented Lagrangian objective function is

























where ρ is a pre-specified constant to control the step size. Let Ã, B̃, σ̃ and Λ̃ be the
estimates from the last iteration, then in the primal step we first update (B, σ) with the
given Ã and Λ̃, secondly estimate A based on the updated (B, σ) and Λ̃, and finally









XTY + Λ̃ + ρÃ
)
, (3.29)





Here we remark that we only update (B, σ) once in each iteration, and it works well
in simulation. Since the objective function is separable with respect to each Ak given
(B̂, σ̂, Λ̃), we have
























which has an explicit solution (Cai et al., 2010). Specifically, we first do a singular
value decomposition to get (B̂k − Λ̃k/ρ) = UkDkVTk . Then with S(Dk, wkλ/ρ) =
(Dk −wkλ/ρ)+, we apply soft-thresholding at the level wkλ/ρ to each entry of Dk. The
resulting solution to this subproblem is
Âk = UkS(Dk, wkλ/ρ)VTk . (3.31)
Finally, based on the updated Âk and B̂k, the dual step is




, k = 1, . . . , K. (3.32)
For establishing the stopping rule, the primal residual and dual residual are defined as
rprimal = ‖Â− B̂‖F,
rdual = ρ‖Â− Ã‖F. (3.33)
Once both residuals fall below a prespecified threshold value, we stop iteration and use
the recent estimates as the final results. In practice, we can gradually increase the step
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size ρ to accelerate the algorithm (He et al., 2000) to converge. The whole procedure is
summarized in Algorithm 2.
Algorithm 2 The ADMM algorithm for fitting scaled iRRR.
Parameter: λ, ρ.
Initialize A, B, σ and the Lagrange multiplier Λ;
while The stopping criterion is not satisfied do
• Primal step:
– Update Bk, k = 1, . . . , K by (3.29);
– Update σ by (3.30);
– Update Ak, k = 1, . . . , K by (3.31);
• Dual step:
– Update Λ by (3.32);
• Calculate the primal and dual residuals defined in (3.33);
• (Optional) Increase ρ by a small amount, e.g., ρ← 1.01ρ.
end while
3.4.2 Score Matrix Estimation












s.t. XkAk = XkBk, k = 1, . . . , K.
The only difference between (3.34) and the original iRRR optimization problem (3.25) is
to penalize the nuclear norm of the group effect XkBk directly. The ADMM algorithm
introduced in Section 2.3 can be applied here with a small modification, i.e., based on
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B̂ and Λ̃ we update XkAk but not Ak. The optimization problem with fixed B̂ and Λ̃









Thus by conducting singular value decomposition to XkB̂k − Λ̃k/ρ and applying soft
thresholding to its singular values with the threshold value λwk/ρ we can update XkAk.
Similarly, we have






Once both residuals fall below a pre-specified value we stop the algorithm.
3.5 Simulation
We conduct simulation studies to investigate the performance of the proposed method
in making group inference. We work on two model settings with different dimensionality
and complexity:
1. n = 500, q = 5, p = 50, K = 5, pi = 10, i = 1, . . . , 5, and r01 = 2, r0i = 0, i =
2, . . . , 5.
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2. n = 200, q = 10, p = 400, K = 20, pi = 20, i = 1, . . . , 10, and r01 = 1,
r0i = 0, i = 2, . . . , 20.
The design matrix X = (X1, . . . ,XK) ∈ Rn×p, true coefficient matrix B0 = (BT01, . . . ,BT0K)T
∈ Rp×q and the corresponding response matrix Y ∈ Rn×q are generated as below:
1. We generate B0k ∈ Rpk×q of rank r0k, k = 1, . . . , K though full-rank decomposi-
tion, i.e., B0k = JkR
T
k where Jk ∈ Rpk×r0k and Rk ∈ Rq×r0k , and each entry of
both Jk and Rk is generated from N(0, 1). Then we scale the coefficient matrix to
make its largest entry to be 1.
2. Each row of X is generated independently from a multivariate normal distribution
Np(0,Σx). Two covariance structures are considered, (1) within-group autoregres-
sive, i.e., Σx is block diagonal with diagonal blocks Σk = (ρ
|i−j|
x ) ∈ Rpk×pk , and
(2) among-group autoregressive, i.e., Σx = (ρ
|i−j|
x ). The correlation strength ρx is
in {0, 0.5}.
3. The entries of E are drawn from N(0, σ2) and the response matrix Y is ob-
tained from Y = XB0 + E, where σ
2 is set to control the signal to noise ratio
(SNR), defined as the ratio between the standard deviation of the linear predic-
tor
∑K
k=1 XkB0k and the standard deviation of the random error. We consider
SNR ∈ {0.1, 0.2, 0.4}.
In each replication, we generate (X,Y) and conduct group-wise tests with significance
level 0.05. We use 5-fold cross validation to select λ in the scaled iRRR, using the
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negative log-likelihood as the error measure to take into consideration the noise level
estimation. As for the estimation of the score matrix, we use ξ = 1 in (3.21) which is
verified to be adequate for satisfying d1(Pk(In − Qk)) < 1 in all the settings. Under
each setting, the simulation is repeated 100 times. We compute the mean and standard
deviation of σ̂/σ − 1 and |σ̂/σ − 1|, respectively, to measure the performance of the
noise level estimation. For assessing the inference procedure, we compute both the false
positive rate (FP), the proportion of time the test for an irrelevant group is rejected,

















































































(f) SNR = 0.4, ρx = 0.5
Figure 6: Normal Q-Q plots of
√
2nq(σ̂/σ− 1) versus N(0, 1). The results are produced
from 100 simulation runs under setting 1.
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We first examine the asymptotic distributions of both
√
2nq(σ̂/σ − 1) and the piv-
otal statistic ‖PkE − Remk‖2F/σ̂2 using setting 1; in the simulation we fix a randomly
generated X with the within-group correlation setup and generate E in each replication.
Figure 6 display the normal Q-Q plots of
√
2nq(σ̂/σ − 1) under different SNR and ρx
settings. In each plot, the majority of the points approximately lie on a straight line
that is coincident with or parallel to the diagonal line. When the SNR is very low, the
empirical and theoretical quantiles match quite well, while when the SNR is stronger,
the variance is slightly underestimated. This may be due to the nature of the cross val-
idation. Figure 7 displays the χ2 Q-Q plots to verify the asymptotic distribution of the
pivotal statistic ‖PkE− Remk‖2F/σ̂2. Indeed it approximately follows a χ2 distribution
with degree of freedom r′kq. The slight parallel discrepancy above the diagonal line is
caused by the underestimation of the noise level.
Table 2: Simulation results for setting 1 across 100 replications. The performance of
noise level estimation is displayed in terms of the mean (×100) and standard error (×100,
in parenthesis) of σ̂/σ − 1 and |σ̂/σ − 1|, respectively.
Design
σ̂/σ − 1 |σ̂/σ − 1| Group 1 Group 2 Group 3
(SNR, ρx) TP FP FP
Correlation within groups
(0.1,0.0) -0.27 (1.68) 1.36 (1.01) 0.65 0.07 0.08
(0.1,0.5) -0.10 (1.67) 1.34 (0.99) 0.63 0.06 0.07
(0.2,0.0) -0.72 (1.60) 1.41 (1.04) 1.00 0.07 0.09
(0.2,0.5) -0.63 (1.64) 1.41 (1.04) 1.00 0.07 0.08
(0.4,0.0) -0.94 (1.61) 1.50 (1.09) 1.00 0.08 0.09
(0.4,0.5) -0.95 (1.65) 1.54 (1.11) 1.00 0.08 0.08
Correlation among groups
(0.1,0.5) -0.14 (1.68) 1.36 (0.99) 0.62 0.05 0.07
(0.2,0.5) -0.64 (1.66) 1.43 (1.06) 1.00 0.04 0.07





















































































(f) SNR = 0.1, ρx = 0.5, group 3
Figure 7: χ2 Q-Q plots of ‖PkE − Remk‖2F/σ̂2 versus χ2r′kq. The results are produced
from 100 simulation runs under setting 1.
Table 3: Simulation results for setting 2 across 100 replications. The performance of
noise level estimation is displayed in terms of the mean (×100) and standard error (×100,
in parenthesis) of σ̂/σ − 1 and |σ̂/σ − 1|, respectively.
Design
σ̂/σ − 1 |σ̂/σ − 1| Group 1 Group 2 Group 3
(SNR, ρx) TP FP FP
Correlation within groups
(0.1,0.0) -0.40 (1.99) 1.59 (1.26) 0.11 0.05 0.02
(0.1,0.5) -0.21 (1.82) 1.44 (1.12) 0.09 0.06 0.01
(0.2,0.0) -0.71 (2.08) 1.69 (1.39) 0.69 0.08 0.03
(0.2,0.5) -0.33 (1.90) 1.50 (1.20) 0.74 0.07 0.01
(0.4,0.0) -0.85 (2.25) 1.85 (1.53) 1.00 0.08 0.03
(0.4,0.5) -0.59 (2.10) 1.69 (1.38) 1.00 0.07 0.02
Correlation among groups
(0.1,0.5) -0.22 (1.80) 1.42 (1.11) 0.09 0.05 0.01
(0.2,0.5) -0.38 (1.91) 1.54 (1.19) 0.72 0.07 0.01
(0.4,0.5) -0.61 (2.13) 1.73 (1.38) 1.00 0.07 0.01
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Table 2 – 3 report the detailed results on hypothesis testing under different settings.
In general, the magnitude of SNR and the model dimensionality have great influence
on the TP, which measures the power of the test, while the type I error rate, i.e., FP,
is not sensitive to the change of these two factors and only oscillates slightly around
0.05. Specifically, in setting 1 where n < p, the power of the test is moderate when
SNR is very low. When the SNR becomes stronger, the power of the test in these two
settings dramatically increase to be close to 1. Setting 2 deals with the high-dimensional
situation, thus when SNR is low the power of the test is generally weaker than in setting
1. With a higher signal strength, i.e., SNR = 0.4, the power of the test achieves 1.
In addition, correlation patterns among covariates appear to have little effect on these
results.
In this chapter, we propose a scaled composite nuclear norm penalization approach
for model estimation and develop a hypothesis testing procedure through de-biasing
to assess the significance of different views. Simulation studies confirm the validity
of the proposed procedure. This approach is generally applicable for a wide range of
multivariate multi-view regression problems. In the next chapter, we will see its usage
in a preterm infant gut microbiome study to identify predictive orders of gut microbes







In recent years, there has been a dramatic increase in survival among preterm infants
from 15% to over 90% (Fanaroff et al., 2003; Stoll et al., 2010) due to the advancement in
neonatal care. However, studies showed that stressful early life experience, as exemplified
by the accumulated stress and insults that the preterm infants encounter during their
stay in neonatal intensive care units (NICU), could cause long-term adverse consequences
for their neurodevelopmental and health outcomes, e.g., Mwaniki et al. (2012) reported
that close to 40% of NICU survivors had at least one neurodevelopmental deficit that
may be attributed to stress/pain at NICU, caused by maternal separations, painful
procedures, clustered care, among others. As such, understanding the linkage between
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the stress/pain and the onset of the altered neuro-immune progress holds the key to
reduce the costly health consequences of prematurity. This is permitted by the existence
of the functional association between the central nervous system and gastrointestinal
tract (Carabotti et al., 2015). With the regulation of this “gut-brain axis”, accumulated
stress imprints on the gut microbiome compositions (Dinan and Cryan, 2012), and thus
the link between neonatal insults and neurological disorders can be approached through
examining the association between the preterm infants’ gut microbiome compositions
and their later neurodevelopment measurements.
To investigate the aforementioned problem, a preterm infant study was conducted
in a NICU in the northeastern region of the U.S. Stable preterm infants were recruited,
and fecal samples were collected during the infant’s first month of postnatal age on a
daily basis when available. From each fecal sample, bacterial DNA was isolated and
extracted, and gut microbiome data were then obtained through DNA sequencing and
data processing. Gender, delivery type, birth weight, feeding type, among others, were
recorded for each infant. Infant neurobehavioral outcomes were measured when the
infant reached 36–38 weeks of post-menstrual age, using the NICU Network Neurobe-
havioral Scale (NNNS). More details on the study and the data are provided in Section
4.4.
With the collected data, the assessment of which microbes are associated with the
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neurobehavioral development of the preterm infants can be conducted through a sta-
tistical regression analysis, with the NNNS scores being the outcomes and the gut mi-
crobiome compositions as the predictors. There are several unique challenges in this
problem. First, the NNNS consists of 13 sub-scales on various aspects of neurobehav-
ioral development, including habituation, attention, and quality of movement. As such,
an overall assessment about whether the neurobehavioral development is impacted at all
by the gut microbiome calls for a multivariate estimation and testing procedure that can
utilize all the sub-scale scores simultaneously. Indeed, our preliminary analysis shows
that these sub-scale scores are distinct yet interrelated. A multivariate procedure could
result in more accurate estimation and more powerful tests than its univariate counter-
parts. Moreover, the candidate predictors constructed from the microbiome data are
structurally very rich and complex: they are high-dimensional, compositional, and hi-
erarchical. A compositional observation is a multivariate vector with elements being
proportions, which are non-negative and satisfy the constraint that their summation
is unity. In our problem, the data on bacterial taxa are presented as groups of sub-
compositions in conformity with the taxonomic hierarchy of bacteria, i.e., each taxon is
represented by a group of compositions at a lower taxonomic rank. These unique fea-
tures call for a tailored dimension reduction approach that can allow high-dimensional
inference to be made at the group level for testing each taxon component.
Compositional data analysis is of great importance in a broad range of scientific fields,
including microbiology, ecology and geology. The simplex and non-Euclidean structure
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of the data impedes the application of many classical statistical methods. Much foun-
dational work on the treatment of compositional data was done by John Aitchison
(Aitchison, 1982; Aitchison and Bacon-shone, 1984); see Aitchison (2003) for a thorough
survey. In the regression realm, a foundational work is the linear log-contrast model
(Aitchison and Bacon-shone, 1984); in its symmetric form, the response is regressed
on the logarithmic transformed compositional predictors and a zero-sum constraint is
imposed on the coefficient vector to keep the simplex geometry. Compositional data on
microbiome are often high dimensional, as it is common that a sample could produce
hundreds of operational taxonomic units (Lin et al., 2014). Various sparsity-inducing
penalized estimation methods were proposed to enable the selection of a smaller set of
relevant compositions; see, e.g., Lin et al. (2014); Shi et al. (2016); Wang et al. (2017);
Sun et al. (2018); Mishra et al. (2019); Combettes and Müller (2019). Shi et al. (2016)
extended the sparse regression model to perform high-dimensional sub-compositional
analysis, in which the predictors form several compositional groups according to the
taxonomic hierarchy of the microbes; a de-biased estimation procedure was adopted to
perform statistical inference. Another kind of regression methods conducts sufficient
dimension reduction or low-rank estimation (Tomassi et al., 2019; Wang et al., 2019).
For unsupervised learning of compositional data, various versions of principle compo-
nent analysis (PCA) (Aitchison, 1983; Filzmoser et al., 2009; Scealy et al., 2015) and
factor analysis (Filzmoser et al., 2009) have been developed. We refer to Li (2015) for
a recent comprehensive review on microbiome compositional data analysis. To the best
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of our knowledge, multivariate regression method and inference procedures on study-
ing the association between multiple outcomes and high-dimensional sub-compositional
predictors are still lacking.
In this chapter, we propose a multivariate log-contrast regression with grouped sub-
compositional predictors, to assess the association between the neurobehavioral out-
comes of the preterm infants and their gut microbiome compositions during NICU stay.
Motivated by Lin et al. (2014) and the iRRR model introduced in Chapter 2, we formu-
late the problem as a constrained integrative multi-view regression, in which the neurobe-
havioral outcomes form the response matrix, the log-transformed sub-compositional data
form the multi-view feature matrices, and a set of linear constraints on their correspond-
ing coefficient matrices ensure the obedience of the simplex geometry of the compositions.
The linear constraints are then conveniently absorbed through parameter transforma-
tion. To enable joint sub-compositional dimension reduction and selection, we assume
that the sub-coefficient matrices are possibly of low-rank. This structure induces a par-
simonious and highly interpretable model for dealing with high-dimensional grouped
sub-compositions, i.e., the outcomes are associated with the microbiomes through dif-
ferent sets of latent sub-compositional factors from different bacterial taxa, and a taxa
becomes irrelevant to the outcomes when its corresponding sub-coefficient matrix is a
zero matrix or equivalently of zero rank. The scaled composite nuclear norm penaliza-
tion approach introduced in Chapter 3 is exploited to conduct model estimation, and
the hypothesis testing procedure is used to identify predictive taxa to neurodevelopment
85
measurements.
The rest of this chapter is organized as follows. In Section 4.2, we introduce the mul-
tivariate log-contrast model, where the implication of the integrative low-rank structure
on analyzing sub-compositional predictors is thoroughly elaborated. Simulation study
of the proposed model estimation and inference procedure with compositional predictors
is shown in Section 4.3. Section 4.4 details the application of the proposed method to
the preterm infant study.
4.2 Multivariate Log-Contrast Model with Grouped
Sub-Compositional Predictors
Our work was motivated by the need of identifying gut microbiome taxa during the
early postnatal period of preterm infants that may impact their later neurobehavioral
outcomes. Microbiome data commonly manifest themselves as compositions. Concretely,
a p dimensional compositional vector represents the relative abundances of p different
taxa in a sample, and its entries are strictly positive and sum up to one, i.e., zi ∈ Sp−1 =
{[zi1, . . . , zip]T ∈ Rp; zij > 0,
∑p
j=1 zij = 1}. Therefore, the data are multivariate in
nature and reside in a simplex that does not admit the familiar Euclidean geometry.
In regression analysis with compositional covariates, the log-ratio transformations are
commonly adopted to lift the compositions from the simplex to the Euclidean space.
We adopt this pragmatic log-contrast regression approach in our work.
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Another important feature of microbiome data is the presence of the evolutionary
history charted through a taxonomic hierarchy. The major taxonomic ranks are domain,
kingdom, phylum, class, order, family, genus and species, from the highest to the lowest.
Such a structure provides crucial information about the relationship between different
microbes and proves useful in various analyses (Shi et al., 2016; Sun et al., 2018). In
practice, selecting the taxonomic rank or ranks at which to perform the statistical anal-
ysis depends on both the scientific problem of interest itself and the tradeoff between
data quality and data resolution: the lower the rank, the higher the resolution of the
taxonomic categories, but the sparser the data for each category. A good compromise
is achieved by the sub-compositional regression analysis (Shi et al., 2016), in which the
effect of a taxon on the outcome at the rank of primary interest is investigated through
its more information-rich sub-compositions at a lower taxonomic rank.
In the preterm infant study, the microbiome data can be presented as sub-compositional
data of different bacterial taxa at the order level, each consists of a group of compo-
sitions at the genus level. To formulate, suppose we have K taxa, and within the
k-th taxon there are pk many taxa that are of a lower rank. Let zk,i,j be the sub-
composition of the j-th genus under the k-th order for the i-th observation, zk,i =
[zk,i,1, . . . , zk,i,pk ]
T ∈ Rpk be the compositional vector of the k-th order for the i-th ob-
servation, and Zk = [zk,1, . . . , zk,n]
T ∈ Rn×pk be the data matrix of the k-th order. As
such, the integrated sub-compositional design matrix, i.e., Z = [Z1, . . . ,ZK ], naturally
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admits a grouped or multi-view structure, and it satisfies that
zk,i ∈ Spk−1, k = 1, . . . , K; i = 1, . . . , n.
Let Z̃k = log(Zk) and Z̃ = log(Z) be the corresponding log-transformed sub-compositional
data, where log(·) is applied entrywisely.
In this work, we concern multivariate outcomes, e.g., the 13 sub-scale NNNS scores
in the preterm infant study. Let Y ∈ Rn×q be the response matrix consisting of data
collected from the same n subjects on q outcome variables. We now propose the multi-




Z̃kC0k + E, s.t. 1
T
pk
C0k = 0, k = 1, . . . , K, (4.1)
where for each k = 1, . . . , K, Z̃k is the log-transformed compositional matrix of the
k-th taxon, and C0k is the corresponding coefficient sub-matrix. The E is the random
error matrix with zero mean and standard deviation σ. The linear constraints are to
ensure that the model obeys the simplex geometry. In what follows we consider two
different ways to express the model in an unconstrained form. The first method is to
write the model in terms of log-ratio transformed compositional predictors. Specifically,
consider taking the first component from each sub-composition as the baseline taxon
and eliminating the constraint by using C0k,1 = −
∑pk
j=2 C0k,j with C0k,j being the j-th
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Z̃1kC0k\1 + E, (4.2)
where Z̃1k = (log(zk,i,j/zk,i,1)) is an n×(pk−1) log-ratio matrix with the first component as
the baseline and C0k\1 = (C0k,2, . . . ,C0k,pk)
T is the corresponding (pk−1)× q coefficient
matrix. As such, the choice of the baseline taxa may lead to inconsistency in model
estimation when regularization is adopted. In contrast, Model (4.1) can be regarded
as a symmetric form of the log-contract model which avoids any arbitrary selection of
baselines.
The second way of avoiding the linear constraints is through a linear transformation
of the parameters. Let’s first rewrite the linear constrains to be
LTC = 0, L = diag{1p1 , . . . ,1pK}
and write the set of solutions to LTC = 0 as {(Ip−PC(L))B : B ∈ Rp×q} where PC(L) is
the orthogonal projection matrix of the column space of L. Define X = Z̃(Ip−PC(L)) =




XkB0k + E, (4.3)
where X is the projected design matrix and B0 = (B
T
01, . . . ,B
T
0K)
T is the corresponding
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coefficient matrix. From the specific form of L, the linear constraints are imposed on
each coefficient sub-matrix separately and thus the transformed design matrix X =
(X1, . . . ,XK) still keeps the original grouping structure of the sub-compositions. In
fact, the transformation on each Z̃k is equivalent to doing a simple row-wise centering
within each set of sub-compositions. Consequently, assessing the effect of the k-th taxon
can be done through testing H0 : B0k = 0. Henceforth, we focus on this unrestricted
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Figure 8: Diagram of the taxon-specific low-rank multivariate log-contrast model with
grouped sub-compositional predictors. Latent taxon-specific features X∗k are learned
from each log-transformed sub-compositions under the compositional constrains and the
supervision of Y.
To facilitate dimension reduction and model interpretation, we assume that each B0k
is possibly of low rank. That is, model (4.3) exhibits a taxon-specific low-rank struc-
ture. Specifically, suppose the rank of each coefficient sub-matrix is r(B0k) = r0k ≤
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min(pk, q), for k = 1, . . . , K. We can then write B0k = JkR
T
k as its full-rank decom-
position, where Jk ∈ Rpk×r0k and Rk ∈ Rq×r0k are both of full column rank. Thus
X∗k = XkJk = Z̃k(Ipk − 1pk1Tpk/pk)Jk provides a few latent factors of the original log-




/pk)Jk = 0. These latent factors share the same structure as the prin-
cipal components constructed in Aitchison (1983), where a log linear contrast form of
PCA for compositional data was proposed to extract informative compositional pro-
portions; see, also, Aitchison and Egozcue (2005). However, PCA is unsupervised and
utilizes no information from the response, and a naive PCA of all compositional data
ignores the sub-compositional structure that embodies the taxonomic hierarchy. Here,
the taxon-specific multi-view low-rank structure differs in two aspects, as illustrated in
Figure 8. First, the components X∗k are jointly predictive of the response since their
estimation is under the supervision of Y. Second, the dimension reduction is conducted
in a taxon-specific fashion to make use of the structural information and facilitate model
interpretation.
With the taxon-specific low-rank assumption imposed on model (4.3), we obtain the
iRRR model introduced in Chapter 2. Thus, in order to conduct model estimation
and group selection, we can directly apply the scaled iRRR method and the proposed
hypothesis testing procedure introduced in Chapter 3 to identify predictive taxa in the
preterm infant gut microbiome study. Before we introduce the application in detail, we
first demonstrate the effectiveness of our method with compositional predictors through
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a simulation study.
4.3 Simulation with Compositional Predictors
Two simulation scenarios are considered: (1) we mimic the structure of the preterm
infant data to generate compositional predictors which are then processed to produce
X, and (2) we directly use the observed compositional data from the preterm infant
study in the simulation through resampling with replacement. The two scenarios are
designed to investigate the behaviors of the fitting and inference methods proposed in
Chapter 3 with realistic microbiome data.
4.3.1 Simulation with Generated Compositional Data
We conduct simulations based on generated compositional data with a similar setting
as the preterm infant dataset. Specifically, we let n = 40, p = 60, q = 10, K = 10
and each group is of size 6. Similar to Shi et al. (2016), we obtain vectors of count
wi = (w
T
1,i, . . . ,w
T
K,i)
T ∈ Rp, i = 1, . . . , n from a log-normal distribution ln Np(µw,Σw).
In order to reflect the difference in abundance of each taxon in the microbiome counts
observation, we let µwk = (10, 1, 1, 1, 1, 1) for k = 1, . . . , 5 and µ
w
k = (1, 1, 1, 1, 1, 1) for k =
6, . . . , 10, where µwk is the mean vector corresponding to the k-th group. To simulate








, k = 1 . . . , K; i = 1, . . . , n,
where wk,i,j is the count of the j-th taxon within the k-th group of the i-th subject.
To see the potential effect of the existence of highly abundant taxon on the group
inference results, we select the first and the sixth group as two predictive groups, and
let r(B01) = r(B06) = 2 with all the other groups have zero sub-coefficient matrices.
The generation of the true coefficient sub-matrix and the random errors are the same
as in Section 3.5. Without further scaling to B0k we obtain Y from (4.3) with SNR
∈ {1, 2, 4}.
The results are shown in Table 4, where we report the noise level estimation results
and the testing results for two predictive groups and two irrelevant groups based on 100
replications. In general, the power of the test is relatively low when the signal is weak
(SNR = 1), and it increases to 1 swiftly when the SNR becomes larger. The false positive
rate is controlled around 0.05 for all situations. In particular, whether or not a group
contains highly abundant taxa has a large impact on the test power. The power of the
test for the first group is much less than the power of the test for the sixth group when
the signal is weak. This phenomenon could be related to d1(Pk(In−Qk)) that is directly
affected by the abundance level. Specifically, in this simulation, for the groups that have
unbalanced taxa distributions, their d1(Pk(In − Qk)) is close to 1, and for the groups
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whose components take comparable proportions, the corresponding d1(Pk(In −Qk)) is
around 0.8. As we discussed before, d1(Pk(In − Qk)) measures the uniqueness of the
information carried by the k-th group, thus a smaller value indicates a higher inference
accuracy.
Table 4: Simulation results based on the generated compositional data across 100 repli-
cations. The performance of noise level estimation is displayed in terms of the mean
(×10) and standard error (×10, in parenthesis) of σ̂/σ − 1 and |σ̂/σ − 1|, respectively.
Design
σ̂/σ − 1 |σ̂/σ − 1| Group 1 Group 2 Group 6 Group 7
(SNR, ρx) TP FP TP FP
(1, 0.2) 0.44 (0.47) 0.51 (0.39) 0.36 0.03 0.67 0.03
(1, 0.5) 0.29 (0.47) 0.42 (0.35) 0.25 0.02 0.62 0.02
(2, 0.2) 1.60 (0.73) 1.60 (0.72) 0.93 0.02 1.00 0.01
(2, 0.5) 1.01 (0.60) 1.01 (0.60) 0.88 0.02 1.00 0.01
(4, 0.2) 5.70 (1.50) 5.70 (1.50) 1.00 0.00 1.00 0.00
(4, 0.5) 3.83 (1.11) 3.83 (1.11) 1.00 0.00 1.00 0.01
4.3.2 Simulation with Real Compositional Data
The data collected from the preterm infant study have the following structure, n = 38,
p = 62, q = 11, K = 11 and the group size is (p1, . . . , pK) = (3, 2, 3, 4, 7, 15, 2, 9, 3, 2, 12).
From all the 11 groups, we select the fifth, the sixth and the eighth group to be predictive
to the response with r05 = r06 = r08 = 2, and all the remaining parts have no contribu-
tion, i.e., r0k = 0, k /∈ {5, 6, 8}. The results are displayed in Table 5. In general, when
the signal is weak, the false positive rates for testing the irrelevant groups are around
0.05 while the power of the test is small. If increase the SNR, the power increases but
the false positive rate will also inflate. As expected, the magnitude of d1(Pk(In −Qk))
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impacts the performance of the test. Specifically, group 1, 2, 3, 7, 9, 10 have relatively
small d1(Pk(In − Qk)) values, and group 4, 5, 6, 8, 11 have d1(Pk(In − Qk)) close to
1. The magnitude of inflation of the false positive rate for the groups with smaller
d1(Pk(In − Qk)) values is smaller than the one for groups with large d1(Pk(In − Qk))
values. As the preterm infant dataset has a weak signal strength, the simulation results
here indicate that we may get relatively conservative but reliable inference results from
the application.
Table 5: Simulation results based on the resampled real microbiome compositional data
across 100 replications. The performance of noise level estimation is displayed in terms
of the mean (×10) and standard error (×10, in parenthesis) of σ̂/σ − 1 and |σ̂/σ − 1|,
respectively. For a better display, the first group is denoted as G1, and the notations of
other groups are similarly defined.
SNR σ̂/σ − 1 |σ̂/σ − 1| G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 G11
FP FP FP FP TP TP FP TP FP FP FP
1 0.61 (0.42) 0.64 (0.36) 0.06 0.02 0.03 0.07 0.28 0.20 0.05 0.13 0.02 0.06 0.08
2 1.80 (0.99) 1.84 (0.93) 0.08 0.10 0.13 0.11 0.80 0.83 0.07 0.50 0.03 0.10 0.34
4 4.07 (2.08) 4.09 (2.04) 0.22 0.16 0.29 0.28 0.98 0.99 0.17 0.80 0.10 0.24 0.69
4.4 Application to Preterm Infant Gut Microbiome
Study
4.4.1 Data Description
The study was conducted at a Level IV NICU in the northeast region of the U.S. Fecal
samples were collected in a daily manner when available during the first month of the
postnatal age of infants, from which bacteria DNA were isolated and extracted (Bomar
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et al., 2011; Cong et al., 2017; Sun et al., 2018). The V4 region of the 16S rRNA genes
was sequenced and analyzed using the Illumina platform and QIIME (Cong et al., 2017),
and microbiome data were obtained. There were n = 38 infants under study.
In practice, the selection of the taxonomic ranks at which to perform the statistical
analysis depends on both the scientific problem itself and trade-off between data quality
and resolution: the lower the taxonomic rank, the higher the resolution of the taxonomic
units, but the sparser or the less reliable the data in each unit. To achieve a compromise,
here we perform a sub-compositional analysis: we assess the effects of the order-level
gut microbes through compositions at the genus level, a lower taxonomic rank. The
microbes were categorized into 62 genera (
∑K
k=1 pk = 62), which can be grouped into
K = 11 predictor sets based on their orders. The original orders only containing a
single genus were put together as the “Other” group. The preterm infant data were
longitudinal, with on average 12.2 daily observations per infant through the 30 day
postnatal period. In this study, we concern average microbiome compositions in three
stages, i.e., stage 1 (postnatal age of 0-10 days, n = 33), stage 2 (postnatal age of 11-20
days, n = 38) and stage 3 (postnatal age of 21-30 days, n = 29), in order to enhance data
stability and capture the potential time-varying effects of the gut microbiome on the later
neurodevelopmental responses. We also performed analysis on the average compositions
of the entire time period. Figure 9 displays the average abundance of the orders for
each infant at different stages. Before calculating the compositions, we replaced the
zero counts by 0.5, the maximum rounding error, to avoid singularity (Aitchison, 2003).
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Several control variables characterizing demographical and clinical information of infants
were included (p0 = 6), including gender (binary, female = 1), delivery type (binary,
vaginal = 1), premature rupture of membranes (PROM, yes = 1), score for Neonatal
Acute Physiology-Perinatal Extension-II (SNAPPE-II), birth weight (in gram) and the
mean percentage of feeding by mother’s breast milk (MBM, in percentage).
Stage 2 Stage 3
Overall Stage 1









































Figure 9: The average relative abundances of 22 orders per infant. Each bar represents
the compositional observation for one infant.
The infants’ neurobehavioral outcomes were measured when the infant reached 36-38
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weeks of post-menstrual age using NNNS. NNNS is a comprehensive assessment of both
neurologic integrity and behavioral function for infants. It consists of 13 sub-scale scores
including habituation, attention, handling, quality of movement, regulation, nonoptimal
reflexes, asymmetric reflexes, stress/abstinence, arousal, hypertonicity, hypotonicity, ex-
citability and lethargy. These scores were obtained by summarizing several examination
results within each sub-category in the form of the sum or mean, and all of them can
be regarded as continuous measurements with a higher score on each scale implying a
higher level of the construct (Lester et al., 2004). We discarded sub-scales hypertonicity
and asymmetric reflexes since their scores are 90% zero and focused on the other 11
standardized sub-scale scores (q = 11). According to (4.3), our analysis was based on
fitting the multivariate log-contrast model
Y = 1nµ
T
0 + X0B00 +
K∑
k=1
XkB0k + E (4.4)
where µ0 ∈ Rq is the intercept, B00 is the coefficients of the controls in X0 ∈ Rn×p0 .
We remark the inclusion of the intercept and control terms (which are not penalized in
estimation) is straightforward in the proposed approach.
4.4.2 Results
The results are shown in Table 6. To control the false discovery rate (FDR) when
multiple tests are conducted, we mark the orders based on the corrected p-values with
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Table 6: Raw p-values from the sub-compositional analysis applied to the preterm infant
data. Without multiple adjustment, under significance level 0.05 the identified orders
are marked in bold. With BH adjustment to control the FDR under 0.1, the identified
orders are marked with an asterisk.
Order Overall Stage 1 Stage 2 Stage 3
Actinomycetales 0.551 0.498 0.386 0.002∗
Bifidobacteriales 0.888 0.369 0.850 0.907
Bacteroidales 0.696 0.489 0.485 0.616
Bacillales 0.773 0.337 0.261 0.321
Lactobacillales 0.028 0.175 0.070 0.713
Clostridiales 0.003∗ 0.036 0.011∗ 0.061
Burkholderiales 0.467 0.447 0.000∗ 0.261
Enterobacteriales 0.181 0.124 0.692 0.567
Pasteurellales 0.152 0.256 0.934 0.495
Pseudomonadales 0.636 0.252 0.597 0.612
Others 0.000∗ 0.427 0.041 0.136
Benjamini-Hochberg adjustment (Benjamini and Hochberg, 1995). First, we observe
that the predictive effects of the microbiome on the neurobehavioral development mea-
surements appear to be dynamic, i.e., in different time periods, the identified taxa are
not the same. This reflects the fact that the gut microbiome compositions in early
postnatal period are highly variable, due to their sensitivity to illnesses, changes in diet
and environment (Nuriel-Ohayon et al., 2016; Koenig et al., 2011). Specifically, by con-
trolling the FDR under 0.1, the identified orders from all analyses are Actinomycetales,
Clostridiales, Burkholderiales and the aggregated group “Others”. If we set 0.05 as the
significance level without multiple testing adjustment, there is one more significant or-
der, Lactobacillales. This dataset is also analyzed by Sun et al. (2018) through a sparse
log-contrast functional regression method to identify predictive gut bacterial orders to
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the stress/abstinence sub-scale, and their selected orders based on penalized estima-
tion include Lactobacillales, Clostridiales, Enterobacteriales and the group “Others”,
which are very consistent with our results. Here we stress that our work is very differ-
ent from Sun et al. (2018): our analysis assesses the multivariate association between
the orders and the multiple neurodevelopment measurements using a valid statistical
inference procedure through sub-compositional analysis, while Sun et al. (2018) empha-
sized estimating the dynamic effects of the orders to the stress score alone by fitting a
regularized functional regression with the order-level data.
To compare with our multivariate approach, we have also conduced univariate anal-
ysis for each sub-scale, i.e., we fit the proposed model with each sub-scale score as the
univariate response and make inference. For each time period, this procedure produces a
large number of tests. By controlling the FDR under 0.1, only in stage 2 we can identify
the order Burkholderiales to be predictive to excitability, stress/abstinence and handling
(refer to Figure 10). This is not surprising as this dataset has a limited sample size and
a weak signal strength. If we only control the FDR of the tests related to the orders
identified from the multivariate analysis, then two more significant results can be found
in stage 2, i.e., Clostridiales are predictive to the sub-scale attention and Burkholderi-
ales also affect regulation significantly (see Table 7). While multivariate analysis tries
to verify the existence of any association between neurodevelopment and gut taxa, the
univariate analysis serves as a post-hoc test tool to inspect the pairwise associations.
Most of the identified orders are known to be of various biological functions to human
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Figure 10: The identified predictive orders for each sub-scale of NNNS when control
the false discovery rate under 0.1 in each time-specific analysis. The selected orders are
denoted as red, while the remaining orders are denoted as pink.
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Table 7: BH adjustment corrected p-values from the univariate analysis. For each stage,
we control the FDR of the tests related to the orders identified in multivariate analysis
based on the corrected p-values. The values with an asterisk are the significant ones by
controlling the FDR under 0.1.
Overall Stage 2 Stage 3
Clostridiales Others Clostridiales Burkholderiales Actinomycetales
Habituation 0.302 0.265 0.733 0.263 0.122
Attention 0.260 0.260 0.080∗ 0.316 0.291
Handling 0.536 0.611 0.733 0.006∗ 0.688
Qmovement 0.370 0.260 0.388 0.117 0.510
Regulation 0.260 0.260 0.212 0.054∗ 0.111
Nonoptref 0.588 0.260 0.651 0.733 0.854
Stress 0.260 0.506 0.316 0.006∗ 0.111
Arousal 0.260 0.260 0.212 0.214 0.831
Hypotone 0.260 0.260 0.252 0.893 0.131
Excitability 0.260 0.260 0.316 0.003∗ 0.111
Lethargy 0.519 0.260 0.212 0.733 0.831
beings. Both Lactobacillales and Clostridiales belong to the phylum Firmicutes, which
are found to be abundant for infants fed with mother’s breastmilk (Cong et al., 2016).
Lactobacillales are usually found in decomposing plants and milk products, and they
commonly exist in food and are found to contribute to the healthy microbiota of animal
and human mucosal surfaces. Clostridiales are commonly found in the gut microbiome
and some Clostridiales-associated bacterial genera in the gut are correlated with brain
connectivity and health function (Labus et al., 2017). Burkholderiales commonly exist
in soil and water, and some of its species are known to be threatening to patients with
underlying lung diseases (Hauser et al., 2011). Actinomycetales contain a wide range of
bacteria, with some of them are located to be the cause of several infectious diseases.
The genus Actinomyces from the order Actinomycetales is observed in this study. As
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a commensal bacteria that colonizes the oral cavity, gastrointestinal or genitourinal
tract, Actinomyces normally cause no disease. However, invasive disease may occur
when mucosal wall undergoes destruction (Gillespie, 2014). Moreover, certain species
in Actinomyces is known to possess the metabolic potential to breakdown and recycle
organic compounds, e.g., glucose and starch (Hanning and Diaz-Sanchez, 2015).
Table 8: Estimated coefficients of control variables from the overall model (coefficients
of birth weight are multiplied by 1000 and all other coefficients are multiplied by 10).
Intercept MBM Female Vaginal PROM SNAPPE-II Birth weight
Habituation 62.373 12.694 2.394 3.317 -3.020 0.069 -0.517
Attention 59.367 -8.039 1.308 10.392 5.081 -0.032 -1.103
Handling 4.908 -0.139 -0.739 -1.508 -0.441 0.015 0.132
Qmovement 39.393 4.187 -3.711 3.535 2.411 0.011 -0.067
Regulation 59.774 0.448 -2.745 4.578 3.821 -0.256 -0.665
Nonoptref 34.916 8.465 -4.702 -7.855 -4.039 0.264 0.998
Stress 1.901 -0.032 -0.088 -0.265 0.029 0.015 -0.029
Arousal 33.183 -3.236 3.362 2.113 -5.717 -0.081 0.189
Hypotonicity 1.409 8.447 2.459 -2.187 -4.387 -0.003 -0.005
Excitability 3.088 -13.781 7.811 -3.680 -9.722 0.179 2.397
Lethargy 7.598 34.721 -0.171 -23.384 -0.771 0.233 2.549
As for the effects of the control variables on the neurodevelopment of preterm infants,
the estimated coefficients from the overall model are in Table 8. In terms of the sub-
scale stress/abstinence, the signs of the estimated coefficients are the same as the results
from Sun et al. (2018). Stress/abstinence is the amount of stress and abstinence signs
observed in the neurodevelopmental examination procedure (Lester et al., 2004), and a
lower value indicates a better neurodevelopment situation. Based on the fitting results,
female infants generally perform better in the neurodevelopment examination than male
infants. Vaginal delivery and a higher percentage of feeding with mother breast milk also
103
benefit the neurodevelopment of preterm infants. Moreover, the estimated coefficient of
birth weight is -0.029 after multiplying by 1000, which indicates that infants with larger
birth weights are more likely to have a better neurological development. SNAPPE-II is
one kind of illness severity score, and a higher SNAPPE-II score is often observed among
expired infants (Harsha and Archana, 2015). Thus it is reasonable to observe that the
SNAPPE-II score is positively related to the stress/abstinence score. As for the PROM,
it is a major cause of premature birth and could be very dangerous to both mother and
infant. The method provides a positive coefficient estimate of PROM, which matches
well with the intuition that a pregnant who did not experience PROM is more likely
to give birth to a healthier baby. The effects of control variables on other sub-scales of
NNNS can be similarly interpreted based on the estimated coefficients.
To summarize, the identified bacterial taxa are mostly consistent with existing stud-
ies and biological understandings, thus our approach supports that stressful early life







Multivariate functional data, which are generated when multiple variables are observed
over certain continuum, become increasingly prevalent nowadays, partly due to the
rapid advances in record keeping, inspection, and monitoring technologies in various
fields. An object might be captured by cameras/scanners at a sequence of different
angles/positions. The progression of a disease, as measured by various physiological
indicators, may be monitored frequently over time. With the richness of such data, it is
often of interest to study the association between some multivariate functional responses
and predictors. For example, with half-hourly observations on temperature and electric-
ity consumption of the city Adelaide, the interest is to explore the predictive association
between the daily electricity profiles and the daily temperature profiles, for each day in
a week simultaneously. Such a predictive model can then be used to infer future weekly
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power demand curves based on temperature forecasts, to facilitate power supply and
peak load management.
The aforementioned problem can be cast under the framework of functional regres-
sion, which has attracted considerable research efforts in the past. Cardot et al. (1999,
2003) considered the case of regressing a scalar response variable on a functional predic-
tor, and James (2002) generalized it to the generalized linear regression setting. Faraway
(1997) and Chiou et al. (2003) derived methods for modeling univariate functional re-
sponse with scalar predictors. For the case of relating a functional response and a
functional predictor, Yao et al. (2005) considered a model based on functional principle
component analysis (FPCA). He et al. (2010) studied a model which connects functional
regression to functional canonical correlation analysis (FCCA). Ebaid (2008) imposed
a low-rank structure on the coefficient surface and showed that low-rank regularization
is closely connected to FPCA and FCCA. Extensions to the cases of multiple scalar or
functional responses/predictors have been studied by various authors, e.g., Matsui et al.
(2008), Zhu et al. (2017), and Krzyśko and Smaga (2017). Recently He et al. (2018)
proposed a multivariate varying-coefficient model to study changing effects of predic-
tors on responses, in which FPCA is used to reduce the number of unknown coefficient
functions. As for the most general situation where both the response and the predictor
are multivariate and functional, Ebaid (2008) considered imposing a low-rank structure
on the coefficient surface with basis expansion. Chiou et al. (2016) incorporated into
their model the possible relationship between components of responses and predictors,
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respectively, by conducting multivariate FPCA to two sets of variables as the first step.
For a comprehensive account of functional regression, see, e.g., Morris (2015) and Wang
et al. (2016).
We consider the general scenario where both the response and the predictor are mul-
tivariate and functional. To formulate, let y(t) = [y1(t), . . . , yd(t)]
T be a d-dimensional
vector of zero-mean functional response with t ∈ T and x(s) = [x1(s), . . . , xp(s)]T a
p-dimensional vector of zero-mean functional predictor with s ∈ S. We consider the




C0(s, t)x(s)ds+ ε(t), t ∈ T , (5.1)
where C0(s, t) = [ck,l(s, t)]d×p consists of unknown bivariate functions ck,l(s, t) assumed






k,l(s, t)dsdt < ∞, k = 1, . . . , d, l = 1, . . . , p, and
ε(t) is a d-dimensional zero-mean random error function. This formulation is a natural
extension of the classical functional linear model (FLM) developed for univariate time-
dependent responses. The key is on how to jointly estimating the many functional
surfaces in Model (5.1) by utilizing the potential associations among the functional
variables.
In this paper, our focus is on exploring the potentials of the reduced-rank methodology
for fitting Model (5.1) with finite samples. In classical multivariate regression, low-rank
models have been commonly applied to invoke information sharing among the correlated
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responses and predictors, in order to boost predictive performance and enhance model
interpretation (Izenman, 1975; Reinsel and Velu, 1998; Bunea et al., 2011; Chen et al.,
2013). It appears straightforward to utilize this idea for functional regression, once
a pragmatic basis expansion/truncation procedure (Ramsay and Silverman, 2005) is
applied to transform the functional problem to finite dimensions. Imposing a low-rank
structure on the resulting coefficient matrix is then a natural and somewhat generic
choice for controlling model complexity (Ebaid, 2008). However, we argue that such a
naive reduced-rank implementation does not take full advantage of the multivariate and
functional nature of the problem, and hence can be inadequate in practice.
We innovate a nested reduced-rank matrix representation, to enable multi-scale learn-
ing in Model (5.1). At the global level, our method identifies latent principal functional
factors that drive the functional association between the responses and the predictors.
As such, dimension reduction is achieved when the number of latent responses is less
than d and/or the number of latent predictors is less than p. This reduction can be quite
effective in the presence of high-dimensional and highly-correlated functional variables.
At the local level, the smaller-dimensional latent regression surface is assumed to be
smooth and correspondingly its coefficient matrix derived through basis expansion is
assumed to be of low rank, enabling another chance of dimension reduction. With these
structures, the problem then boils down to a high-dimensional matrix decomposition and
approximation task, where the nested reduced-rank structure implies that the blocks or
submatrices of an integrated high-dimensional low-rank matrix share some common row
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space and/or column space. The applicability of the nested reduced-rank structure goes
well beyond the functional setup; for instance, it also arises in vector autoregressive
modeling of time series.
This chapter is organized as follows. Section 5.2 introduces the nested reduced-rank
formulation under Model (5.1), derives the model estimation procedure, and showcases
the applicability of such nested reduced-rank matrix recovery in time series modeling
and image compression. Computational algorithms and rank selection methods are pro-
posed in Section 5.3. In Section 5.4, we show the consistency of the proposed estimator
and derive a non-asymptotic error bound. Simulation studies and the application on
electricity demand are presented in Sections 5.5 and 5.6, respectively.
5.2 Nested Reduced-Rank Regression
5.2.1 Model Formulation
We propose a nested reduced-rank structure under Model (5.1), to appreciate both the
multivariate and the functional natures of the problem.
Structure 1. (Global reduced-rank structure)




0 , s ∈ S, t ∈ T ,
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where U0 ∈ Rd×ry with ry ≤ d, V0 ∈ Rp×rx with rx ≤ p, and C∗0(s, t) is an ry× rx latent
regression surface. Without loss of generality, we assume UT0 U0 = Iry and V
T
0 V0 = Irx.
In Structure 1, U0 and V0 are designed to capture the “global” effects of the func-
tional association, i.e., it implies that the association between y(t) and x(t) is driving
by some lower-dimensional latent functional responses and latent predictors that are
formed as some linear combinations of the original functional responses and predictors,






where y∗(t) = UT0 y(t), x
∗(s) = VT0 x(s) and ε
∗(t) = UT0 ε(t). When ry < d and/or
rx < p, our model achieves great dimensionality reduction and parsimony while retaining
flexibility. It includes the structures: C0(s, t), U0C
∗





cases. This structure is particularly helpful for simultaneously modeling a large number
of functional responses and predictors that are highly correlated across s or t.
It is conventional to take a basis expansion and truncation approach to facilitate
the modeling of the latent regression surface C∗0(s, t) (Ramsay and Silverman, 2005),
for inducing its smoothness over both s and t and converting the infinite dimensional
problem to finite dimensional. Specifically, we represent the latent regression surface
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C∗0(s, t) as
C∗0(s, t) ≈ (Iry ⊗ΨT(t))C∗0(Irx ⊗Φ(s)), C∗0 ∈ R(Jyry)×(Jxrx), (5.2)
where Ia denotes the a×a identity matrix, Φ(s) = [φ1(s), . . . , φJx(s)]T consists of a set of
basis functions with Jφφ =
∫
S Φ(s)Φ
T(s)ds being positive definite (p.d.), and similarly
Ψ(t) = [ψ1(t), . . . , ψJy(t)]
T with Jψψ =
∫
T Ψ(t)Ψ
T(t)dt being p.d. Here we assume the
basis functions are given, such as spline, wavelet, and Fourier basis; also, for simplicity,
we have assumed all the responses or the predictors share the same set of basis, either
Ψ(t) or Φ(s), respectively. An alternative is to take a functional principal component
analysis (FPCA) or functional canonical correlation analysis (FCCA), in which the basis
are obtained as eigenfunctions of covariance operators of y(t) and x(s). While with any
given number of components such a data-driven basis expansion can explain most of the
variation in the `2 sense, the analysis is much more complicated as it then involves the
estimation of the unknown basis. We thus take the basis as chosen with a sufficiently
large number of components and invoke regularization in model estimation.
With the expansion in (5.2), it boils down to consider the modeling of the high-
dimensional coefficient matrix C∗0. We further explore a potential low-rank structure in
C∗0.
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Structure 2. (Local reduced-rank structure)
rank(C∗0) ≤ r,
for r ≤ min(Jyry, Jxrx); that is, C∗0 = A∗0B∗
T
0 for some A
∗
0 ∈ R(Jyry)×r, B∗0 ∈ R(Jxrx)×r.
As this structure induces the dependency between the latent responses and the latent
predictors through their basis-expanded representations, we achieve a finer dimension
reduction at the “local” level.
The approximation error in (5.2) can be controlled under reasonable conditions.
Assume that the bγcth order derivative of each function in C∗0(s, t) satisfies the Hölder
condition of order γ − bγc with γ > 1/2, where bγc is the biggest integer strictly
smaller than γ. This smoothness condition together with Structures 1–2 imply that the





0 (Irx ⊗Φ(s))VT0 | = O(J−γy + J−γx ). (5.3)
We can choose the number of basis functions satisfying Jy → ∞ and Jx → ∞ as
n → ∞, so that the above approximation error vanishes. Indeed, this is allowed in our
non-asymptotic theoretical analysis which provides a high-probability prediction error
bound; see Section 5.4 for details.
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0 (Irx ⊗Φ(s))VT0 x(s)ds+ ε(t)














0 are not fully identifiable individually up to rota-
tion or nonsingular transformation, similar to the settings in conventional reduced-rank
estimation; nevertheless, the structure as a whole is well-defined and identifiable.
It is worthwhile to mention a few special cases. When the low-dimensional structures
do not present at all, i.e., rx = p, ry = d and r = min(Jxrx, Jyry), the model becomes
C0(s, t) = (Id⊗ΨT(t))C∗0(Ip⊗Φ(s)), for which the least squares estimation is equivalent
to separately regressing each response yk(t) on x(s) and hence there is no gain of con-
ducting multivariate analysis. When the global structure does not present, i.e., rx = p
and ry = d, the model reduces to a reduced-rank functional model as in Ebaid (2008).
5.2.2 Estimation
The model estimation at the population level can be conducted through minimizing the
























y(t) = (Id ⊗ΨT(t))(Id ⊗ J
− 1
2







where x ∈ RJxp, y ∈ RJyd, y⊥ ∈ RJyd, and
∫
Ψ(t)ΨT⊥(t)dt = 0. Under the nested








∥∥∥(Id ⊗ΨT(t))(Id ⊗ J− 12ψψ )y − (Id ⊗ΨT(t))(U⊗ IJy)A∗B∗T(VT ⊗ IJx)x∥∥∥2 dt+ const.





∥∥∥y − (Id ⊗ J 12ψψ)(U⊗ IJy)A∗B∗T(VT ⊗ IJx)x∥∥∥2} . (5.7)
This is a generalization of the reduced-rank regression criterion (Reinsel and Velu, 1998).
Unlike the latter, however, (5.7) does not lead to an explicit analytic expression in
general.
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We now consider the corresponding sample estimation problem. Suppose the func-
tional responses and predictors are fully observed for n random subjects over their
respective domains, i.e., (yi(t),xi(s)) for t ∈ T , s ∈ S, and i = 1, . . . , n. The integrated














ik1, . . . , y
0
ikJy)




ψψ[j,·] denotes the j-th row of J
− 1
2
ψψ . Define Y·j = (yikj)n×d, for j = 1, . . . , Jy, and
let Y = (Y·1, . . . ,Y·Jy). Similarly, define X·j = (xilj)n×p, and let X = (X·1, . . . ,X·Jx).
We write A∗ = (AT1·, . . . ,A
T
ry ·)
T where Ah· ∈ RJy×r for h = 1, . . . , ry, and B∗ =
(BT1·, . . . ,B
T
rx·)




Ã∗ = (ÃT1·, . . . , Ã
T
ry ·)
T. Since Jψψ is nonsingular, it suffices to consider the estima-
tion of Ã∗ instead of A∗. It is necessary to rearrange the rows of Ã∗ and B∗, i.e., let
A = (AT·1, . . . ,A
T
·Jy)
T where A·j ∈ Rry×r is formed by collecting the jth row of each Ãh·,
and B = (BT·1, . . . ,B
T
·Jx)
T where B·j ∈ Rrx×r is formed by collecting the jth row of each
Bh·. Finally, these matrix notations allow us to write the sample MISE criterion as a
nested reduced-rank regression problem,
min
C
‖Y −XC‖2F, s.t.C = (IJx ⊗V)BAT(IJy ⊗UT). (5.8)
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Thus from matrix approximation point of view, U and V are designed to capture the
shared column and row spaces among the blockwise sub-matrices of C, which, as a whole,
is also of low rank. Figure (11) shows a conceptual diagram of this nested reduced-rank
structure.
· · · · · ·
U0 VT0
U0 VT0
· · · U0 VT0
· · · · · ·
· · · U0 VT0
Figure 11: A diagram of the nested reduced-rank matrix representation.
Thus far the functional responses and predictors are treated as given. In prac-
tical situations, however, the functional data are often observed not continuously or
densely, but at discrete points. It is certainly preferable to account for this uncer-
tainty in statistical analysis, but we do not pursue this complication in the current
work. Following Ramsay and Silverman (2005), the preceding integrals are approxi-
mated by finite Riemann sums with discrete observations. Suppose for i = 1, . . . , n, we
observe yi (t) = (y1i (t) , . . . , ydi (t))
T at discretized time points ti,v, for v = 1 . . . ,mi, and
xi (s) = (x1i (s) , . . . , xpi (s))










ψj(ti,v)yki(ti,v)(ti,v − ti,v−1), j = 1, . . . , Jy.
5.2.3 Other Applications
The applicability of the nested reduced-rank estimation is beyond the functional setup.
An interesting application is in high-dimensional vector autoregressive (VAR) modeling
in multivariate time series analysis. Let yt ∈ Rp be the observed multivariate time series
at time t. Consider a VAR model of order h,
yt = A1yt−1 + . . .+ Ahyt−h + et = Axt−1 + et, t = 1, . . . , T,
where Ai ∈ Rp×p, A = (A1, . . . ,Ah) ∈ Rp×hp, xt−1 = (yTt−1, . . . ,yTt−h)T ∈ Rhp, and
et ∈ Rp is a zero-mean innovative process. Stationary reduced-rank VAR model was
introduced in Luetkepohl (1991), where the coefficient matrix A is assumed to be of low
rank. In high-dimensional scenarios, it is possible that (1) some linear combinations of
the multivariate time series yt are processes of pure noise, and (2) the dynamics of yt
is driven by its lags only through some linear combinations. This gives arise a nested
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0 , i = 1, . . . , h,
where U0 ∈ Rp×r1 with r1 ≤ p, V0 ∈ Rp×r2 with r2 ≤ p, satisfying UT0 U0 = Ir1 and
VT0 V0 = Ir2 . The local low-dimensional structure can be modeled by letting the matrix
(A∗1, . . . ,A
∗
h) ∈ Rr1×(hr2) be of low rank. As such, VT0 yt gives the latent principal time
series, and U⊥
T
0 yt are pure noise where U
⊥
0 ∈ Rp×(p−r1) and UT0 U⊥0 = 0.
Another potential application is in surveillance video processing. In recent years,
the sparse plus low-rank decomposition has been a popular method for surveillance
video decoding, in which the low-rank component represents the background and the
sparse component captures the moving objects. Since the surveillance video frames
are usually with a static or gradually changed background, using a nested reduced-
rank component with an extra global reduction scheme may improve the efficiency of
background representation by dramatically reducing the temporal redundancy. These
ideas will be further explored in our future work.
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5.3 Computation
5.3.1 A Blockwise Coordinate Descent Algorithm
When U and V are held fixed, minimizing (5.8) becomes a reduced-rank regression




where YL = Y(IJy ⊗ U) and XL = X(IJx ⊗ V). One set of explicit solution is given
by B = (XTLXL)
−XTLYLVL(r) and A = VL(r), where VL(r) consists of the first r









‖Y·j −XA,jUT‖2F, s.t. UTU = Iry ,







T‖2F, s.t. UTU = Iry , (5.10)
which can be recognized as an orthogonal Procrustes problem and admits an explicit









In order to update V, we consider fix A and U and write the problem with respect
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to both B and V as
min
(B,V)
‖yB −XBvec(V)‖2, s.t. VTV = Irx , (5.11)




·j ⊗ X·j). Here vec(·) is the vec-
torization operator for converting a matrix to a vector by concatenating its columns;
we will also use dvec(·) to denote the corresponding de-vectorization operation. It
is not necessary to solve (5.11) fully, as long as the updates can decrease the value
of the original objective function in (5.8) (which is the same as in (5.11) for fixed
A and U). We thus propose the following one-step update of (B,V). Ignoring the
orthogonality constraints on V for a moment, we first compute the least squares so-
lution Ṽ = dvec{(XTBXB)−1XTByB}. We then perform QR decomposition of Ṽ, i.e.,
Ṽ = QBRB, and let V = QB and update B·j as RBB·j. This step ensures the orthog-
onality of V, and makes the objective function decrease.
Algorithm 3 presents the proposed algorithm, for any fixed triplets of rank values
(r, rx, ry). The matrices A, B, U and V are alternatingly updated according to (5.9),
(5.10) and (5.11). The objective in (5.8) is monotone decreasing along the iterations,
and consequently the convergence to a limiting point is guaranteed.
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Algorithm 3 Nested Reduced-Rank Regression
Initialize U0 ∈ Rd×ry , V0 ∈ Rp×rx .
Set k ← 0.
repeat
(1). RRR updates:
Bk+1 ← (XTLXL)−XTLYLVL(r), Ak+1 ← VL(r),
where YL = Y(IJy ⊗Uk) and XL = X(IJx ⊗Vk), and VL(r) consists of the first r

















where QBRB is the QR decomposition of dvec{(XTBXB)−1XTByB}, with yB =





Set k ← k + 1.







5.3.2 Initial Estimator and Rank Selection
Some initial estimates of (U,V) are required for running the proposed algorithm for a
specified set of rank values (r, rx, ry). The coefficient matrix C in (5.8) takes the form
C = (IJx ⊗V)BAT(IJy ⊗UT), which implies that rank(C) ≤ r. Therefore, ignoring the
global structure in (U,V) for a moment, C can be directly estimated by a conventional
reduced-rank regression of Y on X, i.e.,
min
C
‖Y −XC‖2F, s.t. rank(C) ≤ r, (5.12)
and the minimizer is given by C̃ = B̃ÃT, B̃ = (XTX)−XTYV(r), Ã = V(r), where
V(r) consists of the first r eigenvectors of the matrix YTX(XTX)−XTY. The B̃ and Ã
can be viewed as approximations to (IJx⊗V)B and (IJy⊗U)A, respectively. Therefore,
an initial estimator of V can be obtained from
(V0,B0) = arg min
(V,B)
‖B̃− (IJx ⊗V)B‖2F.
Write B̃ = (B̃T1 , . . . , B̃
T
Jx
)T where each B̃i ∈ Rp×r, i = 1, . . . , Jx. Based on Eckart-Young
Theorem, it can be easily shown that
V0 = ŨB̃(r),
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where ŨB̃(r) consists of the first r left singular vectors of the the matrix (B̃1, . . . , B̃Jx).
Similarly, write Ã = (ÃT1 , . . . , Ã
T
Jy
)T where each Ãi ∈ Rd×r, then an initial estimator of
U is obtained from minimizing ‖Ã− (IJy ⊗U)A‖2F with respect to (U,A), so that
U0 = ŨÃ(r),
where ŨÃ(r) consists of the first r left singular vectors of the the matrix (Ã1, . . . , ÃJy).
To choose an optimal set of rank values (r, rx, ry), the K-fold cross validation pro-
cedure can be used, which, however, can be quite computationally expensive for large-
scale problems. Here we propose to select (r, rx, ry) based on a Bayesian Information
Criterion (BIC) (Schwarz, 1978), because of its computational efficiency and promising
performance in regularized estimation. Denote Ĉ(r, rx, ry) as the estimator of C by
solving (5.8) with the rank values fixed at some (r, rx, ry). We define
BIC(r, rx, ry) = ndJy log {SSE(r, rx, ry)/(ndJy)}+ log(ndJy)df(r, rx, ry), (5.13)
where SSE(r, rx, ry) = ‖Y − XĈ(r, rx, ry)‖2F stands for the sum of squared errors and
df(r, rx, ry) is the effective degrees of freedom of the model. We use the number of free
model parameters to estimate df(r, rx, ry),
d̂f(r, rx, ry) = rx{r(X)/Jx − rx}+ ry(d− ry) + (Jyry + Jxrx − r)r. (5.14)
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When ry = d, rx = r(X)/Jx, the above formula gives d̂f(r, r(X)/Jx, d) = (Jyry +
r(X)−r)r, which is exactly the effective number of parameters in a rank-r reduced-rank
regression model (Mukherjee et al., 2015). The difference in the number of parameters
is (Jyd− Jyry)(r − ry/Jy) + (r(X)− Jxrx)(r − rx/Jx).
With the above BIC criterion, a three-dimensional grid search procedure of the rank
values can be performed, and the best model is chosen as the one with the smallest BIC
value. On the other hand, note that the global structure of the predictors determined
by rx, the global structure of the responses determined by ry, and the local structure
determined by r are designed to realize different low-dimensional aspects of C. As such,
a one-at-a-time selection approach works well in practice. We first set rx = p, ry = d,
and select the best local rank r̂ among the models with 1 ≤ r ≤ min(r(X), Jyd). We
then fix the local rank at r̂, and repeat the similar procedure to determine r̂x and r̂y,
one at a time. Finally, with fixed r̂x and r̂y, we refine the estimation of r. This approach
is adapted in all our numerical studies and works quite well.
5.4 Theoretical Analysis
Our theoretical analysis concerns the fundamental nested reduced-rank regression setup,
Y = XC0 + E, s.t. C0 = (IJx ⊗V0)B0AT0 (IJy ⊗UT0 ).
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Accordingly, the objective function is defined as
Qn(V,B,A,U) = ‖Y −X(IJx ⊗V)BAT(IJy ⊗UT)‖2F,
and the NRRR estimator is obtained as
(V̂, B̂, Â, Û) ∈ arg min
V,B,A,U
Qn(V,B,A,U).
Here the integrated response and predictor matrices from functional data are treated
as given, as the functional approximation aspect of the problem is not our focus. We
have assumed that the rank values are known. Even so, the non-convexity of the NRRR
problem, induced by the complex nested low-rank matrix decomposition, makes the
theoretical analysis challenging.
To facilitate the analysis, it is necessary to make the components (V0,B0,A0,U0)
identifiable individually. Denote Ω as the parameter space of the set of matrices C ∈
RJxp×Jyd with a nested reduced-rank structure (IJx⊗V)BAT(IJy⊗UT) with rank values
(rx, ry, r). This decomposition is not unique, e.g., with any comfortable and invertible
matrices Q1,Q2 and Q3, we can write
C =(IJx ⊗V)BAT(IJy ⊗UT)
=[IJx ⊗ (VQ−11 )][(IJx ⊗Q1)BQT2 ][Q−T2 AT(IJy ⊗QT3 )][IJy ⊗ (Q−T3 UT)]. (5.15)
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We therefore consider a reparameterization of C in order to make its components iden-
tifiable and then characterize Ω. Recall that V ∈ Rp×rx is designed to capture the
global low-dimensional structure in predictors and has rank rx (≤ p), then there must
exists an invertible sub-matrix VL1,· ∈ Rrx×rx which consists of a set of linearly inde-
pendent rows. Here L1 = {l1, l2, . . . , lrx} is the row index set. Take Q1 = VL1,· in (5.15)
and we have (VQ−11 )L1,· = Irx . Similarly, for U we can let Q3 = UL3,· ∈ Rry×ry such
that (UQ−13 )L3,· = Iry where L3 is the required row index set. Now consider the term
(IJx ⊗ Q1)BAT(IJy ⊗ QT3 ) ∈ RJxrx×Jyry , which has rank r; we can find an invertible
sub-matrix Q2 ∈ Rr×r in (IJy ⊗Q3)A to make ((IJy ⊗Q3)AQ−12 )L2,· = Ir. This shows
that a nested low-rank matrix can always be reparameterized such that each of V, U,
A is embedded with an identity sub-matrix. With such a representation, Ω admits a


















ΩL1×L2×L3 ={(IJx ⊗ V̌)B̌ǍT(IJy ⊗ Ǔ)T : V̌ ∈ Rp×rx with V̌L1,· = Irx ; B̌ ∈ R(Jxrx)×r;
Ǎ ∈ R(Jyry)×r with ǍL2,· = Ir; Ǔ ∈ Rd×ry with ǓL3,· = Iry}
and Π consists of all possible index sets L1 × L2 × L3 with L1 ⊆ {1, . . . , p}, L2 ⊆
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{1, . . . , Jyry} and L3 ⊆ {1, . . . , d}.
Moreover, we need the following conditions for our asymptotic analysis.
Assumption 1. XTX/n
a.s.−−→ G as n→∞, where G is a fixed, positive-definite matrix.
Assumption 2. Each row ei of E is independently and identically distributed with
E(ei) = 0 and cov(ei) = Σ, where Σ is positive-definite.
Theorem 5.1. (Consistency) Suppose Assumptions 1 and 2 hold. Then there exists





2 ), ‖Â−A0‖F = Op(n−
1
2 ) and ‖Û−U0‖F = Op(n−
1
2 ).
Before providing the details of the proof, we briefly outline the main steps. We first
parameterize the coefficient matrix C0 such that the components in its nested low-rank
structure, (V0,B0,A0,U0), can be identifiable. Then a local neighborhood around the
true value C0 with radius h is constructed, denoted as N (C0, h). We then show that





















with a large enough constant h. Here the infimum is taken over the perturbation ma-
trices R1,R2,R3,R4 (one-to-one transformations of Ř1, Ř2, Ř3, Ř4) of V0,B0,A0,U0,
respectively, with a fixed Frobenius norm h. That is, the objective function evaluated
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at any boundary point of the neighborhood of radius h is larger than that evaluated at
the true value, with arbitrarily large probability. It thus follows that a local minimizer
must exist within the neighborhood with a
√
n convergence rate.
Proof. Based on the characterization of Ω, we construct a local neighborhood around
the true coefficient matrix C0, in order to investigate the asymptotic behavior of the
NRRR estimation. Suppose C0 ∈ ΩL1×L2×L3 , where L1, L2 and L3 are three fixed index
sets. Define V̌ = V0Q
−1
1 , Ǔ = U0Q
−1
3 , B̌ = (IJx⊗Q1)B0QT2 and Ǎ = (IJy⊗Q3)A0Q−12
so that V̌L1,· = Irx , ǍL2,· = Ir and ǓL3,· = Iry . It can be verified that
C0 = (IJx ⊗V0)B0AT0 (IJy ⊗UT0 )
= [IJx ⊗ (V0Q−11 )][(IJx ⊗Q1)B0QT2 ][Q−T2 AT0 (IJy ⊗QT3 )][IJy ⊗ (Q−T3 UT0 )]
= (IJx ⊗ V̌)B̌ǍT(IJy ⊗ ǓT).
A local neighborhood centered at C0 of radius h > 0 is constructed as follows,



























Ř1 ∈ Rp×rx with Ř1L1,· = 0, ‖Ř
1‖F ≤ h;
Ř2 ∈ R(Jxrx)×r, ‖Ř2‖F ≤ h;
Ř3 ∈ R(Jyry)×r with Ř3L2,· = 0, ‖Ř
3‖F ≤ h;





The zero parts in perturbation matrices Ř1, Ř3 and Ř4 ensure thatN (C0, h) ⊆ ΩL1×L2×L3 ⊆
N (C0,∞). Also note that we can equivalently express the neighborhood in terms of
V0,B0,A0,U0 as



























R1 = Ř1Q1 ∈ Rp×rx with R1L1,· = Ř
1
L1,· = 0, ‖Ř
1‖F ≤ h;
R2 = (IJx ⊗Q−11 )Ř
2QT2 ∈ R(Jxrx)×r, ‖Ř2‖F ≤ h;
R3 = (IJy ⊗Q−13 )Ř
3Q2 ∈ R(Jyry)×r with Ř3L2,· = 0, ‖Ř
3‖F ≤ h;
R4 = Ř4Q3 ∈ Rd×ry with R4L3,· = Ř
4




With the above setup, we now investigate the consistency of the NRRR estimation
that minimizes the objective function
Qn(V,B,A,U) = ‖Y −X(IJx ⊗V)BAT(IJy ⊗UT)‖2F.




















≥ 1− ε. (5.16)
This statement implies that with probability at least 1− ε, there exists a local minimum
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Ĉ = (IJx ⊗ V̂)B̂ÂT(IJy ⊗ ÛT) in the interior of the ball N (C0, h) and it satisfies
‖(V̂ −V0)Q−11 ‖F = Op(n
− 1
2 ),
‖(IJx ⊗Q1)(B̂−B0)Q−T2 ‖F = Op(n
− 1
2 ),
‖(IJy ⊗Q3)(Â−A0)Q−12 ‖F = Op(n
− 1
2 ),
‖(Û−U0)Q−13 ‖F = Op(n
− 1
2 ).
Then based on the fact ‖AB‖F ≤ ‖A‖F‖B‖F for any two matrices A and B, we have
‖(V̂ −V0)Q−11 ‖F‖Q−11 ‖−1F ≤ ‖V̂ −V0‖F ≤ ‖(V̂ −V0)Q
−1
1 ‖F‖Q1‖F.
Thus with ‖Q1‖F < ∞ we obtain ‖V̂ −V0‖F = Op(n−
1
2 ). Similarly, with ‖Q2‖F < ∞
and ‖Q3‖F < ∞ we can obtain ‖B̂ − B0‖F = Op(n−
1
































∈ N (C0, h)
as any perturbed matrix within N (C0, h) and define
Ψn(R
1,R2,R3,R4) =Qn(V0 + n
− 1
2 R1,B0 + n
− 1
2 R2,A0 + n
− 1






















Z =vec((IJx ⊗R1)B0AT0 (IJy ⊗UT0 ) + (IJx ⊗V0)R2AT0 (IJy ⊗UT0 )














it suffices to show that for a large enough h, denoted as h∗n, ‖Z‖2 dominates ‖Z‖ for
(R1,R2,R3,R4) with ‖Ř1‖F = ‖Ř2‖F = ‖Ř3‖F = ‖Ř4‖F = h. For simplicity, write
Z = vec(P1 + P1 + P3 + P4) where
P1 = (IJx ⊗R1)B0AT0 (IJy ⊗UT0 ), P2 = (IJx ⊗V0)R2AT0 (IJy ⊗UT0 ),





01, · · · ,BT0Jx)
T, B0i ∈ Rrx×r, i = 1, . . . , Jx
A0 = (A
T
01, · · · ,AT0Jy)
T, A0j ∈ Rry×r, j = 1, . . . , Jy
Ř2 = (Ř2T1 , . . . , Ř
2T
Jx )
T, Ř2i ∈ Rrx×r, i = 1, . . . , Jx
Ř3 = (Ř3T1 , . . . , Ř
3T
Jy )


























0 ∈ Rp×q for i = 1, . . . , Jx, j = 1, . . . , Jy. Recall that





0 )L1,· = 0. Without loss of generality, we assume
L1 = {1, . . . , rx}. Then, if we write P1 = (PT11, . . . ,PT1Jx)
T with P1i ∈ Rp×(Jyd), i =
1, . . . , Jx, the first rx rows for each P1i are zero vectors.


















where each block V0B0iA
T
0jR




4T)·,L3 = 0. Without loss of generality, we assume L3 = {1, . . . , ry}.
If we write P4 = (P41, . . . ,P4Jy) with P4j ∈ R(Jxp)×d, j = 1, . . . , Jy, the first ry columns









in P1 + P4, the left-upper sub-matrix is a zero matrix of dimension rx × ry.
Then we consider
P2 = (IJx ⊗V0)R2AT0 (IJy ⊗UT0 )



















For each block V̌Ř2i Ǎ
T
j Ǔ
T ∈ Rp×d, we have (V̌Ř2i ǍTj ǓT)L1,L3 = Ř2i ǍTj ∈ Rrx×ry be-
cause V̌L1,· = Irx and ǓL3,· = Iry . Similarly, we have














T · · · V̌B̌JxŘ3TJy Ǔ
T

where each block V̌B̌iŘ
3T
j Ǔ
T ∈ Rp×d and (V̌B̌iŘ3Tj ǓT)L1,L3 = B̌iŘ3Tj ∈ Rrx×ry . Thus,
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if we extract the left upper sub-matrix which has dimension rx × ry from all blocks in
























From Ř3L2,· = 0, we have (B̌Ř
3T)·,L2 = 0. And from ǍL2,· = Ir, we have (Ř
2ǍT)·,L2 =
Ř2. It leads to (B̌Ř3T + Ř2ǍT)·,L2 = Ř
2 and ‖(B̌Ř3T + Ř2ǍT)·,L2‖2F = ‖Ř2‖2F = h2.
Recall that (B̌Ř3T + Ř2ǍT)·,L2 is a sub-matrix in P1 + P2 + P3 + P4. Then with
















≥ (k + 1)h2,
where f() is a non-negative, continuous function which attains its minimum value k > 0
over the unit sphere {(Ř1, Ř2, Ř3, Ř4) : ‖Ř1‖F = 1, ‖Ř2‖F = 1, ‖Ř3‖F = 1, ‖Ř4‖F =
1; Ř1L1,· = 0, Ř
3
L2,· = 0, Ř
4
L3,· = 0}. We have verified the existence of h
∗
n due to the fact
that ‖Z‖ is Op(h) uniformly. This completes the proof.
Theorem 5.1 shows the consistency of the NRRR estimation in estimating the com-
ponents of the nested low-rank structure, in the sense that there exists a local minimizer
that is
√
n−consistent. For non-convex problem, such an asymptotic result is what to
be expected (Fan and Li, 2001; Chen et al., 2012).
We also attempt non-asymptotic analysis, to understand better the behavior of
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NRRR estimator in high-dimensional setups. Let’s express the true functional regression
surface as C0(s, t) = {Id ⊗Ψ(t)T}{Id ⊗ J
− 1
2
ψψ}C̃T0 {Ip ⊗ Φ(s)}, where C̃0 is obtained by
a rearrangement of the columns and rows of C0. Let Ĉ = (IJx ⊗ V̂)B̂ÂT(IJy ⊗ ÛT) be
the NRRR estimator of C0, and Ĉ(s, t) is obtained by plugging in the corresponding
components.
Theorem 5.2. Suppose the random error matrix E has independent N (0, σ2) entries.
With probability at least 1− exp {−θ2(r(X) + dJy)/2}, we have




∥∥∥(Ĉ (s, t)−C0 (s, t))x(s)∥∥∥2 dsdt . (r(X) + dJy)r,
where θ > 0 is a positive constant. Here . means that the inequality holds up to some
multiplicative numerical constants.
Proof. By the definition of Ĉ, we have
‖Y −XĈ‖2F ≤ ‖Y −XC0‖2F ,
which leads to
‖X(Ĉ−C0)T‖2F ≤ 2〈E,X(Ĉ−C0)T〉F, (5.18)
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where 〈C,D〉F = tr(CTD). Furthermore,
〈E,X(Ĉ−C0)T〉F = 〈PE,X(Ĉ−C0)T〉F, (5.19)




XT denotes the projection matrix onto the column space of X.
Let dj(·) denote the j-th largest singular value of the enclosed matrix. Then we have
〈C,D〉F ≤ d1(C)‖D‖?, where ‖D‖? =
∑










By Lemma 3 in Bunea et al. (2011), we have




























with probability at least 1−exp {−θ2(r(X) + dJy)/2}. The second result follows directly.
Theorem 5.2 shows that the prediction error bounds of NRRR are at least comparable
to those of reduced-rank regression (Bunea et al., 2011). The proof of Theorem 5.2 is in
Appendix A. This result provides support for using NRRR in problems with diverging
dimensionality; indeed, we see from numerical studies that NRRR always outperforms
RRR. We expect that the optimal rate for NRRR is faster than that is given above,
since the number of free parameters in a nested low-rank structure can be much smaller
than that in a regular reduced-rank structure due to the global dimension reduction
by (V0,U0); see the formulation of the degrees of freedom in (5.14) and the discussion
afterwards. We will explore this conjecture in our future work.
5.5 Simulation
We compare the performance of the proposed nested reduced-rank regression (NRRR)
methods with several competing methods, including the ordinary least squares method
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(OLS), the classical reduced-rank regression (RRR), and the reduced-rank ridge regres-
sion (RRS). For NRRR, beside the regular version, we consider the special case of setting
ry = d, denoted as NRRR-X, and the nested reduced-rank ridge regression, denoted as
NRRS, in which a ridge penalty is added to the NRRR criterion for inducing parameter
shrinkage.
To generate synthetic data, we let x(s) = {Ip ⊗ΦT(s)}x and ε(t) = {Id ⊗ΨT(t)}ε,
where x ∈ RJxp, y ∈ RJyd, and ε ∈ RJyd are random vectors, and Φ(s) and Ψ(t) are the
same two sets of B-spline basis functions used to expand C(s, t). The y(t) is then given






0 (V0 ⊗ IJx)T(Ip ⊗ Jφφ)x + ε
}
.
Then, for each i = 1, ..., n, the discrete-time observations (xi(s),yi(t)) are generated as
follows,




xi for uniformly distributed time points su, u =
1, . . . , g in S = [0, 1], where xi ∈ RJxp is generated from N(0,Σx), where Σx =
(ρ
|i−j|
x ) with some 0 < ρx < 1.
2. Generate the entries of εi ∈ RJyd as independent samples from N(0, σ2).






0 (V0 ⊗ IJx)T(Ip ⊗ Jφφ)xi + ε
}
for uniformly distributed time points tv, v = 1, . . . ,m in T = [0, 1].
(Here for simplicity, data on different subjects are generated on the same sets of time
points.) The entries of A∗0 ∈ RJyry×r and B∗0 ∈ RJxrx×r are independent samples from
N(0, 1), and U0 ∈ Rd×ry and V0 ∈ Rp×rx are generated by orthogonalizing random
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matrices of independent N(0, 1) entries via QR decomposition.
Two settings of model dimensions are considered:
Setting 1 : n = 100, m = g = 60, p = 10, d = 10, r = 5, rx = 3, jx = 8, ry = 3, jy = 8.
Setting 2 : n = 100, m = g = 100, p = 20, d = 20, r = 3, rx = 3, jx = 8, ry = 3, jy = 8.
In Setting 1, the model dimensions, pjx = 80, djy = 80 are comparable and a bit
smaller than the sample size; but the number of unknowns, 80 × 80, is already very
large. In Setting 2, the model dimensions are much higher than the sample size, i.e.,
pjx = 160, djy = 160, and the total number of unknowns is four times of that in Setting
1. For each setting, we try different signal to noise ratios (SNR ∈ {1, 2, 4}), defined
as the ratio between the standard deviation of all the elements in the response matrix
(U0⊗IJy)A∗0B∗
T
0 (V0⊗IJx)T(Ip⊗Jφφ)(x1,x2, . . . ,xn) and the noise level σ, and different
design correlations (ρx ∈ {0.1, 0.5, 0.9}). The ranks and other tuning parameters (if
there is any) are selected by 10-fold cross validation. For methods with nested reduced-
rank structure, we use the proposed BIC criterion to select ranks. The experiment is
replicated 300 times for each setting.
To evaluate the performance of different methods, we compute for each method the
trimmed mean squared prediction error (MSPE) from all runs (the smallest and largest






based on independent testing set of size nte = 500, where Yte and Xte are the integrated
response and predictor matrices. Similarly, to evaluate the estimation of the functional









Table 9 and Table 10 present the prediction errors (MSPE) under Settings 1 and 2,
respectively. The results from OLS are omitted as they are much worse than those of the
other methods. Among the five methods presented, RRR has the worst performance.
The performance of NRRR is slightly better than that of NRRR-X. RRS substantially
improves its corresponding counterpart RRR by incorporating `2 shrinkage estimation.
In general the improvement is more substantial when the SNR is low and/or the design
correlation is high. In contrast, in most scenarios NRRS only slightly outperforms or just
has comparable performance to NRRR. This is because NRRR has already considered a
finer low-dimensional structure so that the extra shrinkage becomes less effective. Due to
space limit, we present the results on estimating r, rx and ry in Appendix B. RRR usually
leads to underestimation of r; this is expected as RRR tries to use an overall low-rank
structure to mimic the finer or even lower dimensional nested low-rank structure. NRRR
methods perform well in rank estimation in general. Therefore, the results confirm that
NRRR can produce a more interpretable model with improved predictive accuracy.
To visualize the effects of nested low-rank dimension reduction, Figure 12 displays
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Table 9: Simulation results for Setting 1. The mean MSPE values are reported with their
standard deviations in parentheses. To improve presentation, all values are multiplied
by 10.
ρx NRRR NRRR-X RRR RRS NRRS
0.1 11.43 (2.64) 12.16 (2.81) 14.47 (3.16) 11.34 (2.46) 10.97 (2.50)
SNR = 1 0.5 18.14 (4.28) 19.07 (4.33) 22.42 (4.92) 17.46 (3.81) 17.61 (4.18)
0.9 26.20 (9.17) 26.58 (9.01) 29.56 (9.92) 23.87 (8.04) 25.6 (8.92)
0.1 2.68 (0.56) 2.84 (0.59) 3.84 (0.80) 3.08 (0.59) 2.77 (0.55)
SNR = 2 0.5 4.18 (1.01) 4.47 (1.10) 5.91 (1.40) 4.56 (1.06) 4.20 (0.99)
0.9 6.42 (2.19) 6.79 (2.31) 8.26 (2.58) 6.48 (2.09) 6.29 (2.06)
0.1 0.65 (0.14) 0.68 (0.15) 0.92 (0.21) 0.96 (0.19) 0.77 (0.17)
SNR = 4 0.5 1.04 (0.26) 1.08 (0.27) 1.47 (0.38) 1.31 (0.29) 1.14 (0.27)
0.9 1.52 (0.52) 1.61 (0.55) 2.11 (0.70) 1.69 (0.53) 1.59 (0.51)
Table 10: Simulation results for Setting 2. The layout is the same as in Table 9.
ρx NRRR NRRR-X RRR RRS NRRS
0.1 6.20 (1.47) 6.56 (1.55) 7.82 (1.98) 6.97 (1.60) 6.30 (1.50)
SNR = 1 0.5 9.76 (3.15) 10.33 (3.38) 11.82 (3.91) 10.55 (3.29) 9.76 (3.12)
0.9 14.44 (5.72) 15.06 (5.87) 16.21 (6.40) 14.88 (5.76) 14.28 (5.67)
0.1 1.56 (0.41) 1.58 (0.41) 2.40 (1.11) 2.07 (0.49) 1.61 (0.43)
SNR = 2 0.5 2.46 (0.74) 2.51 (0.74) 3.16 (0.98) 3.08 (0.88) 2.49 (0.73)
0.9 3.28 (1.22) 3.40 (1.28) 3.86 (1.46) 3.91 (1.66) 3.34 (1.22)
0.1 0.37 (0.10) 0.38 (0.10) 1.05 (1.01) 0.78 (0.18) 0.42 (0.16)
SNR = 4 0.5 0.61 (0.19) 0.62 (0.19) 0.95 (0.28) 0.91 (0.23) 0.63 (0.19)
0.9 0.88 (0.35) 0.90 (0.36) 1.05 (0.41) 1.07 (0.44) 0.89 (0.37)
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the boxplots of MSFPE for NRRR, NRRR-X and RRR under Settings 1 and 2 with
SNR = 1, and Figure 13 draws two particular sets of the true and predicted curves
by NRRR, RRR and OLS from the simulation. The efficacy of the nested dimension
reduction is apparent. The results under other settings deliver the same message and
hence are omitted. Except for RRR and RRS, all the above results are obtained from
using BIC to select the model ranks. The results obtained from using 10-fold cross













































Figure 12: Boxplots of MSFPE from 300 simulation runs. In each panel, each set of
three boxplots for ρx = 0.1, 0.5, 0.9 is showing in black, grey and white colors from left
to right.
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Figure 13: Comparison of the true curves and the predicted curves in two simulation
runs under Setting 1 with SNR = 2 and ρx = 0.5.
5.6 Application to Adelaide Electricity Demand Data
Adelaide is the capital city of the state of South Australia. The city has a Mediterranean
climate, with warm-dry summers and cool-mild winters. In summer time, the cooling
mainly depends on air conditioning, which makes the electricity demand highly depen-
dent on the weather conditions, and a large volatility in temperature throughout the day
could make stable electricity supply challenging. Therefore, it is of great interest to un-
derstand the dependence and the predictive association between the electricity demand
and the temperature, for facilitating the supply management of electricity (Magnano,
2007; Magnano et al., 2008; Fan and Hyndman, 2015). Here we apply NRRR to perform
a multivariate functional regression analysis between daily half-hour electricity demand
profiles for the 7 days of a week and the corresponding temperature profiles for the 7
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days of the same week.
Half-hourly temperature records at two locations, Adelaide Kent town and Adelaide
airport, are available between 7/6/1997 and 3/31/2007. Also available are the half-
hourly electricity demand records of Adelaide for the same period. As such, for each
day during the period, there are three observed functional curves, each with 48 half-
hourly observations. As an illustration, Figure 14 plots the temperature and electricity
demand profiles of all the Mondays from 7/6/1997 to 3/31/2007. Since our main focus
is on studying the general association between the within-day demand and temperature
trajectories in a week, we center the 48 discrete observations of each daily curve, to















































































































































































































































Figure 14: Adelaide electricity demand analysis: (a) electricity demand in Adelaide,
(b) temperature in Kent town, and (c) temperature in the airport. Plotted are the
half-hourly observed profiles for all Mondays.
After data pre-processing, we use the daily half-hour electricity demand as the func-
tional multivariate response with d = 7 (corresponding to 7 days in a week from Monday
to Sunday), and as for the predictors, we consider two settings. In the first setting, we
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only use the half-hour temperature data from Kent as the multivariate functional pre-
dictors, so that p = 7; in the second setting, we also include temperature data from the
airport to make p = 14. Not surprisingly, the two sets of temperature data are extremely
highly correlated, so the second setting is meant to test for the behaviors of different
methods in the presence of high collinearity. In either setting, the total sample size is
n = 508, equaling to the number of weeks in the study period. To leave sufficient flex-
ibility in estimating the regression surface, we use B-spline with 30 degrees of freedom
to convert the discrete observations to its integrated form according to (5.6).
First, we compare different methods using an out-of-sample random splitting proce-
dure. Each time, we randomly select 400 samples as the training set and the remaining
108 samples as the test set. The model is fitted using the training data, and the relative










The procedure is repeated 100 times, and the results are reported in Table 5.6. In
both settings, NRRR and NRRS perform very well, and their predicted curves are
able to account for about 74% of the total variation in the observed demand curves.
The results show that there is a dramatic global dimension reduction of the functional
predictors, as rx is estimated to be only 1 most of the times. As ry is often close to the





















































































































































































































































Figure 15: Adelaide electricity demand analysis: randomly selected examples of observed
demand curves (in black) and out-of-sample predicted curves by RRR (in blue) and
NRRR (in red).
curve has its own pattern, and thus there is not much room for a global dimension
reduction. In contrast, RRR and RRS perform much worse in prediction, and RRR
even fails completely in Setting 2. To visualize, Figure 15 plots some randomly selected
observed and predicted curves under Setting 1; the superior performance of NRRR
is apparent. These results clearly show the power and necessity of global dimension
reduction, especially in the presence of high correlation among the functional predictors.
Table 11: Adelaide electricity demand analysis: out-of-sample performance of different
methods. Reported are the means and standard deviations (in parenthesis) of RMSPE,
r, rx and ry over 100 simulation runs.
Methods RRR NRRR RRS NRRS
Setting 1 RMSPE 0.42 (0.04) 0.27 (0.02) 0.38 (0.03) 0.26 (0.02)
r 1.53 (0.63) 4.06 (0.28) 3.60 (0.70) 4.09 (0.35)
rx 1.00 (0.00) 1.01 (0.10)
ry 5.70 (1.47) 5.73 (1.43)
Setting 2 RMSPE 1.08 (0.19) 0.26 (0.02) 0.55 (0.05) 0.26 (0.02)
r 0.26 (0.44) 4.45 (0.89) 1.00 (0.00) 4.40 (0.80)
rx 1.00 (0.00) 1.01 (0.10)
ry 6.72 (0.57) 6.75 (0.52)
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We then use all data to fit a final NRRR model with only the temperature observa-
tions from Kent. The estimated rank values are r̂ = 4, r̂x = 1, and r̂y = 5. The esti-
mated loading matrix for the predictors is V̂ = (0.22, 0.39, 0.46, 0.52, 0.43, 0.28, 0.25)T.
This shows that there is only one latent functional predictor that is driving the patterns
of the electronic demands, and this factor can be roughly explained as the averaged daily
temperature profile of the week. It appears that the days closer to the middle of the week
load higher. On the response side, there is not much global reduction, as the estimated
loading matrix Û is of rank 5. To make sense of Û, it may be more convenient to exam-
ine the two basis vectors of its orthogonal complement, i.e., the first two singular vectors
of I− ÛÛT, which give the latent response factors that are not related to the tempera-
tures at all. While the first loading vector (−0.52, 0.36, 0.28, 0.25,−0.56, 0.34,−0.18)T is
hard to interpret, the second loading vector (0.00,−0.68, 0.73, 0.00,−0.04, 0.05,−0.04)T
clearly indicates that the difference between the electronic demand profiles of Tuesday
and Wednesday is mostly a noise process. In other words, the demand profiles of these
two days are related to the temperature process in almost the same way.
Let ũk be the kth row of Û. Then Model (5.4) shows that the estimated regression
surface
c̃k(s, t) = ũ
T
k (Ir̂y ⊗ΨT(t))Â∗B̂∗T(Ir̂x ⊗Φ(s)), k = 1, . . . , d, (5.21)
would indicate how the response yk(t) is related to the latent predictor V̂
Tx(s) over s
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and t. In the context of this application, c̃k(s, t) shows that how the electricity demand
trajectory on the k-th day of a week is related to the trajectory of the average tempera-
ture of the week. We therefore plot the heatmaps of these surfaces to visualize. Figure
16 displays the plots for Tuesday and Saturday. While the patterns of the association
are hard to comprehend in general, some observations can be made. First, there are
three association regimes throughout each day, i.e., night hours from about midnight to
7:30, daylight hours from about 7:30 to 18:00, and the rest hours from about 18:00 to
midnight. This corresponds well with the general patterns of daily electricity demand,
and the three regimes are separated by the “Morning ramp”, i.e., the transition from
relatively lower loads to higher loads in the morning, and the peak load time around
18:00. Noticeably, the electricity demand in daylight hours is the least associated with
the temperature. Another observation is that temperatures between about 19:00 to 20:30
and 23:00 to 00:00 in general have the largest effects on the electricity demand. This
may be related to household and entertainment activities. Lastly, we observe that the
association patterns on the workdays are similar to each other, and are slightly different












































































































































































































Figure 16: Adelaide electricity demand analysis: heatmaps of estimated regression sur-




To achieve tailored dimension reduction and integrative learning in multivariate anal-
ysis, we propose several novel composite low-rank regression methods. There are many
directions for future research. For conducting simultaneous view selection and within-
view subspace selection, the proposed cNNP scheme can be extended to a general com-











where ρI is an inner penalty function for inducing sparsity among the singular val-
ues of each Bk, and ρO is an outer penalty function for enforcing sparsity among the
Bk matrices. For example, the family of bridge penalties (Huang et al., 2008) can be
used in both inner and outer penalization. Incorporating sparse within-view variable
selection to iRRR could also be fruitful; one way to achieve this is to use an additive
penalty form of cNNP and group lasso. Moreover, it is possible to combine iRRR with
a covariate-adjusted (inverse) covariance estimation method (Rothman et al., 2010), to
jointly estimate the mean and covariance structures. Another pressing problem is to
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generalize iRRR to handle heterogeneous data, as in practice data may be count-valued,
interval-valued, or mixed of several types with substantial missing values (Luo et al.,
2018). Computationally, the ADMM algorithm can be coupled with a Majorization-
Minimization algorithm to handle these cases.
In Chapter 4, we propose a multivariate multi-view log-contrast model to facili-
tate sub-composition selection. This multivariate learning framework together with an
asymptotic hypothesis testing procedure introduced in Chapter 3 successfully boosts the
power in identifying bacteria taxa that are associated with neurobehavioral developments
in the preterm infant study. We use cross validation to select the tuning parameter in
the scaled iRRR, and in most situations the over-selection of cross validation leads to
underestimation of the noise level and inflation of the false positive rate in the subse-
quent inference. We will explore other approaches of tuning to obtain a more accurate
estimate of the noise level. Another pressing issue is to investigate the robustness of
the method to the violation of the homoscedasticity, independence, and normality of
the error terms, since the theoretical guarantees of the scaled iRRR and the inference
procedure are built on these strong assumptions. The extension of the method to deal
with multivariate Non-Gaussian response is also an interesting topic due to the widely
existing binary or count responses in practical applications. Moreover, it is worthwhile
to generalize the proposed method to longitudinal microbiome data analysis. In the
preterm infant study, it is interesting to model the dynamic effect of a bacteria taxon
on neurodevelopment measurements as a function of time and make inference on it.
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As for the multivariate functional regression via the proposed nested reduced-rank
regularization, this method can be extended to the historical functional regression, i.e.,
when s and t are both on the same domain such as time, it is required that C(s, t) = 0
for any s > t, so that the future dynamics of x(s) is not used in the modeling of the
current or past dynamics of y(t). Another interesting direction is to consider sparse and
low-rank estimation. For example, to enable the selection of the functional predictors,
we could assume that V0 is a row-sparse matrix and utilize group-wise regularization
such as group lasso in estimation. On the theoretical side, it is pressing to study the
non-asymptotic behavior of our proposed estimator under reasonable conditions on the
integrated design matrix originated from the functional setup. Last but not the least,
we will further explore the nested reduced-rank structure, or even more generally, a
multi-resolution reduced-rank structure in other statistical problems such as time series




A.1 Additional Simulation Results with Correlated
Errors in iRRR
We conduct additional simulation studies where the errors in E are correlated. In par-
ticular, we consider an AR(1) covariance structure with common variance 1 and auto-
correlation 0.5 for the random errors in E in Settings 1–5. The same methods are used
and the results are shown in Table 12 and Figure 17. The results are very similar to
those with i.i.d. errors. A closer look reveals that the proposed iRRR method is very
robust against the violation of the independent error assumption, while other methods
(especially MTL and grLasso) are more sensitive.
Table 12: Simulation results for Settings 1–4 with correlated errors. The mean and
standard deviation (in parenthesis) of MSPE over 100 simulation runs are presented. In
each setting, the best results are highlighted in boldface.
iRRR aNNP RRRR OLS
Setting 1 7.74 (0.22) 9.11 (0.32) 10.27 (0.43) 25.14 (0.58)
Setting 2 4.62 (0.10) 5.63 (0.18) 5.35 (0.14) 25.14 (0.58)
(r0 = 20) 10.73 (0.26) 9.10 (0.33) 10.06 (0.45) 25.17 (0.60)
Setting 3 (r0 = 40) 13.10 (0.24) 14.09 (0.33) 15.08 (0.17) 25.11 (0.60)
(r0 = 60) 14.40 (0.23) 16.43 (0.38) 15.70 (0.16) 25.16 (0.52)
(K = 3) 11.03 (0.26) 17.11 (0.48) 17.63 (0.24) 43.87 (0.84)
Setting 4 (K = 4) 14.12 (0.25) 25.33 (0.64) 20.97 (0.22) 68.06 (1.29)
(K = 5) 16.09 (0.29) 30.78 (0.40) 23.01 (0.22) 101.81 (1.45)
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Prediction Results in Setting 5 (sparse-view)
Figure 17: Simulation results for Setting 5 (sparse-view) with correlated errors.
A.2 The Derivation of the Inference Procedure
In this section, we provide the details of the derivation of the inference procedure follow
Mitra et al. (2016). The condition r(STkXk) = r(Xk) is required to guarantee the
effectiveness of de-biasing, under which the role of Sk in the de-biasing procedure can
be totally replaced by Pk. Thus in the following we assume r(S
T
kXk) = r(Xk) and use
Pk as the score matrix. Based on the forms of the de-biased estimator B̂k and XkB̂k, if
r(Xk) = pk we have
(PkXk)(B̂k −B0k) = PkE− Remk, (A.1)
and if r(Xk) < pk, we can only make inference on XkB0k with
(PkQk)(XkB̂k −XkB0k) = PkE− Remk.
The fulfillment of the condition√
qr′k|σ/σ̂ − 1|+ ‖Remk/σ‖F = op(1) (A.2)
leads to the approximation ‖PkE−Remk‖2F/σ̂2 → ‖PkE/σ‖2F , which together with the
normal assumption on the random error matrix implies ‖PkE− Remk‖2F/σ̂2 → χ2r′kq. If
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in the true model B0k = 0 (or XkB0k = 0), then since Y =
∑
j 6=k XjB0j + E we have
PkE− Remk = Pk(Y −X−kB̂n−k). (A.3)




‖Pk(Y −X−kB̂n−k)‖2F . (A.4)
In order to implement and validate this test procedure, in addition to the scaled iRRR
estimator (B̂n, σ̂), we also need to find Pk and verify condition (A.2). One key ingredient



















































where ηk = maxj 6=k d1(PkQj)/w∗,j is regarded as a scalar bias factor which is dominated
by d1(PkQj). Thus, an idea Pk needs to minimize the variance of the resulting de-
biased estimator while control the magnitude of d1(PkQj). Mitra et al. (2016) derived
the following optimization framework
Pk = arg min
P
{d1(P(I−Qk)) : P = P2 = PT, d1(PQj) ≤ w′j,∀j 6= k} (A.6)
to solve out Pk. In (A.6), d1(Pk(I−Qk)) measures the distance between the subspaces
spanned by Pk and I −Qk, which may inflate the variance of the de-biased estimator.
The feasibility of (A.6) has been verified for random designs with sub-Gaussian rows,
refer to Theorem 4 and Lemma 1 in Mitra et al. (2016). Since (A.6) has not been solved
yet, in practice, Pk can be estimated from a penalized multivariate regression (3.21).
Then with the conditions in Theorem 3.2, we validate this inference procedure.
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A.3 Additional Simulation Results in NRRR
A.3.1 Additional Simulation Results from BIC Tuning
We present the results on estimating r, rx and ry in this part. For methods with nested
reduced-rank structure, BIC is exploited to select ranks.
Table 13: Simulation results for Setting 1 with true rank r = 5. The mean and the
percentage of matching with the true rank (in parenthesis) of rank estimation over 300
simulation runs are presented.
ρx NRRR NRRR-X RRR RRS NRRS
0.1 3.58 (0.09) 2.46 (0.00) 1.80 (0.00) 4.15 (0.28) 4.02 (0.22)
SNR=1 0.5 3.17 (0.02) 2.24 (0.00) 1.65 (0.00) 3.95 (0.19) 3.51 (0.06)
0.9 2.13 (0.00) 1.66 (0.00) 1.55 (0.00) 3.30 (0.03) 2.22 (0.00)
0.1 4.88 (0.88) 4.37 (0.44) 3.65 (0.11) 4.91 (0.91) 4.91 (0.91)
SNR=2 0.5 4.71 (0.72) 4.01 (0.19) 3.40 (0.04) 4.80 (0.80) 4.82 (0.82)
0.9 3.72 (0.09) 3.05 (0.00) 2.69 (0.00) 4.16 (0.31) 3.92 (0.16)
0.1 5.00 (1.00) 4.97 (0.97) 4.88 (0.89) 4.99 (0.99) 5.00 (1.00)
SNR=4 0.5 5.00 (1.00) 4.90 (0.90) 4.66 (0.68) 4.99 (0.99) 5.00 (1.00)
0.9 4.74 (0.73) 4.22 (0.33) 3.72 (0.12) 4.83 (0.84) 4.73 (0.74)
Table 14: Simulation results for Setting 2 with true rank r = 3. The mean and the
percentage of matching with the true rank (in parenthesis) of rank estimation over 300
simulation runs are presented.
ρx NRRR NRRR-X RRR RRS NRRS
0.1 2.99 (0.99) 2.37 (0.40) 2.31 (0.58) 2.91 (0.91) 2.99 (0.99)
SNR=1 0.5 2.94 (0.94) 2.20 (0.29) 2.33 (0.47) 2.83 (0.83) 2.98 (0.98)
0.9 2.51 (0.54) 1.89 (0.08) 2.12 (0.21) 2.64 (0.64) 2.71 (0.73)
0.1 3.00 (1.00) 2.97 (0.97) 2.62 (0.87) 3.09 (0.94) 3.00 (1.00)
SNR=2 0.5 3.00 (1.00) 2.93 (0.93) 2.77 (0.89) 3.02 (0.92) 3.00 (1.00)
0.9 2.98 (0.98) 2.72 (0.72) 2.77 (0.77) 3.02 (0.96) 3.00 (1.00)
0.1 3.00 (1.00) 3.00 (1.00) 2.67 (0.89) 3.13 (0.93) 3.00 (1.00)
SNR=4 0.5 3.00 (1.00) 3.00 (1.00) 2.81 (0.93) 3.15 (0.95) 3.00 (1.00)
0.9 3.00 (1.00) 2.97 (0.97) 2.96 (0.96) 3.00 (0.98) 3.00 (1.00)
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Table 15: Simulation results for Setting 1 with true rank rx = 3. The mean and the
percentage of matching with the true rank (in parenthesis) of rx estimation over 300
simulation runs are presented.
ρx NRRR NRRR-X NRRS
0.1 2.63 (0.64) 2.62 (0.63) 2.75 (0.77)
SNR=1 0.5 2.41 (0.49) 2.40 (0.47) 2.50 (0.54)
0.9 1.75 (0.13) 1.77 (0.13) 1.85 (0.19)
0.1 3.00 (1.00) 3.00 (1.00) 3.00 (1.00)
SNR=2 0.5 3.00 (1.00) 3.00 (1.00) 3.00 (1.00)
0.9 2.88 (0.87) 2.85 (0.84) 2.90 (0.90)
0.1 3.00 (1.00) 3.00 (1.00) 3.00 (1.00)
SNR=4 0.5 3.00 (1.00) 3.00 (1.00) 3.00 (1.00)
0.9 3.01 (0.99) 3.01 (0.99) 3.00 (1.00)
Table 16: Simulation results for Setting 2 with true rank rx = 3. The mean and the
percentage of matching with the true rank (in parenthesis) of rx estimation over 300
simulation runs are presented.
ρx NRRR NRRR-X NRRS
0.1 2.93 (0.93) 2.90 (0.90) 2.98 (0.88)
SNR=1 0.5 2.88 (0.89) 2.87 (0.88) 2.92 (0.91)
0.9 2.44 (0.49) 2.44 (0.49) 2.55 (0.59)
0.1 2.94 (0.94) 2.94 (0.94) 3.24 (0.78)
SNR=2 0.5 2.94 (0.94) 2.96 (0.96) 3.14 (0.86)
0.9 2.98 (0.96) 2.99 (0.97) 3.09 (0.89)
0.1 2.97 (0.96) 2.98 (0.98) 3.62 (0.85)
SNR=4 0.5 2.97 (0.97) 2.96 (0.97) 3.21 (0.93)
0.9 3.00 (1.00) 3.00 (1.00) 3.09 (0.93)
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Table 17: Simulation results for Setting 1 with true rank ry = 3. The mean and the
percentage of matching with the true rank (in parenthesis) of ry estimation over 300
simulation runs are presented.
ρx NRRR NRRS
0.1 2.92 (0.92) 2.97 (0.97)
SNR=1 0.5 2.95 (0.95) 2.99 (0.99)
0.9 2.95 (0.95) 2.98 (0.98)
0.1 3.00 (1.00) 3.00 (1.00)
SNR=2 0.5 3.00 (1.00) 3.00 (1.00)
0.9 3.01 (0.99) 3.00 (1.00)
0.1 3.00 (1.00) 3.00 (1.00)
SNR=4 0.5 3.00 (1.00) 3.00 (1.00)
0.9 3.00 (1.00) 3.00 (1.00)
Table 18: Simulation results for Setting 2 with true rank ry = 3. The mean and the
percentage of matching with the true rank (in parenthesis) of ry estimation over 300
simulation runs are presented.
ρx NRRR NRRS
0.1 2.99 (0.99) 2.99 (0.99)
SNR=1 0.5 3.00 (1.00) 3.00 (1.00)
0.9 3.00 (0.99) 3.00 (1.00)
0.1 2.99 (0.99) 3.00 (1.00)
SNR=2 0.5 3.00 (1.00) 3.00 (1.00)
0.9 3.00 (1.00) 3.00 (1.00)
0.1 3.00 (1.00) 3.00 (1.00)
SNR=4 0.5 3.00 (1.00) 3.00 (1.00)
0.9 3.00 (1.00) 3.00 (1.00)
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A.3.2 Simulation Results from Cross Validation Tuning
We present simulation results under Setting 1 with all the ranks selected by 10-fold cross
validation. Results of MSPE and MSFPE displayed here are the trimmed version with
the smallest and the largest 20 observations deleted from 300 simulation runs.
Table 19: Simulation results for Setting 1. The trimmed means and standard devia-
tions (in parenthesis) of MSPE are presented. To improve presentation, all values are
multiplied by 10.
ρx NRRR NRRR-X RRR RRS NRRS
0.1 11.05 (2.54) 11.42 (2.61) 14.67 (3.24) 11.52 (2.56) 10.80 (2.46)
SNR=1 0.5 17.34 (4.30) 17.84 (4.37) 22.40 (5.33) 17.45 (4.14) 16.76 (4.06)
0.9 26.05 (8.72) 26.37 (8.74) 30.28 (9.51) 24.39 (7.79) 24.30 (8.03)
0.1 2.72 (0.51) 2.81 (0.52) 3.91 (0.75) 3.12 (0.55) 2.81 (0.51)
SNR=2 0.5 4.07 (0.91) 4.21 (0.95) 5.78 (1.29) 4.48 (0.97) 4.12 (0.90)
0.9 6.05 (1.98) 6.23 (2.03) 8.00 (2.55) 6.20 (1.96) 5.89 (1.88)
0.1 0.66 (0.14) 0.68 (0.14) 0.93 (0.20) 0.96 (0.19) 0.77 (0.17)
SNR=4 0.5 1.04 (0.24) 1.08 (0.25) 1.46 (0.34) 1.31 (0.26) 1.15 (0.24)
0.9 1.50 (0.48) 1.56 (0.50) 2.10 (0.66) 1.67 (0.49) 1.57 (0.47)
Table 20: Simulation results for Setting 1 with true rank r = 5. The mean and the
percentage of matching with the true rank (in parenthesis) of rank estimation over 300
simulation runs are presented.
ρx NRRR NRRR-X RRR RRS NRRS
0.1 4.73 (0.75) 4.20 (0.36) 1.75 (0.00) 4.12 (0.26) 4.96 (0.85)
SNR=1 0.5 4.36 (0.52) 3.80 (0.18) 1.70 (0.00) 3.96 (0.19) 4.88 (0.74)
0.9 2.81 (0.06) 2.40 (0.01) 1.53 (0.00) 3.29 (0.02) 4.39 (0.33)
0.1 5.00 (1.00) 4.96 (0.96) 3.68 (0.12) 4.91 (0.91) 5.06 (0.94)
SNR=2 0.5 4.99 (0.98) 4.91 (0.91) 3.48 (0.04) 4.83 (0.83) 5.07 (0.94)
0.9 4.63 (0.62) 4.17 (0.36) 2.70 (0.00) 4.26 (0.38) 5.02 (0.80)
0.1 5.00 (1.00) 5.00 (1.00) 4.84 (0.86) 4.97 (0.97) 5.03 (0.98)
SNR=4 0.5 5.00 (1.00) 5.00 (1.00) 4.76 (0.76) 5.00 (1.00) 5.04 (0.96)
0.9 5.00 (0.93) 4.85 (0.85) 3.70 (0.11) 4.83 (0.83) 5.12 (0.89)
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Table 21: Simulation results for Setting 1 with true rank rx = 3. The mean and the
percentage of matching with the true rank (in parenthesis) of rx estimation over 300
simulation runs are presented.
ρx NRRR NRRR-X NRRS
0.1 2.85 (0.84) 2.85 (0.84) 3.05 (0.82)
SNR=1 0.5 2.67 (0.68) 2.67 (0.68) 3.08 (0.72)
0.9 1.97 (0.21) 1.97 (0.21) 3.22 (0.41)
0.1 3.00 (1.00) 3.00 (1.00) 3.00 (1.00)
SNR=2 0.5 3.00 (1.00) 3.00 (1.00) 3.02 (0.99)
0.9 2.94 (0.86) 2.94 (0.86) 3.06 (0.93)
0.1 3.00 (1.00) 3.00 (1.00) 3.00 (1.00)
SNR=4 0.5 3.00 (1.00) 3.00 (1.00) 3.00 (1.00)
0.9 3.06 (0.94) 3.06 (0.94) 3.01 (0.99)
Table 22: Simulation results for Setting 1 with true rank ry = 3. The mean and the
percentage of matching with the true rank (in parenthesis) of ry estimation over 300
simulation runs are presented.
ρx NRRR NRRS
0.1 3.17 (0.92) 3.04 (0.95)
SNR=1 0.5 3.15 (0.92) 3.05 (0.95)
0.9 3.12 (0.93) 3.05 (0.95)
0.1 3.01 (0.99) 3.03 (0.98)
SNR=2 0.5 3.00 (1.00) 3.01 (0.99)
0.9 3.05 (0.95) 3.04 (0.96)
0.1 3.00 (1.00) 3.01 (0.99)
SNR=4 0.5 3.00 (1.00) 3.01 (0.99)




































































(c) SNR = 4
Figure 18: Boxplots of MSFPE from 300 simulation runs. From left to right are three
plots with SNR being 1, 2, and 4. In each panel, each set of three boxplots for ρx =
0.1, 0.5, 0.9 is showing in black, grey and white colors from left to right.
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