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1 Introduction
Recently, fractional differential calculus has attracted a lot of attention by many researchers of different
fields, such as: physics, chemistry, biology, economics, control theory and biophysics, etc. [11, 15, 16].
In particular, study of coupled systems involving fractional differential equations is also important in
several problems.
Many authors have investigated sufficient conditions for the existence of solutions for the following
coupled systems of nonlinear fractional differential equations with different boundary conditions on
finite domain. {
Dαu(t) = f(t, v(t)),
Dβv(t) = g(t, u(t)),
and more generally, {
Dαu(t) = f(t, v(t), Dµv(t)),
Dβv(t) = g(t, u(t), Dνu(t)),
see for example [1, 2, 4, 7, 8, 9, 10, 17, 21, 22, 23]. However, to the best of our knowledge few papers
consider the existence of solutions of fractional differential equations on the half-line. Arara et al. [3]
studied the existence of bounded solutions for differential equations involving the Caputo fractional
derivative on the unbounded domain given by
cDαu(t) = f(t, u(t)), t ∈ [0,∞),
u(0) = u0,
u is bounded on [0,∞),
(1)
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where α ∈ (1, 2], cDα is the Caputo fractional derivative of order α, u0 ∈ R, and f : [0,∞) × R → R
is continuous.
Zhao and Ge [24] considered the following boundary value problem for fractional differential
equations 
Dαu(t) + f(t, u(t)) = 0, t ∈ (0,∞),
u(0) = 0,
limt→∞Dα−1u(t) = βu(ξ),
(2)
where α ∈ (1, 2), 0 < ξ <∞, β ≥ 0, f is a given function and Dα is the Riemann–Liouville fractional
derivative.
Su, Zhang [19] considered the following boundary value problem
Dαu(t) = f(t, u(t), Dα−1u(t)), t ∈ [0,∞),
u(0) = 0,
Dα−1u(∞) = u0, u0 ∈ R,
(3)
where α ∈ (1, 2], f ∈ C([0,∞) × R × R,R) and Dα, Dα−1 are the Riemann–Liouville fractional
derivatives.
In [13], Liang and Zhang investigated the existence of three positive solutions for the following
m-point fractional boundary value problem
Dαu(t) + a(t)f(u(t)) = 0, t ∈ (0,∞),
u(0) = u′(0) = 0,
Dα−1u(∞) = ∑m−2i=1 βiu(ξi), (4)
where α ∈ (2, 3), 0 < ξ1 < ξ2 < · · · < ξm−2 < ∞, βi ≥ 0 such that 0 <
∑m−2
i=1 βiξ
α−1
i < Γ(α) and D
α
is the Riemann–Liouville fractional derivative.
Wang et al. [20] by using Schauder’s fixed point theorem investigated the existence and unique-
ness of solutions for the following coupled system of nonlinear fractional differential equations on an
unbounded domain 
Dpu(t) + f(t, v(t)) = 0, 2 < p < 3, t ∈ J := [0,∞),
Dqv(t) + g(t, u(t)) = 0, 2 < q < 3, t ∈ J := [0,∞),
u(0) = u′(0) = 0, Dp−1u(∞) = ∑m−2i=1 βiu(ξi),
v(0) = v′(0) = 0, Dq−1v(∞) = ∑m−2i=1 γiv(ξi),
(5)
where f, g ∈ C(J × R,R), 0 < ξ1 < ξ2 < · · · < ξm−2 < ∞, Dp and Dq denote Riemann–Liouville
fractional derivatives of order p and q, respectively, as well as βi > 0, γi > 0 are such that 0 <∑m−2
i=1 βiξ
p−1
i < Γ(p) and 0 <
∑m−2
i=1 γiξ
q−1
i < Γ(q).
Our aim in this paper is to generalize the above works on an infinite interval and more general
boundary conditions, so we discuss the existence of the solutions of a coupled system of nonlinear
fractional differential equations on an unbounded domain
Dαu(t) = f(t, v(t), Dβ−1v(t)), t ∈ J := [0,∞),
Dβv(t) = g(t, u(t), Dα−1u(t)), t ∈ J := [0,∞),
u(0) = 0,
v(0) = 0,
Dα−1u(∞) = u0 +
∑m−2
i=1 aiu(ξi) +
∑m−2
i=1 biD
α−1u(ξi),
Dβ−1v(∞) = v0 +
∑n−2
i=1 civ(ηi) +
∑n−2
i=1 diD
β−1v(ηi),
(6)
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where 1 < α, β ≤ 2, 0 < ξ1 < ξ2 < · · · < ξm−2 < ∞, 0 < η1 < η2 < · · · < ηn−2 < ∞, ai, bi, ci, di ≥ 0,
u0, v0 ≥ 0 are real numbers and f, g ∈ C(J × R × R,R) and D is the Riemann–Liouville fractional
derivative.
This paper is organized as follows: in Section 2, some facts and results about fractional calculus
are given, while inspired by [19] we prove the main result and some corollaries in Section 3, and we
conclude this paper by considering an example in Section 4.
2 Preliminaries
In this section, we present some definitions and results which will be needed later.
Definition 2.1. [11] The Riemann–Liouville fractional integral of order α > 0 of a function f :
(0,∞)→ R is defined by
Iαf(t) =
1
Γ(α)
∫ t
0
(t− s)α−1f(s)ds, t > 0,
provided that the right-hand side is pointwise defined.
Definition 2.2. [11] The Riemann–Liouville fractional derivative of order α > 0 of a continuous
function f : (0,∞)→ R is defined by
Dαf(t) =
1
Γ(n− α)
(
d
dt
)n ∫ t
0
(t− s)n−α−1f(s)ds t > 0,
where n = [α] + 1, provided that the right-hand side is pointwise defined. In particular, for α = n,
Dnf(t) = f (n)(t).
Remark 1. The following properties are well known:
DαIαf(t) = f(t), α > 0, f(t) ∈ L1(0,∞),
DβIαf(t) = Iα−βf(t), α > β > 0, f(t) ∈ L1(0,∞).
The following two lemmas can be found in [5, 11].
Lemma 2.1. Let α > 0 and u ∈ C(0, 1)∩L1(0, 1). Then the fractional differential equation Dαu(t) = 0
has a unique solution
u(t) = c1t
α−1 + c2tα−2 + · · ·+ cntα−n, ci ∈ R, i = 1, . . . , n,
where n = [α] + 1 if α /∈ N and n = α if α ∈ N.
Lemma 2.2. Assume that u ∈ C(0, 1) ∩ L1(0, 1) with a fractional derivative of order α > 0 that
belongs to C(0, 1) ∩ L1(0, 1). Then
IαDαu(t) = u(t) + c1t
α−1 + c2tα−2 + · · ·+ cntα−n,
for some ci ∈ R, i = 1, . . . , n and n = [α] + 1 if α /∈ N and n = α if α ∈ N.
For the forthcoming analysis, we define the spaces
X =
{
u(t)
∣∣∣u(t), Dα−1u(t) ∈ C(J,R), sup
t∈J
|u(t)|
1 + tα−1
<∞, sup
t∈J
|Dα−1u(t)| <∞
}
,
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with the norm
||u||X = max
{
sup
t∈J
|u(t)|
1 + tα−1
, sup
t∈J
|Dα−1u(t)|
}
,
and
Y =
{
v(t)
∣∣∣v(t), Dβ−1v(t) ∈ C(J,R), sup
t∈J
|v(t)|
1 + tβ−1
<∞, sup
t∈J
|Dβ−1v(t)| <∞
}
,
with the norm
||v||Y = max
{
sup
t∈J
|v(t)|
1 + tβ−1
, sup
t∈J
|Dβ−1v(t)|
}
.
By Lemma 2.2 of [19], (X, || · ||X), (Y, || · ||Y ) are Banach spaces. For (u, v) ∈ X×Y , let ||(u, v)||X×Y =
max{||u||X , ||v||Y }, then (X × Y, || · ||X×Y ) is a Banach space. The Arzela`–Ascoli theorem fails to
work in the Banach space X, Y due to the fact that the infinite interval [0,∞) is noncompact. The
following compactness criterion will help us to resolve this problem.
Lemma 2.3. [19] Let Z ⊆ X(Y ) be a bounded set. Then Z is relatively compact in X(Y ) if the
following conditions hold.
(i) For any u(t) ∈ Z, u(t)
1+tα−1 and D
α−1u(t) are equicontinuous on any compact interval of J .
(ii) Given  > 0, there exists a constant T = T () > 0 such that∣∣∣∣ u(t1)1 + tα−11 − u(t2)1 + tα−12
∣∣∣∣ < ,
and ∣∣∣Dα−1u(t1)−Dα−1u(t2)∣∣∣ < ,
for any t1, t2 ≥ T and u(t) ∈ Z.
3 Main result
In this section, we investigate sufficient conditions for the existence and uniqueness solutions for the
boundary value problem (6). Before we state our main result, for the convenience, we introduce the
following notations:
∆α = Γ(α)−
m−2∑
i=1
aiξ
α−1
i − Γ(α)
m−2∑
i=1
bi,
χ1β =
∫ ∞
0
(
(1 + sβ−1)a(s) + b(s)
)
ds,
χ2φ =
∫ ∞
0
φ(s)ds,
χ3α,β =
∫ ξi
0
(ξi − s)α−1
(
(1 + sβ−1)a(s) + b(s)
)
ds,
χ4α =
∫ ξi
0
(ξi − s)α−1φ(s)ds.
By replacing ai, bi, ξi, φ, a(s), b(s) with ci, di, ηi, ψ, c(s), d(s) respectively, and α with β we can
introduce ∆β, χ
1
α, χ
2
ψ, χ
3
β,α and χ
4
β.
Now, we state sufficient conditions which allow us to establish the existence results for the system
(6).
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(H1) There exist nonnegative functions a(t), b(t), φ(t) ∈ C[0,∞) such that
|f(t, x, y)| ≤ a(t)|x|+ b(t)|y|+ φ(t), ∆α > 0, χ2φ <∞.
(H2) There exist nonnegative functions c(t), d(t), ψ(t) ∈ C[0,∞) such that
|g(t, x, y)| ≤ c(t)|x|+ d(t)|y|+ ψ(t), ∆β > 0, χ2ψ <∞.
(H3)
χ1β +
∑m−2
i=1 aiχ
3
α,β
Γ(α) +
∑m−2
i=1 biχ
1
β +
∆αχ1β
Γ(α)
∆α
< 1,
(H4)
χ1α +
∑n−2
i=1 ciχ
3
β,α
Γ(β) +
∑n−2
i=1 diχ
1
α +
∆βχ
1
α
Γ(β)
∆β
< 1.
Lemma 3.1. Let h ∈ C[0,∞), then the boundary value problem
(Dαu)(t) = h(t), 0 < t <∞, 1 < α ≤ 2,
u(0) = 0,
Dα−1u(∞) = u0 +
∑m−2
i=1 aiu(ξi) +
∑m−2
i=1 biD
α−1u(ξi),
(7)
has a unique solution
u(t) =
tα−1
∆α
(
u0 −
∫ ∞
0
h(s)ds+
∑m−2
i=1 ai
Γ(α)
∫ ξi
0
(ξi − s)α−1h(s)ds (8)
+
m−2∑
i=1
bi
∫ ξi
0
h(s)ds
)
+
1
Γ(α)
∫ t
0
(t− s)α−1h(s)ds,
where ∆α 6= 0, 0 < ξ1 < ξ2 < · · · < ξm−2 <∞ and ai, bi, u0 ≥ 0 for i = {1, . . . ,m− 2}.
Proof. We apply Lemma (2.2) to convert the boundary value problem (7) into the integral equation
u(t) = c1t
α−1 + c2tα−2 + Iαh(t).
Since u(0) = 0, so c2 = 0 and
Dα−1u(t) = c1Γ(α) + I1h(t).
Now using the second boundary condition we obtain c1. Since
c1Γ(α) +
∫ ∞
0
h(t) = u0 +
m−2∑
i=1
ai
(
c1ξ
α−1
i + I
αh(ξi)
)
+
m−2∑
i=1
bi
(
c1Γ(α) + I
1h(ξi)
)
,
then
c1 =
1
∆α
(
u0 −
∫ ∞
0
h(s)ds+
∑m−2
i=1 ai
Γ(α)
∫ ξi
0
(ξi − s)α−1h(s)ds
+
m−2∑
i=1
bi
∫ ξi
0
h(s)ds
)
.
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Therefore
u(t) =
tα−1
∆α
(
u0 −
∫ ∞
0
h(s)ds+
∑m−2
i=1 ai
Γ(α)
∫ ξi
0
(ξi − s)α−1h(s)ds
+
m−2∑
i=1
bi
∫ ξi
0
h(s)ds
)
+
1
Γ(α)
∫ t
0
(t− s)α−1h(s)ds,
and
Dα−1u(t) =
Γ(α)
∆α
(
u0 −
∫ ∞
0
h(s)ds+
∑m−2
i=1 ai
Γ(α)
∫ ξi
0
(ξi − s)α−1h(s)ds
+
m−2∑
i=1
bi
∫ ξi
0
h(s)ds
)
+
∫ t
0
h(s)ds,
and the proof is completed.
Define the operator T : X × Y → X × Y by
T (u, v)(t) = (Av(t), Bu(t)),
where
Av(t) =
tα−1
∆α
(
u0 −
∫ ∞
0
f(s, v(s), Dβ−1v(s))ds
+
∑m−2
i=1 ai
Γ(α)
∫ ξi
0
(ξi − s)α−1f(s, v(s), Dβ−1v(s))ds
+
m−2∑
i=1
bi
∫ ξi
0
f(s, v(s), Dβ−1v(s))ds
)
+
1
Γ(α)
∫ t
0
(t− s)α−1f(s, v(s), Dβ−1v(s))ds,
and
Bu(t) =
tβ−1
∆β
(
v0 −
∫ ∞
0
g(s, u(s), Dα−1u(s))ds
+
∑n−2
i=1 ci
Γ(β)
∫ ηi
0
(ηi − s)β−1g(s, u(s), Dα−1u(s))ds
+
n−2∑
i=1
di
∫ ηi
0
g(s, u(s), Dα−1u(s))ds
)
+
1
Γ(β)
∫ t
0
(t− s)β−1g(s, u(s), Dα−1u(s))ds.
Note that by conditions (H1)–(H4),∫ ∞
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds ≤ ||v||Y ∫ ∞
0
[
(1 + sβ−1)a(s) + b(s)
]
ds+
∫ ∞
0
φ(s)ds <∞.∫ ∞
0
∣∣∣g(s, u(s), Dα−1u(s))∣∣∣ds ≤ ||u||X ∫ ∞
0
[
(1 + sα−1)c(s) + d(s)
]
ds+
∫ ∞
0
ψ(s)ds <∞.
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Theorem 3.1. Assume that the conditions (H1)–(H4) hold. Then the coupled system (6) has at least
one solution.
Proof. Take
R > max
 1∆α
(
u0 + χ
2
φ +
∑m−2
i=1 aiχ
4
α
Γ(α) +
∑m−2
i=1 biχ
2
φ +
χ2φ∆α
Γ(α)
)
1− χ
1
β+
∑m−2
i=1
aiχ
3
α,β
Γ(α)
+
∑m−2
i=1 biχ
1
β+
∆αχ
1
β
Γ(α)
∆α
,
1
∆β
(
v0 + χ
2
ψ +
∑n−2
i=1 ciχ
4
β
Γ(β) +
∑m−2
i=1 diχ
2
ψ +
χ2ψ∆β
Γ(β)
)
1− χ
1
α+
∑n−2
i=1
ciχ
3
β,α
Γ(β)
+
∑n−2
i=1 diχ
1
α+
∆βχ
1
α
Γ(β)
∆β

and define a ball
BR =
{
(u, v) ∈ X × Y
∣∣∣ ||(u, v)||X×Y ≤ R}.
First, we prove that T : BR → BR. In view of
Dα−1Av(t) =
Γ(α)
∆α
(
u0 −
∫ ∞
0
f(s, v(s), Dβ−1v(s))ds
+
∑m−2
i=1 ai
Γ(α)
∫ ξi
0
(ξi − s)α−1f(s, v(s), Dβ−1v(s))ds
+
m−2∑
i=1
bi
∫ ξi
0
f(s, v(s), Dβ−1v(s))ds
)
+
∫ t
0
f(s, v(s), Dβ−1v(s))ds,
together with the definition of Av(t) and continuity of f we have Av(t), Dα−1Av(t) and similarly
Bu(t), Dβ−1Bu(t) are continuous on J .
For any (u, v) ∈ BR, we have
|Av(t)|
1 + tα−1
≤ 1
∆α
.
tα−1
1 + tα−1
[
u0 +
∫ ∞
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
∑m−2
i=1 ai
Γ(α)
∫ ξi
0
∣∣∣(ξi − s)α−1f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−2∑
i=1
bi
∫ ξi
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds]
+
1
Γ(α)
∫ t
0
(t− s)α−1
1 + tα−1
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
≤ 1
∆α
[
u0 +
∫ ∞
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
∑m−2
i=1 ai
Γ(α)
∫ ξi
0
∣∣∣(ξi − s)α−1f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−2∑
i=1
bi
∫ ξi
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds]+ 1
Γ(α)
∫ ∞
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
≤ 1
∆α
[
u0 +
∫ ∞
0
(
a(s)|v(s)|+ b(s)|Dβ−1v(s)|+ φ(s)
)
ds
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+∑m−2
i=1 ai
Γ(α)
∫ ξi
0
(ξi − s)α−1
(
a(s)|v(s)|+ b(s)|Dβ−1v(s)|+ φ(s)
)
ds
+
m−2∑
i=1
bi
∫ ξi
0
(
a(s)|v(s)|+ b(s)|Dβ−1v(s)|+ φ(s)
)
ds
]
+
1
Γ(α)
∫ ∞
0
(
a(s)|v(s)|+ b(s)|Dβ−1v(s)|+ φ(s)
)
ds
≤ 1
∆α
[
u0 + ||v||Y
∫ ∞
0
(
(1 + sβ−1)a(s) + b(s)
)
ds+
∫ ∞
0
φ(s)ds
+
∑m−2
i=1 ai
Γ(α)
||v||Y
∫ ξi
0
(ξi − s)α−1
(
(1 + sβ−1)a(s) + b(s)
)
ds
+
∑m−2
i=1 ai
Γ(α)
∫ ξi
0
(ξi − s)α−1φ(s)ds
+
m−2∑
i=1
bi||v||Y
∫ ξi
0
(
(1 + sβ−1)a(s) + b(s)
)
ds+
m−2∑
i=1
bi
∫ ξi
0
φ(s)ds
]
+
||v||Y
Γ(α)
∫ ∞
0
(
(1 + sβ−1)a(s) + b(s)
)
ds+
1
Γ(α)
∫ ∞
0
φ(s)ds
≤ 1
∆α
[
u0 + ||v||Y
(
χ1β +
∑m−2
i=1 ai
Γ(α)
χ3α,β +
m−2∑
i=1
biχ
1
β +
∆α
Γ(α)
χ1β
)
+
(
χ2φ +
∑m−2
i=1 ai
Γ(α)
χ4α +
m−2∑
i=1
biχ
2
φ +
∆α
Γ(α)
χ2φ
)]
≤ R.
In a similar way, we can get
|Bu(t)|
1 + tβ−1
≤ R.
Now, we show that
∣∣∣Dα−1Av(t)∣∣∣ ≤ R, ∣∣∣Dβ−1Bu(t)∣∣∣ ≤ R. To do it note that,
∣∣∣Dα−1Av(t)∣∣∣ ≤ Γ(α)
∆α
[
u0 +
∫ ∞
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
∑m−2
i=1 ai
Γ(α)
∫ ξi
0
∣∣∣(ξi − s)α−1f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−2∑
i=1
bi
∫ ξi
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds]
+
∫ t
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
≤ Γ(α)
∆α
[
u0 + ||v||Y
(
χ1β +
∑m−2
i=1 ai
Γ(α)
χ3α,β +
m−2∑
i=1
biχ
1
β +
∆α
Γ(α)
χ1β
)
+
(
χ2φ +
∑m−2
i=1 ai
Γ(α)
χ4α +
m−2∑
i=1
biχ
2
φ +
∆α
Γ(α)
χ2φ
)]
≤ Γ(α)R ≤ R.
Similarly, we can get ∣∣∣Dβ−1Bu(t)∣∣∣ ≤ R.
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Hence, ||T (u, v)||X×Y ≤ R, and this shows that T : BR → BR.
Now, we show that T : BR → BR is a continuous operator. Let (un, vn), (u, v) ∈ BR, n = 1, 2, . . .
and ||(un, vn)− (u, v)||X×Y → 0 as n→∞. Then we have to show that ||T (un, vn)−T (u, v)||X×Y → 0
as n→∞.∣∣∣∣ Avn(t)1 + tα−1 − Av(t)1 + tα−1
∣∣∣∣ ≤ 1∆α
[∫ ∞
0
∣∣∣f(s, vn(s), Dβ−1vn(s))− f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−2∑
i=1
ai
∫ ξi
0
(ξi − s)α−1
Γ(α)
∣∣∣f(s, vn(s), Dβ−1vn(s))− f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−2∑
i=1
bi
∫ ξi
0
∣∣∣f(s, vn(s), Dβ−1vn(s))− f(s, v(s), Dβ−1v(s))∣∣∣ds]
+
1
Γ(α)
∫ t
0
(t− s)α−1
1 + tα−1
∣∣∣f(s, vn(s), Dβ−1vn(s))− f(s, v(s), Dβ−1v(s))∣∣∣ds
≤
(
1
∆α
+
1
Γ(α)
)(
χ1β(||vn||Y + ||v||Y ) + 2χ2φ
)
+
∑m−2
i=1 ai
Γ(α)∆α
χ3α,β(||vn||Y + ||v||Y ) + 2
∑m−2
i=1 ai
Γ(α)∆α
χ4α
+
∑m−2
i=1 bi
∆α
χ1β(||vn||Y + ||v||Y ) + 2
∑m−2
i=1 bi
∆α
χ2φ
≤ 2R
((
1
∆α
+
1
Γ(α)
)
χ1β +
∑m−2
i=1 ai
Γ(α)∆α
χ3α,β +
∑m−2
i=1 bi
∆α
χ1β
)
+2
(
1
∆α
+
1
Γ(α)
)
χ2φ + 2
∑m−2
i=1 ai
Γ(α)∆α
χ4α +
∑m−2
i=1 bi
∆α
χ2α +
2
∑m−2
i=1 biχ
2
φ
∆(α)
.
Also ∣∣∣Dα−1Avn(t)−Dα−1Av(t)∣∣∣ ≤ 2R((Γ(α)
∆α
+ 1
)
χ1β +
∑m−2
i=1 ai
∆α
χ3α,β +
∑m−2
i=1 biΓ(α)
∆α
χ1β
)
+2
(
Γ(α)
∆α
+ 1
)
χ2φ + 2
∑m−2
i=1 ai
∆α
χ4α + 2
∑m−2
i=1 biΓ(α)
∆α
χ2φ.
Similar process can be repeated for B and then Lebesgue’s dominated convergence theorem asserts
that T is continuous.
Now we show that T maps bounded sets of X×Y to relatively compact sets of X×Y . It suffices
to prove that both A and B map bounded sets to relatively compact sets.
Now, for a bounded subset V of Y and U of X, by Lemma (2.3), we show that AV , BU are
relatively compact. Let I ⊆ J be a compact interval, t1, t2 ∈ I and t1 < t2; then for any v(t) ∈ V , we
have∣∣∣∣ Av(t2)1 + tα−12 − Av(t1)1 + tα−11
∣∣∣∣ ≤ 1∆α
∣∣∣∣ tα−121 + tα−12 − t
α−1
1
1 + tα−11
∣∣∣∣
[
u0 +
∫ ∞
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ ds
+
m−1∑
i=1
ai
∫ ξi
0
∣∣∣∣(ξi − s)α−1Γ(α) f(s, v(s), Dβ−1v(s))
∣∣∣∣ ds
+
m−1∑
i=1
bi
∫ ξi
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds]
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+
1
Γ(α)
∣∣∣∣∣
∫ t2
0
(t2 − s)α−1
1 + tα−12
f(s, v(s), Dβ−1v(s))ds
−
∫ t1
0
(t2 − s)α−1
1 + tα−12
f(s, v(s), Dβ−1v(s))ds
+
∫ t1
0
(t2 − s)α−1
1 + tα−12
f(s, v(s), Dβ−1v(s))ds
−
∫ t1
0
(t1 − s)α−1
1 + tα−11
f(s, v(s), Dβ−1v(s))ds
∣∣∣∣∣
≤ 1
∆α
∣∣∣∣ tα−121 + tα−12 − t
α−1
1
1 + tα−11
∣∣∣∣
[
u0 +
∫ ∞
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−1∑
i=1
ai
∫ ξi
0
∣∣∣∣(ξi − s)α−1Γ(α) f(s, v(s), Dβ−1v(s))
∣∣∣∣ ds
+
m−1∑
i=1
bi
∫ ξi
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds]
+
1
Γ(α)
∫ t2
t1
(t2 − s)α−1
1 + tα−12
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
1
Γ(α)
∫ t1
0
∣∣∣∣(t2 − s)α−11 + tα−12 − (t1 − s)
α−1
1 + tα−11
∣∣∣∣ ∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds,
and ∣∣∣Dα−1Av(t2)−Dα−1Av(t1)∣∣∣ ≤ ∫ t2
t1
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds.
Also for v(t) ∈ V , f(t, v(t), Dβ−1v(t)) is bounded on I. Then it is easy to see that Av(t)
1+tα−1 and
Dα−1Av(t) are equicontinuous on I.
Next we show that for any v(t) ∈ V , functions Av(t)
1+tα−1 and D
α−1Av(t) satisfy the condition (ii)
of Lemma (2.3). Based on condition (H1)∫ ∞
0
∣∣∣f(t, v(t), Dβ−1v(t))∣∣∣dt < ||v||Y ∫ ∞
0
(
(1 + tβ−1)a(t) + b(t)
)
dt+
∫ ∞
0
φ(t)dt <∞,
we know that for given  > 0, there exists a constant L > 0 such that∫ ∞
L
∣∣∣f(t, v(t), Dβ−1v(t))∣∣∣dt < .
On the other hand, since limt→∞ t
α−1
1+tα−1 = 1, there exists a constant T1 > 0 such that for any
t1, t2 ≥ T1, ∣∣∣∣ tα−111 + tα−11 − t
α−1
2
1 + tα−12
∣∣∣∣ ≤ ∣∣∣∣1− tα−111 + tα−11
∣∣∣∣+ ∣∣∣∣1− tα−121 + tα−12
∣∣∣∣ .
Similarly, limt→∞
(t−L)α−1
1+tα−1 = 1 and thus there exists a constant T2 > L > 0 such that for any t1, t2 ≥ T2
and 0 ≤ s ≤ L∣∣∣∣(t1 − s)α−11 + tα−11 − (t2 − s)
α−1
1 + tα−12
∣∣∣∣ ≤ (1− (t1 − s)α−11 + tα−11
)
+
(
1− (t2 − s)
α−1
1 + tα−12
)
≤
(
1− (t1 − L)
α−1
1 + tα−11
)
+
(
1− (t2 − L)
α−1
1 + tα−12
)
≤ .
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Now choose T > max{T1, T2}; then for t1, t2 ≥ T , we can obtain∣∣∣∣ Av(t2)1 + tα−12 − Av(t1)1 + tα−11
∣∣∣∣ ≤ 1∆α
∣∣∣∣ tα−121 + tα−12 − t
α−1
1
1 + tα−11
∣∣∣∣
(
u0 +
∫ ∞
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−1∑
i=1
ai
∫ ξi
0
(ξi − s)α−1
Γ(α)
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−1∑
i=1
bi
∫ ξi
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds)
+
1
Γ(α)
∣∣∣∣∣
∫ t2
0
(t2 − s)α−1
1 + tα−12
f(s, v(s), Dβ−1v(s))ds
−
∫ t1
0
(t1 − s)α−1
1 + tα−11
f(s, v(s), Dβ−1v(s))ds
∣∣∣∣∣
≤ 1
∆α
∣∣∣∣ tα−121 + tα−12 − t
α−1
1
1 + tα−11
∣∣∣∣
(
u0 +
∫ ∞
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−1∑
i=1
ai
∫ ξi
0
(ξi − s)α−1
Γ(α)
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−1∑
i=1
bi
∫ ξi
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds)
+
1
Γ(α)
∫ L
0
∣∣∣∣(t2 − s)α−11 + tα−11 − (t1 − s)
α−1
1 + tα−11
∣∣∣∣ ∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
1
Γ(α)
∫ t1
L
(t1 − s)α−1
1 + tα−11
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
1
Γ(α)
∫ t2
L
(t2 − s)α−1
1 + tα−12
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
≤ 1
∆α
∣∣∣∣∣ tα−121 + tα−12 − t
β−1
1
1 + tα−11
∣∣∣∣∣
(
u0 +
∫ ∞
0
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−1∑
i=1
ai
∫ ξi
0
(ξi − s)α−1
Γ(α)
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
+
m−1∑
i=1
bi
∫ ξi
0
∣∣∣f(s, v(s), Dβ−1v(s))ds∣∣∣)
+
maxt∈[0,L],u∈V
∣∣∣f(t, v(t), Dβ−1v(t))∣∣∣
Γ(α)
∫ L
0
∣∣∣∣(t2 − s)α−11 + tα−11 − (t1 − s)
α−1
1 + tα−11
∣∣∣∣ ds
+
1
Γ(α)
∫ ∞
L
∣∣∣f(t, v(t), Dβ−1v(t))∣∣∣dt+ 1
Γ(α)
∫ ∞
L
∣∣∣f(t, v(t), Dβ−1v(t))∣∣∣dt
≤ 1
∆α
∣∣∣∣ tα−121 + tα−12 − t
α−1
1
1 + tα−11
∣∣∣∣ 
+
maxt∈[0,L],u∈V
∣∣∣f(t, v(t), Dβ−1v(t))∣∣∣
Γ(α)
L+
2
Γ(α)
,
EJQTDE, 2013 No. 73, p. 11
and ∣∣∣Dα−1Av(t2)−Dα−1Av(t1)∣∣∣ ≤ ∫ t2
t1
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds
≤
∫ ∞
L
∣∣∣f(s, v(s), Dβ−1v(s))∣∣∣ds < .
Similar process can be repeated for B, thus T is relatively compact. Therefore, by Schauder’s fixed
point theorem the boundary value problem (6) has at least one solution.
Corollary 3.1. Assume that conditions (H1), (H2) (∆α = Γ(α),∆β = Γ(β)) and
χ1β <
Γ(α)
2
, χ1α <
Γ(β)
2
,
holds. Then there exists at least one solution (u(t), v(t)) ∈ X × Y solving the following problem.
Dαu(t) = f(t, v(t), Dβ−1v(t)), t ∈ [0,∞),
Dβv(t) = g(t, u(t), Dα−1u(t)), t ∈ [0,∞),
u(0) = 0, Dβ−1u(∞) = u0,
v(0) = 0, Dα−1v(∞) = v0,
(9)
where α, β ∈ (1, 2], f ∈ C([0,∞)× R× R,R).
Corollary 3.2. Assume that
• There exist nonnegative functions a(t), φ(t) ∈ C[0,∞) such that
|f(t, x, y)| ≤ a(t)|x|+ φ(t), ∆α = Γ(α)− aξα−1 > 0, χ2φ <∞.
• There exist nonnegative functions c(t), ψ(t) ∈ C[0,∞) such that
|g(t, x, y)| ≤ c(t)|x|+ ψ(t), ∆β = Γ(β)− cηβ−1 > 0, χ2ψ <∞.
•
χ1β +
aχ3α,β
Γ(α) +
∆αχ1β
Γ(α)
∆α
< 1,
•
χ1α +
cχ3β,α
Γ(β) +
∆βχ
1
α
Γ(β)
∆β
< 1.
Then 
Dαu(t) = f(t, v(t), Dβ−1v(t)), t ∈ [0,∞),
Dβv(t) = g(t, u(t), Dα−1u(t)), t ∈ [0,∞),
u(0) = 0, Dα−1u(∞) = au(ξ),
v(0) = 0, Dβ−1v(∞) = cv(η),
(10)
has at least one solution, where α, β ∈ (1, 2], 0 < ξ, η <∞, a, c ≥ 0, f is a continuous function.
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Corollary 3.3. Assume that
• There exist nonnegative functions a(t), φ(t) ∈ C[0,∞) such that
|f(t, x, y)| ≤ a(t)|x|+ φ(t), ∆α = Γ(α)−
m−2∑
i=1
aiξ
α−1
i > 0, χ
2
φ <∞.
• There exist nonnegative functions c(t), ψ(t) ∈ C[0,∞) such that
|g(t, x, y)| ≤ c(t)|x|+ ψ(t), ∆β = Γ(β)−
n−2∑
i=1
ciη
β−1
i > 0, χ
2
ψ <∞.
•
χ1β +
∑m−2
i=1 aiχ
3
α,β
Γ(α) +
∆αχ1β
Γ(α)
∆α
< 1,
•
χ1α +
∑n−2
i=1 ciχ
3
β,α
Γ(β) +
∆βχ
1
α
Γ(β)
∆β
< 1.
Then 
Dαu(t) = f(t, v(t), Dβ−1v(t)), t ∈ [0,∞),
Dβv(t) = f(t, u(t), Dα−1u(t)), t ∈ [0,∞),
u(0) = 0, v(0) = 0,
Dα−1u(∞) = ∑m−2i=1 aiu(ξi),
Dβ−1v(∞) = ∑n−2i=1 civ(ηi),
(11)
has at least one solution, where α, β ∈ (1, 2], 0 < ξ1 < ξ2 < · · · < ξm−2 < ∞, 0 < η1 < η2 < · · · <
ηn−2 <∞, ai, ci ≥ 0.
4 An example
Consider the following boundary value problem on an unbounded domain.
D1.5u(t) = 1
10+20t2
+ |v(t)|
(10+20t2)(1+t0.2)
+ ln(1+|D
0.2v(t)|)
10+20t2
, t ∈ J := [0,∞),
D1.2v(t) = |u(t)|
(t+2)2(1+t0.5)
+ | sinD
0.5u(t)|
(t+8)2
,
u(0) = 0, D0.5u(∞) = 12 + 18u(2) + 110D0.5u(2),
v(0) = 0, D0.2v(∞) = 14 + 19v(3) + 15D0.2v(3).
(12)
Here,
f(t, x, y) =
1
10 + 20t2
+
|x|
(10 + 20t2)(1 + t0.2)
+
ln(1 + |y|)
10 + 20t2
.
For
a(t) =
1
(1 + t0.2)(10 + 20t2)
, b(t) =
1
10 + 20t2
, φ(t) =
1
10 + 20t2
,
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by easy calculation we have
∆α = 0.61 > 0,
χ1β =
∫ ∞
0
(
(1 + s0.2)
1
(1 + s0.2)(10 + 20s2)
+
1
10 + 20s2
)
ds = 0.2,
χ2φ =
∫ ∞
0
1
10 + 20s2
ds = 0.1,
χ3α,β =
∫ 2
0
(2− s)0.5
(
(1 + s0.2)
1
(1 + s0.2)(10 + 20s2)
+
1
10 + 20s2
)
ds = 0.19,
and it is easy to verify that condition (H3) holds.
Similarly, we can show that for the second equation condition (H4) holds. Thus all the conditions
of theorem (3.1) are satisfied and the problem (12) has at least one solution.
Acknowledgement The authors would like to thank the referee for giving useful suggestions
and comments for the improvement of this paper.
References
[1] R. P. Agarwal, M. Benchohra, S. Hamani, S. Pinelas, Boundary value problems for differen-
tial equations involving Riemann–Liouville fractional derivative on the half-line, Dyn. Contin.
Discrete Impuls. Syst. Ser. A. vol. 18, no. 2, pp. 235–244, 2011.
[2] B. Ahmad, J. J. Nieto, Existence results for a coupled system of nonlinear fractional differential
equations with three-point boundary conditions, Comput. Math. Appl. 58 (2009) 1838–1843.
[3] A. Arara, M. Benchohra, N. Hamidi, J. J. Nieto, Fractional order differential equations on an
unbounded domain, Nonlinear Anal. 72 (2010) 580–586.
[4] C. Bai, J. Fang, The existence of a positive solution for a singular coupled system of nonlinear
fractional differential equations, Appl. Math. Comput. 150 (2004) 611–621.
[5] Z. Bai, H. Lu, Positive solutions for boundary value problem of nonlinear fractional differential
equation, J. Math. Anal. Appl. 311 (2)(2005) 495–505.
[6] J. Cao, H. Chen, Positive solution of singular fractional differential equation in Banach space,
J. Appl. Math. Volume 2011, Article ID 352341, 22 pages.
[7] Y. Chen, D. Chen, Z. Lv, The existence results for a coupled system of nonlinear fractional
differential equations with multi-point boundary conditions, Bull. Iranian Math. Soc. Vol. 38
No. 3 (2012), pp 607–624.
[8] W. Feng, S. Sun, Z. Han, Y. Zhao, Existence of solutions for a singular system of nonlinear
fractional differential equations, Comput. Math. Appl. 62 (2011) 1370–1378.
[9] M. Gaber, M. G. Brikaa, Existence results for a coupled system of nonlinear fractional differen-
tial equation with four-point boundary conditions, ISRN Math. Anal. Volume 2011, Article ID
468346, 14 pages, 2011.
EJQTDE, 2013 No. 73, p. 14
[10] J. Henderson, R. Luca, Positive solutions for a system of nonlocal fractional boundary value
problems, Fract. Calc. Appl. Anal. 16 (4), (2013), 985–1008.
[11] A. A. Kilbas, H. M. Srivastava, J. J. Trujillo, Theory and applications of fractional differential
equations, North-Holland Mathematical Studies, vol.204, Elsevier Science B.V., Amsterdam,
2006.
[12] S. Liang, J. Zhang, Existence and uniqueness of strictly nondecreasing and positive solution for
a fractional three-point boundary value problem, Comput. Math. Appl. 62 (2011) 1333–1340.
[13] S. Liang, J. Zhang, Existence of three positive solutions of m-point boundary value problems
for some nonlinear fractional differential equations on an infinite interval, Comput. Math. Appl.
61 (2011) 3343–3354.
[14] S. Liang, J. Zhang, Existence of multiple positive solutions for m-point fractional boundary
value problems on an infinite interval, Math. Comput. Modelling. 54 (2011) 1334–1346.
[15] K. S. Miller, B. Ross, An Introduction to the Fractional Calculus and Differential Equations,
Wiley, New York, 1993.
[16] I. Podlubny, Fractional Differential Equations, Academic Press, San Diego, CA, 1999.
[17] X. Su, Boundary value problem for a coupled system of nonlinear fractional differential equations,
Appl. Math. Lett. 22 (2009) 64–69.
[18] X. Su, Solutions to boundary value problem of fractional order on unbounded domains in a
Banach space, Nonlinear Anal. vol. 74, no. 8, pp. 2844–2852, 2011.
[19] X. Su, S. Zhang, Unbounded solutions to a boundary value problem of fractional order on the
half-line, Comput. Math. Appl. 61 (2011) 1079–1087.
[20] G. Wang, B. Ahmad, L. Zhang, A Coupled system of nonlinear fractional differential equations
with multipoint fractional boundary conditions on an unbounded domain, Abstr. Appl. Anal.
Volume 2012, Article ID 248709, 11 pages.
[21] J. Wang, H. Xiang, Z. Liu, Positive solution to nonzero boundary values problem for a coupled
system of nonlinear fractional differential equations, Int. J. Differ. Equ. vol. 2010, Article ID
186928, 12 pages, 2010.
[22] W. Yang, Positive solutions for a coupled system of nonlinear fractional differential equations
with integral boundary conditions, Comput. Math. Appl. 63 (2012) 288–297.
[23] C. Yuan, Two positive solutions for (n− 1, 1)-type semipositone integral boundary value prob-
lems for coupled systems of nonlinear fractional differential equations, Commun. Nonlinear Sci.
Numer. Simul. 17 (2012) 930–942.
[24] X. K. Zhao, W. G. Ge, Unbounded solutions for a fractional boundary value problem on the
infinite interval, Acta Appl. Math. 109 (2010) 495–505.
(Received May 19, 2013)
EJQTDE, 2013 No. 73, p. 15
