In the case of acyclic digraphs a set X of vertices is a safe set precisely when X is an in-dominating set, that is, every vertex not in X has at least one arc to X. We prove that, even for acyclic digraphs which are traceable (have a hamiltonian path) it is NP-hard to find a minimum cardinality in-dominating set. Then we show that the problem is also NP-hard for tournaments and give, for every positive constant c, a polynomial algorithm for finding a minimum cardinality safe set in a tournament on n vertices in which no strong component has size more than c log (n). Under the so called Exponential Time Hypothesis (ETH) this is close to best possible in the following sense: If ETH holds, then, for every ǫ > 0 there is no polynomial time algorithm for finding a minimum cardinality safe set for the class of tournaments in which the largest strong component has size at most log 1+ǫ (n). We also discuss bounds on the cardinality of safe sets in tournaments.
Introduction
We use Bang-Jensen and Gutin [2] for terminology and notation not defined here. Only finite, simple graphs and digraphs are considered. For a digraph D we denote by |D| the order of D, that is the number of vertices in D.
If D = (V, A) is a digraph and X ⊂ V , then we denote by D[X] the subdigraph induced by the vertices in X. If U, W are disjoint subsets of the vertex set of a digraph D = (V, A) such that there is an arc uw ∈ A for every u ∈ U, w ∈ W , then we denote this by U →W .
A digraph D is strongly connected or strong if there exists a directed path from u to v for any two vertices u and v of D, and D is k-strong if the removal of any set of fewer than k vertices results in a strongly connected digraph. The strong connectivity of D, denoted κ(D), is the maximum k such that D is k-strong. In particular, a non-strongly connected digraph has strong connectivity 0. A separator of a strong digraph D = (V, A) is a proper subset X ⊂ V such that the digraph D − X, obtained by deleting the vertices of X and all incident arcs, is not strong.
An oriented graph is a digraph without directed cycles of length 2. Note that every k-strong digraph has both minimum out-degree and minimum in-degree at least k. So every k-strong n-vertex oriented graph has n ≥ 2k + 1 and k ≤ ⌈n/2⌉ − 1. From this and the well-known fact that there are k-strong tournaments on 2k + 1 vertices (see also Section 5), we get the following easy fact. Proposition 1.1. The connectivity of an n-vertex oriented graph is at most ⌊ n−1 2 ⌋ and for every integer n ≥ 1 there exists an n-vertex oriented graph with connectivity ⌊ n−1
⌋.
A non-empty subset S of the vertices of a connected undirected graph G is a safe set if, for every connected component M of G − S and every connected component N of G[S], we have |M | ≤ |N | whenever there exists an edge of G between M and N . Note that as G is a connected undirected graph this implies that every component of G − S has an edge to S. For a connected graph G, the safe number of G is the minimum cardinality of a safe set in G. This is well-defined since for any graph G the set of all vertices form a safe set of G.
The notion of safe sets was originally introduced by Fujita et al. [11] as a variation of facility location problems. Kang et al. [16] explored the safe number of the Cartesian product of two complete graphs, and Fujita and Furuya [9] found a close relationship between the safe number and the integrity of a graph. Bapat et al. [6] extended the notion of safe sets to the weighted version in vertex-weighted graphs (G, w).
Motivated by some real applications such as network vulnarability, weighted safe set problems in graphs have received much attention, especially algorithmic aspects of safe sets. Fujita et al [11] showed that computing the connected safe number in the case (G, w) with a constant weight function w is NP-hard in general. On the other hand, when G is a tree and w is a constant weight function, they constructed a linear time algorithm for computing the connected safe number of G.Águeda et al. [1] constructed an efficient algorithm for computing the safe number of an unweighted graph with bounded treewidth. Somewhat surprisingly, Bapat et al. [6] showed that computing the connected weighted safe number in a tree is NP-hard even if the underlying tree is restricted to be a star. They also constructed an efficient algorithm computing the safe number for a weighted path. Furthermore, Fujita et al. [10] constructed a linear time algorithm computing the safe number for a weighted cycle. Along a slightly different line, Ehard and Rautenbach [5] gave a polynomial-time approximation scheme (PTAS) for the connected safe number of a weighted tree. Very recently, the parameterized complexity of safe set problems was investigated by Belmonte et al. [7] and a mixed integer linear programing formulation for safe sets was introduced by Hosteins [15] . Thus, a lot of work has been done so far in this area of study.
In this paper, we consider the directed version of safe sets. A non-empty subset S of the vertices of a digraph D is a safe set if the following two conditions hold: 
and the strong safe number ss(D) of D is defined as ss(D) = min{|S| : S is a strong saf e set of D}.
Note that a non-strong digraph may not have a strong safe set, for example, a directed path of length at least 2 has no strong safe set. For convenience, we define ss(D) = +∞ if D has no strong safe set.
Observe that if the underlying graph of D is not connected then ss(D) = +∞. Observe also that the following fact holds.
In the case when D = (V, A) is an acyclic digraph a subset X ⊆ V is a safe set if and only if X is an in-dominating set, that is, every vertex of V − X has an arc to X. For any digraph D we denote by γ(D) the size of a minimum in-dominating set. The safe set problem on digraphs is as follows: Given a digraph D and a natural number k; decide whether D has a safe set of size at most k.
In this paper, we shall initiate the study on safe sets in digraphs. As an initial step, we will mainly focus on safe sets in acyclic digraphs and tournaments. The paper is organized as follows. In Section 2 we give a simple proof of the well-known fact that it is NP-hard to find a minimum cardinality indominating (safe) set in an acyclic digraph and show that we can find a minimum in-dominating (safe) set in polynomial time for an acyclic digraph with bounded independence number. In Section 3, we show that, the problem for finding a minimum cardinality in-dominating (safe) set is NP-hard even if the input is an acylic digraph which has a hamiltonian path (and hence has a unique acyclic ordering 1 ).
In Section 4 we study the complexity of safe set for tournaments and semicomplete digraphs. We show that safe set is NP-complete for tournaments and give a polynomial dynamic programming based method that finds a minimum cardinality safe set in any tournament whose maximum size strong component is at most a constant times the logarithm of its order. We also show that, under the well-known Exponential Time Hypothesis (ETH), there is no polynomial algorithm for finding a minimum cardinality safe set in a tournament whose largest component may be slightly larger than logarithmic. In Section 5, we discuss upper and lower bounds on the safe number and the strong safe number in tournaments. Finally, in Section 6 we discuss some open problems and possible directions for further research.
Complexity of finding safe sets in acyclic digraphs
Recall that when the digraph in question is acyclic, the definition of a safe set coincides with that of an in-dominating set. Even for acyclic digraphs safe set is NP-complete. This is well-known (under the name of in-dominating set), see e.g. [12] , but we give a proof here since it is very short and we will refer to it in Section 3. The set cover problem is the following: given a collection S 1 , S 2 , . . . , S m of subsets of a ground set X = {x 1 , x 2 , . . . , x n } and a non-negative integer k; decide if there exists a subset Z ⊆ X such that Z ∩ S i = ∅ for i ∈ [m] and |Z| ≤ k. This is one of Karp's 21 NP-complete problems in [17] . To reduce this problem to the in-dominating set problem, we construct a digraph D with vertices s 1 , . . . , s m , v 1 , . . . , v n , z and add an arc from s i to v j whenever x j ∈ S i . Finally we add the arc v i z for i ∈ [n]. It is easy to see that D has an in-dominating set of size at most k + 1 if and only if there is a subset Z ⊆ X of size k that intersects every
The class of acyclic digraphs that we construct from set cover instances above has unbounded independence number. We now show that safe set is polynomial for acyclic digraph of bounded independence number. In order to prove this we need the following theorem due to Gyárfás et al. [13] . The following result now follows easily. Theorem 2.2. For every fixed natural number α safe set is polynomial for the class of acyclic digraphs with independence number at most α.
Proof: Theorem 2.1 implies that D contains an in-dominating set S of size at most α. Since D is an acyclic digraph, S is also a safe set in D. Thus, to find out a minimum safe set in D, we just have to check all the vertex subsets of size at most α in V (D). This can be done in time O(n α ).
3 In-dominating sets in traceable acyclic digraphs
The acyclic digraph used in the reduction from set cover to in-dominating set above has very few arcs and no long directed paths. Furthermore, finding a minimum in-dominating set is trivial for acyclic tournaments (these are the transitive tournaments), where the minimum is always one. Hence one might think that the problem could be polynomial for acyclic digraphs that share some of the structure of the transitive tournaments. One such property is that of having a unique acyclic ordering.We shall prove below that even in the more restricted case where the acyclic digraph has a hamiltonian path, the problem is still N P-hard. To do so we first need a few results on special classes of satisfiability problems. For a given instance F of k-SAT with variables x 1 , x 2 , . . . , x n and clauses C 1 , C 2 , . . . , C m we define the graph G = G(F ) as follows: G has one vertex c j for each clause C j , j ∈ [m] and one vertex v i for each variable x i , i ∈ [n]. There is an edge between c i and c j if these share a literal and there is an edge between v i and c j if the variable x i appears in a literal of C j (either as x i or asx i ). We say that an instance F of k-SAT is traceable if the graph G(F ) has a hamiltonian path.
The bipartite incidence graph B(F ) of a k-SAT instance F with n variables and m clauses is the bipartite graph which has one vertex v i for each variable x i and one vertex c j for each clause C j and an edge from v i to c j precisely when C j contains a literal over x i . Hence B(F ) is a subgraph of G(F ).
Lemma 3.1. If B(F ) does not have a matching covering every v i , then we can delete some clauses from F to obtain an equivalent instance F ′ .
Proof: Suppose there is no matching covering {v 1 , v 2 , . . . , v n }. Then by Hall's theorem, there exists a subset U ⊆ {v 1 , v 2 , . . . , v n } such that |N (U )| < |U |, where N (U ) = {c i1 , . . . , c ip } is the set of clauses containing a literal on at least one of the variables in U . Assume that U is chosen among all such non-matcheable sets so that r = |U | − |N (U )| is maximized. Then, it follows from Hall's theorem applied to the bipartite subgraph induced by U ∪ N (U ) that this has a matching meeting all vertices of {c i1 , . . . , c ip }. Thus we can satisfy all clauses in {C i1 , . . . , C ip } using only the variables in U and these variables cannot be used to satisfy any clause C j ∈ {C 1 , C 2 , . . . , C m } − {C i1 , . . . , C ip } since they do not appear as a literal in C j . This means that the formula F ′ consisting of the variables of {v 1 , . . . , v n } − U and the clauses {C 1 , C 2 , . . . , C m } − {C i1 , . . . , C ip } is satisfiable if and only if F is satisfiable. Call a 3-SAT instance F irreducible if B(F ) has a matching covering every variable vertex v i . By Lemma 3.1, 3-SAT is still NP-complete when the input is an irreducible instance. Lemma 3.2. 4-SAT is NP-complete even when the instance is traceable.
Proof: Let F ′ be an arbitrary irreducible instance of 3-SAT with variables x 1 , . . . , x n ′ and clauses
By adding new variables or clauses we may assume that both n ′ and m ′ are even. We form the 4-SAT instance F with variables x 1 , . . . , x n ′ , x n ′ +1 , where x n ′ +1 is a new variable and forming two clauses C j,1 , C j,2 for each clause C ′ j of F ′ , where C j,1 is obtained by adding the literal
and only if F is satisfiable so we just have to argue that G(F ) has a hamiltonian path. To see this, first note that, by the definition of G(F ), the set of all clauses containing the literal w (w) induce a clique in G(F ) and for j ∈ [m ′ ] the vertices c j,1 , c j,2 are adjacent (they share 3 literals).
Furthermore, G(F ) contains two isomorphic copies of B(F ′ ). These are induced by the vertices
. . , c m ′ ,2 }, respectively. Now it follows from the fact that F ′ is an irreducible instance that there are two matchings M 1 , M 2 both of size n which cover {v 1 , . . . , v n ′ } and so that M i matches this set to {c 1,i , . . . , c m ′ ,i } for i = 1, 2. Furthermore we can assume that if v i is matched to c ji,1 in M i , then it is matched to c ji,2 in M 2 . By renumbering the clauses in F if necessary, we may assume that c j,i is matched to
. Finally, we may also assume that m ′ > n ′ + 1 and now we get a hamiltonian path of G(F ) by taking the path
Here we used the assumption that both n ′ and m ′ are even.
Theorem 3.3. It is NP-complete to decide for input D, k where D is a traceable acyclic digraph and k is an integer, whether D has an in-dominating set of size at most k.
Proof: Let F be a traceable instance of 4-SAT with variables x 1 , x 2 , . . . , x n and clauses C 1 , C 2 , . . . , C m and let P be a hamiltonian path of G(F ) which starts in the vertex corresponding to C 1 and ends in the vertex corresponding to C m (we may choose the numbering of the clauses so that this holds). We may also assume, by relabeling the variables and negating all clauses if necessary, that x 1 appears as the literal x 1 in C m . We build a traceable acyclic digraph D which has an in-dominating set of size n + 1 if and only if F is satisfiable. The vertex set of D is {v 1 , . . . , v n } ∪ {c 1 , . . . , c m } ∪ {w 1 , . . . , w n } ∪ {w 1 , . . .w n } ∪ {u} where the vertex c j corresponds to the clause C j , j ∈ [m] and the three vertices v i , w i ,w i correspond to the variable x i , i ∈ [n]. Here w i corresponds to the literal x i andw i corresponds to the literalx i . Now we add the following arcs:
• Start with no arcs.
• First add the arcs
and each of the 4 literals of C j add an arc from c j to the vertices corresponding to these literals, e.g. if C j = (x 3 ∨x 5 ∨x 7 ∨ x 9 ) then we add the arec c j w 3 , c jw5 , c jw7 , c j w 9 .
• Note that the vertices {c 1 , . . . , c m } ∪ {v 1 , . . . , v n } correspond to those of G(F ). Add the arcs of P oriented as a directed path Q from c 1 to c m (recall that this path contains all the vertices in {c 1 , . . . , c m } ∪ {v 1 , . . . , v n }).
• Add the arcs of the directed path Q ′ = w 1w1 w 2w2 . . . w nwn .
First note that P * = QQ ′ u is a hamiltonian path of D and that D is acyclic (all arcs go forward in the ordering inducted by P * ). We will now show that D has an in-dominating set of size n + 1 if and only if F is satisfiable. Suppose first that φ is a satisfying truth assignment for F then let Z be a subset of V (D) defined as follows: for each i ∈ [n] if φ(x i ) = 'true ′ , then Z contains w i and if φ(x i ) = 'f alse ′ then Z contains w i . Finally Z contains u. Now let us see that Z is an in-dominating set. Note that, for each i ∈ [n] we add the vertex corresponding to the true literal among x i andx i to Z. This means that every vertex of {c 1 , . . . , c m } has an out-neighbour in Z. Clearly this also holds for the vertices in {v 1 , . . . , v n }. Finally, every vertex of {w i ,w i : i ∈ [n]} dominates u so Z is in-dominating. Now suppose that D has an in-dominating set of size n + 1. It is clear that u is in every indominating set as it has out-degree zero. We claim that D also contains an in-dominating set Z of size n + 1 such that Z ⊂ {w i ,w i : i ∈ [n]} ∪ {u}. This follows from the way we defined adjacencies in the graph D: Let Z be an in-dominating set of size n + 1 which uses the minimum number of vertices from Thus setting x i 'true' if w i ∈ Z and 'false' ifw i ∈ Z, every clause will contain a true literal so we obtain a satisfying truth assignment to F . . 4 Algorithmic aspects of safe set for tournaments Theorem 4.1. Safe Set is NP-complete for tournaments.
The Feedback vertex set problem asks for a given digraph D and a natural number k whether D has a feedback vertex set of size at most k. This problem is on Karp's list of NP-complete problems from 1972 [17] and was shown to be NP-complete already for tournaments in [21] (see also [3] ). Given an instance (T, k) of Feedback vertex set for tournaments. We construct a new tournament T ′ by adding a new vertex x and all possible arcs from V (T ) to x. The tournament T ′ has at least two strong components and every safe set of T ′ must contain the vertex x and a subset
This follows from the fact that every vertex of V has an arc to x in T ′ . Thus T ′ has a safe set of size k + 1 if and only if T has a feedback vertex set of size k, implying that Safe Set is NP-complete for tournaments.
Let T (f (n)) be the class of tournaments, T , satisfying that the size of the largest strong component of T is at most f (|T |).
Using the so-called sparsification lemma, the statement of ETH (the Exponential Time Hypothesis) is often formulated as follows (see e.g. Theorem 4.2. If ETH holds and ε > 0, then there is no algorithm that for every T ∈ T log (1+ε) (n)
will determine s(T ) in polynomial time.
Proof. Recall that Clique is the problem of deciding, for input G and k, whether the undirected graph G has a complete subgraph of size k and that Vertex Cover is the problem of deciding, for input G = (V, E) and k, whether the undirected graph G has a subset X ⊆ V such that every edge e ∈ V has at least one of its end vertices in X. Now consider the following chain of polynomial reductions 3-SAT ≤ p Clique ≤ p Vertex Cover, see e.g. [8, Section 34.5]. Through these two reductions an instance F of 3-SAT with n variables and m clauses is transformed into an instance, G, of Vertex Cover with 3m vertices so that G has a vertex cover of size at most 2m if and only if F is satisfiable. In [21] a polynomial reduction from Vertex Cover to Feedback vertex set for tournaments is given. In this reduction an instance of vertex cover with n vertices and parameter k is transformed into an instance of Feedback vertex set for tournaments with 3n vertices and parameter k. Putting this together with the reductions above, we have a polynomial reduction from 3-SAT to Feedback vertex set for tournaments which transforms an instance F of 3-SAT with n variables and m clauses into an instance T of Feedback vertex set for tournaments on 9m vertices such that T has a feedback vertex set of size 2m if and only if F is satisfiable. Now let ǫ > 0 be given and suppose that there is an algorithm A that for every T ∈ T log (1+ε) (n) determines s(T ) in polynomial time. Let F be an instance of 3-SAT with n variables and m clauses and let T ′ be the instance of Feedback vertex set for tournaments on n ′ = 9m vertices that we obtain by the sequence of transformations above. Let N = ⌈2 
Now using that n ′ = 9m we obtain the following.
Given any δ > 0 we note that when m gets large enough we have c · 9 1 1+ǫ · (n + m) 1 1+ǫ < δ(n + m). Therefore the algorithm we designed above solves 3-SAT faster than O(2 δ(n+m) ), contradicting ETH.
As the proof for the following theorem is identical if we consider tournaments or semicomplete digraphs 2 , we will prove it for the slightly larger class of semicomplete digraphs. Let lsc(D) denote the size of a largest strong component of a semicomplete digraph D.
Theorem 4.3.
There exists an algorithm that finds a smallest safe set in semicomplete digraphs,
Corollary 4.4. For every c > 0, there exists a polynomial time algorithm that can determines s(T ) when T ∈ T (c log(n)).
Proof. Let T ∈ T (c log(n)) and let lsc(T ) be the size of largest strong component of T . By the definition of T (c log(n)) we note that lsc(T ) ≤ c log(n). By Theorem 4.3 there therefore exists a
algorithm, which is polynomial for any constant c.
Proof of Theorem 4.3
Let lsc(D) be the size of the largest strong component of a semicomplete digraph D. We will now
. . , C p be the strong components of D and without loss of generality assume that all arcs between C i and C j go from C i to C j if and only if i < j. We will now determine s(D) using dynamic programming. Let S * (a, b) determine a smallest set of vertices from
We will now illustrate how to compute S * (a, b) for all a = p, p − 1, p − 2, . . . , 1 (in that order) and (and the correct sets S * (p, q)) for all b ∈ {1, 2, . . . , lsc(D)}. If we consider the digraph in Figure 1 , then we would obtain the following values (note that there is no safe set in C 4 where the smallest strong component in the safe set has size 2 or 5). 
We now compute S * (i, b) for all i = p − 1, p − 2, . . . , 1 (in that order) and b ∈ {1, 2, . . . , lsc(D)}.
So when we want to compute S * (i, b) we may assume that S
. We now consider all sub- 
. , lsc(D)
we now perform the following operation.
• If |W | + s
Once this operation is performed for all admissible W we will have the correct values of S * (i, b) for all b ∈ {1, 2, . . . , lsc(D)}. This is the case because if we take the union of W and S * (i + 1, j) then the smallest strong component in the resulting set will be the minimum of j (the smallest strong component in S * (i+1, j)) and s W (the smallest strong component in W ). Also the resulting set will be a safe set in
and every strong component in C i \ W has an arc to all vertices in S * (i + 1, j) and is smaller than all strong components in S * (i + 1, j) and it is also smaller than all strong components in W to which it has an arc. This proves the correctness of the above procedure. Again considering the semicomplete digraph in Figure 1 (and recalling the values s * (4, b)) we would obtain the following values.
Continuing the above process we obtain the following values.
We now obtain the value s(D) as the minimum value of s * (1, b) over all b = 1, 2, . . . , lsc(D). In our above example we get s(D) = 5 and a safe set obtaining this value is S
The correctness of the above algorithm follows from the fact that the values of s * (i, b) and the sets S * (i, b) are computed correctly in each step.
We will now compute the complexity of the algorithm. Let n denote the order of D. Note that, using e.g. depth-first search, we can find the components C i in O(n 2 ) time and in order to compute 
Safe number and strong safe number of tournaments
As we have seen so far, finding a minimum safe set in a digraph D is a difficult problem even if we restrict D to be a traceable acyclic digraph or a tournament. In this section, we consider bounds on the safe number and the strong safe number for tournaments. Let T k n be the set of n-vertex tournaments T with κ(T ) = k. Below we consider the safe number and the strong safe number of tournaments in T k n . Let
Now we will try to determine these four parameters of tournaments. Let T * be the set of n-tournaments T whose connectivity is ⌊ n−1 2 ⌋. It follows from proposition 1.1 that T * = ∅. The following result will be used later.
Theorem 5.1 (Reid [19] and Song [20] ). Every 2-strong tournament T which is not isomorphic to the unique 7-tournament containing no transitive subtournament on 4 vertices has a cycle-factor consisting of two cycles of cycle lengths t and |T | − t for any 3 ≤ t ≤ |T | − 3.
Theorem 5.2. For every non-negative integer k we have
If a tournament T has a (strong) safe set of cardinality one, say {v}, then T \v is transitive and T \v → v. It follows that T is transitive. The converse statement holds too. This implies that a tournament has a (strong) safe set of cardinality one if and only if it is transitive. So s min (T k n ) ≥ 2 and ss min (T k n ) ≥ 3 for k ≥ 1. We first observe that s min (D) ≥ k for every k-strong oriented graph D. This is a simple consequence of the fact that D − S is strongly connected for all subsets S ⊂ V with |S| < k and the fact that there exists an arc from V \S to S: If S is a safe set and k > |S| then D[V \ S] is strong and has an arc to S so it follows from (ii) that we have k > |S| ≥ |V \ S| = n − |S| ≥ k + 1, contradiction. Here we used the fact that, as pointed out in Proposition 1.1, every k-strong oriented graph has at least 2k + 1 vertices. So s min (T k n ) ≥ k. Also, one can see that any safe set of cardinality k of a k-strong tournament T must be a separator of T .
Consider a transitive n-vertex tournament, the unique sink forms both a safe set and a strong safe set. So
Case 2. k = 1.
Consider a tournament T ′ with vertex set {v 1 , . . . , v n } and v i → v j for all i < j with only one
n . Clearly, {v 1 , v n } is a safe set and {v 1 , v 2 , v n } is a strong safe set of T ′ . So
Assume that s min (T 
5 ≤ i ≤ n}. One can check that T ′′′ is 2-strong and has a vertex-cut set {v 1 , v 2 }. So T ′′′ ∈ T 2 n . Here T ′′′ has a strong safe set {v 1 , v 2 , v 3 }. It follows that ss min (T 2 n ) = 3 and
here the addition is modulo 2k + 1.
We claim that T
It is easy to see that T k 2k+1 has a vertex cut set {v 1 , . . . , v k−1 , v k+1 } of cardinality k. Now we show that it is k-strong, i.e., it remains strongly connected after deleting any set of fewer than k vertices.
Let M be an arbitrary subset of
. . , v t k+1 } with 0 ≤ t 0 < t 1 < · · · < t k+1 ≤ 2k. It suffices to show that there exists a path from v ti to v ti+1 for any 0 ≤ i ≤ k + 1. Since |M | = k − 1, we have either t i+1 ∈ {t i + 1, . . . ,
note that the arc v 2k v 1 goes from S ′ to S. Thus S = {v 1 , . . . , v k−1 , v k+1 } is a strong safe set of
n and S is a strong safe set. So ss
. Let T be an arbitrary tournament in T k n with k ≥ 3. By Theorem 5.1, T has a pair of disjoint cycles C 1 and C 2 with |C 1 | = ⌈n/2⌉ and |C 2 | = ⌊n/2⌋. Clearly, V (C 1 ) is a strong safe set of T . So ss max (T k n ) ≤ ⌈n/2⌉. Now we show that s max (T k n ) ≥ ⌊n/2⌋ for general n. For even n and odd n, we construct T * and
, which will imply that s max (T k n ) ≥ ⌊n/2⌋ for even n. Suppose the opposite that S is a safe set of cardinality at most Similar to the proof for even n, we can show that s(T * * ) ≥ ⌊n/2⌋ and s max (T k n ) ≥ ⌊n/2⌋ for odd n.
Some remarks and open questions
As introduced in Section 5, we can similarly define s max (D) or ss max (D) (that is, ss max (D) = max{ss(D) : D ∈ D}) for a set of digraphs D with certain properties. Perhaps it would be interesting to investigate these parameters for dense strong digraphs. Let D n be a set of n-vertex digraphs such that min{δ + (D), δ − (D)} ≥ ⌈n/2⌉ for every D ∈ D n . Note that any digraph D ∈ D n is strongly connected by the following well-known fact which we prove for the convenience of the reader. Note that the complete bipartite symmetric digraph ↔ Kn/2,n/2 has a cycle of length ⌈n/2⌉. Therefore, in view of Theorem 6.1, we have the following fact. We propose the following question. In view of Theorem 6.3 together with the argument in the proof of Theorem 2.2, we propose the following conjecture.
Conjecture 6.4. There exists a polynomial time algorithm to find a minimum safe set in a clique acyclic digraph with a constant independence number α.
In the proof of Theorem 4.1 we explicitly use the fact that the tournament T ′ is not strongly connected so the proof does not extend to the case of strong tournaments.
Conjecture 6.5. safe set is NP-complete for strong tournaments.
