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The aim of this work is to present an automated method that assists in the diagnosis of Alzheimer’s
disease and also supports the monitoring of the progression of the disease. The method is based on
features extracted from the data acquired during an fMRI experiment. It consists of six stages: (a) prepro-
cessing of fMRI data, (b) modeling of fMRI voxel time series using a Generalized Linear Model, (c) feature
extraction from the fMRI data, (d) feature selection, (e) classiﬁcation using classical and improved vari-
ations of the Random Forests algorithm and Support Vector Machines, and (f) conversion of the trees, of
the Random Forest, to rules which have physical meaning. The method is evaluated using a dataset of 41
subjects. The results of the proposed method indicate the validity of the method in the diagnosis (accu-
racy 94%) and monitoring of the Alzheimer’s disease (accuracy 97% and 99%).
 2009 Elsevier Inc. All rights reserved.1. Introduction
Dementia is the progressive decline in cognitive function due to
damage or disease of the brain, beyond what might be expected
from normal aging. It is a non-speciﬁc illness syndrome in which
affected areas of cognition may be memory, attention, language,
and problem solving. Higher mental functions are affected ﬁrst in
the process of the disease. In the later stages, the affected person
may be disoriented in time, place, and persons. They do not know
who they are or cannot recognize other people around them [1,2].
The Alzheimer’s disease (AD) is the most common form of demen-
tia. More speciﬁcally, 10% of the subjects over 65 years old and
nearly 50% of those over 85 suffer from AD. Alzheimer’s disease
is a neurodegenerative disorder caused by neuronal death due
two misfolded proteins, b-amyloid and hyperphosphorylated-s.
The ﬁrst one causes the creation of plaques and the second one
causes the creation of neuroﬁbrillary tangles. The development of
plaques and tangles blocks the communication among nerve cells
and disrupts processes necessary for cells to survive. The gradual
loss of memory, motor and language skills, the cognitive impair-
ment and the poor or decreased judgment are, simultaneously,
some of the most severe symptoms and consequences of AD [1,2].
Up to now, there is no cure for Alzheimer’s disease and noway to
stop the underlying death of brain cells. Recently, pharmacological
developments aim to slow the development of AD [3]. However,
the administration of such drugs prerequisites the diagnosis of the
disease. Today, the deﬁnite diagnosis is based on a time consumingll rights reserved.procedure including interviews of patients and family members,
physical exams, laboratory and cognitive tests and neurological ex-
ams. Neurological exams include studying of the brain anatomy,
usingmagnetic resonance imaging (MRI) or computerized tomogra-
phy (CT), and the brain function, using positron emission tomogra-
phy (PET) and functional magnetic resonance imaging (fMRI) [4,5].
Functional magnetic resonance imaging (fMRI) is a non-invasive
technique which allows indirect measurement of neuronal activity
and imagingof activated cortical areas. Themeasurements are based
on the fact that brain stimulation is correlatedwith an increased lo-
cal brainmetabolism. Thismetabolic activity causes local changes of
themagnetic properties of blood, which can be imaged by fMRI. The
activation of the brain due to a stimulus results into two antidromic
processes: (i) the absolute amount of deoxyhemoglobin increases in
the capillaries, and (ii) an overcompensation of the oxygen extrac-
tion takes place, due to an increase in regional cerebral blood ﬂow
(rCBF) and in regional cerebral blood volume (rCBV), resulting in
an effective reduction of the deoxyhemoglobin concentration in
the blood. Due to the paramagnetic properties of deoxyhemoglobin
additionalmagneticﬁeldgradients are created, resulting in larger lo-
cal differences of the magnetic ﬁeld. These differences in the local
magnetic ﬁeld are the source of the fMRI signal [6,7].
Nowadays, fMRI is becoming a diagnostic tool. Researchers
working on AD have already used fMRI to detect changes in the
brain function of patients suffering from the disease [8–24]. The re-
sults of these studies revealed a variety of differences between
healthy and demented subjects concerning the intensity and ex-
tend of activation, the properties of the BOLD response, the metab-
olism, the functional synchrony and connectivity of brain regions.
The majority of these studies are limited in the detection of those
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lated changes to provide a preclinical marker that will support
the diagnosis of the disease.
Supekar et al. [20] studied how the world architecture of the
functional brain networks detected in task-free (resting state)
functional magnetic resonance imaging is disrupted in Alzheimer’s
disease. They applied wavelet analysis to fMRI data in order to
compute frequency-dependent correlation matrices. The analysis
of the correlation matrices led to the production of undirected
graphs which represent the functional brain networks. Metrics,
such as characteristic path length and clustering coefﬁcient were
computed using graph analytical methods. Their study revealed
that these metrics present statistically signiﬁcant differences be-
tween AD patients and healthy subjects.
Greicius et al. [21,22] examined the activity of a default mode
network including regions of posterior cingulated cortex, inferior
parietal cortex, left inferolateral temporal cortex and ventral ante-
rior cingulated cortex. Their study revealed that there is signiﬁcant
coactivation of the hippocampus in the default mode network, the
network is abnormal in the mildest stages of AD (hypo metabolism
of the regions which consist the network) compared to healthy
aging and thus, network activity can distinguish AD subjects from
healthy elderly controls. These three ﬁndings were the result of the
application of independent component analysis (ICA) to mild AD
and healthy subjects and the results of the utilization of a good-
ness-of-ﬁt analysis in the individual subject level.
Li et al. [23]measuredchanges in functional synchrony in thehip-
pocampus in AD,mild cognitive impairment (MCI) and healthy sub-
jects. Functional synchrony was deﬁned through the COSLOF index.
The COSLOF index is themean of the cross correlation coefﬁcients of
spontaneous low frequency components between pairs of voxel
time series in a brain region. The values of this index were signiﬁ-
cantly lower in AD patients than healthy or MCI subjects. Also, the
COSLOF index in MCI subjects was lower than those for the healthy
controls. For the determination of differences in the COSLOF index
between groups the two-tailed Student t-test was used.
Finally, Petrella et al. [24] tried to identify brain regions in
which task-related changes in activation during a memory encod-
ing task correlate with the degree of memory impairment across
AD, MCI and elderly controls. For this purpose, a general linear
model was used to assess the magnitude of fMRI signal intensity
changes by using a contrast map. The contrast map represented
the voxelwise difference in signal intensity magnitude between
the two encoding conditions that were used (novel and familiar
encoding conditions). The within and between subject analysis
lead the authors to the conclusion that compared with activation
in the medial temporal lobe (MTL), deactivation in the posterome-
dial cortices (PMCs) could be a more sensitive marker for early
detection of AD using fMRI.
In this work a new approach is presented for the diagnosis of AD
using fMRI. It consists of six stages (Fig. 1). First, the fMRI data are
preprocessed to remove artefacts due to different sources of noise
which corrupt the fMRI signal. Second, the fMRI data are modeled
using a Generalized Linear Model. The main output of this step is
the activation map that is the core for the extraction of the largest
part of the features. Third, the features are extracted from structural
and functional images and from demographic and behavioral data.
According to the literature the speciﬁc features present statistically
signiﬁcant differences between AD and healthy subjects. Fourth, a
feature selection algorithm is employed to remove redundant infor-
mation. Fifth, supervised classiﬁcation methods are applied. More
precisely, the classical Random Forests classiﬁcation algorithm and
fourvariationsof it areemployedaswell as SupportVectorMachines
classiﬁers. Finally, a set of rules are extracted from the trees of the
forest and aim at assisting the diagnosis (two class problem) and
monitoring of the progression of AD (three and four class problem).The present approach has several advantages: (i) it employs
voting schemes as improvements to Random Forests something
that leads to better classiﬁcation results; the employment of voting
schemes involves ﬁne tuning of methods parameters customized
for the speciﬁc problem, (ii) it cross checks the validity of the
method with the use of Support Vector Machines, in an attempt
to decouple the problem from a speciﬁc classiﬁer and show coher-
ence of the results, (iii) the classiﬁcation results are improved since
in some cases the Support Vector Machines present better classiﬁ-
cation performance than that of Random Forests, and (iv) it ex-
tracts rules from the created forests giving a physical meaning to
the produced Random Forest.
Furthermore, it presents a variety of characteristics which dif-
ferentiate it from other methods already reported in the literature
and address the diagnosis of AD: (a) it is independent from the type
of fMRI experiment (block design, event related), (b) it is indepen-
dent from the type of the task (resting state, sensory, motor, cogni-
tive task), (c) it exploits all possibly extracted features that express
AD related changes, (d) the features from different categories are
fused to express as much medical knowledge as possible, (e) it sup-
ports not only the diagnosis of AD (two class problem) but the
monitoring of progression of the disease too (three and four class
problem), (f) it allows for whole brain analysis and not for region
based only.2. Materials and methods
2.1. fMRI experiment
2.1.1. Subjects
Raw structural and functional data from 41 right-handed Eng-
lish speaking individuals were received from the fMRI Data Center
maintained at Dartmouth College (Hanover, NH) (http://
www.fmridc.com). Fourteen healthy young subjects (5 male and
9 female), 13 elderly subjects (6 male and 7 female) with very mild
to mild AD and 14 healthy elderly subjects (5 male and 9 female)
were scanned during a simple sensory motor paradigm. The mean
age of young participants was 21.1 years (range 18–24 years). The
healthy elderly participants ranged from 66 to 89 years old (mean
age 74.9 years), while AD subjects ranged from 68 to 83 years old
(mean age 77.2 years) [15].
2.1.2. Dementia status characterization
Dementia status of the subjects was established using the
Washington University Alzheimer’s Disease Research Center
(ADRC) recruitment and assessment procedures. Non-demented
control subjects and those with mild dementia of Alzheimer type
(DAT) were assessed clinically with the Clinical Dementia Rating
(CDR): CDR 0 indicates no dementia; CDR 0.5 and CRR 1 indicate
very mild and mild dementia of Alzheimer’s type, respectively.
The ADRC diagnostic criteria for DAT are comparable to those of
‘‘probable AD” as described by the work group of the National
Institute of Neurological and Communicative Disorders and Stroke
and Alzheimer’s Disease and Related Disorders Association [15,25].
2.1.3. Stimuli
The basic task paradigm consisted of the presentation of a 1.5 s
duration visual stimulus. Participants pressed a key with their right
index ﬁnger upon stimulus onset. The visual stimulus was an 8 Hz
counterphase ﬂickering (black to white) checkerboard subtending
approximately 12 of visual angle (6 in each visual ﬁeld). The
stimulus onset was triggered at the beginning of the image acqui-
sition via the PsyScope button box. Subjects complete four runs.
Runs were structured such that for every eight-image acquisition
one of two kinds of trial conditions was presented. Task trials
Fig. 1. A ﬂowchart of the proposed method.
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or in pairs (two trial conditions) with an inter-trial interval of 5.36
s. One trial and two trial conditions were pseudo randomly inter-
mixed such that eight trials of one type and seven of the other ap-
peared in each run. This results to four different functional runs.
Each functional run lasted approximately 5.5 min and a 2 min de-
lay existed between runs, during which subjects were permitted to
rest [15].2.1.4. Imaging protocol
Functional and structural images were acquired in a Siemens
1.5T Vision System with an asymmetric spin echo sequence sensi-
tive to BOLD contrast. The protocol parameters are the following:
TR = 2.68 s; 3.75  3.75 mm in plane resolution; T2* evolution
time = 50 ms; a = 90o. Whole brain imaging was performed using16 contiguous 8-mm thick axial oblique slices (acquired parallel
to the plane of anterior–posterior commissures). High resolution
structural images were also acquired in a series of three to four
separate T1-weighted MP-RAGE (magnetization prepared rapid
gradient echo sequence) anatomic images with the following
parameters: 1  1  1.25 mm resolution; TR = 9.7 ms; ﬂip an-
gle = 10; T1 = 20 ms; TD = 500 ms [15]. A detailed description of
the scanner protocol for functional and structural images is given
in Table 1.2.2. The method
The proposed method consists of six stages. A ﬂowchart of the
method is shown in Fig. 1. A detailed description of these stages
follows.
Table 1
Parameters of the imaging protocol.
Scanner protocol
Protocol name BOLD sensory motor MP-RAGE structural
Coil type Standard head Standard head
Pulse sequence type Asymmetric spin echo MP-RAGE
Flip angle 90.0 10.0
TE 37.0 ms 4.0 ms
TR 2.68 ms 9.7 ms
No. of time points 128 1
No. of dummy acquisitions 0 0
No. of slices 16 128
Slice thickness 8.0 mm 1.25 mm
Slice skip 0 mm 0 mm
Sequence order Interleaved Interleaved
Field of view 240.0 mm 256.0 mm
Receiver bandwidth Unknown Unknown
Original acquisition matrix 64  64 256  256
Reconstructed image matrix 256  256 256  256
Full of partial K Full Full
Image orientation Radiological Radiological
Ramp sampling Yes Yes
Echo shift 50 50
Fig. 2. Schematic representation of the preprocessing stage.
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Functional MRI voxel time series include both signal of interest
(evoked responses) and artefacts. The artefacts are due to the sub-
jects’ motion, the receiver coil, the ampliﬁers, the tissue pulsation
and the ﬂuctuations in blood oxygenation. Preprocessing aims at
removing extraneous sources of variation and isolating the fMRI
signal of interest in order activated regions of the brain to be de-
tected. A common applied, by all the prior publications ([21,22])
concerning the speciﬁc dataset, preprocessing procedure is per-
formed. More speciﬁcally, the preprocessing stage consists of four
steps: (a) slice timing, (b) motion correction, (c) spatial normaliza-
tion, and (d) spatial smoothing (Fig. 2). The preprocessing steps are
either performed in the temporal or in the spatial domain.
Slice timing correction uses interpolation between the same
slice and the voxel in neighboring acquisition repetition times
(TRs) to estimate the signal that would have been obtained if the
slices had been acquired at the beginning of each scan. The inter-
polation time point is typical chosen at TR/2 to minimize relative
errors across each TR. This is done by a shift of the phase of the
sines which make up the signal. The signal is convolved with a shif-
ter ﬁlter to apply the phase shift and the correction is computed
using sinc interpolation [7,26].
One of the most important artefacts in fMRI is the movement
related one. The severity of movement related artefacts is due to:
(a) addition of residual variance causing the activation to vary be-
tween adjacent voxels, and (b) movements which may be consid-
ered as activations if they correlate the stimuli. Since head
movement cannot be eliminated by scanner environmental manip-
ulation it can be corrected afterwards through mathematical trans-
formations. More speciﬁcally, motion correction is achieved by a
rigid body registration of the whole time series of the image to
the image picked ﬁrst. During the registration, six parameters
(three translation and three rotations) are estimated. For the deter-
mination of the optimum parameter values a cost function is used,
which expresses the mean squared difference between the two
images [7,26].
Spatial normalization reduces the anatomical differences be-
tween different subjects and enables localization of different func-
tional cortical areas and allows group comparisons. It is performed
using a two step approach. The ﬁrst step involves the determination
of the optimum 12-parameter afﬁne registration between the tem-
plate and the object image. Unlike motion correction, where the
images to be matched together are from the same subject, zoomsand shears are also needed to register heads of different shapes
and sizes. For the determination of the optimum afﬁne transforma-
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step is the nonlinear registration to correct gross differences in head
shapes that cannot be accounted for by the ﬁrst step alone. Tomap a
brain in one space to a brain in another, nonlinear distortions are
needed.Thesedistortions aremodeledbya linear combinationofba-
sis functions, which in this case are the lowest frequency compo-
nents of the discrete cosine transform [7,26].
Spatial smoothing is the last step of the preprocessing stage. It is
performed to improve signal-to-noise ratio, to transform the data
to better meet the assumptions of the statistics used in the next
stage and to diminish the inter-individual differences in neuro-
anatomy. It is achieved by a discrete convolution using a Gaussian
kernel. The width of the kernel lies between 3 mm and 10 mm of
full width half maximum (FWHM) for fMRI. The recommended
FWHM is 2–3 times the voxel size [7,26].
2.2.2. Modeling
Statistical analysis is carried out to determine which voxels are
activated by the stimulation. For this purpose a univariate method
is employed. It is based on the Generalized Linear Model (GLM) to
describe the way in which the BOLD response depends on the stim-
ulus [7]. The mathematical form of GLM is:
Y ¼ Xbþ e: ð1Þ
According to this model the voxel time series Y (T  V matrix,
where T is the time points and V is the number of voxels) consists
of two parts: the ﬁxed effects Xb, and the random error e (noise).
The ﬁxed effects Xb, is the part of the model that do not vary if
the experiment is repeated. It is modeled by the product of the de-
sign matrix X (T  p matrix, where p is the number of predictors)
and unknown predictor coefﬁcients b (p V matrix). The columns
of the design matrix X reﬂect how the signal is varying in active
areas and contain different types of covariates of interest. The ran-
dom error e (T  V matrix) is the part of the model which explains
how the observations vary even if the experiment is repeated on
the same subject and under the same conditions. The noise has
zero mean and covariance Vrs. The noise model indicates that
the fMRI time series are not independent. Temporal correlations
exist due to physiological effects and scanner instability. In order
temporal correlations to be addressed Eq. (1) is multiplied by a ma-
trix A which is equivalent to whitening the errors. Thus, the GLM
takes the following form:eY ¼ eXbþ ~e; ~e  Nð0; AVATr2Þ; ð2Þ
where eY ¼ AY ; eX ¼ AX and ~e ¼ Ae with ~e  Nð0; AVATr2Þ.
The selection of matrix A is discussed in [27]. For the estimation
of the parameters b of the model the least squares method was ap-
plied. The least squares estimator of b is given as:
b^ ¼ eX þ ~Y ; ð3Þ
where ‘‘+” denotes the Moore–Penrose pseudoinverse andeXþ ¼ ðeXT eXÞ1 eXT .
The estimator of the variance r2 is based on the residuals, de-
ﬁned as the difference between the data ~Y and the estimated ﬁxed
effects eX b^. More speciﬁcally, the estimated variance is given as:
r^2 ¼ rTr=traceðRAVATÞ; ð4Þ
where r ¼ R~Y , with R ¼ ðI  eX eXÞ and I is the identity matrix. For
the estimation of noise variance we assume that the correlation
structure V is known. However, the correlation structure is not
known a priori and it must be estimated. The correct estimation
of the correlation structure is crucial since it leads to the best esti-
mator of b and the correct estimator of the variance of the estima-
tor, to obtain the correct T or F statistic (in our case F statistic). For
the estimation of V an autoregressive model (AR(1)) is used [28].The estimated parameters of effects of interest b^ are used to
generate statistical parametric maps. The statistical parametric
map is a 3D image, where each voxel has its own statistical value.
The statistical value is calculated using the F-test [7]. For the deter-
mination of the activated voxels a cortical threshold is applied to
the statistical parametric map. The threshold is chosen using the
random ﬁeld theory [7].
2.2.3. Feature extraction
The data which are acquired during the fMRI experiment (MR
images, demographics, and behavioral data) and the output of the
previous stages of the proposed method (activation maps and mo-
tion correction parameters) are the input of the feature extraction
stage. The features are extracted from each of four functional runs
for each patient and are grouped into the following categories: (1)
demographics, (2) headmotion, (3) behavioral, (4) volumetric mea-
sures, (5) activationpatterns, and (6) hemodynamics. The features of
theﬁrst and the third categoryare recordedduring the conductionof
the fMRI experiment. The features of the second category are com-
puted using the parameters of the motion correction algorithm.
The features of the fourth category are produced by the segmenta-
tion of MR images. The extraction of features of the last two catego-
ries is based on the activation maps. More speciﬁcally, the features
which belong to each one of the above categories are:
2.2.3.1. Demographics. It includes only the age of the patient, since
the most known risk factor for Alzheimer’s is the increasing age.
Most individuals with the illness are 65 and older. The likelihood
of developing Alzheimer’s approximately doubles every ﬁve years
after age 65. After age 85, the risk reaches nearly 50% [1].
2.2.3.2. Head motion. The path length (PL) is a measure of head mo-
tion deﬁned by D’Esposito et al. [29]. The path length is given as:
PL ¼
X120
i¼1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðXt;iþ1  Xt;iÞ2 þ ðYt;iþ1  Yt;iÞ2 þ ðZt;iþ1  Zt;iÞ2
q
; ð5Þ
where i indexes the fMR images obtained for each subject and Xt; Yt
and Zt are the translational parameter values in the x, y, and z direc-
tion, respectively. These parameters are the output of the motion
correction algorithm.
2.2.3.3. Behavioral. The median and average reaction times of the
subject, which are recorded for each functional run during the fMRI
experiment, are utilized [15].
2.2.3.4. Volumetric measures. In Alzheimer’s disease, nerve cell
death and tissue loss cause areas of the brain to atrophy. Structural
MRI allows the visualization of the subtle anatomic changes in the
brain and the measurement of atrophy since it is expressed as a
loss of gray matter [30]. Structural MR images, which are acquired
during the fMRI experiment, are segmented into three clusters:
gray matter (GM), white matter (WM) and cerebrospinal ﬂuid
(CSF). The segmentation method proposed by Ashburner and Fris-
ton [31] is applied. The portion of voxels belonging to the GM class,
the mean and the standard deviation of the speciﬁc cluster are the
features of the current category. In general, the atrophy can be
measured in a speciﬁc region of the brain (e.g. hippocampus) using
speciﬁc atrophy indexes proposed in the literature. The avoidance
of those indexes and the selection of the features mentioned above
make the proposed method to be a non region based approach.
2.2.3.5. Activation patterns. The features of this category are: the
number of activated voxels, the value of primary peak (maximum
z-score), the size of the cluster where the voxel with the maximum
z-score (statistical signiﬁcant voxel) belongs to, the number of sig-
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peak), the percentage of activated regions which belong to a region
of interest (regions of visual and motor cortex), and the total acti-
vation of these regions [10]. The computation of these features is
based on the activation map that is the main output of the model-
ing stage. The cluster is deﬁned as a contiguous group of activated
voxels. The deﬁnition of clusters is based on faces and edges, but
not corners, so each voxel has 18 neighbors.
2.2.3.6. Hemodynamics. The features of this category can be used
to express the hypo perfusion and hypo metabolism. More specif-
ically, the amplitude: of the BOLD response, of the rCBF, of the ve-
nous volume, of the vascular signal, of the deoxyHb signal, of the
BOLD response undershoot and the transit time, are measured.
Those measurements are based on the hemodynamic model pro-
posed by Friston et al. [32]. They are computed for both the signif-
icant voxel and the cluster of activation.
All of the above features are extracted from each functional run
of each patient, thus four vectors of features are the output of the
speciﬁc stage. This results to a 164  27 (4 runs  41 patients  27
features) matrix containing the features from all runs of all
subjects.
2.2.4. Feature selection
Feature selection aims at removing redundant information from
the data. There are two common approaches: a wrapper approach
which uses the intended learning algorithm to evaluate the useful-
ness of features and the ﬁlter approach which evaluates features
according to heuristics based on general characteristics of the data
[33]. In order the selection of the features to be independent from
the learning algorithm and to provide an evaluation of the worth of
the extracted features a ﬁlter approach is used. We need an inde-
pendent from the learning algorithm feature selection algorithm
since we use more than one classiﬁer. More speciﬁcally, a correla-
tion measure, called symmetrical uncertainty, is applied. Symmet-
rical uncertainty (SU) is based on the information theoretical
concept of entropy and is given as:Fig. 3. Classiﬁcation algorithmsSU ¼ 2:0 HðAÞ  HðAjBÞ
HðAÞ þ HðBÞ ; ð6Þ
where HðAÞ and HðAjBÞ are the entropy of variable A before and after
observing variable B. In other words, the amount by which the en-
tropy of A decreases reﬂects the additional information about A pro-
vided by B. According to this approach in order to decide if a feature
is important or not two issues must be addressed: (a) decide
whether a feature is relevant to the class or not, and (b) decide
whether such a relevant feature is redundant or not when consider-
ing it with other relevant features. A detailed description of all these
issues can be found in [34].
Before the application of feature selection algorithm the fea-
tures which belong to the volumetric measures category are re-
moved in order the method to be comparable with other
methods reported in the literature [20–23]. The selected features
depend on the dataset and are described in [35].
2.2.5. Classiﬁcation
2.2.5.1. Random Forests. The selected features are the input in the
classiﬁcation stage. Classiﬁcation is based on the Random Forests
(RF) classiﬁcation algorithm, where majority and weighted voting
schemes are employed. More speciﬁcally, classical RF and four
variations of it are applied (Fig. 3). Classical RF (Fig. 4) is a classiﬁer
that consists of many decision trees. For the construction of each
tree of the forest a new subset of samples is selected from the data-
set. The tree is built to the maximum size without pruning. Only a
subsetm of the total set of featuresM is employed as the candidate
splitters of the node of the tree. For each selected feature, the data
are sorted by the values of the current feature and the Gini index is
computed. The feature with the best value of the Gini index is used
for splitting the tree node. The samples that were not selected for
the construction of the tree constitute the test set of the tree and
are called out-of-bag (OOB) samples. The error of the tree using
these samples is called OOB error. The average of the OOB errors
of all trees consists the generalization error of the forest. Once
the forest is constructed a new sample runs through each tree inbased on Random Forests.
Fig. 4. Schematic representation of Random Forests algorithm.
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The predicted class is the one that gains most of the votes [36,37].2.2.5.2. Improvements of Random Forests. The performance of RF is
affected by two factors: (a) the strength of each tree, and (b) the
inter tree correlation. In order to strengthen each tree the ReliefF
evaluation measure is used, instead of the Gini index (RF with Re-
liefF). The Gini index is fast but it cannot detect strong condition
dependencies among attributes [38–40]. As far as it concerns the
increase of the variety of the trees multiple estimators are used in-
stead of one (RF with me). By using a large number of predictors,
the predictor set will be quite different from tree to tree. These
estimators are: the Gini index, the Gain ratio, the Minimum
Description Length, the ReliefF and the myopic Relief [38–40].
The third improvement concerns the way of ‘‘voting”. Since the
contribution of each tree in the incorrect classiﬁcation of the in-
stances varies, weights are assigned to the votes of the trees (RF
with wv). Six different weighted voting schemes are applied. These
are: (1) weighted voting proposed by Marko Robnik-Sikonja, (2)
distance weighted voting, (3) distance weighted voting using
vdm distance, (4) maximally diversiﬁed multiple decision tree
algorithm, (5) dynamic integration with RF, and (6) weighted vot-
ing using genetic algorithms. The description of weighted voting
schemes is described in [41] and an algorithmic form of them is
provided in Appendix A.
None of the above improvements address all the factors that af-
fect the generalization error of the RF algorithm. The proposed ap-
proach combines weighted voting and the utilization of multiple
estimators to improve the performance of RF (RF with wv and
me) [42]. More speciﬁcally, the ﬁrst and the third weighted voting
schemes are combined with RF with ReliefF. The selection of the
speciﬁc schemes is based on the fact that they provide the best re-
sults for the classiﬁcation (see Section 3 below).
2.2.5.3. Support Vector Machines. In an attempt to decouple the
problem from a speciﬁc classiﬁer, Support Vector Machines are
employed. Support Vector Machines (SVM) is a supervised learning
method used for classiﬁcation. It is based on the deﬁnition of an
optimal hyperplane, which separates the training data so that the
minimum expected risk, and at the same time, the maximum dis-
tance (geometric margin) of the data points from the correspond-
ing linear decision boundary, is achieved. More speciﬁcally, SVM
maps training data from the ‘‘input space” into a high dimensional
‘‘feature space”. It determines a linear decision boundary in the
feature space by constructing the optimal separating hyperplane,
which distinguishes the classes. This allows SVM to achieve a non-
linear boundary in the ‘‘input space”. The support vectors are those
points in the ‘‘input space” which best deﬁne the boundary be-
tween the classes. A kernel function is used in order potentially dif-
ﬁcult computations in the ‘‘feature space” to be avoided. Several
types of kernel functions have been reported in the literature such
as linear, polynomial, quadratic, and radial basis functions [43].
The SVM are fundamentally a two-class classiﬁer. In our case,
except from the two class problem (diagnosis of AD), three and
four class problem (determination of the stage of AD) should be ad-
dressed. In order to handle multi category data the ‘‘one-versus-
rest” SVM is used, where a separate SVM model is applied to clas-
sify each class against the others. For the three class problem an
SVM model which classiﬁes healthy subjects versus demented
(SVMmodel—HD), and a second one which classiﬁes demented sub-
jects with very mild AD versus demented subjects with mild AD
(SVM model—DD) are produced. For the four class problem one
more SVM model is created for the separation of healthy young
from healthy elderly subjects (SVM model—HH). The prediction of
the class of a new instance is accomplished through a two step pro-
cedure: (a) the new instance is classiﬁed using the SVMmodel—HD,
(b) if the instance belongs to the demented group, it is classiﬁed
using the SVM mode— DD in order the stage of the disease to be
determined.
Fig. 5. One of the selected decision trees for the two class problem. Red arrows indicate the extracted rules.
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The forest created in the previous stage is transformed to rules.
For each tree of the forest the classiﬁcation accuracy is computed.
Accuracy is deﬁned as the ratio of the number of corrected classi-
ﬁed samples to the total number of samples. The trees with accu-
racy greater than the median accuracy of all trees are selected. The
branches of the selected trees, where the weight of the leaf node is
larger than ﬁve, are converted to rules. The rules are created by
pursing the tree from the root node to the speciﬁc leaf node. The
weight of the leaf node is deﬁned as the number of training sam-
ples which are used to classify an instance using the speciﬁc
branch. This information is provided along with the class label in
the leaf nodes. The rules extracted for all the selected trees. The
created set of rules can be used to classify a subject as healthy or
AD and to classify the stages of AD. An example of a tree and the
corresponding rules that are produced is presented in Fig. 5.
In Fig. 5 each node of the tree contain a selected feature, the
leaves represent classiﬁcations (cl = 1 corresponds to class 1 and
cl = 2 corresponds to class 2) and the branches represent conjunc-
tions of features that lead to those classiﬁcations. The red arrows
indicate the extracted rules. For example one of these rules is the
following:
If F7<=7.875 and F9<=511.731 and F13<=436.25 and
F11>=424.307 and F14>=0.0845 then class = 2 (cl = 2).
The selected features, and thus the extracted rules, are differen-
tiated depending on the classiﬁcation problem. The extracted rulesTable 2
A sample set of the extracted rules.
Rule
IF N1>45 AND N9 > 0.161 AND N5 <=35 AND N13<=2586 AND N11<=1453 AND N6<
IF 45 < N1<=70.5 AND N9<=0.3555 AND N3<=19324 AND N4 > 29 AND N12<=-0.008
IF 45 < N1<=73 AND N13 > 212 AND N6<=0.1265 AND N9<=0.231 AND N11<=2702 T
IF N2 > 7.82 AND N1<=82.5 AND N13<=463 AND N8<=0.043 AND N10<=0.857 THEN
IF N7<=0.2175 AND N6 > 0.0095 AND N5 < 34 AND N8<=0.0165 THEN
IF 45 < N1<=69.5 AND N7<=0.2725 AND 6.8 < N2 < 9.6 AND 0.011 < N8<=0.034 THENprovide information concerning how the features belonging to dif-
ferent categories (demographics, behavioral, activation patterns,
hemodynamics etc.) can be combined in order the diagnosis to
be conducted and also provide a range of values for those features.
A sample set of rules extracted from Random Forests is shown
in Table 2. The rules have physical meaning, according to the phy-
sicians, something that is also justiﬁed by the fact that the rules are
composed by features expressing the neurophysiology and the
pathology of Alzheimer’s disease. It is important to underline that
they provide a combination of the medical knowledge concerning
the disease which allows to physicians to diagnose the disease
and its severity with high speciﬁcity.
3. Results
The proposed method is evaluated using a dataset of 41 sub-
jects. This dataset is transformed to an N  (M + c) matrix contain-
ing the M features (in our case 27) extracted from the data of the
fMRI experiment and from each one of the four functional runs
for each subject (totally N = 4  41 = 164 samples). The last col-
umn, c, of the matrix contains the class where the sample belongs
to. This matrix is the input of the method in the case of the four
class problem (healthy young, healthy elderly, demented elderly
with mild AD, demented elderly with mild AD subjects). For the
two and three class problems the healthy young subjects are ex-
cluded. This results to 27 subjects, a number which is comparableDecision Features
=0.1315 THEN Healthy old  N1: age
 N2: path length
 N3: number of activated voxles
 N4: number of best clusters
 N5: maximum z-score
 N6: venous volume
 N7: rCBF
 N8: deoxyHb
 N9: vascular signal
 N10: amplitude of BOLD response
 N11: activation of signiﬁcant clusters
 N12: undershoot
 N13: size of best cluster
THEN Healthy old
HEN Very mild AD
Very mild AD
Mild AD
Mild AD
Table 3
Sensitivity, speciﬁcity and accuracy of the proposed method for the diagnosis of AD for the ﬁve variations of the RF algorithm.
Method 2 Classes (%) 3 Classes (%) 4 Classes (%)
Sensitivity Speciﬁcity Accuracy Accuracy
Classical RF 82 87 78 85
RF with ReliefF 86 86 80 81
RF with me 84 90.3 80.5 83
RF with wv 1 84 92.3 80 87
2 85 91 84 83
3a–3b 90–94 95–97 87–86 93–94
4 82 90 79 80
5 90 82 80 87
6 86 91 80 82
wv with me-1 89.3 96 82.5 86
wv with me-3 91.5 98 87 88
Table 4
Optimal parameter combinations for the classiﬁcation problem for all variations of the RF algorithm.
Method 2 classes 3 classes 4 classes
Dataset No. of
trees
No. of
features
No. of
neighbors
Dataset No. of
trees
No. of
features
No. of
neighbors
Dataset No. of
trees
No. of
features
No. of
neighbors
Classical RF 108  14 35 14 — 108  17 82 17 — 164  15 75 15 —
RF with ReliefF 108  14 42 14 — 108  17 53 17 — 164  16 89 16 —
RF with me 108  14 100 14 — 108  16 18 16 — 164  18 84 18 —
RF with wv 1 108  14 55 14 15 108  17 82 17 15 164  16 81 16 15
2 108  14 35 14 a. Depends of
the distance
between the
new instance
and all training
instances
108  17 82 17 a. Depends of
the distance
between the
new instance
and all training
instances
164  15 75 15 a. Depends of
the distance
between the
new instance
and all training
instances
3a–3b 108  14 35 14 108  17 82 17 164  15 75 15
4 108  14 35 14 108  17 82 17 164  15 75 15
5 108  14 55 14 108  17 82 17 164  15 75 15
6 108  14 55 14 108  17 82 17 164  16 81 16
wv with me-1 108  14 20 14 15 108  16 95 16 15 164  15 81 15 15
wv with me-3 108  13 35 13 a 108  17 82 17 a 164  15 81 15 a
Table 6
Confusion matrix and evaluation measures using rules for the three class problem.
3 class problem Healthy
elderly
subjects
Demented
elderly
subjects
with very
Demented
elderly
subjects
with mild
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Each patient undergoes four functional runs resulting into 108 in-
stances. The difference between the two and three class problems
is the last column of the matrix.
The results of the proposed method for the two, three and four
class problem are reported in Table 3. The parameters which affect
the performance of the method are: (a) the number of trees of the
forest, (b) the number of features which are retained by the feature
selection algorithm, and (c) the number of similar instances which
are utilized in the weighted voting schemes for the classiﬁcation of
a new instance. Various combinations of those parameters are uti-
lized to determine the one which produces the best results. The
optimum parameter values for each one of the classiﬁcation prob-
lems are reported in Table 4. The maximum number of trees that is
used in all variations of Random Forests is 100, 95, 89 for the two,
three and four class problem respectively, while the maximum
number of features selected from the initial ones (27 features) is
14, 17 and 18 for the three classiﬁcation problems, respectively.Table 5
Confusion matrix and evaluation measures using rules for the two class problem.
2 class problem Healthy elderly
subjects
Demented elderly
subjects
Healthy elderly subjects 52 4
Demented elderly subjects 2 50
Evaluation measures
Sensitivity Speciﬁcity Accuracy
96% 93% 94.44%The utilization of the extracted rules, for the diagnosis of AD and
the determination of the stage of the disease, produces the results
reported in Table 5, Table 6, and Table 7 for the three classiﬁcation
problems, respectively.
A 10-fold stratiﬁed cross validation procedure is employed and
the results are presented in Table 3. In this evaluation procedure
each time a training set and a test set are selectedwhichdonot over-
lap. The results of the method iteration are averaged to produce a
single estimation shown in Table 3. The results indicate that RF with
wv canassist in thediagnosis ofADand theclassiﬁcationof its stages.mild AD AD
Healthy elderly subjects 56 0 0
Demented elderly subjects
with very mild AD
2 26 0
Demented elderly subjects
with mild AD
0 1 23
Evaluation measures
Sensitivity c = 1
100%
Sensitivity c = 2
93%
Sensitivity c = 3
96%
Accuracy
97%
Speciﬁcity c = 1
96%
Speciﬁcity c = 2
99%
Speciﬁcity c = 3
100%
PPV c = 1
97%
PPV c = 2
96%
PPV c = 3
100%
Table 7
Confusion matrix and evaluation measures using rules for the four class problem.
4 class problem Healthy subject Demented
elderly
subjects
with
very mild
AD
Demented
elderly
subjects
with
mild AD
Young Elderly
Healthy
subjects
Young 56 0 0 0
Elderly 0 56 0 0
Demented elderly
subjects with
very mild AD
0 1 27 0
Demented elderly
subjects with
mild AD
0 1 0 23
Evaluation measures
Sensitivity c = 1
100%
Sensitivity
c = 2
100%
Sensitivity
c = 3
96.43%
Sensitivity
c = 4
95.83%
Accuracy
98.78%
Speciﬁcity c = 1
100%
Speciﬁcity
c = 2
98%
Speciﬁcity
c = 3
100%
Speciﬁcity
c = 4
100%
PPV c = 1
100%
PPV c = 2
96.55%
PPV c = 3
100%
PPV c = 4
100%
Fig. 6. (a) Comparison between the ﬁrst weighted voting scheme and the me with
wv-1, and (b) Comparison of the third weighted voting scheme and the me with
wv-3.
Fig. 7. Comparison between the ﬁrst and the third version of the weighted voting
schemes, me with wv-1 and me with wv-3.
Table 8
Accuracy of the SVM and other classiﬁcation methods for the two, three and four class
problem.
Problem Method
SVM (%) Classical RF (%) RF with improvement (%) Rules (%)
2 class 88 84 98 94
3 class 94 78 87 97
4 class 73 85 94 99
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evaluated only for the ﬁrst and the third weighted voting schemes
for two reasons: (a) they are the two schemes with the best results
and (b) to test if the combination of the two variations affects the
performance of the RF algorithm. Fig. 6 indicates that the combina-
tion improves the results of classiﬁcation in the case of twoand three
class problem.However, in the case of the four class problema slight
decrease (1% and 6%) of the accuracy is observed. The comparison of
the four classiﬁers (ﬁrst weighted voting scheme, third weighted
voting scheme, me with wv-1 and me with wv-3) provided in Fig. 7
supports that the me with wv-3 is the best classiﬁer for the two
and the three class problem,while the thirdweightedvoting scheme
gives the best result for the four class problem.
Thecontributionof theproposedmethodtothediagnosisofADand
to the classiﬁcation of the stages of the disease is supported by the re-
sults produced by the application of the extracted rules. Although, a
slight decrease, 4%, is observed in the accuracy of the two class prob-
lem, an important increase, 10%, in the accuracy of the three and four
class problem is reached. The number of the extracted rules depends
on two factors: (a) the number of the trees which are selected (trees
where the classiﬁcation accuracy is larger than the median accuracy
of all trees), and (b) the structure of the tree (the number of branches
where the weight of the leaf node is larger than ﬁve).
As already mentioned in the introduction, the validity of the
method is cross checked by using the Support Vector Machines,
as an alternative classiﬁcation method. The results produced by
the application of SVM in the classiﬁcation stage are reported in
Table 8. Comparing the results of SVM with those of the classical
RF, the improved version of RF and the rules, we conclude that
although the SVM outperforms the classical RF, the variation of
RF, which produce the best results, and the rules are superior to
the SVM in all classiﬁcation problems. Table 9 presents a compar-
ison of SVM models produced in multi category problems (see Sec-
tion 2.2.5) and classical Random Forests algorithm. The results
indicate that SVM and the Random Forests algorithm give compa-
rable results with small deviations of order of 2%.
A comparison of the proposed method with those reported in
the literature is shown in Table 10. The comparison is feasible only
for the two class problem since there are no methods reported in
the literature which classify the stages of AD. The results indicate
that the proposed method provides better results than other meth-
Table 9
Comparison of SVM models with classical RF.
Problem Method
SVM (%) Classical RF (%)
Healthy1 versus demented2 (SVM model—HD) 88 84
Very mild AD versus mild AD (SVM model—DD) 84 82
Healthy3 versus demented (SVM model—HD) 91 93
1 Healthy elderly subjects.
2 Demented subjects with very mild and mild AD.
3 Healthy young and elderly subjects.
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versity Data) or different datasets.4. Discussion
We propose a supervised method for the diagnosis and monitor
the progression of the Alzheimer’s disease. The method is based on
features recorded during an fMRI experiment (imaging ﬁnding,
behavioral and demographics data) and provides interpretation
of the decision through the rules that are extracted. The method
employs six stages: preprocessing, modeling, data modeling, fea-
ture extraction, feature selection, classiﬁcation and rule extraction.
In the past, several methods have been reported in the literature
utilizing the fMRI modality in order to extract new knowledge
about the Alzheimer’s disease. These methods can be grouped in
two broad categories. The ﬁrst category includes methods that
study how a feature, which is extracted from fMRI data, is differen-
tiated between demented and control groups. The second category
includes methods that try to quantify Alzheimer’s disease related
changes in order to provide an index that can serve as a clinical
marker for the diagnosis of the disease.Table 10
Comparison with other methods reported in the literature for the two class problem.
Method Dataset used Appr
Our work
Random Forests
Washington University data
14 healthy elderly subjects
7 elderly subjects with very mild AD
6 elderly subjects with mild AD
1. P
2. M
3. F
4. F
5. C
Our work
Rules
1. P
2. M
3. F
4. F
5. C
6. R
Our work
SVM
1. P
2. M
3. F
4. F
5. C
Supekar et al. [18] 18 healthy subjects
21 demented subjects
1. P
2. A
3. C
4. C
Greicius et al. [19,20] Washington University data
14 healthy elderly subjects
7 elderly subjects with very mild AD
6 elderly subjects with mild AD
1. P
2. I
3. S
4. G
Resting state data
7 healthy elderly subjects
9 demented elderly subjects
Li et al. [21] 9 healthy elderly subjects
10 elderly subjects with AD
5 subjects with mild cognitive impairment
1. S
2. E
3. F
4. CAlthough the proposed method can be categorized in the second
group of methods has several features that differentiate it from
other related methods of the two categories reported above. More
speciﬁcally, the proposed approach not only assists in the diagno-
sis of Alzheimer’s disease but also determines the stage of the pro-
gression of the disease. In order this to be achieved, it uses features
that can be extracted from all the types of fMRI experiments (block
design, event related) and all the types of stimulus or cognitive
tasks and are not based on a certain brain region. The features that
are employed belong to different categories such as demographics,
behavioral data, head motion, activation patterns and hemody-
namics and according to the literature, express as much medical
knowledge as possible about AD. In addition, the proposed method
adds new knowledge to the ﬁeld since: (a) produces a set of rules
which can be considered by the physician and help him in making
a justiﬁable decision, and (b) adds new knowledge in the ﬁeld lead-
ing to a set of rules and not single rule knowledge. It is noted that
the proposed approach can be evaluated not only using common
measures but also by the physician who knows the origin of the
disease. Those features make our method advantageous compared
to other methods presented in the literature.
The evaluation of the proposed method is based on a dataset of
41 subjects. This dataset is divided into three sub-datasets, one for
each classiﬁcation problem (two class, three class and four class
problem, respectively). In each one of the above cases, a number
of iterations are conducted using different values of the parameters
which affect the performance of the classiﬁcation stage. This proce-
dure is followed in order to select the combination of parameter
values which provide the highest values of the used evaluation
measures. For the evaluation of the proposed method 10-fold strat-
iﬁed cross validation procedure was employed. For the two and
three class problem 108 instances were used while for the four
class problem 164 instances were used, four instances per patients.
The four instances result from the four functional runs that eachoach Sensitivity (%) Speciﬁcity (%)
reprocessing
odeling
eature extraction
eature selection
lassiﬁcation with Random Forests
94 97
reprocessing
odeling
eature extraction
eature selection
lassiﬁcation with Random Forests
ules extraction
96 93
reprocessing
odeling
eature extraction
eature selection
lassiﬁcation with SVM
88 87
reprocessing
natomical parcellation
onstruction of the brain networks
omputation of small-world metrics
72 78
reprocessing
CA
election of best ﬁt component
oodness-of-ﬁt analysis
85 77
89 100
election of ROI
xtraction of voxels time courses
iltering of voxels time courses
OSLOF index
80 90
318 E.E. Tripoliti et al. / Journal of Biomedicpatient performed. The four functional runs were different since
two types of stimulation were randomly intermixed such that
eight trials of one type and seven of the other appeared in each
run. This was also veriﬁed by experimental measurements which
show that the instances of the same subject present low degree
of correlation. The method achieved to classify a patient as healthy
or AD (two class problem) and to classify the stages of the disease
(three class and the four class problem) with satisfying accuracy
either using variation of Random Forests or SVM. More speciﬁcally,
the accuracy of RF for the three problems is 98%, 86%, and 94%,
respectively, while the accuracy of SVM is 88%, 94%, 73%, respec-
tively. Once the forest of the decision trees is constructed, rules
are extracted from certain trees of the forest. The application of ex-
tracted rules give 94%, 97%, and 99% accuracy for the two, three
and four class problem, respectively. Although, the results are very
promising, the extracted rules should be further evaluated on dif-
ferent datasets and should be estimated by radiologists in clinical
practice.
5. Conclusions
We propose a supervised method for the diagnosis of AD and
the classiﬁcation of the stages of AD in very mild and mild. The
method it is fully automated and it addresses both diagnosis and
monitoring of the progression of the AD. It combines both imaging
ﬁndings, behavioral and demographic data and it provides inter-
pretation of the decision through the rules which are extracted
in the last stage. In addition, the selection of the features is inde-
pendent from the learning algorithm (Random Forests, SVM) pro-
viding to the physicians a combination of features indicative for
the diagnosis and monitoring of the disease. Although, the ob-
tained results are satisfactory (94%, 97%, 99% for the two, three
and four class problem, respectively) further improvements, espe-
cially in the last two stages (classiﬁcation and rules extraction),
might enhance them. The proposed method can ﬁnd applications
as a diagnostic tool but also in the evaluation of therapeutic proce-
dures of AD.
Appendix A. Weighted voting schemes
RF with wv-1 [38]
INPUT
Training set and a new instance
Step 1:
For each new instance
Compute the similarity with all training instances
Similarity measure: The number of times a tree predictor places
then in the same terminal node
Step 2:
Select t most similar instances
Step 3:
Classify t most similar instances with each tree where they are in
the OOB set
Compute the margin of each tree
Step 4:
Discard the trees with negative margin
Step 5:
Classify the new instance using weighted voting of the remaining
trees
Weights: the average margins on the similar instances
OUTPUT
Classiﬁcation of the new instance.RF with wv-2 [44]INPUT
Training set and a new instance
Step 1:
Compute the distance between the new instance and all training instances
using:
dðq; xiÞ ¼
X
f2F
wf dðqf ; xif Þ;
where q is the unknown instance, xi is the training instance i, f is a
feature of the set of features F, wf is the weight assigned to feature
f, qf is the value of feature f in the unknown instance q, xif is the
value of feature f in the training instance xi and d is given as:
dðqf :xif Þ ¼
0 if qf ¼ xif
1 if qf–xif
(
:
Step 2:
Select k nearest neighbors
Step 3:
Determine the class of the new instance using:
VoteðyjÞ ¼
Xk
n¼1
1
dðq; xcÞ Inðyj; ycÞ;
where In is equal to one if the class label are matched and zero
otherwise
OUTPUT
Classiﬁcation of the new instance
RF with wv-3
INPUT
Training set and a new instance
Step 1:
Compute the distance between the new instance and all training
instances using:
dðq; xiÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃX
f2Fvdmf ðqf ; xif Þ
2
q
;
where two forms of vdmf were used [45]:
vdmaf ¼
XC
c¼1
jPf ;qf ;c  Pf ;xif ;cj2
and
vdmbf ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXC
c¼1jPf ;qf ;c  Pf ;xif ;cj
2
r
:
Pf ;xif ;c is the conditional probability such that the output class is c
given that the attribute f has value xif . C is the number of classes
Step 2:
Select k nearest neighbors
Step 3:
Determine the class of the new instance using:
VoteðyjÞ ¼
Xk
n¼1
1
dðq:xcÞ Inðyj; ycÞ;
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otherwise
OUTPUT
Classiﬁcation of the new instance
RF with wv-4 [46]INPUT
Accuracy of the trained trees and a new instance
Step 1:
For each tree in the forest:
Compute the class cl that tree predicts for the new instance
Increase the votes for the class cl according to the following:
voteðclÞ ¼ voteðclÞ þ accuracyðTjÞ;
where accuracyðTjÞ, is the accuracy of the trained tree Tj
Step 2:
The class of the new instance is the class that maximizes voteðclÞ
OUTPUT
Classiﬁcation of the new instance
RF with wv-5 [47]INPUT
Training instances and a new instance
Step 1:
Compute the distance between the new instance q and all training
instances using:
rðq; xiÞ ¼ 1heomðq; xiÞ ;
where xi is the ith training instance and
heomðq; xiÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃXm
f¼1heom
2
f ðq; xiÞ
r
where heomf ðq; xiÞ ¼ jqxi jmaxfminf
Step 2:
Select k nearest neighbors of the new instance
Step 3:
Compute the margin of each tree on the jth nearest neighbor of q
using:
mrtðxjÞ ¼
1 correct prediction
1 wrong prediction
 
Step 4:
Compute the weight of each tree using:
wtðqÞ ¼
Pk
j¼1Iðxj 2 OOBtÞrðq; xjÞmrtðxjÞPk
j¼1Iðxj 2 OOBtÞrðq; xjÞ
;
where I is an indicator function, xj is the jth nearest neighbor of q
and OOBt is the set of ‘‘out-of-bag” instances of tree t
Step 5:
Discard the trees with the highest local errors (the classiﬁers with
error that fall into the upper half of the error interval)
Step 6:
Locally weighted voting is applied to the remaining trees
OUTPUT
Classiﬁcation of the new instanceRF with wv-6 [48]
INPUT
Whole dataset and a new instance
Step 1:
Initialization of starting population
Step 2:
Fitness evaluation of the population. The ﬁtness function is deﬁned
as the recognition rate of the forest when using weighted voting
Step 3:
Examine if the termination criterion is fulﬁlled
If yes, the algorithm is terminated else go to the next step
Step 4:
Generation of a new population
Parent selection
Crossover
Mutation
Go to Step 3
OUTPUT
Weights for each tree of the forestReferences
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