This paper proposes that the maximum entropy principle can be used for determining the drop size distribution of hydrometeors. The maximum entropy principle can be applied to any physical systems with many degrees of freedom in order to determine a distribution of a variable when the following are known: 1) the restriction variable that leads to a homogeneous distribution without constraint and 2) a set of integrals weighted by the distribution, such as mean and variance, that constrain the system. The principle simply seeks a distribution that gives the maximum possible number of partitions among all the possible states. A continuous limit can be taken by assuming a constant bin size for the restriction variable.
Introduction
The hydrometeors in the atmosphere are found in various sizes: they tend to grow in size with time within clouds, and once they reach a critical size, they begin to fall through the clouds. In this manner, the time evolution of the hydrometeor particle size distribution (PSD) is a central issue in microphysics.
Computation of the PSD time evolution is numerically relatively expensive if it is performed in a direct manner with the so-called ''bin'' approach, because the numerical burden is equivalent to adding an additional spatial dimension to a system. For this reason, an alternative approach called ''bulk'' is often taken with a certain assumed general shape for the PSD, typically taken as a gamma distribution. However, such an assumed shape tends to be rather ad hoc with a lack of physical basis. The problems arise especially for computations of autoconversion rates and reevaporation of falling hydrometeors. Khain et al. (2015) review those issues extensively.
The present paper seeks a more consistent PSD that can be used for formulating a bulk microphysics approach in a more consistent manner. For this goal, the paper proposes that a PSD is derived as a most likely statistical distribution. Here, the most likeliness is defined in term of the possible number of partitioning (or permuting) the hydrometeors among the possible diameters or mass states with a discrete approximation. This state is obtained by maximizing the possible number of partitions of the states under a given set of physical constraints.
This principle is commonly called ''maximum entropy'' because a logarithmic measure of the number of possible partitions corresponds to the so-called information entropy originally introduced by Shannon (1948) . Note that Shannon introduces this measure under a different argument in a context of an information theory (Guiasu 1977) . For the physical implications of the information entropy, see Jaynes (1978) , and for more general background in statistical mechanics, see Mandl (1988) . This maximum entropy principle reduces to the second law of thermodynamics in this last context.
The maximum entropy principle is already applied to PSD by , Liu et al. (1995) , and Hallett (1997, 1998) . Liu and Hallett (1998) and Liu et al. (2002) further investigate the implications from the information theory. The present paper, in turn, considers wider possibilities of physical constraints than considered earlier by applying this principle so that more possibilities for PSD forms can be considered: see Verkley and Lynch (2009) for a similar attempt in a context of geophysical turbulence statistics.
The maximum entropy principle is reviewed in the next section. In section 3, a simple application of this principle to the PSD problem is presented. The main problems with applying this principle in defining the PSD (along with any other physical problems) are twofold: 1) to identify a restriction variable that follows a homogeneous distribution under no additional constraint and 2) to identify the physical conditions that constrain the distribution. Unfortunately, the maximum entropy principle itself does not answer these questions, but these must be answered based on our physical insights to a given problem. Section 4 turns to the analysis of data generated by experiments, such as a continuous stream of water falling from an open hose, as well as some historical precipitating raindrop size distribution data. The paper concludes with further discussions in section 5.
Maximum entropy principle
A general introduction to the maximum entropy principle in the context of PSDs is already found, for example, in and Liu et al. (1995) . However, in contrast to the earlier papers, here we introduce this principle in a standalone and matter-of-fact manner by avoiding reference to related background issues as much as possible.
The basic idea of the maximum entropy principle is to seek the ''most likely'' distribution of a variable under a given set of constraints. Here, most likely is defined in terms of the possible number W for partitioning (or permuting) the particles (e.g., hydrometeors) to given possible states (e.g., choice of particle sizes). Under this reasoning, the one that gives the maximum possible number W of partitioning is most likely, and it corresponds to a physically observed distribution of the particles. The next paragraph introduces the notion of ''partition'' in a more concrete manner.
We develop the idea for a discrete system for an ease of derivation. Here, we assume a system consists of N particles, each of which can exist in any one of m possible ''states'' (e.g., hydrometeor diameter). Each state is characterized by a physical value f i (e.g., value of the diameter) and is occupied by n i ''particles'' (i 5 1, . . . , m: cf. Fig. 1) ; thus, N 5 å m i51 n i . A total possible number of partitioning the N particles into the available m states under a given distribution (n 1 , . . . , n m ; e.g., a particular particle size distribution) is essentially obtained by counting all the possible orders for N particles, then excluding the redundancy by changing the order within a single state i (i 5 1, . . . , m).
The number of all the possible ways for changing the order (i.e., permutation) of N particles is N!. Likewise, the number of all the possible redundancies by changing the order of n i particles within a state i is n i !. Thus, by dividing all these possible redundant permutations among the states i with i 5 1, . . . , m, the total possible number of partition is given by
Consequently, the most likely distribution is obtained by maximizing Eq. (2.1) under a given set of physical constraints to be introduced below. This procedure is performed under a variational principle. Exactly the same procedure is taken in order to obtain the energy distribution of the ideal-gas molecules in the statistical mechanics (e.g., Mandl 1988) , leading to the well-known Maxwell-Boltzmann distribution. Furthermore, it can be more generally shown that the partition number among the possible molecules corresponds to the thermodynamic entropy in exponential scale (cf. Mandl 1988) . The same principle may apply to many other systems under a generalization as suggested by Jaynes (1978) .
In maximizing the total partition number W, it is more convenient to work with its logarithmic scale. By taking a logarithm to the above, and also invoking Stirling's formula
for every integer k, we can rewrite W approximately as
where
is a frequency that the ith state is realized among the N particles. The right-hand side of Eq. (2.2) is the so-called Shannon's (1948) information entropy S, which we shall refer to as ''entropy'' in short. This formula for S is identical to the usual definition of entropy in statistical mechanics, except without the Boltzmann constant. Thus, the problem of maximizing a possible number of partitions reduces to that of maximizing the entropy. This leads to the notion of the maximum entropy principle, which is an expression of the second law of thermodynamics in statistical mechanics.
A continuous version of the entropy may be defined by
by taking a limit to m / ' assuming that m states are equally distributed over an unspecified interval of a physical variable f. This unspecified interval also defines an interval for the integral that is left unspecified above.
In applying the maximum entropy principle, here, we suppose that f is constrained by n conditions:
for l 5 1, . . . , n. Here, F l (p, f) are unspecified functions of p and f; C l represents known constants. Note that a condition constrained by a set of moments is a special case of Eq. (2.4) with F l (p, f) 5 pf l and the right-hand side values C l corresponding the value of the moments. Here, it is important to emphasize that C l are not necessarily constants of a problem, but they may evolve with time.
In applying a variational principle for seeking a distribution with the maximum entropy (i.e., maximum number of possible partitions), we also have to keep in mind that a distribution is normalized by ð p df 5 1. (2.5)
Note that the normalization condition can be considered a special case of the constraints (2.4) with F 0 5 p and C 0 5 1 by extending the above series to l 5 0. The variational principle can be then performed as
with Lagrange multipliers l 0 l . The above variation reduces to
where the multipliers are reset to
Noting especially that ›F 0 /›p 5 1, the most likely distribution under these constraints is 6) where the constants p 0 and l l , are determined from the constraints (2.4) and (2.5), given above.
a. Homogeneous distribution
The simplest case to be considered is the one without any constraints. Then, Eq. (2.6) simply reduces to a homogeneous distribution:
That means that all the states must have an equal possibility to happen when there is no constraint to a given system. However, we immediately face a practical difficulty in applying this conclusion to a realistic physical system: a distribution of a variable must be bounded both from below and from above in order to apply this distribution.
b. The restriction variable
There is a further issue associated with the unconstrained homogeneous distribution. To see this, let us transform a physical variable from f to u by a relation:
As a result, the distribution density p is translated by
Substitution of Eq. (2.7) into Eq. (2.3) shows that the entropy for u is given by 8) and a general distribution from (2.6) becomes
Specifically, a homogeneous distribution turns into
Thus, it follows that a homogeneous distribution without constraint would be attained only by a special variable-say, f-and all the other variables-say, u-would not follow a homogeneous distribution, because df/du is generally not a constant. In the case of a PSD, such a choice could be either the particle mass or the particle diameter, for example. One of those variables may be distributed homogeneously when no constraint is present, but the others would not. Liu et al. (1995) call such a variable f that leads to a homogeneous distribution without constraint a restriction variable.
Here, the nature of the maximum entropy principle must be understood well: this is essentially a purely statistical principle-or, better stated, purely applied mathematical in the sense that it exactly plays a central role both in mathematics and in physics. The principle provides a way for determining the ''most likely'' distribution mathematically when (and only when) a restriction variable and constraints are known by an independent physical reasoning. However, the principle itself does not say how to make those choices.
The next section is going to consider those issues more specifically in the context of the hydrometeor PSD.
Applications to PSD
As presented in the last section, the maximum entropy principle becomes a powerful method for estimating a distribution of a physical variable when both 1) a set of physical constraints and 2) a restriction variable of the given system are known. The main difficulty in applying this principle is that these two conditions are usually not known a priori.
Loosely speaking, in general, the restriction variable is expected to be something important within a given physical system, and the constraints come from physical processes that control the whole system. For example, in statistical mechanics, the Maxwell-Boltzmann distribution is derived by taking the particle energy as a restriction variable under the constraint when a given total energy of the system is known (cf. Mandl 1988; McQuarrie 2000) .
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The answers to these questions in the PSD problem are less obvious. However, our physical intuition expects that a conservation law plays a key role for this problem in a similar manner as in the Maxwell-Boltzmann distribution.
To investigate these two problems in order, let us assume the particle diameter D is a restriction variable of the problem for now. Also, for the sake of simplicity, let us assume that the PSD distribution is constrained by a single physical condition. A generalization is straightforward, as already given by Eq. (2.6) in the last section.
Such possible constraints that we can introduce are, for example, 1) a mean particle diameter D, 2) a mean particle surface area S, and 3) a mean particle mass m. For the sake of simplicity, let us also assume that the drops are spherical (though it is easy to relax this constraint) so that the surface and the mass of each drop are given by
where r w is the water density. Thus, these conditions are more specifically stated as
By referring to the general result in (2.6), the particlesize frequency distribution is given for each case by
where a pair of constants, (p 0 , l 1 ), (p 0 , l 2 ), (p 0 , l 3 ), are determined from the constraints (3.2a)-(3.2c), respectively, along with the normalization condition (2.5). Note that Eq. (3.3a) corresponds to the wellknown Marshall-Palmer distribution (Marshall and Palmer 1948) . Especially, the condensation and the reevaporation rates of the droplets are controlled by their surface area; thus, it may also be considered a constraint as given by Eq. (3.2b). Here, the total surface may not be conserved with time, but the condensation and reevaporation control the time evolution of the total surface in such manner that it may furthermore define the PSD.
A similar consideration suggests that the total vertical drop mass flux F of the falling droplets (i.e., precipitation rate) may also be an important constraint:
where y T (D) is the fall velocity of a droplet as a function of a diameter D, with the subscript T suggesting the terminal velocity, and N is the total particle number. This constraint leads to a distribution
with another constant l 4 . The terminal velocity is often written in the form
Here, for liquid particles [chapter 8 of Rogers and Yau (1989) ], a 5 2 in the low-Reynolds number limit corresponding to the Stokes flow, a 5 0:5 in the high Reynolds number limit, and a 5 1 over an intermediate regime (80 mm , D , 1.2 mm). When Eq. (3.6) is substituted into Eq. (3.5), we obtain
with a modified constant l 5 . The same procedure can also be repeated by assuming the mass m as a restriction variable instead. In this case, in place of Eqs. (3.3a)-(3.3c) and (3.7), we obtain
assuming the relation (3.1b).
The translation between diameter and mass distributions is given, based on a general relation [Eq. (2.7)], by
Specifically, when a spherical particle is assumed as in Eq. (3.1b), the above reduces to
For example, when the distribution given by Eq. (3.3a) in terms of the diameter is translated into a mass distribution,
by redefining the constants. Conversely, the distribution given by Eq. (3.8a) in terms of the mass is translated into a diameter distribution:
also by redefining the constants. Note that so long as the two variables are related in an algebraic manner, as is the case between the diameter and the mass, the transformation of a variable only leads to an extra algebraic factor, as seen above. Our preliminary analysis for the data in the next section suggests that these algebraic contributions affect the result much less than the exponential part of a distribution. It further suggests that the choice of restriction variables is not so critical for PSDs so long as the present data analysis is concerned. For this reason, in presenting the analysis results in the next section, this issue is not examined explicitly.
Note finally that PSD is usually given in terms of the number concentration n(D) rather than the frequency distribution p(D). A translation from the latter to the former is obtained by multiplying the total particle number N by p(D). The final forms for n(D) are, thus, obtained by replacing a constant p 0 by another constant, n 0 5 Np 0 , in Eqs. (3.3a)-(3.3c), (3.5), and (3.7) above.
In the following, we are going to focus on three major possibilities: 1) the classical Marshall-Palmer distribution given by Eq. (3.3a) and the mass distributions with the constants redefined for convenience in the next section. Here, we put our preference to the mass distribution over the diameter distribution based on an anticipation that the mass redistribution among the particles plays a more basic role in defining the PSD, because the mass, rather than the diameter, follows a conservation law of the physics.
Recall that the distribution (3.10a) is obtained under the constraint (3.2a) assuming the diameter D as a restriction variable. On the other hand, the last two distributions take the particle mass m as a restriction variable. For a later convenience, we restate the constraints for these two cases:
where M is the total bulk mass. Recall that Liu et al. (1995) and Liu and Hallett (1998) adopt Eq. (3.11a) as their physical constraint. Applying the same principle, they have derived the distribution (3.8c) or (3.10b). The analysis of the present section generalizes this analysis for the cases under different constraints. Observational data analysis by Costa et al. (2000) suggests that the cloud droplet size distribution closely follows the mass-constraint distribution (3.8c) or (3.10b).
A gamma distribution
where the constant (the shape parameter) n is often adopted in the literature for a general fit of PSD (Ulbrich 1983; Kozu and Nakamura 1991; Heymsfield et al. 2002; Heymsfield 2003; Zhang et al. 2003) . However, the distribution (3.12) hardly covers wider possible PSDs derived under various physical constraints with the maximum entropy principle here. The goal of the next section is to further investigate the question of physically constrained PSDs by data generated by idealized numerical experiments as well as laboratory experiments.
Data analysis
To further understand working of the maximum entropy principle in PSD, we analyze the three types of datasets in the present section. The first is from idealized experiments of the stochastic breakup-coalescence equation (SBE). The next is an indoor experiment of a waterfall breaking into precipitation. These datasets are chosen because the physical constraints can more easily be inferred in these idealized setups than more complex realistic systems. Finally, some observational measurements of PSD for precipitating particles are examined.
These PSD data are plotted by thick curves (with varying curve types) in Figs. 2-6 in three different panels. In Figs. 2a, 3a, 4a , 5a, and 6a, the diameter distribution n(D) is plotted against the diameter D whereas in Figs. 2b,c, 3b,c, 4b,c, 5b ,c, and 6b,c, the mass distribution n(m) is plotted against the normalized mass, D 3 } m, and the normalized drop mass flux, D 31a } my T . As a result, if a given PSD follows the forms (3.10a)-(3.10c), respectively, they follow a straight line in Figs. 2a-c, 3a-c, 4a-c, 5a-c, and 6a-c. These observed or simulated distributions are fit to those forms in the frame of Figs. 2a-c, 3a-c, 4a-c, 5a-c, and 6a-c by a standard least square method. The obtained least square fits are shown by thin lines (with the same curve types) in the same frame (except for Figs. 2a and 3a) . Recall that the translation between n(D) and n(m) is made by Eq. (3.9).
We measure the fitting errors by two different methods. The first is a straight root-mean-square (RMS) error in each graphic frame. Thus, the RMS error is estimated in Figs. 2a, 3a , 4a, 5a, and 6a by Here, we adopt an approximation n obs (D)/n teo (D) ' p obs (D)/p teo (D) with respect to the standard definition. This is a mean distance between n obs and n teo in logarithmic scale weighted by the observed or simulated distribution-that is, an expected distance between n obs and n teo when p obs is interpreted as if a probability. The integral variable is changed to D 3 and D 31a , respectively, in Figs. 2b,c, 3b,c, 4b,c, 5b,c, and 6b,c being consistent with the procedure for the RMS error.
These two obtained error measures are listed in Table 1 for all the curves shown in Figs. 2-6 in summarizing the results. We find, overall, the two error measures agree but with occasional exceptions, because the relative entropy can be small even when the RMS error is large by canceling out the positive and the negative errors. Another problem with the relative entropy is that by weighting with the distribution density, p obs 5 n obs /N, a contribution from the exponential tail to the error is practically neglected.
a. Idealized SBE simulations
A set of idealized SBE simulations is taken from Hu and Srivastava (1995, hereafter HS) , corresponding to their model 1. They consider a SBE under a zerodimensional formulation, assuming a spatial homogeneity of a system. Their SBE is given by ›n(m) ›t the concentration due to collision. These terms are defined by
Here, C(m, m 0 ) is the rate that the two particles with masses m and m 0 coalescence to form a particle with mass, m 1 m 0 ; P b (m, m 0 , m 00 ) is the rate that a particle with mass m is generated as a consequence of the collision breakup involving the two particles with masses m 0 and m 00 ; and K(m, m 0 ) is the rate that the two particles with masses m and m 0 collide and the first particle with mass m is lost. HS further add a term arising from condensation (water vapor growth) to and evaporation from raindrops to the above by rewriting
where dm/dt designates the rate of change of mass due to those two processes (see their section 2.a.2 for details). Similar numerical computations as HS are earlier performed by Srivastava (1967 Srivastava ( , 1971 Srivastava ( , 1978 . Their experiment is extended by Seifert (2005) into a vertically one-dimensional model. More precisely, HS have attempted two runs with different initial conditions for the distributions (3.10b) and (3.10a). The time evolution of the PSD as a function of the diameter D for these two cases is shown in Figs. 2a and 3a: initial condition (solid), after 10 (long dashed), 40 (short dashed), and 60 (chain dashed) min. The data are directly taken from their Figs. 1a and 1b and replotted here. It is seen that the distribution is clearly far from the Marshall-Palmer distribution (3.10a), except for the initial condition for the second case for the obvious reason.
By design of these experiments, the total water mass is conserved within the system, although conversion may happen between vapor and liquid. For this reason, it is reasonable to expect that the distribution is constrained by the total bulk mass [Eq. (3.11a)] rather than the vertical drop mass flux [Eq. (3.11b)] . These two possibilities are tested by plotting the mass distribution, after transformation from the size distribution by using Eq. (3.9), as functions of the normalized mass D 3 (Figs. 2b and 3b ) and the normalized drop-mass flux D 31a (Figs. 2c and  3c) . Here, we set a 5 1 considering the drop size range, D # 0:4 mm. The least square fits are shown by thin lines with the standard deviations [Eq. (4.1)] to the fit for logn(m) shown by vertical bars. As it turns out, the fits are almost equally good for the two distributions, although the errors are slightly smaller for the fit into Eq. (3.10b: Table 1 ). Difficulties for distinguishing the two distributions (3.10b) and (3.10c) apparently stem from a relatively small difference in the exponent only by a 5 1.
FIG. 4. Four distributions of raindrops obtained under a constant flux rate, 1550 mm h
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, under an indoor artificial rain experiment performed by Blanchard and Spencer (1970) : data taken from their Fig. 4 . Otherwise as in Figs. 2 and 3 , except the least square fits are also added to the frame in (a).
Note that a finite error found in Fig. 2b for the initial condition (solid) is due to the errors on reading of the original data for replotting them here. Rather curiously, the fit to the distribution (3.10b) is better for the case initiated with the Marshall-Palmer distribution [Eq. (3.10a)] rather than with the final expected distribution [Eq. (3.10b)].
b. Indoor artificial rain
A second set of data is generated by indoor experiment of generating rain (Blanchard and Spencer 1970) . The experiment is performed inside a 100-m-high hangar. A continuous stream of water falling under zero pressure is released from the top of the hangar through an open hose with a constant rate. An artificial rain is generated by breakup of water into smaller drops. By experimental design, we expect that the system is constrained by the total drop mass flux in this case. Figure 4 shows the four distributions of raindrops obtained under a constant flux rate, 1550 mm h
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: the size distributions (Fig. 4a) , replotted from Blanchard and Spencer's Fig. 4 , and the mass distribution plotted as functions of the normalized mass D 3 (Fig. 4b ) and the normalized vertical flux D 31a (Fig. 4c) . Here, we set a 5 0:5 considering large drop sizes involved. the raindrop size distribution follows a Marshall-Palmer (exponential) distribution, as also claimed by Blanchard and Spencer (1970) . However, by plotting the distributions in three different manners, we see that, overall, all those three possibilities are equally acceptable. An only noticeable deviation found is for small mass limits in fit to both distributions (3.10b) and (3.10c). Arguably, breakup of water tends to accumulate the droplets to the smallest sizes with time.
Because of this singular tendency, the absolute errors for the fit into the two mass distribution forms are larger in magnitudes than the Marshall-Palmer fit by about 50%. Though not attempted, excluding the singular region would give a better fit for these two mass distribution forms. Among the two mass-distribution forms considered, the flux-constrained distribution [Eq. (3.10c)] gives a better fit, as expected, but only slightly. Difficulties of distinguishing the two mass-flux distribution forms follow for the same reason as in the first set of data.
c. Observed raindrop size distribution
Finally, shown in Fig. 6 are the observed raindrop size distributions, taken from Fig. 8 of Blanchard and Spencer (1970) based on measurements at three U.S. sites. The same main conclusions follow as the case with the indoor artificial rain in the last subsection: data fits almost equally well with the three possible distribution forms. In the observed cases here, the distributions are substantially lower than the Marshall-Palmer fit in the small raindrop size limit. This tendency somehow weakens the opposite singular tendency in the mass distribution for the small raindrop size limit, though not completely. The absolute errors are still smallest with the Marshall-Palmer fit.
Between the two mass distribution forms considered, the mass constrained distribution [Eq. (3.10b) ] is always slightly preferred. Unfortunately, this is against our physical intuition that, also for natural precipitation, the total drop mass flux (i.e., precipitation flux) is a basic physical constraint to the problem. However, the difference of the errors is so small that they are indistinguishable in Fig. 6 .
Discussion and conclusions
The idea of determining the hydrometeor particle size distribution (PSD) by the maximum entropy principle is considered. The maximum entropy principle is based on a very simple premise that a given physical distribution follows what is expected by seeking a distribution that gives the maximum number of possible partitions under a given set of physical constraints. The principle is 
very general so long as the constraints are given in terms of integrals of a function depending on a physical variable in concern and a corresponding distribution [cf. Jaynes (1978) ; chapter 11 of Jaynes (2003)]. The principle itself is simple and lucid. The main ambiguity arises in identifying the actual physical constraints to a system because the principle itself does not say how to choose them. It only tells us what follows when we know the physical constraints based on an independent reasoning. As already emphasized in section 2, the principle is purely statistical or applied mathematical in this very respect.
Because of this ambiguity, additional arguments are often added about when this principle is applicable. As emphasized in Liu et al. (1995) , it is often argued that a certain randomness to a system is required. Alternatively, it is argued that a system must be in equilibrium in the same sense as required for deriving the MaxwellBoltzmann distribution in statistical physics. Indeed, the equilibrium is a good precondition for justifying this principle in the statistical mechanics, because the concept of the equilibrium is already well defined therein (cf. Mandl 1988) . However, one should realize that the concepts of both randomness and equilibrium must, by themselves, first of all be carefully defined for more general physical problems. For the ambiguity of the concept of equilibrium in atmospheric sciences, refer to Yano and Plant (2012) . Most importantly, neither the concept of randomness or equilibrium is part of the original premise of the maximum entropy principle. These concepts are introduced only a posteriori in developing the physical interpretations rather in speculative manner.
The critical key step is, rather, to identify the physical constraints to a given system in the most reasonable manner. Since no obvious general principle exists for identifying them, we need to test various possibilities. In applying the maximum entropy principle to the PSD, we encounter the same problem.
For this reason, in the present study, we have examined the two types of drop size distributions generated by under idealized settings. The first set is numerical generations of PSDs within a closed system, in which we expect that the total bulk mass would be the most reasonable constraint. The second set is an indoor generation of rain under a constant mass flux. In this second case, thus, we expect that the total drop mass flux would be the constraint.
Data analysis, unfortunately, turns out to be rather inconclusive: it is hard to distinguish in practice the two possible distributions constrained by the total mass and the total mass flux (cf. Liu and Liu 1994) . The difference of the exponent, a 5 0.5-1, is rather small compared to the given data uncertainties. To obtain more robust results, data for a much wider range containing the larger drop sizes is required. The datasets considered herein contain only one decade of the particle diameter.
For the precipitation particle size distribution, it may be argued that the question is fundamentally ill posed with a limited span for the precipitation particle size observed. One may even be inclined to conclude that it is not particularly important which distribution is chosen, and a heuristic Marshall-Palmer distribution is just good enough. However, we rather emphasize the importance of seeking the fundamental theories for hydrometeor PSDs, as already emphasized by , Liu et al. (1995) , and others.
Though a chance for observing a very large precipitation particle is extremely rare, the chance is still finite. A possible strategy could be to take an ensemble average of many precipitating PSD measurements after a proper normalization, as attempted by, for example, Willis (1984) but more explicitly normalizing them by the physical constraints. In this manner, it may be possible to perform a good extrapolation of the PSD toward the large particle size limit.
Our preliminary analysis presented herein, nevertheless, slightly favors distributions constrained by the total mass and the total mass flux, respectively, for the numerically generated and the indoor-generated rain PSD. Some observed raindrop size distributions have also been examined. However, owing to a lack of a size range, no definite conclusion could have been drawn.
An important lesson to draw from the present rather preliminary analysis is the fact that more than often, the PSD is simply argued to fit to the exponential distribution in diameter [Eq. (3.10a)] without carefully examining the alternative possibilities. The present analysis suggests that different distributions, expected from various physical constraints, are equally possible. Among the possibilities considered, an exponential mass distribution [Eq. (3.10b) ] is only occasionally considered in the literature. In our knowledge, the distribution (3.10c) constrained by the total drop mass flux is never considered in the literature. The gamma distribution [Eq. (3.12) ], as a generalization of an exponential distribution by adding an algebraic correction, is often considered (Ulbrich 1983; Kozu and Nakamura 1991; Heymsfield et al. 2002; Heymsfield 2003; Zhang et al. 2003) but by keeping the power in exponent unity.
The strength of the maximum entropy principle considered herein is its capacity of determining a distribution from a given physical constraint provided by us. Thus, we can fit to data against a physically expected distribution form. That is clearly a superior approach than attempting a fit against an arbitrary chosen function form. Generality of the present approach must be well emphasized in this respect. Though the investigation herein is restricted to the drop size distributions, the principle can equally be applied to the ice particle size distributions.
Here, the importance of deriving a physically based general PSD form is hardly overemphasized (cf. Liu et al. 1995) , considering the current relative lack of efforts. The present paper proposes the maximum entropy principle as such a methodology. This principle may be considered a generalization of the second law of thermodynamics, which predicts that any system will go from an unlikely state to the most likely one. However, our results about the nature of the PSD are as yet inconclusive, and we need a dataset with a wider scale range, especially covering the larger particles, in order to obtain a more convincing result. The authors are currently investigating the ice particle size distribution with the range spanning almost three decades, and the results will be reported elsewhere.
We should also emphasize that the potential of the maximum entropy principle in cloud microphysics is yet to be fully explored. For example, though the present study is limited to a case with a single physical constraint, a PSD constrained, for example, both by the bulk mass and the drop mass flux can easily be derived based on the general Eq. (2.6). However, as already suggested in the present preliminary analysis, a better dataset is required in order to test such a more complex distribution. A new ''bulk'' formulation based on this principle is still to be presented. These are the issues to be further investigated in our subsequent papers.
