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Abstrat
In this paper, we essentially ompute the set of x, y > 0 suh that the mapping z 7−→(
1−r+rez
)x( λ
λ− z
)y
is a Laplae transform. If X and Y are two independent random
variables whih have respetively Bernoulli and Gamma distributions, we denote by µ
the distribution of X + Y. The above problem is equivalent to nding the set of x > 0
suh that µ∗x exists.
Key words: BERNOULLI LAW, CONVOLUTION POWER, GAMMA
DISTRIBUTION, JØRGENSEN SET, LAPLACE TRANSFORM.
2000 MSC: primary 60E10, seondary 33A65.
1. Introdution and Preliminaries
We introdue rst some notations and review some basi onepts onerning the
Laplae transform and Jørgensen set. For more details, we refer the reader to [1, 3℄.
For a positive measure µ on R, we denote by
Lµ : R −→ (0; +∞); θ 7−→
∫
R
eθxµ(dx)
its Laplae transform, and let
Θ(µ) = interior{θ;Lµ(θ) < +∞}.
We denote by M(R) the set of suh measures on R suh that, furthermore, µ is not
onentrated on a point and suh that Θ(µ) is not empty.
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For µ ∈M(R), Lµ is real analyti and stritly onvex on Θ(µ).
The Jørgensen parameter is the parameter orresponding to the power of onvolution
suh that it is the variane in the Gaussian distribution and it is the shape parameter in
the Gamma distribution.
Let µ be an element of M(R), the Jørgensen set Λ(µ) of µ is the set of x > 0 suh
that there exists µx ∈M(R) with Θ(µx) = Θ(µ) and Lµx(θ) = (Lµ(θ))
x
(see [3℄).
In this ase, µx is alled the x
th
onvolution power of µ.
If x and x′ are two elements of the Jørgensen set Λ(µ) of µ, then (µx, µx′) is onvolvable
sine Θ(µx) = Θ(µx′). Furthermore x + x
′ ∈ Λ(µ). Hene, Λ(µ) is a semigroup under
addition and
µx+x′ = µx ∗ µx′.
It ontains 1 by denition, therefore it ontains the set N
∗
of non-negative integers.
The alulation of Λ(µ) is sometimes a hard problem: it is N∗ when µ is the Bernoulli
distribution on {0, 1}.
A probability distribution µ on R is innitely divisible if, for every integer n, there exists
a distribution µn suh that
µ = µ∗nn
that is, µ is the nth power of onvolution of µn.
In other words, µ is innitely divisible if, for eah integer n, it an be represented
as the distribution of the sum Sn = X1,n +X2,n + .... +Xn,n of n independent random
variables with a ommon distribution µn (see [2℄).
If µ is an element of M(R), then µ is innitely divisible if and only if its Jørgensen
set Λ(µ) is equal to (0,+∞).
Let ν be a distribution on the real line having Laplae transform and whih is not
innitely divisible. Consider now an innitely divisible distribution ν ′ on the real line,
also having Laplae transform. We denote by ν ′y the distribution suh that Lν′y = L
y
ν′ .
Let µ = ν ∗ ν ′ be the onvolution produt of ν and ν ′.
Leta et al. [4℄ onsidered the ase where ν is Bernoulli and ν ′ is negative Binomial.
In this ase, the problem is equivalent to nding the set of (x, y) ∈ (0,+∞)2 suh that
there exists a probability µx,y on the real line with Laplae transform L
x
νL
y
ν′ .
In this work, we onsider the ase where ν is Bernoulli and ν ′ is Gamma. In this
situation, the tehniques are ompletely dierent sine we use essentially the analytiity
of the Laplae transform.
For xed r ∈ (0, 1) and λ > 0, the present paper wonders for whih values of x, y > 0 the
funtion dened on (−∞, λ) by z 7−→
(
1− r + rez
)x( λ
λ− z
)y
is the Laplae transform
of a probability. This funtion is the Laplae transform of the funtion
t 7−→
λy(1− r)x
Γ(y)
∑
k≥0
x(x− 1)(x− 2)....(x− k + 1)
k!
( r
1− r
)k
e−λ(t−k)(t− k)y−1+
2
where a+ means max(a, 0). Denote R =
r
1−r
eλ for simpliity. The problem is therefore
equivalent in nding the set ΛR of the (x, y)
′s suh that
t 7−→
λy(1− r)x
Γ(y)
∑
k≥0
x(x− 1)(x− 2)....(x− k + 1)
k!
Rke−λt(t− k)y−1+ = f(t)
is a positive funtion for all t (note that this series onverges, having a general term =0
for k large enough when t > 0 is xed).
The present paper determines ΛR in Setion 2.
2. Result
Let X and Y be two independent random variables following the Bernoulli B(r)
distribution with expetation r and the Gamma γ(a, λ) distribution respetively
P (X = 0) = 1− r , P (X = 1) = r ∈ (0, 1),
and
γ(a, λ)(dt) =
λa
Γ(a)
ta−1e−λt1(0,+∞)(t)dt.
The law of X + Y an be seen as the mixture of Gamma distributions up to translation
that is
µ = B(r) ∗ γ(a, λ)
= (1− r)γ(a, λ) + rγ(a, λ) ∗ δ1,
where δ1 denotes the Dira measure at 1.
Now, we state our main result. The following statement determines the set of x > 0 suh
that µ∗x exists, or equivalently, in nding the set ΛR of (x, y)
′s suh that
t 7−→
λy(1− r)x
Γ(y)
∑
k≥0
x(x− 1)(x− 2)....(x− k + 1)
k!
Rke−λt(t− k)y−1+ = f(t)
is a positive funtion for all t .
Theorem 2.1. a) If R ≤ 1, then ΛR = (0,+∞)× [1,+∞).
b) If R > 1, then ΛR = N× (0,+∞).
Proof. For R ≤ 1 : for xed x > 0, we dene the positive integer k0 = k0(x) by
k0 − 1 ≤ x < k0 and
fn(t) =
λy(1− r)x
Γ(y)
n∑
k=0
x(x− 1)(x− 2)....(x− k + 1)
k!
Rke−λt(t− k)y−1+
3
and note that fn(t) > 0 for all t > 0 and for all n ≤ k0. For seeing ΛR ⊂ (0,+∞)×[1,+∞)
assume (x, y) ∈ ΛR but y < 1 and onsider f in the interval (k0 + 1, k0 + 2)
f(t) =
λy(1− r)x
Γ(y)
(x−k0)
x(x− 1)(x− 2)....(x− k0 + 1)
(k0 + 1)!
Rk0+1e−λt(t−k0−1)
y−1+fk0(t).
Sine fk0(t) > 0 and (x− k0) < 0 we have the ontradition lim
t→k0+1
f(t) = −∞. To show
that ΛR ⊃ (0,+∞) × [1,+∞), we x x > 0 and y ≥ 1 and we show that f(t) ≥ 0
for all t. This is already true for t < k0 + 1 sine f(t) = fk0(t) in that ase. For
k0+1 ≤ k1 ≤ t < k1+1 where k1 is an integer, we use the alternate series trik: onsider
the positive nite sequene (uk)
k1
k=k0
dened by
uk = (−1)
k−k0
x(x− 1)(x− 2)....(x− k + 1)
k!
Rk(t− k)y−1
whih is dereasing sine for k0 ≤ k < k1 we have
uk+1
uk
= R×
k − x
k + 1
(t− k − 1
t− k
)y−1
< 1
and thus
f(t) = fk0−1(t) +
λy(1− r)x
Γ(y)
k1∑
k=k0
(−1)k−k0uk ≥ 0.
ii) For R > 1 : of ourse ΛR ⊃ N× (0,+∞) is trivial. To prove that ΛR ⊂ N× (0,+∞),
suppose that there exists (x, y) ∈ ΛR suh that x is not an integer. Sine
z 7−→
(
1 + r
1−r
ez
)x( λ
λ− z
)y
is real analyti on (−∞, λ) it is analyti on the strip
S = (−∞, λ)+ iR. However, sine R > 1, or log(1−r
r
) < λ this implies that z 7→ 1+ r
1−r
ez
has a zero in the strip S namely z0 = ipi+ log(
1−r
r
). But the fat that x is not an integer
prevents z 7→
(
1+ r
1−r
ez
)x
from being analyti on z0 and we get the desired ontradition.
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