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Abstract—The recent reduction in telecommunications spend-
ing has increased the importance of network planning to improve
the return on investment on the existing network infrastructures.
Therefore, tools that help in maximizing the bandwidth efﬁciency
of the network at a minimum cost are essential. Previous work
in this area focused on increasing bandwidth efﬁciency and
reliability. In this work, in addition to increasing the bandwidth
efﬁciency, we address the complexity of network management
and operations. This issue is explicitly addressed by our novel
framework, a simple polynomial time algorithm (SimPol)t h a t
achieves optimum network performance (in terms of congestion
or bandwidth consumption) using only a small number of paths.
The problem formulation is based on splittable multicommodity
ﬂows. Using SimPol we show that the total number of paths
is at most k + m,w h e r ek and m are the numbers of de-
mands and edges in the network, respectively. We extend the
basic framework into an integer programming formulation to
address the tradeoff between network congestion and the total
number of paths. We also use SimPol to address the problem
of implementing path/link policies such as bandwidth-limited
paths. The performance of SimPol is evaluated through extensive
simulations. We ﬁnd that for large number of demands the LP-
based framework provides a near-optimal solution of almost one
path per demand. Using the integer programming approach, we
can get exactly one path while losing about 10% to 50% in
congestion depending on the number of demands. This congestion
is, however, far better than the traditional shortest path routing.
The framework is general and can be used in capacity planning
for transport networks such as MPLS and ATM.
I. INTRODUCTION
In all transport networks such as Frame Relay, MPLS, ATM,
etc., there is a considerable amount of effort spent on network
planning [1], [30], [18]. Planning is necessary to determine
the required network capacity as well as to design efﬁcient
network management systems. Typically, service providers
perform network planning on an annual or semi-annual basis
[1]. Network planning is based on trafﬁc measurements and
forecasts [7]. During the planning phase, network paths are
provisioned to handle predicted trafﬁc demands. In general,
provisioning trafﬁc ﬂows over a single path could result in
trafﬁc imbalances leading to poor network utilization [28].
However, by splitting the trafﬁc demand across many paths it
is possible to improve the over-all network utilization through
better load balancing [4]. Allowing trafﬁc splitting raises two
important issues, namely, the selection of routing paths and
the number of paths required. In this paper, we address the
problem of determining the number of paths required to meet
the predicted trafﬁc demands while ensuring optimal network
performance. We also address congestion tradeoff issues with
respect to the total number of paths required.
From a network management perspective it is desirable to
minimize the number of paths. Multiple paths create signiﬁcant
overhead in terms of set up and maintenance. As the number
of paths per demand increases, bandwidth per path, and hence,
the statistical multiplexing gain decreases. In some special
cases such as in MPLS networks there may even be restrictions
(label space) that may limit the number of paths that can be
provisioned in the network [9]. Furthermore, it is essential
to have an estimate of the number of paths that must be
monitored. This knowledge helps to optimize the management
infrastructure that is required to manage customer service
agreements. In this work using the splittable multi-commodity
ﬂow problem we deﬁne the problem of determining the
minimum number of paths required to satisfy a given trafﬁc
demand matrix while ensuring optimum utilization of network
resources.
Multi-commodity ﬂow formulation has been widely used
in solving different network optimization problems. Each of
these problems differ in terms of their objective function.
For example, a deterministic, multirate, multi-commodity ﬂow
problem is used in [18] [19] to maximize network revenue in
ATM networks. In [1], the authors use a multi-commodity ﬂow
formulation to solve the problem of optimizing the restoration
capacity of a network. Multi-commodity ﬂow primitives have
also been used to design minimum interference routing paths
for provisioning dynamic demands [11]. The objective func-
tion in our work differs signiﬁcantly from previous work. We
minimize two objectives (viz) congestion and the number of
paths, through the use of a polynomial time algorithm.
A. Problem Motivation
Multi-path routing is necessary to achieve optimum network
utilization. An evaluation of multi path routing schemes was
done by Nelakuditi and Zhang [20]. The authors proposed a
dynamic multi-path routing algorithm. The goal of their work
was to minimize the blocking probability for demands while
still minimizing the total number of paths. In this work we
consider a similar objective function in terms of minimizing
the number of paths for static network planning scenarios.
In this paper we present a polynomial time algorithm
(SimPol) to determine the number of paths that satisﬁes a given
trafﬁc demand matrix while optimally utilizing the network.
We show that it is possible to obtain a near optimal solution
that minimizes the congestion as well as the number of paths.
The context for the application of this algorithm could be
either a green-ﬁeld scenario or an off-line re-optimization
0-7803-8356-7/04/$20.00 (C) 2004 IEEE IEEE INFOCOM 2004of a transport network. Our work assumes that a reasonable
estimate of the trafﬁc demand matrix is known in the net-
work planning phase [8]. Trafﬁc demands are assumed to be
aggregated and point to point.
In the SimPol algorithm we use an LP-formulation of the
multi-commodity ﬂow problem to minimize congestion. The
optimal path layout scheme obtained from SimPol can be
used to design network capacity as well as a good network
management system [16], [26]. The results of our algorithm
have been tested on several different simulated topologies. The
performance criteria used to evaluate the algorithm are (1)
the average number of paths obtained per demand and (2)
the maximum congestion on the network. We also compare
our results with the standard shortest path routing scheme.
Our results are corroborated by the extensive simulation-based
studies in [20], where the authors considered the dynamic case.
They show that near-optimal performance of the network can
be attained using only a few paths for a given demand.
Contributions of our work: The main contribution of
our work is a framework for network planning that uses a
polynomial time approximation algorithm. The framework can
be used to solve a splittable multi-commodity ﬂow problem
with optimum network utilization and with at most k + m
paths, where k is the number of demands and m is the number
of edges in the network. This implies that if the number of
demands is greater than the number of edges, SimPol provides
a 2-approximation algorithm and on the average each demand
uses less than two paths. We show a provable worst-case
approximation factor for the algorithm. We extend this frame-
work by using integer linear programming to accommodate
two different network optimization applications.
The rest of the paper is organized as follows. Section
II provides the basic problem formulation along with some
related work. The polynomial time framework is presented in
Section III. Extensions to this framework for other constraints
and the integer programming formulation are described in
Section IV. The practical applications of this framework is
discussed in Section V. Simulation results are provided in
Section VI, and is followed by a discussion of the results and
conclusions in Section VII and Section VIII.
II. PROBLEM FORMULATION
Consider an undirected network G(V,E) of n nodes and
m links. The current capacity of a link e ∈ E is denoted by
c(e). This is the bandwidth that can be routed on link e.A l s o
we are given a set of k demands. Each demand is deﬁned
b yat r i p l e(si,t i,d i), where si is the source (ingress router),
ti is the destination (egress router), and di is the bandwidth
requested from si to ti. Our goal is to ﬁnd a set of paths
or routes on which we can send all the given demands. In
determining the set of paths, if we are restricted to assigning
only one path for each demand, we call it an unsplittable
ﬂow. However, if we are allowed to send the ﬂow for each
demand on more than one path, we call it a splittable ﬂow. As
described in the introduction, better network performance can
be achieved through the use of splittable ﬂows. For network
design, we want to use the best performance of the network
in terms of congestion or total bandwidth consumption. One
disadvantage of splittable ﬂows is that we may end up with
too many paths. Hence our goal is to minimize the total
number of paths used to satisfy the given demands while
ensuring the best performance of the network. The following
objective functions are used to deﬁne the best performance
of the network.
• Minimizing Congestion MinCon:
In the MinCon problem, we want to minimize the
maximum congestion on the links of the network. The
congestion on any link e is deﬁned as the ratio between
bandwidth consumption on the edge b(e) to the capacity
of the edge c(e). For minimum congestion ratio, we want
to reduce b(e) on any given edge.
• Minimizing Bandwidth Consumption MinBan:
In MinBan we want to minimize the total bandwidth
consumption on the network. A given trafﬁc demand may
be assigned to a single path or it could be balanced among
multiple paths. The goal of this problem is to minimize
the sum of all the bandwidth consumptions on all the
edges of the network.
Algorithm A is an α-approximation for an optimization
problem if the cost of the output of A is at most α times the
optimum solution. Furthermore, we call an algorithm A an
(α,β)-approximation for MinCon problem if the congestion
of the output of A is at most α times the optimum congestion
and A has at most β times the minimum number of paths
to route all demands (in minimum congestion). We use γ-
approximation for MinCon instead of (1,γ)-approximation for
MinCon according to the above deﬁnition.
A. Complexity Issues and Related Work
Both MinCon and MinBan problems are NP-complete. The
MinCon problem is a generalization of the unsplittable ﬂow
problem [14], [6]. The Unsplittable Flow Problem (UFP)
has been considered in several prior works. Klienberg [13]
provides a comprehensive background on these problems. In
fact, we state a stronger theorem, and show the tightness of
our approximation factor.
Theorem 2.1: Given an undirected graph G =( V,E) and a
set of demand triples (si,t i,d i) (1 ≤ i ≤ k), it is NP-Complete
to decide if there is a multicommodity ﬂow of congestion at
most 1 which can be routed using k + m − 2 paths.
Proof: We give a straightforward reduction from the PARTI-
TIONING problem. In PARTITIONING, we are given a set
of numbers {d1,d 2,...,d k} such that

1≤i≤k di = B.T h e
goal is to decide if there is a subset of di’s whose summation
is B
2 . Given an instance of PARTITIONING, we construct
an instance of MinCon such that there is a multicommodity
ﬂow of congestion less than 1 with at most m + k − 2 paths.
Consider the graph G =( V,E) with V (G)={s,t}. There
are two edges of capacity B
2 between s and t. Corresponding
to each number di, we put a demand of value di between s and
t i.e., a triple (s,t,di). Now, deciding if this ﬂow is routable
with a congestion of one via k + m − 2 paths is equivalent
0-7803-8356-7/04/$20.00 (C) 2004 IEEE IEEE INFOCOM 2004to solving the PARTITIONING problem. The result follows
from the NP-completeness of PARTITIONING.
Many approximation algorithms for unsplittable ﬂow prob-
lem are based on ﬁnding a splittable ﬂow by solving a
linear program. After solving a linear programming relaxation,
we may end up with many paths for each commodity and
we need to round the solution in a suitable way to obtain
an approximation solution for UFP. Three main questions
regarding UFP are: minimizing congestion, maximizing the
routable demand, and obtaining the number of rounds to
route all commodities unsplittably (given hard capacities). In
order to minimize congestion, Raghavan and Thompson [22]
give an O(logn) approximation algorithm using randomized
rounding method. In fact, using Chernoff bound they proved
that if we round the fractional ﬂow to an unsplittable ﬂow,
we lose a factor of O(logn) in expectation. For maximizing
routable demand, Guraswami et. al. [10] proved that UFP
is hard to approximate within a factor of m1/2−  for any
 >0 in directed networks. Kolman and Scheideler [15]
provide a O(
√
m) approximation via a greedy algorithm. In
the case of single-source UFP where all demands are from a
single source, constant factor approximations are known for
all three of the above-mentioned problems. Dinitz, et.al., [6]
have shown how to change a fractional ﬂow to an unsplittable
ﬂow by violating each link by at most the maximum demand.
Based on this algorithm, they have a 5-approximation for
minimizing congestion, 4.43 approximation for maximizing
the routable demand, and 5 approximation for minimizing the
number of rounds to route all the demands. Note that this
result implies a (5,5)-approximation algorithm for MinCon
in the case of a single-source unsplittable ﬂow problem. For
the single commodity case, Baier, et.al. [3] considered the
maximum routable demand when there is a bound on the total
number of paths. They have constant factor approximations for
that problem. They also considered the multicommodity case
when there is a bound on the number of used paths for each
demand. Their objective function is to maximize the routable
demand and is different from ours. The difference between
MinCon and UFP is that we are not restricted to only one
path for each demand and we want to use the best performance
of the network. In MinCon the best performance corresponds
to minimizing the congestion in the network while the total
number of paths is not very large.
Another related problem is to send the multicommodity
ﬂow in the minimum number of rounds respecting capacity
of edges at each round. Here, we discuss the approximability
of this problem. There are two variants of this problem: in one
variant, demands can be split and be sent in different rounds.
This variant is equivalent to minimize the congestion and
O(logn) approximation is possible. If each demand should
be sent in one round, the approximability of this problem is
equivalent to approximability of UFP problem and thus it is
not approximable better than a factor
√
m. Proofs of these
observations are straightforward and are omitted here.
III. SIMPLE POLYNOMIAL TIME FRAMEWORK : SimPol
In this section we propose a three step LP formulation
framework that provides a polynomial time approximation
algorithm for the MinCon and the MinBan problems. These
problems can be formalized as linear programs in different
ways. One way is to model the amount of ﬂow according to
demand j on edge e as the variable Xj
e. Now, it is sufﬁcient
to write ﬂow preserving constraints on the nodes for each
demand and also capacity constraints for each link. We call this
LP, edge-demand LP. The size of this linear program (LP) is
polynomial, and can be solved in polynomial time. The edge-
demand LP is formulated as follows.
Minimize C (1) 
1≤j≤k
Xj
e ≤ Cce ∀e ∈ E(G) (2)

e=uv
Xj
e −

e=vu
Xj
e =0 ∀u  = sj ∈ V,j ∈ D (3)

e=sjv
Xj
e −

e=vsj
Xj
e = dj ∀j ∈ D (4)
Xj
e ≥ 0 ∀j ∈ D,e ∈ E(G) (5)
where C corresponds to the maximum congestion on the
edges, and is the parameter being minimized by this LP. Xj
e
is the amount of ﬂow on edge e corresponding to demand j.
Constraint (2) corresponds to congestion on edge e and con-
straints (3) and (4) correspond to ﬂow preserving constraints
on the nodes.
Using this LP we can ﬁnd the amount of ﬂow on each edge
corresponding to each demand. Each ﬂow can be decomposed
into a set of paths. After this decomposition, we may end up
with at most m paths for each demand. Since we may remove
one edge at each step of the decomposition, the number of
paths for each demand is at most m.
Another way of formulating MinCon with linear program-
ming is to assign a variable yj
r to the amount of ﬂow on each
path r from sj to tj. We call this formulation the route-demand
LP. Again, we write the capacity constraint for each edge. In
this case the ﬂow conservation constraints are captured by
using a set of admissible paths Rj for each demand j from
sj to tj.T h eroute-demand LP is depicted below.
Minimize C (6) 
r∈Rj
yj
r =1 ∀j ∈ D (7)

j∈D

r∈Rj,e∈r
yj
rdj ≤ Cce ∀e ∈ E(G) (8)
yj
r >=0 ∀j ∈ D,r ∈ Rj (9)
where C again corresponds to the maximum congestion on
the edges.
The ﬂaw of the route-demand LP formulation is that the
number of possible paths between sj and tj may be expo-
nentially large. We can apply column generation techniques
to solve this LP without writing the whole LP explicitly,
i.e. we can ﬁnd the basic feasible solution, check if they
are optimum using a shortest path computation, and change
the basis accordingly. However this technique does not solve
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algorithm is needed.
On the other hand, the advantage of the route-demand
LP in terms of the number of paths, is that the number of
constraints is only m + k. Therefore, there is an optimum
solution corresponding to a basic feasible solution for this LP
with at most m + k nonzero variables. In other words, the
number of paths used in this solution is at most m + k.I n
order to take the advantage of the route-demand LP and to
resolve its ﬂaw, we suggest the following polynomial time
framework SimPol:
• Initial ﬂow: Solve the edge-demand LP to get a ﬂow Xj
for each demand j.
• Decomposition: For each demand j, decompose Xj into
a set of at most m paths. Call this set of paths for demand
j, Rj.
• Path selection Find an optimum basic feasible solution
to the route-demand LP with Rj as the set of candidate
paths
Using this framework the size of the second LP is polyno-
mial (and in fact very small). Furthermore, since we are using
the same set of paths generated from the edge-demand LP, we
can get the same solution in terms of optimum congestion.
In addition, an optimal basic feasible solution for the second
LP has at most m+k nonzero variables. This means that we
can route all the demands with the best possible congestion
and use at most m + k paths. Note that the bandwidth
allocation for different paths obtained from this framework is
not split equally among the different paths for a given demand.
However, the bandwidth allocations obtained do achieve the
minimum possible congestion.
The same framework can also be used to minimize the
total bandwidth consumption MinBan. We can formulate the
problem again using the edge-demand and route-demand LP’s
as shown below:
Minimize

1≤j≤k,e∈E(G) Xj
e (10)

1≤j≤k
Xj
e ≤ ce ∀e ∈ E(G) (11)

e=uv
Xj
e −

e=vu
Xj
e =0 ∀u  = sj ∈ V,j ∈ D (12)

e=sjv
Xj
e −

e=vsj
Xj
e = dj ∀j ∈ D (13)
Xj
e ≥ 0 ∀j ∈ D,e ∈ E(G) (14)
Min

1≤j≤k,r∈R(j) dj ∗ l(r) ∗ yj
r(15)

r∈Rj
yj
r =1 ∀j ∈ D (16)

j∈D

r∈Rj,e∈r
yj
rdj ≤ Cce ∀e ∈ E(G) (17)
where l(r) for r ∈ R(j) is the number of edges on route r.
We solve the ﬁrst LP, decompose its solution, and feed the
set of candidate paths to the second LP. By solving the second
LP, we will get the best possible bandwidth consumption and
the total number of used paths is at most m + k.
Theorem 3.1: All k demands can be routed with optimum
network performance (in terms of minimum congestion and
minimum bandwidth consumption) using at most m+k paths,
where m is the number of edges in the network. Furthermore
this routing can be found in polynomial time. In particular, if
the number of demands k, is large compared to the number
of edges, namely if k ≥ m, the above algorithm gives a 2-
approximation algorithm for MinCon.
Proof: We observe that for each demand at least one path
is required, thus the total number of paths is at least k.T h e
result follows from above discussion. We discuss how to ﬁnd
a basic feasible solution in the subsection.
For the greedy decomposition, we describe a proof of the
above theorem which says that if we use a greedy decom-
position, we can decompose a basic feasible solution of the
edge-demand LP to at most m + k paths. This proof is done
by constructing a basic feasible solution to the route-demand
LP, and uses insight from this LP to prove the result. We thank
F. Bruce Shepherd for kindly providing this proof.
Consider the greedy ﬂow decomposition of the ﬂow X on
edges. For each commodity Xi, we ﬁnd a directed path P
from si to ti in the support of Xi.L e t∆1 = mina∈P Xi
a.W e
send ∆1 ﬂow down P1 and reduce Xi accordingly. Then we
repeat this process until we have decomposed Xi into ﬂow
paths Pi
1,Pi
2,...,Pi
li. Suppose we sent ﬂow ∆i
j on path Pi
j;
hence

j ∆i
j = di. Let the resulting path vector be y.
We claim that after this decomposition, y is a basic feasible
solution to the second LP, thus it has at most m + k paths.
To see this, suppose that y is not basic and so it can be
written as 1
2(ˆ y + ˜ y), where ˆ y  = ˜ y. These two new solutions
can be used to deﬁne solutions for the edge-demand LP
as well. In particular for each commodity i and each arc
a for instance deﬁne ˜ xi
a =

P∈Psi,ti ˜ yi(P). Similarly we
may deﬁne another vector ˆ x and clearly we then have that
x = 1
2(ˆ x + ˜ x). But then since x was basic, we must have
ˆ x = ˜ x, but we show that this is impossible by our choice of
path decomposition. Indeed, we can ﬁnd a minimum value j
such that for some commodity i ˜ yi(Pi
j)  = ˆ yi(Pi
j). One such
value exists since ˆ y  = ˜ y. But then by our choice of the Pi
j’s,
there is an arc a ∈ Pi
j that does not lie on any Pi
j with j  >j .
But then ˜ xi
a  =ˆ xi
a. This is a contradiction with the way we
choose our paths.
A. Finding the basic feasible solution
See Appendix.
IV. EXTENSIONS TOT H ESimPol FRAMEWORK
In this section we describe extensions to the SimPol frame-
work that shows its usefulness for a general network optimiza-
tion problem.
A. Integer Programming Formulation for Congestion vs. Num-
ber of Paths Tradeoff
In the last section, using the route-demand LP we provide
an easy way to decompose a given multicommodity ﬂow into
a few number of paths in polynomial time. We can write an
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between congestion and the total number of paths used. The
integer program can be written as follows:
Minimize

j∈D,r∈Rj zj
r (18)

r∈Rj
yj
r =1 ∀j ∈ D (19)

j∈D

r∈Rj,e∈r
yj
rdj ≤ αCce ∀e ∈ E(G) (20)
zj
r ≥ yj
r ≥ 0,zj
r ∈{ 0,1}∀ j ∈ D,r ∈ Rj (21)
where zj
r is the zero-one variables, which is one if and
only if path r is used i.e., yj
r > 0. The parameter to be
optimized is the total number of used paths. C is the best
possible congestion obtained from the edge-demand LP. We
can set the parameter α to be of any desired value. Thus for a
given congestion αC, we can guarantee that the the solution
to the above LP results in a feasible set of paths. We can
also compromise on the congestion factor depending on our
application and get better solutions in terms of the number of
paths.
Notice that we cannot formalize our objective function i.e.,
the number of paths in the edge-demand LP-formulation. On
the other hand, the size of the above integer linear program
is very crucial in terms of running time, therefore we cannot
consider all possible (exponentially many) candidate paths for
each demand. Instead, we ﬁrst run the edge-demand LP, ﬁnd
a set of paths, solve the route-demand L Pt oﬁ n dan e w
set of paths, and feed it to the above integer program. This
reduces the size (total number of paths) of the integer program
substantially.
• Initial ﬂow: Solve the edge-demand LP.
• Decomposition: Decompose this ﬂow into a set of paths
for each demand j, Rj.
• Path selection Solve the route-demand L Pt oﬁ n dan e w
set of candidate paths for each demand, R 
j for demand
j.
• Integer linear program Relax the congestion constraint
by a desirable factor, α>1. Solve the above integer
linear program to minimize number of paths using R 
j as
the set of candidate paths.
Using this method, we achieved a signiﬁcant improvement
on the total number of paths while maintaining near optimum
congestion.
B. Limited Bandwidth assignment: LimBan
In addition to the problem of minimizing congestion we
consider another constraint where a single path can not be
assigned more than a fraction β of the available bandwidth
on each edge. Thus, the factor β aims at keeping the path
bandwidth relatively small compared to the edge capacities
in the network. To achieve this, it may be necessary to split
a path into two or more paths. We call this multicommodity
ﬂow problem with the new constraint LimBan problem. In
an instance of LimBan problem, in addition to the network,
capacities on the edges and demand triples, we are given a
constant β. A solution to LimBan is to ﬁnd a set of paths
that satisﬁes all demands while minimizing the maximum edge
congestion. The solution must also satisfy the above bandwidth
allocation constraint using only a small number of paths. From
now on, we assume that 1
β is an integer number.
First we observe that the number of paths in the LimBan
problem is dependent on the size of the demand as compared
to the minimum link capacity. Notice we may need dmax
Cmin paths
in the general case, where dmax is the maximum demand on a
path and Cmin is minimum link capacity in the network. In the
case of β =1the LimBan problem is related to the problem
of minimizing the number of rounds [14]. There is no known
constant factor approximation for the multi-commodity case
but exists in the single source case [6]. Therefore we make
the natural assumption that dmax ≤ Cmin [14]. Now we can
show that this new problem LimBan can be reduced to the
MinCon problem by splitting the edges of G to form a new
graph G . Notice that given this assumption, MinCon is the
same as the LimBan problem with β =1 . For the remainder
of the discussions on LimBan the above assumption on the
size of the demands (dmax ≤ Cmin) holds.
Given an instance G(V,E) with capacity function c :
E(G) → N, we construct a network G (V,E) as follows:
G  has the same set of nodes i.e., V (G )=V (G) and
corresponding to each edge e ∈ E(G) we put t =   1
β  parallel
edges e1,...,e t with capacities c(ei)=βc(e) for 1 ≤ i ≤ t
( 1
β is integer). Clearly, any solution to MinCon problem on
G  is a feasible solution of LimBan on G. From Theorem 3.1,
we know that there exists an upper bound on the number of
paths (k + 1
βm) for the best possible congestion on G .T h e
following theorem shows that the best possible congestion for
MinCon on G  is at most twice the best possible congestion
for LimBan on G.
Theorem 4.1: Using the above deﬁnition of G and G ,i f
P is a feasible solution of LimBan on G with congestion
C consisting of p paths, there is a feasible solution for the
problem MinCon on G  with congestion at most 2C and at
most p paths.
See Appendix for proof. The above theorem shows that
there is a theoretical upper bound on the number of paths for
LimBan on G using at most k + 1
βm paths with a congestion
of 2C. It means that we may not get satisfactory results in the
worst case using this method. Therefore we extend the SimPol
framework to solve LimBan by formulating an integer linear
program.
Integer Programming Formulation
Here, we describe another application of our framework to
address LimBan problem. We can formalize LimBan problem
as the following integer linear program:
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
j∈D,r∈Rj zj
r (22)

r∈Rj
yj
r =1 ∀j ∈ D (23)

j∈D

r∈Rj,e∈r
yj
rdj ≤ αCce ∀e ∈ E(G) (24)
yj
r ∗ d(j) ∗ b(r)−1 ≤ zj
r ∀j ∈ D,r ∈ Rj (25)
yj
r ≥ 0,zj
r ∈ N ∀j ∈ D,r ∈ Rj (26)
where zj
r =  
y
j
r∗d(j)
b(r)   and b(r) is the maximum bandwidth
we can assign to a path on route r. The parameter to be
optimized is the total number of used paths. C is the optimum
congestion obtained from the edge-demand LP. Since the
maximum allowable bandwidth for each path depends on
all edges on the path, the edge-demand LP cannot capture
the objective function for the LimBan problem. The above
integer program allows us to consider the maximum allowable
bandwidth on different paths separately and distribute the ﬂow
among different paths depending on their maximum allowable
bandwidth. In our simulation results we compare the results of
this integer linear program with a naive manual decomposition
of the ﬂows obtained by the SimPol framework.
V. APPLICATIONS
In the following section, we describe potential ways of
utilizing the Simpol framework and its extensions to address
practical problems that Network Service Providers, or network
operators, face in the planning and operation of their networks.
Note that a network operator would need to choose a subset
of these applications based on the speciﬁc needs since some
of these applications have conﬂicting goals.
• Number of paths in MPLS routing: There is a tradeoff
between the number of paths and the network’s opera-
tional complexity. The set-up and maintenance of paths
result in overhead for the network operator. When there
is more than one path for a given endpoint pair, it
may be necessary to perform unequal trafﬁc splitting at
the network ingress to do load balancing between these
paths. As pointed to in [23], unequal splitting can be
provided by manually setting up rules that relate the
routing preﬁxes to particular paths. This process requires
trafﬁc measurements at the level of routing preﬁxes, and
increases the network operations cost. Furthermore, it
may not be possible to achieve the ideal split of the
trafﬁc, resulting in non-optimal routing behavior. Once
a path is set-up, trafﬁc measurements through SNMP or
similar mechanisms is essential to make sure that the
network is operating as planned to provide the required
service quality to its customers. Hence, reducing the
number of paths reduces the network’s operational cost.
The Simpol framework provides a small number of paths
for a given trafﬁc demand matrix without compromising
on maximum congestion in the network.
• Flexible tuning of number of paths for optimal ca-
pacity planning: A network operator would want to
further reduce the number of paths at the expense of
increased congestion at some of the links. The increase in
congestion would be acceptable especially if the network
has been overprovisioned. In such a network, the main
constraint would be to reduce the operations cost. The
integer programming extension, introduced in Section IV,
addresses this tradeoff through the parameter α.F o ra
given network, proper choice of α would result in only
a single path per demand, thus avoiding the complicated
task of manually setting-up special ﬁlters to provide path
selection based on routing preﬁxes. This result is also
useful even if the network operator prefers to adapt the
IGP metrics to reﬂect the path layout in an IP network
without actually setting up the paths as described in [23].
• Incorporate policies in path selection: Limited band-
width assignment framework, introduced in Section IV,
prevents a single path from dominating the total band-
width of a link. The factor β aims at keeping the path
bandwidth relatively small compared to the link sizes
to avoid reroute failures. This constraint is useful to
handle link failures or link maintenance, where a network
operator takes the link down for maintenance purposes. In
either case, all paths going through the affected link have
to be rerouted. Rerouting can be performed automatically
by the originating node of the path or performed manually
by the network operator. When a path with large band-
width is to be rerouted, it is possible that there would
be no single end-to-end path with the required amount
of residual bandwidth. This leads to a reroute failure,
which can be handled by manually splitting the original
path demand into multiple smaller paths and attempting
to route these demands sequentially. This solution is
only possible for network operator-initiated rerouting
attempts, and would increase the network’s operational
cost. If an edge-router-initiated re-routing attempt fails,
the communication between the path endpoints will be
interrupted. Our formulation solves this problem during
the path design phase, and alleviates the problem of
manually splitting paths during failures or maintenance
downtimes. Note that this approach increases the number
of paths per demand to address the issue of successful
path restoration.
• Applications of un-reserved capacity: The MinCon
problem aims at minimizing the maximum congestion on
the links of the network. This optimization in fact maxi-
mizes the unreserved bandwidth at the most congested
link. Note that this is important since the unreserved
bandwidth can be used in a number of ways. For example,
the network operator would decide to resize the paths
based on trafﬁc measurements. Reducing the maximum
congestion increases the chance of allocating more band-
width to paths without having to change the routing
due to insufﬁcient bandwidth. Furthermore, to handle
link failures, some paths may need to be rerouted. The
MinCon problem increases the available bandwidth for
restoration paths. Another application for the unreserved
bandwidth is to handle trafﬁc that does not ﬂow through
the established paths. For example, the paths can be
used for trafﬁc that requires a certain Quality of Service
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bandwidth over the network. The MinCon problem results
in more bandwidth available for best-effort trafﬁc over
the links with maximum congestion. Similarly, network
operators could establish new paths to handle short-lived
trafﬁc using the unreserved bandwidth in the network. An
algorithm like MIRA [11] can be used to set up paths
using the unreserved bandwidth over the network.
VI. SIMULATION RESULTS
The performance of the SimPol algorithm was studied
on several different simulated topologies. SimPol has been
evaluated on known topologies that have been used in pre-
vious work. Most of these topologies are relatively small and
provide an intuitive understanding of our framework. We also
generated large topologies using BRITE [17]. The BRITE
topology generator uses a Waxman model to generate ﬂat
topologies [29]. The model parameters used were alpha =
0.15 and beta =0 .20, where alpha captures the relationship
between short and long edges and beta measures the degree
of connectivity in the network. We generated two sets of
topologies, the ﬁrst set had 100 nodes with 200 bidirectional
edges and the second set had 60 nodes with 120 bidirectional
edges. The linear programs in SimPol were solved using the
commercially available CPLEX solver [5]. We used CPLEX
since it is based on simplex and automatically produces basic
solutions for an LP. In our simulation scenarios, the trafﬁc
demands are uni-directional with equal bandwidth requirement
for a given endpoint pair in opposite directions. The framework
also works well for asymmetric demands. The edge capacities
are obtained from a uniform distribution over the range of [50,
200] bandwidth units. In each simulation scenario, we report
the total number of paths obtained in the edge-demand LP,
in the route-demand LP, and in the integer program. We also
report on the congestion in the network. In some cases, the
value of congestion is greater than 1. This congestion is a
scalable factor of the demand values and does not affect our
path layout scheme. It is only used as a relative measure of
congestion for comparing with shortest path.
A. SimPol on Known Topologies
SimPol was run on 4 different known topologies: (1) a
regular topology that has a lattice like structure [31], (2) the
KL topology [11], (3) NSF-Net map topology [18] and (4) a
US map topology [20]. Table I shows the results for the known
topologies. First we would like to point out that, as expected,
from Theorem 3.1 the total number of paths obtained using
the route-demand LP is always less than k +m. C represents
the best possible congestion that could be obtained for this
network.
It is interesting to note that the edge-demand and the route-
demand LP’s have comparable, if not the same number of
paths. This is due to the fact that the simplex solver in the
edge-demand LP returns a bfs for the route-demand LP (proof
shown in Section II). By increasing the congestion by 10%
we observe that on the average we have a gain of 6% in
terms of the number of paths. We see that for these topologies
Top. m k C LP(1) LP(2) IP(1.1) IP(1.5)
Reg 58 8 1.27 13 12 12 10
KL 56 90 2.13 111 101 93 90
NSF 20 56 1.43 60 60 57 56
US 58 30 4.07 34 33 30 30
TABLE I
PERFORMANCE OF SimPol ON KNOWN TOPOLOGIES. m:N UMBER OF
DIRECTED EDGES, k:N UMBER OF DEMANDS, C:C ONGESTION,L P 1 :
edge-demand,L P ( 2 ) : route-demand, IP(1.1), IP(1.5) INTEGER PROGRAMS
WITH α =1 .1,1.5
n m k C LP(1) LP(2) IP(1.1) IP(1.5)
60 240 20 0.15 54 48 37 28
60 0.37 128 104 79 63
100 0.43 193 164 122 101
140 0.57 242 202 157 140
180 0.83 254 224 191 180
220 0.94 310 271 226 220
260 1.31 328 291 262 260
300 1.41 380 338 302 300
340 1.41 430 402 345 340
100 400 40 0.35 67 52 50 43
200 0.87 293 251 235 200
400 1.07 571 519 415 400
TABLE II
PERFORMANCE OF Simpol WITH RANDOM TRAFFIC DEMAND MATRIX.n:
NUMBER OF NODES, m:N UMBER OF DIRECTED EDGES, k:N UMBER OF
DEMANDS, C:C ONGESTION,L P 1 :edge-demand,L P ( 2 ) : route-demand,
IP(1.1), IP(1.5): INTEGER PROGRAMS WITH α =1 .1,1.5
our SimPol (even without integer program step) framework
performs extremely well.
B. SimPol on Large Topologies
In each of our large topology examples we used two types
of demand matrices. In one case we used a random demand
matrix where the bandwidth for each trafﬁc demand was drawn
from a uniform distribution over a range of [5, 40] bandwidth
units. We also studied a ﬁxed demand case where all source-
destination pairs have the same demand of 22 bandwidth
units. The number of demands in each case varied as 40,
200, and 400 demands. The results for the 60-node and 100-
node networks with random demand distribution is shown in
Table II.
Again we see that the total number of paths from the
route-demand LP is less than k + m. Interestingly, for large
topologies, we notice that the route-demand LP does improve
the number of paths as compared to the edge-demand LP
by about 12%. Therefore, doing the second LP improves by
this factor, even though the provable worst case number is
m + k in both cases. Also we see that by compromising on
the congestion it is possible to reduce the total number of
paths. For a congestion factor of 1.1, we get a gain of 26% in
the number of paths while for a congestion factor of 1.5 we
get a gain of 34%. It is interesting to note that by increasing
the congestion to a factor of 1.5 we observe that for large
demands we only use one path per demand. Furthermore as
the number of demands increases we observe that even with a
slight increase in congestion to 1.1 we can get almost 1 path
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in
paths
20 54 0.15 34 0.19 37
60 147 0.31 109 0.39 26
100 223 0.43 156 0.54 30
140 270 0.57 201 0.71 26
180 319 0.83 263 1.04 26
220 385 0.94 318 1.18 17
260 489 1.31 444 1.64 9
300 560 1.41 502 1.76 10
340 501 1.41 428 1.76 15
TABLE III
PERFORMANCE OF LimBan WITH RANDOM TRAFFIC DEMAND
MATRIX.NUMBER OF NODES = 60, NUMBER OF EDGES = 120, α =1 .25,
k:N UMBER OF DEMANDS, C:C ONGESTION,M L P :M ODIFIED
edge-demand LP, LB:LimBan IP
per demand. For the ﬁxed demand case the results are tabulated
in Table V in the Appendix. From Table V we see that in a
60-node network even for a small increase in congestion of
10%, in the case of large demands we obtain only one path
per demand. On the average, the improvement in the route-
demand LP is about 14% while it is 27% and 35% for the
congestion factors of 1.1 and 1.5, respectively.
C. Application of SimPol for LimBan
The SimPol framework was extended to the LimBan appli-
cation. LimBan limits the bandwidth of a path over a link
to a certain fraction α of the link bandwidth. As described in
Section IV, we incorporate the bandwidth restriction explicitly
by writing an integer program in the second step of the SimPol
framework. We compare the number of paths obtained from
the LimBan integer program to that obtained by manually
decomposing the edge-demand LP. In the manual decomposi-
tion we solve the MinCon problem and selectively decompose
only those paths that violate the bandwidth constraint. The
results are tabulated in Table III. Note that both of these
methods (manual path selection and integer programming
based algorithm) give better results compared to the case of
splitting every edge into 1
β edges and solving the MinCon
problem on that network.
Notice that since we allow splitting the paths obtained
from the edge-demand LP, the upper bound k + m on the
number of paths does not hold. When compared to the manual
decomposition, we get about 22% reduction in the number of
paths by explicitly taking into consideration β, the bandwidth
restriction on the path. This reduction in the number of paths
is obtained by allowing an increase in congestion to 1.25
times the best possible congestion. Note that the change in
the percentage gain for different number of demands is due to
the maximum demand value and the minimum link bandwidth,
both of which are randomly chosen in the simulated scenarios.
VII. DISCUSSION
In this section we provide a discussion on the performance
of the SimPol framework as well as the extensions to the
k C CD CSP Imp.
in
C
ﬁxed
200 1.23 1.84 3.52 1.91
400 1.41 2.1 5.72 2.72
Random
200 0.87 1.3 2.78 2.13
400 1.07 1.6 5.08 3.17
TABLE IV
COMPARISON OF Simpol WITH SP: Shortest Path SCHEME. 200 NODE
NETWORK. RANDOM AND FIXED TRAFFIC. k:N UMBER OF DEMANDS, C:
BEST CONGESTION, CD: CONGESTION FOR α =1 .5 AND NUMBER OF
PATHS = NUMBER OF DEMANDS, CSP:S HORTEST PATH CONGESTION
framework. As described in our simulation results, the overall
network performance in terms of congestion can be signiﬁ-
cantly improved by using multi-path routing. The framework
presented in this paper is a useful tool to evaluate tradeoffs
between network congestion and the number of paths required
per demand.
Comparison with Shortest-Path routing:
The goal of the SimPol framework was to optimize net-
work performance in terms of minimizing congestion using
a small number of paths per demand. Table IV compares the
performance of SimPol with respect to shortest-path routing
(minimum-hop routing). The Table shows results for both the
ﬁxed and random demand cases for the 200 node network. The
performance was similar in the case of the 60 node network
and is shown in Figure 1.
A comparison of the congestion incurred in the shortest path
scheme versus the SimPol framework for the 60-node network
is shown in Figure 1. From Figure 1, the simulation results,
and the Table IV, we observe that for a 65% increase in the
number of paths the congestion in the network can be reduced
to less than 4 times the congestion in shortest-path routing.
When the number of paths is equal to the number of demands,
the congestion from the SimPol framework (using a value of
1.5 for α) is on the average 2.5 times less congested than in the
shortest-path scheme. Note that this congestion factor could
be improved by a smaller value of α in the range of (1,1.5).
For the demands shown here, we see that using a slight trade
off in congestion we were able to obtain a single path for each
of the demands. The congestion from the SimPol framework
closely follows the best possible congestion. For this graph,
we checked four different values of α and put the best value
in which we get exactly one path per demand.
It is clear that in every case the SimPol framework
out-performs the Shortest-path routing. Also with increasing
number of demands the SimPol framework is more stable
unlike the Shortest-path scheme which tends to blow up in
congestion for larger demands.
Running time of SimPol
See Appendix.
Evaluation of the Integer Programming Formulation
for Congestion Tradeoff:
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Fig. 1. Comparison of congestion in the SimPol framework with respect to
shortest-path routing. 60-node network with random demand matrix.
Figures 2 and 3 present a comparison of the route-demand
LP, integer program with congestion factors of 1.1 and 1.5,
and shortest-path routing. The comparison is in terms of the
number of paths obtained by each of these algorithms as a
function of the number of demands. For the 100-node ﬁxed
demand case, route-demand LP gives the best improvement
in terms of percent gain in the number of paths. In the
integer programming framework, for the 100-node network,
we see that there is no difference in performance between
the ﬁxed and random trafﬁc demands. For larger increases
in congestion we notice that in the 60-node network, the
improvement in the ﬁxed trafﬁc demand is better than in the
random demand case. For both 60- and 100-node networks,
regardless of the randomness of the trafﬁc demand, the
route-demand LP has the highest number of paths for all
demands. The number of paths is reduced in most cases
through the use of integer program. As the congestion factor
is increased, we notice that the number of paths tends to
exactly one path per demand. From Figures 2 and 6, we see
that using the integer programming framework, when the
number of demands is large compared to the number of edges
in the graph, we can route all demands using a single path per
demand. This is true even for a 10% increase in congestion.
However, in the case of small number of demands, we obtain
one path per demand by losing 50% in congestion. Figure 4
summarizes the results as the percentage gain in the number
of paths with respect to edge-demand LP for route-demand
LP and integer program with congestion factors of 1.1 and
1.5. The impact of trading of the congestion factor in terms
of the number of paths is shown in Figure 5. Notice that
when the congestion is increased to some critical value it is
possible to obtain one or almost one path per demand.
Policy Assignment Schemes:
LimBan is an example of using the SimPol framework to
incorporate path/link based policy constraints [24]. One of
the advantages of using SimPol is that we can add new opti-
mization functions through the use of integer linear program
formulations. SimPol provides a small number of candidate
Fig. 2. Graphical Comparison of the SimPol framework with respect to
shortest-path routing. 60-node network with random demand matrix
Fig. 3. Graphical Comparison of the SimPol framework with respect to
shortest-path routing. 60-node network with ﬁxed demand matrix
paths that optimize network performance. This candidate set
can be used for any additional optimization functions. Using
a small number of candidate paths can signiﬁcantly improve
the running time of the integer programs.
Open Theory Problems:
SimPol gives a 2-approximation algorithm for the case of
large number of demands. It would be interesting to get
constant factor approximations for the MinCon problem for
small number of demands. As mentioned in Section II, a 5-
approximation [6] is known for the single-source unsplittable
case. Getting constant factor for the multicommodity case
is of theoretical interest. The problem of decomposing a
given ﬂow with the minimum number of paths is also an
interesting question. Notice that in this work we ﬁnd a ﬂow
and then decompose it into a set of paths. But if the ﬂow is
given, then we cannot use the property of the basic feasible
solution. It would be nice to design approximation algorithms
to decompose a given (multicommodity)-ﬂow to the minimum
number of paths. Yet, another issue is to consider the online
case, when demands change or arrive at different times. To
the best of our knowledge, there is no provable approximation
algorithms for this problem. In this paper we address the
problem in the static planning stage where we assume that
all demands are known. It would be interesting to consider
the case of minimizing the number of paths in the presence
of average or worst case uncertainty.
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Fig. 5. Comparison of the steps in the SimPol framework in terms of the %
gain in the number of paths
VIII. CONCLUSION
In this work we have presented a polynomial time frame-
work SimPol for multi-path routing or the splittable multi-
commodity ﬂow problem. The framework obtains a path lay-
out scheme that minimizes congestion in the network using
only a few paths. Using this framework we show a provable
upper bound of k + m paths. This implies that when the
number of demands is greater than the number of edges, then
on the average each demand uses less than 2 paths. Working
on this problem has raised a number of interesting new theory
problems that have been discussed in detail in Section VII.
The SimPol framework presented here is versatile and is
able to naturally account for various policies that arise in the
network planning process. In this paper we show two speciﬁc
applications: congestion trade-off and limited bandwidth as-
signment strategy. We show that by using an effective trade-
off in terms of congestion we can get almost one path per
demand. It was observed that even increasing the congestion
obtained by SimPol by a factor of 1.5 it still performs better
than the Shortest-path routing scheme in terms of congestion.
The SimPol framework can be incorporated as a modular tool
into a network planning system. The framework is general and
can be applied to any transport network.
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APPENDIX
Proof of theorem 4.1
Proof: Since P is a feasible solution of LimBan on G, each
path r ∈Pcan be mapped on the corresponding edges of
G  without exceeding the capacity of the edges on the path.
Consider an edge e and paths r1,r 2,...,r k ∈Pthat contains
e.I nG  we should assign each path ri (1 ≤ i ≤ k)t oa n
edge ej (1 ≤ j ≤ t). We assign r1,r 2,...,r p to e1 such
that

1≤i≤p cap(ri) ≥ c(e1) and

1≤i≤p−1 cap(ri) <c (e1)
where ban(ri) is the bandwidth assigned to path ri.U s i n g
the fact that ban(ri) <β c (e)=c(ei),

1≤i≤p ban(ri) <
2c(ei). If we continue assigning these paths to ei’s in the same
way, the total congestion on each edge ei is at most twice the
congestion on edge e.
Finding Basic Feasible Solutions(Subsection III-A)
For the above result, we need to ﬁnd a basic feasible solution
for the route-demand LP. This is a well-known concept in
the theory of linear programming. Corresponding to each
variable in the linear program, there is a column vector of that
variable’s coefﬁcients. Consider the linear program Ax = b.
Suppose that there are m linearly independent columns Aj of
A i.e., rank(A)=m. A basis of A is the set of m linearly
independent collection of columns B = {Ak1,...,A km}.T h e
basic solution corresponding to the basis B is to set to zero all
variables whose column is not in B and solve the remaining
full-rank system to ﬁnd the basic variables in the basis. In
other words, if B is a nonsingular matrix for B, then xi =0
if Ai  ∈Band xkt = the t’th column of B−1b. A basic
feasible solution (bfs) is the solution that satisﬁes the equation
Ax = b. It is straightforward to see from the above deﬁnition
that the number of nonzero variables in the bfs is at most m,
the number of constraints.
For a short and complete description of how to ﬁnd a bfs
refer to Applegate and Thorup [2]. We know that the simplex
algorithm ﬁnds basic feasible solutions. Linear programming
solvers like CPLEX [5] use simplex to solve linear programs.
We use CPLEX as the LP solver to get our experimental
results. However, we cannot use simplex for the theoretical
worst-case polynomial time algorithm. We can use the interior-
point algorithm and a crossover algorithm to get a basic
solution [12], [27]. This algorithm is not strongly polynomial.
As for a strongly polynomial time algorithm, we can use
Tardos’s algorithm [25].
Running time of SimPol:
The running time for the SimPol framework is polynomial. It
n m k C LP(1) LP(2) IP(1.1) IP(1.5)
60 240 20 0.20 57 47 34 24
60 0.27 134 108 84 62
100 0.31 252 236 155 100
140 0.56 231 209 154 140
180 0.75 262 227 191 180
220 0.94 297 264 224 220
260 1.22 322 289 260 260
300 1.22 392 355 301 300
340 1.41 427 384 340 340
100 400 40 0.18 146 110 90 57
200 1.23 243 217 207 200
400 1.41 509 443 411 400
TABLE V
PERFORMANCE OF Simpol WITH FIXED TRAFFIC DEMAND. n:N UMBER OF
NODES, m:N UMBER OF EDGES, k:N UMBER OF DEMANDS, C:
CONGESTION,L P 1 :edge-demand,L P ( 2 ) : route-demand, IP(1.1), IP(1.5):
INTEGER PROGRAMS WITH α =1 .1,1.5
is a function of the number of demands and the number of
edges in the network. In our simulations, for the case of 100
node and 400 demand the edge-demand LP takes about a few
seconds. The route-demand LP takes only a few milli seconds.
The integer programs are not polynomial, however since it uses
the candidate paths from the LP it is possible to get reasonable
running times. This is one of the beneﬁts of the SimPol
framework since it allows the formulation of several policy
constraints as integer programs that can be solved reasonably
quickly. In the case of the congestion tradeoff integer linear
program, we see that depending on the value of the congestion
factor α we have different running times. For α>1.1 the
running time is in the order of seconds while for α<1.1 the
running time might be in the order of minutes. However, in the
reported results we terminated the program after at most ﬁve
minutes. Note that for smaller values of α the number of paths
increases and therefore the IP takes longer to complete. This
is inherent to branch and bound technique used in CPLEX [5],
[21].
Additional Results For Discussion Section: Figures and
Tables
Fig. 6. Graphical Comparison of the SimPol framework with respect to
shortest-path routing. 100 node network with random demand matrix
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