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Background: The distribution of electric charge in atomic nuclei is fundamental to our understanding of the
complex nuclear dynamics and a quintessential observable to validate nuclear structure models.
Purpose: To explore a novel approach that combines sophisticated models of nuclear structure with Bayesian
neural networks (BNN) to generate predictions for the charge radii of thousands of nuclei throughout the nuclear
chart.
Methods: A class of relativistic energy density functionals is used to provide robust predictions for nuclear
charge radii. In turn, these predictions are refined through Bayesian learning for a neural network that is trained
using residuals between theoretical predictions and the experimental data.
Results: Although predictions obtained with density functional theory provide a fairly good description of ex-
periment, our results show significant improvement (better than 40%) after BNN refinement. Moreover, these
improved results for nuclear charge radii are supplemented with theoretical error bars.
Conclusions: We have successfully demonstrated the ability of the BNN approach to significantly increase the
accuracy of nuclear models in the predictions of nuclear charge radii. However, as many before us, we failed to
uncover the underlying physics behind the intriguing behavior of charge radii along the calcium isotopic chain.
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2I. INTRODUCTION
Nuclear saturation, the existence of an equilibrium density, is one of the most fundamental manifestations of the
complex nuclear dynamics. The successful liquid drop model (LDM), formulated by Bethe and Weizsa¨cker shortly
after the discovery of the neutron by Chadwick, is firmly rooted in the existence of an equilibrium density [1, 2]. In
the LDM, the nucleus is treated as an incompressible quantum drop of uniform density ρ0' 0.15 fm−3 consisting of
Z protons, N neutrons, and a total baryon number of A=N+Z. Among the best-known consequences of nuclear
saturation is the fact that the average size of the nucleus scales with the total number of nucleons as A1/3. That is,
R0(A)= r0A
1/3 where r
0
=
(
3
4piρ0
)1/3
'1.15 fm . (1)
In turn, the root-mean-square (RMS) charge radius of such a uniform distribution is given by
RLDMch (A) =
√
3
5
r
0
A1/3 . (2)
In an effort to improve the quantitative standing of the LDM, microscopic-macroscopic (“mic-mac”) models have
been developed to account for the physics that is missing from such a simple description. Although most of these
efforts have been devoted to improve nuclear-mass predictions [3–6], significant activity has also been dedicated to
refine the description of charge radii. For stable heavy nuclei with a large volume-to-surface ratio, the LDM estimates
provide a qualitative—and often quantitative—description of experimental charge radii. However, given its description
of the nucleus as a uniform liquid drop with a sharp density, the LDM fails to reproduce the charge radii of light
nuclei that are dominated by surface effects [7]. In an attempt to account for the nuclear surface, Myers and Schmidt
introduced a gaussian modification to the sharp density of the form exp(−r2/2b2), with a best-fit parameter b=0.99 fm
independent of N and Z [8]. Such form was inspired by the Helm form factor that was introduced six decades ago
to analyze elastic scattering of electrons from nuclei [9]. The Helm form factor, namely, the Fourier transform of the
underlying charge density, is defined as the product of two fairly simple form factors: one associated with a uniform
sharp density and the other one with a gaussian distribution. In the refined model of Myers and Schmidt, referred
hereafter as the “extended-liquid-drop” (ELD) model [7], the RMS charge radius of a nucleus with mass number A is
given by
RELDch (A) =
√
3
5
r
0
A1/3
(
1 + αA−2/3 − βA−4/3
)
, (3)
where α= 1.57 and β= 1.04 were obtained by fitting to the then available experimental data [8]. Although the ELD
provides a definite improvement over the original LDM, its sole dependence on A, rather than on both Z and A,
suggests that some serious deficiencies remain. Nevertheless, the ELD model provides a useful baseline to test our
approach. As a more recent mic-mac representative, we include the simple, yet fairly successful, model by Zhang and
collaborators [10]. In this model the charge radius is parametrized as follows:
Rch(Z,A) = rAA
1/3
[
1− b
(
N−Z
A
)
+
c
A
]
, (4)
where r
A
= 0.966 fm, b = 0.182 and c = 1.652. Note that whereas the adopted model is from Ref. [10], the model
parameters are from the more recent—and accurate—calibration by Bayram et al.; see Table I of Ref. [11].
However, we expect that our suggested approach will find its best expression in a method that combines predictions
from an accurately-calibrated density functional which are subsequently refined through the use of a Bayesian Neural
Network (BNN). Although enormous progress has been made in the design of nuclear energy density functionals [12–
17], the reality is that some lingering discrepancy between theory and experiment is inevitable. The aim of Bayesian
learning is to eliminate, or at least to significantly reduce, these discrepancies. Such an approach has already been suc-
cessfully tested in the case of nuclear masses of relevance to the composition of the neutron-star crust [18]. Motivated
by some intriguing new measurements in the calcium isotopes [19], we extend our formalism to predict nuclear charge
radii across the whole nuclear landscape. In essence, our underlying theoretical approach is rooted in Strutinsky’s
energy theorem [20] which states that the nuclear binding energy may be separated into two components: one large
and smooth and the other one small and fluctuating [21]. Moreover, we successfully conjectured that Strutinsky’s
energy theorem may be extended to any nuclear observable that also displays slowly varying dynamics [22]. In partic-
ular, it was shown that the Garvey-Kelson relations [23–25] provide a fruitful framework for the prediction of nuclear
charge radii [22]. Indeed, besides successfully testing the Garvey-Kelson relations (GKRs) on hundreds of nuclei whose
3charge radius is experimentally known, we made predictions for 116 nuclei whose charge radius was unknown at that
time [22]; for a similar treatment see Ref. [26]. Unfortunately, the GKRs are local relations whose success depends
critically on the knowledge of the landscape around the nucleus of interest. Hence, though enormously successful
when measurements on the nearest neighbors to the nucleus of interest exist, the GKRs extrapolate poorly. Thus, it
is our hope that by properly implementing a global description through Bayesian learning of neural networks some of
these deficiencies will be mitigated.
Together with nuclear masses, nuclear sizes are among the most fundamental properties of atomic nuclei. With
the commissioning of radioactive beam facilities all over the world, understanding the limits of nuclear existence,
particularly the evolution of nuclear masses and sizes, represents one of the overarching questions that animate
nuclear physics today. Regarding the charge radii of nuclei with a large neutron excess, a recent laser spectroscopy
experiment at ISOLDE, CERN has observed “unexpectedly large charge radii of neutron-rich calcium isotopes” [19].
Although considerable theoretical progress has been made in reproducing—and predicting—the evolution of nuclear
masses along the calcium isotopes [17, 27, 28], predicting the complex evolution of the corresponding charge radii
remains a serious challenge for theoretical descriptions that range from ab initio methods to density functional theory
(DFT) [19]. In an effort to gain some insights into this problem, we extend the (BNN) approach implemented for the
first time in Ref. [22] to nuclear charge radii. In doing so, we follow closely the ideas outlined in the text by R.M.
Neal entitled Bayesian Learning for Neural Networks [29]. To explore the foundations and applications of artificial
neural networks see Refs. [30–32]. We note that the first application of artificial neural networks to nuclear physics
dates back to the early 1990s and continues to this day in the work of Clark and collaborators [33–40]. Artificial
neural networks have also been used in these studies to reproduce, among other things, (a) the differences between
experimental nuclear masses and theoretical predictions provided by the Finite Range Droplet Models (FRDM) and
(b) β-decay rates of relevance to r-process nucleosynthesis. More recently, artificial neural networks have been used
in the study of binding-energy systematics [41] and nuclear charge radii [42].
We have organized the paper as follows. In Sec. II we describe briefly the relativistic density functional that is used
to predict charge radii throughout the nuclear chart. Following this discussion, we review the main ideas involved
in training and validating a neural network by concentrating on the residuals between theoretical predictions and
experimental measurements of charge radii, as obtained from the latest compilations by Angeli and collaborators [43,
44]. We then proceed to Sec. III to display the results of our calculations with a special emphasis on the BNN
refinement of the “bare” model predictions. Finally, in Sec. IV we summarize our work.
II. FORMALISM
The formalism section is composed of two subsections that briefly address topics that have been discussed in great
detail in the existent literature. These are: (a) the calibration and predictions of a particular class of relativistic
density functionals and (b) the Bayesian learning approach for neural networks.
A. Relativistic Energy Density Functionals
The effective relativistic model employed here is inspired in the original work of Walecka from the mid 1970s [45] and
continues to this day with refinements that systematically improve the quantitative predictions of the model. Besides
providing an accurate description of finite nuclei, the relativistic approach offers a Lorentz covariant extrapolation
to high-density matter, a critical fact in the simulation of neutron stars. In such a framework, the basic degrees of
freedom include nucleons that interact via the exchange of three “mesons” and the photon. The effective Lagrangian
density for this class of models is given by [16, 17, 45–54]:
Lint = ψ¯
[
gsφ−
(
gvVµ+
gρ
2
τ · bµ+ e
2
(1+τ3)Aµ
)
γµ
]
ψ
− κ
3!
(gsφ)
3− λ
4!
(gsφ)
4+
ζ
4!
g4v(VµV
µ)2 + Λv
(
g2ρ bµ · bµ
)(
g2vVνV
ν
)
. (5)
Note that here ψ represents the isodoublet nucleon field, Aµ the photon field, and φ, Vµ, and bµ the isoscalar-scalar σ-,
isoscalar-vector ω-, and isovector-vector ρ-meson fields, respectively. The first line of the above equation contains the
conventional Yukawa couplings between the nucleons and the mesons. In the original Walecka model (also knows as the
“σ-ω model”) only the two isoscalar mesons were considered [45]. Nevertheless, such a simple description was already
able to provide a natural and compelling explanation for the mechanism behind nuclear-matter saturation. Later
on, Horowitz and Serot added the isovector ρ-meson and the photon to provide a highly improved description of the
ground-state properties of finite nuclei [47]. The second line in Eq. (5) includes nonlinear self and mixed interactions
4among the meson fields that effectively generate many-body (or density-dependent) interactions. The need for such
kind of terms was recognized early on by Boguta and Bodmer who introduced the two isoscalar parameters, κ and λ,
to soften the equation of state of symmetric nuclear matter in the vicinity of the saturation density [46]. In turn, ζ
may be used to calibrate the equation of state at high density from the astrophysical determination of neutron-star
masses. Note that this may be done without sacrificing the good agreement with physical observables sensitive to the
equation of state near saturation density [49]. Finally, Λv is the only parameter that involves a mixing between the
isoscalar and isovector sectors. As such, Λv may be efficiently tuned to soften the density dependence of symmetry
energy, which is traditionally stiff in relativistic mean-field models that contain only one single isovector parameter.
B. Bayesian Neural Networks
Despite the steady and considerable progress that has been achieved in the design of nuclear mass models and
energy density functionals, often the accuracy achieved is inadequate to properly describe astrophysical phenomena.
For example, it appears that in order to resolve the abundance pattern in r-process nucleosynthesis, mass uncertainties
must be reduced by factors of 3-5 from their current limit (to . 100 keV); see Ref. [55] and references contained therein.
Moreover, given the suggestion of an inherent limit to the accuracy of mass models [56, 57], a novel approach is sorely
needed. The novel approach that we advocate here is Bayesian learning for neural networks [29]. In the particular case
of nuclear observables, we propose a combined scheme that relies on accurate model predictions which are then refined
by training a suitable neural network on the residuals between the experimental data and the theoretical predictions.
We have successfully tested such paradigm in the case of nuclear masses [18]. In this work we extend the approach to
the description of nuclear charge radii.
Although a detailed description of Bayesian neural networks goes beyond the scope of this paper, we nevertheless
highlight some of the main features that are critical to the implementation. First, multilayer feed-forward neural
networks have been shown to be “universal approximators”, as they are capable of approximating any measurable
function from one finite dimensional space to another to any desired degree of accuracy [58]. Given that we advocate
an approach where the first step is the design of a model that incorporates as much physics as possible, we expect that
the experiment-theory residuals will be a smooth function which may be faithfully emulated with a relatively simple
neural network. Second, Bayesian learning requires specifying a prior distribution that captures our beliefs prior to
unveiling the data. Once the data is unveiled, the posterior distribution is used to make predictions with properly
quantified uncertainties about future measurements. Note that the posterior distribution encodes the improvement
in our prior knowledge as a result of the new data. Finally, the Bayesian approach with the selection of a robust prior
is less prone to overfitting the training data [29, 59]; unfortunately, the prior selection of neural network parameters
has no obvious connection to our prior physics knowledge [58].
Statistical inference based on Bayes’ theorem connects a given hypothesis (in terms of our beliefs for a set of
parameters ω) and a set of data (x, t) to a posterior probability p(ω|x, t) that is used to make predictions on future
data [60]. That is,
p(ω|x, t) = p(x, t|ω)p(ω)
p(x, t)
, (6)
where p(x, t|ω) is the “likelihood” that a given model describes the data and p(ω) is the prior distribution of the
parameters ω. Following common practices, we assume a Gaussian distribution for the likelihood in terms of an
objective (or “cost”) function obtained from a least-squares fit to the empirical data. That is,
p(x, t|ω) = exp (− χ2(ω)/2), (7)
where χ2(ω) is given by
χ2(ω) =
N∑
i=1
(
ti − f(xi, ω)
∆ti
)2
. (8)
Here N is the number of empirical data, ti≡ t(xi) is the ith observable with ∆ti its associated error, and the function
f(x, ω) (given below) depends on the input data x and the model parameters ω. In our particular case, x≡ (Z,A)
denotes the two input variables (proton and mass numbers) and t(x)≡δRch(Z,A) the charge-radius residual, namely,
the difference between the experimental data and the theoretical predictions as provided, for example, by a nuclear
energy density functional. Unlike other approaches, Bayesian predictions are based on a large number of estimates of
5the model parameters that are generated from the posterior distribution. That is,
〈fn〉 =
∫
f(xn, ω)p(ω|x, t) dω = 1
K
K∑
k=1
f(xn, ωk), (9)
where xn = (Zn, An) represents a nucleus with charge Zn and mass number An, and f(xn, ω) is the neural network
prediction for δRch(Zn, An) for a given set of parameters ω. The Bayesian estimate of the average of δRch(Zn, An)
is obtained by integrating over the posterior parameter distribution using Markov Chain Monte Carlo (MCMC)
sampling [29]; in Eq. (9) K refers to the total number of Monte Carlo samples. A distinct advantage of the Bayesian
method is that predictions for the averages can be complemented with a proper quantification of the uncertainty.
Indeed, the statistical uncertainty is given by
∆fn =
√
〈f2n〉 − 〈fn〉2, (10)
where 〈f2n〉 is evaluated following the same procedure described in Eq. (9).
All that remains is to specify the form of the neural network function (or “emulator”) f(x, ω) and the prior
distribution p(ω). Note that we can ignore the marginal likelihood p(x, t) in Eq. (6) since as far as the MCMC is
concerned, it represents an overall normalization factor independent of ω. In this work, as in our previous one [18],
we use a feed-forward neural network model of the following form:
f(x, ω) = a+
H∑
j=1
bjtanh
(
cj +
I∑
i=1
djixi
)
, (11)
where the model parameters are given by ω=
{
a, bj , cj , dji
}
, H is the number of hidden nodes, and I is the number
of inputs. For two input variables (as in our case) the function in Eq. (11) contains a total of 1+4H parameters.
Naturally, a one-size-fits-all prescription for selecting the optimal number of hidden nodes H is not available so a
considerable amount of trial and error is required. An example of a neural network consisting of a single hidden layer
with three nodes is shown in Fig. 1.
FIG. 1. An example of a feed-forward neural network with a single hidden layer consisting of three nodes. In our case, two
inputs define the nucleus of interest (Z and A) and a single output provides an estimate of δRch(Z,A).
Prior probabilities encode our beliefs concerning the model parameters and are an essential ingredient of the Bayesian
paradigm. This feature is highly desirable as it allows us to inject our own physics biases and intuition which are
often well informed by previous data or experiences. Unfortunately, physics intuition is of no help in the design of the
connection weights (i.e. model parameters) ω. In this case, one must rely on tried-and-true methods [29]. Following our
earlier work [18], we assume all connection weights to be independent and adopt a Gaussian prior centered around zero
and with four hyperparameters controlling the width of each set of the four connection weights ω={a, b, c, d}. As in
Ref. [29], we assume a “gamma” probability distribution for each of the associated hyperparameters, properly adjusted
so that it penalizes a large spread in the weights. For further details on methods for determining hyperparameters,
see Refs. [61, 62].
III. RESULTS
Having set up the formalism that will be implemented to describe and predict nuclear charge radii, we are now
in a position to discuss our results. Predictions for charge radii will be made using a variety of macroscopic and
6microscopic models that will then be refined through Bayesian training of neural networks. In most of these cases our
predictions will be compared against experimental results using the compilations by Angeli and collaborators [43, 44].
Specifically, we start with an underlying nuclear model that provides predictions for charge radii all throughout the
nuclear chart. Next, we refine the nuclear model predictions by focusing our attention on the residuals between
the theoretical predictions and the experimental data. That is, the Bayesian learning is applied not to the overall
predictions of the nuclear model but to the discrepancy. Namely, the target function defining the likelihood function
in Eq. (7) is given by
t(x) = δRch(x) = R
(exp)
ch (x)−R(th)ch (x). (12)
In essence, our aim in this two-prong approach is to include as much physics as possible in the underlying nuclear
model and then hope that the Bayesian refinement will adequately capture most of the physics that is missing from
the model [18].
Once the theoretical predictions from the nuclear model have been generated, the BNN refinement starts by sep-
arating the available experimental data into two disjoint sets: a learning set and a validation set. The learning set
consists of a subset of nuclei contained within the experimental database that will be used to train the network, i.e.,
to determine the connection weights (or parameters) defined in Eq. (11). In contrast, the validation set comprises
those other nuclei that, while still in the existent experimental database, were not used in the training of the network.
If charge radii within the validation set are accurately reproduced, then one provides predictions for the charge radii
of nuclei that have not yet been measured but are of particular interest to other applications or whose measurement
may be critical in constraining nuclear models.
As of 2011, the available data set of experimental charge radii consisted of 820 nuclei beyond 40Ca (i.e., with Z≥20
and A ≥ 40) [44]. We decided to ignore light nuclei because both the macroscopic and microscopic nuclear models
used in this work are not particularly suitable to describe such region of the nuclear chart. For charge radii, the
division between the learning set and the validation set follows the chronological progression of the compilations by
Angeli and collaborators. That is, for the learning set we use the 722 nuclei (beyond 40Ca) available in the earlier
2004 compilation [43]. We then use the additional 98 new measurements reported in the latest compilation [44] as the
validation set. It is important to note that this division between learning and validation sets differs from the one
adopted in our earlier work on nuclear masses [18]. There, the selection of nuclei belonging to each set was done at
random; this procedure will also be adopted later in the paper. Now, however, we immediately test the suitability of
BNN to extrapolate into unknown regions of the nuclear chart. Other than this, the training of the network follows
closely the procedure adopted previously. That is, with two input variables (Z and A) and H = 40 hidden nodes, a
total of 1+4H = 161 weights must be calibrated. To do so, we use the Flexible Bayesian Modeling package by Neal
described in detail in Ref. [29]. After an initial thermalization phase consisting of 500 sets, we accumulate data for a
total of 100 iterations that are then used to determine the statistical properties of the charge radius of various nuclei,
such as their averages and variances as in Eqs. (9) and (10). Finally, to assess the quality of the BNN refinement,
i.e., the resulting neural network function f(x, ω), we compute the root-mean-square (rms) deviation between the
theoretical predictions and the experimental data as
σ2rms =
1
Xv
Xv∑
x=1
[
R
(exp)
ch (x)−R(th)ch (x)
]2
, (13)
where in this case Xv=98 is the total number of nuclei in the validation set.
We now proceed to tabulate the rms deviation as per Eq. (13) for a representative set of both mic-mac and purely
microscopic models. Among the former, we include the ELD model of Myers [8] as well as the predictions from Zhang
and collaborators [10] with the more accurate parametrization by Bayram et al. [11]; see Eqs. (3) and (4). As for the
microscopic models, we rely on three accurately-calibrated relativistic energy density functionals, namely, NL3 [51],
FSUGold [54], and FSUGarnet [17]. The model parameters for these three relativistic density functionals, as per
Eq. (5), are tabulated in Table I. It is important to note that in addition to relativistic energy density functionals,
non-relativistic models based on Skyrme interactions have been very successful in the description of charge radii; see
for example Refs. [14, 15, 63] and references contained therein.
We display in Table II the rms deviation as predicted by the above set of models for the charge radius of all nuclei
beyond 40Ca (Z≥20 and A≥40) that appear in the latest compilation by Angeli and Marinova [44]. The table displays
results for: (a) the learning set, consisting of the charge radii of the 722 nuclei tabulated in an earlier compilation [43];
(b) the validation set, that includes the 98 additional nuclei appearing in the latest compilation; and (c) the entire
set of 820 nuclei. We observe that the “raw” predictions (i.e., before BNN refinement) generate rms deviations σpre
of the order of several one-hundredth fermis. Yet, as expected from a model that only depends on the mass number
7Model ms g
2
s g
2
v g
2
ρ κ λ ζ Λv
NL3 508.194000 104.387100 165.585400 79.600000 3.859900 −0.015905 0.000000 0.000000
FSUGold 491.500000 112.199551 204.546943 138.470113 1.420333 +0.023762 0.060000 0.030000
FSUGarnet 496.939473 110.349189 187.694676 192.927428 3.260179 −0.003551 0.023499 0.043377
TABLE I. Model parameters for the accurately-calibrated relativistic energy density functionals used in this work. The models
included are: NL3 [51], FSUGold [54], and FSUGarnet [17]. The parameter κ and all the masses are given in MeV. In all cases
the omega-meson, rho-meson, and nucleon masses have been fixed at mv=782.5, mρ=763, and M=939, respectively.
A, the worst performance is displayed by the ELD model. However, once properly trained, the improvement is truly
impressive (see σpost) as it rivals the predictions of some of the most sophisticated models available to date. Even
though the improvement is indeed impressive, ELD fails to capture the basic essence of our philosophy, namely, a
raw model that includes as much physics as possible which is then fine tuned through BNN refinement. In this sense,
the microscopic models conform better to this paradigm. Whereas all the models show consistent improvements after
BNN refinement, the microscopic models see the smallest change. This suggests that the parameters of these models
properly encode essential features of the nuclear dynamics. It is important to note, however, that in calibrating these
density functionals, only a handful of charge radii were included in the fit [16, 17, 54].
Learning Set
Model ELD Zhang NL3 FSUGold FSUGarnet
σpre (fm) 0.0628 0.0384 0.0304 0.0336 0.0373
σpost (fm) 0.0210 0.0207 0.0223 0.0214 0.0215
∆σ/σpre 0.67 0.46 0.27 0.36 0.42
Validation Set
Model ELD Zhang NL3 FSUGold FSUGarnet
σpre (fm) 0.0595 0.0461 0.0412 0.0432 0.0510
σpost (fm) 0.0262 0.0280 0.0280 0.0298 0.0327
∆σ/σpre 0.56 0.39 0.32 0.31 0.36
Entire Set
Model ELD Zhang NL3 FSUGold FSUGarnet
σpre (fm) 0.0639 0.0394 0.0319 0.0349 0.0392
σpost (fm) 0.0217 0.0217 0.0230 0.0225 0.0231
∆σ/σpre 0.66 0.45 0.28 0.36 0.41
TABLE II. Root-mean-square deviation as predicted by a representative set of models for the charge radii of 722 nuclei (the
learning set), 98 nuclei (the validation set), and 820 nuclei (the entire set); see text for details.
Having addressed the impact of the BNN refinement across the full nuclear chart, we turn our focus to a few of
the isotopic chains that have seen the largest experimental gain in transitioning from the 2004 [43] to the latest [44]
compilation; these are the most abundant isotopes in the validation set. In particular, the isotopic chains in yttrium
(Z = 39), lead (Z = 82), and bismuth (Z = 83) have benefited greatly from the remarkable experimental progress in
laser spectroscopy. Indeed, our knowledge of charge radii in these isotopes has expanded from 1 to 16, from 23 to
32, and from 1 to 12 nuclei, respectively. As an illustration, we display in Fig. 2 the difference between theory and
experiment for the charge radii of lead that, with the exception of 213Pb, are presently known from 182Pb all the way
to 214Pb [44]. Shown in the plot are bare predictions from two mic-mac models (ELD and Zhang) and two relativistic
density functionals (NL3 and FSUGarnet). Not surprisingly, among these the ELD predictions show the largest
deviations relative to experiment; the other three models are, at worst, within 0.05 fm of the experimental data along
the whole isotopic chain. Also shown in Fig. 2 are predictions using the Garvey-Kelson relations [22]; see Table III.
Note that the GKR predictions were made before the publication of the experimental results. We observe that when
enough information on the nearest neighbors to the nucleus of interest is available, then the GKR predictions are
extremely accurate. However, the local GKRs extrapolate very poorly. This behavior is clearly indicated in the
figure as one aims to predict the charge radii of progressively more neutron-deficient isotopes. To our knowledge,
the only way that such extrapolations can be implemented is through an iterative procedure that uses “first-order”
GKR predictions to extrapolate to “second order”, and so on. For example, we found enough neighbors in the 2004
8compilation to be able to predict the charge radius of 189Pb. However, at that time it was not possible to predict
the charge radius of 188Pb. Hence, in order to make a prediction for 188Pb, we are forced to use the charge radius
of 189Pb—which itself was computed using the GKRs; this is the meaning of the number enclosed in parenthesis
in Fig. 2. Indeed, in order to provide a GKR prediction for 182Pb “eight” iterations were needed. Not surprisingly,
the local Garvey-Kelson relations are highly inaccurate far away from their region of applicability. In contrast, the
improvement of the modest ELD model after the BNN refinement is very significant. These results indicate that,
although extrapolations are always risky, global methods such as BNN are far superior in extrapolating than local
methods, such as the GKRs that are inherently prone to error propagation.
FIG. 2. Bare predictions for the charge radii of the lead isotopes (Z=82) relative to experiment [44] for some of the models
considered in the text. Also shown are predictions from the Garvey-Kelson relations using an iterative method to extrapolate
farther into the neutron-deficient region. Finally, denoted with error bars are the BNN-improved predictions of the extended
liquid drop model.
Z N A Zhang NL3 FSUGarnet GKR Experiment
Y 48 87 4.2811 4.2546 4.2305 4.2508 4.2498(22)
49 88 4.2885 4.2565 4.2325 4.2450 4.2441(21)
51 90 4.3034 4.2659 4.2442 4.2611 4.2573(26)
Pb 107 189 5.4587 5.4322 5.4080 5.4122 5.4177(24)
113 195 5.4871 5.4602 5.4338 5.4367 5.4389(45)
Bi 124 207 5.5540 5.5377 5.5176 5.5098 5.5103(32)
125 208 5.5587 5.5424 5.5232 5.5144 5.5147(28)
TABLE III. Comparison between the bare predictions of a few models and the corresponding estimates using the Garvey-Kelson
relations for some nuclei that were recently measured [44]. The GKR predictions compare extremely well against experiment
but extrapolate very poorly; see Fig. 2.
Having illustrated some of the central features of the BNN approach using Angeli’s 2004 compilation as the learning
set and the nearly hundred new measurements as the validation set, we now turn to the slightly different strategy
adopted in our earlier work that captures the robustness of the method. Using the entire data set from the latest
compilation of 820 nuclei above 40Ca [44], we randomly select 80% of the nuclei as the learning set and then validate
the resulting neural network model against the remaining 20%. Unlike the previous results that highlight the extrap-
olation properties of the BNN refinement, Table IV illustrates how well it interpolates. Qualitatively, no major trend
differences are observed between the results shown in Tables II and IV. However, the quantitative improvement after
the refinement is better in the present case, as extrapolating is always riskier than interpolating.
Ultimately, our main goal is to build a model that can predict charge radii which have never been measured. To
do so, we use as the learning set the entire experimental data set containing 820 charge radii above 40Ca [44]. All the
9Learning Set
Model ELD Zhang NL3 FSUGold FSUGarnet
σpre (fm) 0.0645 0.0396 0.0319 0.0352 0.0393
σpost (fm) 0.0180 0.0171 0.0187 0.0179 0.0190
∆σ/σpre 0.72 0.57 0.41 0.49 0.52
Validation Set
Model ELD Zhang NL3 FSUGold FSUGarnet
σpre (fm) 0.0618 0.0385 0.0318 0.0339 0.0388
σpost (fm) 0.0173 0.0163 0.0184 0.0179 0.0173
∆σ/σpre 0.72 0.58 0.42 0.47 0.55
Entire Set
Model ELD Zhang NL3 FSUGold FSUGarnet
σpre (fm) 0.0639 0.0394 0.0319 0.0349 0.0392
σpost (fm) 0.0179 0.0169 0.0186 0.0179 0.0187
∆σ/σpre 0.72 0.57 0.42 0.49 0.52
TABLE IV. Root-mean-square deviation as predicted by a representative set of models for the charge radii of 656 nuclei (the
learning set), 164 nuclei (the validation set), and 820 nuclei (the entire set); see text for details.
FIG. 3. Predictions for the charge radii of a few neutron-rich tin isotopes from the bare models (without errors bars) and after
BNN refinement (with error bars). The “World” predictions represent a simple way of combining the results of all models as
per Eq. (14). The experimental data are from [44], except for 136Sn where the bare prediction from the ELD model is adopted
as reference.
results presented hereafter will use a neural network function constructed from all 820 nuclei. We have found that the
results obtained in this manner are both consistent and indeed very similar to those reported in Table IV. In particular,
we conclude that the excellent agreement with experiment (within 0.02 fm) rivals—and likely exceeds—the best models
currently available in the literature. Finally, by treating the various predictions as statistically independent, we can
properly combine them into a “world average”. That is,
Rworld =
∑
n
ωnRn , Vworld =
∑
n
ω2n Vn , and ωn =
V −1n∑
k V
−1
k
, (14)
where the sum runs over all five models and Vn represents the variance of each model. For example, world-average
predictions for a few neutron-rich tin isotopes are displayed in Fig. 3, alongside the corresponding predictions from
each individual model. With the exception of 136Sn, all models are compared against existing experimental data. In
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the particular case of 136Sn where data is not yet available, we use the bare ELD prediction of RELDch =4.846 fm as a
baseline. For reference, FSUGarnet predicts after BNN refinement a charge radius of about 0.1 fm smaller than the
ELD reference, or Rch=(4.737± 0.009) fm. We observe that in all three cases where experimental measurements are
available, the BNN refinement leads to significantly reduced scattering, an improvement in the theoretical predictions,
especially in the case of the mic-mac models and ultimately, to world-average predictions that are both accurate and
precise. This lends credence to our approach and validates our prediction of the charge radius of 136Sn.
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FIG. 4. Predictions for the charge radii of the tin isotopes using the mic-mac model of Zhang et al. [10, 11] and FSUGarnet [17].
Predictions are displayed without errors bars for the bare models and with error bars after the BNN refinement. Experimental
data—available from 108Sn all the way to 132Sn—are from Ref. [44].
Having illustrated the systematic improvement in our prediction for a few isotopes, we now display in Fig. 4
predictions along the whole isotopic chain in tin using the mic-mac model of Zhang et al. [10] (with the parameters
from [11]) and FSUGarnet [17] as a representative set of our predictions. It is worth highlighting the remarkable
experimental progress that has been made in the last few years in extending the measurement of charge radii far away
from stability. In the particular case of tin, high precision data is now available from 108Sn all the way to 132Sn. In
many ways, Fig. 4 captures the true essence of our theoretical approach: an accurately-calibrated density functional
which by incorporating as much physics as possible provides an excellent description of the experimental data that is
then improved even further after the BNN refinement. And whereas our aim is for BNN to provide a fine tuning, the
figure illustrates that even when there is significant disagreement between the theoretical predictions and experiment,
as in the case of the mic-mac model, the approach is powerful enough to overcome most of these deficiencies. Utilizing
this combined DFT+BNN approach (labeled “Entire Set” in Table IV) we provide as a supplement to this paper
predictions for the charge radii of all nuclei beyond 40Ca whose mass is experimentally known [64]. This large collection
of nuclei is also displayed as a heat map in Fig. 5 using both “pre” and “post” FSUGarnet predictions. Note that color
coded in green are predictions for those nuclei whose charge radius is presently unknown. Yet, given the remarkable
experimental progress in the determination of charge radii of nuclei far away from stability, we trust that these
predictions will be tested against experiment in the coming years.
Finally, we now return to one of the main motivations behind this work: understanding the underlying physics
behind the intriguing trend displayed by the charge radii of the calcium isotopes [19]; see Fig. 6. The evolution of the
charge radii in the calcium isotopes is puzzling for several reasons. First, within the region of the stable isotopes,
a long-standing question remains unanswered: why are the charge radii of 40Ca and 48Ca practically identical; i.e.,
R40ch = 3.4776(19) fm and R
48
ch = 3.4771(20) fm. Second, although it is well known that pairing correlations are behind
the pervasive odd-even effects observed in a variety of observables throughout the nuclear chart, why are these effects
so pronounced as the system evolves from N = 20 to N = 28. Finally, as reported in Ref. [19], there is a large and
unexpected increase in the size of the neutron-rich calcium isotopes beyond N = 28. Unexpected in the sense that
theoretical results obtained with either ab initio approaches, configuration interaction, or density functional theory
are unable to reproduce the complex experimental trend. We note that some studies using energy density functionals
11
FIG. 5. FSUGarnet predictions, before and after BNN refinement, for the charge radii of all nuclei whose mass is experimentally
known [64]. Color coded in green are predictions for those nuclei whose charge radius is presently unknown. Tabulated values
for all these nuclei appear in the supplemental material to this paper.
that include a sophisticated treatment of pairing correlations [12, 66] or shell model calculations using a relatively
large model space [65] appear to successfully reproduce the charge radii along the isotopic chain in calcium. Yet, by
the authors’ own admission [12], the anomalous behavior of charge radii in Ca isotopes was reproduced in excellent
agreement with experiment ... by scaling the pairing effective interaction which was extracted from the lead chain by a
factor of 1.35, thereby concluding that a universal parametrization of the pairing force is still lacking [12]. Similarly,
it is concluded in Ref. [65] that whereas the experimental trends are well reproduced by shell model calculations, the
magnitude of the calculated shifts is smaller than the experiment suggests.
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FIG. 6. Predictions for the charge radii of the calcium isotopes using the mic-mac model of Zhang et al. [10, 11] and FSUG-
arnet [17]. Predictions are displayed without errors bars for the bare models and with error bars after the BNN refinement.
Experimental data are from Refs. [19, 44].
Unfortunately, our own DFT+BNN approach does not fare any better. In an effort to eliminate, or at least mitigate,
the discrepancy with experiment, we have modified our fitting strategy in the following manner. First, we have limited
the training set to the region between oxygen (Z=8) and neodymium (Z=60). Second, we have biased our results in
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favor of the calcium isotopes by readjusting the weights in the likelihood function; all the weights are enhanced by a
factor of two, except in the case of the two doubly magic nuclei 40Ca and 48Ca where they are enhanced by a factor of
three. Thus, the training of the neural network involves incorporating the entirety of the 472 nuclei in this region [44].
Finally, keeping all other inputs unchanged, we re-train the neural network function using only the models of Zhang
and FSUGarnet.
In Fig. 6 we show the bare results of the Zhang et al. model (red triangles with no error bars) that predict a nearly
linear dependence with A (or N) which in no way resembles the trend displayed by the data. In turn, predictions
with FSUGarnet (blue squares with no error bars) show a behavior that is characteristic of most energy density
functionals: a relatively slow increase in the A= 40-48 region preceding a sharp rise beyond 48Ca, although not as
sharp as demanded by the data. BNN results for both models, now shown with uncertainty bars, improve significantly
after the refinement, particularly in the case of FSUGarnet that now accounts, albeit with large error bars, for the
steep rise in the data beyond 48Ca. However, although both models develop some structure in the A= 40-48 region
after BNN refinement, neither of them can reproduce the dramatic odd-even effects displayed by the data. We must
conclude then that at present, the intriguing trend displayed by the charge radii of the calcium isotopes remains “a
riddle, wrapped in a mystery, inside an enigma”.
IV. CONCLUSIONS
The mass and size of atomic nuclei feature among their most distinctive and fundamental characteristics. Within
a few years after the discovery of the neutron by Chadwick, Bethe and Weizsa¨cker conceived the liquid drop model,
which up to this day continues to provide a qualitative description of both the mass and radius of nuclei. During the
past eight decades, sophisticated theoretical approaches have been developed to improve this very early description.
Ultimately, the goal of nuclear theory is to develop a predictive understanding of the structure and dynamics of
nuclei based on QCD, the fundamental theory of the strong interaction. While significant progress has been made
in understanding QCD in the low-energy regime, at present most of our understanding of nuclear phenomena derives
from effective field theories of nucleons/mesons that incorporate the underlying symmetries of QCD. Thus, whereas
the predictive capability of nuclear theory has increased dramatically, it has not yet reach the level of precision that
is required to guide applications into other areas, primarily fundamental symmetries and astrophysics. In response
to this situation, we have recently proposed a hybrid approach that combines sophisticated theoretical models with
Bayesian neural networks. The basic tenet of this approach is to start with a model that incorporates as much
physics as possible which then gets refined by building a Bayesian neural network model. This approach was recently
implemented with considerable success in the case of nuclear masses of relevance to the crustal composition of neutron
stars [18]. Motivated by some recent results along the isotopic chain in calcium [19], we have extended the approach
to the description of nuclear charge radii.
As illustrated previously for nuclear masses [18], the hybrid approach starts by invoking both mic-mac and micro-
scopic models. Among the mic-mac models we have used two simple extensions of the liquid-drop model, and in
the case of the microscopic models we relied on accurately-calibrated relativistic parametrizations. In all cases, the
theoretical models provide baseline estimates that often compare favorably against the extensive database of exper-
imental charge radii [44]. However, those models, although accurate, can all benefit from further refinement. This
additional refinement is implemented through training a Bayesian neural network on the residuals between the theo-
retical predictions and experiment. The BNN formalism is an approximation scheme that relies on the application of
Bayes’ theorem and a highly nonlinear neural network function aiming at refining our predictions. Besides improved
predictions, BNN has the enormous advantage of providing an estimate of the theoretical uncertainties. Given that
neural network learning involves information on charge radii all throughout the nuclear chart, we found it pertinent to
compare this global approach against predictions from the Garvey-Kelson relations, a highly successful local method.
Several optimization protocols were adopted to test the reliability of our proposed approach, from one that uses
the 2004 compilation by Angeli [43] as the learning set and the new nuclei appearing in the latest compilation as
the validation set [44], to one in which the full 2013 dataset is used to calibrate the neural network function. In all
cases we saw considerable improvement after the BNN refinement, ultimately achieving rms deviations below 0.02 fm
for a collection of 820 nuclei. Although it is impractical to illustrate the performance of our approach for many
isotopic chains, several important findings were obtained. First, we showed that whereas local methods such as the
Garvey-Kelson relations work extremely well when enough neighbors are available, they extrapolate—in contrast to
the global BNN approach—extremely poorly. Second, we regarded our results for the tin isotopes as a “textbook
example” of the combined DFT+BNN method. Indeed, although we found very good initial agreement using the
bare predictions of FSUGarnet, these predictions became even better after the BNN refinement and were properly
supplemented with error bars. Finally, like many before us, we failed to reproduce in detail the complex behavior of
the calcium isotopes. While a convincing explanation for the pronounced odd-even effects in the A=40-48 region has
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been proven elusive, recent experiments at ISOLDE have complicated matters even further by reporting a very sharp
increase in the charge radii of the neutron-rich calcium isotopes that is inconsistent with theoretical predictions [19].
Yet, by a “proper” adjustment of the neural network function, we were able to eliminate some of these discrepancies.
Indeed, the steep rise can be accounted for within the large theoretical uncertainties. However, the physics behind
the odd-even staggering and the very steep rise remains a mystery.
In summary, BNN training has been shown to be a promising new tool to refine the predictions of existing nuclear
models. In this paper we have extended our earlier work on nuclear masses to nuclear charge radii. In cases in which
the underlying physics model is sound, then BNN refinement works extremely well. In contrast, if there is important
physics missing from the underlying model, it is unlikely that BNN by itself can fix such deficiencies. That is, although
the BNN framework is very robust for model refinement, an essential requirement for its success is that the quantity
to be fitted, such as model residuals, be a relatively smooth function of the input parameters. In other words, we
are confident that if the physics model is able to reproduce the main trends in the data, then BNN can provide the
fine-tuning necessary to reach the precision demanded by astrophysics (and other) applications.
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