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Regularity of intrinsically convex W 2,2 surfaces and
a derivation of a homogenized bending theory of
convex shells
Peter Hornung∗ and Igor Velcˇic´†
Abstract
We prove interior regularity for W 2,2 isometric immersions of sur-
faces endowed with a smooth Riemannian metric of positive Gauss
curvature.
We then derive the Γ-limit of three dimensional nonlinear shells with
inhomogeneous energy density, in the bending energy regime. This
derivation is incomplete in that it requires an additional technical hy-
pothesis.
Keywords: isometric immersions, positive Gauss curvature, regularity,
elasticity, dimension reduction, homogenization, shell theory, two-scale con-
vergence, Gamma convergence.
1 Introduction
For C2 isometric immersions u of a two-dimensional Riemannian manifold
with positive Gauss curvature into R3, there is a link between the regularity
of the metric and the regularity of u; in particular, if the metric is smooth
then so is u. Without a priori assumptions on the regularity of u this link
is broken.
In the present paper, we show that square integrability of the second fun-
damental form of u is sufficient for the link to persist. In particular, if the
metric is smooth, then u is smooth in the interior, provided that initially it
belongs to the Sobolev space W 2,2.
Our regularity results for metrics with positive Gauss curvature rely upon
earlier work by Sˇvera´k on the Monge-Ampe`re equation. Due to the low
regularity, the passage from the scalar problem to the vectorial problem ad-
dressed here is not trivial.
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Relaxing C2 regularity to regularity on the Sobolev scale is important for
variational problems: the W 2,2 isometric immersions studied here arise nat-
urally in thin film elasticity. In the present paper, we use this regularity
result to derive homogenized bending models for convex shells from three
dimensional nonlinear elasticity.
Regarding shells theories in elasticity, we refer to [8] for an overview of the
derivation via formal asymptotic expansions. In the case of linearly elastic
shells, these models can also be justified rigorously.
More recently, nonlinear models for rods, curved rods, plates and shells have
been derived rigorously by means of Γ-convergence, starting from three di-
mensional nonlinear elasticity. The first results in that direction can be
found in [1, 19, 20]. The nonlinear bending theory for plates was derived in
[11], and the corresponding theory for shells in [10].
In the second part of this article we derive a homogenized nonlinear bending
theory of shells, by simultaneous homogenization and dimension reduction.
This generalizes the results from [10]. Our starting point is the energy
functional of three dimensional nonlinear elasticity: We consider a reference
configuration which is a shell Sh ⊂ R3 of thickness h > 0 around an embed-
ded surface S ⊂ R3. The elastic energy stored in the deformed configuration
determined by a deformation u ∈W 1,2(Sh,R3) is given by
1
h2 |Sh|
ˆ
Sh
Wε(x,∇u(x)) dx. (1)
The function Wε is a stored energy function that oscillates periodically in
x, with some period ε ≪ 1. We are interested in the effective behaviour of
the functionals (1) when both the thickness h and the period ε are small:
we consider the asymptotic behaviour of (1) when h and ε tend to zero si-
multaneously.
Such a combination of dimension reduction and homogenization was stud-
ied, e.g., in [4]. More recently, homogenized nonlinear plate theories in the
von Ka´rman energy regime and in the bending regime were studied in [25]
and in [16, 32]. In these cases one does not obtain an infinite-cell homog-
enization formula as in the membrane case studied in [4]. This is because
for small strains the energy is essentially convex, so one can use two-scale
convergence techniques.
The derivation of a homogenized theory of shells in the von Ka´rma´n energy
regime was carried out in [17]. Different models were obtained in the regime
h ≪ ε. For generic shells, the models for the situations ε2 . h ≪ ε have
been derived. For convex shells, the whole regime h≪ ε is now understood.
The geometric framework developed in [17] will be used in the present paper
as well. Here we are interested in the analogous theory for the bending
energy regime. We restrict ourselves to convex shells. Our main result in
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this direction is Theorem 3.2. The derivation of the lower bound is quite
natural. However, as usual, we can prove sharpness of the lower bound only
for regular limiting deformations. We are not able to close this regularity
gap. However, our regularity result Theorem 2.1 allows us to narrow the gap:
using it, we can construct the required recovery sequence starting from a
limiting deformation which is not inW 3,∞, but merely inW 2,∞. In addition,
Theorem 2.1 confirms the intuition that all finite energy deformations of a
convex shell preserve convexity.
2 Regularity of intrinsically convex W 2,2 surfaces
The purpose of this chapter is to prove the following result:
Theorem 2.1. Let U ⊂ R2 be open and let g ∈ C∞(U,R2×2sym) be a smooth
Riemannian metric on U . Assume that the Gauss curvature K of g is
everywhere positive and let u : U → R3 belong to the space
W 2,2g (U) =
{
u ∈W 2,2(U,R3) : (∇u)T (∇u) = g almost everywhere on U
}
.
Then u ∈ C∞(U).
In the statement of this theorem and elsewhere, we always refer to the precise
representative of the Sobolev functions in question.
To prove Theorem 2.1 we use ideas and a key result from the unpublished
(but widely circulated) manuscript [31]. For our purposes, its main result
is to deduce convexity of W 2,2 solutions f of the Monge-Ampe`re inequality
det∇2f ≥ c > 0, cf. Lemma 2.12 below. In [31], this result is combined
with a local graphical representation to prove smoothness of C1,1 isometric
immersions of subdomains of the sphere, endowed with the standard metric.
Our proof of Theorem 2.1 also uses this idea of representing u locally as a
graph of a function f . However, a priori u is not C1. Instead, we show that
the normal nu to u is continuous. It is defined by
nu =
∂1u× ∂2u
|∂1u× ∂2u|
.
It turns out that continuity of the normal is enough to ensure that u be
locally a C1 graph.
Finally, a bootstrap argument, using classical facts about Monge-Ampe`re
equations on one hand and exploiting the link between u and its graphical
representation on the other hand, implies that u is smooth.
2.1 Continuity of the normal
The purpose of this section is to provide a fairly self-contained proof of
Proposition 2.3 below. In doing so, we combine ideas from [5, 6] and others,
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and we introduce a suitable notion of topological degree. For the reader’s
convenience, we include proofs of its relevant properties.
In what follows, we use the notation |g| = det g. The Christoffel symbols of
g are denoted by Γγαβ. The Gauss curvature of the Riemannian metric g is
denoted by K. By BR we denote the open ball of radius R in R
2 centered
at the origin. And U ⊂ R2 is an open set unless specified otherwise.
Define h : U → R2×2sym by h = nu · ∇
2u. The Gauss equation is easily seen to
remain true for u ∈W 2,2. It reads:
∂α∂βu = hαβnu + Γ
γ
αβ∂γu. (2)
Since we are dealing withW 2,2 maps, we should verify the validity of Gauss’
Theorema Egregium.
Lemma 2.2. If u ∈ W 2,2g (U) and h = nu · ∇
2u, then deth = K|g| almost
everywhere on U .
Proof. As shown in [12, Proof of Proposition 6], by approximation it is easy
to see that the map u satisfies
|∂1∂2u|
2 − ∂1∂1u · ∂2∂2u =
1
2
(∂2∂2g11 + ∂1∂1g22 − 2∂1∂2g12) (3)
almost everywhere on U . Denote by P (x) the orthogonal projection from
R
3 onto the subspace spanned by ∂1u(x) and ∂2u(x). Then we deduce from
(3) that
deth = −|P (∂1∂2u)|
2+P (∂1∂1u)·P (∂2∂2u)+
1
2
(∂2∂2g11 + ∂1∂1g22 − 2∂1∂2g12) .
(4)
But in view of (2) we have
P (∂α∂βu) · P (∂γ∂δu) = Γ
ρ
αβΓ
σ
γδgρσ.
We conclude that the right-hand side of (4) can be computed from g and
its derivatives. Since g is smooth, a classical computation therefore shows
that the right-hand side of (4) agrees with K|g|.
Proposition 2.3. Let g ∈ C∞(U) be a smooth Riemannian metric on
U . Assume that the Gauss curvature K of g is positive on U and let
u ∈W 2,2g (U). Then the normal nu to u is continuous on U .
In order to prove Proposition 2.3, we will introduce and prove some results
about the topological degree of S2-valued maps.
So let ϕ ∈W 1,2(BR,S
2). Then, for almost every r ∈ (0, R) we have ϕ|∂Br ∈
W 1,2(∂Br), hence by Sobolev embedding
ϕ|∂Br ∈ C
0(∂Br). (5)
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By a classical result of Schoen and Uhlenbeck, there exist ϕk ∈ C
∞(BR,S
2)
converging strongly in W 1,2 to ϕ as k → ∞. After possibly passing to a
subsequence, we may assume that ϕk → ϕ in W
1,2(∂Br) for almost every
r ∈ (0, R). Hence for such r
ϕk → ϕ uniformly on ∂Br. (6)
In fact, setting fk(r) =
´
∂Br
|∇ϕk −∇ϕ|
2, by the coarea formula we have
‖fk‖L1(BR) =
ˆ R
0
dr
ˆ
∂Br
|∇ϕk −∇ϕ|
2 =
ˆ
BR
|∇ϕk −∇ϕ|
2 → 0.
Hence there is a subsequence such that fkj(r) → 0 for almost every r ∈
(0, R).
For ϕ ∈ W 1,2(BR,S
2) we denote by Rϕ the set of those r ∈ (0, R) such
that (5) is satisfied and such that, in addition, there exist ϕk ∈ C
∞(BR,S
2)
converging strongly in W 1,2 to ϕ and satisfying (6). Note that ϕ(∂Br) is
compact for such r, due to (5).
For r ∈ Rϕ define the degree Q : S
2 → R of ϕ with respect to Br by setting
Q(y) =
ˆ
Br
ϕ∗η, (7)
where η is any smooth 2-form on S2 with
´
S2
η = 1 which is supported in
the connected component Λy of S
2 \ ϕ(∂Br) that contains y.
We claim that Q is well-defined, i.e., that it is independent of the choice of
η. We use the following well-known fact.
Lemma 2.4. Let Λ ⊂ S2 be connected and let η˜ be a smooth 2-form on S2
whose support is contained in Λ and which is such that
´
S2
η˜ = 0. Then there
exists a smooth 1-form w on S2 with support in Λ and such that η˜ = dw.
In view of the lemma it remains to show that if w is a smooth 1-form
supported in Λy then
´
Br
ϕ∗(dw) = 0.
Since dw is a 2-form and since ϕk → ϕ strongly in W
1,2(Br), we see that
ϕ∗k(dw)→ ϕ
∗(dw) strongly in L1(Br).
Hence ˆ
Br
d(ϕ∗kw) =
ˆ
Br
ϕ∗k(dw)→
ˆ
Br
ϕ∗(dw). (8)
Due to (6), the compact set ϕk(∂Br) does not intersect the support of w for
k large enough, because the latter has positive distance from the compact
set ϕ(∂Br). Therefore, ϕ
∗
kw has compact support in Br. Hence, by Stokes’
theorem, the left-hand side of (8) is zero. This concludes the proof showing
that Q is well-defined by (7).
Recall that the essential range of ϕ|Br is the smallest closed set F such that
ϕ(x) ∈ F for almost every x ∈ Br; as shown in [5] it is well-defined. More
or less directly from the definition of Q, we see the following:
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Lemma 2.5. Let ϕ ∈ W 1,2(BR,S
2), let r ∈ Rϕ and define Q as in (7).
Then the following are true:
(i) Q is constant on every connected component of S2 \ ϕ(∂Br);
(ii) If Q(y) 6= 0 then Λy is contained in the essential range F of ϕ|Br .
(iii) Q takes integer values.
Proof. To prove (ii), assume that Λy is not contained in F . Then there
exists an open set Λ ⊂ Λy \F and a normalized smooth 2-form η supported
on Λ. So ϕ∗η = 0 almost everywhere on Br. Hence we would have Q(y) = 0.
To prove (iii) just note that the last convergence in (8) is also true for any
other 2-form; in particular for the form η in (7). But for smooth ϕ, the
right-hand side of (7) is known to attain only integer values.
Lemma 2.6. Let u ∈ W 2,2g (BR), let r ∈ Rnu and define Q as in (7) with
ϕ = nu. Then Q ≥ 0 on S
2 \ nu(∂Br). Moreover, if y ∈ S
2 \ nu(∂Br) is
such that Q(y) = 0, then Λy does not intersect the essential range of nu|Br .
Proof. Denote by ηS2 the standard area form on S
2. Then n∗uηS2 = Kd volg,
due to Lemma 2.2. Applying (7) with η = ρηS2 , we see that(ˆ
Br
ρηS2
)
Q(y) =
ˆ
Br
(ρ ◦ nu)K d volg .
for every ρ ∈ C∞0 (Λy). Since K > 0 on Br, we conclude that if Q(y) = 0
then ρ◦nu = 0 almost everywhere on Br. Since ρ was arbitrary, this implies
that nu(x) ∈ S
2 \ Λy for almost every x ∈ Br. Since S
2 \ Λy is closed, by
minimality of the essential range we conclude that it must be contained in
S
2 \ Λy.
Lemma 2.7. Let u and Q be as in the hypotheses of Lemma 2.6. If r ∈ Rnu
is small enough, then Q is zero at some point in S2 \ nu(∂Br).
Proof. There exists a constant C depending only on g such that
ˆ
Br
K d volg ≤ Cr
2.
We choose r > 0 so small that the right-hand side is bounded by 1/4 times
the area of S2.
Assume for contradiction that Q 6= 0 everywhere on S2 \ nu(∂Br). Then by
Lemma 2.6 we know that Q is positive and so by Lemma 2.5 we have Q ≥ 1
on S2 \ nu(∂Br).
Since nu ∈ W
1,2(∂Br), it maps ∂Br into a set of zero area, cf. [28]. So the
area of S2 \ nu(∂Br) is that of S
2. Hence there exist finitely many pairwise
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disjoint connected components Λ1, ...,ΛM of S
2 \ nu(∂Br) and ψi ∈ C
∞
0 (Λi)
taking values in [0, 1] and such that
M∑
i=1
H2 ({ψi = 1}) ≥
1
2
H2(S2). (9)
Here H2 denotes the 2-dimensional Hausdorff measure in R3. Let yi ∈ Λi
and note that
∑
i ψi ≤ 1 pointwise on S
2. Hence, recalling that Q(yi) ≥ 1,
ˆ
Br
K d volg ≥
M∑
i=1
ˆ
Br
(ψi ◦ nu) K d volg
=
M∑
i=1
ˆ
Br
n∗u(ψiηS2)
=
M∑
i=1
Q(yi)
ˆ
S2
ψiηS2
≥
M∑
i=1
ˆ
S2
ψiηS2
≥
M∑
i=1
H2 ({ψi = 1}) .
In view of (9) this contradicts our choice of r.
Proof of Proposition 2.3. Since Q vanishes at some point by Lemma 2.7,
by Lemma 2.6 it is in fact zero on a whole connected component Λ of the
relatively open set S2 \ nu(∂Br) and (after possibly redefining nu on a set
of measure zero) nu does not take values in Λ.
We assume without loss of generality that e3 ∈ Λ and we denote by Ψ :
S
2 \ {e3} → R
2 the stereographic projection. Since Λ ⊂ S2 \ nu(∂Br) is
relatively open, there exists ρ > 0 such that S2 ∩B2ρ(e3) does not intersect
nu(Br). And Ψ ∈ C
∞
(
R
3 \Bρ(e3)
)
. Hence Ψ ◦ nu ∈ (W
1,2 ∩ L∞)(U,R2).
Since Ψ is conformal, we deduce from K > 0 that the Jacobian of Ψ ◦ nu
does not change its sign and is bounded away from zero. Hence Ψ ◦ nu is
continuous, cf. [28]. Hence nu is continuous as well.
2.2 Immersions with continuous normal
Deviating from our general notation, in the next proposition g will denote
an arbitrary continuous Riemannian metric.
Proposition 2.8. Let g ∈ C0(U,R2×2sym) be a continuous Riemannian metric
and let u ∈W 2,2g (U). Then u is locally Bilipschitz.
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More precisely, there exists R0 > 0 such that for every x ∈ U we have
λ1(x)
2
|z − y| ≤ |u(z)− u(y)| ≤ ‖Tr g‖
1/2
L∞(U)|z − y| for all z, y ∈ BR(x).
Here λ1(x) is the smallest eigenvalue of g(x) and R = min{R0,
1
8 dist∂U (x)}.
Proof. We follow [14], which in turn follows [23]. Clearly u is Lipschitz,
because |∇u|2 = Tr g is uniformly bounded.
Now let ε ∈ (0, 1) and choose R0 > 0 such that
oscBR(x) g +
(ˆ
BR(x)
|∇2u|2
)1/2
< ε (10)
whenever x ∈ U and R ≤ 8R0 and BR(x) ⊂ U .
Fix one such pair x and R and consider two distinct points in BR/8(x). They
are a distance L ∈ (0, R/4) apart. After rotation and translation, we may
assume that they agree with the origin and the point (L, 0), respectively.
We may also assume that ∇u(t, 0) exists and that (∇u)T (∇u)(t, 0) = g(t, 0)
for L1 almost every t ∈ [0, L], and that
u(L, 0) − u(0, 0) =
ˆ L
0
∂1u(t, 0) dt.
(In fact, for almost every a ∈ (−R/50, R/50) the analogous statements are
true with u(·, a) instead of u(·, 0). So we can apply the following proof to
each of these maps and then let a→ 0.)
For brevity we write G = ∇u and G = 1L
´ L
0 G(t, 0) dt. By the Trace Theo-
rem and Poincare´’s inequality there exists a constant C0 such that
1
L
ˆ L
0
|G(t, 0) −G|2 dt ≤ C0
ˆ
(0,L)2
|∇G|2 ≤ C0ε
2, (11)
where we have used∇G = ∇2u and (10). On the other hand, sinceGTG = g,
we have
|G
T
G− g| ≤ (|G|+ |G|)|G −G| ≤ 2‖Tr g‖
1/2
L∞ |G−G|.
Hence using (11) and Jensen’s inequality,
1
L
ˆ L
0
|G
T
G− g(t, 0)| dt ≤ 2‖Tr g‖
1/2
L∞ ·
1
L
ˆ L
0
|G(t, 0) −G| dt ≤ C2ε,
where C2 = 2‖Tr g‖
1/2
L∞C
1/2
0 . Using (10) we conclude that
|G
T
G− g(0, 0)| ≤ oscBR(x) g + C2ε ≤ (C2 + 1)ε.
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Hence choosing
ε =
g11(0, 0)
2(C2 + 1)
,
we have |Ge1|
2 ≥ |g11(0,0)|
2
4 . Thus
|u(L, 0) − u(0, 0)| =
∣∣∣ˆ L
0
∂1u(t, 0) dt
∣∣∣ = L|Ge1| ≥ |g11(0, 0)|
2
· L.
The hypotheses of the following lemma are satisfied by isometric immersions
with a continuous normal.
Lemma 2.9. Let u ∈ W 1,∞(U,R3) be an immersion and assume that its
normal nu is continuous on U . If x ∈ U and R ≤ dist∂U (x), then∣∣∣nu(x) · (u(z)− u(y)) ∣∣∣ ≤ ‖∇u‖L∞(U) · ( oscBR(x) nu) · |y − z|
for all z, y ∈ BR(x).
Proof. We may assume that y agrees with the origin and z = (L, 0) for some
L ∈ (0, 2R). As in the proof of Proposition 2.8, we may also assume that
∇u(t, 0) exists for L1 almost every t ∈ [0, L], and that
u(L, 0) − u(0, 0) =
ˆ L
0
∂1u(t, 0) dt.
Hence the claim follows at once from the equation
nu(x) · (u(L, 0) − u(0, 0)) =
ˆ L
0
∂1u(t, 0) · (nu(x)− nu(t, 0)) dt.
2.3 Proof of Theorem 2.1
Assume that the hypotheses of Theorem 2.1 are satisfied and fix a point
x0 ∈ U . We will prove that u is smooth in a neighbourhood of x0. By
Proposition 2.3 the normal nu is continuous. We assume without loss of
generality that nu(x0) = e3 and we write u =
(
Ψ
V
)
, where V = e3 · u and
Ψ : U → R2 is the in-plane component.
Lemma 2.10. There exists r > 0 such that Ψ is Bilipschitz on Br(x0).
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Proof. Clearly Ψ is Lipschitz because so is u. Let R0 be as in Proposition
2.8 and denote by λ1 the smallest eigenvalue of g(x0). Let R ≤ R0 be such
that BR(x0) ⊂ U and
oscBR(x0) n ≤
λ1
4‖Tr g‖
1/2
L∞(U)
.
Set r = R/8. Then by Proposition 2.8 and Lemma 2.9, for all y, z ∈ Br(x0)
we have
|Ψ(z)−Ψ(y)|2 = |u(z) − u(y)|2 − |V (z) − V (y)|2
≥
(
λ21
4
−
λ21
16
)
|z − y|2 =
3λ21
16
|z − y|2.
We may assume without loss of generality that Ψ(x0) = 0. By Lemma
2.10, after possibly shrinking U we may assume that Ψ is a Bilipschitz
homeomorphism from U onto Ψ(U) and furthermore that B = Ψ(U) is an
open ball centered at the origin. For the rest of this chapter, the letter B
without subindex refers to this particular ball.
Denote by Φ : B → U the inverse of Ψ and define f = V ◦Φ, which is a map
from B to R. Then u(U) = graph f |B. For z ∈ B we define
G(z) = (z, f(z)),
so that u = G ◦Ψ. Denote the Riemannian metric on B induced by G by
g˜ = (∇G)T (∇G) = I +∇f ⊗∇f,
and the normal to G by n˜u =
∂1G×∂2G
|∂1G×∂2G|
. We have
n˜u =
(−∇f, 1)T
(1 + |∇f |2)1/2
, (12)
because det g˜ = 1 + |∇f |2.
Lemma 2.11. We have f ∈ W 1,∞(B) ∩W 2,2(B) and f satisfies the pre-
scribed Gauss curvature equation
det∇2f = K(Φ) · (1 + |∇f |2)2 (13)
almost everywhere on B.
Proof. Clearly, f ∈ W 1,∞(B). Moreover, f ∈ W 2,2(B) by the chain rule
and since Φ is Bilipschitz and in W 2,2. To prove (13), note that ∂α∂βG =
(0, 0, ∂α∂βf)
T . Therefore, h˜ = n˜u · ∇
2G satisfies
h˜ =
∇2f
(1 + |∇f |2)1/2
. (14)
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Taking determinants in (14), we see that
det∇2f = (1 + |∇f |2) det h˜. (15)
Using the chain rule, it is easy to verify that
h = (∇Ψ)T h˜(Ψ) (∇Ψ) almost everywhere. (16)
A similar relation applies to g and g˜. Therefore, using Lemma 2.2, we see
that (15) implies (13).
Observe that the right-hand side of (13) is positive and bounded away from
zero and infinity. Hence the following lemma implies that f is a (locally)
convex function.
Lemma 2.12. Let c, R > 0 and let f˜ ∈ W 2,2(BR) satisfy det∇
2f˜ ≥ c
almost everywhere on BR. Then f˜ is either locally convex on BR or it is
locally concave on BR.
Proof. This is proven in [31]. As observed in [31], the results in [18] (which
were conjectured in [31]) indeed allow to relax the W 2,∞ hypothesis in [31]
to the W 2,2 hypothesis used here.
Lemma 2.13. We have f ∈ C1(B).
Proof. We know from Proposition 2.3 that nu : U → S
2 is continuous. And
so is Φ. Since n˜u = nu(Φ), we see that n˜u is continuous. Upon scalar
multiplication of (12) with e3, we have
(1 + |∇f |2)−1/2 = nu(Φ) · e3.
Since nu(Φ) · e3 is continuous and strictly positive, we conclude that (1 +
|∇f |2)1/2 is continuous. Hence so is ∇f , by (12).
The following lemma is [26, Theorem 1’]; cf. also [7].
Lemma 2.14. Let R > 0 and 0 < m < M < ∞ and let F˜ : BR → [m,M ].
If f˜ ∈ C0(BR) is a convex Aleksandrov solution of
det∇2f˜ = F˜ ,
then there exists p ≥ 1 such that f˜ ∈ W 2,ploc (BR). Moreover, p → ∞ as
M/m→ 1.
Proof of Theorem 2.1. Denote the right hand side of (13) by F . Since F
is continuous, after possibly shrinking B (and U), the oscillation of F is as
small as we please on B, and Lemma 2.14 implies that there exists p > 2
such that f ∈W 2,ploc (B).
But f ∈ W 2,ploc (B) implies that G ∈ W
2,p
loc (B). And (14) implies that h˜ ∈
11
Lploc(B). Since ∇Ψ ∈ L
∞(U), from (16) we deduce that h ∈ Lploc(U).
Since the Christoffel symbols are smooth and ∇u is bounded, we deduce
from (2) that u ∈ W 2,ploc (U). In particular, by Morrey-Sobolev embedding,
there exists a constant δ ∈ (0, 1) such that Ψ ∈ C1,δ(U) and f ∈ C1,δ(B).
Since the Gauss curvature K is Lipschitz on U , we have F ∈ C0,δ(B).
E.g. by the results in [30], we therefore deduce from det∇2f = F that
f ∈ C2,δ(B). Hence (14) shows that h˜ ∈ C0,δ(B). Hence h ∈ C0,δ(U) by
(16). Thus (2) implies u ∈ C2,δ(U) for some δ ∈ (0, 1).
Hence, for every constant unit vector e ∈ R3, the function v = e · u is a C2,δ
solution of the Darboux equation
det
(
∇2v − Γ · ∇v
)
= K|g|
(
1− g−1 : (∇v ⊗∇v)
)
on U ; here we write (Γ·∇v)ij = Γ
k
ij∂kv. This equation is elliptic with respect
to v. Since g−1, Γ and K are smooth, and since v ∈ C2,δ(U), we conclude
by standard theory that v ∈ C∞(U) (cf. e.g. [13]).
In closing, note that if merely g ∈ C2,α for some α ∈ (0, 1), then our argu-
ments show that there is δ > 0 such that u ∈ C2,δ for some δ ∈ (0, 1). And
if g ∈ Ck,α for some k ≥ 3, then u ∈ Ck+2,α, by standard elliptic regularity.
2.4 A consequence of Theorem 2.1
A question arising in problems in thin film elasticity such as the one ad-
dressed in the second part of this paper regards the existence of solutions
w : U → R3 of the following degenerate PDE system on U :
∂αu · ∂βw + ∂βu · ∂αw = qαβ for α, β = 1, 2. (17)
Here u : U → R3 is a given W 2,2 immersion and q : U → R2×2sym is given.
If u is intrinsically convex, a key step in solving (17) is Theorem 2.1, as
it ensures the ellipticity of the underlying equation. The other key step is
[2, Theorem 1.1] about unique continuation for elliptic PDE with irregular
coefficients. Combining these two, we obtain the following result:
Proposition 2.15. Let α ∈ (0, 1), let U ⊂ R2 be a simply connected domain
with C2 boundary and let g ∈ C2,α(U,R2×2sym) be a Riemannian metric whose
Gauss curvature is positive on U . Assume that u ∈W 2,2g (U)∩W 2,∞(U,R3).
Then, for every q ∈ W 1,2(U,R2×2sym), the system (17) admits a solution w ∈
W 1,2(U,R3).
Proof. A proof for the case u ∈ W 3,∞(U,R3) can be found in [21, Lemma
5.6]; an earlier proof of a similar (but dual) statement can be found in [22].
Both proofs combine arguments by Weyl presented in [27] with a unique
continuation result. So do we in the following proof.
As before, hαβ = nu · ∂α∂βu denotes the second fundamental form of u. By
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(bαβ) we denote the inverse matrix to (hαβ). In fact, by Theorem 2.1 the
matrix (hαβ) is positive definite everywhere or negative definite everywhere.
We assume the former.
We now argue as in [15, Section 6] and introduce the linear operator
T : W 1,2(U)→
(
W 1,20 (U)
)′
by setting
(Tψ)(ϕ) =
ˆ
U
(bαβ∂αψ∂βϕ− 2Hψϕ)
√
|g|.
Above, the prime denotes the topological dual and H is the mean curvature
of u. For our purposes it is enough to know that H ∈ L∞(U) is bounded
from below by a positive constant. We claim that T is surjective.
In order to prove this, it suffices to show that the dual operator to T is
injective. Let ϕ ∈W 1,20 (U) be such thatˆ
U
(bαβ∂αψ∂βϕ− 2Hψϕ)
√
|g| = 0 for all ψ ∈W 1,2(U).
We extend g and b to a simply connected domain U˜ containing U , in such a
way that b ∈ L∞(U˜ ) is positive definite on U˜ . Since ϕ ∈W 1,20 (U), its exten-
sion by zero (still denoted by ϕ) belongs to W 1,2(U˜). Since the restriction
of ψ ∈W 1,2(U˜) to U belongs to W 1,2(U), we have
ˆ
U˜
(bαβ∂αψ∂βϕ− 2Hψϕ)
√
|g| = 0 for all ψ ∈W 1,2(U˜).
Since ϕ = 0 on U˜ \U , this implies that ϕ = 0 on U˜ , due to [2, Theorem 1.1].
This proves that the dual operator is injective, hence that T is surjective.
As shown in [27], the existence of a solution w ∈ W 1,2(U,R3) of (17) is
equivalent to the existence of a solution ρ ∈ W 1,2(U) of Tρ = f , for a
suitable f ∈
(
W 1,20 (U)
)′
which can be computed from u and q.
3 Homogenization for shells
We begin by introducing some further notation. Set Y = [0, 1)2 and Y =
R
2/Z2. For all k ∈ N∪{0} the set of all f ∈ Ck(R2) with Dαf(·+z) = Dαf
for all z ∈ Z2 and all multiindices α of order up to k is denoted by Ck(Y).
Ck functions with compact support are denoted by a subindex 0. For any
open set A, we denote by L2(Y), W 1,2(Y) and W 1,2(A×Y) the Banach
spaces obtained as closures of C∞(Y) and C∞(A¯, C∞(Y)) with respect to
the norm in L2(Y ), W 1,2(Y ) and W 1,2(A×Y ), respectively. An additional
dot (e.g. in L˙2(Y)) denotes functions with average zero over Y.
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3.1 Surfaces and shells in R3
Let κ ∈ (0, 1) and let ω ⊂ R2 be a bounded domain with C3,κ boundary.
Set I = (−12 ,
1
2) and Ω
h = ω × (hI), and Ω = ω × I. From now on, S ⊂ R3
denotes (the relative interior of) an embedded compact connected oriented
surface with boundary. For convenience we assume that S is parametrized
by a single chart. More precisely, we assume that there exists an open set
V ⊂ R3 containing the closure of S and an open set U ⊂ R3 containing
ω × {0} and a C3,κ diffeomorphism Φ : V → U such that
Φ(S) = ω × {0}.
Then ξ : ω → S, defined by ξ(z) = Φ−1(z, 0), is a global C3,κ chart for S.
By W 2,2iso (S) we denote the W
2,2 isometries of the surface S into R3. The
space W 2,∞iso (S) is defined similarly. Clearly u ∈ W
2,2
iso (S) is equivalent to
u ◦ ξ ∈ W 2,2g (ω), for g = (∇ξ)T (∇ξ) the Riemannian metric on ω induced
by ξ.
As usual, TS denotes the tangent bundle over S and NS the normal bundle.
A basis of the tangent space TxS is given by
τα(x) = (∂αξ)(Φ(x)) for all x ∈ S,
where α = 1, 2. We view TxS as a subspace of R
3 and write σ · τ to denote
the scalar product on both spaces.
The dual basis of the tangent space TxS is denoted by (τ
1(x), τ2(x)). So by
definition
τα · τβ = δαβ on S,
where δαβ is the Kronecker symbol. We frequently identify T
∗
xS with TxS
via the scalar product.
Define the normal n : S → S2 by
n =
τ1 × τ2
|τ1 × τ2|
.
The orthogonal projection onto TxS is
TS(x) = I − n(x)⊗ n(x).
The tensor products TS⊗TS etc. are defined fiberwise. T ∗xS⊗T
∗
xS will be
regarded as a subspace of R3×3. If E and F are vector spaces (or bundles)
then the space of all symmetric products
a⊙ b :=
1
2
(a⊗ b+ b⊗ a) ,
with a ∈ E and b ∈ F is denoted by E ⊙ F .
Sections B of T ∗S ⊗ T ∗S will frequently be regarded as maps from S into
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3×3 via the embedding ι defined by ι(B) = B(TS , TS). By definition,
B(TS , TS) : S → R
3×3 takes the vector fields v,w : S → R3 into the function
x 7→ B(x)(TS(x)v(x), TS(x)w(x)).
For any vector bundle E over S we denote by L2(S,E) the space of all
L2-sections of E. The spaces W 1,2(S,E) etc. are defined similarly. For
any vector bundle E over S with fibers Ex, we denote by L
2(Y, E) the vec-
tor bundle over S with fibers L2(Y, Ex). The bundles W
1,2(Y, E) etc. are
defined similarly. For example, L2-sections of the bundle W 1,2(Y, TS) are
given by
L2(S,W 1,2(Y, TS)) =
{Z ∈ L2(S,W 1,2(Y,R3)) : Z(x) ∈W 1,2(Y, TxS) for a.e. x ∈ S}.
For a function f : S → R its differential df is given by df(x)τ = ∇τf(x) for
all τ ∈ TxS. Here ∇τf denotes the directional derivative of f in direction of
the tangent vector τ . We extend these definitions componentwise to maps
into R3. By ∇ we denote the usual gradient on R3 (or on R2).
As usual, the Weingarten map S of S is the differential of the normal, i.e.,
S(x)τ = (∇τn)(x) for all x ∈ S, τ ∈ TxM.
We extend S(x) trivally to R3 by setting S(x) = S(x) TS(x).
For an immersion u : S → R3 denote by Su the Weingarten map for the
surface u(S). We define its pullback to S by setting
(u∗Su)τ = u
∗ (SuDτu)
for all smooth tangent vector fields τ to S. Here by definition, u∗(Dσu) = σ
for all smooth tangent vector fields σ to S. As in [10] we will encounter the
relative Weingarten map
Sru = u
∗Su − S.
The nearest point retraction π of a tubular neighbourhood of S onto S
satisfies π(x + tn(x)) = x for small |t| and all x ∈ S. After rescaling the
ambient space, we may assume that the curvature of S is as small as we
please. Therefore, we may assume without loss of generality that π is well-
defined on a domain containing the closure of the set {x + tn(x) : x ∈
S,−1/2 < t < 1/2}, and that |Id + tS(x)| ∈ (1/2, 3/2) for all t ∈ (−12 ,
1
2)
and all x ∈ S.
For a subset S˜ ⊂ S and h ∈ (0, 1] we define S˜h = {x+tn(x) : x ∈ S˜, −h/2 <
t < h/2}. In particular, the whole shell is, by definition,
Sh =
{
x+ tn(x) : x ∈ S and t ∈ (−
h
2
,
h
2
)
}
.
We introduce the map r = Φ ◦ π. Moreover, we introduce the function
t : S1 → R by setting t(x) = (x− π(x)) · n(x) for all x ∈ S1. Then we have
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the following identity on S1, cf. [17]:
dπ = TS(π) (I + tS(π)TS(π))
−1 . (18)
(Here and elsewhere we write TS(π) instead of TS ◦π etc.) Hence there exists
a constant C depending only on S such that
|dπ − (I − tS(π))TS(π)| ≤ Ct
2 on S1. (19)
Abusing notation, maps f : S → Rk will often be extended to S1 by setting
f = f ◦ π. We extend r, TS and S in this way, too.
For functions f ∈ L2(S,W 2,2(Y)) the expression HessY f is the section of
the bundle L2 (Y, TS ⊙ TS) over S given by
(HessY f)(x, y) = ∂yα∂yβf(x, y) τ
α(x)⊙ τβ(x),
where (∇2yf)αβ = ∂yα∂yβf . For v ∈ L
2(S,W 1,2(Y;R2)) we define the section
DefY v of the bundle L
2(Y, T ∗S ⊙ T ∗S) by
(DefY v)(x, y) = (sym∇yv(x, y))αβτ
α(x)⊙ τβ(x).
Here and elsewhere ∇y is the gradient in Y with respect to the variable y
(and not some directional derivative).
We define the map Ξ : ω × R→ R3 by
Ξ(z′, z3) = ξ(z
′) + z3n(ξ(z
′)) for all z′ ∈ ω and z3 ∈ R.
We define the diffeomorphism Θh : Sh → S1 by
Θh = π +
t
h
n.
Using (18) we can see that
∇Θh =
(
TS +
1
h
(n⊗ n+ tS)
)
(I + tS)−1 on Sh. (20)
For a deformation u : Sh → R3 its rescaled version y : S1 → R3 is defined
by y(Θh) = u on Sh. We also define the rescaled gradient ∇hy of y by the
condition
(∇hy) ◦Θ
h = ∇u on Sh. (21)
3.2 Two-scale convergence on shells
Recall that r = Φ ◦ π. A sequence (fh) ⊂ L2(S1) is said to converge weakly
two-scale on S1 to the function f ∈ L2(S1, L2(Y)) as h → 0, provided that
the sequence (fh) is bounded in L2(S1) and
lim
h→0
ˆ
S1
fh(x) ρ(x, r(x)/ε) dx =
ˆ
S1
ˆ
Y
f(x, y) ρ(x, y) dy dx, (22)
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for all ρ ∈ C00 (S
1, C0(Y)). We write fh
2
−⇀ f to denote weak two-scale
convergence.
Defining f˜h = fh ◦ Ξ and f˜(z, y) = f(Ξ(z), y), and taking
ρ˜(z, y) = ρ(Ξ(z), y)|det∇Ξ(z)|
a change of variables shows that (22) is equivalent toˆ
Ω
f˜h(z)ρ˜(z, z′/ε) dz →
ˆ
Ω
ˆ
Y
f˜(z, y)ρ˜(z, y) dy dz,
where z′ is the projection of z onto R2. Hence fh
2
−⇀ f on S1 if and only
if f˜h
2
−⇀ f˜ on Ω in the usual sense. When fh : S → R, then fh
2
−⇀ f on S
means, by definition, that the trivial extensions converge weakly two-scale
on S1. In particular, fh
2
−⇀ f on S if and only if f˜h
2
−⇀ f˜ on ω. All these def-
initions are extended componentwise to vector-valued maps. For sections q,
qh of T ∗S⊙T ∗S, we say qh
2
−⇀ q if qh(τ, σ)
2
−⇀ q(τ, σ) for all τ, σ ∈ C1(S, TS).
A similar definition applies to other bundles.
Remarks and Definition.
(i) If (fh) ⊂ L2(S1) is bounded, then it has a subsequence which converges
weakly two-scale to some f ∈ L2(S1, L2(Y)). These and other facts
can be deduced from the corresponding results on planar domains, cf.
[3, 33].
(ii) As usual, an important step in the proof of Theorem 3.2 will be to
characterize the possible two-scale limits of scaled gradient fields. For
this purpose, for γ ∈ [0,∞] we introduce the following subspaces Hγ
of L2(S × I × Y,R3×3):
• The space H0 is the set of all matrix fields of the form (∇yw1, w2),
where w1 ∈ L
2(S, W˙ 1,2(Y,R3)) and w2 ∈ L
2(S × I × Y,R3)).
• For γ ∈ (0,∞), the space Hγ is the space of all matrix fields of
the form
(
∇yw1,
1
γ∂3w1
)
, where w1 ∈ L
2(S, W˙ 1,2(I × Y,R3)).
• The spaceH∞ is the set of all matrix fields of the form (∇yw1, w2),
where w1 ∈ L
2(S × I, W˙ 1,2(Y,R3)) and w2 ∈ L
2(S × I,R3).
(iii) As shown in [17, Lemma 4.3], if (wh) ⊂W 1,2(S1,R3) is such that (wh)
and (∇hw
h) are bounded in L2, then one can extract a subsequence
such that there exists a field Hγ ∈ Hγ and a map w0 ∈ W
1,2(S,R3)
with
∇hw
h 2−⇀ dw0 TS +
3∑
i,j=1
(Hγ(π, t, y))ijτ
i ⊗ τ j
weakly two-scale on S1, where τ3 = n. More precisely, w0 is the weak
limit in W 1,2(S) of
´
I w
h(·+ tn)dt.
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3.3 Energy functionals
From now on ε : (0, 1)→ (0, 1) denotes a function such that the limit
γ = lim
h→0
h
ε(h)
exists in [0,∞]. If γ = 0, then we will assume, in addition, that ε2(h)≪ h.
We will often suppress the explicit h-dependence in the notation and simply
write ε instead of ε(h).
Let us now fix an energy density function
W : S1 × R2 × R3×3 → [0,∞]
with the usual properties: W is normalized such that W (x, y, I) = 0; more-
over, W is continuous in the first argument, Y-periodic in the second and
frame indifferent in the third. Regarding its growth, we assume that there
exist constants 0 < η1 ≤ η2 and ρ > 0 such that for all (x, y) ∈ S
1 × Y we
have
W (x, y, F ) ≥ η1 dist
2(F,SO(3)), for all F ∈ R3×3,
W (x, y, F ) ≤ η2 dist
2(F,SO(3)), for all F ∈ R3×3 with dist2(F,SO(3)) ≤ ρ.
Finally, we assume that for each (x, y) ∈ S1 × Y there exists a quadratic
form Q(x, y, ·) : R3×3 → R such that
ess sup
(x,y)∈S1×Y
|W (x, y, I +G)−Q(x, y,G)|
|G|2
→ 0 as G→ 0. (23)
The following properties of Q(·, ·, ·) follow at once from those of W (cf. [24,
Lemma 2.7]): the map Q(·, y, ·) is continuous for almost every y ∈ R2 and
the map Q(x, ·, G) is Y -periodic for all x ∈ Ω and all G ∈ R3×3. Moreover,
for all x ∈ Ω and almost every y ∈ R2, the map Q(x, y, ·) is quadratic, and
for all G ∈ R3×3 we have
η1| symG|
2 ≤ Q(x, y,G) = Q(x, y, symG) ≤ η2| symG|
2.
The elastic energy per unit thickness of a deformation uh ∈W 1,2(Sh,R3) of
the shell Sh is given by
Jh(uh) =
1
h
ˆ
Sh
W
(
Θh(x), r(x)/ε,∇uh(x)
)
dx.
In order to express the elastic energy in terms of the y variables, we associate
with y : S1 → R3 the energy
Ih(y) =
ˆ
S1
W (x, r(x)/ε,∇hy(x)) det (I + t(x)S(x))
−1 dx
=
ˆ
S
ˆ
I
W (x+ tn(x), r(x)/ε,∇hy(x+ tn(x))) dt d volS(x).
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By a change of variables we have
Jh(uh) =
1
h
ˆ
S1
W
(
x, r(x)/ε,∇hy
h(x)
) ∣∣∣det∇(Θh)−1(x)∣∣∣ dx,
where again yh(Θh) = uh. Using (20) we see that there exists a constant C
such that
|Jh(uh)− Ih(yh)| ≤ ChIh(yh).
3.4 Asymptotic energy functionals
Next we will introduce the asymptotic energy functionals. In order to do so,
we need the definition of the relaxation fields and the cell formulae. Recall
that a⊙ b = 12(a⊗ b+ b⊗ a). We make the following definitions:
Set D(U0) = W˙
1,2(Y,R2) × W˙ 2,2(Y) × L2(I × Y,R3) and for (ζ, ϕ, µ) ∈
L2(S,D(U0)) define
U0(ζ, ϕ, µ) = DefY ζ + 2µατ
α ⊙ n+ µ3n⊙ n− tHessY ϕ.
SetD (U∞) = L
2(I, W˙ 1,2(Y,R2))×L2(I, W˙ 1,2(Y))×L2(I,R3) and for (ζ, ρ, c) ∈
L2 (S,D (U∞)) define
U∞(ζ, ρ, c) = DefY ζ + 2(∂yαρ+ cα)τ
α ⊙ n+ c3n⊙ n.
For γ ∈ (0,∞) set D(Uγ) = W˙
1,2(I × Y;R2)× W˙ 1,2(I × Y) and for (ζ, ρ) ∈
L2 (S,D(Uγ)) define
Uγ(ζ, ρ) = DefY ζ + (∂yαρ+
1
γ
∂3ζα)τ
α ⊙ n+ (
1
γ
∂3ρ)n⊙ n.
By embedding D(U0) trivially into L
2(S,D(U0)), we can regard U0 as a map
from D(U0) into L
2(S,L2(I × Y,R3×3sym)).
For each x ∈ S the fiberwise action U
(x)
0 of U0 is
U
(x)
0 (ζ, ϕ, µ) = (DefY ζ)(x)+2µατ
α(x)⊙n(x)+µ3n(x)⊙n(x)−t(HessY ϕ)(x),
for all (ζ, ϕ, µ) ∈ D(U0).
For each x ∈ S we define L
(x)
0 (I × Y) = U
(x)
0 (D(U0)), i.e.,
L
(x)
0 (I × Y) =
{
U
(x)
0 (ζ, ϕ, µ) : (ζ, ϕ, µ) ∈ D(U0)
}
.
This is a subspace of L2(I × Y,R3×3sym). We denote by L0(I × Y) the vector
bundle over S with fibers L
(x)
0 (I × Y); in what follows we will frequently
omit the index (x) for the fibers. The bundles Lγ(I×Y) , for γ ∈ (0,∞] are
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defined analogously. The elements of these spaces are the relaxation fields.
For γ ∈ [0,∞] and x ∈ S, we define Qγ(x, ·) : T
∗
xS ⊗ T
∗
xS → R by setting
Qγ(x, q) = inf
ˆ
I
ˆ
Y
Q
(
x+ tn(x), y, p + tq + U(t, y)
)
dy dt.
Here the infimum is taken over all U ∈ L
(x)
γ (I × Y) and all p ∈ T ∗xS ⊗ T
∗
xS.
Notice that Qγ(x, q) = Qγ(x, sym q) for all x ∈ S and all q ∈ T
∗
xS ⊗ T
∗
xS.
For x ∈ S and q ∈ T ∗xS ⊙ T
∗
xS define the homogeneous relaxation (cf. [21]):
Q˜(x, t, q) = min
M∈R3×3sym
{Q(x+ tn(x),M) :M(TS , TS) = q(TS , TS)}.
Then it is easy to see that
Q0(x, q) = inf
ˆ
I×Y
Q˜
(
x+ tn(x), y, p + tq + (DefY ζ)(x)− t(HessY ϕ)(x)
)
dt dy,
where the infimum is taken over all ζ ∈ W˙ 1,2(Y,R2), all ϕ ∈ W˙ 2,2(Y) and
all p ∈ T ∗xS ⊙ T
∗
xS. In the case when the material is homogeneous in the
thickness direction, we have
Q0(x, q) =
1
12
inf
{ˆ
Y
Q˜(x, y, q + (HessY ϕ)(x)) dy : ϕ ∈ W˙
2,2(Y)
}
.
As in [25], for all x ∈ S and all q ∈ T ∗xS ⊙ T
∗
xS we have
lim
γ→∞
Qγ(x, q) = Q∞(x, q) and lim
γ→0
Qγ(x, q) = Q0(x, q).
It is not difficult to show that for all γ ∈ [0,∞] and x ∈ S the map Qγ(x, ·)
is quadratic and that there exist c1, c2 > 0 such that for all x ∈ S we have
c1| sym q|
2 ≤ Qγ(x, q) ≤ c2| sym q|
2, ∀q ∈ T ∗xS ⊗ T
∗
xS.
For γ ∈ [0,∞] we define Iγ :W
1,2(S;R3)→ R by setting
Iγ(u) =
{´
S Qγ (x,S
r
u(x)) d volS(x) if u ∈W
2,2
iso (S),
+∞ otherwise.
3.5 Main result
For a given sequence (uh) ⊂W 1,2(Sh;R3) we continue to define the sequence
(yh) ⊂W 1,2(S1,R3) of rescaled deformations by yh(Θh) = uh.
We recall the compactness result for sequences with finite bending energy,
cf. [10, Theorem 1] for a proof.
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Proposition 3.1. Let (uh) ⊂W 1,2(Sh,R3) satisfy
lim sup
h→0
h−2Jh(uh) <∞ (24)
Then there exists u ∈W 2,2
iso
(S) such that (after passing to subsequences and
extending u and n trivially to S1), as h→ 0 we have
yh −
1
|S1|
ˆ
S1
yh dx→ u strongly in W 1,2(S1,R3),
∇hy
h → Q strongly in L2(S1,R3×3).
Here Q ∈W 1,2(S,SO(3)) is determined by the condition that Qτ = ∇τu for
all smooth tangent vector fields τ along S.
We denote by W˜ 2,2iso (S) the set of those maps u ∈ W
2,2
iso (S) for which there
exist un ∈ W
2,∞
iso (S) converging strongly to u in W
2,2. The reason to intro-
duce this space is that we are able to construct the recovery sequence only
for limiting deformations u belonging to this space. Theorem 2.1 plays an
essential role in this construction.
The following Γ-convergence result is the main result of this chapter:
Theorem 3.2. Let γ = limh→0
h
ε . If γ = 0 then assume, in addition, that
ε2 ≪ h. Then the following are true:
(i) Let (uh) ⊂W 1,2(Sh,R3) be such that (24) and such that yh− 1|S1|
´
S1 y
h →
u strongly in L2(S1) for some u ∈ L2(S1,R3). Then
lim inf
h→0
h−2Jh(uh) ≥ Iγ(u).
(ii) If, in addition, S is simply connected, then for every u ∈ W˜ 2,2
iso
(S)
there exist (uh) ⊂W 1,2(Sh;R3) satisfying (24), and such that yh → u,
strongly in W 1,2(S1). Moreover,
lim
h→0
h−2Jh(uh) = Iγ(u).
3.6 Proof of lower bound
We consider a sequence (uh) ⊂W 1,2(Sh,R3) satisfying
lim sup
h→0
h−2Jh(uh) <∞ (25)
and we set yh(Θh) = uh. The following lemma is essentially contained in
[10]. It is a consequence of [11, Theorem 3.1] and of the arguments in [12].
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Lemma 3.3. Define
δ =

ε, if γ ∈ (0,∞),
⌈
h
ε
⌉ε, if γ =∞,
h, if γ = 0.
Then there exist constants C, c > 0 such that the following is true: if
h ≤ c and if u ∈ W 1,2(Sh,R3), then there exists a map R˜ : ω → SO(3)
which is constant on each cube x + δY with x ∈ δZ2 and there exists
R˜s ∈ W
1,2(ω,R3×3) such that for each a ∈ R2 with |a1| ≤ δ and |a2| ≤ δ
and for each ω˜ ⊂ ω with dist(ω˜, ∂ω) > cδ we have:
‖(∇hy)(Ξ)− R˜‖
2
L2(ω˜×I) + ‖R˜− R˜s‖
2
L2(ω˜) + h
2‖R˜ − R˜s‖
2
L∞(ω˜)
+h2‖(∂1R˜s, ∂2R˜s)‖
2
L2(ω˜) + ‖R˜(·+ a)− R˜‖
2
L2(ω˜)
≤ C
ˆ
Ω
dist2 (∇hy(Ξ), SO(3)) .
Proposition 3.4. Let γ ∈ (0,∞), let (uh) satisfy (25) and let u ∈W 2,2
iso
(S)
be as in the conclusion of Proposition 3.1. Let ω˜ ⊂ R2 be a domain with
C1,1 boundary whose closure is contained in ω and set S˜ = ξ(ω˜).
Denote by R˜h : ω → SO(3) the piecewise constant map obtained by applying
Lemma 3.3 to uh and define Rh : S1 → SO(3) by Rh = R˜h ◦ r. Define
Gh ∈ L2(S1,R3×3) by
Gh =
(Rh)T∇hy
h − I
h
, (26)
where yh(Θh) = uh. Then there exist B ∈ L2(S˜, T ∗S˜ ⊙ T ∗S˜) and (ζ, ρ) ∈
L2(S˜,D(Uγ)) such that (after passing to subsequences)
symGh
2
−⇀ B + tSru + Uγ(ζ, ρ). (27)
A similar result is true if γ = ∞ or if ε2 ≪ h ≪ ε. In the former
case, Uγ(ζ, ρ) in (27) must be replaced by U∞(ζ, ρ, c), where (ζ, ρ, c) ∈
L2(S˜;D(U∞)). In the latter case, it must be replaced by U0(ζ, ϕ, µ), where
(ζ, ϕ, µ) ∈ L2(S˜,D(U0)).
Proof. Define uh : S → R3 by setting
uh(x) =
1
h
ˆ
hI
uh(x+ tn(x))dt for all x ∈ S.
Let R˜hs : ω˜ → R
3×3 be the maps obtained by applying Lemma 3.3 to uh and
set Rhs = R˜
h
s ◦ r. On S˜
h define zh via
uh = u¯h(π) + t(Rhsn)(π) + hz
h.
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Clearly
∇nu
h = (Rhsn)(π) + h∇nz
h.
Let τ be a smooth tangent vector field along S. Then we have
∇τu
h = ∇∇τpiu
h(π) + t(∇∇τpiR
h
s )(π)n(π) + t(R
h
sS)(π)∇τπ + h∇τz
h.
Observe that (19) implies that ∇τπ equals τ − tSτ up to a term of higher
order. Using this and rewriting the problem in coordinates, one can now
argue as in [16, Proposition 3.2] to deduce the claim for γ > 0. For γ = 0
one argues as in [32, Proposition 3.2]. The fields Uγ arise, essentially, due
to the last remark in Section 3.2. We refer to [17] for details.
The remaining proof of the lower bound follows standard arguments: trun-
cation, Taylor expansion and lower semicontinuity of integral functional with
respect to two-scale convergence. Thus one obtains a lower bound on every
C1,1 bounded compactly contained subdomain ω˜ of ω. Exhausting ω with
a sequence of such subdomains, Theorem 3.2 (i) follows. Details for this
argument can be found in [17, 32].
3.7 Proof of upper bound
We begin by introducing the ‘geometric’ part of the recovery sequence.
Lemma 3.5. Let u ∈W 2,∞iso (S) and define ν : S → S
2 by
ν =
∇τ1u×∇τ2u
|∇τ1u×∇τ2u|
.
Let w ∈W 2,∞(S,R3) and define µ ∈W 1,∞(S,R3) by
µ = (ν · ∇τ1w) ∇τ1u+ (ν · ∇τ2w) ∇τ2u
and define the deformations vh : Sh → R3 by
vh = u+ tν + h (w + tµ) .
Define R ∈W 1,∞(S, SO(3)) by R = ∇u TS + ν ⊗ n. Then there exist Y
h ∈
L∞(Sh,R3×3) with ‖Y h‖L∞(Sh) ≤ Ch
2 such that
dvh ⊙R = I + h du⊙ dw + tSru + Y
h.
Proof. First of all observe that R indeed takes values in SO(3), because u
is an isometric immersion. Now set P (x) = dπ(x) and let τ , σ be smooth
tangent vector fields to S. We have
∇τv
h = ∇Pτu(π) + t∇Pτν(π) + h (∇Pτw(π) + t∇Pτµ(π))
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Since by definition
∇σu · ∇Pτν = σ · u
∗SuPτ
and since ∇Pτu · ∇σu = Pτ · σ because u is an isometric immersion, we
compute
∇τv
h · ∇σu(π) = Pτ · σ + tσ · (u
∗Su)Pτ
+ h∇Pτw(π) · ∇σu(π) + ht∇Pτµ(π) · (∇σu)(π).
Now observe that P equals (I−tS)TS plus an error which on S
h is uniformly
controlled by h2. Hence there exist Y˜ h with ‖Y˜ h‖L∞(Sh) ≤ Ch
2 such that
∇τv
h · ∇σu(π) = τ · σ + tσ · S
r
uτ
+ h∇τw(π) · ∇σu(π) + Y˜
h(σ, τ).
After symmetrizing we obtain the claim for tangential vector fields.
On the other hand, ∇nv
h = ν + hµ and Rn = ν. So (dvh ⊙ R)(n, n) = 1.
And for τ as above and using ν · ∇τu = 0, we conclude
2(dvh ⊙R)(n, τ) = ∇nv
h ·Rτ +∇τv
h · Rn
= hµ · ∇τu+ h∇τw · ν + ht∇τµ · ν.
The first two terms on the right cancel due to the definition of µ, and the
last term satisfies the required bound.
Before proceeding to prove Theorem 3.2 (ii), we include the following re-
marks, which motivate our choice of recovery sequences.
Remarks.
(i) The actual recovery sequence differs in two respects from the one used
in [10] for homogeneous materials:
Firstly, it has to take into account the inhomogeneities in the material.
It will be of the form
v˜h = vh + relaxation part,
with vh as in the lemma.
Secondly, the spatial dependence of the energy density makes it neces-
sary to choose a nonzero displacement w in Lemma 3.5 which generates
a prescribed first order change of the metric. This is the field B arising
in (27). In order to recover this field B, we will have to choose w in
Lemma 3.5 to be a solution of the PDE system B = du ⊙ dw. The
existence of such a displacement w is ensured by Proposition 2.15.
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(ii) Theorem 3.2 applies to multilayered materials (cf. [29] for the corre-
sponding problem for plates) as a very particular case. In that situa-
tion, the relaxation part is trivial as in the homogeneous case. How-
ever, the second effect mentioned above still plays a role. Therefore,
Proposition 2.15 is essential in that simpler situation as well, and so is
its key ingredient Theorem 2.1.
Proof of Theorem 3.2 (ii). As in [17], by approximation it is enough to prove
the claim for u ∈ W 2,∞iso (S) and, thanks also to Proposition 2.15, for all B
of the form B = du⊙ dw with w ∈W 2,∞(S,R3).
We will use the same notation as in the statement of Lemma 3.5; in par-
ticular the definition of vh in terms of w and u. Moreover, we set σα = ∇ταu.
Case γ ∈ (0,∞). Let ζ ∈ C10 (S, C˙
1(I × Y,R2)) and ρ ∈ C10 (S, C˙
1(I × Y))
and define rescaled deformations yh : S1 → R3 by the following equation on
Sh:
yh(Θh) = vh + hεζα
(
π,
t
h
,
r
ε
)
σα + hερ
(
π,
t
h
,
r
ε
)
ν.
Lemma 3.5 implies that on S1
sym
(
RT∇hy
h
)
= I + hB + thSru + hUγ(ζ, ρ)
(
x, t,
r
ε
)
+ o(h), (28)
where limh→0 ‖
o(h)
h ‖L∞ = 0.
By frame invariance of W and using (23), we deduce from (28) that
1
h2
W
(
·,
r
ε
,∇hy
)
→ Q
(
·,
r
ε
,Sru +B + Uγ(ζ, ρ)
(
·, t,
r
ε
))
,
pointwise on S1. From this we readily deduce
lim
h→0
h−2Ih(yh) =
ˆ
S
ˆ
I×Y
Q
(
·+tn, y,Sru+B+Uγ(ζ, ρ)(·, t, y)
)
dy dt d volS .
Case γ = ∞. This is similar to the previous case. So we only state the
formula for the recovery sequence. For ζ ∈ C10 (S,C
1
0 (I, C˙
1(Y,R2))) and
ρ ∈ C10 (S,C
1
0 (I, C˙
1(Y))) and c ∈ C10 (S,C
1
0 (I,R
3)), we define yh : S1 → R3
by the following equation on Sh:
yh(Θh) = vh + hεζα
(
π,
t
h
,
r
ε
)
σα + hερ
(
π,
t
h
,
r
ε
)
ν
+2h2
(ˆ t/h
0
cα(x, s) ds
)
σα + h2
(ˆ t/h
0
c3(x, s) ds
)
ν.
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Case ε2 ≪ h ≪ ε. For ζ ∈ C10 (S, C˙
1(Y,R2)) and ϕ ∈ C20 (S, C˙
2(Y)) and
µ ∈ C10 (S,C
1
0 (I × Y,R
3)) we define yh : S1 → R3 by the following equation
on Sh:
yh(Θh) = vh + hεζα
(
π,
r
ε
)
σα + ε2ϕ (π, r/ε) ν − tε∂yαϕ
(
π,
r
ε
)
σα
+2h2
(ˆ t/h
0
µα
(
π, s,
r
ε
)
ds
)
σα + h2
(ˆ t/h
0
µ3(π, s, r/ε) ds
)
ν.
In this case the expression RT∇hy
h will contain a term of order ε, which is
much greater than h. After symmetrizing, however, it vanishes as in [32].
Adapting the arguments from that paper, we therefore obtain the desired
claim. We leave the details to the interested reader.
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