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НЕВИЗНАЧЕНОСТЕЙ З ВИКОРИСТАННЯМ ФУНКЦІЙ 
ДОВІРИ 
Стаття присвячена теоретичним аспектам обгрунтування рішень при наявності 
конкуруючих гіпотез. В контексті задач дослідження розглянуті особливості прийняття 
рішень з використанням структур довіри. Виділена проблема конфліктів, яка є 
невирішуваною в класичній моделі.  Удосконалена модель прийняття рішень шляхом 
використання додаткової процедури їх комбінування. Табл.: 1. Бібліогр.: 28 назв. 
Ключові слова: поєднання невизначеностей, гіпотеза, прийняття рішень, структура 
довіри, модель.  
 
Постановка проблеми та аналіз літератури. Більшість моделей 
прийняття рішень, заснованих на функціях довіри, містять виявлення 
суб'єктивних даних від групи експертів на основі якісних переваг. 
Враховуючи, що однією з основних причин використання груп є 
припущення, що в поєднанні судження групи перевершує особисті 
судження, то питання синтезу, оцінки та досягнення консенсусу стають 
актуальними. У загальному випадку процес вилучення знань містить 
урахування індивідуальних невизначеностей експертів, невідповідності їх 
думок і комбінування рішень для досягнення консенсусу. На 
завершальному етапі, коли потрібно узагальнити всі судження, звичайна 
роз'єднаність в значній мірі ускладнює прийняття остаточного рішення. 
Незважаючи на значну кількість академічних робіт [1 – 10] і глибокі 
методологічні розробки основних концепцій теорії прийняття рішень, на 
сьогоднішній день ряд рішень все ще потребує теоретичного 
обгрунтування. До таких рішень відносять вибір в умовах 
невизначеності, темпоральний (межчасовий) вибір, вибір при наявності 
конкуруючих гіпотез та комплексні рішення.  
У теорії прийняття рішень підхід на основі доказових міркувань 
(evidential reasoning approach) являє собою методологію аналізу 
множинних атрибутів рішення, що враховують як кількісні, так і якісні 
критерії в умовах невизначеності, включаючи неосвіченість і 
випадковість [11 – 13]. Пояснення ситуацій при цьому проводиться на 
підставі поточної інформації і ступеня впевненості в ній, а ступінь довіри 
і висновки можуть змінюватися залежно від накопиченої інформації [14]. 
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При цьому аргументація являє собою пізнавальну процедуру прийняття 
гіпотез, або абдукції. Неформально абдукція окреслюється знаходженням 
кращого пояснення отриманим даним [15], тобто необгрунтованим 
(unsound) правилом виводу і, отже, висновок не обов'язково є істиною 
для кожної інтерпретації, при якій істинні передумови [16]. Більш 
формально, абдукція це пошук припущень G, які в поєднанні з деякою 
теорією Т досягають деякого набору цілей, не викликаючи певних 
протиріч [17, 18].  
Найчастіше завдання абдукції розглядається як задача знаходження 
множини мінімальних пояснень спостережуваних подій на основі 
наявних знань і обмежень для представлення результатів [15, 19, 20]. 
Формалізація абдукції засобами двозначної логіки предикатів першого 
порядку виглядає наступним чином [21]:  
Нехай D – множина спостережуваних фактів, T – деяка задана 
теорія, G – множина  гіпотез. Тоді множина висловлювань E називається 
абдуктивним поясненням D, якщо і тільки якщо для нього виконуються 
наступні умови: Е міститься в G, з об'єднання T і Е виводиться D, Т і Е – 
несуперечливі.  
Таким чином, завдання отримання абдуктивного пояснення 
зводиться до знаходження Е. Дане завдання передбачає, що спочатку для 
отримання пояснення (апріорної оцінки) використовується вже наявна 
інформація (статистичні та експериментальні дані, або експертні оцінки). 
Потім апріорна оцінка об'єднується з новою інформацією.  
Отримана оцінка може об'єднувати інформацію загального 
характеру, різні припущення і судження, висловлені експертами, а також 
дані, що стосуються безпосередньо розглянутого об'єкта. На цьому етапі 
виникає проблема об'єднання припущень і конкуруючих гіпотез, яка в 
ряді випадків може бути ефективно вирішена за допомогою теорії 
функції довіри Демпстера-Шафера [22, 23]. 
Мета роботи – розробка підходу до автоматичного комбінування 
гіпотез з використанням фукнцій довіри.  
Особливості класичної моделі довіри. Структура довіри 
Демпстера-Шафера визначена в просторі Х, що складається з набору n 
ненульових підмножин Bj, j = 1, …, n, званих фокальними елементами і 
відображення m (basic belief assignment), званого основною функцією 
призначення ймовірностей, мірою довіри [16] або масою ймовірності 
[24], визначеної як: 
],1,0[2: ®Xm  
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такої, що  
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Модель структури довіри [13]  є розподіленою оцінкою з рівнями 
довіри для представлення ефективності альтернативи за обраним 
критерієм. Припустимо, що критерій оцінюється повним набором 
можливих ситуацій з n оцінними класами, Н={Н1; Н2; …, Нj; …, Нn}, де Нj  
це  j-й  оцінний клас.  
Без втрати спільності, передбачається, що Нn переважніше за Нn+1. 
Дана оцінка для критерію с математично може бути представлена у 
вигляді наступного розподілу: 
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Функція (1) означає, що критерій с оцінюється для класу Нn з рівнем 
довіри m(Bj). Оцінка S(с) є повною, якщо å
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=
=
N
j
jBm
1
0)( , який являє собою 
повне ігнорування критерію с.  
Зі структурами довіри, традиційно, асоційовані дві міри – Pls 
(plausibility) і Bel (belief) [23]. 
Міра Pls визначається як ],1,0[2: ®XPls  така, що: 
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Аналогічно, міра довіри Bel визначається як ],1,0[2: ®XBel  така, 
що: 
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Bel являє собою точну підтримку А, у той час як Pls являє собою 
можливу підтримку А. За допомогою цих мір можливе представити 
інтервал довіри А у вигляді [Bel(A), Pls(A)]. Даний інтервал розглядається 
відповідно як нижній і верхній рівні довіри А.  
Модель Шафера визначає розрізнювальний фрейм Θ, як простір всіх 
можливих рішень. Правило Демпстера дозволяє для кожної сукупності 
вихідних підмножин (фокальних елементів) на всій множині вихідних 
даних сформувати результуючі підмножини і обчислити для них ступені 
впевненості (комбіновані міри довіри (маси ймовірності)). Правило 
Демпстера є універсальним для комбінування гіпотез X, Y і виконується 
шляхом ортогонального підсумовування відповідних їм мір довіри m1 і 
m2: 
,
1
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Основною проблемою використання даного підходу при 
проектуванні автоматизованих систем підтримки прийняття рішень є 
наявність нормувального фактору (1 – k12), який повністю ігнорує 
конфлікти.  
Практично, при k12 рівному одиниці, правило комбінування свідоцтв 
(2) математично не визначається.  
Поєднання невизначеностей з використанням функцій довіри. 
Для вирішення даної проблеми було розглянуто ряд моделей 
комбінування гіпотез: Дюбуа, Лефевра, Мерфі, Сметс і Ягера [25 – 28]. В 
результаті запропоновано використовувати комбінацію модифікацій 
свідоцтв Лефевра і Ягера, застосовуючи наступну процедуру:  
1. Розраховується загальна кількість конфліктів щодо 
кон'юнктивного консенсусу по (3), де .2, QÎYX   
2. Здійснюється комбінування гіпотез на підмножині 
розрізнювального фрейму ¹A( Ø QÍ)  з відповідним набором 
коефіцієнтів ]1,0[)( Îv Am : 
(m Ø )= (mv Ø )k12, 
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Використання даної процедури дозволяє представити правило 
комбінації, вибравши певний набір коефіцієнтів.  
3. Проводиться розрахунок за правилом Ягера, шляхом вибору 
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Ø ), якщо А=Θ,  
де QÎ" 2A , ¹A Ø. 
Наприклад, для наборів {s1, s2, s4}, {s2, s3, s4}, {s2, s4} можливі 
перетини фокальних елементів ,21 YX I  QÍ21,YX представлені у табл. 
 
Таблиця   
Можливі перетини фокальних елементів X, Y 
m1(x1) m1(x2) m1(x3)                  m1(X) 
m2(Y) 
{s1, s2, s4} {s2, s3, s4} {s2, s4} 
m2(y1) {s1, s2, s4} {s1, s2, s4} {s2, s4} {s2, s4} 
m2(y2) {s2, s3, s4} {s2, s4} {s2, s3, s4} {s2, s4} 
m2(y3) {s2, s4} {s2, s4} {s2, s4} {s2, s4} 
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Висновки. Представлено задачу обгрунтування рішень при 
наявності конкуруючих гіпотез. Запропоновано об’єднану процедуру 
комбінації гіпотез з використанням модифікацій свідоцтв Лефевра і 
Ягера. Даний підхід дозволяє представити проблему конфліктів 
принципово вирішуваною для алгоритмізації та подальшого 
використання в автоматизованих системах підтримки прийняття рішень. 
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