A mixed effect model is proposed to jointly analyze multivariate longitudinal data with continuous, proportion, count and binary responses. The association of the variables is modeled through the correlation of random effects. We use a quasilikelihood type approximation for nonlinear variables, and transform the proposed model into a multivariate linear mixed model framework for estimation and inference. Via an extension to the EM approach, an efficient algorithm is developed to fit the model. The method is applied to physical activity data, which uses a wearable accelerometer device to measure daily movement and energy expenditure information. Our approach is also evaluated by a simulation study.
Introduction
We propose a new framework to estimate multivariate longitudinal data that consists of multiple types of variables. Our methodology is motivated by physical activity data recorded by wearable accelerometer devices [1] . These devices have several advantages over traditional questionnaire-based measures of physical activity and are increasingly used in studies investigating physical activity and health. One clear advantage is the ability to measure activity continuously over days or weeks at relatively high frequencies (e.g., 80 Hz). However, since this data can be summarized into many metrics that are potentially associated, the increased information presents new analytic challenges.
Recent literature [2] shows that a complete description of an individual's pattern of physical activity requires specification of multiple variables, such as those listed in Figure 1 (a)-(h). Among these eight variables, we note that two are continuous measures, two are proportions, two are counts, and two are binary. Our motivating example is an experimental study that examined the impact of 12-weeks of exercise training on health. The 63 participants wore monitors during baseline and weeks 3, 6, 9 and 12 of the intervention and we extracted the eight variables for one day's wear in each week.
The main purposes of this work are to develop statistical methodology for jointly modeling the longitudinal pattern of the eight factors, which postulates their association structures. The association pattern can be widely used in this physical activity data analysis, including but not limit to, study daily sedentary time and energy expenditure levels under certain conditions. For example, we could explore the trend of the two outcomes for participants who are less likely to have sedentary activity but prefer to take more daily steps, more moderate to vigorous physical activity (MVPA) time, and higher intensity in activities at baseline. Although one may simply select the individuals who meet all criteria for the inference, the results would have a severe loss of information and there could be very few or even zero subjects satisfying all criteria in our small sample. On the other hand, as we will show in Section 5, the association structure obtained from our joint modeling uses the information from all participants and is flexible to handle user-specified conditions for different research purposes.
In this manuscript, we propose a flexible statistical model that handles a large number of response variables mixed with multiple types in longitudinal studies. A naive solution is to ignore the correlation among multiple outcomes and fit them separately as if they are independent, but this potentially losses important information from the data. The other simple approach is to consider the association only among the same type of variables (e.g. bivariate normal), while ignore the association across different types of responses. As we will show, our estimation for outcomes under specified conditions needs to understand the association patterns among all variables, while ignoring such correlation would lead to biased conclusions. For joint modeling approach, most of the current multivariate methods focus on one or two types of outcomes [3] . For example, Fieuws and Verbeke [4] and Fieuws et al. [5] respectively discuss the methods to handle multiple normal and binary outcomes, Gueorguieva and Agresti [6] develop a modeling strategy for one normal and one binary responses, and Buu et al. [7] propose a joint model for one count and one binary variables to handle zero-inflated count data. These models are limited in practice. Instead, we develop a multivariate mixed effect model for various types of outcomes, which incorporates the within individual correlation across variables by random effects.
The difficulty for this study is finding a method that can fit the proposed model. With the increasing number of variables of different types, the number of random effects also increases. Current maximum likelihood methods for joint modeling are only feasible for low dimensional random effects. For multivariate linear mixed models, where the analytical formulation of marginal density is known, the model fitting is infeasible when the number of variables exceed four as the parameters in the covariance matrix for random effects are rapidly increasing [4] . For models of non-linear variables, large dimensional integration problems are more difficult to handle in the presence of multiple random effects. For example, the maximum likelihood approach using Monte Carlo or Gauss-Hermite quadrature is computationally extremely difficult for the integration of seven random effects in Fieuws et al. [5] . For our accelerometer data, we respectively set a random intercept and a random slope for eight variables. Therefore, our model involves 2 × 8 = 16 dimensional random effects, and it exceeds the limit for maximum likelihood.
An alternative model fitting approach is to use a pairwise likelihood strategy by splitting joint estimation into a series of bivariate joint mixed models [4, 5] . However, it could still be intractable as the number of pairs quadratically increases with the number of variables. Moreover, as our proposed model involves four types of variables, the paired structures involve different formulations (i.e. bivariate normal, normal and proportion, binary and count, etc), which is difficult to implement in practice.
We use an upgraded penalized quasilikelihood approach to fit the data [8, 9] . This method extends the previous approach [10] by accommodating the data with continuous, proportion, count, and binary variables. Based on the penalized quasilikelihood method, all of the nonlinear variables are transformed and approximately postulated by linear mixed models. Therefore, four types of measurements can be postulated by an approximated multivariate linear mixed model. In addition, the idea of an ECME algorithm [11] is extended to our joint model to solve the estimation problem for a large dimension of random effects. Our method avoids the numerical integrations for non-linear variables, and it only has modest computational workload. In addition, the updating of parameters in maximum likelihood method requires tedious computation of the first and second order derivatives with various formulations from different types of outcomes [12, 13] , while our algorithm is easy to implement since it only involves the first derivatives of log-likelihood functions for linear mixed model. The paper is organized as follows. Section 2 describes the models for multiple types of variables, and Section 3 describes our developed algorithm to fit the model. Section 4 gives results from our simulation studies. Section 5 analyzes the motivating physical activity data obtained from wearable accelerometer-based device. Concluding remarks are in Section 6. connect and in various forms for different types of outcomes. Then we define linear predictor , where and are covariate vectors for fixed and random effects, respectively, β (ℓ) is a vector of fixed effect coefficients, is a vector of correlated random effects with Normal(0, Ψ (ℓℓ) ).
For continuous data (ℓ = 1, 2), we assume that the response follows a normal distribution and let to have (1) where is independent random noise with Normal(0, σ 2(ℓ) ).
For proportional data, based on the Beta regression framework proposed by Ferrari and Cribari-Neto [14] , the density function for proportional outcomes given random effects is assumed to have where Γ(·) is the gamma function, and we reparameterize σ 2(ℓ) = 1/{1 + ϕ (ℓ) } (ℓ = 3, 4) to unify the notations with continuous outcomes. We also have and use logit link function to connect and as
Poisson distributions with log link function and binomial distributions with logit link function are employed to model the count and binary data, respectively. They lead to
We further assume that given , the observations are independent across all occasions, subjects, and different types of responses. Therefore, the random effects model the association pattern across visit time points and also postulate the correlation structure across all variables.
For ease of exposition, we combine notations as and for responses, and X i to be a block diagonal matrix with elements and Z i to be a block diagonal matrix with elements .
We also denote β = {β (1) T , …, β (8) T } T for fixed effect coefficients, and for random effect variables. Thus, the random effect variables have u i = Normal(0, Ψ) with block matrix Ψ including diagonal elements Ψ (ℓℓ) and off-diagonal element Ψ (ℓℓ) (ℓ, ℓ̃ = 1, 2, …, 8; ℓ ≠ ℓ). The element Ψ (ℓℓ) denotes the covariance of . The element Ψ (ℓℓ) determines the covariance of and , which measures the association level across two variables. We further denote σ 2 = {σ 2(1) , …, σ 2(4) } T . Therefore, the multivariate longitudinal data model for various types of variables involves three sets of parameters to be estimated: (1) fixed effect coefficients β; (2) u i 's covariance matrix Ψ; (3) dispersion parameters σ 2 .
Approximated Linear Mixed Model
We approximate the proportion, count and binary variables using the penalized quasilikelihood method (PQL) proposed by Breslow and Clayton [8] . The approximation is upgraded by Goldstein and Rasbash [9] with second order approximation terms to improve performance. As we will show in simulation study, the upgraded approach employed in this manuscript leads to smaller bias comparing to the regular PQL method without using second order approximation. We briefly describe the formula for proportional variables here, and the formulas for count and binary data are displayed in the Appendix A.1. Let H(·) be our inverse function of logit link with H(·) = exp(·)/{1 + exp(·)}, and H′(·) and H″(·) be its first and second derivatives. Given specified values of (β, û i ), the proportional data model in (2) has . Following the approximation methods discussed in Lindstrom and Bates [15] , Wolfinger and O'Connell [16] , Goldstein and Rasbash [9] and Molenberghs and Verbeke [17] , the formulation is displayed as follows with detailed derivations described in the Appendix A.2,
where has mean zero and variance .
After performing similar transformations for the binary and count variables, we now have six transformed outcomes that have approximated mean structure and variance structure . The estimation of model parameters can thus be implemented as fitting a linear mixed model. As these variables can be respectively fitted as approximated linear mixed model and two continuous responses are also postulated by linear mixed models, a multivariate linear mixed model can be used to jointly fit all variables. Therefore, despite the various types of outcomes, they are transformed into a unified framework which can be conveniently estimated by the algorithm described in Section 3.
Model Estimation
We estimate the parameters by extending the idea of an ECME algorithm [11] . The ECME algorithm updates the fixed effects parameters (β, σ 2 ) by the Newton-Raphson method and updates the random effects parameters Ψ by the EM algorithm. Liu and Rubin [18] study the convergence properties of this algorithm. We provide detailed procedures for the model fitting here. Similar to the notation of Y i , we define the approximated response vector as , and combine these vectors with continuous outcomes as . Let Σ i be the diagonal matrix with the variance for as (6) where I J i is J i × J i identity matrix, and . We also let V i to be the approximated covariance for as (7) The approximated conditional covariance for u i given by assuming known β as (8) and for unknown β as (6) to (9) , and then update by Equations (5), (A. 1) and (A.2).
2.
update β as (10)
3.
Based on , repeat step 1 to calculate
and , sequentially.
4.
update σ 2(ℓ) as , where , and .
5.
update û i as .
6.
update Ψ as .
We keep for the next iteration by selecting subvectors from û i,new . The procedure is iterated until convergence of .
According to equation (10), the covariance matrix for β̂ can be calculated by . This variance estimator leads to satisfactory results in our simulation studies and data analysis. However, the estimator is based on the approximation for and assuming other parameters are known. The improved estimators discussed in [8] can be used to reduce bias.
Remark 1
We fit the data by a generalized linear model without random effects to obtain an initial value of β. We also set all elements in σ 2 to be 0.01 and all elements in to be 0 as starting values. Following the discussion from [8] , we set the diagonal elements in the covariance matrix Ψ to be small positive values and off-diagonal elements to be 0. In a preliminary simulation study (not reported), the diagonal variances in Ψ are all set to be 0.1.
However, during estimation iteration, this initial value could lead to fairly extreme values in Σ i for count outcomes, and thus V i could be singular and may not be invertible. In the preliminary study, 36% of the simulation runs have this problem for 1 to 3 subjects. We solve the issue by resetting the variances in Ψ corresponding to the count outcomes as 0.001. Based on the new initial value settings, none of the runs in moderate sample scenario has such issue in the study reported in Section 4. There are less than 1% of the runs in large sample scenario have one subject with singular V i . For those rare runs with singular V i under new starting values, we remove the corresponding subjects from iteration procedures, and then all of the runs successfully achieve convergence.
Simulation Studies
In this section, we use a simulation study to demonstrate the performance of our proposed approach (labeled as JOINT-PQL2). As a comparison, two naive approaches are also explored, where the first method fits eight variables by assuming them to be independent (labeled as NAIVE1), and the other approach only models the association among the same type of variables (labeled as NAIVE2). We also study the performance of the regular PQL method which models the complete association structure but not using second order approximations for our proportion, count and binary outcomes (labeled as JOINT-PQL1).
In the simulation study of 500 runs, we have n = 200 subjects and each subject has J i = 5 visits. We also consider a larger sample size with n = 400 and J i = 9. At visit time j, subject i has eight observations as described in Section 2. The continuous variables and are generated according to where t ij = j − 3 (j = 1, …, 5) for the moderate sample, t ij = (j − 5)/2 (j = 1, …, 9) for the large sample, and are generated from standard normal distribution and independent across i, j, ℓ. Other types of variables have similar linear predictor formulation with
We set for ℓ = 1, 3, 5, 7, and for ℓ = 2, 4, 6, 8, and the covariance matrix Ψ for u i has Ψ (ℓℓ) (ℓ = 1, 2, …, 8) in 2 × 2 matrix with diagonal elements to be and off-diagonal elements to be , and Ψ (ℓℓ) in 2 × 2 matrix with all elements to be 0.1. We also set σ 2(1) = σ 2(2) = 1 and σ 2(3) = σ 2(4) = 1/30.
As the discussion in Section 1, we are interested in the estimation of model parameters as well as the longitudinal pattern of outcomes under certain conditions. The conditional patterns can be used to study the physical activity outcomes for participants who meet particular criteria, and they will be discussed in Section 5. As an example, we use three approaches to fit simulated data, and the estimates are used to calculate the following conditional expectations by averaging the results from one million times of Monte Carlo samplings:
where ℓ = 1, 2, j = 1, …, 5 for the moderate sample, and j = 1, …, 9 for the large sample.
Tables 1-2 present the relative bias percent (Bias%), the average model-based standard error (ASE), the empirical standard error (ESE) and 95% coverage rate (CR) for β estimates in count and binary outcomes, respectively. The β estimates for continuous and proportional outcomes are listed in Online Supplementary Material. The results show that our proposed JOINT-PQL2 method yield small biases and the coverage rates are appropriate for β. ASE and ESE agree reasonably well, suggesting the variance estimates for β is appropriate. The JOINT-PQL1 method, however, has larger bias and poor coverage rate for some parameters in β. For the estimation of β, the NAIVE1 and NAIVE2 approaches lead to acceptable conclusions as the proposed JOINT-PQL2 method. We also report the estimates for σ 2 and diagonal elements in Ψ using our JOINT-PQL2 approach in Online Supplementary Material, which indicate fairly good performance in the estimation of the model parameters. Figure 2 shows the true and the averaged estimates of the conditional expectations for ℓ = 1, 2 across j. Our JOINT-PQL2 approach generally captures the true patterns, while the NAIVE1 and NAIVE2 methods lead to obvious bias to describe the trends of conditional expectations. We do not present the results from the JOINT-PQL1 method in Figure 2 because it leads to similar patterns as the JOINT-PQL2 method. Therefore, the simulation results suggest that the JOINT-PQL1 method without using second order approximation, may have biased parameter estimation in β. The NAIVE1 and NAIVE2 approaches, which either completely or partially ignore the correlation among responses, may provide misleading conclusions in the estimation of conditional expectations with respect to multiple outcomes. On the other hand, our proposed JOINT-PQL2 method has satisfactory estimation results for both model parameters and conditional expectations.
Application to Physical Activity Data
In this section the proposed method is applied to the physical activity dataset collected by wearable devices. The project is to investigate the metabolic effects of exercise interventions to increase activity and reduce sedentary time in a group of office workers [1] . The raw activity data is obtained by a device named the ActivPAL™ (www.paltech.plus.com), which is taped in front of the thigh and uses a vertical-axis accelerometer to measure the angle of the thigh and the frequency of body movement. For this project, Zhang et al. [19] develop an R package "PAactivPAL" to handle the ActivPAL device's raw records, which summarizes the dense time activity information into daily averages. We focus on the following eight variables: daily sedentary hours, daily energy expenditure (measured by METs hours), the proportion of time for sedentary bout greater than 20 minutes, the proportion of time for active bout greater than 5 minutes, daily number of standing up activities, daily number of steps, whether daily MVPA time is greater than one hour, and whether the highest METs in 10 minutes is greater than 3.
According to the data description in Section 1, the dataset has n = 63 subjects and corresponds to eight selected responses. All individuals are scheduled to have one day's measurement across five weeks with t ij = −2, −1, 0, 1, 2, respectively. Incomplete daily observations are removed from our analysis. Moreover, the individual i enrolled in exercise group has for all j and ℓ, while others in control group have .
The model used in simulation Section 4 are introduced to fit the data. This model includes intercept, group, time and a group-time interaction for fixed effects, and intercept and time for random effects. Our proposed JOINT-PQL2 approach is applied to estimate parameters. Table 3 presents β estimates for eight variables. The table illustrates that four outcomes, daily energy expenditure levels, the daily number of steps, the probability of daily MVPA time is greater than one hour, and the probability of highest METs in 10 minutes greater than 3, have significantly higher levels in exercise treatment group than control group. It implies that the treatment group will gain health benefits associated with increased physical activity.
Based on the model of the association structure among eight activity factors, it is of interest to study the pattern of daily sedentary hour and energy expenditure among particular subgroups across five weeks. We select two subsets of subjects with active and inactive behaviors at Week 0, respectively. The criteria for active performance have: (1) the proportion of sedentary bout greater than 20 minutes is less than 20%; (2) the active bouts greater than 5 minutes are more than 30%; (3) daily standing up behaviors are more than 40 times; (4) daily steps are more than 6000; (5) daily MVPA time is greater than one hour; (6) the highest METs in 10 minutes is greater than 3. The individual who reaches all six criteria at Week 0 is defined as active participant, while those who do not meet any term is taken into inactive group. Therefore, the conditional expectations to be estimated here are and where ℓ = 1, 2 and j = 1, …, 5. We study the situations with and , respectively. 
Author Manuscript
Author Manuscript
Author Manuscript weeks. In addition, the sedentary time in both exercise and control groups is decreasing with increasing time, and the exercise group has faster decreasing rate. A reasonable explanation is that many subjects in both groups receive several lifestyle suggestions to increase spontaneous activities (e.g. walk the stairs), which reduces the sedentary time. The supervised structured exercise training for the exercise group led to further reductions in sedentary behaviors. For energy expenditure levels, in both exercise and control groups, the active participants have higher outcome than the inactive ones at Week 0 but the difference is fairly small at Week 12. Active subjects at baseline in both the exercise and control groups decreased energy expenditure by Week 12, while the less active subjects increased energy expenditure. In this study, all participants in the exercise groups completed the same amount of exercise each week (~ 200 min) regardless of their activity status at Week 0. Although this is standard practice in such trials to ensure all participants complete the same dose, these data suggest that more active participants at baseline decreased their energy expenditure as a result of the standard intervention and future studies could consider tailoring exercise recommendations based on activity status at Week 0 to promote increases in energy expenditure for all participants.
Discussion
We have proposed a joint modeling and estimation strategy for longitudinal data with continuous, proportion, count and binary variables. To avoid the computational difficulty resulting from the large dimension of random effects, our algorithm uses an improved quasilikelihood approximation to handle non-linear outcomes, while employs an efficient estimation method to fit multivariate linear mixed model data. The simulation results are promising and suggest that the proposed method has little bias and outperforms naive approaches which ignore the association among multiple responses. The data analysis on the physical activity data collected by using wearable accelerometer device proves the utility of our method in applications.
The penalized quasilikelihood (PQL) method is often criticized for its biased estimates [20] . However, Goldstein and Rasbash [9] suggest that the second order approximation greatly improves the PQL approach. Vonesh et al. [21] study the asymptotic results for the PQL method and prove that it provides a consistent estimator if the number of subjects and the number of measurements per subject go to infinity. The simulation studies in this manuscript agree with these conclusions. We noted that our proposed approach has a small bias in the estimation for both β and conditional expectations with moderate sample sizes, and the bias become negligible with larger sample sizes.
To compare our method with commonly used model fitting approaches, we further investigate the performance of two maximum likelihood approaches, which are based on Laplace approximation (implemented by the R package "lme4" [22, 23] ) and Gauss-Hermite quadrature approximation (11 quadrature points are used), respectively. Both methods are employed only to fit one binary outcome . The estimates for the parameter β (8) are briefly reported in Online Supplementary Material and they are comparable to the estimates produced by our newly proposed method. However, in our multivariate data structure with eight responses, these maximum likelihood approaches are computationally intractable.
Finally, we have discussed the approach to select initial values in Section 3. Based on the suggestion from [8] , we use small positive values for diagonal elements in Ψ (0.001 for count outcomes and 0.1 for other types of responses). This method works well in our simulation and application studies. Moreover, it would be interesting to consider selecting the initial Ψ from original data. This could be implemented by using either a maximum likelihood or restricted maximum likelihood estimation procedure, for example, see [8] and [16] .
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remove (ℓ) from notations. Given known values of (β, û i ) which lead to ηî j = X ij β̂ + Z ij û i . A Taylor series expansion of H(η ij ) around ηî j for Y ij has
where has mean zero and variance σ 2 H′(ηî j ). However, the approximation in (A.3) may lead to a severely biased estimator. To solve this problem, we could use a quadratic Taylor expansion with
In practice the term (η ij − ηî j ) 2 may be intractable. Goldstein and Rasbash [9] suggest to work on a simplified formulation of (A.4) with the second order expansion only for u i , which has (A. 5) and the term (Z ij u i − Z ij û i ) 2 can be replaced by in computation. We take a transformation for (A.5) to obtain (A. 6) where ε ij has mean zero and variance σ 2 /H′{η̂i j }. Define the term on the left side of (A.6) as The estimates of conditional expectations across five weeks for daily sedentary hours and energy expenditure levels defined in Section 5. The individual who reaches the criteria in Section 5 at Week 0 is defined as active participant, while those who do not meet any term at Week 0 is defined as inactive participant. Thick and thin lines represent the estimates of active and inactive participants, respectively. Solid and dotted lines display the exercise treatment group and the control group, respectively. Li Table 1 Simulation results for β (5) and β (6) in count outcomes. As defined in Section 4, "JOINT-PQL2" denotes our proposed method, "NAIVE1" and "NAIVE2" represent the approaches completely or partially ignoring the association structure among responses, and "JOINT-PQL1" is the method involving full association pattern but not using second order approximation. Displayed are the relative bias percent (Bias%), the average model-based standard error (ASE), the empirical standard error (ESE) and 95% coverage rate (CR) for the estimates. Relative bias greater than 10% is highlighted in bold. Table 3 Physical activity data analysis results for β using our proposed JOINT-PQL2 approach. Displayed are the estimates (Est.), the standard error (SE), and 
