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The automatic speech recognition (ASR) field has become one of the leading speech 
technology areas nowadays. The research in ASR has always been emphasizing on 
developing man-machine communication and promising in ease of use over the 
traditional keyboard and mouse.  The speech recognition task is simple to be 
identified by human, but a very complex process for the machine to understand.  
Various methods have been introduced to develop an efficient ASR system.  A 
Neural Network (NN) approach is one of the famous methods and widely used in this 
field.  A Multilayer perceptron (MLP) is a popular NN model used in ASR field.  In 
this study, a MLP with back propagation learning algorithm is implemented to 
perform the isolated digit speech recognition task for Malay language. However, one 
of the current problems faced by MLP and most NN models in ASR field is the long 
learning time.  Besides that, the requirement to produce high recognition rate for 
isolated digit speech recognition system performed by MLP is also not trivial 
because it has been widely used in many applications.  Thus, this study focuses on 
improving the learning time and recognition rate of the MLP neural network for 
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Malay isolated digit speech recognition system.  This current study proposes three 
new methods to fulfill the objective above.  The improvement is made in 
preprocessing and recognition phase. In preprocessing phase, a new endpoint 
detection method is proposed and it is known as variance method.  This method is 
introduced to overcome the disadvantages of the conventional method.  The 
obstacles in the conventional method are unstable and difficult to set the threshold 
during the silence detection. Hence, poor recognition rate is produced. Another 
contribution in the preprocessing phase is in normalization phase.  Three 
normalization methods are introduced to normalize the speech data before 
propagating to NN.  The proposed methods consist of exponent, hybrid I and hybrid 
II.  These methods are compared with 4 widely used conventional normalization 
methods.  These include range I, range II, simple and variance method.  The 
conventional methods have two limitations. The first is that some of the methods are 
very slow in learning phase but produce good recognition rate such as variance and 
range I methods. The second is that few of them are very fast in learning phase but 
produce low recognition rate such as simple and range II methods. Therefore, the 
new normalization methods are proposed to accelerate learning time and to produce 
high recognition rate.  In recognition phase, a simple novel approach is introduced to 
increase the recognition rate.  An adaptive sigmoid function is implemented to 
achieve this objective.  A typical or fixed sigmoid function method is used in 
learning phase. In the recognition phase, an adaptive sigmoid function is employed.  
In this sense, the slope of the activation function is adjusted to gain highest 
recognition rate. This study emphasizes on 10 Malay words that comprise of “sifar” 
to “sembilan” (“0” to “9”). All utterances were recorded through single male speaker 
and each utterance was repeated 100 times. Thus the data set consist of 1000 
 v 
utterances of Malay words. Four hundred data sets were split to utilize in the learning 
phase and the remaining 600 data for recognition phase.  The TI46 standard data set 
was used to evaluate the performance of the all proposed method and 10 English 
words, consisting of “zero” to “nine” (“0” to “9”) are utilized throughout this study. 
Eight male and female speakers uttered each word 8 times. Hence, the total data set 
is 1600 for both speakers. The data set based on male and female speaker is trained 
separately. In this sense, four hundred male data sets were experimented during 
learning phase; meanwhile 400 data sets are kept as test data. The same approach is 
utilized in learning and recognition phase for female data sets. The Linear Predictive 
Coding (LPC) is implemented as a feature extraction method to represent the speech 
data. The experimental results show that the proposed endpoint detection (variance 
method) produced promising results in term of learning time and recognition rate. 
Meanwhile, the proposed normalization method has shown excellent results over all 
experiments. The adaptive sigmoid function also successfully increased the 
recognition rate in the most of the experiments. Finally, from the overall 
experiments, it can be concluded that the highest recognition rate for Malay data set 
is 99.83% with 82s convergence time. Meanwhile, for TI46 data set (female and 
male data set), the yielded convergence time is 55s and 111s with the recognition rate 
of 96.75% and 94.75% respectively. 
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Bidang pengecaman pertuturan automatik telah menjadi salah satu bahagian 
teknologi pertuturan yang utama masa kini.  Kajian terhadap pengecaman pertuturan 
sering menekankan pembangunan komunikasi manusia mesin dan menjanjikan 
pengendalian penggunaannya yang mudah berbanding dengan  pendekatan 
tradisional papan kekunci dan tetikus.  Pengecaman pertuturan mudah untuk  dikenal 
oleh manusia,  tetapi amat kompleks untuk difahami oleh mesin.  Pelbagai kaedah 
telah diperkenalkan untuk membangun sistem pengecaman pertuturan automatik 
yang efisien. Rangkaian neural merupakan salah satu pendekatan terkenal yang 
sering digunakan dengan meluas di dalam bidang ini.  Perseptron multi aras 
merupakan model rangkaian neural yang popular dalam bidang pengecaman 
pertuturan.  Dalam kajian ini, perseptron multi aras dengan kaedah pembelajaran 
rambatan balik telah diimplementasi untuk melaksanakan tugas pengecaman 
pertuturan digit terpencil bagi bahasa Melayu. Walaubagaimanapun,  salah satu 
masalah yang dihadapi oleh perseptron multi aras dan model rangkaian neural lain di 
dalam bidang pengecaman pertuturan adalah masa latihan yang terlalu lama.  Di 
samping itu,  ketepatan pengecaman pertuturan digit terpencil juga tidak boleh 
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diabaikan kerana ianya digunakan dengan meluas di dalam banyak aplikasi.   Oleh 
itu, kajian ini memfokus pada pembaikan masa latihan dan ketegapan pengecaman 
bagi perceptron multi aras untuk memenuhi objektif di atas.  Kajian semasa ini 
mencadangkan  3 kaedah baru untuk memenuhi objektif di atas. Pembaikan telah 
dilakukan di fasa pra pemprosesan dan pengecaman.  Di fasa pra pemprosesan,  
kaedah pengesanan titik hujung yang baru dicadangkan dan dikenali sebagai kaedah 
varians.  Kaedah ini diperkenalkan untuk mengatasi kelemahan pada kaedah 
konvensional.  Salah satu kelemahan pada kaedah konvensional adalah kesukaran 
untuk menentukan nilai ambang ketika pengesanan bunyi senyap.  Oleh yang 
demikian penghasilan ketepatan pengecaman adalah rendah. Sumbangan lain,  di 
fasa pemprosesan adalah pada peringkat penormalan.  Tiga kaedah penormalan 
diperkenalkan untuk menormalkan data pertuturan sebelum dihantar ke rangkaian 
neural.  Kaedah dicadangkan  terdiri daripada exponent,  hybrid I dan hybrid II.  
Kaedah ini dibandingkan dengan 4 kaedah penormalan konvensional yang digunakan 
dengan meluas.  Ini termasuk,  range I,  range II,  simple dan kaedah varians.  
Kaedah konvensional mempunyai beberapa kekangan.  Sebahagian daripada kaedah 
ini menghasilkan ketepatan pengecaman yang tinggi tetapi sangat lambat di dalam 
proses latihan.  Sebaliknya,  sebahagian daripadanya sangat laju di dalam  masa 
latihan,  tetapi menghasilkan ketepatan pengecaman yang rendah.  Oleh itu,  kaedah 
penormalan baru telah dicadangkan untuk melajukan masa latihan dan menghasilkan 
ketepatan pengecaman yang tegap.  Di fasa pengecaman, pendekatan baru yang 
mudah diperkenalkan untuk meninggikan ketepatan pengecaman.  Fungsi sigmoid 
menyesuai diimplementasi untuk mencapai objektif ini.  Dalam pendekatan ini, 
fungsi sigmoid tetap digunakan pada proses latihan. Pada peringkat pengitlakan,   
fungsi sigmoid menyesuai digunakan.  Dalam hal ini lereng fungsi aktivasi di 
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ubahsuai untuk memperolehi ketepatan pengecaman yang tinggi.  Kajian ini 
menumpukan pada 10 perkataan Melayu yang terdiri daripada “sifar” hingga 
“sembilan” (“0” hingga “9”).  Kesemua sebutan ini telah dirakam dengan 
menggunakan suara jurucakap lelaki,  iaitu setiap perkataan diulang sebanyak 100 
kali.  Oleh itu terdapat sebanyak 1000 perkataan sebutan Melayu.  Empat ratus 
sebutan telah diasingkan untuk latihan manakala baki 600 digunakan untuk tujuan 
pengecaman.  Set data piawai TI46 telah digunakan untuk mengukur prestasi 
kesemua kaedah yang dicadangkan dan 10 sebutan Inggeris yang terdiri daripada 
“zero’ hingga “nine” (“0” hingga “9”) telah digunakan sepanjang kajian.    Lapan 
jurucakap lelaki dan  jurucakap perempuan menyebut setiap perkataan sebanyak 8 
kali.  Oleh itu jumlah data adalah sebanyak 1600 bagi kedua-dua jurucakap.  Set data 
bagi jurucakap lelaki dan perempuan di latih secara berasingan.  Empat ratus data 
lelaki digunakan untuk latihan, manakala 400 lagi disimpan sebagai data ujian.  
Pendekatan yang sama digunakan untuk latihan dan pengujian bagi set data 
perempuan.    Pemalar lelurusan telah diaplikasikan sebagai kaedah penyarian sifat 
bagi mewakili data pertuturan.  Keputusan ujikaji menunjukkan  titik hujung yang 
dicadangkan (kaedah varians) telah menghasilkan keputusan yang menyakinkan dari 
sudut masa dan ketepatan pengecaman.  Manakala, kaedah penormalan yang 
dicadangkan telah memberikan keputusan yang cemerlang untuk semua ujikaji yang 
dijalankan.  Fungsi sigmoid menyesuai berjaya juga telah berjaya meningkatkan 
ketepatan pengecaman bagi hampir keseluruhan ujikaji yang telah dilaksanakan. 
Akhir sekali,  daripada keseluruhan eksperimen dapat disimpulkan bahawa 
oengecaman tertinggi untuk set data Melayu adalah 99.83%  dengan masa 
penumpuan 82s. Sementara itu, bagi set data perempuan dan lelaki (TI46), masa 
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penumpuan yang diperolehi adalah 55s dan 111s dengan ketepatan pengecaman 
masing-masing adalah 96.75% dan 94.75%.  
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