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INTRODUCTION
We study here symmetry properties of solutions of the Dirichlet problem
for a nonlinear parabolic partial differential equation in a symmetric
bounded domain D. We consider nonlinear parabolic equations of the form
tu=F(t, u, 1u, ..., n u, 11u, 12u, ..., nn u), u |D=0, (0.1)
where F(t, z), z # RN, N=n2+n+1 is a function of class C1 (that is
continuously differentiable) with respect to its arguments z; we denote by
z # RN the values of u and its derivatives. It is assumed that (0.1) is
uniformly parabolic. (Equations which explicitly depend on x are also con-
sidered.) It is assumed that the domain D and Eq. (0.1) are invariant with
respect to a compact group [Q] of linear transformations of D. In exam-
ples, [Q] consists of reflections and rotations. Usually we assume that D
is symmetric with respect to the reflection Q in the plane x1=0 and
Eq. (0.1) is invariant under this reflection and D is convex in x1 direction.
We are studying symmetry properties of solutions of this equation which
are bounded for all t # R1 and the behavior as time tends to infinity of
solutions defined and bounded for t0. Such behavior is described in
terms of attractors of the equations. We are dealing with attractors of
individual trajectories (omega-limit sets) as with global attractors. On the
basis of studying these attractors, we are able to describe asymptotical
symmetry properties of solutions of considered equations. One of the
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properties of the equations we study here is asymptotical symmetrization of
solutions of non-autonomous parabolic equations in symmetric domains.
The symmetrization property was proven by Hess and Polac ik [25] for
semilinear equations in a domain with a smooth boundary; the method of
[25] is based on a study of |-limit sets of individual solutions and essen-
tially uses the smoothness of the boundary. Here we consider general
nonlinear equations in a domain with a non-smooth boundary (for exam-
ple, in a polygon); we also prove that the symmetrization has exponential
rate and is uniform with respect to bounded initial data. In this paper we
prove, in particular, that under natural conditions on dependence F(t, z)
on t, uniformly bounded in appropriate norm positive solutions of second-
order parabolic differential equations are asymptotically symmetric. For
example, if F(t, z) is Ho lder with respect to t uniformly for all t0 for
bounded z, and u is bounded in C:(D _[0, )) and in C2+:(D k_[0, ))
for any subdomain Dk in the interior of D, then
lim
t  
&u( } , t)&u(Q } , t)&C(D )=0 (0.2)
for every solution which is positive in D for large times. Moreover, under
some smoothness conditions on F and  D the decay rate in (0.2) is
exponential,
&u( } , t)&u ( } , t)&C(D )Ce&’t, (0.3)
where ’>0 depends only on C-norm of initial data and u is the invariant
average of u with respect to the action of the group of transformations Q
of the domain. The latter result is new even for semilinear non-autonomous
equations with one spatial variable.
If D is a ball, [Q] is the group of all rotations and reflections of the ball
and the equation is invariant under all these reflections and rotations, we
have asymptotical radial symmetry of uniformly in t bounded solutions,
that is, (0.2) holds for every rotation or reflection Q and the limit in (0.2)
is uniform in Q. Therefore, bounded positive solutions of parabolic
equations with rather general time dependence with non-symmetric initial
data approach arbitrarily close and exponentially fast to the invariant
subspace of radial symmetric functions in the ambient space of initial data
when time is large. It is important to note that the solution u(x, t) and the
nonlinearity F itself may not have a limit as t  , but, nevertheless, the
limit in (0.2) exists.
Our approach is based on two major considerations. The first is the
application of the method of moving planes. This method was applied to
problems of geometry by A. D. Alexandrov and to partial differential equa-
tions by Serrin [49], Gidas et al. [21], Berestycki and Nirenberg [6], and
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other mathematicians. We essentially use here a theorem on symmetry of
negatively invariant sets of parabolic equations proved by Babin [4] via
this method. The second essential part of our approach consists of using
skew-product dynamics for study of nonautonomous equations. This
approach was developed in works of Miller [32], Sell [46, 47], and in
many other papers (see, for example, [38, 4042, 48, 1113, 15, 16, 36]).
The main ingredient of this approach consists in consideration of a family
of equations of the form (0.1) with F from a set F which is invariant with
respect to shifts in t and is compact in topology generated by convergence
on bounded sets. We also apply this approach to study linear
non-autonomous variation equations in Sections 3 and 4. (Of course, non-
autonomous variation equations arise in autonomous problems as well.)
In Section 1 we give necessary definitions and formulate results which
are used later. In particular, Theorem 1.1 states that a negatively invariant
with respect to (0.1) compact set which consists of positive functions
necessarily consists of symmetric functions. In fact, this theorem is an
extension of GidasNiNirenberg theorem to unbounded cylindrical
domains and to compact families of solutions rather than to one solution,
this theorem was proved in [4].
In Section 2 methods of theory of skew-product dynamics are used to
construct sets to which the results of Section 1 can be applied, and
asymptotical symmetrization of bounded solutions is proved. We describe
general classes of equations solutions of which with general continuous
positive initial data possess the above properties of asymptotic symmetriza-
tion using results and methods developed in the Krylov’s book [26] for
nonlinear second-order parabolic PDE. We give here as an illustration a
strongly nonlinear equation
t u=3 2u&+1(t) |2u|++2(t) 1+|{u|
2
2+|{u| 2
2u+ f ( |x|2, u)(1+|{u|2) +3(t).
(0.4)
where |+i (t)|1, i=1, 2, 3, t # R1, +1(t)>0, C+3(t)1 and have bounded
derivatives, |+i$(t)|C, t # R1; f is a smooth function which decays in |x| 2,
f (r, u)$&>0 as u0, f (r, u)&$0<0 as uM+ for large enough
M+ . Note that the boundary of domain may be non-smooth and have
singular points (fulfillment of the exterior ball condition is assumed).
For more general examples see Section 2. Note, that asymptotical
symmetry for strongly nonlinear autonomous parabolic equations was
earlier observed in a slightly different situation. Namely, symmetry of the
main term of asymptotics of decaying solutions of non-uniformly parabolic
equations originating in geometry was proved in [33]. We hope that
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methods of our paper can be applied to the equations of this type and their
generalizations as well. Note that in our paper solutions (and equations
themselves) may have no limit as t  .
In Section 6 we prove the existence of attractors for non-autonomous
equations. For example, (0.4) in the case when D has a smooth boundary
has a global attractor (in (0.4) we have to take ,(2u) instead of |2u| where
,(!) is a smooth convex function which coincides with |!| for large |!| ).
If D and the equations are reflection or radially symmetric, then the
attractor consists of reflection or radial symmetric functions. Sufficient con-
ditions for the existence of such attractor are given in Section 6 (see also
[5, 3, 28, 29]). The described results imply that bounded positive solutions
of parabolic equations with non-symmetric initial data approach arbitrarily
close to the invariant subspace of symmetric functions in the ambient space
of initial data when time is large.
If the equation is radially symmetric and possesses a global attractor, it
necessarily consists of radial symmetric functions that is of functions of one
variable r=|x|. Dynamics generated by parabolic equations with one
spatial variable has very specific properties (see, for example, [54, 31, 1, 7,
22, 24, 8, 23, 25, 18, 34, 10]). For example, any bounded solution of such
equations tends to a steady-state solution (in autonomous case) and to a
periodic solution in case when equation depends on t periodically. The last
results were obtained by means of using monotone decreasing number of
zeroes of differences of solutions of such equations in recent interesting
works of A. Haraux and P. Polac ik [23], P. Hess and P. Polac ik [25]
Chen and Polac ik [10] and P. Polac ik [34]. In these works semilinear
parabolic equations of the form tu=2u+ f (u) in a ball were considered.
Using asymptotical symmetrization, the asymptotic stabilization of positive
solutions was obtained. It seems very likely that corresponding one-
dimensional results can be generalized to more general nonlinearities and
time dependencies which are considered in our paper. Combining these
results with results of our paper gives a possibility to prove analogous
properties for positive solutions of general nonlinear radially symmetric
equations in a multi-dimensional ball.
In Sections 3, 4 we consider the variation equation
t v=A$(t, u(t)) v, (0.5)
where u=u(x, t) is a solution of (0.1) which lies on attractor or |-limit set,
A$(t, u) coincides with the Frechet differential of the right-hand side of (0.1)
at u. We have proved symmetry of unstable solutions of this equation. In
particular, if v(t) is any solution of this equation, Q is x1 -reflection, and
w(x, t)=(v(x, t)&v(Qx, t))2 is its odd in x1 component, then w(x, t) tends
to zero as t tends to + with an exponential rate. The same property
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holds in a radial symmetric case for any rotation Q. Note that v(t) itself
may be unbounded. Therefore, we have a splitting of the whole space
E=C(D ) & [u |D=0] of initial data of (0.1) into subspaces Ee and Eo of
even and odd functions respectively. Both spaces are invariant under (0.5),
and solutions w(t) # Eo decay exponentially. The described property differs
from the well-known dichotomy property (see [38, 40, 41, 42, 45] since the
functions which belong to Ee may decay as well). So the described property
is a new phenomenon caused by the symmetry of the problem.
A simple corollary of the above property concerns the case when A is
independent of t and we have a steady-state solution u. Consider the eigen-
value problem A$(u) v=*v, v |D=0. If R*0 and v(Qx)=&v(x), that is
is v is odd with respect to the reflection Q, then v=0 identically. This
means that all local instabilities at a solution u are symmetric. That result
was obtained earlier by different method in [17, 51]. Using the described
properties of the variation Eq. (0.5) we have proved in Section 5 the
exponential symmetrization of positive bounded solutions of (0.1):
|u(Qx, t)&u(x, t)|Ce&#t \t0, (0.6)
where #>0. This property implies, in particular, that a solution of a
radially symmetric equation is exponentially close to its average with
respect to angular variables.
The above results show that no matter how complicated the nonlinearity
and the time-dependence in a scalar parabolic equation is, the asymptotical
behavior of bounded positive solutions of Dirichlet problem is reflection-or
radial-symmetric.
1. MONOTONICITY AND SYMMETRY OF POSITIVE SOLUTIONS
Let D be a bounded domain with a boundary D. We consider a
parabolic nonlinear equation
tu=F(&, t, x, u, 1u, ..., n u, 11 u, 12u, ..., nn u), u |D=0.
(1.1)
We consider classical solutions u(x, t) of this equation, u # C2, 1(D_
(T1 , T2)), where (T1 , T2) is an unbounded interval, C2, 1(D_(T1 , T2)) is
the space of functions which have continuous first and second-order space
derivatives ij u,  i u and time derivative tu inside the cylinder
D_(T1 , T2), &T1<T2. Here & is a parameter from a set 0 of
parameters, t # R1, Now we introduce conditions on the nonlinearity F.
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Let u, pi= i u, pij=i ju be the arguments of the function F. We denote
these arguments by z, z=(z1 , ..., zN),
z=z(u), z(x, t)=(u(x, t), pi (x, t), pij (x, t)), z # RN, N=n2+n+1.
(1.2)
Since i ju=ji u, we assume that F is symmetric with respect to these
mixed derivatives.
Let Z # RN be a closed convex subset in RN, ZR=Z & [ |z|R].
Condition 1.1 (Parabolicity Condition). It is assumed that the next two
conditions are fulfilled:
(P1) We assume that F is a continuous function of t # R1, x, z # Z,
and that for every z, z$ # Z
F(t, x, u, pi , pij)&F(t, x, u$, pi$ , p$ij)
=:
ij
aij ( p ij& p$ij)+:
i
a i ( pi& p i$)+a0(u&u$), (1.3)
where aij (x, t, z, z$), ai (x, t, z, z$) are functions of their arguments satisfy
the following conditions uniformly in &, t.
(P2) It is assumed that coefficients in (1.3) satisfy the condition of
parabolicity
c |!|2: a ij !i !jC1 |!| 2 \(!1 , ..., !n) # Rn. (1.4)
Here c>0,
a0C0 , a21+ } } } +a
2
nC0 . (1.5)
The constants c and C0 may depend on u, p i , pij , but we assume that
they are bounded on the set Z of these variables, these constants are
independent of x, t and &. The constant C1 is assumed to be bounded for
bounded z, z$ and for x in compact subsets of D. It is assumed that (x, z(u)
(x, t)) # Z for all x # D and all t for which the solution is defined.
Remark 1.0. Obviously, (1.3) may hold in the case when F is not
differentiable. Condition (1.5) may hold if F is not Lipschitz, for example,
if F(u)=2u+ f (u) where ( f (u)& f (v))(u&v)C0 when u{v.
Remark 1.1. Obviously, if F is continuously differentiable with respect
to z, then we can use Hadamard’s formula and obtain (1.3) where aij is the
partial derivative of F with respect to pij , ai and a0 respectively are the
derivatives in pi and u, these derivatives are computed at a point on a
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segment connecting z and z$. If u(x, t) is a function which has t-derivative
and x-derivatives of first and second order at a point (x, t), then z(u)(x, t)
is defined. For functions defined for x # D let Z(u, x, t) be the set in the
space of arguments of F
Z(u, t)= .
x # D
[z": z"=z(u)(x, t)], Z(u)=cl _.t # I Z(u, x, t)& .
Here I is the set of all t, if we consider u(t) defined for t0, we take
I=(&, 0]. If we consider u(t) defined for t0 and study its behavior as
t  , we take I=[T1 , +) with large T1 . If u is a fixed solution, we can
take as Z the convex closed hull of the set Z(u). So, it is sufficient to take
such Z in situation of Theorem 2.1. When we consider a set of initial data,
we take the hull of the union over all corresponding u as well. In situation
of Theorems 2.4, 2.8, 6.1 Z is understood as a set in RN defined by condi-
tions |z|R0 , M&uM+ where R0 is large enough. (M& , M+ are
included in formulations of these theorems, R0 is large enough, this number
is determined by a-priori estimates in C2, 1(D _[T1 , )) of solutions of
initial-value problems for large T1 .
If the constants c and C0 which correspond to derivatives of F computed
on this segment are bounded uniformly in (x, t) then (1.4), (1.5) for the
differences holds as well. Obviously, continuous differentiability of F in z is
sufficient for C0 , C1 in Condition 1.1 to be bounded. In the situation of
Theorem 2.6, when we have only interior estimates for derivatives, the set
Z may be unbounded. Therefore (1.4), (1.5) may impose restrictions on
behavior of nonlinearities F(t, x, z) when x is near the boundary and z
tends to infinity. Note that in all examples considered in the article (excluding
Theorem 2.8) the constant c is bounded from below uniformly for all z (in
fact in most cases only bounded u are considered thanks to the Maximum
Principle).
Now we begin the discussion of symmetry of equations and their solutions.
We use the following notations. Let # be a unit vector in Rn and let
Pl (#)=Pl be the hyperplane #x=l which is orthogonal to this vector. For
l=l large, Pl is disjoint from D . Let the plane move continuously toward
D preserving the same normal, i.e. decrease l until it begins to intersect D .
From that moment on, at every stage the plane P l (#) will cut off from D
an open cap S(l ), the part of D on the same side of Pl as Pl . Obviously,
by a linear orthogonal change of variables, we can reduce the above
considerations to the case #=(1, 0, ..., 0), x#=x1 , we shall below consider
this case. For any x # D we denote by xl its reflection in the plane Pl , that
is in the considered case Pl=[x1=l ] we have
xl=(2l&x1 , x2 , ..., xn) for x=(x1 , x2 , ..., xn). (1.6)
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We denote l0=maxx # D x1 . We assume that D is convex in x1 direction and
symmetric with respect to the plane x1=0. Therefore the above notations
are well-defined for any 0l<l0 . Obviously, S(0)=D & [x1>0].
Now we formulate more conditions on the nonlinearity F:
Condition 1.2 (Symmetry and Monotonicity). (S1) It is assumed that
D is x1 -convex and symmetric. We assume that the reflection
Q : (x1 , x2 , ..., xn) [ (&x1 , x2 , ..., xn) preserves D invariant, QD=D. It is
assumed that Z/D _RN is invariant under the transformation Q : (u, p1 ,
pi, i{1 , ..., pn , p11 , p1j , pji, i{1, j{1) [ (u, &p1 , pi, i{1 , ..., pn , p11 , &p1j ,
pji, i{1, j{1), that is QZ=Z.
(S2) every F is preserved under Q
F(&, t, x, Qz)=F(&, t, x, z), F(&, t, Qx, z)=F(&, t, x, z),
(S3) F is monotonically decreasing in x1 : F(&, t, xl, z)F(&, t, x, z)
for x10.
Remark 1.2. Conditions (S2) and (S3) are equivalent to the inequality
F(&, xl, t, u, &p1 , p2 , ..., pn , p11 , &p12 , ..., &p1n , p22 , ..., pnn)
F(&, x, t, u, p1 , p2 , ..., pn , p11 , p12 , ..., p1n , p22 , ..., pnn). (1.7)
We shall consider solutions u(x, t) of (1.1) which take their values when
t is fixed in a set X/C(D ).
Definition 1.1. The set X is called negatively invariant with respect to
(1.1) if for any v # X there exists & # 0, T>0, &=&(v) and a solution u(x, t),
u=u(v), of the Eq. (1.1) which has the following properties: it is defined for
&Tt0, this solution is smooth inside D, tu, 1 u, ..., nu, 11 u,
1 2 u, ..., nn u # C(D_[&T, 0]); it is continuous up to the boundary:
u # C(D _[&T, 0]) and satisfies the Dirichlet boundary condition:
u(x, t)=0 \x # D and the invariance condition u( } , t) # X \t # [&T, 0].
Condition 1.3 (Negative Invariance, Positiveness, and Compactness). We
shall consider a set X which satisfies the following conditions:
(i) X is negatively invariant;
(ii) all functions in X are positive inside D : v(x)>0 \x # D, v # X;
(iii) the set X is compact in C(D ).
Sets X with the above properties naturally arise as attractors, omega-
limit sets, alpha-limit sets or local unstable manifolds of parabolic
equations (see [3, 5] and Section 2).
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Remark 1.3. The parameter & arises in the following situation. Together
with the function F(t, z) we consider the shifted functions F{(t, z)=
F(t+{, z). We consider the closure 0 in an appropriate functional metric
space of the set of all these shifted functions (see for details Section 2).
Therefore, the function F(&, } ) coincides with one of the elements of this
closure.
Remark 1.4. Let u be a solution and z=z(u) be defined by (1.2). By zl
we similarly denote a vector which corresponds to u(xl, t). For v # X let
u=u(v) be a solution of (1.1) and &=&(v) the value of a parameter which
correspond to v according to Definition 1.1. The set which equals the
closure of the convex hull of the union of all z(x, t), zl (x, t) over all x and
t can be taken as Z.
Theorem 1.1. Let F satisfy Conditions 1.1 and 1.2, X satisfy Condition 1.3.
Then any v # X is even in x1 : v(Qx)=v(x) and 1v(x)<0 when x # D,
x1>0.
The proof of this theorem is given in [4], one can see that the condition
of differentiability of F was not used there, only (1.3) was used; the proof
essentially uses the next result of Varadhan, which also will be used in
Section 3.
Theorem 1.2. Given b0>1, there exists $>0 such that for every closed
set U in the ball B1=[ |x|<1] with the measure |U |$ there exists a C
function g in B 1 , with 1g2, such that for every positive definite matrix
[aij] with det(aij)1, one has
:
n
i, j=1
aij  i  j g+b0( |{g|+ g)<0, \x # U. (1.8)
The proof of this theorem is given in [6].
Remark 1.5. We can change the condition of Theorem 1.2 to det(aij)
c0>0. Dividing (1.8) by c1n0 we reduce this case to the case c0=1. Since
b is replaced by b0 c1n0 , $ depends on c0 . We always have det(a ij)c
n,
where c is the constant from (1.2).
2. OMEGA AND ALPHA-LIMIT SETS OF POSITIVE SOLUTIONS
OF PARABOLIC EQUATIONS AND THEIR
ASYMPTOTIC SYMMETRY
We shall use systematically spaces of Ho lder continuous functions. If O
is a set in Rm and f ( y) is a function defined on this set, then the norm of
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f in the Ho lder space C:(O) with an exponent 0<:<1 is defined by the
formula
& f &C : =
def & f &C 0+ sup
y, y$ # O, 0<| y& y$|<1
| f ( y)& f ( y$)|| y& y$|:.
As always, the norm in C0(O)=C(O) is defined by & f &C(O)=def
supy # O | f ( y)|. Obviously, C(O){C(O ). Therefore in situations when this
is important, we say that a function is bounded in C(O) instead of saying
that it belongs to C(O). The norm in the space C l+:(O) where l is an
integer, 1>:0, is defined by
& f &C l+: =
def :
|;|l
&;f &C : ,
here ;=(;1 , ..., ;m), |;|=;1+ } } } +;m , ;=;11 } } } 
;m
m . We shall often use
functions of many arguments which are Ho lder continuous in different
arguments with different exponents. Let O1 /Rm1, O2 /Rm2, O1_O2 /
Rm1+m2. Then for f ( y1 , y2), y1 # O1 , y2 # O2 the norm in the space C:1 , :2=
C:1 , :2(O1_O2) with exponents 0<:1<1, 0<:2<1 is defined by
& f ( } , } )&C :1 , :2 =
def
sup
y1 # O1
& f ( y1 , } )&C :2+ sup
y2 # O2
& f ( } , y2)&C :1 .
The spaces C:1 , :2 , :3(O1_O2 _O3) are defined analogously.
Proposition 2.1. Let K/RN0 be a bounded domain in RN0. Let vi  u
in C(K). Let vi be bounded in C l+:(K ) with integer l0, 1>:>0. Then
u # C l+:(K ), &u&Cl+:(K )supi &vi &Cl+:(K ) . Moreover, vi  v in C l+;(K ) if
0;<:.
We shall often use the norm in the space C 2+:, 1+:2 of functions defined
on O_(T1 , T2) where (T1 , T2) is an interval, O/RN:
& f ( } , } )&C 2+:, 1+:2 =
def :
n
i, j=1
& i j f ( } , } )&C :, :2+ :
n
i=1
& i f ( } , } )&C :, :2
+&t f ( } , } )&C :, :2+& f ( } , } )&C :, :2
+ :
n
j=1
sup
y # O1
&j f ( y, } )&C12+:2(T1 , T2) .
(For the properties of these spaces see, for example [30].)
We shall consider domains which satisfy some of the conditions listed
below.
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Condition 2.0 (Domain Properties). (D0) The domain D is bounded
(D1) There exists a sequence Dk of subdomains with a smooth
boundaries of class C3 which lie inside D, D k /D, D k+1 /Dk , k=1, ...,
k Dk=D.
(D1’) D has a smooth boundary D of class C2+:D, 0<:D<1. More
precisely, there exists a function gD(x), gD # C2+:D(Rn) such that gD(x)>0
when x # D, gD(x)=0 when x #  D, {gD {0 when x #  D.
(D2) Reflection symmetry. The domain D is convex in x1 -direction
and is symmetric with respect to x1 -reflection Q.
(D2’) Radial symmetry. The domain D is a ball, D=[x # Rn : |x|<R].
Conditions (D0) and (D1) always are assumed (in fact it is always
possible to define Dk so that (D1) holds, it is convenient for us to fix these
subdomains). If (D1’) holds, we need not use Dk . It is assumed in different
assertions on symmetry that either (D2’) or (D2) holds.
Let [Q] be a group of transformations of the domain D # Rn, QD=D.
For any element Q of this group and for the function u(x, t), x # D the
action of this element on the function u is defined by the formula
Q*u(x, t)=def u(Qx, t).
We say that a function u(x, t) x # D, t0, is asymptotically in a
functional Banach space E/C(D ) Q-symmetric with respect to this group
if for any element Q # [Q] we have
lim
t  
&u( } , t)&Q*u( } , t)&E=0. (2.1)
In this section we prove that positive solutions of second-order parabolic
differential equations are asymptotically symmetric if they are uniformly
bounded in an appropriate norm.
It is assumed that the domain D and the Eq. (0.1) are invariant with
respect to a group [Q] of transformations of D. In the examples [Q]
consists of reflections and rotations generated by these reflections.
We assume that conditions imposed on F in the beginning of Section 1
hold. Now we impose more conditions on the nonlinearity F in (1.1),
especially on dependence of F(t, x, z) on t # R1. Here and below z=z(u) is
defined by (1.2), that is z is the vector compiled of all spatial derivatives of
u(x, t) up to second order.
Condition 2.1. (ff1) F(t, x, z), t # R1, (x, z) # D _RN, N=n2+n+1, is
continuous in t, x, z and, moreover, F(t, x, z) is uniformly continuous on
R1_D _ZR for every R, ZR=[z # Z : |z|R].
(ff2) F is bounded uniformly in x and t if z # Z belongs to a bounded
set and F satisfies Condition 1.1.
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Let BNR be the closed ball of radius R centered at zero in R
N Let W 0 be
the metric space of functions F(t, x, z) which are continuous on R1_D _
RN. Convergence in this space is defined as follows: Fi  F in W if and only
if Fi (t, x, z)  F(t, x, z) uniformly on every compact set in R1_D _RN.
Topology in this space can also be defined using a metric. The distance
\1(u, v) between two elements of this space is given by the formula
\W 0(u, v)= :

k=1, j=1
,(&u&v&C([&k, k]_D _BjN))2
k+ j.
Here ,( p)= p(1+ p).
We consider also the space W l of nonlinearities F(t, x, z) which are
smooth in z. This space consists of F # W 0 such that all derivatives z#F in
z of order |#|l belong to W 0, z#F=z1#1 } } } zN#N well, Fk converge in W 1
to F as k   if Fk converge to F, z#Fk converge to z#F in W 0 for all
#, |#|l.
We consider shifts l{F(t, z) =
def F{(t, z) =
def F(t+{, z), { # R1, of the
function F and a set F of functions F which satisfy the following condi-
tions:
Condition 2.2. (F1) F is strictly invariant with respect to shifts.
(F2) F is compact in W 0.
(F3) Condition 1.1 holds for any F # F.
Lemma 2.1. Let F satisfy Condition 2.1. We define a hull of F by the
formula
F =
def clW 0 F0 , F0 =
def .
{ # R1
l{F. (2.2)
Then F satisfies Condition 2.2. If, in addition, #zF is bounded in
C:1 , :2 , :3(R1_D _BNR), 1>:i>0 for all #, |#|l1 for every R, then every
F* # F belongs to C:1 , :2 , :3(R1_D _BNR) and norms of derivatives of F* of
order up to l1 in these spaces are not greater then norms of corresponding
derivatives of F. If F satisfies Condition 1.2, then every function from F
satisfies this condition as well.
The proof is straightforward.
Consider a solution u(x, t) of the parabolic Dirichlet boundary problem
t u=F(t, x, u, 1u, ..., nu, 11 u, 12u, ..., nnu), u | D=0 (2.3)
which satisfies the following conditions:
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Condition 2.3 (Positivity). (P1) Positivity inside u(x, t)0 \x # D;
(P2) Separation from zero: we assume that F(t, x, 0)0 \t # R1,
x # D and either
&u( } , t)&C(D )=>0 \t0, (2.4)
or there exist T>0, $0>0 such that for any { # R1 there exists
t # [{&T, {+T], x # D such that
F(t, x, 0)$0>0. (2.5)
Let u(x, t), t0 be a solution of (2.3). Let u{(x, t)=l{u(x, t)=u(x, {+t)
where {0, t # [0, 1]. It is assumed that the set of all u{ satisfies the next
compactness conditions:
Condition 2.4 (Compactness). (C1) Compactness in the interior:
.
{T0
(u{ |D k) is precompact in C
2, 1(D k _[0, 1]), k=k1 , k1+1, ...;
(2.6)
(C2) Compactness on the closure,
Y0 =
def [v : v=u{ , {T0] is precompact in C(D _[0, 1]) (2.7)
for some T0 and k1 .
We have denoted by C2, 1(D k _[0, 1]) the Banach space of functions
with continuous first derivatives in t and second derivatives in x. Obviously
(2.7) yields that the set X0 of values u( } , t) of u(x, t) with fixed t is
precompact in C(D ).
Let X be the omega-limit set of the trajectory u( } , t) in the space C(D ):
X= ,
{>T
clC(D )[v : v=u( } , t), t{]. (2.8)
The alpha-limit set of a solution u(t), t0 is defined analogously:
X={<T clC(D )[v : v=u( } , t), t{].
Theorem 2.1. Let F satisfy Condition 2.1. Let symmetry conditions, that
is Condition 1.2, and (D0), (D1), (D2) in Condition 2.0 hold.
Let u(x, t), t0, be a solution of the Eq. (2.3) which satisfies Conditions
2.3, 2.4. Let X be the omega-limit set generated by this solution, let F be the
hull generated by F by (2.2). Then this set possesses the following properties:
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(X1) The omega-limit set X generated by this solution attracts the
solution u(t) as t  +, that is distE(u(t), X )  0 as t  + where
E=C(D ) or E=C2(D k). If
sup
TT0
&u( } , } )&C2+:, 1+:2(D k_[T, T+1])Ck , (2.9)
holds, then we can take E=C2+;(D k), ;<:.
(X2) The set X is compact in C(D ) and U0(x)>0 \x # D, U0 # X.
(X3) Let X |D k be the set which consists of restrictions of functions
v # X to D k . This set is compact in C2(D k) for every k.
(X4) The set X is strictly invariant, that is for any U0 # X there exists
a solution U(t), t # R1, FU # F such that U is a solution of (2.3) with F, u
replaced by FU, U, which belongs to C2, 1(D_(&, +)), U(0)=U0 ,
U(t) # X \t # R1.
(X5) X_F attracts finite segments of trajectories, namely for all
T>0, k0, =>0 there exists T0 such that for any T1T0 there exist such
U, FU described in (X4) that
&u&U&C(D _[T1 , T1+T])+&u&U&C 2, 1(D k_[T1 , T1+T])=, (2.10)
&F&FU&C([T1 , T1+T]_D k_B RN)=.
If a derivative #F of F is bounded in C:1 , :2 , :3(R1_D _BNR), 1:i>;i>0,
then for some T0 , for T1T0 ,
&#F&#FU&C l1+;1 , l2+;2 , l3+;3([T1 , T1+T]_D k_B RN)=. (2.11)
(X6) If U0 # X, then U0 is Q-symmetric, Q*U0=U0 .
(X7) For any k=1, 2, ... there exists ’k>0 such that
1 U0(x)&’k<0 \x # [D k & [x11k]], \U0 # X.
(X8) If, moreover, point (D1’) of Condition 2.0 holds (:D:0
:>0), that is the boundary is smooth, and if
sup
TT0
&u( } , } )&C2+:, 1+:2(D _[T, T+1])C, (2.12)
then assertions (X1), (X3), (X5) hold with Dk replaced by D, C2, 1 in (X4),
(X5) is replaced by C2+;, 1+;2, ;<:; in (X4) all trajectories U are bounded
uniformly in C2+:, 1+:2(D _(&, +)).
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The solution u has the following asymptotical symmetrization properties:
(S1) u(x, t) is asymptotically in C(D ) symmetric with respect to the
reflection Q in the plane x1=0.
(S2) If D 0 /D is a Q-symmetric subdomain, then u(x, t) is asymptotically
in C 2(D0 ) symmetric with respect to [Q].
(S3) If [Q] is a group of reflections in a family of planes P0(#)=
[x : #x=0] where vectors # belong to a set in 1 # Rn and (2.3) for some T0 ,
T1T0 and D are invariant with respect to this group, then u(x, t) is
asymptotically in C(D ) symmetric with respect to reflections [Q] in C(D )
and C2(D0 ). If 1 coincides with a linear subspace of Rn then in (2.1) we can
take any rotation and reflection which preserves this subspace.
Let u(x, t), t0 be a solution of the Eq. (2.3) which satisfies Conditions
2.3, 2.4 where t>0 is replaced by t<0, {T by { &T. Let X be an
alpha-limit set of u(t). Then X satisfies (X1)(X8) with t  + replaced by
t  &. The solution u(x, t) is symmetric with respect to the reflection Q,
u(Qx, t)=u(x, t) \x # D, t0. Assertions of points (S2), (S3) also hold with
asymptotical symmetry replaced by symmetry for all t0.
Proof. We restrict ourselves to proving that (2.1) holds for x1 -reflec-
tion. The general case is quite analogous. Let X0=t u(t). By (2.7) the set
clEX0 is compact, therefore X/X0 is compact and is not empty. We shall
show that X satisfies Condition 1.3 imposed in Section 1. From positivity
condition we have: U0(x)0 \x # D, U0 # X. We have to verify that X is
negatively invariant. To do that, we note that from the definition of X one
may easily see that U0 # X if and only if there exist sequences ti , u( } , t i),
such that ti  +
u( } , ti)  U0 in C(D ), t i  + as i  +. (2.13)
Fix U0 # X, T>0. Consider ui (x, t)=u(x, t+ti) on the cylinder D_[&T, T].
Consider the corresponding nonlinearities Fi=lti F, lti F(z, t)=F(z, t+ti).
By (2.6), for every k we can choose a subsequence of ui which converges
in C2, 1(D k _[&T, T]) and by (ff1) and the ArzelaAscoli theorem a
subsequence of Fi which converges in W 0. Using the diagonal process, we
choose a subsequence ui which converges for every k and for every T=Tj ,
Tj  . We shall denote this subsequence ui as before. We denote the limit
function by U(x, t). Obviously, the restriction of this function to any
subdomain D k_[&T, T] belongs to the space C 2, 1(D k_[&T, T]) and is
bounded in this space together with the sequence. Therefore U(x, t) is
smooth inside the domain D. By (2.7), we can assume that ui converge in
C(D _[&T, T]) for any T, therefore u(x, t) vanishes on D.
15NON-AUTONOMOUS PARABOLIC EQUATIONS
Note that a solution of (1.1) which satisfies (2.6) is bounded together
with its first and second derivatives,
sup
TT0
&u( } , } )&C2, 1(D k_[T, T+1])Ck ,
(2.14)
z(u)(x, t) # BNR , R=Rk=Ck \x # D k , tT0 .
Here as always z(u) is the vector consisting of derivatives of u.
Since every function ui (x, t) is a solution of the Eq. (2.3), and the
nonlinearities converge in W 0, the functions Fi (t, x, z(ui)) converge in
C0([&T, T]_D _BNR) for every T to F
U (t, x, z(U )). Using that ui con-
verge in C2, 1(D k _[&T, T]) and corresponding z(ui)(x, t) # BNR for x # D k ,
z(ui)(x, t)  z(U )(x, t), we conclude that the limit function u0(x, t) is a
solution of (2.3) with F U # F, F is defined in (2.2). Note that since
ui (x, t)=u(x, ti+t) converge in C(D _[&T, T]) to U(x, t), we deduce
from (2.13) that U( } , t) # X for any t # [&T, T]. Hence X is strictly
invariant and, in particular, negatively invariant.
Now we shall prove that X attracts u(t), that is,
inf
v # X
&u( } , t)&v&C(D )  0 as t  +. (2.15)
Indeed, assume the contrary. Then there exist =>0 and sequences ti ,
u( } , ti), vi # X such that ti  +,
&u( } , ti)&vi&C(D )=. (2.16)
Using the compactness of X and X0 , we can choose converging
subsequences vi and u( } , ti). Their limits u0 and v both belong to X. This
contradicts (2.16), therefore (2.15) holds, that is X attracts u(t). Using
condition (2.6), we obtain analogously that the restrictions of u(t) to Dk
are attracted to X |Dk in C
2. If (2.9) holds, we obtain attraction in C2+;,
;<: using the compactness of the embedding C2+:/C2+;. Assertion of
(X5) can also be easily obtained assuming the contrary and coming to a
contradiction with the existence of U and F U proved above.
Now we prove that U0(x)=U(x, 0)>0 when x # D. Applying (1.3) with
z=z(U ), z$=z(0) and Condition 2.3, we see that U is a solution of a linear
equation of the form (5.1) with g=F(t, x, 0)0. By (2.4) or (2.5) U(x, t)
is not identically zero on D_(&T, 0). Therefore we conclude that by
the Maximum Principle U(x, 0)>0 when x # D. So, the set X satisfies
Condition 1.3 of Section 1. Applying Theorem 1.1 we conclude that
Q*v=v for any v # X. Therefore point (X6) is proved.
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Now we are able to prove that u is asymptotically symmetric. By (2.15)
for any =>0 there exists such T that for any t>T there exists such v # X
that &u( } , t)&v&C(D )=. Obviously,
&u( } , t)&v&C(D )=&Q*u( } , t)&Q*v&C(D ) .
By the symmetry of v we have Q*v=v and we conclude that &u( } , t)&
Q*u( } , t)&C(D )2= for every Q # [Q]. This implies that u is asymptotically
symmetric in C(D ). Asymptotical symmetry in C2(D k) follows analogously
from convergence of ui in C2, 1(D k_[&1, 0]). The assertion of point (X8)
is obtained by obvious simplification and modification of the general case,
and the theorem is proved.
We give now a sufficient condition for (2.6) to hold in the case of a
quasilinear equation, that is for the equation of the form
t u= :
n
i, j=1
aij (x, t, u, {u) i j u+b(x, t, u, {u))), u |D=0, (2.17)
where aij , b are Ho lder continuous functions of all arguments, { is the
gradient with respect to spatial variables x. We assume that condition (1.4)
is fulfilled with c not depending on x # D, t0.
Theorem 2.2. Let u(x, t) be a solution of (2.17) which is of class
C2, 1(D_[0, )) inside D and its shifts u{ satisfy (2.7) and the condition
.
{T0
({u{ |D k) is precompact in C (D k_[0, 4]), k=k1 , k1+1, ... .
(2.18)
Then condition (2.6) is fulfilled.
The proof of this theorem is given in [4].
Remark 2.1. If Eq. (2.17) is semilinear, that is of the form
t u=2u+b(x, t, u, {u), )), u |D=0,
and the nonlinearity b satisfies the estimate |b(x, t, u, p)|C(1+| p| r1),
then instead of (2.18) it is sufficient to impose the condition of uniform
boundedness of u{ in the Sobolev space W 1r2(D k_[0, 4]) : sup{T0
&u{( } , } )&W 1r2(D k_[0, 4])Ck . with r2>n+1, r2 r1>n+1 (see [3]).
We give now the examples of equations solutions of which with arbitrary
initial data satisfy conditions of Theorem 2.1 and, therefore, are asymptoti-
cally symmetric.
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We write boundary problem for (2.3) in the form
t u=F(t, x, z(u)), u | D=0, u | t=0=u0 . (2.19)
Here z(u) # RN, N=n2+n+1 is the vector which consists of all derivatives
of u, x # D t # R1. We consider solutions which satisfy the boundary condi-
tion for tT0 . It is assumed that the boundary D is of class C 2+:D. Initial
data u0 # C(D ), u0 |D=0.
Now we formulate conditions on F which guarantee, according to [26],
solvability of Eq. (2.19). We shall denote for brevity
uij =def i j u, ui =
def
iu, Fuij =
def
 F uij.
First, we introduce a class F(c, K ) of nonlinearities, c, K being parabolicity
constants. We assume (later these smoothness conditions will be relaxed
by considering class F (c, K ) of limits of such functions) that
F # C2, 1, 2(D _R1_RN), that is it is two times continuously differentiable
with respect to all its arguments excluding t when t is fixed and con-
tinuously differentiable with respect to all arguments. We assume following
[26] that for all (x, t) # D _R1, z # RN such that uij=u ji, for r=1, ..., n, F
satisfies the conditions
c |!|2:
ij
Fuij !i !jK |!|2, (2.20)
}F&:ij Fuij u
ij }M F1(u) \1+:i |u
i|2+ , (2.21)
|Fur | \1+: |ui|++|Fu |+|Fxr | \1+: |ui|+
&1
M F1(u) \1+:i |u
i|2+:
ij
|uij|+ , (2.22)
}M F2 \u, : |uk|+}
&1
F(’)(’)
:
ij
|u~ ij| _:i |u~
i|+\1+:ij |u
ij|+ ( |u~ |+|x~ | )&
+:
i
|u~ i|2 \1+:ij |u
ij|++\1+:ij |u
ij|3+ ( |u~ |2+|x~ |2), (2.23)
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where F and its derivatives have the arguments (x, t, uij, ui, u),
’=(u~ ij, u~ i, u~ , x~ ),
F(’)(’)=:
ijrs
Fuijurs u~ iju~ rs+2 :
ijr
Fuijur u~ iju~ r
+2 :
ij
Fuiju u~ iju~ +2 :
ijr
Fuijxr u~
ijx~ r+:
ir
Fuiur u~ iu~ r
+2 :
i
Fuiu u~ iu~ +2 :
ir
Fuixr u~
ix~ r+Fuu u~ u~
+2 :
r
Fuxr u~ x~ r+:
ir
Fxi xr x~ ix~ r .
Here Fuv is a second partial derivative of F. The time derivative of F
satisfies the inequality
|Ft |M F3 \u, : |uk|+\1+:ij |u
ij|2+ . (2.24)
The functions M Fi , i=1, 2, 3 are positive continuous growing functions of
their arguments for every F. To provide an estimate of the modulus of u we
impose the condition
F(t, x, u, 0, uij)$0>0, \uM& ,
(2.25)
F(t, x, u, 0, &uij)&$0<0 \uM+ ,
for all x # D , t # R1, F # F for all symmetric nonnegative matrices (uij),
where M&0, M+0, M&<M+ . Here $0>0. The class of functions F
which satisfy the above conditions is denoted by F(c, K ). We assume that
all the constants are independent of t.
We shall give now example of a quasilinear equation which satisfies the
above conditions.
t u= :
n
i, j=1
a ij (x, t, u, {u) i ju+b(x, t, u, {u). (2.26)
If
c |!|2:
ij
a ij (x, t, u, p) !i !jK |!| 2, (2.27)
then (2.20) holds. It is assumed that aij and b are two times continuously
differentiable with respect to all their arguments excluding t when t is fixed
and continuously differentiable with respect to all arguments.
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Condition (2.24) follows from continuity of time derivatives of
coefficients of (2.26). Conditions (2.21)(2.23) follow from the conditions
|b|M1(u) \1+: |ui|2+ , (2.28)
|(aij)ur | \1+: |u i|++|(aij)u |+ |(a ij)xr | \1+: |ui|+
&1
M1(u), (2.29)
|bur | \1+: |ui|++|bu |+|bxr | \1+: |ui|+
&1
M1(u) \1+: |ui|2+ , (2.30)
where M1(u) is a continuous function. The condition (2.25) follows from
b(x, t, u, 0)$0>0, \uM& ;
(2.31)
b(x, t, u, 0)&$0<0 \uM+ .
Now we, following [26], introduce the class F (c, K )=F (c, K, D).
A function F(t, x, z) belongs to this class if there exists a sequence
Fj # F(c, K ) such that F j (t, x, z) converges to F(t, x, z) at every point
(t, x, z) # R1_D_RN. It is assumed that all majorant functions M Fji can be
chosen independently on j, M Fji =M
F
i , i=1, 2, 3, it is assumed also that the
constants M& , M+ , $0 for Fj do not depend on j. It is also assumed that
every Fj is infinitely smooth in z and every z-derivative of every Fj is
bounded on R1_D_BNR for every R.
The class F (c, K )=F (c, K, D) consists of functions F the restrictions of
which to subdomains R1_Dk belong for every k to the corresponding to
this subdomain class F (c, K)=F (c, K, Dk) and functions M Fi , i=1, 2, 3,
and the constants M& , M+ , $0 do not depend on k.
Let E(M& , M+) be a subset of E0 ,
E0 =
def C(D ) & [u | D=0],
(2.32)
E(M& , M+) =
def [u # E0 : M&u(x)M+ \x # D].
Theorem 2.3. Let  D be of class C2+:D, :D:>0. Let F # F (c, K ),
u0 # C2+:(D ) & E(M& , M+), T>0. Then
(i) There exists a continuous on D _[0, T] solution u # C2, 1
(D_(0, T]) of (2.19) which belongs to E(M& , M+) for all t0, tT.
Such a solution is unique.
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(ii) There exists :0>0 which depends on c, K, n such that if
0<::0 , then norms of this solution in spaces C2+:, 1+:2(D k_[0, T])
and C2+:, 1+:2(D _(1k, T )), k=1, 2, ..., are bounded by a constant which
depends on numbers k, n, K, c, :, M Fi , M& , M+ and on the norm of u0 in
C2+:(D ).
(iii) Under the same conditions the norm in C2, 1(D_(0, T )) is bounded
by a constant which depends on numbers n, K, c, :, M Fi , M& , M+ and on
the norm of u0 in C2(D).
(iv) If F is bounded in the class C1+:1([0, +)_D _BNR), :1>0, for
every R>0 by M4(R) and condition (2.27) holds with aij being derivatives of
F with respect to i ju, then tu # C2+:2 , 1+:2 2(D _[1, )), iu #
C2+:2 , 1+:2 2(D k _[1, )), :2=::1 , and these derivatives are bounded in
these spaces by a constant which depends on numbers k, n, K, c, :, :1 , M Fi ,
M& , M+ , on M4 and on the norm of u0 in C2(D).
Proof. The assertions (i)(iii) directly follow from Theorem VI.4.1 of
[26]. Now we show that (iv) is true. Considering the difference
w=(u(t+{)&u(t)){ and using Hadamard’s formula, we obtain a linear
equation for w. This equation is uniformly parabolic by (2.27). Since F is
of class C1+:1 and u of class C 2+:, 1+:2, the coefficients of this equation
are bounded in C:2 , 1+:2 2(D _[0, T]), where :2=::1 . Using properties of
linear equations with coefficients from Ho lder classes (see [30]), we obtain
an estimate for w and t u in C2+:2 , 1+:22(D _[1, T]). We can consider
(2.19) as an elliptic equation with t u given. Using Lemma 17.16 of [20]
on local regularity of solutions of elliptic equations, we obtain the assertion
of point (iv). We only note that the linear equations for differences
w=(u(x+ y{)&u(x)){ which are obtained in this lemma using
Hadamard’s formula, are elliptic by (2.27). Since F is of class C1+:1 in z
and u of class C2+:, 1+:2, the coefficients of this equation are bounded in
C:2 , :2 2(D _[0, T]), where :2=::1 . The estimates are uniform in T since
we can consider segments [T0 , T0+T] instead of [0, T] in a similar way.
Remark 2.2. Obviously, we can take T=+ in the assertions of
Theorem 2.3, if we denote [0, ]=[0, ). This easily follows from the
uniqueness of the solution and its smoothness for t>0. Obviously, if we
take M$&M&0 and M$+M+0 then condition (2.25) holds with
M+ , M& replaced by M$+ , M$& . Therefore we can take any
u0 # C2+:(D ) & E0 as initial data in Theorem 2.3 and any u0 # E0 in
Theorem 2.5 below.
Lemma 2.2. Let F 0 # F (c, K ), let F be the hull of F. Then
F/F (c, K ). Moreover, Condition 2.1 is fulfilled for any F # F (c, K ).
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Proof. Condition 1.1 is fulfilled for any F # F (c, K) according to
Theorem VI.1.5 of [26] (analogous proof is given in Lemma 1.1.). Note
that by definition of F (c, K) this class consists of pointwise limits of
functions F satisfying (2.20)(2.25). These inequalities imply fulfillment of
Condition 2.1. The inequalities are invariant with respect to shifts in t.
Since convergence in W 0 implies pointwise convergence, we obtain the first
assertion of the lemma.
From Theorem 2.3 we obtain as a corollary
Theorem 2.4. Let conditions of Theorem 2.3 hold. Let M&=0. Let
u0 # C2+:(D ) & E(0, M+). Let F be symmetric with respect to [Q], that is
Condition 1.2 hold. Then
(i) the set X defined by (2.8) is bounded in C2+:(D ). It attracts u(t)
in the norm of C2+;, 0<;<:. It has the properties described on points
(X1)(X8), in particular condition (2.12) and assertions of (X8) hold.
(ii) the solution u(t) of (2.3) with the initial condition u(0)=u0
satisfies (2.1) with E=C2+;(D ), 0<;<:.
(iii) If conditions of point (iv) of Theorem 2.3 are fulfilled, then every
trajectory U from point (X4) satisfies the following conditions: U is bounded
in C 2+:, 1+:2(D _(&, )), U(t) is bounded in C3+;(D ), for all t # R1;
t 1U=1 tU # C;(D_(&, )), F U is bounded in C 1+:1(R1_D _BNR)
for every R>0. Here ;>0 is a small number.
Now we consider the case when the boundary  D is not smooth. Instead
of the smoothness of class C2+:D we impose the next condition (exterior
ball condition).
There exists \0>0 such that for any x0 #  D there exists a closed ball of
radius \0 which lies in Rn"D and x0 lies on the boundary of the ball.
Theorem 2.5. Let the boundary satisfy the exterior ball condition. Let
F # F (c, K ), 0<T, u0 # C0(D ), u0 |D=0, M&uM+ . Then there
exists a unique solution of (6.1)(6.13) which has the following properties
(i) This solution is continuous on D _[0, T] solution and
M&u(t)M+) for all t0. Moreover, there exists a function ,(\) such
that ,(\)  0 as \  0,
|u(x, t)|,(\) when dist(x,  D)\, t}>0,
, depends on numbers }, n, K, c, M Fi , M& , M+ .
(ii) There exists :0>0 which depends on c, K, n such that if
0<::0 , then for any k1 this solution is bounded in spaces
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C2+:, 1+:2(D k_[1k, T]) by a constant which depends on numbers
k, n, K, c, :, M Fi , M& , M+ .
(iii) Let D0/D1/D,  D0 /D1 . Let u0 # C2(D1). Then the norm in
C2, 1(D0_[0, T]) is bounded by a constant which depends on numbers
n, K, c, :, M Fi , M& , M+ , on the distance from D0 to D1 and on the norm
of u0 in C2(D1).
(iv) Let conditions of point (iii) hold. Let u0 # C2+:(D1), 0<::0 .
Then this solution is bounded in spaces C2+:, 1+:2(D 0_[0, T]) by a con-
stant which depends on numbers k, n, K, c, :, M Fi , M& , M+ and on the
norm of u0 in C2+:(D1).
(v) Let a part 1 of the boundary D which lies in a neighborhood
O2 /D of a point y0 # D be of class C2+:D, :D:, and O1 be a smaller
neighborhood of this point, O 1 /O2 . Let u0 # C2+:(O 2), 0<::0 . Then
this solution is bounded in spaces C2+:, 1+:2(D 0_[0, T]) by a constant
which depends on numbers k, n, K, c, :, M Fi , M& , M+ and on the norm of
u0 in C2+:(O 2).
Proof. In case T< the assertions (i)(ii) directly follow from
Theorem VI.4.3 of [26] and the assertions (iii)(iv) from Theorem VI.4.4
of this book. (The uniqueness follows from Maximum Principle since the
domain is bounded and u is smooth inside and continuous on the closure.)
One only has to note that in the proof of Theorem VI.3.1 of this book there
was explicitly estimated the rate of convergence u(x, t) to zero as x
approaches the boundary, we express this in terms of a function ,(\). (In
fact the convergence is proved for t0, but the rate of convergence for
small t depends on the modulus of continuity of u0 . Obviously, we can take
(x, t)=/(t) u0(x) as a function describing boundary conditions on the
parabolic boundary of D_(0, ), /(0)=1, /(t)=0 as t}, / being
smooth. Therefore (x, t)=0 as t}, and we obtain the estimate inde-
pendent on u0 .) The proof of Theorem VI.4.3 consists of approximating
nonsmooth F by smooth Fj and D by domains Dj with smooth boundaries
and in passing to the limit as j   over a subsequence of j. Since all
estimates are uniform in j, we have the same estimate in terms of ,(\) in
the limit.
The assertion of point (v) can be obtained using the approximations of
the domain D by smooth domains boundaries of which coincide with 1 in
O2 . Using uniform estimates for a sequence of solutions uj in C2+:(O1), we
obtain the estimate of a limit solution (see [26]). To obtain the assertions
in the case T=, one has to take into consideration Remark 2.2.
Remark 2.3. External ball condition in Theorem 2.5 can be replaced
by less restrictive external cone condition (private communication by
N. V. Krylov).
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Now we give the theorem on symmetrization in the case of a domain
with a non-smooth boundary.
Theorem 2.6. Let F # F (c, K ), 0<T, u0 # C0(D ), M&uM+ ,
M&=0. Then there exists a solution u of (2.3), u(0)=u0 , such that
conditions (2.6), (2.7) are fulfilled. This solution satisfies Condition 2.3
( positivity). If Condition 1.2 of symmetry of F and D are fulfilled, then u(t)
is asymptotically symmetric.
Proof. The existence of u follows from Theorem 2.5, fulfillment of (2.9)
follows from point (ii) of this theorem; using standard embedding theorems
we obtain (2.6). The fulfillment of (2.7) in the case of a domain with
non-smooth boundary follows from (i) of Theorem 2.5 as well.
To prove it, consider all shifts u{=l{ u on D _[0, 1] for {T0 .
Obviously, u{ are bounded. By the ArzelaAscoli theorem it suffices to
prove uniform equicontinuity of u{ . Let =>0. We show that there exists
such $>0 that if a set |/D _[0, 1] is such that diam(|)$, then the
oscillation of any u{ on | is less then =. Let ,(3\)=, , is the same as in
point (i) of Theorem 2.5. Let k be so large that D"Dk lies in an
\-neighborhood O(\) of the boundary D. Since u{ are bounded in
C:, :2(D k _[0, 1]), we can find such $1 that the oscillation of any u{ on |
is less then = when |/D k is such that diam(|)$1 . Let $=$1 7 \=def
min($1 , \). Obviously, the $ satisfies the needed property. By the
ArzelaAscoli theorem condition (2.7) is fulfilled.
Note that (2.5) holds by (2.25) with M&=0. Positivity follows from
(2.5) and the Maximum Principle. Therefore all conditions of Theorem 2.1
are fulfilled, and this theorem implies asymptotical symmetrization of u(t)
as t  +.
Example 2.1. Consider the equation
t u=+1(t) ,(2u)+:
ij
aij ( |x|2, t, u, |{u|2) i  j u+b( |x|2, t, u, |{u| ).
(2.33)
It is assumed that time derivatives of +1 , aij , b are bounded uniformly in
t # R1 for bounded u, {u. It is assumed that aij are smooth and satisfy
(2.27) and conditions (2.28)(2.31) are fulfilled, M&=0, it is also assumed
that monotonicity condition (1.7) is fulfilled. Here ,(!) is a smooth convex
function of !, +1(t)0 \t # R1, and the derivative of , satisfies the condi-
tion |+1(t) ,$(!)|c2 \t, ! where c is the same as in (2.27). (An example
is given in the Introduction.)
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If ai1=a1i=0 for i{1, this equation is preserved under x1 -reflection. If
aij=aji=0 for i{ j, and aii=a11 for i=1, ..., n, this equation is radially
symmetric.
If D is symmetric with respect to x1 -reflection and is x1 -convex, then for
every positive bounded u0 the solution u(t) exists and tends to the subspace
of even functions as time tends to infinity. If D is a ball, then u(t) tends to
the subspace of radially symmetric functions. The verification of the fact
that F # F (c1 , K ) for some K>0, c1>0 is based on methods of [26].
According to Example VI.2.8 of [26], the function defined as
F(z)= inf
| # 0 _:ij aij (|, x, t, u, uk) u
ij+b(|, x, t, u, uk)& (2.34)
belongs to F if aij , b satisfy the conditions imposed in the Example.
One can easily construct using (2.34) more complicated examples (for
example, including the MongeAmpere operator, see [26]) of equations to
which Theorem 2.6 is applicable.
3. SYMMETRY OF BACKWARD BOUNDED SOLUTIONS
OF VARIATION EQUATIONS
Let u(x, t), t0, x # D, be a solution of (1.1). Let D*/D be a sub-
domain of D. The function F(t, x, z) is fixed, it is the same as in (1.1) and
is assumed to be differentiable in z for any z=z(u)(x, t). In this section we
consider the linear parabolic equation which arises as a variation equation
computed on a symmetric monotone in x1 solution u(x, t) of (1.1)
tv=A$(t, u(t)) v, v | D*=0. (3.1)
We shall consider a fixed solution v(x, t), t0, x # D* of this equation.
Here and below A$(t, u(t)) is defined by
A$(t, u(t)) v =def :
n
i, j=1
aij i j v+ :
n
i=1
ai i v+a0v. (3.2)
We denote here by aij the partial derivatives of F with respect to i j u,
by ai and a0 respectively we denote the partial derivatives in p i= i u
and u. These derivatives are computed on the solution u(x, t), aij=aij
(x, u, 1u, ..., nnu) as well as ai and a0 . We shall denote for brevity
u( } , t)=u(t), u( } , } )=u. It is assumed that the operator A$(t, u(t)) is
elliptic, that is, (1.4) holds for all x # D, t0.
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Note that later we shall take D*=D*+ , where D*+ is the domain which
is the part of a symmetric with respect to the reflection Q in the plane
x1=0 domain D which lies in the half-space x1>0, D*=D & [x1>0]. It
is assumed that D* itself satisfies (D0), (D1) in Condition 2.0 with D, Dk
replaced by D*, Dk*. Without loss of generality we assume that D* is in the
half-space x1>0.
We shall consider a solution u which satisfies the following condition
Condition 3.1. The following three conditions are fulfilled:
(i) t1u=1 tu # C (D*_(&, 0)), u( } , t) # C 3(D*) for all t<0.
(ii) Monotonicity in x1>0: for any k=1, 2, ... there exists ’k>0
such that
1 u(x, t) &’k<0 \x # Dk*, t0. (3.3)
(iii) Uniform parabolicity: c in (1.4) is bounded from below
uniformly for all w # X and the coefficients ai , a0 in (1.5) are bounded from
above
cc0>0, a0C0 , |a1 |+ } } } +|an |C0 . (3.4)
Theorem 3.1. Let Condition 3.1 hold and let F1=Fx1 satisfy the
condition
F1(t, x, u(x, t), 1u(x, t), ..., nn u(x, t))q(x, t)0 (3.5)
\x # D*, t0. Let v be a solution of (3.1) which is defined for all t0. It
is assumed that v # C2, 1(D*_(&, 0)), v # C(D *_(&, 0]) and is
bounded for all negative t:
sup
T0
&v(T)&C(D *)C. (3.6)
Assume that, in addition to the above conditions, one of the following two
conditions is fulfilled: either
(i) &v(t)&C(D*)  0 as t  &; or
(ii) there is a point y0 # D*, \>0, a small closed neighborhood
O1=O1(\)=[x # D*: |x& y0 |<\] of radius \ centered at this point and a
number +>0 such that in this neighborhood q satisfies the condition
q(x, t) &+<0 \t0, x # O1 (3.7)
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and v satisfies the condition: for any $>0 there exists such a neighborhood
O$1 of y0 that
|v(x, t)|$+ \t0, x # O$1 . (3.8)
Then v=0 identically.
Proof. We assume that D* is inside the unit ball in Rn (we can always
reduce the problem to this case by a dilation). For any s>0 we put
w=v&sq. First, we prove that there exists such s>0 that w is positive
in D*
v(x, t)&sq(x, t)0, \x # D*, t0. (3.9)
Indeed, thanks to (3.3) and (D1) of Condition 2.0 for D* for any $1>0
there exists a compact K/D* such that the measure |O| of the set
O=D*"K is less then $1 , and &q is positive on K,
&q(x, t)$2>0, \x # K; |O|<$1 . (3.10)
Differentiating (3.1) in x1 we obtain tq=A$(z) q+F1 . Multiplying this
equation by s and subtracting from (3.1) we obtain the equation for
w=v&sq:
t w&A$(z) w= g0 , g0=&sF1 . (3.11)
Note that g00 in D* by positivity of &F1 . Since v is bounded on K, we
conclude, using (3.10), that for large enough s the function w=v&sq is
non-negative on K. Taking into consideration that according to boundary
conditions on v the function w is non-negative on D*, we conclude that
w0 on D*. Using the function g= g1 , 2g11, from Theorem 1.2
where U=O , we deduce from (3.11) like in [4, 6] the equation for the
function w$=wg1 ,
Mw$+A$g1 w$g1+ g0 g1=t w$, (3.12)
where M is an elliptic operator with a positive characteristic form and
without zero-order terms, A$g1&$3<0 in U. Let w"(t)=ebtw$(t),
0<b<$3 4. Obviously w" has the same sign as w, w"(x, t)  0 as t  &.
To prove that w0, assume the contrary. Then w"(x0 , t0)<0 at the point
of global minimum of w". Obviously, x0 # O. The equation for w" takes the
form
Mw$+[(A$g1)g1+b] w"+ g0ebtg1=t w$. (3.13)
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At the point of minimum we have
t(x0 , t0)0, Mw"(x0 , t0)0, [A$g1(x)g1(x)+b] w"(x0 , t0)>0.
This contradicts (3.13), and this contradiction shows that (3.9) holds for
large s.
Now we shall prove that (3.9) holds for any s0. Let s0 be the infinum
of such s that (3.9) holds. Assume that s0>0. We obtain by continuity that
(3.9) holds for s=s0 . If one of conditions (i) or (ii) holds, the solution
w0=v&s0 q of (3.11) is not identical zero for any fixed t<0, and it is
positive inside D* by the Maximum Principle
w0(x, t)>0 \t0, x # D*. (3.14)
Obviously, for any $4>0 we can find a compact K1 /D* such that
|D*"K1 |<$4 . We assert that if (i) holds, then there exists such $5>0 that
w0(x, t)$5>0, \x # K1 , t0. (3.15)
Indeed, if it was not true, we obtain a sequence xj  x0 # K1 /D*, such
that w0(x j , tj)  0 as j  . If t j are bounded, we easily obtain a contradic-
tion with (3.14). Therefore it is sufficient to consider the case when
tj  & as j  . In this case v(xj , tj)  0 as j   by (i). Using (3.3) we
obtain a contradiction as well. Hence (3.15) holds in this case.
Consider now the case when condition (ii) holds. Let O$1 be such that
(3.7) holds with $<s+2. Let K1 # D*. Let $6 be so small that
2$6 -neighborhood O2 of D* does not intersect K1 and O$1"O2 {<. We
take O$1 so that y1 # O$1"O2 and w0( y1 , t)+2>0 \t0. (We can do this
according to (ii).) To prove that (3.15) holds, we use Harnack’s inequality
(see Theorem 3.2 below). We take R=$6 in this theorem. We can connect
any point of K1 with y1 by a chain of balls BR4( yi) of radius R4 centered
at yi , this chain contains no more then n0 balls. Taking cylinders ( yi ,
t0+(i&1) R2)+Q(%, R), we can connect ( y1 , t0) with any point of
K1_[t0+n0R2]. Note that we can take t0=T&n0R2 for any T0.
Applying n0 times Harnack’s inequality, we obtain that (3.15) holds for
t0, $5 depends on n0 . Hence (3.15) holds in case (ii) as well.
The function w1=w0+=v is positive on K1 and non-negative on D* if
=>0 is small thanks to (3.15) and boundedness of v. Obviously, w1 satisfies
(3.11). Applying Theorem 1.2 with U=D*"K1 , we can write the Eq. (3.12)
for the function w$=w1g1 . As above, we conclude that this solution is not
negative in U and, consequently, in D*. Therefore =v(x, t)+v(x, t)&
s0q(x, t)0 \x # D * if =>0 is sufficiently small. Obviously, this implies
(3.9) with s=s0 (1+=). This contradicts the assumption that s0>0 is the
minimal value of s for which (3.9) holds. This contradiction shows that
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s0=0. Therefore (3.9) implies v0. Analogously we prove v0, therefore
v=0 identically, and the theorem is proved.
We shall give now the formulation of Krylov and Safonov’s theorem on
Harnac’s inequality (see [27]). This theorem was used in the proof of
Theorem 3.1, we give the formulation in our notations.
Theorem 3.2. Let coefficients of A$ be bounded and measurable, a00,
(1.2) hold. Let Q(%, R)=(0, %R2)_[x # Rn, |x|<R] be a cylinder in the
space Rn+1. Let %>1, R<2, let w be a solution of (3.1) which belongs to
the Sobolev space W 2, 1n+1(Q(%, R)), w0 in Q(%, R). Then there exists a con-
stant N, depending only on %, c and estimates of the moduli of coefficients,
such that w(0, R2)Nw(x, %R2) \x, |x|R2.
Remark 3.1. Since R is bounded, we can omit in this theorem the con-
dition a00. General case can be reduced to this using the multiplication
by e;t with an appropriate ;.
Now we consider the case when the domain D is symmetric with respect
to the reflection Q in the plane x1=0, we assume also that F is symmetric
with respect to x1-reflection.
Theorem 3.3. Let D and F be symmetric with respect to the reflection in
the plane [x1=0] (that is, (S1) and (S2) of Condition 1.2 hold ), let u(x, t)
be even in x1 . Let D*+=def [x : x # D & [x1>0]], let Condition 3.1 hold and
F1(x) satisfy (3.5) in the domain D*+ . Let v # C 2, 1(D_(&, 0]) &
C0(D _(&, 0]) be a solution of (3.1) which satisfies (3.6) with D*
replaced by D. Assume that one of conditions (i) or (ii) of Theorem 3.1 is
fulfilled. Then v is even in x1 .
Proof. If v(x1 , ..., xn) is a solution of (3.1), so does v(&x1 , ..., xn) and
v(x1 , ..., xn)&v(&x1 , ..., xn)=v1 . The function v1 equals zero at x1=0 and
is a solution of (3.1) in the domain D*+=D & [x1>0]. Applying to D*+
and v1 Theorem 3.1, we conclude that v1 is identically zero if one of condi-
tions (i)(ii) of Theorem 3.1 is fulfilled. Therefore v is even and the theorem
is proved.
Remark 3.2. If F1=0 and q=0 on the boundary, then we can take
q=v as a nontrivial solution of (3.1). Obviously, if z is even, then q is odd.
Hence conditions of type (i)(ii) are essential for the assertions of
Theorems 3.1 and 3.2 to hold.
Remark 3.3. We do not suppose here that the domain D is convex in
x1 -direction. The boundary of the domain may be non-smooth. For
example, if D is a square then v is symmetric with respect to reflections in
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all axes of symmetry of the square. Note that we can deduce the negative-
ness of 1z for positive x1 and the symmetry of positive z from Theorem
1.1 (see Remarks 3.6, 3.7 below) in cases when the domain D is convex in
x1 direction. The case of positive q is quite analogous.
Remark 3.4. If D is a radially symmetric domain, it follows from
Theorem 3.3 that if conditions of this theorem hold not only for x1 -direction
but for any direction, then v is radially symmetric.
Remark 3.5. Fulfillment of condition (3.7) can be easily verified in a
general situation. Let F(&, x, t, 0, ..., 0)0 in a small neighborhood
O1=O1(\) in D of radius \ of a point y # D, let u(x, t) be positive in this
neighborhood \z # X and satisfy the Dirichlet boundary condition on the
part 1 of the boundary which lies in O 1 , and if 1 is smooth and normal
& =(&1 , ..., &n) to 1 satisfies the condition &1>0. If u( } , t) |O1/X\ \t0
where X\ is a compact set in C1(O 1(\)) then condition imposed on q=1u
in (ii) of Theorem 3.1 is fulfilled. Indeed, it follows from Hopf ’s Lemma
that 1z( y0 , t)=q( y0 , t)<0 \t0. Using the compactness of X\ , we
obtain that 1 z(x)&+1<0 \t0, z # X, x # O1(\) if \ is small enough.
Note that the compactness of X\ follows from theorems on local regularity
of solutions near smooth pieces of boundary (see [26, 30]), see point (v)
of Theorem 2.5. If the set X\ consists of restrictions of functions from an
omega-limit set X to the closure of the neighborhood O1(\0) then the
above conditions on u are fulfilled.
Remark 3.6. Condition (3.8) is fulfilled if the set
Y1(v) =
def [w=v(t) |O 1 , t0] is precompact in C(O 1). (3.16)
In the case when the boundary of D is smooth of class C2+:, and if the
function F is of class C;1 2, ;1 , 1+;1(R1_D _RN), ;1>0, this condition
follows from standard results on smoothness of solutions of parabolic
equations.
Remark 3.7. If the boundary is not smooth of class C2+:, nevertheless
the condition (3.16) holds for general classes of v; it is sufficient to have
only a small smooth piece of the boundary. Let 1 be a part of the bound-
ary which lies in O 2 , O 1 /O2 and 1 be smooth. In a typical situation the
solution u belongs to C2+:, 1+:2(D_(&, 0]) (see Theorem 2.5), there-
fore coefficients of (3.1) are bounded in C:2 , :2 2(D k_(&, 0]), for all k.
They are also Ho lder continuous in O1 . Therefore, by a theorem on local
regularity of solutions (see [30]), a solution v which belongs to Sobolev’s
space W 2, 12 (D_[&T, 0]) for every T>0 and which is bounded in
C(D _(&, 0]) is bounded in C:2(O1 _(&, 0]) and (3.16) holds.
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Therefore in the described situation it suffices to verify that v # W 2, 12
(D_[&T, 0]) for every T>0.
4. EXPONENTIAL DECAY OF ODD SOLUTIONS OF
VARIATION EQUATIONS
For a given solution u # C2, 1(D_[0, )) of (2.3) we consider the varia-
tion Eq. (3.1) in D_[0, ). It is assumed that D satisfies (D0), (D1),
(D1’) in Condition 2.0 that is the boundary is smooth. Let C 2, 1b (R
1_D ) be
the space of functions which belong and are bounded in C2, 1(R1_D ) and
topology in this space is generated by convergence in C2, 1([&T, T]_D )
for every T>0.
Theorem 4.1. Let (F, u) be a solution of (2.3) which satisfies the
following conditions:
(i) The function F(t, x, z) satisfies Condition 1.2 (Symmetry and
Monotonicity) and is bounded in class C;2, ;, 1+;1(R1_D _ZR) for every
R>0.
(ii) u is bounded in C2+;, 1+;2(D _[0, )), ;>0 and z(u)(x, t) # Z
for all x and t, every u is Q-symmetric, Q is x1 -reflection.
(iii) t1u=1 tu is bounded in C;0(D k_[0, )), , ;0>0; u( } , t) is
bounded in C3+;0(D k) for all t0, for every k.
(iv) F1=Fx1 satisfies condition (3.5).
(v) Monotonicity in x1>0: for any k=1, 2, ... there exists ’k>0 such
that
1 u(x, t) &’k<0 \x # D *+k , t0,
where k D*+k=D*+ D*+=D & [x1>0].
(vi) Let (3.1) where D*=D be the variation equation for (1.1) which
is computed on the solution u. We assume that coefficients of this equation
satisfy parabolicity conditions (1.4) and (1.5) uniformly for all t0.
(vii) there are a point y0 #  D, \>0, a small closed neighborhood
O1=O1(\)=[x # D*: |x& y0 |<\] of radius \ centered at this point and a
number +>0 such that in this neighborhood 1u satisfies the condition
1 u(x, t)&+<0 \t0, x # O1 . (4.1)
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Let v(x, t), t0, v # C 2, 1(D_(0, )) & C (D _[0, )) be a solution of
the variation equation and satisfy the initial conditions
v | t=0=v0 , &v0 &C(D )1. (4.2)
Assume that v(x, t) is odd in x1 . Consider the set V of all such v
Then v(t)  0 as t  + uniformly for v # V, that is for any =>0 there
exists T>0 such that
&v(t)&C(D )= \tT (4.3)
for all v # V. If we have a family FU of pairs (u, F ) which satisfy the above
conditions uniformly, then (4.3) holds for the set V which correspond to all
(F, u) # FU.
Proof. Let
R(T ) =def sup
0tT, v # V
&v(t)&C(D ) .
Since the coefficient a0 is bounded in C(D _[0, )) uniformly for
(u, F ) # FU, we conclude using the Maximum Principle that R(T ) is finite
for any fixed T<+. Since R(T ) is a growing function of T, we have an
alternative: either R(T ) is bounded, or R(T )  + as T  +. Assume
first that the latter holds. Then there exist v j # V and tj such that
R(tj)  +, tj  + as j  ,
&vj (tj)&C(D )R(t j)2, &vj (t)&C(D )R(tj) \t # [0, tj]. (4.4)
Let wj (t)=vj (t+tj)R(tj). Every wj is a bounded in C0(D _[&tj , 0])
solution of uniformly parabolic Eq. (3.1) in D_[&T, 0] when tj>T
with uniformly bounded coefficients in C:1 , :1 2(D _[&T, )), :1=;1;.
Therefore, wj are in a bounded set in C2+:1 , 1+:1 2(D _[&T+1, 0]) and
wj (0) are in a compact set in C(D ). Since vj is a solution of (3.1) corre-
sponding to a pair (u j*, F j*) # FU, the shifted function wj=v( } +t j)=ltj v
is a solution of (3.1) which corresponds to Fj=ltj Fj* , uj=ltj uj*. Since F j*
are bounded in C;2, ;, 1+;1([0, )_D _ZR) by condition (i), we can
choose a subsequence F j* which converges in C0, 0, 1([&T, 0]_D _ZR) for
every T, R>0 to a function F . We can choose a subsequence uj which
converges in C2+;2 , 1+;2 2(D _[&T, 0]) to u . One can easily see that w
is a solution of (3.1) corresponding to (F , u). It follows from (4.4) that
&wj (0)&C(D )12, since w j are in a compact set in C(D ), we conclude that
w(0){0. We shall use Theorem 3.3 to obtain a contradiction. Condition
(3.5) holds for (u , F) since it holds for (uj , Fj) and we can pass to the
limit in this condition since convergence of uj , Fj in described spaces
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implies uniform convergence of first derivatives on compacts. Point (i) of
Condition 3.1 for u holds thanks to Proposition 2.1 and assumption (iii)
applied to uj . This assumption implies possibility to choose convergent
sequences i t uj   i tu in C;$, ;$2(D k_[&T, 0]), ;0>;$>0, for every
T, k; i uj (t)  i u(t) in C2(D k) for every t # [&T, 0]. Point (ii) of
Condition 3.1 holds for uj by assumption (v), passing to the limit in (3.3),
we obtain this point for u . Point (iii) of Condition 3.1 holds since this
point holds for Fj and we can pass to the limit in (3.4) thanks to con-
vergence of Fj in C0, 0, 1([&T, 0]_D _ZR) to F . We can pass to the limit
in symmetry conditions as well. Therefore, all conditions of Theorem 3.3 on
F , u are fulfilled
At the same time, v=w satisfies condition (3.6) imposed in Theorem
3.3 since by (4.4) and definition of wj , we have &w(t)&C(D )1. Moreover
point (i) of Theorem 3.1 holds because &w(t)&C(D )2R(t j) when ttj .
By Theorem 3.3 we conclude that w=0. This contradiction with
w(0){0 shows that the assumption R(T )  + as T  + is not
valid, therefore R(T ) is bounded.
Now we shall prove that v(t) tends to zero uniformly as t tends to
infinity. Assume the contrary, that is (4.3) does not hold. Then there exists
such =>0 that for any T>0 there exists vj # V, tj such that
&vj (tj)&C(D )= tj  + as j  . (4.5)
Let wj$(t)=vj (t+tj)=. Since R(T ) is bounded, these functions are bounded
in C(D ) uniformly in j, t # [tj , 0]. After this remark, we can literally repeat
the argument after (4.4) having replaced w by w$. The only difference is that
now we verify that condition (ii) of Theorem 3.1 is fulfilled. Indeed, we can
pass to the limit in (4.1) for uj on [&tj , 0] and obtain (3.7) for u . Note
that v is a solution of uniformly parabolic Eq. (3.1) in D_(&, 0] with
uniformly bounded coefficients in C:1 , :1 2(D _[&T, )), :1=;1; (this
follows from Proposition 2.1 and uniform boundedness of coefficients
corresponding to j<). According to Remark 3.6 and Theorem 5.1, we
have (3.8) for v=w .
Therefore, we can apply the assertion of Theorem 3.3 in this case as well,
and we come in the same way to a contradiction. This contradiction shows
that (4.3) holds for any = for large t, and the theorem is proved.
Corollary 4.1. There exist such constants C and #>0 that for all
v # V.
&v(t)&C2+;(D )Ce&#t \t0. (4.6)
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Proof. Take ==12. Then from (4.3) and invariance of FU with
respect to translations l{ we deduce that
&v(kT )&C(D )2&k, k=0, 1, ..., (4.7)
for all v # V if T is large enough. Fix T. Using Theorem 5.1, we obtain (4.6).
Corollary 4.2. Let F be independent on t, let U # C 3(D*) & C 1(D *) be
a steady-state solution of (3.1), 1U<0 in D* and at least at one point of
the boundary of D*. Consider the eigenvalue problem A$(U ) v=*v,
v |D*=0. If R*0 then v=0 identically.
Corollary 4.3. Let F be independent on t, let U # C3(D) & C1(D ) be
an even steady-state solution of (3.1), 1U<0 in D*+ and at least at one
point of the boundary of D. Consider the eigenvalue problem A$(U ) v=*v,
v |D=0. If R*0 and v is odd in x1 , then v=0 identically.
Theorem 4.2. Let F # F (c, K) with M&=0, let F be bounded in
C1+:1([0, +)_D _BNR), :1>0, for every R>0. Let u, F satisfy condi-
tions (i), (iv), (vi) of Theorem 4.1. Let X be an omega-limit set of u (which
exists by Theorem 2.4), let F be the hull of F from Lemma 2.1. Let FU be
the set of pairs (U, F U) from (X4) of Theorem 2.1. Let v(x, t), t0,
v # C 2, 1(D_(0, )) & C (D _[0, )) be a solution of Eq. (3.1) (D=D*)
which is computed as the variation equation for (1.1) corresponding to this
U, F U, v satisfies the initial conditions (4.2). (Such a solution always exists
according to Theorem 5.1.) Let vo(t) be the odd part of this solution. Then
there exist such C, #>0 that
&vo(t)&C(D )Ce&#t &vo(0)&C(D ) \t0. (4.8)
The constants C, # do not depend on (w, F ) # FU. Moreover, there exists
:2>0 such that
&vo(t)&C 2+:2(D)C1e&#t &vo(0)&C(D ) \t1. (4.9)
Proof. Since U is even by Theorem 2.4 and F is Q-symmetric, vo(t) is
also a solution of the variation equation. We apply Theorem 4.1 to this
equation. By Theorem 2.4 assertions (X1)(X8) of Theorem 2.1 hold for
the omega-limit set X and for U(t) # X \t. By (X8) we have (ii) of Theorem
4.1 and by (X7) we have (v). By (X3), where Dk=D, and by (X2), apply-
ing Remark 3.5, we conclude that condition (vii) of Theorem 4.1 is fulfilled
as well. By (iii) of Theorem 2.4 we obtain (iii) of Theorem 4.1. Hence,
(i)(vii) of Theorem 4.1 are fulfilled. Using this theorem and Corollary 4.1
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we obtain (4.8). We obtain (4.9) from Theorem 5.1 because coefficients of
(3.1) belong to a Ho lder class C:2 , :2 2 with a small :2>0.
5. EXPONENTIAL ATTRACTION OF BOUNDED SOLUTIONS
OF NONLINEAR EQUATIONS TO THE SUBSPACE OF
EVEN FUNCTIONS
In Theorem 2.1 it was proved under appropriate conditions that a
bounded positive solution u(t) tends to the subspace Ee of even functions
as t  . In this section we shall prove that under additional conditions on
smoothness of the boundary  D and nonlinearity F the rate of convergence
of u(t) to Ee is exponential.
In this section we consider a symmetric with respect to the x1 -reflection
Q domain D with a smooth boundary, that is (D0), (D1’), (D2) of
Condition 2.0 hold.
We shall use here the theorem on solvability of linear parabolic equa-
tions with coefficients from Ho lder classes (see [30, 19]). Consider the
equation
tw=:
ij
aij ij w+:
i
ai  i w+a0w+ g, w | t=0=w0 , w(t) |D=0.
(5.1)
Theorem 5.1. Let ;>0, T>0, let the boundary of D be of class C2+;.
Let the coefficients aij , a i and the right-hand side g belong to the Ho lder
class C;, ;2(D _[0, T]) and the parabolicity condition (2.27) be fulfilled. Let
w0 # C2+;(D ). Let the compatibility conditions
w0 # E0 , E0 =
def [u # C(D : u | D=0],
(5.2)
_:ij aij ij w0+:i ai i w0+a0w0+ g& }D=0
hold. Then there exists unique solution w # C2+;, 1+;2(D _[0, T]) of (5.1),
and the following inequality holds
&w&C 2+;, 1+;2(D _[0, T])C0 &g&C ;, ;2(D _[0, T])+C1 &w(0)&C2+;(D ) , (5.3)
where C0 , C1 depend on D, T, c, K, ; and on norms of coefficients in
C;, ;2(D _[0, T]).
If w0 # E0 and the second compatibility condition is not assumed to hold
then there exists unique solution w of this equation which belongs to
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C2+;, 1+;2(D _(}, T]) & C(D _[0, T]) for every }>0. Moreover, if }>0,
then
&w&C2+;, 1+;2(D _[}, T])C2 &g&C ;, ;2(D _[0, T])+C3 &w(0)&C(D ) , (5.4)
where C2 , C3 depend on D, T, c, K, ;, } and on norms of coefficients in
C;, ;2(D _[0, T]).
We consider here a bounded solution of (2.3) as well as solutions which
lie on the invariant omega-limit set X of this solution. We assume that the
solutions of (2.3) which lie on X belong to C2+:, 1+:2(D _[0, )) (this is
a typical situation, see Theorem 2.4). Since t u=0 on the boundary, all
such solutions necessarily satisfy for every fixed t>0 the nonlinear
compatibility condition
F(t, x, z(u)(x, t))=0, u(x, t)=0 \x # D. (5.5)
As it was shown in Section 2 (see Theorem 2.4) in a typical situation
distE (u(t), X )  0 as t  + (5.6)
where E=C2+;(D ). Let Eo and Ee be respectively the subspaces in E
of odd and even with respect to the reflection Q, Q2=1, functions, let
? be the projection on Eo , ?u=def (u&Q*u)2, obviously (1&?) u=
(u+Q*u)2 is the projection on the subspace of even functions. Recall
that X/Ee . Let v(t)=uo(t)=?u(t) be the odd component of u, ue(t)=
(1&?) u(t) be its even component. We denote u*=Q*u. Obviously,
u=z+v, u*=z&v. Since (2.3) is Q-invariant, u* is a solution of (2.3) as
well.
Now we formulate the main result of this section.
Theorem 5.2. Let F satisfy conditions of Theorem 4.2 and, moreover, F,
zi F, tF and zi z j F be bounded in the Ho lder space C :(R1_D _BNR), for
every R, here :0:>0. Let (1.4), (1.5) hold for (3.1) for every t # R1, x # D ,
z # Z. Let ;:2 be sufficiently small. Let u0 # E0 .
Then there exists a solution u(x, t), t0, of (2.3), u(0)=u0 , which belongs
to C2+:, 1+:2(D _[}, )) for any }>0 and is bounded in this space for any
fixed }>0. Such a solution is unique.
There exist such constants C1 and #1>0 that the odd with respect to Q
component v=uo=(u(t)&Q*u(t))2 of u satisfies the inequality
&u(t)&Q*u(t)&C 2+;(D )C1 e&#1 t \t0. (5.7)
Proof. The solution u exists by Theorem 2.5. Since the boundary is
smooth, u(t) # C2+:(D ) for t>0 and we can apply Theorems 2.3 and 2.4
for t1 By Lemma 6.1 u(t)0 \tt0 , so we from the beginning assume
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that u is non-negative. By Theorem 2.4, for ; sufficiently small, for any
$>0 there exists such T2 that if t>T2
distC 2+;(D )(u(t), X )$ \tT2 . (5.8)
Recall that X/Ee . We can make a shift in time by T3T2 and consider
the function u1(t)=u(T3+t) (we make corresponding shift of F as well).
Therefore (5.8) for u1 holds with T2=0. We shall for brevity write u instead
of u1 , we shall assume below that (5.8) holds with T2=0. Let v(t)=
(u(t)&Q*u(t))2 be an odd component of u, ue(t)=(u(t)+Q*u(t))2 be its
even component. We denote u*=Q*u, this function, thanks to the sym-
metry of F, is a solution of the same equation as u. Obviously, u=ue+v,
u*=ue&v. Subtracting equations for u and u*, we obtain the equation
2tv=F(t, x, z(ue+v))&F(t, x, z(ue&v)). (5.9)
This equation can be rewritten in the form
t v=:
i
Fi (t, x, z(ue)) zi (v)+G(ue , v),
2G(ue , v)=F(t, x, z(ue+v))&F(t, x, z(ue&v)) (5.10)
&2 :
i
F i (t, x, z(ue)) z i (v).
Here, as always, z(V ) # RN denotes the vector which consists of spacial
partial derivatives of V, Fi= F zi . This equation is of the form (5.2), the
parabolicity condition (2.27) is fulfilled according to Condition 4.1 on F
and convexity of Z/D _RN. Since u(t) and u*(t) are bounded in C2(D)
uniformly in t, z(ue+v), z(ue&v), z(ue), z(v) lie in BNR with large enough R.
By assumption, F has Ho lder second derivatives on BNR , one can easily
see that G(ue , 0)=0 and derivatives of G with respect to zi (v) equal zero
as z(v)=0 as well. This follows from the following Hadamard-type formula
for a twice differentiable function f ( y1 , ..., yN),
f ( y+z)& f ( y&z)&2 :
N
i=1
i f ( y) zi
= :
N
i, j=1
zi zj |
1
&1
|
1
0
i j f ( y+%1 %2z) d%1 d%2 . (5.11)
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Using this formula, we obtain in a straightforward way using the assump-
tions on boundedness of u and derivatives of F the following estimate for
G(ue , v),
&G(ue , v)&C ;, ;2(D _[0, T])C(R) &z(v)&C0(D _[0, T]) &z(v)&C ;, ;2(D _[0, T]) .
(5.12)
Equation (5.9) can also be rewritten using Hadamard’s formula (see
(1.3) and Remark 1.1) in the form (5.1) with g=0, v=w:
t v=:
i
Fi*(t, x, z(ue)) zi (v). (5.13)
The coefficients of this equation are bounded in C;, ;2(D _[0, )), the
compatibility condition holds for this equation and v at t=0 since it holds
for u and u*. From (5.3) we obtain
&v&C 2+;, 1+;2(D _[0, T])C0(T ) &v(0)&C2+;(D ) . (5.14)
By (5.8) there exists U0 # X/Ee such that &u(0)&U0&$. Let U(t) be
the solution of Eq. (2.3) with F replaced by F U, U(0)=U0 , U(t) # X
\t # R1. Such a solution exists since X is strictly invariant (see (X4) in
Theorem 2.1 and Theorem 2.4). Note that
2v(t)=u(t)&u*(t)=(u(t)&U(t))&(u*(t)&U(t)). (5.15)
We have
t(u&U )=F(z(u))&F(z(U))+ g1 , g1=F(z(U ))&F U (z(U)). (5.16)
(We omit x, t in the notation for brevity.) This equation can be written
using Hadamard’s formula (see Remark 1.1) in the form of an equation
linear with respect to w=u&U,
t w=:
ij
aij ij w+:
i
ai  i w+a0w+ g1 . (5.17)
The coefficients of this equation are of class C;, ;2(D _[0, )), the com-
patibility condition holds for (5.17) and w at t=0 since it holds for u and
U. Using (2.10) in (X5) of Theorem 2.1 (it holds according to Theorem
2.4), we obtain
&g1&C ;, ;2(D _[0, T])$ (5.18)
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if T2 is large enough (recall that we consider solutions shifted in t by
T3T2). Using Theorem 5.1, we conclude that
&w&C2+;, 1+;2(D _[0, T])C$(T )(&w(0)&C2+;(D )+&g1 &C ;, ;2(D _[0, T]))
C1(T ) $. (5.19)
The same estimate holds for w*=u*&U=u*&U*. From (5.19) and
(5.15) we obtain the estimate
&v(t)&C 2+;2C1 $ \t # [0, T]. (5.20)
Consider now the variation Eq. (3.1) at the solution U, U(t) # X \t0.
t V=:
N
i
F Ui (t, x, z(U)) zi (V ), V | t=0=v(0), V | D=0. (5.21)
Here, as always, z(V ) # RN denotes the vector which consists of spacial par-
tial derivatives of V, Fi= F zi . Obviously, (5.21) can be written in the
form of (3.1). The coefficients Fi are bounded in C;, ;2(D _[0, ))
uniformly in U. The solution of this equation V # & C(D _[0, )) exists
and is unique by Theorem 5.1.
Conditions of Theorem 4.2 hold according to assumptions imposed.
Using (4.9) we obtain for any given 4 for large enough T the inequality
&V(T )&C 2+;(D )&V(0)&C(D ) 4, (5.22)
T depends only on 4, we take such T that 44. (Note that the com-
patibility conditions may not hold for a solution of (5.21)). Fix this T. For
any $1>0 we can choose $ in (5.8) to be so small that C1 in (5.19) satisfies
$C1(T)$1 . Consider the difference w1=v&V. By (5.10) and (5.21) w1
satisfies the equation
t w1=:
N
i
F Ui (z(U )) zi (w1)+:
i
(Fi (z(ue))&F Ui (z(U )) zi (v)+G(ue , v).
(5.23)
Obviously, (5.23) is of the form of (5.1) where w=w1=v&V, g=
G1=i (F i (t, x, z(ue))&F Ui (t, x, zi (U )) zi (v)+G(ue , v). Since ue , U are
bounded in C2+:(D _[0, T]) and thanks to smoothness of F, the coef-
ficients of this equation belong to C;(D _[0, T]) if ; is small enough.
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Since F has bounded second derivatives on BNR , we obtain using (2.11)
with :1=:2, :2=:, :3=:, the estimate
":i (Fi (z(ue))&F
U
i (z(U )) zi (v)"C ;, ;2(D _[0, T])
C(R) &z(ue)&z(U )&C ;, ;2(D _[0, T]) &z(v)&C ;, ;2(D _[0, T])
+C4 $ &z(v)&C ;, ;2(D _[0, T]) .
Obviously, ue&U=u&U&v. From (5.20) and (5.19) we deduce
&z(ue)&z(U )&C ;, ;2(D _[0, T])C$1 &u(0)&U(0)&C2+;(D )C$1 $
\t # [0, T].
and we have
&G1&C ;, ;2(D _[0, T])C$2 $ &v&C2+;, 1+;2(D _[0, T]) . (5.24)
Using Theorem 5.1 we obtain, since w1(0)=0, the inequality
&w1&C2+;, 1+;2(D _[1, T])C2 &G1&C ;, ;2(D _[0, T]) , where C2 depends on
norms of coefficients in C;, ;2(D _[0, T]). Therefore, according to (5.24)
and (5.14), this implies the estimate for w1=v&V
&w1&C 2+;, 1+;2(D _[1, T])C3 $ &v&C2+;, 1+;2(D _[0, T])C5 $ &v(0)&C 2+;(D ) .
(5.25)
From (5.25) using (5.14), (5.22) we deduce an estimate for v=V+w1 :
&v(T )&C 2+;(D )&V(T )&C2+;(D )+&w1(T )&C2+;(D )
&V(0)&C2+;(D ) 4+C5 $ &v(0)&C2+;(D ) .
We can choose $ so small that C5$14. Since V(0)=v(0), from this
estimate we obtain: &v(T )&C 2+;(D )&v(0)&C 2+;(D ) 2. Recalling that we have
made a shift in t by T3 , we obtain from this inequality
&v(T3+T )&C 2+;(D )&v(T3)&C2+;(D ) 2 \T3T2 . (5.26)
From this inequality we easily deduce (5.7) and the theorem is proved.
Remark 5.1. One can easily see from the proof that if we have a family
of trajectories u(t) which are uniformly bounded and are uniformly
attracted to X (that is, $0 and T2 in (5.8) and (5.18) do not depend on u),
then the decay described by (5.7) is uniform in u.
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Remark 5.2. One can easily see from the proof that if we have a group
of Q and F, D are invariant with respect to all reflections q from this
group, then corresponding Q*u are uniformly bounded and are uniformly
attracted to X since Q*X=X. Since Q*F=F for F # F, $ and T2 in (5.18)
do not depend on Q as well. Therefore, according to Remark 5.1, the decay
described by (5.7) is uniform in Q.
Remark 5.3. If F, D are radially symmetric, D=[ |x|<R] is a ball, let
u ( |x| ) =def
1
rn&1|n |Sr u(x dx, r=|x|R, (5.27)
where Sr is n&1-dimensional sphere of radius r centered at the origin, |n
is the area of this sphere with r=1. Obviously, u depends only on |x|.
From Theorem 5.2 we obtain that
&u(t)&u (t)&C(D )C1 e&#1t \t0. (5.28)
Indeed, if |x|= | y|, there exists a reflection Q such that x=Qy. Therefore,
by (5.28), |u(x, t)&u( y, t)|C1 e&#1 t. We have
} 1rn&1|n |Sr u(x, t) dx&u( y, t) }= }
1
rn&1|n |Sr (u(x, t)&u( y, t) dx }
C1e&#1 t.
Therefore we observe in the described situation asymptotical averaging of
solutions with respect to angular variables.
Therefore in the described situation we observe asymptotical averaging
of solutions with respect to angular variables. Analogous remark holds
when the equation is rotational symmetric with respect to several variables,
we make averaging with respect to these variables only.
6. ATTRACTORS OF NON-AUTONOMOUS NONLINEAR
EQUATIONS
In the bounded domain D # Rn with the boundary  D of class C2+:D,
:D:>0 we consider the equation
t u=F(t, x, z(u)), u |D=0 (6.1)
where the nonlinearity F # F (c, K ), this condition is assumed everywhere
in this section. Moreover, we assume that F is bounded in the Ho lder space
C:(R1_D _BNR), for every R, here :>0. Let F be the hull of F defined in
Lemma 2.1.
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We consider not only one equation with fixed F, but a family of equa-
tions with nonlinearities F from the set F. Recall that the translations of
a function F are defined by the formula l{F(t, x, z)=def F(t+{, x, z). We
consider restrictions ?RTF of F on the segment [0, T]_BNR /R_R
N. We
shall sometimes say for brevity that F has a property when ?RTF has this
property.
In the next lemma we consider the hull F defined in Lemma 2.1.
Lemma 6.1. Let F o # C:(D _R1_BNR) for any R. Then the hull F of F
o
has the following properties:
(i) The set ?RT F is bounded in C:(D _[0, T]_BNR) and is compact
in C;(D _[0, T]_BNR) for any R, T, 0<;<:,
(ii) The set F is invariant with respect to translations in t, that is
l{F=F.
(iii) The operator l{ is continuous on F in the topology of W 0 for any
{0.
(iv) The set F is compact in W 0.
(v) If F o # F (c, K ) then every F # F belongs to F (c, K ).
Proof. The set F0 which consists of translations of F is obviously bounded
in C:(D _[0, T]_BNR). The closure F of this set in C
0 is bounded in
C:(D _[0, T]_BNR)=C
: as well. This follows from Proposition 2.1, so we
have proved point (i).
Point (ii) is obvious. Point (iii) is also obvious, one has only to note that
a function which is continuous on a compact is uniformly continuous on
this compact. Point (iv) follows from point (i), point (v) from Lemma 2.2
and Lemma 6.1 is proved.
Recall that we denote by E0 the space of functions which belong to C (D )
and equal zero at the boundary, u |D=0; we denote by E(M& , M+) a
subset of E0 ,
E(M& , M+) =
def [u # E0 : M&u(x)M+ \x # D]. (6.2)
Lemma 6.2. Let u be a continuous on D _[0, +) solution of (2.19)
which belongs to C2, 1(D_(0, +)) and to E0 for any t0. Let
V&(t)= inf
x # D
u(x, t), V+(t)=sup
x # D
u(x, t).
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Then
V&(t)M& when t2T1 , T1=0 6 (M& V&(0))$0 , (6.3)
V+(t)M+ when t2T2 , T2=0 6 (V+(0)&M+)$0 (6.4)
(as always, a 6 b=max(a, b)).
Proof. We shall prove the first inequality (6.3). The second is
analogous. First, note that
if u(x, t1)M& \x # D , then u(x, t)M& \x # D for all tt1 .
(6.5)
Indeed, assume the contrary. Then u(x, t2)<M& . Let (x0 , t0) be a point of
minimum of u(x, t) on D _[t1 , t2]. Obviously, u(x, t0)<M& , t0>t1 .
Using (2.25) at the point (x0 , t0), we deduce from (2.19) that
t u(x0 , t0)$0>0. (6.6)
Since at the point of minimum t u must be non-positive, we obtain a con-
tradiction, therefore (6.5) holds. Therefore it suffices to consider the case
when M&V&(t)>0 \t # [0, 2T1].
Note that V&(t) is continuous. We denote by 7(t)=[x # D : w$(x, t)=
V&(t)] the set on which the minimum in the definition of V& is attained.
If V&(t)<M&<0, we have 7(t)/D. Therefore, at a point (x0 , t0) # 7(t0)
(6.6) holds and thanks to continuity of t u in D we obtain
V&(t0+{)&V&(t0){$0 20 \{ # [0, _), _=_(t)>0. (6.7)
If (6.3) is not true, (6.7) holds for all t0 # (0, 2T1]. Using continuity of
V&(t) we deduce from (6.7) that V&(2T1)V&(0)+$0T1M& . Since
V&(2T1)<M& , this gives a contradiction and (6.3) is proved. The proof
of (6.4) is analogous.
Lemma 6.3. Let a nonlinearity F 0 # F (c, K ). Let F be the hull of F 0
(see Lemma 2.1). Then the Eq. (2.3) for every F # F generates a family of
mappings St(u0 , F ) in the space E=def E0_F, St : (u0 , F ) [ (u(t), lt F ).
This family forms a semigroup St of operators in E.
Proof. Note that if F # F (c, K ), then every function in the hull F
belongs to F (c, K ) (see (v) of Lemma 6.1). The existence of mappings St
follows from Theorems 2.3 and 2.5. Verification of the semigroup identity
St+{=StS{ is straightforward.
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The semigroup St acts in the space E=E0_F. This space is a metric
space, we define the metric by the formula \((u1 , F 1), (u2 , F 2))=def
&u1&u2 &C(D ) 6 \W 0(F 1, F 2).
We denote by S1t and S
2
t first and second components of St
respectively,
S1t (u0 , F )=u(t), S
2
t (u0 , F )=ltF.
Lemma 6.4. Let B be bounded in C (D ), :>0. Then for any }>0, t>0
St is continuous on B1=S}(B_F) in topology of C(D )_W 0.
Proof. By (v) of Theorem 2.5 the set B1 is bounded in C2+:, 1+:2(D )
_F. Let 0tT, T fixed. Consider u1(t)=S1t (u10 , F
1), u2(t)=
S1t (u20 , F
2), (u i0 , F i) # B1 . The functions u1 , u2 are solutions of (6.1). By
(ii) of Theorem 2.3 solutions u1 , u2 are bounded in spaces C 2, 1(D_(0, T ))
uniformly in u10 , u20 , therefore z(u1), z(u2) are bounded in RN. Let w(t)=
S1t (u10(}), F
1)&S1t (u20(}), F
2).
This function is a solution of the equation
t w=F 1(z(u1))&F 2(z(u2))
with initial and boundary conditions w(0)=u1(})&u2(}), w |D=0.
Obviously, this equation is equivalent to
t w=F 1(z(u1))&F 1(z(u2))+ g1 , g1=F 1(z(u2))&F 2(z(u2)). (6.8)
We can rewrite this equation in the linear form using Hadamard’s
formula
t w=:
ij
aij ij w+:
i
ai  i w+a0w+ g1 . (6.9)
This equation satisfies Condition 2.1 according to Lemma 2.2. The function
w belongs to C 2, 1(D_(0, T )) & C (D _[0, T]. We have
&g1&C(D _[0, T])$ (6.10)
here $  0 when F 1  F 2 in W 0.
Using the substitution w$=wet# we obtain the equation
t w$=:
ij
aij ij w$+:
i
ai  i w$+(a0&#) w$+ g$1 . (6.11)
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Since T is bounded, &g$1&C(D _[0, T])C &g1 &C(D _[0, T]) . We choose # so
that a0&#&1. Using the Maximum Principle, we obtain the estimate
&w&C(D _[0, T])C1(&g1&C(D _[0, T]) 6 &w(0)&C(D )). (6.12)
This estimate and (6.10) imply the needed continuity of St .
The operator S2t is continuous on F and on sets obtained by restriction
of F(t, x, z) on subsets R1_Dk _BNR with fixed k, R in topology of W
0 by
Lemma 6.1. Therefore Lemma 6.4 is proved.
A set B0 /E is called absorbing for a semigroup St which acts in a
metric space E if for any bounded set B/E there exists such T that
St B/B0 \tT.
Lemma 6.5. The set
B =
def clC(D _W 0) \ .t1 St(E(M& , M+)_F)+
is compact in C(D )_W 0 and in C2+;(D )_W 0, :>;>0. This set is
invariant and absorbing for St .
Proof. Since F/F (c, K ), we can apply Theorem 2.5. By this theorem,
S1t (E(M& , M+)) is bounded in C
2+:(D ) uniformly for t}>0 for every
}. Since the embeddings C 2+:(D )/C2+;(D )/C (D ) are compact when
0<;<:, and F is compact, we obtain compactness of B in corresponding
spaces.
We shall look for a solution which satisfies the initial condition
u | t=T0=u0 , u0 # C
2(D ), u0 |D=0. (6.13)
Since F is translation-invariant, it is sufficient to consider T0=0, the
general case can be reduced to this changing t by t+T0 and F by LT0 F.
We recall notions of the theory of global attractors. Let St : E [ E be a
semigroup of operators which act on a closed set E in a metric space E.
Definition 6.1. A set A is called a global attractor of [St] if:
(i) A is compact in E;
(ii) A is strictly invariant, that is for any t0 St A=A;
(iii) for any subset B/E which is bounded in E, St B is bounded in
E and, moreover,
distE(St B, A)  0 as t  +. (6.14)
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For convenience of the reader, we formulate the theorem on existence of
a global attractor.
Theorem 6.1. Let M be a complete metric space, let [St] be a semi-
group of operators in M. Let B be a compact absorbing set in M. Let every
operator St be continuous on B for every t0. Then there exists a global
attractor A/B of the semigroup.
The proof of this theorem in the case when M is a subset of a Banach
space is given, for example, in [5, 22, 39]. The same proof is good for the
case of a metric space.
Theorem 6.2. Let F # F (c, K ), F be the hull of F. Let :0>0 be suf-
ficiently small, let 0<::0 , let M& , M+ be the same as in (2.25) and
(6.2). The set E(M$& , M$+)_F where M$&M&0, M$+M+0 is
invariant with respect to St . The semigroup [St] on the metric space E has
a global attractor A. Let X=A1/E0 be the natural projection ((u, F ) [ u)
of the attractor on E0 . Then X/E(M& , M+) & C2(D ) and is compact in
C2+;(D ), 0<;<: and negatively invariant in the sense of Definition 1.2
where 0=F. If u(t) is a solution of (6.1) U(0)=u0 , then properties (X1),
(X3), (X4), (X5) formulated in Theorem 2.1 hold for this X, attraction in
(X1) and (X5) is uniform in u0 . If M&=0, then v(x)>0 \x # D for any
v # X.
Proof. The invariance of E(M$& , M$+) follows from (6.3), (6.4). By
Remark 2.2 these formulae is applicable to M$& , M$+ as well as to M& , M+ .
According to Lemma 6.5 the set B is a compact in C 2+;(D ) and in C(D )
absorbing invariant set. Applying Lemma 6.4, we see that St are con-
tinuous on this set in the topology of C(D _W 0). Therefore, by Theorem
6.1, St possesses a global attractor A. We obtain for the first component
X of the attractor A/B from (6.14),
distC(D )(S
1
t (B, F), X )  0 as t  +.
for a fixed bounded in C(D ) set B. By Lemma 6.5 the first component
B/E0 of B is compact in C 2+;(D ). Since St(B, F)/B for tT, we
easily deduce from this that
distC 2+;(D )(S
1
t (B, F), X )  0 as t  +.
If M&=0, then (2.8) is fulfilled and v(x)>0 \x # D for any v # X thanks
to invariance A and the Maximum Principle (see the proof of Theorem
2.1). Note that invariance of A implies negative invariance of X=A1 in
the sense of Definition 1.1 with 0=F.
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Theorem 6.3. Let F # F (c, K), let Conditions 1.2, 2.3, 2.4 hold. Let A
be the attractor of Eq. (6.1). Let X be the projection of A. Then
(i) if u0 # E0 , &u&C(D )R, u(t)=St(u0 , F ), F # F, then distC2+;
(u(t), X )  0 as t  + uniformly in u0 .
(ii) If v # X, then v is Q-symmetric.
(iii) If [Q] is a group of reflections in a family of planes P0(#)=
[x : #x=0] where vectors # belong to a set in 1 # Rn and (2.3) and D are
invariant with respect to this group, then u(x, t) is asymptotically in C(D )
symmetric with respect to reflections [Q] in C(D ) and C2(D0 ). If 1
coincides with a linear subspace of Rn then in (2.1) we can take any rotation
and reflection which preserves this subspace.
(iv) Let D be a ball, D=[x : |x|<R]. Let all F # F be radially sym-
metric, that is symmetry conditions be fulfilled for any reflection Q. Then
every function v on the attractor A is radially symmetric: v=v(r), r=|x|,
v(r) has a negative derivative with respect to r when r>0.
(v) If F satisfies conditions of Theorem 5.2, then
&u(t)&Q*u(t)&C 2+;(D )C1e&#1 t \t0.
Here C1 depends on the norm of u0 in C(D ), #1 does not depend on u0 .
Proof. Point (i) is obvious. Points (ii)(iv) of this theorem are a direct
corollary of Theorem 1.1 applied to X where X/E0 is the natural projec-
tion of the attractor A on E0 . Conditions of this theorem are fulfilled
according to Theorem 6.2. Therefore X satisfies all the conditions imposed
in Theorem 1.1. Point (v) follows from Theorem 5.2 and Remark 5.1.
Theorem 6.2 is proved.
It follows from Theorem 6.3 that
distC 2+;(u(t), Esym)distC 2+;(u(t), A1)  0 as t  
uniformly for any u0 # B/E0 for a set B bounded in C(D ), F # F. Here
Esym is the subspace of symmetric functions in C2+:, that is, functions
which satisfy the equation Q*v=v \Q.
ACKNOWLEDGMENTS
A. V. Babin expresses his gratitude to N. V. Krylov and M. V. Safonov for useful discussions.
47NON-AUTONOMOUS PARABOLIC EQUATIONS
REFERENCES
1. S. B. Angenent, The MorseSmale property for a semi-linear parabolic equation,
J. Differential Equations 62 (1986), 427442.
2. L. Amerio and G. Prouse, ‘‘Almost Periodic Functions and Functional Equations,’’ Van
Nostrand, New York, 1971.
3. A. V. Babin, Symmetry of instabilities for scalar equations in symmetric domains,
J. Differential Equations 123 (1995), 122152.
4. A. V. Babin, Symmetrization properties of parabolic equations in symmetric domains,
J. Dynam. Differential Equations 6, No. 4, (1994), 639659.
5. A. V. Babin and M. I. Vishik, ‘‘Attractors of Evolution Equations,’’ Nauka, Moscow,
1989; English translation, North-Holland, Amsterdam, 1992.
6. H. Berestycki and L. Nirenberg, On the method of moving planes and the sliding method,
Bol. Soc. Brasil. Mat. 22, No. 1 (1991), 137.
7. P. Brunovski and B. Fiedler, Connecting orbits in scalar reaction-diffusion equations I,
in ‘‘Dynamics Reported I,’’ pp. 5789, Wiley, New York.
8. P. Brunovski, P. Polac ik, and B. Sanstede, Convergence in general parabolic equations in
one space dimension, Nonlinear Anal. 18 (1992), 209215.
9. G. Cerami, Symmetry breaking for a class of semilinear elliptic problems, J. Nonlinear
Anal. 10 (1986) 114.
10. X. Y. Chen and P. Polac ik, Asymptotic periodicity of positive solutions of reaction-
diffusion equations on a ball, J. reine angew. Math. 472 (1996), 1751.
11. V. V. Chepyzhov and M. I. Vishik, Attractors for nonautonomous equations with almost
periodic symbols, C. R. Acad. Sci. Paris Ser. I 316 (1993), 357361.
12. V. V. Chepyzhov and M. I. Vishik, Dimension estimates for attractors and for kernel
sections of non-autonomous evolution equations, C. R. Acad. Sci. Paris Ser. I 317 (1993),
365370.
13. V. V. Chepyzhov and M. I. Vishik, Evolution equations and their trajectory attractors,
J. Math. Pures Appl. (9) 76, No. 10 (1997), 913964.
14. C. M. Dafermos, ‘‘Asymptotic Behaviour of Solutions of Evolution Equations Nonlinear
Evolution Equations,’’ pp. 103123, Academic Press, New York, 1978.
15. C. M. Dafermos, Semi-flows associated with compact and almost uniform processes,
Math. Systems Theory 8 (1974), 142149.
16. C. M. Dafermos, Almost periodic processes and almost periodic solutions of evolution
equations, in ‘‘Proceedings of a University of Florida International Symposium,’’
pp. 4347, Academic Press, New York, 1977.
17. E. N. Dancer, On non-radially symmetric bifurcations, J. London Math. Soc. 20 (1979),
287292.
18. B. Fiedler and C. Rocha, Heteroclinic orbits of semilinear parabolic equations, J. Differential
Equations 125 (1996), 239281.
19. A. Friedman, ‘‘Partial Differential Equations of Parabolic Type,’’ PrenticeHall, New
York, 1964.
20. D. Gilbarg and N. S. Trudinger, ‘‘Elliptic Partial Differential Equations of Second Order,’’
Springer-Verlag, New YorkBerlin, 1983.
21. B. Gidas, W. M. Ni, and L. Nirenberg, Symmetry and related properties via the maximum
principle, Comm. Math. Phys. 68 (1979), 209243.
22. J. K. Hale, ‘‘Asymptotic Behavior of Dissipative Systems,’’ Math Surveys and Mono-
graphs, Vol. 25, Amer. Math. Soc., Providence, RI, 1988.
23. A. Haraux and P. Polac ik, Convergence to a positive equilibrium for some non-
linear evolution equations in a ball, Acta Math. Univ. Comenian. 61, No. 2 (1992),
129141.
48 BABIN AND SELL
24. D. Henry, Some infinite dimensional MorseSmale systems defined by parabolic partial
differential equations, J. Differential Equations 53 (1985), 401458.
25. P. Hess and P. Polac ik, Symmetry and convergence properties for nonnegative solutions
of nonautonomous reaction-diffusion problems, Proc. Roy. Soc. Edinburgh Sect. A 124,
No. 3 (1994), 573587.
26. N. V. Krylov, ‘‘Nonlinear Elliptic and Parabolic Equations of Second Order,’’ Reidel,
Dordrecht, 1987.
27. N. V. Krylov and M. V. Safonov, A certain property of solutions of parabolic equations
with measurable coefficients, Math. USSR Izv. 16, No. 1. (1981), 151164.
28. O. A. Ladyzenskaja, Attractors for quasilinear second order parabolic equations of the
general form, Zap. Nauch. Sem. LOMI 171 (1989); English translation J. Soviet Math. 56,
No. 2 (1989), 23892396.
29. O. A. Ladyzenskaja, Attractors for fully nonlinear parabolic equations of second order,
Rend. Mat. Appl. (7) 10 (1990), 749756.
30. O. A. Ladyzenskaja, V. A. Solonnikov, and N. N. Ural’seva, ‘‘Linear and Quasi-linear
Equations of Parabolic Type,’’ Amer. Math. Soc., Providence, 1968.
31. H. Matano, Convergence of solutions of one-dimensional semilinear equations, J. Math.
Kyoto Univ. 18 (1978), 221227.
32. R. K. Miller, Almost periodic differential equations as dynamical systems with applica-
tions to the existence of a.p. solutions, J. Differential Equations 1 (1965), 337345.
33. V. Oliker, Evolution of nonparametric surfaces with speed depending oncurvature, I. The
gauss curvature case, Indiana Univ. Math. J. 40, No. 1 (1991), 237258.
34. P. Polac ik, Transversal and nontransversal intersection of stable and unstable manifolds
of reaction diffusion equations on symmetric domains, Differential Integral Equations 7
(1994), 15271545.
35. M. Protter and H. Weinberger, ‘‘Maximum Principles in Differential Equations,’’
PrenticeHall, New Nork, 1967.
36. B. M. Levitan and V. V. Zhikov, ‘‘Almost Periodic Functions and Differential Equations,’’
Cambridge Univ. Press, Cambridge, UK, 1982.
37. M. Reed and B. Simon, ‘‘Methods of Modern Mathematical Physics,’’ Academic Press,
San Diego, 1980.
38. R. J. Sacker and G. R. Sell, Existence of dichotomies and invariant splitting for linear
differential systems, I, J. Differential Equations 15 (1974), 449463.
39. R. Temam, ‘‘Infinite Dimensional Dynamical Systems in Mechanics and Physics,’’
Springer-Verlag, New YorkBerlin, 1988.
40. R. J. Sacker and G. R. Sell, Existence of dichotomies and invariant splitting for linear
differential systems, II, J. Differential Equations 22 (1976), 478496.
41. R. J. Sacker and G. R. Sell, Existence of dichotomies and invariant splitting for linear
differential systems, III, J. Differential Equations 22 (1976), 497522.
42. R. J. Sacker and G. R. Sell, Lifting properties in skew-product flows with applications to
differential equations, Mem. Amer. Math. Soc. 190, (1977).
43. R. J. Sacker and G. R. Sell, A spectral theory for linear differential systems, J. Differential
Equations 27 (1978), 320358.
44. R. J. Sacker and G. R. Sell, The spectrum of an invariant submanifold, J. Differential
Equations 38 (1980), 135160.
45. R. J. Sacker and G. R. Sell, Dichotomies for linear evolutionary equations in Banach
spaces, IMA Preprint, 1991.
46. G. R. Sell, Nonautonomous differential equations and topological dynamics. I. The basic
theory, Trans. Amer. Math. Soc. 127 (1967), 241262.
47. G. R. Sell, Nonautonomous differential equations and topological dynamics. II. Limiting
equations, Trans. Amer. Math. Soc. 127 (1967), 263283.
49NON-AUTONOMOUS PARABOLIC EQUATIONS
48. G. R. Sell, The structure of a flow in the vicinity of an almost periodic motion, J. Differen-
tial Equations 27 (1978), 359393.
49. J. Serrin, A symmetry problem in potential theory, Arch. Rat. Mech. 43 (1971), 304318.
50. J. Smoller and A. Wasserman, Symmetry-breaking for positive solutions of semilinear
elliptic equations, Arch. Rat. Mech. Anal. 95 (1986), 217225.
51. J. Smoller and A. Wasserman, Symmetry-breaking bifurcations, in ‘‘Nonlinear Partial
Differential Equations and Their Applications’’ (H. Brezis and J. L. Lions, Eds.), College
de France Seminar, Vol. X, Pitman Res. Notes Math. Ser., Vol. 220, Longman, Harlow
New York, 1991.
52. M. I. Vishik, ‘‘Asymptotic Behavior of Solutions of Evolution Equations,’’ Accademia
Nacionale dei Lincei, Cambridge Univ. Press, Cambridge, UK, 1992.
53. P. A. Vuillermot, Almost-periodic attractors for a class of nonautonomous reaction-
diffusion equations on Rn. I. Global stabilization processes, J. Differential Equations 94,
No. 2 (1991), 228253.
54. T. I. Zelenjak, Stabilization of solutions of boundary-value problems for a second order
parabolic equation with one space variable, J. Differential Equations 4 (1968), 1722.
50 BABIN AND SELL
