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Introduction
❯
n axe fondateur de l’informatique fondamentale est de comprendre
la notion de « calcul ». Un des premier pas dans cette direction a
été l’introduction, dans les années 1930, de deux modèles de cal-
cul : les machines de Turing par A. Turing [49] et les fonctions récursives
par A. Church [12]. Ces deux approches ont mis en évidence une notion
commune et robuste de fonction calculable. Par la suite, de nombreux autres
modèles de calcul ont été introduits (systèmes de Post par E. Post [44], ma-
chines de Minsky par M. Minsky [39]...). Il est désormais admis que cette
notion de fonction calculable est la même dans tous les systèmes de calcul
« raisonnables ». On appelle couramment cette assertion thèse de Church-
Turing-Post. Tous ces systèmes ont pour particularité d’être exprimables par
des modèles séquentiels dans lesquels l’opération élémentaire du calcul est
localisée à un endroit unique.
Dans les années 1940, sur une idée de S. Ulam, J. von Neumann a
introduit un système pour modéliser l’auto-reproduction [50] : les automates
cellulaires. Ce modèle possède la particularité d’être un modèle de calcul
simple et fortement parallèle : il est composé d’entités élémentaires appelées
cellules, réparties de façon uniforme, interagissant de façon locale et syn-
chrone. Très vite, il est apparu que ces interactions élémentaires pouvaient
donner lieu à des comportements très complexes. Un exemple de tels com-
portements est observé dans le célèbre jeu de la vie introduit par J. Conway
dans les années 1970 [23].
Ce contraste entre un comportement local simple et un comportement
global complexe se rencontre très souvent dans de nombreux phénomènes
physiques, chimiques, sociaux, etc. Ces phénomènes sont regroupés sous l’ap-
pellation générique de systèmes complexes et ont été étudiés dans des do-
maines variés. Ces systèmes complexes peuvent être modélisés à l’aide de va-
riantes d’automates cellulaires dans lesquelles on introduit des évènements
probabilistes [19], quantiques [51]. . . Bien qu’étant le modèle de base, les
automates cellulaires sont également utilisés dans ces modélisations et pré-
sentent des comportements variés et complexes. Afin de mieux comprendre
les tenants et aboutissants de ces phénomènes, de nombreuses études ont
été menées sur le modèle des automates cellulaires (voir ces quelques réfé-
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rences représentatives : [7, 9, 15, 22, 28, 29, 36]). Ces études peuvent être
divisées en deux branches principales : l’étude du modèle en tant que tel et
la modélisation de systèmes complexes.
Dans le cadre de l’étude du modèle, de nombreux travaux ont été réalisés
pour comprendre les liens entre le comportement local et le comportement
global des automates cellulaires. Ces travaux ont donné lieu à une abondante
littérature. Pour le lecteur intéressé par ces aspects, un point de départ peut
être l’état de l’art effectué par J. Kari [31]. Cette approche permet, en autre,
d’appréhender la notion de complexité parallèle du calcul.
Un autre intérêt des automates cellulaires est leur capacité à modéliser
des phénomènes réels présents dans de nombreuses disciplines (informatique,
biologie, sociologie, chimie, physique, ...). les expériences et simulations ont
mis à jour un certain nombre de phénomènes complexes intéressants. L’un
de ces phénomènes, qui va tout particulièrement nous intéresser dans ce
mémoire est l’auto-organisation : dans de nombreux automates cellulaires,
même si le comportement local est complètement défini, il est impossible
de prévoir le comportement global ; cependant, il existe des cas où l’on voit
apparaître un comportement prédictible dans un niveau intermédiaire. Un
exemple permettant d’intuiter ce phénomène est celui des fourmis. On peut
observer que les fourmis interagissent entre elles de façon simple et que le
comportement global de la fourmilière est extrêmement complexe. Néan-
moins, on peut aussi observer à un niveau intermédiaire des colonnes de
fourmis ayant un comportement simple et prédictible.
Pour comprendre et analyser ces phénomènes, un premier pas est de
réussir à obtenir de tels comportements dans un cadre plus formel. Il se
trouve que les automates cellulaires « simples » sont capable d’exhiber des
comportements reconnus comme étant de l’auto-organisation. En particu-
lier, S. Wolfram a proposé une classification de certains automates cellu-
laires à l’aide de leur comportement sur des configurations aléatoires [52].
Cette classification met en valeur, de façon empirique, le phénomène d’auto-
organisation au travers des particules et des collisions. Comme le titre du
mémoire l’indique, ces objets tiennent une place importante dans la suite.
Les particules et collisions ont déjà été étudiées sous plusieurs approches
différentes et complémentaires. Une première approche, centrée sur la combi-
natoire de ces objets, cherche à les énumérer et poser des contraintes. Sur ce
sujet, on peut citer, entre autres, l’article de J. Crutchfield et al. [27] qui
borne le nombre de collisions possibles en fonction des particules présentes,
ou la thèse de B. Martin (II) [37] qui s’intéresse à l’existence d’une struc-
ture de groupe sur les fonds. Il existe également une approche algorithmique
qui se base sur une vision symbolique de ces objets (les signaux ) et cherche
ensuite à les utiliser pour bâtir des constructions algorithmiques subtiles.
Dans ce domaine, on peut trouver par exemple les travaux de J. Mazoyer
et V. Terrier [38, 47]. On retrouve également une utilisation, le plus sou-
vent informelle, de ces objets pour les constructions de petits automates
3cellulaires complexes. L’exemple le plus significatif d’une telle utilisation est
la construction explicite de M. Cook [14] montrant l’universalité de l’auto-
mate cellulaire 110.
Malgré ces nombreuses études, il n’existe à l’heure actuelle aucune vision
globale des particules et collisions prenant à la fois en compte les aspect
combinatoires et algorithmiques. Ce mémoire propose une formalisation des
ces objets en accord avec l’intuition obtenue lors de l’observation et développe
un ensemble d’outils formels pour manipuler ces objets dans le cadre de
constructions algorithmiques. Il est organisé en quatre chapitres.
Le premier chapitre est principalement consacré à la présentation des par-
ticules et collisions. Son début est dédié à une série de rappels sur les auto-
mates cellulaires qui met en valeur les différents cas (expérimentaux et algo-
rithmiques) dans lesquels les particules et collisions apparaissent. Au passage,
nous présentons une nouvelle caractérisation de la nilpotence des automates
cellulaires à l’aide de la notion de trace (correspondant aux colonnes des
diagrammes espace-temps) dont la preuve repose sur l’aspect bidimension-
nel des diagrammes espace-temps. À l’aide de cette vision bidimensionnelle,
nous donnons les définitions de fonds, particules et collisions correspondant
intuitivement aux objets bipériodiques, unipériodiques et réguliers du plan.
Après avoir discuté de la généralité de ces définitions, nous montrerons que
ces définitions sont robustes en les mettant en relation avec des colorations
simples du plan obtenues en prenant une extension des langages réguliers en
dimension 2.
Le deuxième chapitre est dédié à l’étude de l’algorithmique des particules
et collisions. Après avoir introduit des notions élémentaires de géométrie dis-
crète, nous donnons de nouvelles définitions (dans une vision syntaxique) de
fond, particules et collisions. Ces définitions, dont nous montrons l’équiva-
lence avec celles du chapitre précédent, permettent de déduire des nombreux
petits résultats sur la caractérisation des particules et collisions, résultats
qui nous seront utiles par la suite. À l’aide de ces nouvelles présentations,
nous développons un outils syntaxique de construction d’objets à l’aide d’une
nouvelle opération : le schéma de ligature. Nous montrons que ces schémas
de ligature peuvent s’interpréter comme des colorations et qu’il existe, dans
le cas où le schéma fait intervenir un nombre fini d’éléments, un algorithme
décidant si l’opération aboutit à un ensemble de colorations valides. Pour
finir, nous étudions plus en détails la complexité de cet algorithme.
Le troisième chapitre propose des extensions du résultat du chapitre pré-
cédent afin de faciliter son utilisation. Nous proposons d’abord des méthodes
pour construire des systèmes de particules et collisions complexes à partir
d’un système de base. Cette extension a pour principal objectif de facili-
ter l’encodage d’informations dans de tels systèmes. La deuxième partie du
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chapitre propose des pistes pour contourner la restriction de la finitude des
schémas de ligature. Après avoir discuté des problèmes induits par la des-
cription de schémas de ligature infinis, nous développons deux méthodes
permettant d’établir les liens entre interprétations et schémas de ligature
infinis : les jeux de faces finiment pondérés et les jeux de faces ordonnés.
Dans un dernier chapitre, nous concluons en nous intéressant aux applica-
tions des méthodes présentées dans ce mémoire dans le cadre des automates
cellulaires universels. Après avoir rappelé les notions d’universalité et regardé
les liens entre ces notions et les systèmes de particules et collisions, nous
donnons deux exemples complets d’utilisation de ces systèmes. Un premier
concerne une nouvelle présentation, par le biais de particules et collisions,
de l’universalité Turing de l’automate cellulaire 110. Le second consiste en
la construction d’un automate cellulaire intrinsèquement universel de rayon
1 et à 4 état qui est le plus petit connu à ce jour.
Chapitre 1
Automates cellulaires,
particules et collisions
▲
es automates cellulaires étant l’objet principal de notre étude, ce
chapitre est consacré à leur présentation. Après une sélection de
résultats sur ce modèle, une nouvelle caractérisation de la nilpo-
tence est présentée (Thm. 1.1.8). Viennent ensuite les définitions des notions
de particule et collision — objets centraux de cette thèse. Après une rapide
étude de quelques propriétés de ces objets, l’accent est mis sur la portée de
ces définitions et leur robustesse qui est caractérisée par l’intermédiaire de
trois théorèmes (1.3.9, 1.3.11 et 1.3.12).
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1.1 Automates cellulaires
1.1.1 Présentation
Introduits par J. Von Neumann, sur une idée de S. Ulam, pour modé-
liser les phénomènes d’auto-reproduction [50], les automates cellulaires sont
un modèle simple de phénomènes régis par une dynamique locale et uniforme.
Définition 1.1.1. Un automate cellulaire est un triplet A = (Q, r, f) où
– Q est un ensemble fini d’états ;
– r ∈ N, le rayon ;
– f : Q2r+1 → Q la règle locale de transition.
Cet objet agit sur l’espace QZ des configurations — les suites biinfinies
d’éléments de Q — par application locale et uniforme de la règle locale de
transition. Il en résulte la fonction globale F : QZ → QZ définie, pour tout
c ∈ QZ et i ∈ Z, par F (c)(i) = f (c(i+ v) | v ∈ J−r, rK). L’étude de ces mo-
dèles porte principalement sur propriétés dynamiques de objets obtenus lors
d’applications successives de la fonction globale. La fonction ainsi obtenue
est dénotée par F t où t ∈ N est le temps. En particulier, pour une configu-
ration initiale c ∈ QZ, l’orbite Oc ∈ QN×Z de cette configuration est définie,
pour tout t ∈ N, par OC(t) = F t(c).
Un sous-ensemble basique d’automates cellulaires est celui obtenu en
fixant le rayon à 1 et le nombre d’états à 2. À isomorphisme près, on obtient
les 256 automates cellulaires élémentaires . Ces automates sont usuellement
désignés à l’aide d’un nombre entre 0 et 255 correspondant à la valeur obtenu
en regardant les valeurs prises par leur règle locale de transition comme un
mot binaire. La figure 1.1 présente, par exemple, la règle locale de l’automate
cellulaire 110 présent tout au long de ce mémoire.
0 1 1 0 1 1 1 0 (=110)
Fig. 1.1 – Règle locale de transition de l’automate cellulaire 110
Parmi les configurations c ∈ QZ, on distingue les configurations pério-
diques de période u ∈ N+ vérifiant, pour tout i ∈ Z, c(i) = c(u + i). De
même, les configurations ultimement périodiques de période u ∈ N+ et de
défaut k ∈ N sont les éléments c ∈ QZ vérifiant, pour tout i ∈ Z tel que
|i| > k, c(i) = c(i + u). Une telle configuration ultimement périodique est
caractérisée par trois mots finis g, d ∈ Qu et m ∈ Q2k+1 vérifiant, pour tout
i ∈ Z :
c(i) =


g(i mod u) si i < −k
m(i− k/2) si −k ≤ i ≤ k
d(i mod u) si i > k
1.1. Automates cellulaires 7
Dans la suite, une telle décomposition d’un mot ultimement périodique c
est notée ωgmdω. Les configurations périodiques étant un cas particulier de
configurations ultimement périodiques, la notation précédente est étendue
par ωmω dans le cas des configurations périodiques. À cause de l’uniformité
de la fonction globale, il est clair que l’image par cette fonction d’une confi-
guration ultimement périodique reste ultimement périodique et que l’image
d’une configuration périodique reste périodique. En appelant quiescent un
état q ∈ Q vérifiant f(q2r+1) = q, une configuration c ∈ QZ q-finie est une
configuration égale à q partout sauf en un nombre fini de positions (i.e.,
vérifiant qu’il existe un entier k ∈ N tel que c(i) = q pour tout i ∈ Z tel que
|i| > k). Dans la suite, la mention de l’état est omise même si cette condition
est essentielle car elle permet d’assurer que l’image d’une configuration finie
par application de la fonction globale reste finie.
Les configurations sont représentes à l’aide de lignes horizontales consti-
tuées de carrés colorés représentant chacun un élément de Q. Cette repré-
sentation est étendue aux orbites en empilant les itérés successifs de la confi-
guration initiale par application de la fonction globale comme présenté sur
la figure 1.2. Cette représentation donne naissance à une coloration du plan
dans lequel le temps est orienté de bas en haut.
Fig. 1.2 – Exemple d’orbite de l’automate cellulaire 110
Dans cette thèse, nous choisissons de nous placer dans le cadre bidimen-
sionnel. Ce choix permet, entre autre, de se retrouver dans le cadre connu et
étudié de la géométrie discrète et de pouvoir en utiliser les éléments. Dans
ce cadre, pour un alphabet fini Σ, une coloration est un élément de ΣZ
2
. Il
est alors possible d’étendre la notion d’orbite de la façon suivante :
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Définition 1.1.2. Un diagramme espace-temps est une coloration ∆ ∈ QZ
2
vérifiant que, pour tout t ∈ Z, ∆(t+ 1) = F (∆(t)).
Comme les automates cellulaires sont définis de manière locale, le dia-
gramme espace-temps peut également être défini comme un pavage ∆ ∈ QZ
2
du plan suivant l’ensemble de contraintes locales définies par, pour tout
i, t ∈ Z2, ∆(t+ 1)(i) = f (∆(t)(i+ v) | v ∈ J−r, rK).
Dans ce cadre bidimensionnel, un vecteur est un élément de Z2. Deux
vecteurs u, v ∈ Z2 sont colinéaires s’il existe deux entiers n, n′ ∈ Z∗ vérifiant
nu = n′v. La notion de périodicité est étendue à l’ensemble des colorations :
une coloration c ∈ ΣZ
2
est périodique de période u ∈ Z2 \ {(0, 0)} si, pour
tout i ∈ Z2, c(i+u) = c(i). Elle est bipériodique si elle possède deux périodes
non colinéaires.
Dans un cadre plus général, il est possible de définir la notion de système
dynamique discret comme étant un couple (E, g) où E est un espace compact
et g : E → E une fonction continue et d’étudier les propriétés (topologiques
par exemple) des itérés de g.
Sur l’espace des configurations, La topologie de Cantor induite par la
distance d : QZ ×QZ → R+ est définie, pour toutes colorations w,w′ ∈ QZ,
par d(c, c′) = 2−mini∈Z{|i||c(i) 6=c
′(i)} (cf. Fig. 1.3). Muni de cette topologie,
l’espace des configuration est un compact. De plus, la localité de la fonction
globale implique que celle-ci est continue pour cette topologie ce qui fait du
couple (QZ, F ) un système dynamique discret.
0 i
Fig. 1.3 – Deux configurations à distance 2−i
Une telle vision permet d’introduire de nombreux et puissants outils
de démonstration et d’analyse. En particulier, l’ensemble limite défini par
ΩF =
⋂
n∈N F
n(QZ) correspond à l’ensemble des configurations pouvant être
atteint après un nombre arbitraire d’étapes. Par compacité, on remarque que
cet ensemble est forcément non vide et qu’il correspond aux configurations
ayant une chaîne infinie d’antécédents. Cette dernière propriété prenant ici
un relief particulier puisqu’elle permet de faire un liens fort entre orbites
et diagrammes espace-temps : les restrictions de diagramme espace-temps
à un demi-plan N × Z correspondent exactement aux orbites des éléments
de l’ensemble limite. Cette caractérisation apporte une justification au choix
d’utiliser les diagrammes espace-temps puisqu’il caractérisent la dynamique
limite de l’automate cellulaire (i.e., sans les phénomènes transitoires).
Pour tenir compte de l’uniformité de la règle globale des automates cel-
lulaires dans la vision des systèmes dynamiques discrets, il est possible d’in-
troduire le shift σ : QZ → QZ défini, pour tout c ∈ QZ et i ∈ Z, par
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σ(c)(i) = c(i+ 1). À l’aide ce celui-ci, il est possible de caractériser complè-
tement les automates cellulaires en tant que systèmes dynamiques :
Théorème 1.1.3 (G. Hedlund, 1969 [26]). Les fonctions de transition
globales des automates cellulaires sur l’alphabet Q sont les fonctions continues
de QZ → QZ qui commutent avec le shift.
Ce théorème permet d’assimiler les automates cellulaires avec les fonction
globales de transitions.
1.1.2 Propriétés
Dans cette section, nous choisissons de présenter une sélection de résultats
obtenus sur les automates cellulaires en les regroupant de façon thématique.
Introduits dans ce but, les automates cellulaires ont été très souvent uti-
lisés pour la modéliser des phénomènes gouvernés par des règles locales [54].
Dans cette optique, de nombreuses observations ont été effectuées sur les
automates cellulaires afin d’appréhender l’ensemble des comportements ex-
hibés par ces objets. De ce point de vue, un des travaux les plus connu est la
classification informelle proposée par S. Wolfram [52]. Cette classification
empirique repose sur l’observation du comportement apparent des automates
cellulaires élémentaires, sur des configurations initiales aléatoires suivant une
loi uniforme, et comporte quatre classes (voir Fig. 1.4) :
– Classe I : « evolution leads to a homogeneous state » ;
– Classe II : « evolution leads to a set of separated simple stable or per-
iodic structures » ;
– Classe III : « evolutions leads to a chaotic pattern » ;
– Classe IV : « evolution leads to complex localised structures, sometimes
long-lived » .
Par la suite, d’autres classifications plus formelles ont été proposées. Que
ce soit pour étudier le comportement asymptotique des automates cellulaires
comme la classification de K. Čulík II et S. Yu [16] basée sur l’ensemble li-
mite ; pour étudier la notion de chaos comme la classification de B. Durand
et al. [17] basée sur la complexité de Kolmogorov ; ou pour étudier la com-
plexité algorithmique des automates cellulaires [45, 43, 48] en se basant sur
la notion de groupage.
La classification de Wolfram met en valeur, par l’intermédiaire de sa
classe IV, l’existence d’automates cellulaires présentant spontanément des
structures ayant un comportement complexe mais prédictible. Ces structures
permettent d’encoder et de manipuler de l’information dans l’évolution des
automates cellulaires et sont les éléments essentiels développés dans ce mé-
moire sous le nom de particules et collisions..
Ces objets sont également des élément fondamentaux dans l’étude des
automates cellulaires selon le point de vu algorithmique. En effet, les au-
tomates cellulaires peuvent être vus et étudiés comme un modèle de calcul
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Règle 232 (classe I) Règle 215 (Classe II)
Règle 18 (classe III) Règle 110 (Classe IV)
Fig. 1.4 – Exemple de classes selon S. Wolfram
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massivement parallèle. Pour cela, il suffit de distinguer un état particulier
qf ∈ Q qui servira d’état d’arrêt. On considère alors l’automate comme un
reconnaisseur de langage sur un alphabet Q′ ⊂ Q \ {qF } en définissant que
l’automate accepte le mot w ∈ Q′∗ si l’état d’arrêt apparaît dans l’orbite
de configuration finie c ∈ QZ contenant w. Il est possible de définir une
notion de temps (nombre d’itérations nécessaires) et d’espace (taille maxi-
male de la portion non quiescente du mot) pour un tel calcul. Une classe
de complexité temporelle particulière et intéressante dans ce cadre est le
temps réel. Un langage est reconnu en temps réel par un automate cellulaire
de rayon 1 si pour tout mot w, l’état d’arrêt apparaît en position 0 et au
temps |w| si et seulement si le mot appartient au langage. Intuitivement, ce
temps correspond au nombre minimal d’étapes nécessaire pour faire parvenir
l’information complète du mot à cette position 0.
Problème ouvert 1.1.4 (A. R. Smith III, 1971 [46]). Le temps réel sur
automate cellulaire est-il égal au temps linéaire ?
La notion de temps réel est équivalent à la notion de Fisher conductibilité
définie de la façon suivante : un langage L ⊂ N est Fisher-constructible s’il
existe un automate cellulaire de rayon 1 et une configuration finie c ∈ QZ
telle que O(t)(O) = qf si et seulement si t ∈ L. Cette notion tire son origine
d’une des première construction de ce type réalisée par P. Fisher qui marque
l’ensemble des nombre premier [21]. La figure 1.5 présente un automate à 8
état du à I. Korec [35] réalisant une telle construction.
Dans de telles constructions, on retrouve les structures encodant l’infor-
mation que nous avions déjà mentionnées en discutant des classifications.
Dans ce cadre, ces objets sont souvent associés à la notion de signal telle
qu’étudiée par J. Mazoyer and V. Terrier [38].
Pour conclure l’aperçu des propriétés connues des automates cellulaires,
il est impossible de faire l’impasse sur les liens entre règle locale de transition
et fonction globale. En effet, même si le premier détermine entièrement le
second, il existe des cas dans lesquels des propriétés de la fonction globale
ne peuvent pas être décidées en fonction de la règle locale.
Un résultat historique sur les propriétés de la fonction globale est celui
liant la surjectivité et l’injectivité sur les configurations finies :
Théorème 1.1.5 (E. Moore, 1962 [40] et J. Myhill, 1963 [42]). Un au-
tomate cellulaire est surjectif si et seulement si il est injectif sur les configu-
rations finies.
Ce résultat peut-être complété en le diagramme de la figure 1.6 par
d’autres résultats classiques et bien connu pour donner un aperçu des liens
entre injectivité et surjectivité suivant l’espace des configurations sous-jacent.
Il est également possible de montrer que certaines propriétés de ce type
peuvent être décidées à partir de la règle locale.
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Fig. 1.5 – Marquage des nombres premiers par automate cellulaire
F reversible ↔ F injective ↔ F|P injective
F|F surjective
F surjective ↔ F|P surjective ↔ F|F surjective
Fig. 1.6 – Implications entre différentes propriétés sur les automates cellu-
laires 1D
F|P et F|F désignent la restriction de la fonction globale respectivement aux configurations
périodiques et finies.
1.1. Automates cellulaires 13
Théorème 1.1.6 (S. Amoroso et Y. Patt, 1972 [6]). L’injectivité et la
surjectivité sont décidable pour les automates cellulaires 1D.
Néanmoins, toutes les propriétés ne sont pas décidables. Un automate
cellulaire A = (Q, f) est nilpotent si ΩF est un singleton. En d’autre termes
toutes les orbites de l’automate cellulaire convergent vers la même configu-
ration uniforme. En regardant le comportement d’une configuration univers,
on remarque que le temps de convergence est borné uniformément (i.e. il
existe n ∈ N, tel que Fn(QZ) = {ωqω}). Bien que simple, ce comportement
est néanmoins indécidable :
Théorème 1.1.7 (J. Kari, 1992 [30]). La nilpotence des automates cellu-
laires est indécidable.
La preuve de ce théorème repose principalement sur l’utilisation des dia-
grammes espace-temps en les couplant avec des propriétés connues sur les
pavages. Elle permet d’apercevoir l’intérêt que présente une vision bidimen-
sionnelle dans l’étude des automates cellulaires.
1.1.3 Nilpotence et trace
Une notion liée à la dynamique de l’automate cellulaire est de regarder
l’ensemble des colonnes possibles des orbites. Formellement, la trace d’un
automate cellulaire (Q, r, f) sur une configuration c ∈ QZ est la suite infi-
nie (F i(c)(0))i∈N. Cette notion a été formalisée et étudié par J. Cervelle,
E. Formenti et P. Guillon dans [10].
Fig. 1.7 – Exemple d’orbite de l’automate cellulaire 110 faisant apparaître la
trace en grisé
Avec P. Guillon, nous avons obtenu une caractérisation de la nilpotence
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au travers de l’observation de l’ensemble des traces possibles. Une trace est
q-nilpotente si elle appartient à l’ensemble Q∗qω.
Théorème 1.1.8 (P. Guillon and G. R., 2008 [1]). Un automate cellulaire
(Q, f) est nilpotent si et seulement si, il existe un état q ∈ Q tel que toutes
ces traces sont q nilpotentes.
Même si ce résultat semble très distinct des autres points présentés dans
ce mémoire, sa preuve repose sur le point de vue bidimensionnel qui est celui
adopté dans ce mémoire et il utilise des méthodes présentés dans la suite.
Démonstration. Le sens direct est évident. Soit (Q, r, δ) un automate cel-
lulaire dont toutes les traces sont q-nilpotentes pour un état q ∈ Q. Par
l’absurde, on suppose que l’automate n’est pas nilpotent pour construire une
configuration dont la trace n’est pas q-nilpotente.
Comme toutes les traces de l’automate sont nilpotentes, on observe l’ap-
parition des mots q2k+1 dans un intervalle de temps uniformément borné (cf.
Fig. 1.8a). Formellement, pour tout k ∈ N, il existe Jk ∈ N tel que pour toute
configuration c ∈ QZ et pour toute position i ∈ Z, q2k+1 ∈ {F j(c)|Ji−k,i+kK |
0 ≤ j ≤ Jk} où c|I désigne la restriction d’une configuration finie c ∈ Q
Z à
l’intervalle I ⊂ Z. Si un tel k n’existe pas, on peut extraire des diagrammes
espace-temps des bandes de largeur 2k + 1 et de longueur arbitraire telles
que, sur chaque ligne, il existe au moins un état qui ne soit pas q. Par com-
pacité, on extrait une bande infinie puis une colonne qui contient une infinité
d’états n’étant pas q, contredisant la nilpotence des trace.
À l’aide d’arguments du même type, on peut montrer qu’il existe un mot
bloquant b ∈ Q∗. Un mot bloquant est un élément de b ∈ Qn tel que toutes
les configurations c ∈ QZ vérifiant c|J−n/2,n/2K = b ont la même trace (voir
Fig. 1.8b). Comme cette trace est nilpotente, elle est de la forme wqω avec
w ∈ QJ pour J ∈ N.
Il est alors possible de construire des portions de diagrammes espace-
temps avec une bordure de q et de les « empiler » à la façon de poupées
gigognes. Cette opération prenant appuis sur la caractérisation bidimension-
nelle du diagramme espace-temps à l’aide de pavage qui sera un outils récur-
rent de ce mémoire.
Pour tout K ∈ N, comme l’automate n’est pas nilpotent, il existe une
configuration c ∈ QZ, dont l’orbite contient un état différent de q après
k > 2K + J + JJ+K + 1 étapes — i.e., telle que F k(c)(0) 6= q. Comme la
règle de transition est locale, ce point est entièrement déterminé par le mot
c|J−k,kK. De par la propriété d’uniformité d’apparition des motifs de la forme
q2K+2J+1, il existe j < JJ+K tel que F j(c)|J−K−J,K+JK = q
2K+2J+1. On note
w0 = F
j(c)|J−k+j,k−jK (cf. Fig. 1.8c).
On considère le configuration c′ = ωq bw0b qω. Comme la règle est locale,
on a bien F k−j(c′)(0) 6= q. Comme b est bloquant, on sait que deux colonnes
au dessus de ces mots sont fixées et contiennent uniquement des q à partir
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0−k k
q2k+1
Jk
0
J
b
q
(a) Apparition uniforme de 02k+1 (b) Mot bloquant
0
q2k+1 w0
0
b bw0
w1
(c) Construction de w0 (d) Construction de w1
Fig. 1.8 – Équivalence entre nilpotence d’un automate et nilpotence de ces
traces
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de l’étape J . On pose w1 = F J(c′)J−k+j−|b|/2+J,k−j+|b|/2−JK (voir Fig. 1.8d).
On considère finalement la configuration finie ωqw1qω. Il est clair que le
diagramme espace temps de cette configuration est remplie de q à l’exception
d’une bande centrale. Comme cette bande est de largeur finie, la nilpotence
des traces impose que cette configuration atteigne la configuration uniforme
ωqω en un temps fini t(k) ∈ N.
La portion n’étant pas dans l’état q du diagramme espace temps forme
un pavé de largeur inférieure à k, de hauteur t(k), contenant un vide tri-
angulaire de taille 2K + 1 en bas au centre et dont au moins un élément
sur la colonne centrale est distinct de q. On construit alors, en « empilant »
de telles configurations, une configuration dont la trace n’est pas nilpotente
(voir Fig. 1.9). 
Fig. 1.9 – Empilement de motifs dans un diagramme espace-temps
Les zones blanches indiquent celles remplies avec l’état quiescent
1.2 Particules et collisions
1.2.1 Définitions
À l’aide d’une approche bidimensionnelle, nous proposons des définitions
géométriques simples pour les objets récurrents aperçus dans la partie pré-
cédente. Ces définitions sont données de façon descriptive et se basent sur
l’ensemble des colorations. Ces objets sont regroupé dans la figure 1.10.
Le premier élément, représenté dans la figure 1.10a est le fond qui se
retrouve souvent dans de grandes portions de diagramme espace-temps et
sert de « support » aux autres objets. Comme cet élément est de dimension
2, il est facilement définissable à l’aide des axes de périodicité.
Définition 1.2.1. Un fond (Fig. 1.11a) est une coloration possédant deux
périodes non colinéaires.
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(a) Fond (b) Particule (c) Collision
Fig. 1.10 – Exemple de fond, particule et collision de l’automate cellulaire
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On notera en particulier que, comme la dimension de l’espace est deux,
le fait d’avoir deux vecteurs de périodicité implique que la coloration est
périodique suivant n’importe quelle direction.
Le deuxième élément est un élément de dimension 1 qui est présent entre
deux fonds : la particule (voir la figure 1.10b). Pour le caractériser, il suffit
de remarquer qu’en plus de l’axe de périodicité, la présence de deux fonds
impose que suivant les autres axes, le mot obtenu est ultimement périodique.
Définition 1.2.2. Une particule (Fig. 1.11b) est une coloration c ∈ QZ
2
caractérisée par deux vecteurs non colinéaires u, v ∈ Z2 vérifiant que u est
un axe de périodicité de c et que pour tout p ∈ Z2, le mot (c(p+ iv))i∈Z est
ultimement périodique.
De même que dans le cas précédent, La définition de particule induit que
pour tout vecteur w ∈ Z2 et tout point p ∈ Z, le mot extrait à partir de p
et suivant w est ultimement périodique. Comme périodique implique ultime-
ment périodique, un fond est une particule. Pour distinguer les « véritables »
particules, une particule propre est une particule qui n’est pas un fond.
u
v
u
u
u
v
v
u0u1
u2
(a) Fond (b) Particule (c) Collision
Fig. 1.11 – Représentations symboliques des fonds, particules et collisions
Le dernier élément, la collision (voir figure 1.10c), est obtenu lorsque deux
ou plusieurs particules se rencontrent en un point et se détruisent ou génèrent
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une ou plusieurs nouvelles particules. Sur le diagramme espace-temps, cet
objet zéro dimensionnel se caractérise par une forme d’étoile. Pour le définir,
il faut introduire la notion de cône ∢v(u, u′) (voir figure 1.12) entre deux
vecteurs u, u′ ∈ Z2 au point v ∈ Z2 comme l’ensemble des points contenus
dans le cône issu de v et situé dans l’angle formé par les droites induites par
u et u′.
v uu′ v u′
u
Fig. 1.12 – Exemples de cône ∢v(u, u′)
Définition 1.2.3. Une collision (Fig. 1.11c) est une coloration c ∈ QZ
2
caractérisée par une liste de vecteurs (ui)i∈Zm dont deux vecteurs consécutifs
ne sont pas colinéaires et tels que, pour tout i ∈ Zm, c est périodique de
période ui dans le cône ∢ui(ui−1, ui+1), i.e. pour tout p ∈ ∢ui(ui−1, ui+1),
c(p+ ui) = c(p).
Même si la définition fait intervenir de nouveaux objets géométriques,
une particule est un cas particulier de collision : comme la particule possède
un vecteur de périodicité, le défaut sur l’autre axe est borné et donc il existe
un k ∈ Z∗ tel que la liste (u, kv,−u,−kv) caractérise la particule en tant
que collision. Comme dans le cas des particules, une collision est propre si
ce n’est pas une particule.
1.2.2 Propriétés
Lors de la définition de collision, l’utilisation de la figure 1.11c peut être
trompeuse : cette figure possède, en effet, des propriétés particulières qui ne
sont pas imposées par la définition. En particulier, sur cette figure, seuls deux
cônes correspondant à des vecteurs successif se superposent. Cette condition
sera désignée sous le nom de caractérisation normale. Un premier résultat
sur les collisions est que l’on peut toujours supposer l’existence d’une telle
caractérisation.
Remarque 1.2.4. Toute collision possède une caractérisation normale.
Démonstration. Soit une collision dont la caractérisation ne possède pas cette
propriété. On choisit un cône quelconque de vecteurs uk−1, uk et uk+1. Soit
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un ensemble maximal de cônes consécutifs contenant ce cône et vérifiant que
seuls deux cônes successifs se chevauchent, les vecteurs concernés peuvent
être choisi de la forme uk−l, . . . uk+l′ , comme dans l’exemple de la figure 1.13
(k − l = 4 et k + l′ = 6). Il est possible de construire une caractérisation
normale à l’aide de ces vecteurs.
Pour tout j ∈ J−l + 1, l′ − 1K, la coloration est, par définition, uj pé-
riodique dans ∢uj (uj−1, uj+1). Le cône ∢uk−l(uk−l−1, uk−l+1) (représenté
dans l’exemple à l’aide d’un remplissage vertical) intersecte un autre cône
que celui ancré en uk−l+1. Comme les vecteurs sont partagés, entre deux
cônes successifs, cet autre cône est celui ancré en uk+l′−1 entre uk+l′−2 et
uk+l′ . On en déduit donc que le cône ∢uk−l(uk−l−1, uk−l+1) est inclus dans
∢uk−l(uk−l′ , uk−l+1) (sur l’exemple, celui rempli à l’aide de lignes horizon-
tales) et donc vérifie la propriété de périodicité. Il en va de même pour le
cône ∢uk+l′ (uk+l−1, uk−l). 
u4
u5
u6
u7
u3
Fig. 1.13 – Exemple de caractérisation normale d’une collision
Cette caractérisation normale permet d’introduire une autre particularité
des caractérisations de collision qui est l’ajout de vecteurs « fantômes » .
Soit une caractérisation normale (ui)i∈Zm d’une collision et v un vecteur
alors il existe j ∈ Zm et k ∈ N+ tel que (u0, . . . , uj , kv, uj+1, . . . , um−1)
est une caractérisation normale de la collision. Pour prouver cela, il suffit
de remarquer que l’introduction d’un nouveau vecteur entraîne la réduction
de taille de deux cônes et l’apparition de deux nouveaux (voir figure 1.14).
Les deux nouveaux cônes étant inclus dans un fond qui est périodique selon
toute direction par une remarque précédente, il vérifient bien la propriété de
périodicité.
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u0
u1
u2
Fig. 1.14 – Introduction de particule fantôme
1.2.3 Généralité des définitions
Les définitions formelles de la partie précédentes introduise un choix res-
trictif sur l’ensemble des objets considérés. Ce choix est orienté par des objets
couramment observés dans les diagrammes espace-temps d’automates cellu-
laires qui rentrent de facto dans le cadre de nos définitions. La question qui
se pose alors est celle de la portée des définitions vis-à-vis des autres objets
présents dans les automates cellulaires.
Un premier objet — autre que fond, particule ou collision — que l’on
rencontre dans la littérature est celui qui génère de façon périodique des
particules : le gun (voir Fig. 1.15). Comme cet objet et les particules qu’il
génère, est périodique, il rentre dans le cadre de la définition de particule.
Néanmoins, cet objet fait apparaître une ambiguïté dans les définitions :
une succession de particules régulièrement espacées peut-être vue comme
un fond et le gun force à prendre cette vision. De ce fait, même si de telle
structures restent dans le cadre des définitions, elles peuvent engendrer un
changement de point de vue potentiellement néfaste à une bonne utilisation
algorithmique. Sur ce point, la question de la possibilité future d’ajouter ces
objets en tant qu’objet de première classe mérite d’être soulevée.
De nombreux objets sont également générés lors de constructions par
les personnes étudiant les signaux. En particulier, il possible de construire et
considérer des signaux courbes (par exemple une parabole sur la figure 1.16).
Ces constructions s’opposent à l’idée d’objets rectilignes reposant sur la pé-
riodicité. Néanmoins, ces constructions peuvent souvent être vues au travers
de nos définitions comme étant composées de nombreuses particules et colli-
sions interagissant entre elles mais il est impossible « d’effacer » les traits de
constructions pour ne conserver qu’une particule courbe. Pour le moment,
ces aspects ne semblent pas engendrer de réelles restrictions au niveau des
constructions. Cependant, ils proposent une ouverture ultérieure possible au
niveau des définitions.
Ces différentes remarques montrent que la portée des définitions propo-
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Fig. 1.15 – Exemple de « gun »
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Fig. 1.16 – Construction d’un signal parabolique
sées est loin d’être négligeable et englobe de nombreux cas connus. Bien sûr,
il existe d’autres objets échappant à ces définitions et il serait vain d’essayer
d’englober tous les comportements possibles. En particulier, la plupart des
phénomènes de synchronisation sortent du cadre de ce mémoire.
Pour en conclure avec la portée des définitions, une ouverture est de
voir s’il existe des classes d’automates dans lesquels ces notions prennent
une dimension particulière. Une piste prometteuse dans cette direction est
l’étude de la classe des automates cellulaire réversibles, i.e. dont la fonction
globale est inversible, pour lesquels toutes les orbites sont des diagrammes
espace-temps.
1.3 Robustesse des définitions
Bien que reposant sur une intuition commune à de nombreuses personnes,
les définitions de fond, particule et collision semblent faire intervenir une part
importante d’arbitraire. Cette section est destiné à démontrer qu’il n’en est
rien. En introduisant une notion d’automate à compteurs sur le plan, il est
en effet possible de montrer que les fonds, particules et collisions sont des
définitions robustes en les liant avec des coloriages « simples » du plan.
Intuitivement, il est possible d’interpréter les caractérisations obtenues
de la façon suivante : le théorème 1.3.8 indique que les fonds sont les colo-
rations dont l’information est finie tandis que le théorème 1.3.9 caractérise
les particules comme les colorations dans lesquelles l’information est limi-
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tée à une variable qui prend alors la forme d’une distance. Dans le cas des
collisions, le théorème 1.3.11 montre qu’elles sont des colorations contenant
une information paramétrée par deux variables alors que le théorème 1.3.12
montre que la réciproque est vraie si l’on exige que l’information permette de
distinguer les points du plan. Intuitivement, il est possible de reformuler la
condition précédente en demandant que l’information soit « visible » suivant
les deux dimensions de la coloration. Ces résultats font l’objet d’une note
soumise à TCS [4].
1.3.1 Automates de cartes
En dimension 1, la robustesse des objets simples peut être caractérisée de
multiples façons différentes : machines finies [39], langages formels [11, 33],
logique monadique du second ordre [8] . . . En dimension 2, ces approches ne
menant plus à une notion commune [24], il faut en choisir une particulière.
Pour notre cas, le choix effectué consiste à étendre l’approche par automate
fini (ou à compteurs) en introduisant une extension pour une présentation
de monoïde (le plan en étant une) : les automates de cartes.
On regarde alors le plan comme une présentation finie de monoïde. Une
présentation finie de monoïde est une paire (G,R) où G est un alphabet fini
et R ⊆ G∗×G∗ est l’ensemble des relateurs. Le monoïde G = 〈G,R〉 associé
à la présentation est le plus grand monoïde qui respecte les relations, i.e.,
pour tout (u, v) ∈ R, u = v dans ce monoïde.
En particulier la ligne peut être vue comme la présentation de monoïde
(Z,+) = 〈g, d|gd = dg = ǫ〉 ,
et le plan comme
(Z2,+) = 〈n, s, e, o|ns = sn = eo = oe = ǫ, ne = en〉 .
On introduit l’ensemble des valeurs de test Υ = {0,+} et l’ensemble
des actions Φ = {−, 0,+}. Le test τ : N → Υ est défini par τ(i) = 0 si
et seulement si i = 0. Pour tout k ∈ N, et tout φ ∈ Φk, la modification
θφ : N
k → Nk est définie, pour tout v ∈ Nk et i ∈ J0, k − 1K, par :
θφ(v)(i) =


max(0, v(i)− 1) si φ(i) = −
v(i) si φ(i) = 0
v(i) + 1 si φ(i) = +
Un automate A à k compteurs sur un alphabet G est un quintuplet
(G, k,Q, q0, γ) où k ∈ N est le nombre de compteurs, Q est l’ensemble fini
d’états, q0 ∈ Q est l’état initial et γ : Q×Υk ×G→ Q× Φk la fonction de
transition. Cette fonction peut être étendue en une action f de G sur Q×Nk
par f(q, v, ǫ) = (q, v) et f(q, v, za) = (q′′, θφ(v′)) où f(q, v, z) = (q′, v′) et
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γ(q′, τ(v′), a) = (q′′, φ) pour tout q ∈ Q, v ∈ Nk, z ∈ G∗ et a ∈ G. Un au-
tomate de carte à k compteurs sur une présentation de monoïde G = 〈G,R〉
(noté k-ACC ) est au automate de carte à k compteurs sur l’alphabet G dont
l’action est compatible avec la structure du monoïde. Plus formellement, pour
tout z ∈ G∗, z′, z′′ ∈ R, f(q0, 0, zz′) = f(q0, 0, zz′′).
Sous cette condition, on peut transférer l’action obtenue sur G en une
cartographie g : G → Q×Nk, pour tout z ∈ G, par g(z) = f(q0, 0, z). Pour un
automate A, la hauteur de compteur minimale (resp. maximale) est définie
par minp(z) = mini∈Zk vi (resp. maxp(z) = maxi∈Zk vi) où g(z) = (q, vi).
Deux points distincts z, z′ ∈ G sont indistinguables par A si g(z) = g(z′).
Comme les transitions ne dépendent que du fait que les compteurs soient
vides ou non, on appelle points discriminants pour A les éléments z ∈ G
vérifiant minp(z) = 0. Pour finir, une composante connexe Z ⊆ G est dite
indépendante pour A si {minp(z) | z ∈ Z} est un sous ensemble infini (et
donc non borné) de N+. On étend également la notion de périodicité aux
automates de la façon suivante : un automate de carte est périodique de
période z ∈ G \ {ǫ} si sa cartographie est périodique selon cette période,
i.e., g(z′) = g(z′z) pour tout z′ ∈ G. Il est alors possible de caractériser la
régularité d’un automate de carte à l’aide de sa cartographie :
Lemme 1.3.1. Un k-ACC A sur un groupe G est périodique si et seulement
s’il admet deux éléments indistinguables par A.
Démonstration. Soit A un k-ACC sur un groupe G. S’il est périodique de
période z ∈ G alors ǫ et z sont indistinguables par A. Réciproquement, soit
z, z′ ∈ G deux points indistinguables par A alors z′ − z est un vecteur de
périodicité de A. 
Soit § un ensemble fini. Pour plonger la cartographie de A dans l’espace
des colorations ΣZ
2
, on introduit une fonction de coloriage φ : Q → Σ que
l’on étend sur Q × Nk par, pour tout (s, v) ∈ Q × Nk, φ(s, v) = φ(s). La
coloration engendré par A selon φ est la coloration c ∈ ΣG définie par, pour
tout z ∈ G, c(z) = φ(g(z)). On appelle G-k-peinture une coloration engendrée
par un k-ACC sur G.
Pour caractériser l’ensemble des G-k-peintures, on introduit la translation
d’une coloration c ∈ QG par un vecteur z ∈ G comme étant la coloration
cz ∈ Q
G définie par cz(z′) = c(zz′) pour tout z ∈ G.
Lemme 1.3.2. Pour tout groupe G et tout entier k, l’ensemble des G-k-
peinture est stable par translation.
Démonstration. Soit c une coloration engendrée par un k-ACC (G, k,Q, q0, γ)
selon φ. On considère un élément z ∈ G et on note mz = maxc(z). Afin
d’introduire une portion de l’information des compteurs dans les états, on
introduit les fonctions b : N → J0,mzK et t : N → N définies par, pour
tout n ∈ N, b(n) = min(mz, n) et t(n) = max(0, n − mz). On étend de
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façon canonique ces fonctions sur Nk. On définit l’encodage e : Q × Nk →
Q × J0,mzK
k × Nk par e(q, v) = ((q, b(v)), t(v)) pour tout (q, v) ∈ Q × Nk.
Soit A′ le k-ACC (G, k,Q × J0,mzK , q′0, γ
′) construit de tel sorte que, sa
cartographie g′ vérifie g′(z) = e(g(z)) pour tout z ∈ G (en particulier, q′0 est
la première composante de e(g(z))). Le translaté cz de c par z est la coloration
engendrée par A′ selon la fonction de coloriage φ′ : Q× J0,mzK
k → § définie
par φ′(q, t) = φ(q) pour tout (q, t) ∈ Q× J0,mzK
k

Une autre propriété importante des peintures est que, comme le com-
portement d’un automate de carte ne dépend pas de la hauteur de la pile
si celle ci est non vide, les colorations engendrées présentent de très fortes
régularités :
Lemme 1.3.3. Soit c une coloration engendrée par un k-ACC A sur un
groupe G. Soit Z ⊆ G une composante connexe indépendante pour A. Dans
ce cas, il existe une G-0-peinture c′ vérifiant c|Z = c
′
|Z .
Démonstration. Soit A un k-ACC (G, k,Q, q0, γ) et Z ⊆ G une composante
connexe indépendante. Soit un état de départ q′0 présent dans Z avec des
tailles de compteurs quelconque. Pour tout q ∈ Q, on note Zq l’ensemble
des points dont l’image par la cartographie contient l’état q (i.e. Zq = {z ∈
Z | g(z) = (q, v), v ∈ Nk}). Comme Q est fini et Z indépendante, il existe
un q′0 tel que {minp(z) | z ∈ Zq0} est infini. Considérons le 0-ACC A
′ =
(G, 0, Q, q′0, γ) obtenu en « oubliant » les compteurs ; c’est-à-dire γ
′(q, a) =
γ(q,+k, a) pour tout q ∈ Q et a ∈ G. Avant toute chose, il faut prouver que
A′ est bien un 0-ACC. Soit z ∈ G∗ et (z′, z′′) ∈ R. On note N la longueur
maximale des chemins zz′ et zz′′ (formellement, N = max(|zz′|, |zz′′|)). Par
construction, on peut choisir un zN ∈ Zq0 vérifiant minc(zN ) > N ce qui
implique l’absence de point discriminant sur le chemin de zN à zNzz′. On en
déduit γ′(q0, zz′) = q où (q, n) = γ(g(zN ), zz′). Il est en de même pour zz′′.
Il est alors possible de conclure en prenant n’importe quel élément z0 ∈ Zq′
0
.
Par l’indépendance de Z, c′(z) = c(z0z) pour tout z ∈ Z. Il ne reste plus
alors qu’à appliquer le lemme 1.3.2. 
Les G-k-peintures définissent donc une hiérarchie croissante suivant k de
colorations sur une présentation de monoïde G.
1.3.2 Cas de Z
En regardant Z comme le monoïde
(Z,+) = 〈g, d|gd = ǫ, dg = ǫ〉 ,
muni du morphisme canonique d = 1, il est possible de montrer que les
Z-0-peintures et les Z-1-peintures correspondent respectivement aux confi-
gurations périodique et ultimement périodiques.
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Proposition 1.3.4. Les Z-0-peintures sont exactement les configurations
périodiques de Z.
Démonstration. Soit la cartographie g : Z → Q d’un 0-ACC A. Comme Q
est fini, il existe deux éléments indistinguables par A. D’après le lemme 1.3.1,
l’automate est périodique.
Réciproquement, soit c une coloration périodique de Z de période u ∈ Z+.
On considère l’automate de carte à 0 compteur A = (Z, 0, Zu, 0, δ) avec
δ(i, g) = (i − 1) et δ(i, d) = (i + 1). Ainsi, c est la configuration engendrée
par A selon la fonction de coloriage φ : i 7→ c(i). 
Proposition 1.3.5. Les Z-1-peintures sont exactement les configuration ul-
timement périodique de Z.
Démonstration. Soit la cartographie g : Z→ Q×N d’un 1-ACC A. Comme
les 0-ACC sont des 1-ACC, il est possible, sas perte de généralité, de se
restreindre au cas g injectif, i.e., sans points indistinguables. Dans ce cas,
il existe k ∈ N tel que g−1(Q × {0}) ⊆ J−k, kK. Par le lemme 1.3.1, g
est périodique sur K−∞,−kJ et Kk,+∞J. Il s’en suit que c est ultimement
périodique.
Réciproquement, soit c une configuration ultimement périodique de Z de
période u ∈ Z+ et de défaut k ∈ N. On considère le 1-ACC sur l’alphabet
J−k − u, k + uK dont la cartographie vérifie, pour tout i ∈ Z,
g(i) =


(i, 0) si |i| ≤ k + u
((i− k)[u] + k, ⌊ i−ku ⌋) si i > k + u
((i+ k)[u]− k − u, ⌊k−iu ⌋) si i < −k − u
La configuration engendrée par A selon le coloriage φ : i 7→ c(i) est c. 
À partir de deux compteurs, on peut difficilement espérer obtenir des
colorations simples : Un automate fini à deux compteurs peut simuler n’im-
porte quelle machine de Turing (voir M. Minsky [39]). K. Morita [41] a
ensuite montré qu’il est suffisant de se restreindre aux automates réversibles.
De ce fait, il n’est guère surprenant que n’importe quel langage récursive-
ment énnumérable puisse être encodé dans de telles machines et par analogie
dans les Z-2-peintures.
Proposition 1.3.6. Il existe des Z-2-peintures ∅′-complètes.
Idée de la preuve. Soit K un langage ∅′-complet contenant 0. Soit (ni)i∈N
une énumération calculable des éléments de K vérifiant n0 = 0. Il existe une
fonction calculable injective qui sur l’entrée ni calcule ni+1. En combinant la
construction de K. Morita [41] avec les techniques présentées dans [32], il
est possible de construire un automate fini réversible à deux compteurs sur
l’espace d’états SA ∪ {sα, sω} tel que, pour tout i ∈ N, partant de la confi-
guration (sα, (ni, 0)) l’évolution de l’automate s’arrête dans la configuration
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(sω, (ni+1, 0)). Il est également possible de construire un automate fini à deux
compteurs réversible sur l’ensemble d’états SB∪{sα, sω} qui, pour tout i ∈ N,
partant de la configuration (sω, (ni, 0)) atteint et s’arrête dans la configura-
tion (sα, (ni, 0)) après exactement 2ni étapes. L’union disjointe de ces deux
automates est un 2-ACC A sur l’ensemble d’état S = SA ∪ SB ∪ {sα, sω}
qui simule le fonctionnement des deux machines. La fonction de transition
est définie par l’application de la transition de l’automate fini à compteur
sur le générateur d et par son inverse sur le générateur g. Si on applique la
fonction de coloriage φ : S → {0, 1} vérifiant, pour tout s ∈ S, φ(s) = 1 si
et seulement si s ∈ SB ; alors la coloration c de A par φ contient le facteur
012n0 si et seulement si n ∈ K. 
1.3.3 Cas de Z2
En assimilant Z2 au monoïde
(Z2,+) = 〈n, s, e, o|ns = ǫ, sn = ǫ, eo = ǫ, oe = ǫ, ne = en〉 ,
munit du morphisme canonique e =
(
1
0
)
et n =
(
0
1
)
, il est possible de faire
mettre en relation Z2-k-peintures et fond, particules et collisions. Les dé-
monstrations de ces propriétés tirent partie des liens entre Z et Z2 qui trans-
pirent sur les peintures :
Lemme 1.3.7. Chaque ligne (resp. colonne) d’une Z2-k-peinture est une
Z-k-peinture.
Démonstration. Soit une Z2-k-peinture c, la restriction de c à {0}×Z (resp.
Z×{0}) est une Z-k-peinture. Le résultat peut s’étendre sur n’importe quelle
colonne (resp. pile) par application du lemme 1.3.2. 
En combinant ce lemme et les résultats obtenu dans la section précédente,
il est alors possible de caractériser finement les peintures de Z2.
Théorème 1.3.8. Les fonds correspondent aux Z2-0-peintures.
Démonstration. Soit g : Z2 → Q la cartographie d’un 0-ACC A. Comme Q
est fini, il existe deux éléments indistinguables par A. De ce fait, la coloration
n’est constituée que d’un nombre fini de lignes ou colonnes. En appliquant
le lemme 1.3.7 et la proposition 1.3.4, on conclu que chacune est périodique.
Réciproquement, soit c une coloration de Z2 bipériodique. En toute gé-
néralité, on peut supposer que
(
m
0
)
et
(
0
n
)
sont des périodes. Soit le 0-ACC
A = (Z2, 0,Zm × Zn, 0, δ) où δ(e)(x, y) = (x+ 1, y), δ(n)(x, y) = (x, y + 1).
c est la coloration engendrée par A′ selon le coloriage φ : (x, y) 7→ c(x)(y)
pour tout x, y ∈ Zm × Zn. 
Théorème 1.3.9. Les particules correspondent aux Z2-1-peintures.
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Démonstration. Soit c une Z2-1-peinture. Par l’absurde, si c n’est pas pé-
riodique, le lemme 1.3.7 permet d’en déduire que toutes les lignes de c sont
des Z-1-peintures non périodiques. Le lemme 1.3.1 impose que chaque ligne
contienne au moins un élément discriminant, ce qui contredit la finitude de
Q×{0}. On en déduit c est composé d’un nombre fini de lignes (ou colonnes)
qui sont des Z-1-peintures. La proposition 1.3.5 permet de conclure que c est
une particule.
Réciproquement, soit c une particule de période u =
(
x
y
)
. Quitte à échan-
ger les axes, on peut supposer y > 0. De par le lemme 1.3.7, c est com-
posé d’un nombre fini de lignes ultimement périodiques. En toute généralité,
toutes les lignes ont une période u ∈ N+ égale au défaut et vérifiant u > x.
En appliquant la même méthode que dans la proposition 1.3.5 au bloc entier
de lignes, on construit A le 1-ACC sur l’alphabet J−2u, 2uK × Zy dont la
cartographie vérifie g(i, j) = g˜(i+ ⌊ jy ⌋x, j[y]) pour tout i, j ∈ Z où :
g˜(˜ı, ı˜) =


((˜ı, ı˜), 0) si |˜ı| ≤ 2u
((˜ı[u] + u, ı˜), ⌊ ı˜u⌋ − 1) si ı˜ > 2u
((˜ı[u]− 2u, ı˜), ⌊−ı˜u ⌋ − 1) si ı˜ < −2u
On remarque alors que la coloration engendré par A selon le coloriage φ :
(i, j) 7→ c(i)(j) est égale c. 
Proposition 1.3.10. Il existe une Z2-2-peinture ∅′-complète.
Démonstration. Cette propriété découle directement de la proposition 1.3.6
car il est possible d’étendre de façon périodique n’importe quelle Z-2-peinture
en une Z2-2-peinture. Il suffit d’étendre la règle de transition par l’identité
sur les générateurs n et s. 
Ce dernier résultat semble réduire à néant les espoir de mettre en relation
les collisions avec des peintures de Z2. Cependant, un regard sur les peintures
complexes construites dans la proposition précédente permet d’en extraire
une caractéristique commune : les peintures complexes présentés possède un
vecteur de périodicité et ne sont donc pas de « véritables » objets bidimen-
sionnels comme le sont les collisions. Cette observation permet d’obtenir une
caractérisation fine des collisions.
Dans la suite, une boule de rayon r ∈ N+ et de centre (x, y) ∈ Z2 qui cor-
respond à l’ensemble Jx− r, x+ rK× Jy − r, y + rK. Par soucis de concision,
la mention du centre sera omise si celui-ci est (0, 0).
Théorème 1.3.11. Toute collision est une Z2-2-peinture.
Démonstration. Soit c une collision. La construction un 2-ACC engendrant
cette coloration de fait séparément sur les quatre quarts du plan. On se place
dans le cas du quart nord du plan. Pour tout k ∈ N, le mot nord de hauteur
k w(k) est défini par w(k) = c|J−k,kK×{k}. Il existe un entier K ∈ N tel que
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pour tout k > K, w(k) est inclus dans un ensemble de cônes (i.e. évite
la perturbation centrale). Comme le nombre de cônes est fini et que toute
portion dans un cône est périodique, il existe un entier l ∈ N multiple de
tous les vecteurs de périodicité intervenants dans les cônes rencontrés. On
en déduit un entier n et (2n + 1)l mots finis a(l′,n′) ∈ Q
∗ pour l′ ∈ Zl et
n′ ∈ J0, nK et b(l′n′) ∈ Q
∗ pour l′ ∈ Zl et n′ ∈ J0, n− 1K tels que pour tout
l′ ∈ Zl et k ∈ N vérifiant kl > K, on a la caractérisation suivante :
w(kl + l′) = a(l′,0)b
k
(l′,0)a(l′,1) . . . a(l′,n−1)b
k
(l′,n−1)a(l′,n) .
Intuitivement, les mots a correspondent aux particules et les mots b corres-
pondent aux fonds. La régularité d’une telle caractérisation tient au fait qu’il
est toujours possible de prendre un multiple commun.
À partir de cette caractérisation et en utilisant des techniques similaires
à celles employées dans la preuve du théorème 1.3.9, on construit un 2-ACC
dont les états sont l’ensemble de toutes les lettres des mots (2n+1)l et dont
la cartographie associe comme état à n’importe qu’elle élément du quart nord
la lettre qui lui correspond dans la caractérisation. De plus, la cartographie
peut être choisie telle que pour tout élément dans w(kl + l′), les compteurs
soient (0, k) (resp. (k, 0)) pour les lettres des mots a(l′,2i) (resp. a(l′,2i+1)) et
(i, i − k) (resp. (j − k, j)) pour toutes les lettres de la j-ème répétition du
mot b(l′,2i) (resp. b(l′,2i+1)). Intuitivement, les lettres servent à coder dans
quelle particule ou fond on se situe et les compteur donnent la position dans
cet élément : la somme des deux compteurs indique la hauteur du mot et
dans un fond leur valeur sert à décompter le nombre de répétitions du fond
avant de rencontrer la particule suivante. Comme les compteurs ne peuvent
être incrémentés ou décrémentés que d’une unité au plus, il est nécessaire
alterner l’utilisation du premier et de la deuxième compteur.
Une fois cette construction effectuer sur les quatre quarts du plan, il reste
à combiner ces constructions. Il suffit alors de remarquer que les contacts
entre les différentes constructions ont lieu uniquement sur les diagonales.
Les conditions de recollement s’expriment alors sous la forme de l’égalité des
quatre valeurs de l (il suffit de prendre un multiple commun) et sur la parité
du nombre de particules dans chaque quart de plan (il suffit d’introduire des
particules fantômes).
On conclu en remarquant qu’il ne reste plus que les points situés dans le
boule de rayon K et que ces points sont en nombre fini. 
Théorème 1.3.12. Toute Z2-2-peinture apériodique est une collision.
Démonstration. Soit A un 2-ACC (Z2, 2, Q, q0, γ) apériodique. Dans ce cas,
le lemme 1.3.1 induit que sa cartographie g est injective. L’idée intuitive
de la preuve est de montrer que la coloration induite est structurée par les
éléments discriminants, cette structuration donnant la perturbation ainsi que
les particules.
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Une première étape est de montrer que ces points ne peuvent pas être
isolés. Plus spécifiquement, si une boule B de centre c ∈ Z2 et de rayon
r ∈ N contient n points discriminants alors la boule B′ de centre c et de
rayon r + |Q|+ 1 en contient au moins n+ 1 point discriminants.
bg
hd
z z′
Fig. 1.17 – Chemins pour trouver un nouveau point discriminant
Par l’absurde, on suppose que B contient n points discriminants et que
B′ n’en contient aucun qui ne soit pas dans B. On note par bg (resp. hg,
hd) un point discriminant de B qui est le plus en bas à gauche (resp. en
haut à gauche, en haut à droite) comme par exemple dans la figure 1.17.
Sans perte de généralité, on peux supposer que les points bg et hd ont tous
les deux le premier compteur vide. Parmi les points situés à gauche de bg
({bg −
(
i
0
)
| i ∈ N}), la finitude de S implique l’existence de z, z′ ∈ B′ \ B
vérifiant f(z) = (q, (a0, a1)) et f(z′) = (q, (b0, b1)) pour q ∈ Q et tel que z soit
à gauche de z′. Sous ces conditions, le chemin ri0 de z′ à bg ne rencontre aucun
point discriminant avant bg. Le même chemin emprunté depuis z′ vérifiant
la même propriété, on en déduit a0 − (b0 − 0) > 0. Le même raisonnement
appliqué au chemin allant de z′ à hg dans B′ en évitant B (voir Fig. 1.17)
induit la contradiction b0 − (a0 − 0) > 0
On peut alors montrer que ces points discriminants se répartissent entre
une boule finie B, et un ensemble fini de demi-droites issues de cette boule.
Soit B la boule contenant tous les points discriminants dont le compteur
non nul est inférieur à (|S|+1)3. En itérant la propriété précédente, pour tout
point discriminant z ∈ Z2, il existe une boule de rayon (|S|+1)2 centrée sur
z contenant au moins |S| + 1 point discriminants. On en déduit un chemin
de taille (|S| + 1)3 contenant |S| + 1 point discriminants. Si deux points
discriminants ont un compteur vide distinct, z est dans B. Sinon, la finitude
de Q impose l’existence de deux éléments za et zb sur cette chaîne vérifiant
f(za) = (q, (a, 0)) et f(zb) = (q, (b, 0)) avec q ∈ Q et a, b ∈ N+, a < b. Soit
z ∈ G∗ la portion du chemin de za à zb. Comme f(zazn) = (s, (a−n(b−a), 0))
pour tout n ∈ N tel que (a− n(b− a) > (|S|+ 1)3, on en déduit que za est
sur une demi-droite issue d’un point de B et dont la pente est caractérisée
par le point dans la boule et par la valeur b− a. Ces deux éléments étant en
nombre fini, il en est de même pour les demi-droites.
De même que précédemment, on peut montrer que tout point z ∈ Z2 vé-
rifiant minc(z) < N a au moins un point discriminant à distance inférieure à
1.3. Robustesse des définitions 31
N(|S|+1). Ce résultat nous permet de déduire que les composantes connexes
entre deux demi-droites consécutives sont indépendantes.
Il ne reste alors plus qu’à ordonner les vecteurs des demi-droites par
pente croissante en un liste finie (ui)i∈Zm . Quitte à prendre des multiples
de ui, les cônes ∢ui(ui−1, ui+1) évitent la boule centrale B et ne contiennent
que des demi-droites de pente ui. Dans ces cônes, tous les points (discrimi-
nants) dans les demi-droites sont ui périodiques ; les autres points sont situés
dans un sous-ensemble indépendant qui est bipériodique par application du
lemme 1.3.1 et du théorème 1.3.8. On en conclu que la coloration est une
collision. 
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Chapitre 2
Systèmes symboliques de
particules et collisions
❈
e chapitre est consacré à l’étude des propriétés algorithmiques des
particules et collisions. En se basant sur des définitions alterna-
tives et syntaxiques de particule et collision, on introduit une opé-
ration syntaxique permettant de manipuler ces objets : le schéma de ligature.
L’étude de cette opération amène à la description d’une procédure algorith-
mique permettant de caractériser les cas où cette opération correspond à une
manipulation sur les colorations respectant les contraintes (théorème 2.3.1).
Sommaire
2.1 Particules et collisions syntaxiques . . . . . . . . 34
2.1.1 Géométrie discrète . . . . . . . . . . . . . . . . . . 34
2.1.2 Patrons . . . . . . . . . . . . . . . . . . . . . . . . 36
2.1.3 Patrons et décidabilité . . . . . . . . . . . . . . . . 41
2.2 Ligatures . . . . . . . . . . . . . . . . . . . . . . . 43
2.2.1 Représentation symbolique . . . . . . . . . . . . . 43
2.2.2 Schémas de ligature . . . . . . . . . . . . . . . . . 44
2.2.3 Pondérations . . . . . . . . . . . . . . . . . . . . . 46
2.3 Validité des schémas de ligature finis . . . . . . 48
2.3.1 Résolution . . . . . . . . . . . . . . . . . . . . . . . 48
2.3.2 Un exemple complet . . . . . . . . . . . . . . . . . 52
2.3.3 Expressivité des schémas de ligature finis . . . . . 54
34 Chapitre 2 : Systèmes symboliques de particules et collisions
2.1 Particules et collisions syntaxiques
Cette section présente des définitions syntaxiques pour les particules et
collision qui permettent d’obtenir des objets finis et manipulables. Ces défi-
nitions prennent appui sur des notions de géométrie discrète présentées dans
le cadre des colorations.
2.1.1 Géométrie discrète
Dans toute cette section, on se place dans l’espace ΣZ
2
. Une forme F est
un sous-ensemble de Z2. Un motif M qui est une application partielle de
Z2 dans Σ. On note Sup(M) le support du motif. Un motif est fini si son
support l’est. On remarquera que le support d’un motif est une forme. On
note également M|F la restriction du motif M à la forme F .
Dans toute la suite, des variations de la version discrète du théorème
de Jordan [34] seront implicitement utilisés. Deux points
(
x
y
)
,
(
x′
y′
)
∈ Z2 sont
4-connectés si
(|x−x′|
|y−y′|
)
∈
{(
1
0
)
,
(
0
1
)}
, 8-connectés si
(|x−x′|
|y−y′|
)
∈
{(
1
0
)
,
(
0
1
)
,
(
1
1
)}
.
Une forme F est 4-connexe, resp. 8-connexe, si pour toute paire de points
z, z′ ∈ P , il existe un chemin 4-connecté, resp. 8-connecté de points de P
entre z et z′ (voir figure 2.1). Le théorème de Jordan discret énonce que toute
courbe fermée 4-connectée non vide sépare le plan en formes 8-connexes. Plus
généralement, une frontière est une forme 4-connectée qui sépare le plan en
n bords 8-connexes.
(a) une forme 4-connexe (b) une forme 8-connexe
Fig. 2.1 – Connexité, frontières et bords
Le translaté d’un motif M par un vecteur v ∈ Z2 est le motif v ·M défini,
pour tout z ∈ Sup(M), par (v ·M)(z + v) = M(z). De même, pour deux
motifs de supports disjoints M et M ′, l’union disjointe de ces motifs comme
étant le motif M ⊕M ′ suivant :
(M ⊕M ′)(z) =
{
M(z) si z ∈ Sup(M)
M ′(z) si z ∈ Sup(M ′)
.
Dans le cadre des pavages, une contrainte est un couple (V,̥) où V est
une forme finie et ̥ un sous ensemble de V Σ qui correspond à l’ensemble des
motifs autorisés. Un motif M satisfait la contrainte (V,̥) si pour tout vec-
teur z, si V ⊆ Sup(z ·M) alors (z ·M)|V ∈ ̥. Un coloriage étant un cas par-
ticulier de motif, on peut parler d’un coloriage satisfaisant une contrainte ou
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M
(
1
1
)
·M M ⊕ (
(
1
1
)
·M)
Fig. 2.2 – Motifs et opérations de bases
encore valide. Cette définition coïncide avec la notion de diagramme espace-
temps valide si on considère la contrainte induite par l’automate cellulaire.
Pour une forme F , on appelle voisinage de F sous la contrainte (V,̥) la
forme ∂F = F ∪ {f + v|f ∈ F, v ∈ V }.
La notion de motif valide est préservée par translation mais pas par
union disjointe. Le problème vient du fait que les contraintes impliquent de
regarder sur un certain voisinage. Pour obtenir une méthode de construction
préservant les contraintes, il est suffisant d’imposer un recouvrement partiel
des différents motifs utilisés. On obtient alors un patchwork comme présenté
dans la figure 2.3.
coloriage coloriage modèle patchwork
Fig. 2.3 – Patchwork
Définition 2.1.1. Soit M un ensemble de motifs satisfaisant la contrainte
(V,̥). Un patchwork de M respectant (V,̥) est une coloration c définie,
pour tout z ∈ Z2 par c(z) = ξ(z)(z) où ξ : Z2 → M est le modèle du
patchwork qui vérifie les conditions :
– pour tout M ∈M, ∂ξ−1(M) ⊆ Sup(M) ;
– pour tout z ∈ Z2, v ∈ V, ξ(z)(z + v) = ξ(z + v)(z + v).
Lemme 2.1.2. Soit M un ensemble de motifs satisfaisant la contrainte
(V,̥). Tout patchwork c de M respectant (V,̥) est valide.
De ce fait, le notion de patchwork semble adaptée pour construire des
colorations valides à partir de motifs valides.
Proposition 2.1.3. Soit c un ensemble de colorations valides. L’ensemble
des patchworks sur c est un compact stable par application de l’opération de
patchwork.
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Démonstration. Soit c un ensemble de colorations valides et (ci)i∈N une suite
de patchworks. Par compacité de l’espace des colorations, il existe une va-
leur d’adhérence c qui est une coloration. Soit une sous suite convergente
(cσ(i))i∈N. On considère le modèle obtenu de la manière suivante : pour
chaque point p ∈ Z2 , la valeur du modèle est celle d’une coloration cσ(j)
qui coïncide avec c sur le voisinage de p. Le modèle obtenu est celui du
patchwork c. 
L’opération de patchwork définie, se pose alors la question de l’existence
d’un ensemble simple de pavages valides dont la clôture par patchwork donne
l’ensemble des pavage valides. De par l’indécidabilité de la pavabilité du
plan, il n’existe pas de méthode pour construire un tel ensemble à partir
des contraintes. Ce résultat conforte l’idée de se restreindre uniquement à
un sous-ensemble des pavages valides en se fixant des limites sur l’ensemble
dont on regarde la clôture.
2.1.2 Patrons
À l’aide des outils définis précédemment, il est possible de donner des
définitions syntaxiques de fonds, particules et collisions. Ces définitions (ap-
pelées patrons) permettent d’obtenir une description finie et complète de ces
objets. De plus, ces définition coïncident avec celles données dans le chapitre
précédemment. Dans toute cette partie, on suppose fixée la contrainte (V,̥).
Définition 2.1.4. Un patron de fond (voir Fig. 2.4a) est un triplet (M,u, v)
où M est un motif fini et u, v ∈ Z2 deux vecteurs non colinéaires tels que
F =
⊕
i,j∈Z2(iu+ jv) ·M est une coloration valide. F est appelée coloration
associée au patron de fond.
v
u
u
C
B B
′
I
C
P1
P2
P3
B1
B2
B3
I
(a) Fond (b) Particule (c) Collision
Fig. 2.4 – Patrons
Proposition 2.1.5.
– La coloration associée à un patron de fond est un fond ;
– Pour tout fond F il existe un patron de fond dont il est la coloration
associée.
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Démonstration. Soit F une coloration associée à un patron de fond (M,u, v).
Par construction, F est périodique selon u et v.
Réciproquement, soit F un fond caractérisé par u et v. On considère
le quotient de Z2 par la relation d’équivalence par translation selon u et
v (i.e., pour tout x, y ∈ Z2, x ≡ y si et seulement si il existe n,m ∈ Z,
x = y+ nu+mv). Comme cet ensemble est fini, on peut prendre une forme
finie F qui contient un représentant de chaque classe de ce quotient. Dans ce
cas, (F|F , u, v) est un patron de fond dont la coloration associée est F. 
Un point remarquable est que la correspondance entre patron de fond
et fond n’est pas injective. Le patron étant un objet syntaxique, il est alors
possible de s’intéresser aux résultats de manipulation sur un fond.
Définition 2.1.6. Le translaté d’un fond (M,u, v) par un vecteur t ∈ Z2
est le fond (u ·M,u, v).
La propriété que l’objet définit est bien un fond est évidente. Pour la
définition de particule, un lemme préliminaire est nécessaire : ce lemme sert
à montrer le résultat intuitif qu’une particule peut se décomposer à l’aide de
fonds.
Lemme 2.1.7. Une particule est composée d’une portion périodique de lar-
geur finie séparant deux fonds.
⇒
Fig. 2.5 – Décomposition d’une particule
Démonstration. Soit une particule caractérisée par le couple (u, v) ∈ Z2.
Comme u est un vecteur de périodicité, il n’existe (à un shift près) qu’un
nombre fini de mots extraits suivant v. Il en résulte donc que seule une
portion de largeur bornée du diagramme n’est pas bipériodique. Quitte à
faire grossir cette portion, elle sépare le plan en deux portions connexes.
Dans chacune de ces portions, le coloriage est bipériodique. 
Définition 2.1.8. Un patron de particule (voir Fig. 2.4b) est un quadruplet
(M,u,F,F′) où M est un motif fini, u ∈ Z2 un vecteur, F et F′ deux patrons
de fond tels que :
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1. le support de I =
⊕
k∈Z ku ·M est une frontière avec deux bords (G et
D) ;
2. P = F|G ⊕ I ⊕ F
′
|D est une coloration valide ;
3. la fonction ξ : z 7→


F si z ∈ G
P si z ∈ Sup(I)
F′ si z ∈ D
est le modèle d’un patchwork.
Ce patchwork (qui est égal à P) est appelé coloration associée au patron
de particule.
Cette définition fait ressortir de façon explicite la portion I qui n’est pas
bipériodique, appelée perturbation dans la suite. Comme pour le cas du fond,
les patrons de particules correspondent aux particules.
Proposition 2.1.9.
– La coloration associée à un patron de particule est une particule ;
– Pour toute particule P il existe un patron de particule dont elle est la
coloration associée.
Démonstration. Soit P la coloration associée à un patron de particule
(M,u,F,F′). Comme F et F′ sont bipériodiques, il existe un entier k ∈ N+
tel que ku soit un vecteur de périodicité de ces deux fonds. ku est un vecteur
de périodicité de P. De même, il existe un vecteur v, non colinéaire à u qui
est à la fois une période de F et de F′. Ce qui permet de conclure que P est
une particule caractérisée par u et v.
Réciproquement, soit P une particule caractérisée par u et v. D’après le
lemme 2.1.7, La particule se décompose en deux fonds F et F′ et une bande
u-périodique de largeur finie. Quitte à agrandir cette bande, elle forme une
frontière avec deux bords et englobe une portion de chaque fond assurant que
pour tout point à l’extérieur de cette bande, son voisinage ne contient que
le fond correspondant. Comme cette bande est u-périodique et de largeur
finie, elle peut-être générée par un motif fini M . La coloration obtenu est
bien celle associée au patron de particule (M,u,F,F′). 
Encore une fois, la correspondance entre patron et particule n’est pas
injective.
Définition 2.1.10. Le translaté d’une particule (M,u,F,F′) par un vecteur
t ∈ Z2 est la particule (t ·M,u, t · F, t · F′).
Comme dans le cas précédent, la définition de collision est mieux comprise
à l’aide d’un lemme permettant d’obtenir la décomposition intuitive d’une
collision en particules et fonds.
Lemme 2.1.11. Soit C une collision munie d’une caractérisation normale
(ui)i∈Zm. Cette collision peut se décomposer en m particules réparties dans
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les cônes ∢ui(ui−1, ui+1) pour tout i ∈ Zm et une perturbation finie. De plus,
deux particules consécutives ont un fond commun qui remplit l’intersection
des deux cônes correspondants.
⇒
Fig. 2.6 – Décomposition d’une collision
Démonstration. Soit C une collisions munie d’une représentation normale
(ui)i∈Zm . On peut voir le plan comme la réunion des portions (non dis-
jointes) ∢ui(ui−1, ui+1) pour tout i ∈ Zm et d’une portion finie. Pour tout
i ∈ Zm, la portion ∢ui(ui−1, ui+1) peut être divisée en trois sous portions :
∢ui(ui−1, ui+1)∩∢ui+1(ui, ui+2), ∢ui(ui−1, ui+1)∩∢ui−1(ui−2, ui) et le reste.
Sur les deux premières portions, le coloriage est bipériodique (selon ui et ui+1
pour la première, ui et ui−1 pour la seconde) alors que la dernière est une
bande ui périodique de largeur constante. De ce fait, chaque cône contient la
restriction d’un particule. On peut noter que la décomposition en particules
impose l’égalité d’un fond pour tout couple de particules associées succes-
sives. Il reste alors uniquement une portion finie qui n’appartient à aucun
cône. 
Définition 2.1.12. Un patron de collision (voir Fig. 2.4c) est un couple
(M,L) où M est un motif fini et L = (Pi)i∈Zm une liste de patrons de
particule Pi = (Mi, ui,Fi,F′i) vérifiant :
1. pour tout i ∈ Zm,Fi = F′i+1 ;
2. le support de I = M ⊕
⊕
i∈Zm,k∈N
kui ·Mi est une frontière avec m
bords ;
3. pour tout i ∈ Zm, le support de M ⊕
⊕
k∈N(kui ·Mi⊕kui+1 ·Mi+1) est
une frontière avec deux bords (on note Bi celui situé à gauche de Pi) ;
4. C = I ⊕
⊕
i∈Z Fi|Bi est une coloration satisfaisant les contraintes ;
5. la fonction ξ : z 7→


M si z ∈ Sup(M)
Pi si z ∈ Sup(
⊕
k∈N kui ·Mi)
Fi si z ∈ Sup(Bi)
est le modèle
d’un patchwork.
Ce patchwork est appelé coloration associée au patron de la collision.
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Bien qu’elle semble plus complexe que dans les cas précédents, la défi-
nition de patron de collision peut être décomposée en plusieurs parties. La
première condition requiert que deux particules consécutives aient un fond
commun. Les deux conditions suivantes servent à assurer que les particules
forment une étoile centrée sur la perturbation. Le condition suivante de-
mande que le résultat soit valide et la dernière condition assure l’existence
de marges dans l’assemblage des particules. De la même façon que pour la
particule, cette définition fait apparaître explicitement la portion non pério-
dique I, la perturbation.
Proposition 2.1.13.
– La coloration associée à un patron de collision est une collision ;
– Pour toute collision C il existe un patron de collision dont elle est la
coloration associée.
Démonstration. Soit C la coloration associée à un patron de collision
(M, (Mi, ui,Fi,F
′
i)i∈Zm). On veut montrer que c’est une collision de caracté-
risation normale (kiui)i∈Zm pour certains ki ∈ N
+. Pour i ∈ Zm, on considère
le cône ∢ui(ui−1, ui−1). Comme M est fini, il existe une constante li ∈ N
+
telle que ∢liui(ui−1, ui−1)∩I soit incluse dans
⊕
k∈N k ·Mi. Comme le reste
de ce cône est composé uniquement de fonds, il existe une constante l′i telle
que ∢liui(ui−1, ui−1) soit l
′
iui périodique. On prend alors ki = lil
′
i.
Réciproquement, soit C une collision et (ui)i∈Zm une caractérisation nor-
male de cette collision. D’après le lemme 2.1.11, chaque cône ∢ui(ui−1, ui−1)
contient une particule de période ui. Comme la forme de la perturbation de
la particule sur le cône est une demi-droite, il existe un motif fini Mi telle
que cette forme soit égale à Sup
(⊕
k∈N k ·Mi
)
. De plus, on peut noter que
l’ensemble des points n’appartenant à aucun cône est fini. De la même façon
que pour la particule, quitte à agrandir certains motifs, on obtient un patron
de collision. 
On notera qu’une fois encore le patron d’une collision n’est pas unique.
Définition 2.1.14. Le translaté d’une collision (M, (Pi)i∈Zm) par un vec-
teur t ∈ Z2 est la collision (t ·M, (t ·Pi)i∈Zm).
À l’aide de ces définitions syntaxiques, il est maintenant possible de se
fixer un ensemble de particules et collisions cohérent désigné sous le nom de
système PaCo.
Définition 2.1.15. Un système PaCo est un couple (P,C) ou P est un
ensemble de patrons de particules propres et C un ensemble de patrons de
collisions propres. De plus, pour toute collision (M, (Pi)i∈Zm) ∈ C, pour tout
i ∈ Zm, il existe un patron de particule p ∈ P et un vecteur de déplacement
t ∈ Z2 tel que Pi = t · p.
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Par un abus de notation, on note δ(c, p) ce vecteur bien qu’une telle
notation ne soit pas injective. Cependant, le vecteur désigné sera toujours
déterminé par le contexte. Comme on dispose d’un représantant connonique
pour chaque particule, il est possible de définir une orientation de la particule
à l’aide du vecteur de périodicité. Cette orientation permet de définir la
notion de particule entrante ou sortante d’une collision. Dans le cas des
automates cellulaires, l’orientation est choisie de façon à être dans le sens
des temps croissants.
2.1.3 Patrons et décidabilité
À l’aide des patrons, il est possible de procéder à une étude des questions
de décidabilité pour les fonds, particules et collisions et voir comment on
peut extraire ces éléments.
Un premier point est que l’ensemble des patrons de fonds (resp. parti-
cules, collisions) est récursif.
Proposition 2.1.16. L’ensemble des patrons de fond est récursif.
Démonstration. Soit u, v ∈ Z2 deux vecteurs et M un motif fini. Pour sa-
voir si (u, v,M) est un fond, il faut et il suffit d’effectuer les vérifications
suivantes :
– vérifier que u et v ne sont pas colinéaires ;
– vérifier que le support de M pave bien le plan en le répétant suivant
les vecteurs u et v (il suffit de vérifier que tous les points de M sont
distincts modulo translation par les vecteurs u et v, et qu’il y a le bon
nombre de points) ;
– vérifier que la coloration obtenue est valide (comme cette coloration
est bipériodique, il suffit de vérifier une portion finie).
Toutes ces vérifications sont récursives. 
Proposition 2.1.17. L’ensemble des patron de particules est récursif.
Démonstration. De même que pour les fonds, on se donne u un vecteur,M un
motif fini et F,F′ deux fonds. Pour vérifier que le support de I =
⊕
k∈Z ku·M
est une frontière avec deux bords, il suffit de vérifier localement du fait de
la u-périodicité. Comme, de plus, les fonds induisent une coloration valide,
il suffit de vérifier un portion finie des zones de contact pour s’assurer de la
validité de la coloration et du patchwork. 
Proposition 2.1.18. L’ensemble des patrons de collisions est récursif.
Démonstration. Le cas de la collision fonctionne exactement de la même
façon que le cas de la particule, il suffit de vérifier localement autour de la
perturbation pour s’assurer que les conditions sont respectées. 
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Les patrons sont donc des descriptions finies et calculables des fonds,
particules et collisions. Il reste néanmoins le problème de l’existence d’un
patron canonique pour un objet fixé. Pour résoudre ce problème, il suffit de
s’intéresser à la décidabilité de savoir si deux patrons sont associées à un
même objet.
Proposition 2.1.19. Savoir si deux patrons de fonds (resp. particules, col-
lisions) sont associés au même fond (resp. particule, collision) est décidable.
Démonstration. La preuve de cette propriété reprend la méthodologie des
trois preuves précédentes. En effet, il suffit de tester sur une portion finie
pour vérifier les conditions des patrons. Cette portion est également suffisante
dans le cas du test d’égalité de toute la coloration. 
En combinant ces résultat, il est possible d’obtenir une proposition sur
la calculabilité des objets définis.
Corollaire 2.1.20. L’ensemble des fonds (resp. particule, collision) est un
ensemble récursif. 
Les résultat précédents peuvent être étendus aux classes d’équivalence
par translation utilisées dans ce mémoire.
Lemme 2.1.21. Savoir si deux fonds (resp. particules, collisions) sont équi-
valents est décidable.
Démonstration. Il suffit de remarquer qu’il n’existe qu’un nombre fini de
translatés possibles pour le fond. Dans le cas des particules et des collisions,
les perturbations nous restreignent également à tester un nombre fini de
translations. 
Corollaire 2.1.22. Savoir si un couple (P,C) est un système PaCo est
décidable.
Ces résultats permettent de manipuler les systèmes PaCo et de vérifier
si un tel objet est correct. Il est également possible d’exhiber une notion de
représentant canonique en prenant le plus petit élément de la classe pour
n’importe quel ordre total induit sur les descriptions finies. Cependant, cette
notion n’est pas nécessaire dans le cadre de ce mémoire.
En regardant de plus près, il est possible de se rendre compte que les
patrons contiennent beaucoup d’informations redondantes. On peut se poser
la question du rôle joué par cette information du point de vue de la décida-
bilité. Sur ce point, il est possible de montrer qu’un changement de point de
vue sur l’énumération des objets peut faire s’effondrer cette décidabilité :
Proposition 2.1.23. Soit Pi une liste de particules. Il est indécidable de
savoir si il existe une collision faisant intervenir exactement ces particules.
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Idée de la preuve. On procède par réduction à partir de l’indécidabilité du
problème de l’arrêt des machines de Turing. On utilise la transformation
usuelle de machine de Turing en un automate cellulaire. On ajoute ensuite
trois particules : deux de ces deux particules sont non parallèle et leur ren-
contre lance un calcul Turing sur l’entrée vide. La dernière particule est émise
si la machine de Turing atteint l’état d’arrêt. On obtient alors bien que la
collision formelle existe si et seulement si la machine de Turing s’arrête. 
2.2 Ligatures
Les patrons permettent de voir les particules et collisions comme des
objets syntaxiques. Cette partie introduit une méthode syntaxique d’assem-
blage de ces objets correspondant à l’assemblage utilisé usuellement.
2.2.1 Représentation symbolique
Pour donner l’intuition de l’opération de ligature, il est nécessaire d’in-
troduire des représentations symboliques visuelles des objets. En effet, même
si les patrons sont des représentations finies, ils peuvent être de très grande
taille et ne sont donc pas adaptés pour servir de support à l’intuition. Pour
avoir une représentation manipulable, l’idée est de s’appuyer sur les défi-
nitions formelles du chapitre précédent et, en particulier, sur les axes de
périodicités. De ce point de vue, le fond est un objet bidimensionnel ; la
particule est unidimensionnelle et la collision est ponctuelle.
Une représentation usuelle de ces trois objets est donc obtenue en pre-
nant les éléments de géométrie ayant le même nombre de dimension et en
ajoutant des couleurs pour les distinguer. Ainsi, les fond sont représentés par
un remplissage uniforme du plan (figure 2.7), les particules sont représentées
par des droites colorées séparant le plan en deux portions remplies avec la
couleur des fonds correspondant. Finalement, les collisions sont représentées
par un point coloré (représentant la perturbation) duquel sort un nombre
fini de demi-droites (représentant les particules) et dont les portions de plan
entre deux demi-droites consécutives sont remplies avec la couleur du fond
correspondant.
(a) Fond (b) Particule (c) Collision
Fig. 2.7 – Représentation des fonds, particules et collisions
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Ces représentations ont comme principale caractéristique d’être continues
et, de ce fait, de laisser de côté les aspects discrets des objets. Ce choix permet
d’introduire une méthode intuitive d’assemblage de collisions mais oblige par
la suite à effectuer un travail supplémentaire pour s’assurer du respect des
contraintes discrètes.
Pour finir, on remarquera que nos représentations ne font pas intervenir
la position de l’origine sur la plan et qu’elles correspondent donc aux classes
d’équivalence des objets par translation.
2.2.2 Schémas de ligature
Si on se fixe deux collisions ayant une particule en commun, une opération
naturelle consiste à « relier » les deux collisions au moyen de cette particule
comme présenté dans la figure 2.8. Cette opération sur les collisions permet
de construire de nouveaux objets et est appelée ligature.
+ →
Fig. 2.8 – Ligature de deux collisions
Cette notion intuitive peut être étendue à un nombre quelconque de colli-
sions dont certains paires sont liées au moyen de ligatures donnant naissance
au schéma de ligature. Un moyen simple de décrire de tels assemblages est
d’utiliser un graphe dont les sommets sont des collisions et les arêtes des
particules (voir figure 2.9). Le problème qui se pose alors est la représenta-
tion des particules qui ne sont pas utilisées dans des ligatures et sont de ce
fait uniquement liées à une collision. Pour ces particules, la solution retenue
est d’introduire un sommet ⊥ correspondant intuitivement à l’infini et de
voir ces particules comme des arêtes entre ce sommet et la collision dont est
issue la particule. Comme il est possible d’avoir plusieurs copies de la même
particule ou collision dans le graphe, il est préférable de considérer un graphe
anonyme et de munir les sommets et arêtes par les étiquettes des particules
et collisions correspondantes.
Si un tel graphe permet bien intuitivement de représenter tous les sché-
mas de ligature, la réciproque est fausse. La notion intuitive de schéma de
ligature induit de nombreuses restrictions. Une première restriction est que
la ligature de collision s’inscrit dans le plan. Cette condition peut être imposé
de façon syntaxique en exigeant que le graphe soit un plongement planaire.
Une seconde condition restrictive porte sur les étiquettes : les étiquettes cor-
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c3
c3 c3
c1 c1
c4
c2
Fig. 2.9 – Exemple de schéma de ligature
respondant aux arêtes adjacentes à un sommet doivent des éléments de la
collision correspondante. Comme le graphe est un plongement planaire, il
est également possible de parler de l’ordre de ces arêtes qui doit bien sur
respecté l’ordre des particules dans la collision.
Intuitivement, une contrainte imposant la pente des particule semble éga-
lement requise. Nous faisons le choix de ne pas prendre en compte cette
contrainte dans la définitions formelle. Une première raison est qu’une telle
contrainte est beaucoup plus complexe à exprimer et requiert l’introduction
de la notion de position. La raison profonde est que cette contrainte est su-
perflue dans la cadre de notre étude et est obtenue par effet de bord dans
la suite. Néanmoins, lors de représentations de schéma de ligatures, il est
courant d’essayer autant que faire se peut de respecter cette contrainte.
En combinant ces différens aspects, il est possible de donner une définition
formelle de schéma de ligature pour un système PaCo (P,C) fixé. Soit G =
(V,E) un graphe et un élément ⊥ ∈ V appelé bord. On note V˚ l’ensemble
des sommet intérieurs V \ ⊥ et E˚ l’ensemble des arêtes intérieures E ∩ V˚ 2.
Définition 2.2.1. Un schéma de ligature est un quintuplet (V,⊥, E, φV , φE)
où : V est un ensemble (potentiellement infini) de sommets, contenant un
élément ⊥ ∈ V , E ⊆ V 2 \ {(⊥,⊥)} est un ensemble d’arêtes et φV : V˚ → P
et φE : E → C sont des étiquettes. Ces éléments vérifient de plus que :
– (V,E) est un plongement planaire d’un graphe ;
– (V,E) restreint à (V˚ , E˚) est connexe ;
– Pour tout élément v ∈ V˚ , les arêtes adjacentes à v sont étiquetées
par des particules équivalentes à celles entrant dans la composition de
la collision φV (v). De plus, l’ordre d’apparition dans le plongement
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planaire est respecté.
Par abus de langage, les arêtes et sommets seront par la suite assimilés
à leurs étiquettes, le contexte permettant toujours de lever l’ambiguïté.
Comme le graphe est un plongement planaire, il est possible de parler
de face comme représentée dans la figure 2.10. De plus une face sera dite
intérieure si elle ne contient pas le sommet ⊥, par opposition aux faces
extérieures qui le contiennent. Dans tous les cas, la notion de côté d’une
face est bien définie et l’ensemble des côtés d’une face F est noté i(F ). On
remarquera pour finir que les côtés sont indexés par des particules.
c3
c3 c3
c1 c1
c4
c2
Fig. 2.10 – Faces d’un schéma de ligature
2.2.3 Pondérations
Les schémas de ligature étant défini de façon purement symbolique à
partir de représentations symboliques, il est nécessaire de leur donner une
interprétation en tant que coloration. Intuitivement, cette interprétation est
obtenue en utilisant un patchwork des différentes collisions dont le schéma
de ligature sert de modèle.
Cependant, pour mettre en place un tel modèle, il est nécessaire de dis-
poser de positions explicites des collisions pour obtenir le modèle. Plutôt que
de donner des positions absolues, nous faisons le choix de se munir de po-
sitions relatives, en munissant chaque particule du schéma de ligature d’un
entier indiquant le nombre de répétitions d’une telle particule comme dans
la figure 2.11.
Définition 2.2.2. Une pondération d’un schéma de ligature G = (V,E) est
une fonction p : E˚ → N+.
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Fig. 2.11 – Exemple de ligature paramétrée par deux répétitions de la parti-
cule
c3
c3 c3
c1 c1
c4
c2
n1
n2
n3
n4
n5
n6
n7
n8
Fig. 2.12 – Schéma de ligature pondéré
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Un schéma de ligature muni d’une pondération est appelé schéma de
ligature pondéré (voir Fig. 2.12). À partir d’un tel schéma, il est possible
d’essayer de construire la coloration correspondant à l’interprétation intui-
tive. Pour cela, une fois fixée une origine arbitraire, le modèle du patchwork
est construit de sorte qu’il soit égal à chaque collision sur sa perturbation et
qu’il en soit de même pour les restrictions des particules présentes dans le
schéma. Pour finir, les portions du plan où le modèle n’est pas défini corres-
pondent à l’intérieur des faces, auxquelles il est possible d’associer un unique
fond.
Lorsqu’un tel modèle est bien défini et correspond effectivement à un
patchwork, on dit que le schéma de ligature pondéré est valide. Pour un tel
schéma, il existe bien une interprétation en terme de coloration. Pour un
schéma de ligature fixé, la question qui se pose est de caractériser l’ensemble
des pondérations aboutissant à une schéma pondéré valide. Cet ensemble est
appelé ensemble de validité d’un schéma de ligature.
2.3 Validité des schémas de ligature finis
Dans le cas des schémas de ligature finis, il est possible de caractériser les
ensembles de validité. Ce résultat constitue le cœur de ce chapitre puisqu’il
justifie l’introduction de la construction syntaxique de schémas de ligature
en fournissant une méthode pour en caractériser les colorations.
2.3.1 Résolution
Pour pouvoir formuler notre théorème, il est nécessaire d’introduire la
notion d’ensemble semi-linéaire. Soit E un ensemble fini, un sous-ensemble
S ⊆ NE est linéaire s’il existe un élément a ∈ NE et des vecteurs ui ∈ NE
pour 0 ≤ i < m tels que
S =

a+
∑
0≤i<m
kiui
∣∣∣∣∣∣k ∈ N
m

 .
Un ensemble est semi-linéaire s’il est constitué d’une union finie d’ensembles
linéaires. Les pondérations peuvent être vu comme des éléments de NE et on
peut obtenir le théorème suivant :
Théorème 2.3.1 (N. Ollinger et G. R., 2008 [2]). L’ensemble de validité
d’un schéma de ligature fini est semi-linéaire. De plus, il existe un algorithme
donnant explicitement le semi-linéaire à partir du schéma de ligature.
Ce résultat est obtenu en montrant que les contraintes exprimant la vali-
dité d’un schéma de ligature pondéré peuvent être décrites à l’aide d’une for-
mule dans l’arithmétique de Presburger. La forme des ensembles de validité
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tenant à celle des solutions d’équations dans cette arithmétique décidable.
Le reste de cette partie est consacrée à la construction de cette formule.
L’arithmétique de Presburger est l’ensemble des formules logiques sur les
entiers munis de l’addition et de l’ordre. Pour des raison de concision, la
répétition un nombre constant de fois de l’addition est représenté à l’aide du
symbole multiplicatif.
Dans la suite, la construction de la formule traitera le cas général mais
s’appuiera sur l’exemple de la figure 2.12 afin de faciliter la compréhension.
La formule est obtenue comme une conjonction de nombreuses formules de
bases exprimant que le modèle du patchwork lié à l’interprétation est bien
défini.
On se fixe un schéma de ligature (V,⊥, E, φV , φE). et une pondération
p : E˚ → N. Afin de pouvoir utiliser les positions des collisions, on introduit
à l’aide de quantificateur existentiels |V˚ | nouvelles variables {pv | v ∈ V˚ }.
Il faut alors vérifier que ces positions sont bien définies (voir Fig. 2.13).
On obtient alors, pour toute arête interne e = (v, v′) ∈ E˚, l’équation
(Ee) p
′
v + δ(v
′, e) = ue(p(e)− 1) + pv + δ(v, e)
où ue est le vecteur de périodicité de e et δ(v, e) est vecteur de décalage entre
v et e.
Fig. 2.13 – Contraintes sur les longueurs
À l’aide de ces positions, il est possible d’exprimer les contraintes sur
le modèle du patchwork pour ses différents composants. Pour une collision
v = (M,L), l’ensemble des point de la perturbation est fini (Iv = {pv + a |
a ∈ M}). Pour une particule e = (v, v′) = (M,u,F,F′), l’ensemble des
points de la perturbation dépend de la présence ou non du sommet ⊥. Pour
les particules internes, la perturbation consiste en l’union d’un nombre fini
(fixé par la pondération) du motif M (i.e.,
⋃
0≤k≤ne−1
{pv + δ(v, e) + ku +
a |, a ∈ M}). Pour les particules externes, il s’agit d’une répétition infinie
(
⋃
k∈N{pv+δ(v, e)+ku+a | a ∈M} ou
⋃
k∈N{p
′
v+δ(v
′, e)−ku+a | a ∈M}).
On note Ie = {pv+δ(v, e)+ku+a |, a ∈M} (ou {p′v+δ(v
′, e)−ku+a | a ∈M}
dans le cas des particule sortantes de ⊥)
Il reste alors à exprimer sous forme d’un nombre fini d’équations de
Presburger que les éléments de ces ensembles sont disjoints en construisant
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une formule pour chaque couple d’élément. Pour les collisions, il n’y a aucun
problème puisque l’ensemble est fini. Pour les particules, l’ensemble est fini
si on quantifie sur l’entier k. On obtient alors des équations de la forme
suivantes :
– Cas de deux collisions v et v′ :
(Ev,v′)
∧
i∈Iv ,j∈Iv′
i 6= j ;
– Cas d’une collision v et d’une particule interne e de vecteur de pério-
dicité ue et muni de la pondération p(e) :
(Ev,e)
∧
i∈Iv ,j∈Ie
∀k, 0 ≤ k ≤ (p(e)− 1)⇒ i 6= j + kue ;
– Cas de deux particules externe e de vecteur de périodicité ue incidente
à ⊥ et d’une particule externe e′ (de vecteur de périodicité ue′) sortante
de ⊥ :
(Ee,e′)
∧
i∈Ie,j∈Ie′
∀k, k′, i+ kue 6= j − k
′ue′
Les autres cas se construisent tous exactement de la même façon. Pour
le cas des fonds, il suffit de remarquer que notre première formule impose
l’existence de zones correspondant à ces fonds et que l’union de ces zones et
des supports de perturbation forme une partition du plan. De ce fait, il n’est
besoin d’aucune condition supplémentaire.
Le fait le modèle du patchwork est bien défini s’exprime donc sous la
forme de l’intersection de toutes les formules obtenus précédemment :
(E)
∧
e∈E˚
Ee
∧
o,o′∈V ∪E|o6=o′
Eo,o′ .
Il reste maintenant à vérifier que ce modèle vérifie les conditions de patch-
work. Parmi les deux conditions du patchwork, la première (sur l’ensemble de
définition des éléments) est toujours vérifiée de par l’utilisation de pavages.
Il est ensuite possible de montrer que la deuxième (qui impose l’existence
d’une « bande ») commune est vérifiée (voir figure 2.14). Pour prouver cela,
on considère d’abord un point l’image par le modèle est une collision. Si tous
les points de son voisinage ont la même image, la condition de cohérence est
vérifiée. Il en est de même si l’image des points est une particule ou un fond
entrant dans la composition de la collision. Le cas le plus délicat est lorsque
un des points du voisinage a pour image une autre collision ou particule (le
cas du fond n’est pas possible car les particules sont des frontières). Dans ce
cas, comme la particule ou la collision est un patchwork dont on se situe sur
le bord d’une perturbation, la couleur de ce point est la même que celle du
fond (ou de la particule) entrant dans la composition de l’élément et donc
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Fig. 2.14 – Contraintes de patchwork
est compatible avec celui de la collision de départ. Il en va de même pour le
cas des particules et des fonds.
La conjonction de toutes les formules obtenues caractérise effectivement
l’ensemble de validité d’un schéma de ligature. En remarquant que ces for-
mules sont constructibles en espace logarithmique à partir du système PaCo,
la décidabilité de l’arithmétique de Presburger et les résultats connus sur la
forme des ensembles de solutions de formules [25] permettent de conclure.
Même si la construction en elle-même reste valable dans le cas de schémas
infinis, la formule obtenu devient infinie ne possède donc pas nécessairement
de solutions régulières.
Bien que la formule précédente soit parfaitement correcte, elle présente
un certain nombre de contraintes redondantes. Il est possible, à l’aide d’une
construction alternative, d’obtenir une autre formule dans laquelle l’intuition
derrière les sous-formules est plus simple et dont la résolution est de ce
fait plus intuitive. Cette nouvelle vision repose sur l’utilisation des faces.
Comme les faces sont l’ensemble des cycles élémentaires, pour vérifier la
cohérence des valeurs de la pondération, il suffit de vérifier que pour chaque
face, lorsqu’on effectue un tour, on revient au point de départ. On obtient
alors, pour une face F caractérisée par une liste cyclique de particules et
collisions (vi, ei)i∈Zm , la formule :
(EF )
∑
i∈Zm
δ(vi, ei) + ueinei − δ(vi+1, ei) =
(
0
0
)
.
De plus, au vues des conditions syntaxiques des schémas de ligature sur
l’ordre des particules dans les collisions, la validité de chaque face impliquée
que toutes les faces sont disjointes. Cette propriété provient du fait que les
perturbations forment des frontières. La formule générale peut alors s’écrire
sous la forme d’une conjonction finie de formule dont chacune correspond à
la validité d’une face :
(E) =
∧
F face
EF ∧ E
′
F .
La formule E ′F étant obtenu en considérant la non superpositions des
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perturbations pour une face :
(E ′F ) =
∧
o,o′∈(V ∪E)∩F |o6=o′
Eo,o′ .
2.3.2 Un exemple complet
Afin d’illustrer la construction décrite précédemment, cette section pré-
sente un exemple complet de résolution d’un schéma de ligature. Pour cela,
nous allons prendre un système PaCo constitué des quatre particules présen-
tées dans la figure 2.15 et des sept collisions de la figure 2.16 ainsi que celles
obtenues par rotation d’une de ces collision. Dans ces représentations, le mo-
tif fini composant l’objet est mis en valeur. Pour les particules, les vecteurs
de périodicité sont indiqués et les particules composant les collisions sont
reconnaissables sans ambiguïté. Pour obtenir des définitions syntaxes for-
melles, il ne manque que la position de l’origine que nous fixerons au centre
des motifs (en prenant le point situé juste en dessous de ce centre pour le
cas de la collision g). Cette méthode pour donner les patrons des particules
et collisions présente l’avantage d’être visuelle et intuitive.
Fig. 2.15 – Particules utilisées dans la construction
On considère alors le schéma de ligature présenté dans la figure 2.17. Ce
schéma de ligature comporte deux faces internes et 4 faces externes. Dans la
suite, les arêtes sont notées à l’aide des sommets à leurs extrémités.
Dans la plupart des cas, la principale contrainte pour le calcul de l’en-
semble de validité est lié à la formule de « retour au point de départ » qui
rassemble les contraintes globales. Les formules obtenue dans cet exemple
sont :
(EF1)
(
2
0
)
+
(
1
0
)
na1,h +
(
2
0
)
+
(
−2
−2
)
−
(
1
1
)
nb,h +
(
−2
−2
)
+
(
0
2
)
+
(
0
1
)
nb,a1 +
(
0
2
)
=
(
0
0
)
(EF2)
(
−2
0
)
−
(
1
0
)
na2,b +
(
−2
0
)
+
(
2
2
)
+
(
1
1
)
nb,h +
(
2
2
)
+
(
0
−2
)
−
(
0
1
)
na2,h +
(
0
−2
)
=
(
0
0
)
2.3. Validité des schémas de ligature finis 53
a b c
d e f
g h
Fig. 2.16 – Collisions utilisées dans la construction
a1
b a2
h
F1
F2
Fig. 2.17 – Exemple de schéma de ligature
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La résolution de ces équation nous donne un l’ensemble de solution
{na1,h, nb,h, na2,h, nb,a1 | na1,h = nb,h = na2,h = nb,a1}.
Pour terminer la résolution, il suffit de vérifier que toutes les formules
exprimant la non superposition des différents éléments sont vérifiées. Quoique
simples à écrire, ces formules prennent un espace important et n’apportent
aucune restriction supplémentaire. Dans un soucis de concision, nous avons
choisi de ne pas les faires figurer ici.
2.3.3 Expressivité des schémas de ligature finis
Dans le cas des ligatures finies, la caractérisation permet de déduire un al-
gorithme effectif pour calculer l’ensemble de validité en fonction du schéma de
ligature. Cependant, bien que décidable, la complexité générale du problème
de résolution d’une formule de Presburger est de complexité non élémen-
taire [20]. Dans l’optique de développer un outil spécifique pour les schémas
de ligature, il est donc intéressant de se poser la question de la complexité de
ce cas particulier. Dans cette section, une réponse partielle à cette question
est apportée en montrant qu’il est possible d’encoder à l’aide d’un algorithme
en temps polynomial1 n’importe quelle formule existentielle dans l’arithmé-
tique de Presburger sous forme d’un schémas de ligature.
Proposition 2.3.2. Il existe une réduction polynomiale de la résolution de
formules existentielles dans l’arithmétique de Presburger vers le calcul des
ensemble de validité d’un schéma de ligatures fini.
Démonstration. Comme usuellement, cette réduction repose sur l’utilisation
de « gadgets » pour encoder les constructeurs. Le fonctionnement de la ré-
duction peut-être décomposée en deux parties, une partie concerne la mani-
pulation des formules booléennes et une autre des variables et comparaisons.
Pour cette construction, on considère le système PaCo de la section pré-
cédente (voir figures 2.15 et 2.16). Ces objets nous permettent de construire
5 gadgets (voir fig. 2.18) qui vont servir à composer notre schéma de liga-
ture. On remarquera que chacun de ces gadget est en lui-même un schéma
de ligature et que A est l’exemple utilisé précédemment dont l’ensemble de
validité nous permet de l’interpréter comme un angle.
De la même façon, les gadgets B à E correspondent à des schéma de
ligature et peuvent être interpréter de la façon suivante :
– le gadget B effectue une duplication ;
– le gadget C effectue un croisement ;
– le gadget D effectue une addition (ou une soustraction) ;
– le gadget E effectue une comparaison entre i et j si la pondération k
vaut 1 et est toujours valide dans le cas k = 0.
1On peut même montrer, comme dans la plupart des réduction, que cet algorithme est
calculable en espace logarithmique
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i
i
i
ii
j
ii
j
A B C
i+ j
i
j
j
k
i
D E
Fig. 2.18 – gadgets
Il est alors possible de construire un schéma de ligature associé à une
formule de Presburger existentielle. Pour cela, la formule est d’abord réécrite
à l’aide des lois de de Morgan et de l’antisymétrie de l’inégalité pour éliminer
toutes les occurrences de la négation. La formule obtenue est alors encodée
de la façon suivante :
– les variables existentielles sont assimilés à des pondérations et sont
propagées ou dupliquées à l’aide des gadgets A, B ou C.
– les formules élémentaires sont obtenue en utilisant les gadgets D et E.
– la conjonction de deux formules élémentaires est obtenue en reliant les
deux valeurs conditionnelles des sous formules à l’aide d’un gadget B ;
– le disjonction fait de même avec un connecteur D dont la sortie est
limité à 1.
Cette construction vérifie que toutes les solutions de l’équation peuvent
être étendue en une pondération valide et que la projection de toutes les
pondérations valides sur les longueurs correspondant aux variables donne
une solution de l’équation.

56
Chapitre 3
Extensions
▲
a notion de schéma de ligature finie est donc une opération syn-
taxique permettant de construire de nouvelles colorations de façon
simple. Un objectif est de construire à l’aide de cette méthode des
colorations complexes encodant des comportements d’automates cellulaires.
Afin de permettre de tels encodages, il est nécessaire d’introduire des ex-
tensions des schémas de ligature. Un premier axe est d’étendre l’ensemble
de particules et collisions en introduisant de nouveaux objets pour enrichir
l’espace. Une autre extension importante consiste à repousser la limite de
finitude sur les schémas de ligature. Ce chapitre présente différentes pistes
d’extensions utilisées dans le chapitre 4 sans avoir vocation à être exhaustif.
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3.1 Familles régulières de signaux
Jusqu’à présent, le système PaCo était toujours donné. Dans le cas où
ce système est fini, le corollaire 2.1.22 permet de vérifier la correction d’un
tel élément. Néanmoins, cette finitude implique que l’encodage doit se faire
dans un ensemble fini et exclus donc l’encodage des entiers par exemple. Pour
contourner ce problème, cette section présente des constructions d’ensembles
infinis réguliers de particules et de collisions engendrées par un système PaCo
fini et assurant que le résultat est bien un système PaCo. De tels systèmes
offrent un espace plus important pour encoder les informations.
3.1.1 Construction de signaux
À l’aide d’un nombre fini de particules, la figure 3.1 présente deux tech-
niques pour encoder une infinité d’informations : soit à l’aide du nombre de
répétitions de particules, soit au travers de l’espacement entre deux particules
consécutives. Il est évidemment possible de mélanger ces deux approches. Les
objets ainsi créés peuvent être décrits à l’aide d’une succession de couples
particule, vecteur, le vecteur indiquant l’espacement à la particule suivante.
Une telle présentation fait implicitement l’assertion que les particules uti-
lisées sont toutes parallèles. Comme cette notion est construite à l’aide de
« morceaux » de particules, il n’est pas surprenant de voire apparaître encore
une fois la notion de patchwork.
n
n
encodage par répétition encodage par espacement
Fig. 3.1 – Encodage d’informations complexes à l’aide de particules
Définition 3.1.1. Soit Pp un ensemble de particules de même vecteur de
périodicité u. Un signal sur Pp est une liste finie de couples (Pi, z,i )i∈J0,MK ∈
Pp × Z
2 telle que :
– pour tout i ∈ J1,mK, l’union des supports des perturbations Ii−1 et Ii
forment une frontière à trois bords. On note Pi le bord à droite de Ii−1
et à gauche de Ii et Fi le fond associé ;
– si on note P0 (resp. Pm+1) le bord à gauche (resp. à droite) du support
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de I0 (resp. Im) et F0 (resp. Fm+1) le fond associé, alors la fonction :
ξz 7→
{
Ii si z ∈ Sup(Ii)
Fi si z ∈ Pi
est le modèle d’un patchwork.
En regardant la coloration obtenue, l’unicité du vecteur de périodicité
impose que celle-ci est périodique. Cette constatation permet de remarquer
que les signaux peuvent être ajoutés au système PaCo.
Lemme 3.1.2. Un signal est un particule. 
Les signaux fournissent donc une méthode pour étendre l’ensemble des
particules d’un système PaCo. Cette extension est utile pour faciliter l’enco-
dage de l’information dans les particules mais n’augmente pas pour autant
la puissance d’expression d’un système PaCo, ce qui est fait avec les signaux
pouvant l’être à l’aide des particules les composant.
Lors de la présentation des signaux, nous avons fait le choix de prendre
des particules parallèles ; il est également possible de construire de nouvelles
particules à l’aide d’un ensemble de particules non parallèles et de collisions
dont le comportement serait périodique comme dans la figure 3.2. Une telle
extension est une piste de développement possible et peut-être mise en rela-
tion en particulier avec les « guns ».
Fig. 3.2 – Construire des signaux avec des particules non parallèles
3.1.2 Schémas de signaux
À l’aide des signaux, il est possible d’enrichir l’ensemble de particules
d’un système PaCo. Cet enrichissement est inutile s’il ne permet pas d’enri-
chir également l’ensemble des collisions. Dans cette section, nous allons voir
qu’on peut enrichir l’ensemble des collisions en se basant sur les signaux
à l’aide de schémas de signaux . Ces nouvelles collisions sont construites à
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partir des collisions données pour les particules existantes. La méthode prin-
cipale de construction de telles collisions repose sur l’utilisation de schémas
de ligature.
Proposition 3.1.3. Toute pondération valide d’un schéma de ligature fini
est une collision.
Démonstration. La preuve de ce résultat repose sur l’utilisation de l’aspect
syntaxique des collisions.
c3
c3 c3
c1 c1
c4
c2
Fig. 3.3 – Lien entre schéma de ligature pondéré et collision
Soit un schéma de ligature muni d’une pondération valide. On considère
le patchwork associé à cette pondération (cf. Fig. 3.3). On peut remarquer
que l’union des supports des faces internes (perturbations des collisions, per-
turbation des particules internes et fond associés aux faces) a un support
fini. De plus, il reste alors uniquement des particules sortantes ou entrantes
qui ne se croisent pas, séparées par des fonds. On obtient bien une nouvelle
collision dont la perturbation est constituée de l’ensemble des faces internes
et dont la liste des particules est composée des particules externes. 
Les schémas de ligature fournissent donc une méthode pour augmenter
l’ensemble des collisions. Une piste est d’essayer de générer en une seule
fois des ensembles de collisions en tirant parti de la régularité de certains
ensembles de signaux.
Une cas simple est lorsque le paramétrage des signaux porte uniquement
sur l’espacement entre les différentes particules. Dans ce cas, un seul schéma
de ligature fini peut correspondre à un ensemble de collisions faisant interve-
nir ces signaux. Le théorème 2.3.1 donne directement un ensemble régulier
de collisions possibles.
Le cas des paramétrage sur le nombre de particules dans les signaux
est plus complexe. Dans ce cas, en effet, on se retrouve avec une famille
de schémas de ligature finis correspondant à des collisions entre les signaux
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dont on souhaite tirer parti de la régularité. Cette régularité peut s’exprimer
sous de nombreuses et diverses formes. Dans ce mémoire, différentes pistes
sont proposées : leur choix correspond au souhait de présenter un ensemble
de méthodes génériques utilisables dans un large spectre de cas. Ce choix
laisse un large choix de perspectives dans l’étude de la génération de telles
collisions.
Un premier exemple de régularité dans de telles familles de schémas de
ligature se produit lors de l’étude de signaux paramétrés par une répétition
dans le cas où les particules supplémentaires n’influent pas sur les collision
produites. Un exemple fréquent de telle phénomène est le croisement de
signaux. Dans ce cas simple, on parle de famille croissante de schéma de
ligature.
Définition 3.1.4. Une famille de schémas de ligature (Vi, Ei, φVi , φEi)i∈N
est croissante si elle forme une chaîne croissante pour l’inclusion (i.e., pour
tout i ∈ N, Vi ⊂ Vi+1, Ei ⊂ Ei+1 et φVi+1 (resp. φEi+1) coïncide avec φVi
(resp. φEi) sur Vi (resp. Ei).
Lemme 3.1.5. Soit (Vi, Ei, φVi , φEi)i∈N une famille de schémas de ligature
croissante et pi la famille des pondération valides associées à chaque schéma,
alors pour tout i, j ∈ N, si i < j pj restreinte à Vi est une pondération valide
du schéma de ligature (Vi, Ei, φVi , φEi).
Ce lemme incite à chercher les pondérations valides de telles familles par
récurrence. De plus, sous certaines conditions, il est même possible de trouver
une pondération p : E = ∪i∈NEi → N dont la restriction à tout schéma de
ligature de la famille est une pondération valide. Ce cas se produit fréquem-
ment lorsque les faces présentes dans les familles de schémas de ligature sont
des parallélogrammes. Dans de tels cas, on se contente d’exhiber un ensemble
de pondération valide et non de calculer l’ensemble de validité de chacun des
schémas de ligature de la famille.
L’utilisation de familles infinies de schémas de ligature peut également
faire apparaître des suites de faces ayant un nombre croissant de côtés (voir
figure 3.4). Dans de tel cas, il est souvent déraisonnable d’essayer de calculer
l’ensemble de validité des schémas de ligature mais il est possible d’en extraire
facilement un ensemble de pondérations dont on peut prouver la validité.
Pour conclure, un moyen simple d’étendre les systèmes PaCo est d’in-
troduire des signaux puis des collisions basées sur ces signaux à l’aide de
pondérations valides de schémas de ligature. Les pistes présentées dans ce
mémoire forment un point de départ montrant qu’une telle approche est in-
téressante mais elles montrent très vite leur limites. Une perspective sur ces
extensions consiste à obtenir de bonnes caractérisations de sous-ensembles
de signaux ou de famille de schémas de ligature permettant de construire
algorithmiquement les collisions associées.
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c1
c2
c2
c2
Fig. 3.4 – Exemple de famille de faces possédant un nombre arbitraire de
côtés
3.2 Schémas de ligature infinis
Une limitation principale de notre approche à l’aide de schémas de liga-
ture est que les résultats permettant de lier ces constructions aux coloriages
sont limités aux schémas de ligature finies. Cette partie s’intéresse aux pro-
blèmes rencontrés dans le cadre des schémas de ligature infinis et propose
quelques extensions pour manipuler de tels objets.
3.2.1 Représentation des schémas de ligature infinis
Un des premier problème des schémas de ligature infinis est la représen-
tation syntaxique de tels objets. Il est évidement illusoire de vouloir décrire
n’importe quel schéma de ligature ou n’importe quel ensemble de schémas.
L’idée de cette section est de considérer des ensembles de schémas de ligature
infinis donnés à l’aide de conditions restrictives et d’utiliser ces conditions
pour prouver l’existence de pondérations valides. Cette approche restrictive
se justifie par l’indécidabilité de l’existence d’un schéma de ligature admet-
tant une pondération valide.
Proposition 3.2.1. Étant donné un système PaCo, il est indécidable de
savoir si il existe un schéma de ligature infini avec une pondération valide.
Idée de la preuve. Le preuve se fait par réduction du problème de la pavabi-
lité du plan à l’aide d’un jeu de tuile de Wang.
On considère une particule horizontale par couleur horizontale. On fait
de même avec les couleurs verticales. On ajoute 4 particules diagonales (res-
pectivement bg,bd,hg,hb).
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Pour chaque tuile, on construit une collision qui transforme les particules
codant les couleurs des cotés gauche et bas de la tuile plus les particules
diagonales bg et bd en les couleurs codant les couleurs des cotés droit et haut
(plus les particules hg et hb) comme dans la figure 3.5. Pour finir, on ajoute
une collision C : hd+ hg ⊢ bd+ bg.
a
b
c
d
⇒ a
b
c
d
bg bd
hg hd
hd hg
bd bg
(a) Transformation d’une tuile (b) La collision C
Fig. 3.5 – Transformation d’un jeu de tuiles de Wang en système PaCo
On vérifie alors facilement que tout schéma infini possédant une pondé-
ration valide est une grille et que l’on peut associer un pavage valide à tout
schéma de ligature infini et réciproquement. 
Dans le cas de schémas de ligature infinis, il existe également des pro-
blèmes liés aux propagations de contraintes : l’ajout d’une particule peut
avoir des répercutions arbitrairement loin. Une idée pour éviter cette diffi-
culté est de considérer des contraintes locales et regarder les schémas satis-
faisant ces contraintes (un peu comme pour les pavages). En se référant à
la fin du chapitre précédent, on remarque que les conditions sur la validité
des pondérations peut s’exprimer comme la réunion de contraintes indépen-
dantes sur les faces. De ce fait, les contraintes sont posées sur l’assemblage
des différentes faces (voir fig 3.6).
Définition 3.2.2. Un jeu de faces est un couple (C,F) où C est un ensemble
fini de couleurs et F un ensemble de face dont tous les cotés sont munis d’une
couleur.
Fig. 3.6 – Exemple de jeu de face
Définition 3.2.3. Un schéma de ligature appartient à un jeu de faces (C,F)
s’il existe une injection de l’ensemble des faces du schéma dans F tel que les
particules liant deux faces adjacentes dans le schéma aient la même couleur.
64 Chapitre 3 : Extensions
Si on regarde attentivement, la contrainte posé est plus forte que la seule
contrainte de couleur. En combinant cette contraintes avec celles du schéma
de ligature, on remarque que la contrainte est orientée : chaque face est situé
d’un coté différent de la particule les liant. De ce fait, les contraintes d’un jeu
de faces sont plus proches de contraintes géométriques (qui sont orientées)
que de réelles contraintes de coloration (à la Wang)
Au vu de la définition, il est indécidable de savoir si un schéma de ligature
est compatible avec un jeu de faces donné car il faut « deviner » l’injection.
On prouve aisément ce résultat à partir de l’indécidabilité de la pavabilité
du plan.
Les restrictions engendrées par les contraintes sur les faces vont nous
permettre d’exhiber des pondérations valides pour n’importe quelle portion
finie d’un élément d’un jeu de faces fixé. Par la suite, l’objectif n’est pas de
caractériser complètement l’ensemble des schémas de ligature infinis d’un jeu
admettant des pondération valide mais de donner des critères simples pour
prouver l’existence de pondération valide d’ensembles de schémas de ligature
infinis d’un jeu. Dans cette optique, deux principales pistes sont proposées :
les jeux de faces réguliers et les jeux de faces ordonnés.
3.2.2 Jeux de faces réguliers
Dans un premier temps, nous allons nous intéresser au cas des jeux de
faces pour lesquels il existe une pondération valide dans laquelle toutes les
faces colorées de la même façon ont la même pondération. Pour donner une
telle pondération, il suffit de donner une fonction de pondération de l’en-
semble des faces colorées et de vérifier localement que la pondération est
correcte.
Comme les jeux de faces sont donnés à l’aide d’un ensemble fini de faces,
il est possible de décrire finiment une pondération d’un schéma de ligature
infini de ce jeu en donnant pour chaque face, la valeur de la pondérations
sur les particules de ses faces.
Définition 3.2.4. Un jeu de faces finiment pondéré est un jeu (C,F) qui
possède une pondération valide p de toutes les faces colorées de F compatible
avec les couleurs (c’est à dire que, pour les particules identiques de la même
couleurs, la pondération est la même).
De par le fait que les schémas de ligature appartiennent au jeu, on obtient
que tous les schémas de ligature d’un tel jeu possèdent une pondération
valide.
Proposition 3.2.5. Tout schéma de ligature d’un jeu finiment pondéré ad-
met une pondération valide.
Démonstration. Pour prouver ce résultat, il suffit de montrer qu’il est pos-
sible de déduire de la fonction de pondération des faces une pondération
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induite valide du schéma de ligature infini. Un premier point est de remar-
quer que cette pondération est bien définie pour tout schéma de ligature
appartenant au jeu puisque les valeurs prises par la pondération sur les par-
ticules sont les mêmes quelque soit la face adjacente considérée.
Ensuite, il ne reste plus qu’à observer que la pondération obtenue satisfait
bien la formule (infinie) de Presburger obtenue à la fin du chapitre précédent
puisqu’elle satisfait toutes ses sous formules. 
Bien que très simple, les jeux finiment pondérés sont suffisants pour cer-
taines constructions de système PaCo de complexité maximale. En particu-
lier, nous donnerons un exemple complet d’utilisation de cette méthode dans
la section 4.3.
Cette notion peut-être dans un premier temps étendu en ne considérant
non plus une seule pondération possible par face mais un ensemble (régulier)
de pondérations possibles et en se donnant une méthode permettant de sélec-
tionner la bonne pondération. Dans ce mémoire, la méthode choisit consiste
en un automate à compteur compatible avec le graphe des faces. Cette mé-
thode présente un parallèle avec la notion d’automate de cartes présenté dans
le chapitre 1. On se fixe un jeu (C,F). Pour chaque élément F ∈ F, on se
donne une suite (Si)i∈N de pondérations valides de la face (pour tout i ∈ N,
Si ∈ N
i(F )). Un automate de pondération est la donnée, pour tout élément
F ∈ F, d’une fonction fF : i(F ) × F × N → N. Intuitivement, la fonction
peut être interprété de la façon suivante : si on utilise la pondération i d’une
face F dans un schéma et que cette face est adjacente à une face F ′ par
l’intermédiaire d’une particule p, alors on utilise la pondération fF (p, F ′, i)
de la face F ′. Comme pour l’automate de carte, il est possible de définir
la notion de compatibilité avec un jeu de face en demandant que la valeur
de la fonction ne dépende pas du chemin pris. Cette condition pouvant être
vérifiée en se restreignant aux cycles élémentaires qui correspondent dans ce
cas, aux faces qu’il est possible de mettre autour d’une collision fixée.
Définition 3.2.6. Un jeu de carte est déterministe s’il possède un automate
de pondération compatible.
À l’aide de cet automate de face, il est possible de déduire une pondé-
ration des éléments du jeu, tant que la valeur de l’automate est définie. Ce
problème de définition est inhérent au fait que les ensembles de pondérations
valides des faces sont des semi-linéaires et ne possèdent donc pas de chaînes
infinies décroissantes. Pour contourner ce problème, un schéma de ligature
est compatible avec l’automate à partir du point (F, Si) où F est une face
colorée du schéma et Si une pondération valide de cette face si la fonction
de transition locale est partout définie sur le schéma en partant de F munie
de la pondération i.
Proposition 3.2.7. Tout schéma de ligature d’un jeu déterministe com-
patible avec l’automate à partir d’un point (F, Si) admet une pondération
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valide.
Démonstration. La preuve de ce résultat est exactement la même que dans
le cas finiment pondéré. La pondération obtenue en utilisant l’automate de
carte est bien définie et vérifie la formule de Presburger infinie caractérisant
les pondérations valides. 
On peut noter que si un schéma de ligature est compatible avec un au-
tomate de pondération à partir d’un point (F, Si) alors pour toute face de
l’automate F ′, il existe une pondération valide de cette face S′j telle que le
schéma est compatible avec l’automate en partant de (F ′, S′j) (il suffit de
prendre pour S′j la pondération associée à F
′ en partant de (F, Si)).
Nous allons maintenant montrer un exemple complet d’utilisation de
cette méthode pour construire un automate cellulaire capable de calculer
la suite de Syracuse. On considère l’automate cellulaire et son système PaCo
donné sur la figure 3.7. Cet automate étant construit de façon ad-hoc, il n’est
pas étonnant de trouver une table de transition partielle. Le système PaCo
comprend 8 particules et 8 collisions. Dans la suite, on considère les 8 faces
présentées pour montrer que cet automate peut, sous certaines conditions,
calculer la suite de Syracuse.
Avant de passer aux schémas de ligature finis, nous pouvons regarder
deux schémas de ligature finis qui « correspondent » à une étape de calcul de
la suite de Syracuse selon que l’entrée est paire ou impaire (voir figure 3.8).
Il est facile de voir qu’il suffit « d’empiler » les schémas de ligature finis
obtenus précédemment pour obtenir le calcul de la suite. En regardant les
différentes faces, on remarque que dans la plupart des cas, une valeur de pon-
dération suffit à déterminer entièrement les autres valeurs (cette propriété
tient à la forme triangulaire des faces). La seule exception étant la face F4
mais cette propriété devient vraie si on se restreint à l’ensemble de faces uti-
lisées pour la construction. De ce fait, l’automate de face est simple puisqu’il
associe toujours l’unique pondération possible.
Pour finir, il suffit de vérifier (ce qui est trivial ici) que l’automate de
pondération est compatible avec le jeu de faces. Il ne reste plus alors qu’à
regarder dans quels cas cet automate est bien défini. Si on parcourt dans le
sens du calcul, on observe que l’automate est bien défini tant que le choix de
l’étape (pair ou impaire) est correcte et que la valeur encodée est plus grande
qu’une borne fixée (par des contraintes de non recouvrement de collisions).
On conclut alors que cette automate permet bien d’effectuer des calculs de
Syracuse en utilisant le déterminisme des automates cellulaires.
3.2.3 Jeux de faces ordonnés
Les différentes méthodes présentées précédemment permettent dans cer-
tains cas de donner de façon finie une pondération valide pour un ensemble
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Fig. 3.7 – Système PaCo de l’automate calculant Syracuse
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Fig. 3.8 – Schémas de ligature finis pour l’automate calculant Syracuse
de schémas de ligature infinis caractérisé par un jeu de faces. En regardant at-
tentivement, une limitation de ces approches est qu’elle imposent de « fixer »
la pondération intégrale de chaque face au moment où on la traite. Cette ap-
proche revient intuitivement à se limiter à un linéaire avec un seul générateur
pour l’ensemble des pondérations valides de chaque face. Un exemple intui-
tif consiste à regarder une face rectangulaire. Dans un telle face, il semble
préférable de fixer indépendamment la longueur et la largeur. Cette section
développe une méthode permettant de répondre à ces attentes.
L’idée intuitive de la méthode consiste à obtenir un ordre partiel sur les
arêtes du schéma de ligature tel que l’on puisse construire de façon progres-
sive une pondération suivant cet ordre. Pour cela, les faces colorées du jeu
seront munies d’un ordre partiel sur leur particules. Cet ordre est construit
de telle sorte que, quelque soit la valeur des éléments minimaux choisis parmi
un ensemble fixé, il est possible de fixer des valeurs aux autres éléments de
telle sorte que la face soit valide.
Définition 3.2.8. Soit F une face, une orientation élémentaire de F est un
couple (E−, O) où
– E− ⊆ i(F ) est l’ensemble des d’arêtes entrantes ;
– O ⊂ (E−, E+) où E+ == i(Fa) \ E− est l’ordre sur les arêtes.
E+ est appelé ensemble des arêtes sortantes. L’ordre induit sur les arêtes
est défini par e < e′ si (e, e′) ∈ O. Une telle orientation est représentée à
l’aide flèche pour indiquer l’ordre comme dans la figure 3.9.
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Fig. 3.9 – Exemple d’orientation élémentaire d’une face
À l’aide de cet ordre, il reste à déterminer comment obtenir une pondé-
ration valide. Pour cela, on munit chaque arête entrante d’un semi-linéaire
indiquant l’ensemble des pondérations possibles et on munit chaque arête
sortant d’une fonction linéaire, dépendant uniquement des arêtes inférieures
à celle-ci, qui nous donne la valeur de la pondération de cet arête. Il reste
alors à exiger que les pondérations obtenues soient valides.
Définition 3.2.9. Une orientation d’une face F est une orientation élémen-
taire (E−, O) munie :
– pour tout e ∈ E− d’un ensemble semi-linéaire Le ;
– pour tout e ∈ E+ d’une fonction linéaire Pe dont les variables sont
comprises dans l’ensemble {e′|e′ < e}.
Pour tout l = (le)e∈E− ∈ N
E− , tel que pour tout e ∈ E−, le ∈ Le, la
pondération (l, (P ′e(l))e′∈E+) est valide.
L’ensemble des valeurs prises par (P ′e(l)) est appelé ensemble de sortie
de l’orientation pour l’arête e′. L’ensemble des pondérations de la forme
(l, (P ′e(l))e′∈E+) est appelé ensemble des pondération considérées par l’orien-
tation. Comme on travaille avec des ensembles semi-linéaires et des fonctions
linéaires, l’ensemble obtenu est semi-linéaire.
Il est possible de caractériser l’ensemble des pondérations considérées
dans une orientations à l’aide des générateurs présents dans le semi-linéaire.
Pour cela, on introduit la notion d’ensemble simple de pondération valide
qui va caractériser les degrés de liberté des pondérations. Intuitivement, un
tel ensemble sera un ensemble semi-linéaire tel que tout générateur possède
un un côté sur lequel il est le seul à avoir une projection non nulle.
Définition 3.2.10. Un ensemble semi-linéaire S ⊂ Nm est simple s’il est de
la forme S = ∪0≤i<k
{
pi +
∑
j∈Zn
kiui | k ∈ N
n
}
pour k, n ∈ N, pi, ui ∈ Nm.
Proposition 3.2.11.
– Les pondérations considérées par une orientation forment un ensemble
semi-linéaire simple ;
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– Pour tout ensemble semi-linéaire simple de pondérations valides, il
existe une orientation dont cet ensemble correspond à l’ensemble des
pondérations considérées.
Démonstration. On se fixe une face F et une orientation (Pe)e∈E+ , (Le)e∈E− .
On remarque alors que l’ensemble des pondérations considéré possède |E−|
générateurs qui ne dépendent que de l’élément e de E− considéré et de
l’ensemble des élément de E+ supérieurs à e. On en conclu que l’ensemble
des pondérations considérées est simple.
Réciproquement, si on se fixe un ensemble simple de pondérations valides,
alors on peut choisir pour E− l’ensemble des arêtes qui caractérisent un
générateur. On remarque alors qu’une fois fixées ces valeurs, il n’existe qu’une
seule pondération valide dans l’ensemble. On peut donc associer une fonction
Fe : N
E− → N à toutes les arêtes de E+. Il n’est pas difficile de voir que
cette fonction est linéaire. On conclu en choisissant pour tout e ∈ E− le
semi-linéaire correspondant aux valeurs possibles des pondérations pour ces
arêtes. 
Il est alors possible d’étendre l’orientation à un jeu de face. Dans ce cas,
les contraintes du jeu induisent des contraintes syntaxiques sur les orienta-
tions. En particulier, lorsque deux faces peuvent être liées par une arête,
il est raisonnable d’imposer que cette arête ne soit pas une arête de sor-
tie simultanément pour les deux faces. De plus, lorsque cette arête est à
la fois une arête de sortie, on demande que l’ensemble de sortie soit inclus
dans l’ensemble d’entrée. Ces deux conditions assurent une compatibilité des
orientations avec le jeu.
Définition 3.2.12. Un jeu de faces ordonné est la donnée d’un jeu (C,F)
munie d’une orientation des éléments de F vérifiant que pour toute arête
reliant deux faces, cette arête est soit entrante dans les deux orientations,
soit entrante dans l’une et sortante dans l’autre. Dans le premier cas, on
exige que les semi-linéaires associées soit non disjoints, dans l’autre cas, on
exige que l’ensemble de sortie soit inclus dans le linéaire d’entrée.
On notera que cette propriété peut être vérifiée de façon finie. On peu éga-
lement noter que si la définition de jeu ordonnée impose de choisir une unique
orientation pour chaque face, il est néanmoins possible de « dupliquer » un
élément de F pour obtenir une face avec deux orientations différentes.
On s’intéresse maintenant au cas de schémas de ligature compatibles avec
un jeu ordonné. Intuitivement, l’ordre du jeu va nous servir à construire la
pondération valide du schéma de ligature. Pour cela, il suffit que le schéma
de ligature ne possède pas de cycle ni de chaîne infinie décroissante partant
d’une arête.
Définition 3.2.13. Un schéma de ligature bien ordonné d’un jeu ordonnée
est un schéma de ligature du jeu dont l’ordre induit est un bon ordre.
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Proposition 3.2.14. Tout schéma de ligature bien ordonné admet une pon-
dération valide.
Démonstration. On fixe un schéma de ligature bien ordonné. Il est possible de
définir une pondération valide de la façon suivante : pour toutes les arêtes qui
ne sont pas sortantes, on attribue une valeur quelconque dans l’intersection
des deux ensembles linéaires associées à cette arête (une telle valeur existe
bien par définition d’un jeu de faces ordonné). Pour les arêtes sortantes, on
fixe la valeur à l’aide de la fonction associée dans la pondération. La propriété
de bon ordre nous garantit qu’on affecte une pondération à toute arête après
un nombre fini d’étapes. Comme la pondération est valide pour toutes les
faces, on obtient bien une pondération valide du schéma de ligature. 
Un exemple complet d’utilisation de cette méthode est présenté dans la
section 4.2.
Malgré des problèmes d’indécidabilité, il est possible de décrire des sché-
mas de ligature infinis et surtout de prouver l’existence de pondérations
valides pour de tels ensembles de schémas. Les méthodes présentées dans
ce mémoire proposent des pistes pour de telles approchent mais laissent un
grand nombre de perspectives dans l’étude de ces objets, que ce soit dans
la description des schémas de ligature infinis, des méthodes pour prouver
l’existence de pondération valide ou la recherche de méthodes pour, plus
généralement, étudier l’ensemble de validité de ces schémas.
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Chapitre 4
Applications aux automates
cellulaires universels
❈
e chapitre est dédié à l’application des systèmes PaCo à l’étude
et la construction d’automates cellulaires complexes. Il est en effet
possible de montrer que des liens forts existent entre les systèmes
PaCo et la notion de simulation entre automates cellulaires. Ce chapitre
présente également deux utilisations des systèmes PaCo pour prouver l’uni-
versalité Turing d’un automate cellulaire (Thm. 4.2.1) et construire un petit
automate cellulaire intrinsèquement universel (Thm. 4.3.1)
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4.1 Universalités
Cette section présente un ordre sur la complexité des comportements
présentés par les automates cellulaires : le groupage. Cet ordre est spécifique
aux automates cellulaires et présente des liens intéressants avec les systèmes
de particules et collisions.
4.1.1 Simulation et groupage
Les automates cellulaires ont ceci de particulier qu’ils agissent sur un
ensemble de mots infinis. De ce fait, leur espace d’application diffère sensi-
blement du cadre habituel (celui des mots finis) et il est donc peu évident
de comparer les automates cellulaires aux autres modèles de calcul (comme
les machines de Turing). De plus, contrairement à une machine de Turing,
un automate cellulaire ne possède pas de condition d’arrêt. La notion de
simulation entre ces deux systèmes doit donc prendre en compte ces deux
points.
Définition 4.1.1. Une machine de Turing est un sextuplet (Σ, Q,B, q0, qf , δ)
où :
– Σ est un alphabet fini ;
– Q est un ensemble fini d’états ;
– B ∈ Q est le blanc ;
– q0, qf ∈ Q sont les états initial et final ;
– δ : Q× Σ→ Q× Σ× {←,→} est la fonction de transition.
Une machine de Turing agit sur un ruban biinfini contenant un mot B-
fini sur l’alphabet Σ muni d’une unique tête, dans un état q ∈ Q, pointant
sur une case du ruban. La dynamique est définie de la façon suivante : soit
une configuration dont la tête est dans l’état q et lit la lettre σ telle que
(q′, σ′, d) = δ(q, σ). Le successeur de la configuration est obtenu en rempla-
çant la lettre sous la tête par σ′, en changeant l’état de la tête en q′ et en
déplaçant la tête vers la gauche (resp. vers la droite) si d =← (resp. d =→).
On initialise la machine à l’aide d’un mot fini w ∈ Σ∗ en prenant un ruban
rempli avec l’état B sur lequel on place le mot w ; la tête est placée sur la
première lettre de ce mot dans l’état initial q0. On exécute alors des tran-
sitions successives de la machine jusqu’à ce que la tête soit dans l’état final
qF ; on dit alors que la machine s’arrête. Dans ce mémoire, les machines de
Turing sont uniquement vues comme des reconnaisseurs de langages et la
notion de résultat du calcul n’est pas introduite.
Pour définir la simulation d’une machine de Turing par un automate cel-
lulaire, il faut d’abord encoder les configurations initiales de la machine de
Turing (qui sont des mots finis) en des configurations initiales de l’automate
cellulaire. Une approche possible est de se restreindre aux configurations fi-
nies de l’automate cellulaire qu’il est possible d’obtenir à l’aide d’une fonction
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d’encodage en espace logarithmique. Dans ce mémoire, le cadre utilisé est
celui plus générique dans lequel l’ensemble d’arrivée de l’encodage est celui
des configurations ultimement périodiques. La condition d’arrêt est donné
par une portion finie de configuration (ou un ensemble fini de portions fi-
nis de configuration) et l’automate « s’arrête » si la configuration courante
contient une des ces portion finie. Ces choix donnent une notion de simulation
similaire à celle définie par B. Durand et Zs. Róka [18].
Définition 4.1.2. Un automate cellulaire A = (Q, r, f) simule un machine
de Turing sur l’alphabet Σ s’il existe un mot fini h ∈ Q∗ et une fonction en
espace logarithmique f : Σ∗ → (Q∗)3 telle que la machine s’arrête sur l’entrée
w ∈ Σ∗ si et seulement si le mot h apparaît dans l’orbite de l’automate
cellulaire sur l’entrée ωgcdω ou (g, c, d) = f(w).
Définition 4.1.3. Un automate cellulaire A est Turing universel s’il peut
simuler n’importe quelle machine de Turing.
Cette définition caractérise la complexité de l’automate cellulaire au sens
du calcul Turing. Il existe également une autre caractérisation de la com-
plexité des automates cellulaires à l’aide d’un ordre basé sur l’ensemble des
diagrammes espace-temps de l’automate cellulaire. Une première approche a
été proposée par I. Rapaport à la fin des années 1990 [45]. Cette approche
a ensuite été développée par N. Ollinger [43] pour donner naissance à la
notion de simulation intrinsèque telle que nous la connaissons actuellement.
Cette notion repose principalement sur l’idée d’inclusion des diagrammes
espace-temps. Intuitivement, un automate cellulaire A simule un autre auto-
mate cellulaire A′ si l’ensemble des diagrammes espace temps de l’automate
A′ peut se « retrouver » dans ceux de l’automate A. Cette notion repose sur
une notion d’encodage entre automates cellulaire et une notion de transfor-
mation géométrique appelée groupage.
Définition 4.1.4. Un automate A′ = (Q′, r, f ′) s’encode dans un automate
A = (Q, r, f) (noté A′ ⊑ A) s’il existe une fonction surjective e : Q → Q′
telle que pour tout c ∈ Q′r, f(e˜−1(c)) ⊂ e−1(f ′(c)) où e˜ : Qr → Q′r est
l’extension usuelle de e.
Intuitivement, il semble raisonnable de considérer qu’un automate est
moins complexe que l’automate dans lequel il s’encode. On pourra noter que
savoir si un automate cellulaire s’encode dans un autre estNP -complet. Dans
la cas particulier ou le fonction e est injective, on parle de sous-automate.
Définition 4.1.5. Le groupé n × m avec décalage s d’un automate A =
(Q, r, f) est l’automate A〈n,m,s〉 = (Qn, r′, f ′) vérifiant pour tout c ∈ QZ,
p ∈ Z, F ′((cJkn,(k+1)n−1K)k∈N)(p) = F (c)
m
|Jkn+s,(k+1)n+s−1K.
Le groupé d’un automate cellulaire consiste à regrouper son diagramme
espace-temps en prenant des rectangles de taille m×n. Intuitivement, un au-
tomate et son groupé présentent la même complexité. Savoir si un automate
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est un groupe d’un autre est dans la même classe de complexité que l’iso-
morphisme de graphes. La notion de simulation entre automates cellulaires
s’obtient alors en couplant la notion d’encodage avec celle de groupage.
Définition 4.1.6. Un automate A′ est simulé par un automate A (noté
A′  A) s’il existe m,n, t,m′, n′, t′ ∈ N tels que A′〈m
′,n′,t′〉 ⊑ A〈m,n,t〉.
Cette relation de simulation étant une relation transitive, il est possible
d’obtenir un ordre partiel en considérant les classes d’équivalence définies
par cette relation. On obtient alors un ordre sur l’ensemble des automates
cellulaires qui « mesure » la complexité de tels automates. En étudiant le
graphe de l’ordre ainsi obtenu, on remarque qu’il existe une classe maximale
pour cette relation [43]. Les éléments de cette classe sont appelés automates
cellulaires intrinsèquement universels.
Définition 4.1.7. Un automate cellulaire est intrinsèquement universel s’il
simule n’importe quel automate cellulaire.
Cette notion de simulation présente l’avantage de caractériser la com-
plexité intrinsèque des automates cellulaires. Il est possible de montrer que
de nombreuses sous-classes connues d’automates cellulaires (surjectif, injec-
tifs . . . ) forment des idéaux ou des filtres de l’ordre [43, 48]. En particulier, il
est possible de montrer que la notion d’universalité intrinsèque est plus fine
que celle d’universalité Turing.
Proposition 4.1.8 (Ollinger, 2002 [43]). Il existe un automate cellulaire
Turing universel dont la distance à l’ensemble des automates cellulaires in-
trinsèquement universels est infinie.
Adapté à l’étude de la complexité des automates cellulaires, la notion
de simulation permet de caractériser finiment l’étendue de leur comporte-
ment. Une question ouverte et structurante à ce sujet est de caractérisée la
robustesse de la notion d’universalité intrinsèque. En effet, s’il est possible
d’obtenir une notion plus fine ou plus large de simulation en jouant sur les
contraintes imposées dans l’encodage ou les transformations géométriques
possibles dans le groupage, la classe des automates cellulaires intrinsèque-
ment universels semble rester la même. Prouver un tel résultat affirmerait
encore plus la validité de cette notion.
4.1.2 Liens avec les systèmes PaCo
La notion de simulation caractérisant la complexité des automates cellu-
laires par l’intermédiaire des diagrammes espace-temps, il n’est pas étonnant
que ces notions soient intimement liées au systèmes de particules et colli-
sions. Cette section présente quelques résultats de base sur ces liens et offre
des piste pour étudier plus en détails ces liens.
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Proposition 4.1.9. Soient deux automates cellulaires A et A′ tels que A′
est un sous-automate de A alors tout système PaCo de A′ est isomorphe à
un système PaCo de A.
Démonstration. Pour montrer ce résultat, il suffit de remarquer que la fonc-
tion d’encodage e : Q→ Q′ étant injective, elle induit une injection de Q′Z
2
dans QZ
2
. Cette injection préservant la périodicité, le résultat est immé-
diat. 
Dans le cas plus général d’encodage, le résultat ne tient plus. Il se produit
alors un phénomène d’apparition de déchets qui présente une perspective
intéressante pour la suite.
Proposition 4.1.10. Soit A un automate, m,n, p ∈ N. Tout système PaCo
de A〈m,n,p〉 est isomorphe à un système PaCo de A
Démonstration. Ce résultat s’obtient directement en utilisant l’injection ca-
nonique de (Qm×n)Z
2
dans QZ
2
puis en remarquant que cette injection reste
bien définie modulo translation. 
Dans la définition d’universalité, la relation de groupage est utilisée pour
quotienter les classes. Il est donc sensé de s’intéresser à la réciproque du ré-
sultat précédent. Intuitivement, le groupage < m,n, p > permet d’introduire
dans les diagrammes espace-temps la position à l’origine modulo (m,n). De
ce fait, on fait passer les conditions de validité concernant ce modulo au
niveau syntaxique. Ceci implique que le système PaCo du groupé est « plus
restrictif » que celui de l’automate de départ. Formellement cette condition
se traduit par le fait que la transformation de QZ
2
dans (Qm×n)Z
2
ne préserve
pas les classes d’équivalence par translation. Néanmoins, ce phénomène n’a
pas d’influence sur les pondérations valides de schémas de ligature. Une pers-
pective possible sur cet axe est de caractériser formellement le liens entre ces
systèmes PaCo. Ces liens sont également visibles sur les automates cellulaires
intrinsèquement universels.
Proposition 4.1.11. Il existe un automate cellulaire universel A muni d’un
système PaCo fini (P,C) tel que toutes les simulations correspondent à des
schémas de ligatures infinis du système PaCo.
Idée de la preuve. Pour prouver ce résultat, il suffit de prendre un automate
cellulaire intrinsèquement universel de le simuler par un autre automate (in-
trinsèquement universel) dans lequel les états sont encodés par des particules
et les transitions par des collisions. Pour un tel automate, le groupage n’a
pas d’influence sur les particules et collisions utilisées pour la simulation.
Comme l’automate intrinsèque considéré simule cet automate, la simulation
peut se faire à l’aide de schémas de ligature de particules et collisions de cet
automate qui sont isomorphes à un système PaCo de l’automate. 
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En plus de montrer ce résultat, il est possible d’utiliser la preuve pré-
cédente pour montrer que les pondérations valides des schémas de ligatures
utilisées dans la construction ne font intervenir qu’un nombre fini de pondé-
rations par face et donc peuvent être prouvées valides en utilisant un jeu de
faces régulier. Intuitivement, il semble également possible de montrer que lors
d’une simulation à l’aide d’un système PaCo, les particules sont conservées
au cours du calcul. La formalisation de ce résultat demandant l’introduc-
tion de nouvelles notions qui ne sont pas encore mures, il est laissé à l’heure
actuelle en tant que conjecture.
En essayant de comparer les systèmes de particules et collisions avec
l’universalité Turing, on obtient des résultats négatifs montrant, à quelque-
part, que ces notions sont disjointes :
Proposition 4.1.12. Il existe un automate cellulaire Turing universel qui
ne possède pas de particule (et par conséquent pas de collision).
Idée de la preuve. Ce résultat tire son origine de l’existence d’un automate
Turing universel dans lequel l’information se propage à une vitesse maximale
sous linéaire. 
Les résultats précédents permettent de montrer que les systèmes de parti-
cules et collisions sont des éléments de la complexité des automates cellulaires
qui sont distincts de la complexité pour le calcul Turing. Il reste de nom-
breuses perspectives dans l’étude des liens entre systèmes de particules et
collisions et cette section peut se voir comme la prémisse d’une telle étude.
4.2 Universalité Turing de l’automate cellulaire 110
Dans cette section, les systèmes PaCo sont utilisés pour montrer que la
règle 110 est intrinsèquement universelle. Cette conjecture avait été énon-
cée par S. Wolfram dans son livre A new kind of science [53]. Ce résultat
a ensuite été prouvé par M. Cook [14]. La preuve de cette propriété re-
pose sur l’utilisation de particules et collisions, présentées dans le livre de
S. Wolfram, mais l’absence d’outils pour manipuler ces objets rend la
preuve de M. Cook complexe de par le besoin d’une étude combinatoire
longue et poussée. Cette section présente une nouvelle version de la preuve
reprenant la construction originelle mais utilisant le formalisme de parti-
cules et collisions ce qui permet de la rendre beaucoup plus intuitive et de se
concentrer sur les points clefs de la simulation. Cette nouvelle preuve a été
publiée et présentée lors de la conférence JAC 2008 [5].
Théorème 4.2.1 (M. Cook, 2004[14]). La règle 110 est Turing universelle.
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4.2.1 Simulation et système PaCo
L’objectif de cette partie est de présenter comment simuler une machine
de Turing à l’aide de l’automate cellulaire 110. Cet automate présente un
vaste ensemble de particules et collisions et de nombreux travaux ont été fait
pour extraire et analyser les différents objets apparaissant dans l’évolution
de cet automate cellulaire. Il n’est donc pas complètement étonnant qu’un
tel automate soit capable de simuler n’importe quelle machine de Turing.
Pour prouver que l’universalité Turing, plutôt que de simuler directe-
ment une machine de Turing, le choix est d’introduire un système de calcul
simple et plus adapté qui nous servira d’intermédiaire : les systèmes de Post
cycliques. Ces systèmes sont basés sur les système de Post introduits par
E. Post dans les années 1940 [44]. Ces systèmes sont définis par une liste
cyclique de mots sur l’alphabet binaire {0, 1}.
Définition 4.2.2. Un système de Post cyclique est une liste cyclique
(wi)i∈Zm où wi ∈ {0, 1}
∗ pour tout i ∈ Zm.
Une configuration d’un système de Post cyclique se compose d’un mot
fini w′ et d’un index j ∈ Zm. La dynamique est obtenue de la façon suivante :
on regarde la première lettre w′0 du mot w
′. On obtient alors une nouvelle
configuration en retirant la première lettre de w′ et en ajoutant le jième mot
de la liste cyclique si w0 = 1. On prend pour index j + 1 dans tous les cas.
Si le mot obtenu est vide, le calcul s’arrête.
J. Cocke et M. Minsky [13] ont montré que les systèmes de Post sont
capable de simuler n’importe quelle machine de Turing. Dans la suite, deux
propriétés supplémentaires concernant cette réduction sont utilisées : il est
possible de se restreindre aux système de Post cyclique dont tous les mots
ont des tailles multiples de six et pour toute machine de Turing, il existe une
constante K ∈ N telle que pour toute simulation de cette machine par le
système de Post cyclique, on lit au plus K fois la lettre 0 consécutivement.
Ces deux restrictions ne sont pas difficiles à obtenir mais elles demandent
de regarder en détails le fonctionnement de la simulation des machines de
Turing. Si le lecteur est intéressé sur ce point, il peut se référer à [5] qui
présente en détails comment obtenir ces restrictions.
La construction est présentée à l’aide du le système PaCo utilisé. Afin
de faciliter la lecture et l’intuition, les objets sont définis par des extraits de
diagramme espace-temps dans lesquels le motif fini est mis en valeur. Cette
représentation présente l’avantage d’être à la fois complète et aussi intuitive.
Le système utilise un unique fond présenté dans la figure 4.1. On peut
noter que quoique complexe, ce fond apparaît la plupart du temps si on
regarde une évolution de la règle 110 partant d’une configuration aléatoire
uniforme.
Dans ce fond, on distingue 18 particules présentés dans la figures 4.2. Pour
permettre une meilleure intuition dans la suite, les symboles des collisions
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Fig. 4.1 – système PaCo de 110 : fond
comportent une flèche indiquant la direction de leur axe de périodicité. La
construction fait également intervenir 23 collisions qui sont représentées dans
les figures 4.3, 4.4 et 4.5. La légende permet d’indiquer les particules présentes
dans la collision.
Ces éléments servent de base à des signaux encodant les différents élé-
ments du système de Post cyclique. Cet encodage repose sur l’espacement
entre les particules qui est pour le moment implicite.
La liste cyclique de mots est encodée en la dépliant pour obtenir une
suite de mots infinis et en indiquant par un signal le début de la liste et
la séparation entre deux mots. Ceci est fait à l’aide de 4 signaux : pour le
début de la liste, le signal
←−
S = ←−ı
←−
d1
←−
d4
←−ı 4←−ı2 ; pour la séparation de mots,
le signal
←−
D =
←−
d5
←−
d2
←−
d1
←−
d4
←−ı 4←−ı et pour les lettres, les signaux
←−
F x = (
←−ı ←−ı2 )
4
(l’encodage de la lettre se faisant dans l’espacement).
Les lettres situées dans la file sont encodées par deux signaux : un signal
temporaire
←−
W x =
←−ı 4 qui sert à placer la lettre puis le signal Cx = c4. Lors
de l’analyse de la lettre, deux signaux indiquent si l’on doit effacer (signal
−→
B =
−→
b2) ou copier (signal P = p) le mot de la liste.
Il reste à introduire un signal d’horloge
−→
T = −→s 4 et d’un signal contenant
des déchet
←−
J = ←−ı 2 ainsi que des versions légèrement altérées de certains
signaux : F˜x = (
←−ı ←−ı2 )
3(←−ı ←−ı ), S˜ = ←−ı
←−
d1
←−
d4
←−ı 4←−ı , D˜ =
←−
d5
←−
d2
←−
d1
←−
d4
←−ı 4←−ı , P˜ =
−→a3
−→a7 and B˜ =
−→
b1 .
L’ensemble des collisions peut être enrichi pour prendre en compte les
signaux construits. La liste des collisions ainsi construite est donnée dans
la figure 4.6. Pour déterminer ces collisions, il suffit de donner le schéma
de ligature fini correspondant. Ces schémas de ligatures sont donnés dans la
figure 4.7 à l’exception des schémas de ligatures faisant intervenir des signaux
altérés car ils sont similaires au cas non altéré : C˜ est exactement comme C,
S˜0 diffère juste par l’utilisation de la collision g′8 au lieu de f
′ (il en va de
même pour M˜0). De la même façon, S˜1 et M˜1 sont obtenus en remplaçant la
collision d′ situé en haut par w′1. Finalement, E0, E˜0, E1 et E˜1 sont composés
d’une seule collision.
Avec ces données, il est possible de trouver des valeurs pour les espace-
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p ←−a1
−→a3
←−a4
←−a5
−→a6
−→a7
−→
b1
←−
d4
−→s ←−ı2
←−
d5
−→
b2
←−
d1
←−
d2
c ←−ı p2
Fig. 4.2 – Particules utilisée dans la construction
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f d d′
−→
b1 +
←−ı ⊢
−→
b2 p+
←−ı ⊢ p2 p2 +
←−ı2 ⊢
←−ı + p
f ′ g1 g2
−→
b2 +
←−ı2 ⊢
−→
b2 c+
←−ı ⊢ ←−a1 c+
←−a1 ⊢
←−ı +−→a3
g5 g4 g3
−→a3 +
←−
d1 ⊢ p c+
←−a5 +
←−a4 ⊢
←−ı c+←−ı ⊢ ←−a5 +
←−a4 +
−→a3
Fig. 4.3 – Ensemble de collisions de base
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g′7 g
′
8 g8
−→a6 +
←−ı ⊢
−→
b2
−→
b2 +
←−ı ⊢
−→
b1 p2 +
←−ı ⊢
−→
b2
h g′9 g6
−→s +←−ı ⊢ ←−ı +−→s
−→
b1 +
←−ı ⊢ p −→a3 + p+
←−
d4 ⊢
←−ı + p
k s g′6
−→s +←−ı ⊢ c
−→
b2 +
←−ı ⊢
−→
b1
−→a3 + p+
←−
d4 ⊢
−→a6
Fig. 4.4 – Ensemble de collisions de base (suite)
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w2 w
′
1 s
′
−→
b1 +
←−
d5 +
←−
d2 ⊢
←−ı +
←−
d1 p2 +
←−ı ⊢ ←−ı +−→a3 +
−→a7
−→
b1 +
←−ı2 ⊢
−→
b1
w′2 j
−→a3 +
−→a7 +
←−
d5 +
←−
d2 ⊢
←−ı +
←−
d1 c+
←−ı ⊢ ←−ı + c
Fig. 4.5 – Ensemble de collisions de base (fin)
R
−→
T +
←−
W x ⊢ Cx
C′
−→
T +
←−
J ⊢
←−
J +
−→
T
C Cx +
←−
W y ⊢
←−
W y + Cx C˜ Cx +
←−
J ⊢
←−
J + Cx
S0 C0 +
←−
S ⊢
←−
J +
−→
B S˜0 C0 + S˜ ⊢
←−
J + B˜
S1 C1 +
←−
S ⊢
←−
J + P S˜1 C1 + S˜ ⊢
←−
J + P˜
M0
−→
B +
←−
F x ⊢
−→
B M˜0
−→
B + F˜x ⊢ B˜
M1 P +
←−
F x ⊢
←−
W x + P M˜1 P + F˜x ⊢
←−
W x + P˜
E0 B˜ +
←−
D ⊢
←−
S E˜0 B˜ + D˜ ⊢ S˜
E1 P˜ +
←−
D ⊢
←−
S E˜1 P˜ + D˜ ⊢ S˜
Fig. 4.6 – Collisions faisant intervenir des signaux
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k
j
j
j
k
j
jk
j
k
h
hh
hh
hh
h
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
j
R C′ C
s
s′
f
f ′
s
s′
f
f ′
d
d′
d
d′
d
d′
d
d′
g1
g2
g3
g4
g5
g6
d
g8
g′8
f
f ′
g1
g2
g3
g4
g5
g′6
g′7
g′8
g′9
d
d′
M0 M1 S0 S1
Fig. 4.7 – Constructions des collisions associées aux signaux
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ment des signaux qui sont compatibles avec toutes les collisions souhaitées.
Il suffit de résoudre tous les schémas de ligature fini et de remarquer que
l’intersection des solutions est non vide. Une fois construit ce système, il
ne reste plus qu’à l’utiliser pour effectuer la simulation du système de Post
cyclique.
4.2.2 Jeu de faces associé aux calculs
Cette section décrit le fonctionnement de la simulation et montre, à l’aide
d’un jeu de faces orientée, que le système symbolique peut réellement être
implémenté dans l’automate cellulaire.
Le fonctionnement de la simulation est résumé dans la figure 4.8. Pour
encoder une configuration du système de Post cyclique, on procède de la
façon suivante : au centre, on encode la contenu de la file de la droite vers
la gauche à l’aide de signaux Cx. À droite, on place la liste cyclique dépliée
à l’aide de l’alphabet
←−
F x. Les mots sont séparés par des signaux
←−
D et on
trouve un signal
←−
S avant le premier mot. Pour chaque mot, on remplace
la dernière lettre par une version altérée du signal (si le mot est vide, on
mets une version altérée du délimiteur précédent). Sur la gauche, on mets
une infinité de signaux d’horloge
−→
T . On peut noter que le configuration ainsi
obtenue est ultimement périodique.
←−
W
←−
F F˜
←−
S S˜
←−
J
←−
D D˜
C
P P˜
−→
B B˜
−→
T
Fig. 4.8 – Fonctionnement symbolique de la simulation et orientation
Le fonctionnement dynamique de la simulation est le suivant : la première
collision est celle entre la première lettre de la file et le signal de début
de mot. Cette collision produit efface les deux signaux entrant et produit
un signal d’effacement
−→
B (collision S0) ou un signal de copie P (collision
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S1) selon la lettre d’entrée. Ce signal rencontre ensuite toutes les lettres du
premier mot de la liste et les efface (M0) ou les transforme en lettre de la pile
(M1) toujours selon la première lettre du mot de la file. Lorsque le signal de
copie ou d’effacement rencontre la dernière lettre du mot, la version altéré
du signal encodant cette lettre altère également ce signal (M˜0 or M˜1) ; le
signal résultant rencontre finalement le séparateur de mot qu’il transforme
en nouveau début de la liste (E0 or E1). Si la première lettre de la file était
1, les lettres générées traversent toute la file (C) avant d’être ajouté à la fin
de la queue lors de la rencontre avec un top d’horloge
−→
T (collision R). On
peut également noter que certaines de ces collisions génèrent des signaux de
déchets
←−
J qui s’évacuent par la gauche sans perturber la simulation. Après
ces étapes, le système est de nouveau prêt pour une nouvelle transition.
Une fois construit des schémas de ligature, il reste à prouver que ces sché-
mas correspondent bien à des diagrammes espace-temps valide de l’automate
cellulaire. Ceci est obtenu en utilisant le jeu de face orienté tel que présenté
dans la figure 4.8
Dans ce jeu de face orienté, on peut remarquer la présence d’une fa-
mille infinie de faces ayant un nombre arbitrairement grand de côté (voir
figure 4.9). Lorsque l’on étudie l’ensemble de validité de ces faces, on re-
marque qu’il existe une pondération valide que dans le cas ou le nombre
de signaux
←−
F x incidents est un multiple de 6. Cette contrainte explique la
restriction portée sur le système de Post cyclique simulé.
En remarquant que les schémas de ligature correspondant aux calculs
valide du système PaCo associées sont bien ordonné, on en déduit l’exis-
tence d’une pondération valide pour tous les calculs en appliquant la propo-
sition 3.2.14.
Ce résultat n’est néanmoins pas suffisant pour obtenir la simulation. Il
manque encore un point important qui consiste à montrer que l’encodage
initial des valeurs ne dépend pas du calcul effectué. Pour cela, il suffit de
montrer que les pondérations valides des faces externes ne dépendent pas
des autres faces. Ici, il faut distinguer deux cas : le cas des espacement entre
les mots encodant la liste cyclique du système de Post est simple car tous
les côtés intervenant dans les faces concernés sont des élément minimaux
de notre jeu de face et peuvent de ce fait, être choisis arbitrairement parmi
les valeurs du semi-linéaire associé. Il suffit de vérifier que ces ensembles ne
sont pas disjoints. Le cas des signaux d’horloge est un peu plus complexe :
leur taille dépend d’une arête entrante ainsi que du nombre de symboles
effacés depuis la précédente copie. Les arêtes entrantes sont toutes distinctes
et n’ont pour le moment aucune contrainte. Pour obtenir une pondération
des faces externes concernées de façon uniforme, il faut supposer le nombre
d’effacements successifs possible borné (ce qui est la deuxième condition
posée sur système de Post cyclique). Avec cette condition, il est possible de
choisir la valeur de l’arête entrante de façon à compenser le décalage introduit
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g6
d1
g8
g′8
f
f ′
s
s′
f
g′8
w2
j
g1
Fig. 4.9 – Famille infinie de face utilisée dans le construction de la règle 110
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par les effacements.
Cette dernière étape nous permet donc de conclure à l’universalité Turing
de la règle 110. L’utilisation des PaCo permet de suivre de très près l’intuition
et de reléguer au second plan les problèmes combinatoires dans sa mise en
pratique. Une fois ce résultat obtenu, la question de l’universalité intrinsèque
d’une telle règle se pose. Sur ce point, la conjecture sur la conservation des
particules amène à penser que la système PaCo utilisé ne peut l’être pour
prouver l’universalité intrinsèque. La question de savoir si cette règle est
intrinsèquement universelle est toujours ouverte.
4.3 Un intrinsèque universel à 4 états
Dans la section précédente, les systèmes PaCo ont servis, partant d’un
automate avec un comportement riche, de montrer que celui-ci est capable de
calculs Turing. Dans cette partie, cette approche est utilisée pour construire
de petits automates complexes. Plus particulièrement, cette section est dé-
dié à construire un automate cellulaire intrinsèquement universel à quatre
états qui est à ce jour, le plus petit automate cellulaire intrinsèquement uni-
versel connu. Ce résultat fait l’objet d’une soumission à CSP 2008 [3] Dans
ce mémoire, la construction de l’automate est donnée en partant du sys-
tème PaCo pour aller vers la simulation dynamique ; cette construction nous
permet d’affirmer le résultat suivant :
Théorème 4.3.1 (G. R.). Il existe un automate cellulaire intrinsèquement
universel de rayon 1 et avec 4 états.
4.3.1 Construction du système PaCo
Comme la plupart des automates qui sont construit explicitement, la règle
de transition de cet automate à 4 états peut être divisée en différents cas qui
servent chacun à une fonction bien précise. les transitions nécessaires sont
donc introduites au fur et à mesure des particules et collisions construites.
Contrairement aux autres constructions usuelles de petits automates, cet
automate cellulaire n’utilise pas un fond principal uniforme mais un fond en
damier (voir Fig. 4.10). Ce fond particulier utilise deux états au lieu d’un
mais nous permet facilement de construire de nombreuses particules avec les
états restants : en effet, pour chaque état, il est possible de construire deux
particules avec des directions différentes selon la position relative par rapport
au damier (voir Fig. 4.10). De plus, on remarque que le fond possède deux
« calages » possibles. En utilisant cette propriété, il est possible de créer une
particule verticale tirant profit d’un défaut d’alignement entre deux fonds.
Cette construction permet de vérifier plusieurs propriétés très intéres-
santes au niveau des particules. En particulier, Comme les particules sont
très fines (leur vecteur de périodicité est (1, 1), (0, 1) ou (−1, 1)), il n’existe
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(B) (
←−
) (
−→
)
(⇑) (
←−
) (
−→
)
Fig. 4.10 – Le fond et les particules principales de l’automate
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qu’une seule possibilité de rencontre entre deux particules. Ceci entraîne un
« déterminisme » des collisions.
Comme la particule verticale est la seule à induire un décalage du fond,
elle ne peut être ni crée, ni détruite dans les collisions. De ce fait, les col-
lisions entre deux particules obliques sont susceptibles de donner naissance
uniquement à d’autres particules obliques. Sous ces hypothèses, on remarque
que les transitions utilisées pour définir ces collisions sont disjointes et qu’il
est donc possible de définir ces collisions indépendamment.
Il est alors possible de définir trois de ces collisions entre particules dia-
gonales ainsi que deux collisions faisant intervenir la particule verticale et
une particule oblique. Ces collisions sont présenté dans la figure 4.11.
−→
+
←−
⊢
←−
+
−→ −→
+
←−
⊢
←−
+
−→ −→
+ ⇑ ⊢ ⇑
⇑ +
←−
⊢
←−
+ ⇑ +
−→ −→
+
←−
⊢
←−
+
−→
Fig. 4.11 – Collisions de base
La construction de cet automate se heurte alors à la dualité fond, parti-
cule : intuitivement, on souhaite utiliser des signaux encodant par la nombre
de répétitions de particules régulièrement espacés. De tels objets peuvent
soit être vu comme n répétitions de particules ou alors comme un fond situé
entre deux particules d’espacement n. Ici les deux types seront utilisés pour
les signaux l et m décris dans la figure 4.12. Pour le cas de l, l’espacement
entre deux particules étant trop faible, la limite de nos définitions de signaux
est atteinte et oblige à utiliser la vision de fond. Cette vision a pour avantage
d’éviter des schéma de signaux avec des familles infinies de face mais au prix
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d’introduction de plus de particules et collisions.
(l) (m) (R)
(R′) (R˜′)
Fig. 4.12 – Signaux
À l’aide de schéma de signaux, il est possible de construire un ensemble
de collisions qui va nous servir dans la suite pour la simulation. Cet ensemble
comporte 7 collisions qui sont présentés dans la figure 4.13.
Une fois ce système PaCo construit, nous allons montrer comment l’uti-
liser pour la simulation de n’importe quel automate cellulaire. Avant cela,
nous pouvons récapituler la règle de l’automate cellulaire construit en don-
nant explicitement sa table de transition sur la figure 4.14. On remarquera
qu’il y a dans cette table de transition des transitions non définies. Ces tran-
sitions ne sont pas utilisées dans la simulation et peuvent donc être choisie
de façon arbitraire.
4.3.2 Jeu de faces finiment pondérées
Pour montrer que l’automate construit est intrinsèquement universel, il
suffit de prouver qu’il est capable de simuler n’importe quel automate cel-
lulaire de rayon 1 ne prenant pas en compte son dernier argument. Il est
connu que tout automate cellulaire peut être simulé par un tel automate
avec cette restriction. On se fixe donc un ensemble d’état S et une fonction
de transition δ : S2 → S.
Cette simulation passe par la construction de schémas de ligatures ca-
pable de simuler une cellule d’un automate cellulaire. Une valeur N ∈ N
étant fixée, on encode, dans le signal R, N valeurs (ri)i∈Nm . On construit
alors le schéma de ligature présenté dans la figure 4.15. On peut regarder la
dynamique d’un tel schéma en considérant comme entrée les trois signaux
R, l et m.
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(b) :⇑ +R ⊢ R+ ⇑ +R′ (c) : l +m ⊢ m′ + l (d) : R′ +m ⊢ R˜′
(e) : R˜′ +R ⊢ R+ R˜′ (f) : l +R ⊢ R+ l (g) : l+ ⇑ ⊢ l
(a) : R˜′+ ⇑ ⊢ m+ ⇑ +l
Fig. 4.13 – Collisions entre signaux
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?
?
? ? ?
?
?
L’intersection de la ligne i et de la colonne k du tableau j représente f(i, j, k)
Fig. 4.14 – Table de transition
l
m
R
R
l′
m′
R
R
(b)
(b’)
(f)
(c)
(d)
(e)
(a)
(a’)
(g)
(g’)
Fig. 4.15 – Une cellule de base
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La dynamique est alors la suivante :
– le signal l croise le signal R dans la collision f ;
– le signal l rencontre le signal m donnant naissance à un nouveau signal
de type m encodant la somme des deux et un signal de type l qui sera
un déchet (collision c) ;
– le signal de déchet est effacé par la particule ⇑ lors de la collision g ;
– De son coté, le signal R est dupliqué lors de la rencontre avec la par-
ticule ⇑ produisant un nouveau signal R′ (collision b) ;
– Ce nouveau signal rencontre le signal encodant la somme des deux en-
trées dans la collision d, il en résulte une version altéré R˜′ dans laquelle
un nombre d’intervalles égal à la valeur encodé sont transformés ;
– Ce signal altéré traverse le signal R intact (collision e) et rencontre fi-
nalement la particule ⇑ (collision a). Dans cette collision, les intervalles
altérés sont effacés, le premier intervalle intact génère deux signaux l′
et m′ dont la valeur dépend de la taille du dit intervalle. Les intervalle
supplémentaires sont effacés mais entraînent néanmoins une modifica-
tion de la valeur du signal m′.
Lors de l’analyse de la cellule, on remarque que les signaux R ne sont
jamais modifiés. Vu sous cet angle, la cellule prend en entrée deux signaux l
et m et donne en sortie deux autres signaux l′ et m′. Il reste alors à vérifier
l’existence d’élément dans l’ensemble de validité de ces schémas. À R fixé, il
est possible de construire un jeu de face finiment pondéré englobant toutes
les cellules pour dont les valeurs de signaux l et m vérifient que m+ l < N .
Ce jeu permettant d’assurer l’existence d’une pondération valide commune.
L’idée intuitive est alors de montrer comment encoder la règle dans le
signal R pour obtenir la simulation de le fonction de transition f de l’au-
tomate cellulaire simulé. Cette idée va se heurter à un problème lié au fait
que les valeurs émise l′ et m′ sont diffèrent d’une valeur dépendant du cal-
cul effectué. Pour contourner, il est nécessaire d’introduire encore une étape
supplémentaire de raisonnement. Cette fois, les cellules sont groupées par
deux (voir figure 4.16) et l’encode porte uniquement sur des bits spécifique
de chaque élément. Le détail de cet encodage présenté dans la figure 4.17.
Dans cette encodage, les ⊥ indiques des portions non codant qui peuvent être
choisies arbitrairement. L’idée est qu’il est alors possible de choisir R(l+m)
pour encoder la complètement la règle : les portions données dans la figure
servent à fixer les portions codant dans l′, les • peuvent être choisis pour
fixer les valeurs de m′.
À l’aide de cet encodage, on montre donc que l’automate cellulaire cons-
truit est bien intrinsèquement universel. On peut néanmoins noter que l’en-
codage ne nous permet pas de conclure à l’universalité intrinsèque pour la
notion de sous-automate stricte. Il semble exister une méthode permettant
d’obtenir une simulation pour cette condition supplémentaire mais sa mise
en place étant longue et complexe et n’apportant que peu au résultat fi-
nal, nous ne l’avons pas mise en pratique. La question de savoir si ces deux
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l m
c˜
l0m
′
c˜
l′
Fig. 4.16 – Groupement de cellules
tête ( bits ) pied
N 1111 ( 11 11 11 11 ) 111
l 0101 ( ⊥⊥ si0 ⊥⊥ 00 ) ⊥⊥⊥
m 0000 ( ⊥⊥ 00 ⊥⊥ s′i0 ) ⊥⊥⊥
c˜ 1000 ( 00 00 00 00 ) 000
l +m 01xx ( ⊥⊥ si⊥ ⊥⊥ s′i⊥ ) ⊥⊥⊥ où xx = 01 ou 10
R(l +m) 10 • • ( t¯i1 •• 11 •• ) 100
m′ 0000 ( ⊥⊥ 00 ⊥⊥ ti0 ) ⊥⊥⊥
l0 010⊥ ( ⊥t¯i 1⊥ ⊥1 1⊥ ) ⊥10
N − l0 + 1 101⊥ ( ⊥ti 0⊥ ⊥0 0⊥ ) ⊥10
l′ 0101 ( ⊥⊥ ti0 ⊥⊥ 00 ) ⊥⊥⊥
Fig. 4.17 – Encodage des valeurs pour une transition δ(s, s′) = t
notions d’universalité intrinsèque coïncident reste néanmoins une question
importante pour la compréhension du calcul.
Perspectives
▼
otivé par l’observation des phénomènes d’auto-organisation dans
les automates cellulaires, ce mémoire propose des définitions de
fond, particule et collision reposant sur une approche bidimen-
sionnelle. Ces objets correspondent à ceux utilisés dans les constructions
d’automates cellulaires avec des comportements complexes, tout particuliè-
rement dans le cadre du calcul par signaux. Cette dualité s’exprime par la
présence de deux façon alternatives de définir ces objets : une façon simple
et géométrique et une façon algorithmique donnant des représentations fi-
nies et récursivement énumérables. De plus, il est possible de montrer que
ces notions coïncident avec des colorations simples du plan. Ces colorations
simples sont définies en introduisant la notion d’automate de carte à comp-
teur qui correspond à une extension possible en dimension deux de la notion
de langage régulier tel que défini à l’aide d’automates finis à compteurs. Ces
résultats donnent une justification supplémentaire à l’étude et l’utilisation
de ces notions.
Une fois ces notions définies, il est possible de leur associer une repré-
sentation symbolique continue basée sur la vision utilisée dans le calcul par
signaux. Cette représentation permet d’introduire une opération syntaxique
d’assemblage des particules et collisions afin de construire de nouveaux ob-
jets : les schémas de ligature. Cette opération correspond à l’idée intuitive
utilisée dans de nombreuses constructions d’automates cellulaires. Il est pos-
sible d’associer une coloration à tout schéma de ligature. Le principal résultat
de ce mémoire énonce que dans le cas des schémas de ligature finis, il est pos-
sible de déterminer algorithmiquement si la coloration associée au schéma de
ligature existe réellement. Ce résultat implique qu’il est désormais possible
de se concentrer sur l’assemblage syntaxique des particules, collisions et de
se reposer sur une vérification algorithmique pour savoir si cette construction
se transpose effectivement au niveau des colorations. Ceci fait des schémas
de ligature un outils pour construire et manipuler des colorations complexes.
Pour faciliter les constructions à l’aide de particules et collisions, il est
possible d’introduire une méthode permettant, à partir d’un ensemble initial
de particules et d’en construire de nouvelles et ainsi d’enrichir l’ensemble des
éléments à disposition pour faire des schémas de ligature. Il est également
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possible de dépasser la restriction sur la finitude des schémas de ligature en
introduisant des technique permettant non plus de déterminer si les colora-
tions associées sont valides mais néanmoins de garantir l’existence de telles
colorations. En combinant ces méthodes, il est alors possible de construire
des comportements complexes d’automates cellulaires en se concentrant sur
l’aspect symbolique de haut niveau et sans perdre de temps à analyser des
contraintes locales. De ce fait, il est possible de voir les particules et collisions
comme un outils pour comprendre et manipuler le calcul dans les automates
cellulaires. Cette intuition est renforcée par les liens existant entre les sys-
tèmes de particules et collisions et la notion de simulation entre automate
cellulaires.
En résumé, ce mémoire présente un ensemble cohérent de définitions
et méthodes permettant de manipuler les particules et collisions pour les
constructions sur automates cellulaires. Nous présentons ici quelques discus-
sions sur des choix arbitraires (ou pas) effectués au cours ce mémoire et sur
les différentes pistes possibles pour étendre ce travail.
Automates de cartes
La validité des définitions de fonds, particules et collisions sont appuyées
par leur relation avec les Z2-k-peintures. Cependant, dans ce résultat, il est
possible de se poser la question du choix de cette notion de peinture. Même si
cette notion est intuitive et étend bien les notions équivalents connues en di-
mension 1, il existe d’autres extensions possibles. Sur ce point, il est possible
de modifier par exemple la définition d’automate de carte et, en particulier,
la condition de cohérence de l’automate. Dans ce mémoire, nous avons fait
le choix d’exiger que l’état interne de l’automate soit cohérent sur tous les
chemins partant de l’origine. Au vu de l’utilisation faite de ces automates, il
aurait aussi été possible de demander la condition, à priori moins restrictive,
que la coloration associée soit bien définie — cette définition permet à l’état
interne de ne pas être unique du moment que toutes les projections par la
fonction de coloriage mènent à la même couleur. De la même façon, il est
possible de souhaiter se débarrasser de la référence à l’origine. Pour cela,
il suffit d’étendre la contrainte de compatibilité de l’état interne à partir de
n’importe quel état et suivant n’importe quel chemin. Une telle définition est
plus restrictive que celle utilisée dans ce mémoire. À partir de ce moment,
se pose la question de savoir si les peintures définies dépendent ou non de
la contrainte de compatibilité choisie. Il nous semble que, au moins pour le
cas sans et à un compteur, ces différentes définitions amènent à la même
notion de peinture. Ce résultat reste néanmoins une conjecture à prouver et
apporterai un appui supplémentaire à l’idée que les fonds, particules et col-
lisions sont vraiment des éléments essentiels dans les automates cellulaires.
Et même dans le cas ou cette conjecture ne serait pas vraie, il serait très in-
téressant de voir à quoi correspondent, au niveau des automates cellulaires,
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les nouvelles colorations simples obtenues.
Extension des concepts
Dans tout ce mémoire, le choix a été fait de se retreindre à des automates
cellulaires de dimension 1 (i.e., agissant sur une ligne de cellule). Un axe d’ex-
tension usuel de résultat sur ces automates est de regarder s’il est possible
de généraliser les concepts pour des automates travaillant en dimension su-
périeure (sur le plan, dans l’espace, . . . ). Du point de vue des colorations,
cela revient à considérer des colorations en dimensions 3 ou plus. Un premier
problème pour effectuer un travail similaire dans ce cadre est que les notions
de particules et collisions sont moins évidentes à formaliser. En particulier, si
on se concentre sur le cas de la dimension 3, on peut avoir 4 objets : l’espace,
le plan, la droite et le point. S’il ne fait aucun doute que l’espace correspond
au fond, les autres cas ne sont pas aussi évidents. Une approche pourrait
être d’assimiler les particules aux droites et les collisions aux points. Cette
approche permet alors d’obtenir des résultats similaires à ceux obtenus dans
cette thèse mais font complètement l’impasse sur l’existence des plans. De
plus, dans un tel cas, on remarque facilement que les particules ne forment
plus des frontières et que donc il ne peut y avoir qu’un unique fond dans la
construction. De la même façon, il est possible de construire d’autres exten-
sions de particules et collisions en dimensions supérieures mais à chaque fois,
le résultat obtenu semble être très restrictif par rapport à l’expressivité des
automates cellulaires. Néanmoins, une extension de ces notions en utilisant
les peintures est peut-être la piste la plus prometteuse. À première vue, cette
piste risque également d’aboutir à une impasse mais pourrait permettre de
mieux comprendre les limitations de ces objets en dimension supérieure.
Sans aller aussi loin qu’augmenter la dimension, il reste des éléments pré-
sents et reconnus dans les comportements d’automates cellulaires que notre
système peine à modéliser et utiliser. En particulier, on peut citer le cas des
guns. De ce point de vue, il semble intéressant d’étudier des pistes pour incor-
porer ces éléments en tant qu’objets de base et faciliter leur manipulation. Un
autre moyen pour « traiter » ces objets est de s’intéresser à des classes parti-
culières d’automates dans lesquelles ces objets ne sont pas présents. Dans de
tels cas, on espère que le formalisme de particules et collisions peut réussir
à caractériser le plus possible le comportement de l’automate ou, au moins,
prendre un relief particulier. En particulier, le cas des automates réversibles
semblent être une perspective très importante : ces automates présentent en
effet des propriétés de régularité — comme par exemple le fait que l’ensemble
limite contient toutes les configurations et que toute configuration périodique
en espace appartient à un cycle — qui ont des répercussions sur les fonds,
particules et collisions. Une étude plus poussé des propriétés des particules
et collisions dans ces systèmes semble permettre d’obtenir des résultats in-
téressants d’autant plus que les automates cellulaires réversibles modélisent
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une certaine réalité physique. Ce raisonnement est également valable pour
la classe des automates cellulaires conservateurs qui bien qu’orthogonale à
la classe précédente semble présenter également des propriétés syntaxiques
fortes au niveau des particules et collisions.
Automatisation
Même si ce mémoire présente un ensemble d’outils pour manipuler des
particules et collisions, il n’existe pas encore de programme mettant en pra-
tique ces résultats et permettant d’automatiser la manipulation de ces objets.
La réalisation d’un tel programme est évidemment une perspective à court
terme très importante de cette thèse. Pour permettre une bonne manipula-
tion des particules et collisions, ce programme a besoin de plusieurs fonction-
nalités. Une première fonctionnalité importante est la capacité d’extraire, de
manière automatique ou semi-automatique, des particules et collisions. En
effet, les particules et collisions pouvant être de grande taille, il est impos-
sible de mener une étude d’un large panel de celles-ci sans l’aide d’un outils
d’extraction. Le fait que ces objets soient récursivement énumérables est évi-
demment un atout important pour l’existence d’une telle méthode. Une fois
ces objets extraits, on souhaite bien sûr les manipuler de façon abstraite
pour construire des schémas de ligature et que le programme soit capable
de résoudre directement les schémas de ligature finis à l’aide de la réduction
présentée dans le chapitre 2 et d’un algorithme pour résoudre les formules
de Presburger.
Une fois un tel programme mis en place, on peut espérer que la mani-
pulation de ces particules et collisions par l’intermédiaire des schémas de
ligature permettra de mieux les comprendre et, de ce fait, de développer des
méthodes plus générales ou d’obtenir des résultats de caractérisations pour
le cas des schémas de ligature infinis. Bien évidemment, de telles méthodes
ont complètement leur place comme fonctionnalités du programme. À terme,
l’espoir est qu’un tel programme nous permette de manipuler les particules
et collisions de façon simple et intuitive.
Auto-organisation
Pour conclure ce mémoire, il est important d’évoquer une question sur les
particules et collisions qui se trouve être à l’origine de notre étude : peut-on
expliquer l’apparition des particules et collisions dans les orbites des auto-
mates cellulaires ? Ce mémoire n’aborde jamais cette question de manière
frontale mais vise à améliorer la compréhension de ces objets au travers de
définitions formelle et d’outils pour les manipuler. À l’aide des définitions in-
troduites dans ce mémoire, il semble désormais possible d’énoncer (et même
de prouver) des résultats formels sur l’apparition de ces objets. Un exemple
de tel résultat serait de prouver que pour certains automates cellulaires par-
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ticuliers, avec probabilité 1, l’orbite d’une configuration aléatoire correspond,
au bout d’un temps fini, à un schéma de ligature. Ce type de résultat est
très intéressant car il permet de faire un lien entre l’observation et l’aspect
théorique de l’étude des particules et collisions.
En ce qui concerne la compréhension des particules et collisions en eux-
mêmes, ce mémoire apporte des pistes de réponse et montre surtout qu’il
est possible d’obtenir des résultats liant intuition et aspects formels. Bien
sûr, il reste encore un très long chemin à parcourir avant de comprendre ces
notions qui sont très fortement liées à la notion de calcul parallèle.
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Résumé
Cette thèse a pour objet l’étude des systèmes de particules et collisions
dans les automates cellulaires. En se basant sur des observations expérimen-
tales, nous proposons des définitions formelles de ces objets et montrons
qu’ils peuvent être mis en relation avec des coloriages réguliers du plan. À
l’aide d’une représentation sous forme syntaxique de ces objets, nous intro-
duisons une opération syntaxique d’assemblage : les schémas de ligature.
Cette opération peut être interprétée en termes de coloriage et correspond
à une opération intuitive utilisée dans l’étude algorithmique des automates
cellulaires. Nous prouvons que, dans le cas d’assemblages finis, le lien entre
l’opération syntaxique et l’interprétation peut être complètement caractérisé
de façon algorithmique. Nous explorons ensuite des pistes d’extension de ces
systèmes facilitant l’encodage et permettant de dépasser le cas fini. Enfin,
nous étudions les applications de tels systèmes en lien avec l’universalité dans
les automates cellulaires. En particulier, nous donnons une nouvelle preuve
de l’universalité de l’automate cellulaire 110 et présentons la construction
d’un automate cellulaire intrinsèquement universel de rayon 1 et à 4 états.
Mots clefs : Automates cellulaires, particules et collisions, pavages,
algorithmique, universalités.
Abstract
The main goal of this thesis is to study systems of particles and collisions
in cellular automata. Starting from experimental observations, we give for-
mal definitions of these objects and show how they relate to regular colorings
of the plane. Using a symbolic representation of those objects, we introduce a
syntactical operation on them: catenation schemes. This operation is linked
to an informal operation usually used in algorithmics on cellular automata
through a coloring interpretation. We show that, in the case of finite cate-
nation schemes, this link can be completely characterised in an algorithmic
way. Then we explore possibilities of extensions of this result to ease en-
coding or overcome the finite limitation. At last, we study applications of
these systems to study universality in cellular automata. In particular, we
give a new proof of universality of rule 110 and give the construction of an
intrinsically universal cellular automaton with radius 1 and only 4 states.
Keywords: Cellular automata, particles and collisions, tilings, algorithmic,
universalities.
