Abstract: Supply chain is a network of facilities with varying conflicting objectives and decision making is a complex process. The uncertainty in demand increases complexity in inventory control mechanism. Backordering, partial backordering and lost-sales are considered in the inventory management to characterise the excess demand. In the present competitive scenario, mostly consumers have no patience to wait and show urgency to buy their goods failing which the management has to meet a huge loss of supply chain members and hence the profit. There are very few research works regarding lost-sales parameter in the area of multi-echelon inventory systems. It is felt that the proposed modified gene-wise genetic algorithm (MGGA) supply chain model which so far not applied in this process may help to determine best base stock levels and review periods with lost sales particularly at retailer end which minimised total supply chain cost.
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Introduction
Decision making in a supply chain (SC) is a critical, complex and cumbersome task. They are generally categorised as strategic, tactical and operational decisions. Ganeshan et al. (1999) have categorised the operational decision under four problem areas namely, inventory management and control; production, planning and scheduling; information sharing and coordination monitoring; and operation tools. This study focuses mainly the inventory management and control. The various forms of inventory in SC include raw materials, assemblies, work-in-process and finished goods. The ultimate service provided to the customer can be significantly improved by efficient and effective management of inventory (Lee and Billington, 1992) . Nahmias (1997) has pointed out the motivation behind holding inventories is in view of economies of scale, to successfully meet uncertainties, better transportation, smoothing, cost control and logistics. Further, he has addressed few issues in SC inventory management which include periodic-review S-policy or the order-up-to policy associated with the determination of the base stock levels or order-up-to levels and review periods. According to Shang and Song (2003) and Daniel and Rajendran (2006) , the calculation of base stock levels for each stage in a SC and for minimising the total SC cost by considering inventory holding cost and shortage cost are cumbersome and computationally complex. Sethupathi and Rajendran (2010) considered a serial SC and have developed a model based on base stock policy with backlog. Further, they devised GA procedures to find out best base stock levels and ordering periods for members in the SC. Hishamuddin et al. (2013 Hishamuddin et al. ( , 2014 have developed a recovery model which explores a two-stage production and inventory system which is capable of determining the optimal quantities of ordering and production ensuring minimised relevant total costs. Further, they developed an efficient heuristic algorithm to solve the model and highlighted the relationship between the lost sales cost and the backorder cost parameters. They have also highlighted the essentiality of meeting customer demand. Cobb (2016) has highlighted that the lost sales lead to loss of customers' goodwill when such unsatisfied demand gets accounted, leading the SC members to incur a penalty cost. Varlas and Vidalis (2014) have investigated a three echelon, push-pull SC comprising of provider, distribution centre (buffer) and retailer. In their study, the key performance metrics such as average inventories and customer service levels at each echelon of the system were computed using the algorithm programmed in MATLAB and its validity was tested using simulation for a lost sales push-pull supply network.
Many real-world SCs are complicated multi-echelon systems comprising of suppliers, manufacturers, wholesalers and retailers having geologically dispersed facilities. These SCs face the challenge of efficiency in managing the inventory. When demand is uncertain the operating costs are to be considered important and customer service requirements to be high when handling inventory in SC. There are two aspects discussed in SC namely increasing customer satisfaction level and minimising the total SC cost. For meeting the above requirements, the authors have developed modified gene-wise genetic algorithm (MGGA) for a SC model (shown in Figure 1 ) to arrive at the optimum base stock levels and review periods with lost sales only at retailer end. The authors have discussed and tabulated different cost setting and lead time setting to arrive at the least total SC cost with the help of MGGA. 
Literature review
In view of the context stated above and for the development of the concept few important studies have brought to the support. Glasserman and Tayur (1995) have developed a simulation-based methodology to address the sensitivities of costs associated with inventory with respect to policy parameters. This model helped to optimise base stock levels for the personal computer assembly and distribution system of a leading manufacturer. Further, the objective of determining the stock levels and order quantities in a SC with uncertain environment during a finite time horizon for obtaining an acceptable delivery performance at a reasonable total cost for the entire SC has been addressed by using fuzzy modelling and simulation. The same methodology was used by Petrovic et al. (1998 Petrovic et al. ( , 2008 and Cheng et al. (2006) to determine the ordering quantity for the members in a SC.
Minimising the total SC cost is considered to be an important element in SC management. In this regard, Daniel and Rajendran (2005) have used a simulation-based heuristics and attempted optimising the base stock levels in a serial SC with the objective of minimising the total SC cost. They have developed a GA for calculating the optimal base stock levels for a serial SC. Similarly, Chan et al. (2006) have combined inventory policies for determining optimal ordering quantity across organisations in a SC. They proposed a GA to search for the best combination of inventory policies of the entire SC to reduce the total cost over a time horizon. Kumanan et al. (2007) have employed the particle swarm search technique and genetic algorithm to optimise the overall cost of production and distribution in a SC logistic network. Houtum et al. (2007) have studied a single-product, periodic-review, serial inventory and production system, involving linear inventory holding and penalty costs and concluded that the optimality of base stock policies for the optimal base stock levels could be derived using news boy equations which leads to an effective exact solution procedure for the case involving mixed Erlang demands. Cheung and Zhang (2008) have studied a typical SC involving one supplier and multiple retailers in which base stock policies are practiced specifically with two replacement strategies using synchronised and balanced ordering. Johansen and Thorstenson (2008) discussed the best base stock of the inventory system involving continuous review and constant lead time through periodic review with stochastic and sequential lead time. According to Simchi-Levi and Zhao (2012) and Eruguz et al. (2012) , the total cost of the entire multi-echelon system is subjected to customer service levels.
In recent times, it is noticed that growing literature on biologically inspired algorithms, predominantly genetic algorithms and genetic programming were applied to SC modelling and inventory control optimisation. Further, Phelan and McGarraghy (2016) have highlighted the increasing complexity of modern global SCs which requires innovative heuristic techniques that can model more realistic SCs, including the SC structure, customer demand distributions, costs incurred by SC partners and other SC management concepts. Mukhopadhyay and Goswami (2016) have investigated a newsvendor model with alternative risk preference where the vendor gets averse to stock-outs for avoiding dissatisfaction of customers, emergency order cost and lost-sales. They have analysed the SC system with risk neutral wholesaler who sells their product to various vendors with stock-out aversion preferences competing for managing the inventory. They have concluded by obtaining unique optimal solution by establishing the uniqueness and existence of a pure strategy namely Nash equilibrium. Diaz et al. (2016) have highlighted the results of the previous study in the case of inventory systems whose control policy involves a (s, S, R) scheme where R is fixed. Further, they examined the effects of serially correlated demands on probabilistic lost-sale inventory model. Further, Ambilikumar et al. (2016) have analysed the performance of a four level serial SC under eight different kinds of information sharing cases, with backorder and lost sales situations. They have highlighted that the entire performance can be improved only by sharing relevant information about operating parameters of each player of SC with other players and concluded that the overall cost which is the sum of inventory cost and backorder cost/lost sales cost is used to measure the entire performance of the SC. Dey et al. (2016) have investigated an inventory system with continuous review policy having both backorders and lost sales and have proposed a methodology to minimise the total cost incurred by calculating the optimal reorder point and order quantity. Lin (2017) has dealt with the problem of reducing lost sales incurred by an integrated vendor-buyer SC model with an objective to derive the best production and shipment policy and the optimal investment strategy considering partial backordering. Hu and Feng (2017) modelled a SC of service requirement with supply and demand uncertainties and determined the buyer's and the supplier's optimal ordering policy. These policies indicate that the optimal ordering policies of the buyer are not only influenced by demand uncertainties but also influenced by service requirements whereas the supplier's optimal supply policies are influenced by the best ordering policy of buyer in addition to the supply uncertainties. Lee et al. (2017) have discussed the demand in stock-out period by considering the demand rate within stock-out period as a diminishing function of backorders. They framed an inventory model with partial backorders to determine the time scales for depletion of inventory and stock-out periods for minimising the total relevant cost considering backorders and lost sales. The sensitivity analysis performed revealed the effects of the model parameters on the optimal solution and concluded that the shortage in inventory shall lead to the opportunity cost of lost sales. Taleizadeh and Zamani-Dehkordi (2017) have considered an inventory system with partial backordering and imperfect process having products which are defective per order. The cost function of the inventory model includes holding cost, order cost and two types of shortage costs. They have assumed that the number of defective items follows a uniform distribution and the proportion of backordering as constant. The results reveal how certain inventory parameters affect the cost function and the values of the decision variables and determined the value of the total cost function according to the optimal values obtained for the decision variables.
This present study aims to model a serial SC with periodic-review S-policy by considering the above and attempts to calculate the optimal base stock levels and review periods for every member in the SC under periodic review policy or order-up-to policy with lost sales. The inventory policy of SC members and its parameters are considered in view of ease of their use and implementation in the proposed mathematical programming model and the GA. This model consists of a serial SC with a supplier, a manufacturer, a distributor and a retailer. The time unit is presumed to be discrete and as single day. It is presumed that the review period for a SC member has to be any one of {1, 2… 10} days. An integer programming model was first developed to determine the optimal review periods and base stock levels (in the class of periodic review, base stock policy) that minimise the total system-wide cost when lost sale is present for smaller time horizon. Many of the researchers have not taken lost sales as an important parameter in the area of multi-echelon inventory systems especially at the retailer end. Therefore, the present authors proposed MGGA for a SC model to find best inventory parameters namely base stock levels and review periods for members in SC with lost sales for longer time horizon.
Mathematical formulation of a serial SC model
The SC taken for this study includes four members, namely, retailer, distributor, manufacturer and supplier. The material flows between them (refer Figure 1) . This study primarily addresses in determining the optimal base stock levels and review periods. Therefore, the customer is not considered as a member in the context of the current problem, except that a demand from the customer triggers information and material flows in the SC.
Model assumptions
Only single product flows through the SC.
Time is presumed as discrete and the unit of discrete time is presumed to be a day. The serial SC model is considered with finite time horizon. All the members in the SC operate under a periodic review policy (base stock) where the review period is presumed to be one of {1, 2… 10} days. Moreover, this review period is a decision variable at the given stage, as much as the base stock level is.
The review period of a given stage is constant and is the alike across the entire finite time horizon.
Base stock level and review period at every member in the SC take discrete integer values.
The retailer faces random discrete customer demand, which is presumed to be stationary and uniformly distributed in the interval [20, 60] in the computational experiments considered throughout this study. This demand is assumed to be discrete and known over the finite planning horizon.
Lead time for information/order processing is zero. Processing (procurement/production/packing) lead time and transportation lead time are combined at each stage appropriately and considered together as single component, called replenishment lead time for that member in the SC and is presumed to be deterministic.
There is no discount policy or lot-size for members in the SC. If the customer demand is more than the on-hand inventory at retailer, then the excess demand is lost and considered as lost sales.
If the demand is more than the on-hand inventory at all members other than retailer, then the excess demand can be backlogged.
The retailer in the SC has its own local holding and lost sales cost and an ordering cost per order.
Each other members in the SC have their own local holding and shortage cost rates and an ordering cost per order.
Transportation cost is assumed a constant and not considered in this study. The raw material supplier who is the most upstream member (N + 1), has unlimited raw material availability So the raw material supplier will not backlog any downstream orders and replenishment will be done after replenishment lead time TL4 of the supplier.
Each member has infinite capacity.
The overall customer demand on day t is presumed to occur during the small time epoch (Δt) within day t itself; the demand from member i gets transmitted to upstream member (i + 1) immediately at time t, if t corresponds to the day of review at installation i. Hence, appropriate inventory information gets updated at the beginning, as well as at the end of t, at every member.
Model description
The sequence of events occurs at member i, for i = 1 to N in the same order, at time (during the day) t where N is the number of members in the SC, is as follows:
The material receipt of at member i [shipped from member (i + 1) to member i] takes place if the material is due to arrive at the current instant t. The member's inventory information (namely, on-hand inventory) is updated.
Member i receives the customer demand (if i = 1); the replenishment order (for i > 1) from the immediate downstream member is received, if day t corresponds to the day of review at member (i -1).
The possible order fulfilment takes place, depending upon the available on-hand inventory. If sufficient on-hand inventory is not there with retailer to meet the demand, then the unsatisfied demand is considered as lost sales. If sufficient on-hand inventory is not there with members (for i > 1) to meet the demand, then the unsatisfied demand is backlogged. The downstream member (i -1) will receive the shipment quantity after a delay corresponding to replenishment lead time of member (i -1). If the downstream member is the customer, then customer receives it on the current day t itself. Installation inventory at stage i is updated again.
With the available local inventory data, member i triggers a replenishment order to the upstream member (i + 1) if the current day t corresponds to the day of review; otherwise no order placement takes place. The order quantity is determined depending upon the inventory on-hand, pre-specified base stock level, on-order inventory, lost sale at retailer, backlogs at other members and review period at member i. If so, member (i + 1) realises and process the order placed by member i immediately, since the information/order processing lead time is assumed to be zero.
Inventory information of SC member such as on-hand inventory, the sum of on-order inventory, demand, lost sales at retailer and backlogs at other members are updated and the sum of local holding, lost sales cost, shortage and ordering costs are computed with respect to member i. Since it is presumed in this study that a day corresponds to a unit time, t is incremented and the same sequence of events gets repeated on the following day; also, the same sequence of events takes place at all members in the SC, for i = 1, 2, …, N. The TC is computed for the given number of days over the given finite-time horizon T. Table 1 Lead time settings across the members
Lead time setting T Li Lead time ( in days)
(TL 3 ) 3 3 3 3
Notations and formulation of the mathematical model for inventory optimisation
The notations used in the mathematical model are as follows: 
BN
A binary variable that assumes the value of 1 on day t when there is an order placement at installation i at time t; else, it is 0 QS i,i-1,t Quantity shipped from member i to (i -1) at the end of t
RP i
Review period of member i.
The objective is to minimise the total system-wide cost given as follows:
subject to the following set of constraints:
for i= 1, 2, …, N, do the following in the same sequence: and all other variables 0 and i N t T ( 4 8 )
Equation (1) shows the objective function; that is, to minimise TC comprising the holding cost, lost sales at retailer, shortage cost for other members and ordering costs for all members over T days. Equation (2) takes care of the Assumption 4, i.e., the review period is assumed to be one of {1, 2, …, 10} days and hence, at a given t, the review is operational, depending upon the chosen review period at member i. This constraint set can be extended to any set of possible review periods, over and above ten days also.
Equations (3)- (22) take care of the presence of * , i t BN on day t, depending upon time t and the review period that is operational at member i. These equations are extended up to t = T so as to capture possible orders over T days.
Equations (23) to (30) are the constraints which updates the events at the retailer end. Equation (23) is the constraint which updates the on-hand inventory at retailer at the beginning day t. Equation (24) updates the on-hand inventory/lost sales at retailer. Equation (25) updates the sum of demand up to t for retailer. Equation (26) updates current customer demand or order to be placed to the retailer. Here, NOQ 1,t serves as a dummy variable to maintain the feasibility of order placement at stage 1. Note that D 1,2,t equals to zero, if t does not correspond to the day of review at installation i; in that case, NOQ 1,t , the dummy variable, exists. Equations (27) and (28) avoid the coexistence of demand variable and dummy variable at stage 1 at t. Equation (29) updates the sum of orders placed (or on-order inventory) at stage 1 up to t. Equation (30) shows the shipment quantity from retailer to the customer.
Equations (31)-(38) are the constraints which updates the events at the members other than retailer end, i.e., when (i = 2, 3 and 4). Equation (31) is the constraint which updates the on-hand inventory at i at the beginning day t. Equation (32) updates the on-hand inventory/backlog at i. Equation (33) updates the cumulative demand up to t. Equation (34) updates current demand or order to be placed to the upstream member. Here, NOQ i,t serves as a dummy variable to maintain the feasibility of order placement at stage i. Note that D i,i+1,t equals to zero, if t does not correspond to the day of review at installation i; in that case, NOQ i,t the dummy variable exists. Equations (35) and (36) avoid the coexistence of demand variable and dummy variable at stage i at t. Equation (37) updates the cumulative sum of orders placed (or on-order inventory) at stage i up to t. Equation (38) shows the shipment quantity from member i to the downstream member.
Equation (39) shows the immediate shipment of quantity from the raw material supplier (who has infinite raw material availability) to the supplier. Equations (40)- (45) are constraints which are used for initial conditions. Equation (46) refers to the binary variable used to represent the presence or absence of review at stage i on day t. Equation (47) refers to a binary variable used to represent the presence or absence of order placement. Equation (48) refers to non-negativity constraints. 
SC cost settings
The present authors have considered the SC settings and cost setting considered by Sethupathi and Rajendran (2010) except for retailer lost sales cost which is doubled with their shortage cost considered for retailer. This is purposefully done to give high penalty for lost sales. Table 1 shows different lead time settings for different members across the SC. It shows three different lead time settings. Table 2 shows different holding cost rates, lost sales cost for retailer, shortage cost for other members and ordering cost rate for all members. It shows 16 different SC settings. The retailer faces random discrete customer demand, which is presumed to be stationary and uniformly distributed in the interval [20, 60] in the computational experiments are considered throughout this study. The authors have considered two set of demand steams for customer demand. One set was generated from a random number called a normal run and the other set is generated antithetically called as antithetic run. This is done to test the robustness of GA to find best parameters within least variations in the TC. The authors run the mathematical model using CPLEX solver for smaller time horizon. For larger time horizon, the authors adopted a genetic algorithm to find the best inventory parameters.
Modified gene-wise genetic algorithms
Genetic algorithm is a search algorithm derived from the mechanics of natural genetics and selection. Simple in operations and the effects are two of the main attractions of GA approach by Goldberg (1989) . GA is an optimisation tool to a multiplicity of SC problems. Disney et al. (1997) demonstrated the use of a model of decision support system together with a simulation facility. GA optimisation method can give way to improve the performance to the production control functions. Berry et al. (1998) explained the application of GA in the design of complex distribution networks to make a decision to the node -link topology and showed the combined use of GA and nonlinear or linear programming problem to solve network design problems. Lee and Billington (1993) developed a GA-based heuristic to solve an advanced planning and scheduling model that requires a due date with outsourcing in a manufacturing SC. In this paper, MGGA is adopted to find the best base stock levels and review periods for the members in the SC.
Notations and terminologies adopted in this MGGA
The notations and terminologies used in the MGGA are as follows: R p Review period after mutation.
Mechanics of MGGA
The mechanics of MGGA is how the crossover operations are carried out by gene-wise and the other operations are as usual in general GA approach. 
Chromosome representation
In genetic algorithm, a population is represented by chromosomes where each chromosome will represent a solution to the problem. A chromosome contains genes, which represents the member base stock levels and review periods. Figure 2 shows the chromosome representations. The first four genes represents the base stock levels of supplier, manufacturer, distributor and retailer and the remaining four gene represents the review period of supplier, manufacturer, distributor and retailer, respectively.
Population initialisation
Initial population or the parent population p_pn is formed by values randomly generated within the base stock level and review period limits. The lower limit on base stock level R p R p respectively for each member i. The number of chromosomes generated in the initial population pn_size, is fixed as 40 (which is five times the length of the chromosome). Figure 3 shows the initial population generated. 
Evaluation and selection of chromosome for crossover
Chromosomes are evaluated by deterministic simulation of SC for a period of T days and the respective objective function values of TC are calculated. Fitness value f k is calculated for the k th chromosome by using the objective function value, f k = 1 / (1 + TC k ). Based on f k values, the chromosomes are selected probabilistically for placement in the mating pool for the crossover operation. The selection of chromosomes for the mating pool is done by using the roulette-wheel procedure (Goldberg, 1989) . The probability of selecting the k th chromosome from p_pn to the mating pool, P k (relative fitness), is obtained by computing
Similarly, P k 's are calculated for all n chromosomes in p_pn and their respective cumulative probabilities are obtained.
Crossover operators
Crossover operator in this case of GA is MGGA (gene-wise crossover operator). The authors considered crossover rate CoR as 1.0 in this study and generated as many offspring's as the number of parent chromosomes. The MGGA makes use of the crossover operator, called the gene-wise crossover operator (Daniel and Rajendran, 2006; Sethupathi and Rajendran, 2010 ) that makes use of the information of genes of all the chromosomes that are present in p_pn and builds an offspring out of those chromosomes. The modified gene-wise crossover operator is explained with the following example in Figure 4 . Assume that the following five chromosomes are present in p_pn for the sake of illustration. The gene-wise crossover operator constructs a child chromosome or offspring by considering the genes of all the chromosomes on the basis of its respective fitness function values. Assume that the probabilities of selection of chromosomes to crossover (P k ) are 0.10, 0.15, 0.20, 0.25 and 0.30, respectively. The cumulative probabilities of choosing these five chromosomes are 0.10, 0.25, 0.45, 0.70 and 1.0, respectively. Four uniform random numbers are generated since the authors need to construct one offspring with the first four genes representing the base stock levels and the next four corresponding genes representing review periods. Let the random numbers be 0.6, 0.1, 0.4 and 0.9. Four chromosomes corresponding to these random numbers are selected as follows. The chromosome corresponding to u = 0.6 is chromosome C4. Similarly, the chromosomes selected corresponding to the other three random numbers are chromosomes C1, C3 and C5, respectively. The offspring is now constructed gene-by-gene, by using the selected above four chromosomes in the same order. The first and fifth genes for the offspring are picked from the first selected chromosome C4, i.e., {24, 2}. To construct the offspring's second and sixth genes, the second and sixth gene positions of the second selected chromosome C1 are chosen, i.e., {141, 4}. In this way, the authors have the resultant offspring {24, 141, 24, 85, 2, 4, 2 and 2}. Thus, the generated offspring inherits eight genes from the four selected chromosomes in the p_pn based on fitness values. As the base stock level and review period of each member are inter-related, the authors inherit both the base stock level and the review period of a given member from the same parent into the offspring. The proposed gene-wise crossover operator produces good-quality offspring effectively as the gene-wise crossover operator builds offspring gene-by-gene, by making use of the fitness function values of all chromosomes in the parent population. This feature of the crossover operator leads to the generation of an offspring with proper and logical inheritance of both base stock level and review period from a given parent chromosome. This process is repeated until n offspring are generated.
Mutation operation
The mutation operator used in this study is gene-wise mutation. As the chromosomes are represented in a phenotypic manner, the first four genes are subjected to mutation with a probability of MuR. When a gene is subjected to mutation; the value of the gene is altered as follows:
where u is a sampled uniform random number and 0 < x < 1, set x = 0.4 (after a pilot study). At the same time the authors also mutate the corresponding gene containing the review period for that member, which is altered as follows:
For example, consider the offspring shown in Figure 5 ; let four random numbers be generated corresponding to the first four genes and let them be 0.59, 0.12, 0.67 and 0.39, respectively. When the mutation rate is 0.2, the genes selected for mutation are the second gene and the sixth gene corresponding to the review period. Again, a random number u is generated; let the value be 0.65. By using equations (49) and (50), the values of second and sixth gene become 158 and 4, respectively. Here, the authors use the same u that is sampled for mutating the gene containing the respective member's base stock level so as to maintain proportionate perturbations in the base stock level and the corresponding review period. Figure 5 shows an example of how mutation is being carried out. As a result of the mutation operation on the offspring in Inter_pn, the authors obtain the resultant pool called r_pn. 
Survival of chromosomes into the next generation
Now that there are n chromosomes in p_pn and n chromosomes in r_pn, the authors choose the best n distinct chromosomes out of these 2n chromosomes (present in Inter_pn and r_pn), on the basis of their TC values. The selected n distinct chromosomes become the parent chromosomes for the next generation. At the end of every generation, the best chromosome with the best TC value is updated as the best chromosome.
Termination
The termination condition is fixed in terms of number of generation (in this case, 500). After 500 generations, the algorithm is terminated and the best chromosome stored at the end of termination provides the base stock levels and review periods for respective members in the SC which lead to the minimum TC.
Results and discussions
The best base stock levels and review periods for different members leading to least TC are given in Tables 3 to 8. Table 3 lists the best inventory parameter settings for lead time setting 1 with normal demand values, where Table 4 lists the best inventory parameter settings for lead time setting 1 with antithetic demand values. Likewise, Table 5 lists the best inventory parameter settings for lead time setting 2 with normal demand values, where Table 6 lists the best inventory parameter settings for lead time setting 2 with antithetic demand values. Also, Table 7 lists the best inventory parameter settings for lead time setting 3 with normal demand values, where Table 8 lists the best inventory parameter settings for lead time setting 3 with antithetic demand values. From these tables, it is observed that in general base stock levels tend to increase for retailer than all other members since the authors have high lost sales cost at retailer end. Also, there is increase in the value of base stock levels as the other cost rates (holding and shortage cost) as the process moves from SC1 to SC16. The authors felt that an increasing pattern in the base stock levels from SC1 to SC4, SC5 to SC8, SC9 to SC12 and SC13 to SC16. This is mainly due to the increasing trend in lost sales and shortage cost rates. There is another increasing pattern of base stock levels when comparing within the four groups SC1 to SC4, SC5 to SC8, SC9 to SC12 and SC13 to SC16, which is mainly due to increasing trend of ordering cost rates for the respective members across the cost settings. This regular trend is observed across all Tables 3-8 for different lead time setting and for normal and antithetic demand values. But there are some base stock levels which are against the trend and interestingly for these cases the respective review period of the member is adjusted. For example the base stock level of supplier for SC1 in Table 1 is 46 which is increased to 93 for SC2 and at the same time the review period for that case is decreased from 4 to 3. So it adjusts its base stock levels depending upon the review periods. Another observation is that the supplier is having more review periods than other members are mainly due to two reasons. One is the supplier is nearer to the infinite supply of raw materials and hence no cases of stock out in the upstream. Another one is the less cost rates for holding/shortage and ordering at his end. Table 8 Performance of GA approach, in respect of TC values, respective base stock levels and review periods at different members with the lead time setting 3 (LT3) for antithetic demand
Performance of GA
The authors have termination criteria are set as 500 generations. The authors have reported solution convergence for each cost setting is reported in each Table 3 -8. The minimum generation for convergence of solution reported is 15 (see Table 3 ) and the maximum is 114 (see Tables 4 and 7 ). The average solution convergence for all cost settings LT1 normal demand in Table 3 is 42.8. The average solution convergence for all cost settings LT1 antithetic demand in Table 4 is 45.4. The average solution convergence for all cost settings LT2 normal demand in Table 5 is 45.3. The average solution convergence for all cost settings LT2 antithetic demand in Table 6 is 38.5. The average solution convergence for all cost settings LT3 normal demand in Table 7 is 48.6. The average solution convergence for all cost settings LT3 antithetic demand in Table 8 is 46.1. In general, in most of the cost setting across all Tables 3-8 the best solution is obtained within 50 generations, i.e., by enumerating just 2,000 solutions within few seconds. This shows the robustness of our MGGA in finding best solutions within less time. 
Solution quality for normal demand and antithetic demand
Conclusions and future works
The prime objective of any SC model is minimising the SC cost and increasing the satisfaction level of the customers. By elimination of lost sales at retailer end the above mentioned objectives are met. In this regard, the authors incorporated the lost sales parameter in the mathematical model for enhancing the performance of SC model. Based on the results obtained through MGGA, the best base stock levels and review periods for members in a serial SC were obtained. In this paper, only periodic review policy is considered in this serial SC. It would be interesting to consider other policies like continuous review, hybrid policies in future work. And also, the authors considered single product flow in this SC and in future multi product flow can also be considered as future works.
