Abstract. The feasibility of using a motion sensor to replace a conventional electrolarynx (EL) user interface was explored. A mobile phone motion sensor with multi-agent platform was used to investigate on/off and pitch frequency control capability. A very small battery operated ARM-based control unit was also developed to evaluate the motion sensor based user-interface. The control unit was placed on the wrist and the vibration device was placed against the throat using support bandage. Two different conversion methods were used for the forearm tilt angle to pitch frequency conversion: linear mapping method and F0 template-based method. A perceptual evaluation was performed with two well-trained normal speakers and ten subjects. The results of the evaluation study showed that both methods were able to produce better speech quality in terms of naturalness.
Introduction and background
As a result of technological advances, intelligent systems have become an important part of our lives. These systems can be found in multiple places and provide a huge range of facilities. Disabled people face increasing difficulties daily. Most buildings and facilities are not adapted to their disabilities, so they find barriers, which they cannot overcome alone. However, with the help of these new intelligent systems disabled people are now able to overcome difficulties they encounter. People who have had laryngectomies have several options for restoration of speech, but no currently available device is satisfactory. An electrolarynx (EL) introduces a source vibration into a vocal tract by producing vibrations in the external wall. It is easy for patients to master, but the intelligibility of consonants they articulate is diminished and the speech is uttered at a monotone frequency since it does not produce airflow. Alternatively, esophageal speech does not require any special equipment, but requires speakers to insufflate, or inject air into the esophagus, and limits the pitch range and intensity. Both esophageal speech and tracheoesophageal speech are characterized by low average pitch frequency, large cycle-to-cycle perturbation in pitch frequencies, and low average intensity. Age has also been found to be an important factor for utilizing esophageal speech. When patients get older, they face difficulty in mastering the esophageal speech, or continue to use esophageal speech because of their waning strength. For that reason, the EL is an important device even for the people who use esophageal speech.
There are many advantages of the EL. To begin, one can speak in long sentences that are easily understood. Additionally, no special care requirements are needed; the EL need only to be placed up against the neck and turned on. Finally, the EL can be used by almost everybody, regardless of the post-operative changes in the neck. In those few cases where scarring prevents proper placement of the EL, an intraoral version can be used. On the other hand, there are also some disadvantages. Firstly, the EL has a very mechanical tone that does not sound natural. There is usually little change in pitch or modulation. Secondly, its appearance is far from normal. Pitch frequency control is one of the important mechanisms for EL users to be able to generate naturally sounding speech. There are some commercially available EL devices using a single push button with a pressure sensor to produce F0-contours [1] , [2] . There are also similar studies of pitch controlling methods [3] , [4] . However, none are hands-free. Some approaches for generating F0-contour without manual inter-action have been proposed. Saikachi et al. use the amplitude variation of EL speech [5] . Another approach is to generate an F0-contour using an air-pressure sensor that is put on the stoma [6] [7] . Also, recently, a machine learning F0-contour generation from EL speech has been proposed [8] . Although most of those studies are in the early stages of research, the results show substantial improvement of EL speech quality. An EL system that has a hands-free user interface could be useful for enhancing communication by alaryngeal talkers. Also, the appearance can be almost normal because users do not need to hold the transducer by hand against the neck. Almost all people frequently use gestures when they talk. It would be quite convenient if the EL users could utilize gestures to control the device. Furthermore, because hands can generate various types of motion, gesture control has a lot of potential to handle not only the on/off function, but many other functions as well. However, if users are not able to use hand gestures, we need to consider other part of body movement, or a completely different technique, such as EMG based hands-free EL control [9] .
As for the total system management issue, multi-agent is one of the key technology trends. There are many multi-agent frameworks, which help and facilitate working with agents [16] [27] . The main drawback of these systems is that they are for general purposes. General purpose was considered a major issue twenty years ago, but it is much less the case now, at a time where personal computers, devices, mobile phones and alike, have grown exponentially. In addition, the needed architecture must be able to assume tasks for integrating disabled people. Moreover, differences among disabled people are very different. Some of the most known European multi-agent systems projects oriented in the direction of our research direction are [28] [29] [30] [31] [32] .
The present study was undertaken to explore the feasibility of using multi-agent technology and mobile devices (replacing the conventional EL user interface) to control both on/off function, and pitch frequency. The specific goals were: 1) to make the generated speech natural, and 2) to make the appearance normal.
The paper is structured as follows: Section 2 presents a revision on the system requirements as indicated by the participants involved in the study. Afterwards, the system implementation is approached for the reader to fully understand the system design. Finally the article briefly explains the results and conclusions obtained from the study.
System Requirements
A set of techniques -including user observations, interviews, and questionnaireswere used to understand implicit user needs. The total number of laryngectomized participants in the questionnaire survey was 121 (87% male, 13% female), including 65% esophageal talkers, 12% EL users, 7% both, and 21% used writing messages to communicate. Almost all of the participants claimed that most public areas are difficult for oral communication due to the noisy environment. Typical public areas include train stations, inside of train cars, inside of vehicles, restaurants/pubs, and conventions/gatherings. The noisy environment issue is a well-known problem and people usually use portable amplifier; however, we have been investigating a smaller, lighter, and low profile speech enhancement system for both esophageal speech [10] and EL. Other needs confirmed from the survey are: (i) Natural sounding voice, without a mechanical tone.
(ii) Light weight device. (iii) Smaller device, low profile. (iv) Hands-free, easy to use. (v) Low cost. Based on those survey results, the present study was conducted to meet the essential user needs.
System Implementation
The system implementation was carried out by using PANGEA (Platform for Automatic coNstruction of orGanizations of intElligents Agents) [14] , [33] . It is modeled as a virtual organization of agents. These agents are connected with the PANGEA platform [22] , a multi-agent platform designed on the basis of virtual organizations [34] [35] [36] , aimed at creating intelligent environments which are able to be connected to any kind of device, as explained in [37] . The system uses a smartphone, which has powerful processing capabilities, provides any functionality needed to connect to, and allows the use of its integrated accelerometer to calculate the desired output.
The following subsections explains how the system is integrated, paying special attention to the UI design, the integration of the system with PANGEA platform -multi-agent design, the design of the hardware to include in the system, and the two algorithms used to contrast data.
Hands Free UI Design: Gesture and Pitch Control
Gesture control UI can be developed through the use of a system based on photo detector, camera, or accelerometer. Based on the survey results, a three-axis MEMS accelerometer was used in this study. MEMS sensors are very small, low cost, and fit the system requirements well [12] .
A MEMS accelerometer accurately measures acceleration, tilt, shock and vibration in applications. The challenge in designing the pitch control algorithm that uses a MEMS accelerometer output to control pitch contour is to reconcile the numerical ranges between two types of data. MEMS output bytes are integers within the range -128 to 127 for a range of ±2G. This issue can often be easily reconciled by linear mapping of one range of values (such as MEMS data values -128 to 127) into another range (such as 67 to 205 expected as the typical male pitch range).
Another possible pitch control method is to utilize a pitch contour generation model, such as Fujisaki's model [11] . The system needs to have a strategy to generate both the phrase component and the accent component from the MEMS output. The F0 template-based method is easier to generate relatively stable pitch contour, however, it may lose some flexibility to generate various pitch patterns.
In this study, both the simple linear mapping method and the F0 template-based method were prototyped and examined to evaluate pitch control performance. Also, the comparison study was performed between conventional EL, the linear map-ping method and the F0 template-based method. 
Multiagent Design
In order to integrate the system with the PANGEA platform, a virtual organization was developed, named the "alaryngeal talkers organization". This organization includes the following three kinds of agents, all of which improve the complete system because of the advantages inherent to a multi-agent structure:
 Sensor agent: this kind of agent is in charge of obtaining measures from the smartphone's accelerometer sensor and providing this data when required by other agent members of the system who are authorized to communicate with it.  Config agent: this kind of agent allows establishing certain configuration data, which are required when establishing a pitch frequency to be the base when readjusting the frequency. This is an important factor to fit the frequency with a person's physical appearance, which will be estimated from the data entered. With this, an even more natural result is achieved.  Analogic agent: this kind of agent is responsible for generating and providing an analogue output from the data obtained from the agents involved (sensor and configuration agents). These agents can now only communicate with each other and with control agents that the PANGEA platform offers, but with the possibility of eliminating this restriction or even expanding the system in future extensions.
Hardware System Design
We have been using Android-based mobile devices.
Android is an open-source operating system (OS) and has a large market share in terms of OS for smartphones and PC tablets. The basic idea is to utilize an accelerometer of an Android mobile device to control on/off function and pitch frequency. Users can control without seeing the display using sensors.
A block diagram of the hardware architecture is shown in Figure 3 . An Android mobile device sends PWM signals to a pair of EL transducers through an amplifier. The Amplifier requires a 9V battery so that the EL transducers can generate sufficient speech output. The EL transducer is placed against the neck with the neck-bandage. Figure 4 shows the entire system, including the EL transducer and the amplifier. 
Pitch Control (linear mapping method)
Hand gestures are a very important part of language. A preliminary UI study using forearm movement was conducted in order to evaluate the feasibility of the pitch control mechanism. Figure 6 shows the forearm tilt and the MEMS output (x-axis) when the controller was placed on the wrist. The normal pitch control zone extends from the horizontal position (0°) to the 75° upward position. The fading out zone extends from the horizontal position to the -25° downward position, and is where the phrase ending pitch pattern is adjusted based on the forearm moving speed. As for the conversion from the MEMS output to the pitch frequency, there are four pitch ranges. Figure 7 shows the relationship between the MEMS output and the four ranges of pitch frequency, i.e. high, mid-high, mid-low, and low. Users can select one of the four ranges. 
Pitch Control (F0 template-based method)
The linear mapping method is straightforward approach; however, it requires precise sensor control to avoid unnatural pitch behavior. The F0 template-based method applies a basic F0 template to the fine F0 contour generation. The phrase component of Fujisaki's model was used to generate the F0 template F0(t). While the system is intended to generate both phrase control and accent control, during the first step of testing the template, we utilized only the phrase component.
(1) where
The symbols in equations (1) and (2) indicate:  Fmin is the minimum value of the speaker's F0.  Ap is the magnitude of phrase command.  α is natural angular frequency of the phrase control mechanism. In this study, those values are: Fmin = 80Hz, α=1.5 and Ap = 0.75. The calculated F0 template data is stored in the controller software. Figure 7 shows the F0 contour generation mechanism using the MEMS sensor output and the F0 template. The oscillation starts at 10° upward from the horizontal position. The template duration is controlled based on the forearm tilt angle as shown in the Figure 7 . The figure also how to re-start the F0 template is shown. Basically, the forearm movement (C-zone → Bzone → C-zone) is required. A-zone is -35°~0°, B-zone is 0°~20°, and C-zone is 20°~, respectively.
Evaluation and Results
Although we confirmed the two types of pitch control functions using the mobile device based system, this time, we took an ARM-based hardware unit for the pitch control algorithm evaluation. Subjective evaluation tests (by rating scale method) were made with 2 male well-trained normal speakers, and 10 (one female and nine male) subjects. Each speaker read the phonetically balanced test materials as shown in table 1. We used one commercially available EL device (SECOM EL-X0010), prototype-A (linear mapping method, with 70Hz mode), and prototype-B (F0 templatebased method). Those 60 speech stimuli (2 speakers * 3 devices * 10 sentences) were recorded, and two sets of differently randomized stimuli were prepared. 5 subjects evaluated one set of stimuli, and another 5 subjects rated the other set of stimuli. Each speech stimulus was presented two times. The subjects rated the speech stimuli in terms of "intelligibility (Clarity)", "naturalness of the prosody", and "stability of the prosody" using five level scaling. As shown in Figure 8 , the subjective evaluation indicated that both prototype-A(LM) and B(FU) obtained higher naturalness scores than the EL device(EL). On the other hand, intelligibility (clarity) and stability shows almost no difference among those devices. Without losing intelligibility (clarity) and stability of the prosody, both prototype-A and B showed substantial improvement in terms of the naturalness of the prosody. Results of this study indicate that both, usability and speech quality of EL speakers could be improved by MEMS accelerometer based hands-free UI controller. The ability to control the pitch contour of EL speech with the proposed linear mapping method and F0 template-based method implies that hand gesture control may be adequate for implementation of the hands free user interface for the EL device. Our assumption about the performance difference between the two proposed methods is that the F0 template-based method may be easier to learn and the pitch contour easier to stabilize. However, there was almost no difference between those two methods. We plan to run the same evaluation with actual EL-users, and confirm if the proposed methods perform similarly. Also, a more detailed and precise study across the talkers, sentences, and learning curve has to be performed. As for the gesture control, we tested only the forearm movement; however, it is necessary to test other body locations where users might be able to control the EL device more easily and naturally. According to the user requirements, the evaluation of appearance also needs to be considered. In the study, we set a relatively narrow pitch range in order to avoid wild swings in pitch. A better pitch control range needs to be investigated.
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Conclusions
An MEMS accelerometer, integrated in a smartphone, hands free UI for EL device was proposed. A hand gesture system was designed and prototyped using a smartphone. Two types of pitch contour generation methods were proposed and tested together with conventional EL device. Results of the evaluation indicated that the proposed methods have a potential to make the EL output prosody more natural, easy to use, and with a less distinct appearance. In addition, the developed multi-agent system provides several advantages. A simple application with multi-profile capacity is achieved, which allows the speaker to obtain an even more natural way of speech. Similarly, the system could be expanded in terms of sensors or even complexity thanks to the characteristics provided by the integration with PANGEA multi-agent platform [13] . It also allows us to keep a record of all messages produced in the system [14] , which can lead to future studies to improve the system based on the generated knowledge.
A disadvantage of using the PANGEA platform is that the mobile device must necessarily have a connection with the server, either by local network or the Internet. For a situation where a connection is not possible, there is an alternative design, already developed and presented, which can be seen in [15] However, a more detailed and precise study across the talkers, sentences, and learning curve has to be performed.
