I. INTRODUCTION
P article swarm optimization technique is one of the most promising tools for solving global optimization problems. It is a population based stochastic search technique first suggested by Kennedy and Eberhart in 1995 [1] . Because of its simplicity and robustness, it immediately became a popular technique for solving complex optimization problems arising in various diversified fields of science and engineering.
PSO (and other search techniques which depend on the generation of random numbers) works very well for problems having a small search area (i.e. a search area having low dimension), but as we go on increasing the dimension of search space the performance deteriorates and many times converge prematurely giving a suboptimal result [2] . This problem becomes more persistent in case of M. Pant is with the Indian Institute of Technology Roorkee, Saharanpur, 247001, India (phone: +91-9759561464; e-mail: millifpt@iitr.ernet.in).
T. Radha is with the Indian Institute of Technology Roorkee, Saharanpur, India (e-mail: radhadpt@iitr.ernet.in).
C. Grosan is with the Babes -Bolyai University, Cluj-Napaco, Romania. (e-mail: cgrosan@cs.ubbcluj.ro)
A. Abraham is with the Center of Excellence for Quantifiable Quality of Service, Norwegian University of Science and Technology, Norway (email: ajith.abraham@ieee.org ).
multimodal functions having several local and global optima. One of the reasons for the poor performance of a PSO may be attributed to the dispersion of initial population points in the search space i.e. to say, if the swarm population does not cover the search area efficiently, it may not be able to locate the potent solution points, thereby missing the global optimum [3] . This difficulty may be minimized to a great extent by selecting a well-organized distribution of random numbers.
The most common practice of generating random numbers is the one using an inbuilt subroutine (available in most of the programming languages), which uses a uniform probability distribution to generate random numbers. This method is not very proficient as it has been shown that uniform pseudorandom number sequences have discrepancy of order (log (log N)) 1/2 and thus do not achieve the lowest possible discrepancy. Subsequently, researchers have proposed an alternative way of generating 'quasirandom' numbers through the use of low discrepancy sequences. Their discrepancies have been shown to be optimal, of order (log N) s /N [4] , [5] . Quasirandom sequences, on the other hand are more useful for global optimization, because of the variation of random numbers that are produced in each iteration.
In case of population based search algorithms like Evolutionary Algorithms, Genetic algorithms, Particle Swarm Optimization etc., not much research has been done on the use of quasi random sequences. Some previous instances where low discrepancy sequences have been used to improve the performance of optimization algorithms include [6, 7, 8, 9, 10] . Kimura and Matsumura [6] have used Halton sequence for initializing the Genetic Algorithms (GA) population and have shown that a real coded GA performs much better when initialized with a quasi random sequence in comparison to a GA which initialized with a population having uniform probability distribution. Instances where quasi random sequences have been used for initializing the swarm in PSO can be found in [7, 8, 9, 10] . In [8, 9, 10] authors have made use of Sobol and Faure sequences. Similarly, Nguyen et al. [7] have shown a detailed comparison of Halton Faure and Sobol sequences for initializing the swarm. In the previous studies, it has already been shown that the performance of Sobol sequence dominates the performance of Halton and Faure sequences. However to the best of our knowledge, no results are available on the performance of Van der Corput sequence which is a well known sequence and forms the basis of many other sequences.
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Many of the relevant low discrepancy sequences are linked to the Van der Corput sequence introduced initially for dimension s = 1 and base b = 2 [11] . The Van der Corput discovery inspired other quasi random sequences like Halton [12] , Faure, Sobol [13] [14] , etc. However, it has been reported that Halton and Faure sequences do not work too well when the search space has large dimensions. Keeping this fact in mind we decided to scrutinize the performance of PSO using Van der Corput sequence along with Sobol sequence (which is said be superior than other low discrepancy sequences according to the previous studies) for swarm initialization and tested them for solving global optimization problems in large dimension search spaces.
The remaining paper is organized as follows: in Section II, we have briefly described the BPSO algorithm. Section III describes the Vander Corput and Sobol sequences along with the proposed VC-PSO and SO-PSO algorithm. The experimental setup, parameter settings and benchmark problems are reported in Section IV. The experimental results are analyzed in Section V, finally the paper concludes with Section VI.
II. BASIC PARTICLE SWARM OPTIMIZATION
Particle Swarm Optimization (PSO) is a relatively newer addition to a class of population based search technique for solving numerical optimization problems. Its mechanism is inspired from the complex social behavior shown by the natural species like flock of birds, school of fish and even crowd of human beings. The particles or members of the swarm fly through a multidimensional search space looking for a potential solution. Each particle adjusts its position in the search space from time to time as per its own experience and also as per the position of its neighbors (or colleagues).
For a D-dimensional search space the position of the i th particle is represented as X i = (x i1 , x i2 ,.., x iD ). Each particle maintains a memory of its previous best position P i = (p i1 , p i2 … p iD ) and a velocity V i = (v i1 , v i2 , …,v iD ) along each dimension. At each iteration, the P vector of the particle with best fitness in the local neighborhood, designated g, and the P vector of the current particle are combined to adjust the velocity along each dimension and a new position of the particle is determined using that velocity. The two basic equations which govern the working of PSO are that of velocity vector and position vector are given by:
(2) The first part of equation (1) represents the inertia of the previous velocity, the second part is the cognition part and it tells us about the personal thinking of the particle, the third part represents the cooperation among particles and is therefore named as the social component [15] . Acceleration constants c 1 , c 2 [16] and inertia weight ω [17] are the predefined by the user and r 1 , r 2 are the uniformly generated random numbers in the range of [0, 1]. The computational steps of BPSO algorithm are shown in Figure 1 . As stated above, the purpose of this paper is to test the integrity of quasi random (or low discrepancy) sequences (for the present study the chosen sequences are Van der Corput and Sobol) for generating the initial population of swarm in a PSO algorithm. Mathematically, the discrepancy of a sequence is the measure of its uniformity which may be defined as follows: For a given set of points 
The discrepancy is therefore computed by comparing the actual number of sample points in a given volume of a multidimensional space with the number of sample points that should be there assuming a uniform distribution. Figures 2  and 3 show a pseudo random sequence and a quasi random sequence. From these figures it can be seen easily that the distribution of points is more systematic in a quasi random sequence in comparison to a pseudo random sequence. Fig. 2 Sample points generated using a pseudo random sequence Fig. 3 Sample points generated using a quasi random sequence
A. Van der Corput Sequence
A Van der Corput sequence is a low-discrepancy sequence over the unit interval first published in 1935 by the Dutch mathematician J. G. Van 
B. Sobol Sequence
The construction of the Sobol sequence [18] 
We have i > q, and the bit, i a , comes from the coefficients of a degree-q primitive polynomial over F2.
C. VC-PSO and SO-PSO Algorithm
It has been shown that uniformly distributed particles may not always be good for empirical studies of different algorithms. The uniform distribution sometimes gives a wrong impression of the relative performance of algorithms as shown by Gehlhaar and Fogel [19] .
The quasi random sequences on the other hand generates a different set of random numbers in each iteration, thus providing a better diversified population of solutions and thereby increasing the probability of getting a better solution.
Keeping this fact in mind we decided to use the Vander Corput sequence and Sobol sequence for generating the swarm. The swarm population follows equation (1) and (2) for updating the velocity and position of the swarm. However for the generation of the initial swarm Van der Corput Sequence and Sobol Sequences have been used for VC-PSO and SO-PSO respectively.
IV. EXPERIMENTAL SETTINGS
For all the algorithms, a linearly decreasing inertia weight is used which starts at 0.9 and ends at 0.4, with the user defined parameters c 1 = c 2 =2.0 and r 1 , r 2 as uniformly distributed random numbers between 0 and 1. For each function, four different dimension sizes of 10, 20, 30 and 50 are taken. The maximum number of generations is set as 1000, 1500 and 2000 with population sizes of 20, 40 corresponding to the dimensions 10, 20, 30 and 50 respectively. Stopping criteria for all the algorithms is taken as the maximum number of generations. A total of 30 runs for each experimental setting are conducted and the average fitness of the best solutions throughout the run is recorded. We have taken two different ranges R1 and R2 for the search space for all the test functions.
V. TEST FUNCTIONS AND EXPERIMENTAL RESULTS
In order to check the compatibility of the proposed VC-PSO and SO-PSO algorithms we took a test suite of four unconstrained, classical bench mark functions, given in Table I , that are often used for deciding the credibility of an optimization algorithm. Functions f 1 , f 2 , and f 4 are highly multimodal in nature. Moreover, we have taken two different ranges R1 and R2 for the search space for all the test functions. R 1 is the original dimension of the search space that is generally cited in the research papers dealing with the comparison of optimization algorithms, but since in this paper we are checking the credibility of quasi random sequences to produce good solution points in a large dimension search space, we took another range R2 with increased dimension of the original search space to allow for comparison on more difficult problem instances. The results of BPSO algorithm corresponding to the range R1 for function f1, f2 and f3 are taken from [20] . The mean best fitness value for the functions f 1 -f 5 are given in Tables II -VI , respectively, in which P represents the swarm population, D represents the dimension and G represents the maximum number of permissible generations. Figures 4, 5, 6 and 7 show the mean best fitness curves for the given functions. 
VI. DISCUSSIONS AND CONCLUSION
The present study inspects the performance of two common Low Discrepancy Sequences namely Van der Corput sequence and Sobol Sequences for swarm initialization in PSO, for solving global optimization problems. Their performance is compared with the BPSO algorithm on problems with varying dimensions of 10, 20, 30 and 50. Our particular interest was to see the performance of these algorithms for problems having a large search space. Therefore for all the test problems we have taken different dimensions of the search space R1 and R2 ranging from [-5.12, 5 .12] to [-1000, 1000].
The numerical results show that although VC-PSO and SO-PSO gives a better performance than BPSO for all the test problems, their performance is much better for problems with large search space (functions f2 to f5). In the first function where the dimensions of search space is small [-5.12, 5.12] , the percentage of improvement in the mean fitness value is not quite evident. However as we increase the dimension of the search space to [-100,100], the superior performance of VC-PSO and SO-PSO becomes more obvious. In the second function, when the dimension of the search space is [-600,600], the performance of all the algorithms is satisfactory in comparison o the true optimum (which is 0). But as we increase the dimension to [-1000, 1000], VC-PSO and SO-PSO performs much better than BPSO. Similarly for f3, f4 and f5, we can easily judge from the numerical results the significant superiority of VC-PSO and SO-PSO over BPSO for both the ranges.
If we compare VC-PSO and SO-PSO with each other we see that out of the 80 cases (40 cases for R1 and 40 cases for R2) tested in this study VC-PSO gave a better performance in 24 cases (60 %) and SO-PSO gave a better performance in 16 cases (40%). For the larger search space (R2), VC-PSO gave a better mean function value in 25 cases (62.5%) and SO-PSO in remaining 15 cases (37.5%).
From this study we can conclude that quasi random sequences like Vander Corput and Sobol are much better for generating random numbers for PSO and most probably for all the population search algorithms. In future, we plan to work for problems with larger dimensions and also constrained optimization problems. Also in this study we have not used any additional operators like mutation etc. and it will be interesting to see the effect of these operators on VC-PSO and SO-PSO.
