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Abstract of the Dissertation
Robust Automatic Recognition of Birdsongs and Human Speech: a Template-Based
Approach
by
Kantapon Kaewtip
Doctor of Philosophy in Electrical Engineering
University of California, Los Angeles, 2017
Professor Abeer A H Alwan, Chair
This dissertation focuses on robust signal processing algorithms for birdsongs and speech
signals. Automatic phrase or syllable detection systems of bird sounds are useful in sev-
eral applications. However, bird-phrase detection is challenging due to segmentation error,
duration variability, limited training data, and background noise. Two spectrograms with
identical class labels may look di↵erent due to time misalignment and frequency variation.
In real recording environments such as in a forest, the data can be corrupted by background
interference, such as rain, wind, other animals or even other birds vocalizing. A noise-robust
classifier needs to handle such conditions. Similarly, Automatic Speech Recognition (ASR)
works well in quiet environments, but a large degradation in performance is observed when
the speech signal is corrupted by background noise. The ASR performance would benefit
from robust representations of speech signals and from robust recognition systems.
The first topic of this dissertation focuses on an automatic birdsong-phrase recognition
system that is robust to limited training data, class variability, and noise. The algorithm
comprises a noise-robust Dynamic-Time-Warping (DTW)- based segmentation and a dis-
criminative classifier for outlier rejection. The algorithm utilizes DTW and prominent (high
energy) time-frequency regions of training spectrograms to derive a reliable noise-robust tem-
plate for each phrase class. The resulting template is then used for segmenting continuous
recordings to obtain segment candidates whose spectrogram amplitudes in the prominent
ii
regions are used as features to a Support Vector Machine (SVM). In addition, we present a
novel approach to training HMMs with extremely limited data. First, the algorithm learns
the Global Gaussian Mixture Models (GMMs) for all training phrases available. GMM pa-
rameters are then used to initialize state parameters of each individual model. The number
of states and the mixture components for each state are determined by the acoustic varia-
tion of each phrase type. The (high-energy) time-frequency prominent regions are used to
compute the state emitting probability to increase noise-robustness.
The second topic of the dissertation deals with noise-robust processing for automatic
speech recognition. We also propose a new pitch-based spectral enhancement algorithm
based on voiced frames for speech analysis and noise-robust speech processing. The proposed
algorithm determines a time-warping function (TWF) and the speaker's pitch with high
precision, simultaneously. This technique reduces the smearing e↵ect in between harmonics
when the fundamental frequency is not constant within the analysis window. To do so,
we propose a metric called the harmonic residual which measures the di↵erence between
the actual spectrum and the resynthesized spectrum derived from the linear model of speech
production with various combinations of TWF and high-precision pitch values as parameters.
The TWF and pitch pair that yields the minimum harmonic residual is selected and the
enhanced spectrum is obtained accordingly. We show how this new representation can be
also used for automatic speech recognition by proposing a robust spectral representation
derived from harmonic amplitude interpolation.
iii
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CHAPTER 1
Introduction and background
I Motivation
Studies of animal biodiversity and of song syntax would benefit greatly from an ability to
identify species and classify phrase types automatically [7–10]. We focus here on automatic
classification of songs by birds. Such songs vary dramatically from simple notes to complex
sequences with thousands of di↵erent song types [11]. One common structure of bird songs
is for several closely-spaced ”notes” or ”syallables” to be grouped into ”phrases”, separated
from one another by short time intervals, thus long sequences of phrases comprise a ”song”.
Figure 1.1: A spectrogram of a Cassin’s Vireo song segment. The spectrogram contains
three phrases. Each phrase contains two syllables. ”Sy” denotes syllable.
For example, Cassin’s Vireos (Vireo Cassinii) have songs made up of phrases, short bursts
of notes, less than 0.7 seconds in duration, which are separated by one second of silence or
more (Fig. 1.1). Each bird will typically have 40 - 60 phrase types [12] that can be reliably
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distinguished manually by an observer; doing so automatically is challenging due to within-
class variability, limited training data, and noisy environments. This problem shares many
features with automatic recognition of human speech, while presenting new challenges of its
own.
Automatic speech recognition (ASR) applications are more widely used today compared
to a decade ago due to the advent of fast processor chips and computational algorithms
[13]. ASR works well in quiet environments, but a large degradation in performance is
observed when the speech signal is corrupted by noise [14]. This is because the noise distorts
the spectral shape of speech, from which cepstral features (e.g. Mel-frequency cepstral
coe cients - MFCCs) for ASR are extracted [15]. Robust representations of speech signals
and classification systems for ASR are important for noise-robust speech recognition.
II Birdsong recognition
II.1 Birdsong phrase recognition tasks
Birdsong recognition tasks can be categorized into classification, phrase spotting, and tran-
scription – depending on the nature of the inputs and outputs. For identifying phrase types
from segmented birdsong signals, the task is called phrase classification. With no prior seg-
mentation (i.e., continuous recording), automatic annotation of phrase types are called phrase
transcription: that is an automatic transcription algorithm must determine the boundaries
of each phrase, in addition to phrase labels. The goal of the phrase spotting task is to detect
a phrase type of interest in a continuous recording without manual segmentation information
(Fig. 1.2). In speech processing, this task is known as spoken-word detection or keyword
spotting. This application is used when the user is interested in only a few keywords or
phrases while others can be ignored.
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Figure 1.2: Illustration of a phrase spotting task. A birdsong recording has phrase sequences
a-b-a. A phrase spotting algorithm should detect the first and third segments when phrase
type ’a’ is being the target. Similarly, the second segment should be detected when phrase
type ’b’ is being the target.
II.2 Challenges in birdsong recognition
Birdsong recognition is especially challenging when the song repertoire is diverse: some
species have thousands of distinct phrases in their lexicons. Two spectrograms with identical
class labels may look di↵erent due to time misalignment and frequency variation. The
frequency distribution of birdsong elements often resembles a Zipf-Mandelbrot distribution
where some phrases appear many times, while others appear sparingly. Thus, it is important
to have an automated system that can correctly classify birdsongs and can be trained with
only a few samples per phrase. Furthermore, the amount of available training data may be
limited by the logistics of the recording procedure. The lack of human annotation may also
limit the amount of training labels even when more recordings are available. The manual
annotation labor can be reduced if an automatic classifier is able to correctly identify phrase
types while requiring few training data.
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Another challenge of automatic phrase recognition is background noise. In real recording
environments, the data can be corrupted by background interference such as rain, wind,
other animals or even other birds vocalizing. Automatic birdsong systems may su↵er from
detecting non-target segments or segments that contain both the target phrases as well as
unwanted noise components. Most systems are sensitive to noise and demand ”a low-clutter,
low noise environment” [16]. A noise-robust classifier needs to handle such adverse conditions
that maybe present in the training data and also in the actual deployment data.
II.3 Birdsong recognition algorithms
Techniques such as support vector machines (SVMs), sparse representation, Hidden Markov
Models (HMMs), and dynamic time-warping (DTW) have been used for automatic birdsong
classification [17–23].
Techniques that employ discriminative classifiers (e.g., SVM, sparse representation, and
decision trees) require a segmentation algorithm (e.g., energy-based segmentation or man-
ual annotations) to be accurate [17–20, 24–26]. These classifiers require the same feature
dimension for all training and test samples, and it is usually achieved by extracting de-
scriptive features such as frequency-range, spectral flatness, time-duration or by resampling
the spectrogram segments to equal length. The processing is sensitive to accurate segment
boundaries and misalignment if no time alignment is performed.
Template-based approaches such as Dynamic-Time-Warping (DTW) are appealing be-
cause the segmentation can be performed by discarding speech frames that are not similar to
the template. However, the limitation of DTW is that it would require numerous templates
to capture the speech variability. To solve this problem, templates may be grouped using
several techniques such as clustering [26].
Hidden Markov Models (HMMs), on the other hand, treat a speech or audio signal as a
sequence of observations generated by a state machine. HMMs are described as generative
models because the models learn the statistical distribution of acoustic features. HMMs em-
ploy the Maximum Likelihood (ML) criterion, which requires estimated probability models
4
to represent the actual distribution of the data. However, this requirement is di cult to
achieve, resulting in performance degradation of speech recognition in mismatched condi-
tions such as noisy environments or speaker variability since it is impossible to include all of
those conditions when training HMMs.
Studies in [22] show that, under noisy recording conditions, good performance of DTW
based-techniques requires careful selection of templates that may demand expert knowledge,
while HMMs need many more training examples than templates. Some algorithms have
been designed to reduce noise in bird songs based on signal enhancement techniques, such
as spectral subtraction [27–29] .
Another noise-robust processing technique, commonly used in speech processing, is mask-
based [30, 31]. Generally, a mask is estimated from testing samples and used for enhancing
the test features. In [24], a mask is obtained during both training and testing and is used
as a feature for species classification. Another related idea is the glimpsing model of speech
where the speech energy is sparse in the time -frequency space [32]. The glimpsing model can
be valid for bird vocalization. For a typical birdsong, the general frequency coverage ranges
from 1 kHz - 20 kHz but only a few bandwidth of hundred Hz contain significant energy at
a particular time. This prominent time-frequency region is abbreviated as prominent region
throughout this dissertation.
II.4 Phrase spotting algorithms
Most phrase spotting tasks consist of two components; first segmentation and then classifi-
cation [20, 24, 32–35]. Several studies have proposed segmentation algorithms for birdsongs
using an energy-based or entropy-based approach [36–38]. The energy-based segmentation
algorithm first locates a local maximum time-frequency bin and expands the time interval
until the energy is less than a pre-defined threshold [36]. The entropy-based segmentation
algorithm assumes that bird calls are usually sparse, while the background noise is relatively
white, i.e. short-time entropy dips when a signal is detected and rises when the signal is not
detected [37,38]. Such segmentation approaches are sensitive to background noise that have
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high energy and high entropy such as other animals vocalizing [35–38].
A classification-based segmentation has been proposed by using Random Forests to de-
termine pixels that contain bird signals [24,25]. This approach requires manual annotation of
binary masks for each time-frequency index which can be a di cult and consuming task. In
addition, it is expensive to train all time-frequency indices with a variety of phrase duration
and noise conditions (noise levels and noise types).
As mentioned earlier, template-based approaches are appealing because the segmentation
can be performed by discarding frames that are not similar to the template. Hidden Markov
Models (HMMs) require many training examples to estimate their parameters, while DTW
can be trained with a few samples. Several DTW algorithms can perform segmentation in
continuous recording by searching an optimal lattice path (i, j, k) where i is a frame index
of the test recording that aligns with a frame index j of a template k [5,16,21,22,28,39,40]
. This approach requires many templates per class to represent the variability (silence,
noise, or garbage models). The computation increases significantly with the number of
training samples. Moreover, it is sensitive to noise and demands ”a low-clutter, low noise
environment” [16]. Such a template-based approach may perform accurate segmentation by
introducing a noise-robust component but it might not be su ciently discriminative [34,35].
In summary, template-based approaches can perform reliable segmentation but DTW
generally lacks discriminative power. HMMs can also perform segmentation but they are
sensitive to background noise and limited training data. Discriminative-model approaches,
on the other hand, train their models such that they focus on class separability but require
pre-segmentation which is usually sensitive to background noise.
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III Automatic speech recognition
III.1 The need for noise-robustness processing
One of the most important challenges to ASR is background noise which can cause a mis-
match between the recorded waveforms and the waveforms used to train the recognition
engine. To reduce such a mismatch between training and test data, several techniques can
be employed such as training the system with noisy waveforms, extracting robust repre-
sentation of the waveforms, and making the recognition engine more robust. Even though
training the system with noisy waveforms can be useful, this approach is still limited because
there are numerous noise types and characteristics; noise profiles are generally di↵erent when
recorded in di↵erent settings such as in a cocktail party (babble noise), in a factory with
operating machines, on the street, in a car, on a train, at the airport, etc. An example is
provided in Fig. 1.3.
In the last 20 years, e↵orts to reduce this noise mismatch have reduced recognition errors
in noisy conditions. Yet, current state-of-the art techniques still fall behind the recognition
capability of the human brain, especially when the noise energy level is close to that of the
target speech (i.e., 0 dB signal-to-noise ratio). E↵ective compensation for real-life acoustic
noise would directly benefit ASR. To better understand this issue, models of speech produc-
tion and ASR frameworks shall be reviewed. The next section will provide a basic background
on the speech production model and signal processing needed for speech recognition.
III.2 Speech production modeling
The human speech production mechanism consists of several articulators working harmo-
niously to produce a variety of sounds (e.g., low or high; vowel or consonant). The pro-
duction system is mechanically and aerodynamically complex. To simplify such a complex
system, it can be described with three main components: the lungs, the voice source, and
the vocal tract (Fig. 1.4).
The lungs generate airflow through the vocal chord and vocal tract. The voice source
8
Figure 1.4: Simplified human speech production consisting of the lungs, voice source and
vocal tract (from [1]).
is stimulated when airflow from the lungs is pushed through the larynx. The larynx is
commonly known as the voice box or Adam’s apple. To produce an unvoiced sound, the
vocal folds are held apart, allowing the air unobstructed flow resulting in turbulence or a
noisy sound (e.g., hissing, buzzing, or whispering) given that a su ciently high rate of airflow
is generated.
To produce a voiced sound, pressure coming from the lungs forces the vocal folds to open,
allowing air to rush through, thus decreasing the pressure between the folds causing them
to return to the initial closed position. The duration of each cycle is called the fundamental
period (T0). The fundamental frequency (f0) is defined as the reciprocal of T0 (i.e., f0 =
1/T0) and is sometimes referred to as the pitch frequency or simply pitch. The rate of T0 or
the value of f0 can be varied within a speaker and among speakers. In general, adult males
9
Figure 1.5: The linear source-filter model of speech production [2]. Top panels: the model
in the time domain. Bottom panels: the model in the frequency domain. (from [3]).
have longer and thicker vocal folds, resulting in a lower f0, typically around 100 -150 Hz
while it is approximately 200 - 250 Hz in females.
Functioning like an adjustable tube, the vocal tract consists of several articulators such
as the nasal cavities, tongue, teeth, and lips. The movement of these articulators changes
the tube configuration, producing di↵erent sounds. For example, the vowel /u/ as in ”tune”
has a much smaller lip opening than the vowel /a/ as in ”tan”. In the frequency domain,
the shape of the vocal tract dictates the shape of the spectrum or spectral envelope.
Speech production is generally not a linear process. However, for short-time analysis,
it can be reasonably approximated as a cascade of linear systems (Fig. 1.5). Those sys-
tems include a source function (voice source), a pole-zero filter (simulates the vocal tract
transformation) and a di↵erentiator (simulates lip radiation). This process is known as the
linear source-filter model of speech production and is widely used in speech research and
engineering [2]).
For a speech signal s(t), suppose the source, vocal tract, and lip radiation function are
denoted by u(t), v(t) and r(t), respectively in the time domain. The linear model describes
10
Figure 1.6: Block diagram of a typical ASR system (from [4]).
the speech signal as the convolution of the three main components.
s(t) = u(t) ⇤ v(t) ⇤ r(t). (1.1)
According to the convolution-multiplication duality property, the spectrum of the speech
signal S(w) is the multiplication of the frequency transforms U(w), V (w), R(w).
S(w) = U(w) · V (w) ·R(w) (1.2)
where U(w), V (w), R(w) are the frequency transform of signals u(t), v(t), r(t), respectively.
III.3 Noise-robust ASR framework
Typically, Automatic Speech Recognition (ASR) comprises front-end processing and back-
end processing, as depicted in Fig. 1.6. In general, speech waveforms are not directly
fed to a statistical engine because raw waveforms do not provide an e↵ective and e cient
representation for recognition. During front-end processing, a set of values are extracted from
the speech signal to represent speech information. The new representation values are called
11
features and the process is called feature extraction. For back-end processing, the system
derives acoustic models to represent acoustic classes using features extracted from training
waveforms. When the system is deployed, the recognition engine computes the likelihood
that a given unknown waveform belongs to each acoustic class. Then the decoder uses all
of likelihood values and a language model to determine the most probable text sequence of
the unknown waveform.
III.4 Front-end feature extraction
MFCCs (Mel-frequency cepstral coe cients) have been widely used in ASR and are regarded
as a classic benchmark. The feature extraction algorithm is a sequence of operations as
depicted in Fig. 1.7. Pre-emphasis operations are typically applied before performing feature
extraction to boost high frequencies through the first-order di↵erence equation
s(n) = s(n)  ks(n  1) (1.3)
where s(n) is the nth sample of the speech signal and k is the pre-emphasis coe cient in the
range 0.9 6 k < 1.
First, a given speech waveform is analyzed by the Short-Time Fourier Transform (STFT).
The analysis window is typically the Hamming window. Each short-time segment is called
a frame with a duration of 20-25 ms, and analysis is advanced by 5 or 10 ms, but these
values may be longer or shorter depending on the application. The algorithm then obtains
a Fourier Transform for each frame. In a general ASR framework, the phase information is
discarded because the magnitude information is su cient for the recognition task.
A triangular Mel-frequence filterbank is then applied to the STFT magnitude. The Mel-
frequency filterbank system is similar to the frequency resolution of the human cochlea. Be-
side the Mel-frequency, di↵erent frequency scales (or mapping functions) of auditory-inspired
filterbanks may be used (e.g., the gammatone filterbanks [41]), but they all generally share
the same characteristics where higher frequencies are processed by wider filters, hence lower
resolutions. The logarithmic operation is then applied to the resulting filterbank output to
12
Figure 1.7: Block diagram of MFCC extraction (from [4]).
adjust the dynamic scale of each filterbank. A Discrete Cosine Transform (DCT) is then ap-
plied to de-correlate the values of each filterbank and to reduce the dimensionality (because
the DCT results in energy compaction). The transformed values are called cepstral coe -
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cients, hence the final output are called Mel-frequency cepstral coe cients or abbreviated as
MFCCs.
Even though MFCCs have been proven to be e↵ective in most applications operated in
quiet background environments, their performance degrades significantly in noise. To reduce
such a mismatch between training and test data, various spectral or cepstral enhancement
techniques have been proposed to improve the noise robustness of ASR [15, 29, 42–45]. For
example, PNCC features attempt to find a noise floor based on the energy profile and then
performs normalized power bias subtraction [46–48]. LSEN (Log-Spectral ENhancement
for robust speech recognition) performs spectrogram enhancement by multiplying the noisy
spectrogram with a smoothed SNR-weighted mask [30]. These techniques suppress the low
SNR regions which are prone to noise corruption, and are highly dependent on the accuracy
of the noise estimation technique used for SNR computation [49]. It is well-known that
spectral harmonics in voiced speech frames have high energies and thus more robust to noise
than other parts of the spectrum [50–54]. Many noise robust speech applications based on
spectral harmonic components have been developed [53–56].
III.5 Pitch-based ASR
In non-tonal languages, such as English and most European languages, it is believed that
most information for ASR is contained in the vocal tract transfer function, i.e. the envelope
of the spectrum. Several attempts were made to capture the vocal tract transfer function
by extracting the envelope of the spectrum such as LPC-based techniques [57–60]. However,
without any noise compensation, the envelope usually contains spurious peaks when the
noise level is high. By using the fundamental frequency (f0), however, the noise harmonics
can be distinguished so that only the speech harmonics are used to compute the spectral
envelope.
Harmonic frequency can, for example, be found by sequential harmonic detection based
on the initial f0 estimate [53, 61]. The problem of this method is that harmonic tracking
can be di cult with the presence of background noise, making it challenging to identify
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subsequent harmonics at high frequencies.
Harmonic peak localization is also di cult when the harmonic structure is smeared in
the presence of a rapidly-changing f0 such that the harmonic structure in the high frequency
region is corrupted [62]. In this case, the inter-peak samples may have high amplitudes, and
some false peaks might be generated due to aliasing and superposition of harmonics. Clear
harmonic structure can be obtained by warping the signal to increase the periodic structure,
as can be done with the Chirp transform [63–66] . Applications of the Chirp transform
include speech analysis, high-resolution pitch detection and music representation as the Chirp
transform can enhance the harmonic structure [67–69]. However, the Chirp transform has
not been used in pitch-based noise estimation and ASR due to the computational complexity
of the transform. Moreover, for a noisy signal, an accurate chirp rate is di cult to estimate.
IV DTW and HMMs
Dynamic Time Warping (DTW) and Hidden Markov Model (HMM) are well-studied se-
quence alignment (or, pattern matching) techniques that have been used in ASR and bird-
song recognitions. A great variety of DTW and HMMs structures have been studied and
implemented for a wide range of applications. We introduce here the two techniques to
provide su cient background for this dissertation.
IV.1 DTW
Dynamic time warping (DTW) is a technique to find an optimal alignment between two given
time sequences under certain restrictions by warping the sequences in a nonlinear fashion.
DTW has been used to compare the similarity between two speech segments. Suppose
segment X (of length M) is aligned to match segment Y (of length N), we call segment X a
test segment and segment Y a reference segment. After a DTW operation, the two segments
have the same duration (of length N). The resulting segment X 0 after warping is called the
warped sequences.
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Suppose we wish to align time series X (of length M) with Y (of length N), where
X = x1, x2, x3, ..., xm, ..., xM (1.4)
Y = y1, y2, y3, ..., yn, ..., xN (1.5)
Typically, an M -by-N matrix is constructed where the (mth, nth) element of the matrix
contains some kind of similarity measurement d(xm, yn) between xm and yn. Examples of
measurements include the Euclidean distance (Equation 1.6), cosine similarity (Equation
1.7) and others.
d(xm, yn) = |xm   yn|, (1.6)
d(xm, yn) =
xmTyn
|xm||yn| (1.7)
where | • | represents the l2 vector norm or the Euclidean distance.
A set of path configurations is assigned for a specific DTW algorithm. Examples of
the path configurations or so-called local constraints are shown in Fig. 1.8. The choice of
path configurations is usually chosen to reflect the nature of the signals to be aligned. For
simplicity, suppose x1 is fixed to match with y1. The optimal path is determined by the
dynamic programming technique, where the cumulative score at point (m,n) is determined
by selecting the optimal value of all allowed points reaching to point (m,n). These points
are dictated by the choice of the path configuration. The optimal previous point is stored at
(m,n) along with the cumulative score. This procedure is performed iteratively until point
(M,N) is computed. Finally, the optimal path can be backtracked by retrieving all the
previous points recursively along the path until point (1,1) is reached. An example of DTW
a procedure is illustrated in Fig. 1.9.
IV.2 HMMs
Hidden Markov Models (HMMs) are widely used for acoustic modeling in ASR (Fig. 1.6).
HMMs can be viewed as a statistical extension of DTW. Although the theory of HMMs is
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Figure 1.8: Examples of path configurations or local constraints in DTW (from [5]).
applicable to numerous estimation problems, this section focuses on their use in ASR and
birdsong recognition.
Suppose an HMM, denoted ⇤, comprises N discrete states (s1, s2, s3, ..., sN) and
generates an observation sequences (x1, x2, x3, ..., xt, ..., xT ). Model ⇤ can be described
17
Figure 1.9: Example of a DTW procedure (modified from [6]). a) Two sequences X and Y
that are similar but out of phase. b) To align the sequences, a similarity matrix is constructed
and the optimal warping path is determined (shown with solid squares). c) The resulting
alignment.
as
⇤ = (⇡, A,B) (1.8)
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where:
• ⇡ = {⇡i} is an initial (at time t = 0) state distribution where
⇡i = P (s(1) = si) (1.9)
• A = {aij} is a transition probability matrix, where aij is the probability of transitioning
from state i at time t  1 to state j at time t.
aij = P (st = j | st 1 = i) (1.10)
• B = {bit} is an output probability matrix, where bit is the probability of emitting
observation xt by state i.
bit = P (xt | st = i) (1.11)
In ASR and birdsong recognition, left-to-right HMMs are typically used to model the
acoustic units. In ASR, for example, each HMM can be chosen to model phonemes, biphones,
triphones, or words depending on the amount of training data. The probability density
function (PDF) in Equation 1.11 can be modeled by Gaussian Mixture Models (GMM).
Another currently popular choice for modeling the PDF is Deep Neural Networks (DNNs).
The HMM associated with each acoustic unit is then connected to model longer speech
segments. The transition probability of each HMM is determined by a language model (Fig.
1.6). Fig. 1.10 illustrates a 4-state left-to-right HMM modeling the word ”zero.”
V Organization of the dissertation
The first part of the dissertation presents a template-based approach for birdsong classifica-
tion and recognition. Chapter 2 proposes a novel DTW framework for phrase classification
that is robust to background noise and limited training data. The performance of the
proposed framework is studied with the traditional DTW and HMM frameworks. The in-
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Figure 1.10: Example of a schematic representation of an HMM for the word ”zero”. The
topology is left-to-right and the number of states is 4 (N = 4). (modified from [4]). a)
The HMM topology with transition probabilities. b) The emission probability distribution
function. c) The spectrogram of the word ”zero” which is modeled by a 4-state HMM..
vestigated factors include number of training examples per phrase type, training conditions
(matched and mismatched), and background noise level.
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Inspired by the robust template-based approach, in Chapter 3, we propose an algorithm
that modifies traditional HMM framework to be more robust to background noise and limited
training data. This chapter presents how to modify HMMs of di↵erent types (continuous
and discrete). The investigated factors include number of training examples per phrase type,
background noise level, and the e↵ect of the prominent regions.
In Chapter 4, we extend the robust-DTW in Chapter 2 to perform phrase recogni-
tion in addition to classification. Here, a DTW-based segmentation algorithm is proposed
and used in conjunction with a discriminative classifier. The investigated factors include
background noise level and the precision of the segmentation algorithm.
Inspired by the robust component in the template-based approach, in Chapter 5, we
present an algorithm to enhance some feature extraction algorithms. The e↵ect of each
component of the proposed algorithm is analyzed at di↵erent noise levels and compared
with some of the state-of-the-art feature extraction algorithms.
Finally, Chapter 6 summarizes the key results and findings of this dissertation and
discusses possible future work in both birdsong and speech processing.
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CHAPTER 2
A robust automatic birdsong phrase classification: a
template-based approach
I Introduction
In this chapter, an algorithm for birdsong phrase classification that is robust to limited
training data and background noise is presented and compared with DTW and HMM-based
classifiers as mentioned in Chapter 1. Template-based approaches such as Dynamic-Time-
Warping (DTW) are appealing because the segmentation can be performed by discarding
frames that are not similar to the template. However, the limitation of DTW is that it would
require numerous templates to capture signal variability. Hidden Markov Models (HMMs),
on the other hand, treat audio signals as a sequence of observations generated by a state
machine and model the actual distribution of data. However, accurate parameter estimation
is di cult to achieve, resulting in high performance degradation in mismatched conditions
such as noisy environments or signal variability since it is impossible to include all of those
conditions when training HMMs. In our methodology, the Spectrogram-Fusion Algorithm
derives, iteratively, a prominent region from training samples using DTW.
Section II briefly presents the database used, while Section III elaborates on the imple-
mentation of the proposed classifier. Sections IV and VI describe the experimental framework
and present results along with a discussion and ideas for future work. In this chapter, we
study the performance of the proposed system, traditional DTW, and HMMs under several
training and test conditions. The number of training samples is varied to investigate the
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Figure 2.1: A spectrogram of a Cassin’s Vireo song segment. The spectrogram contains two
phrases. Each phrase contains two syllables.
algorithm’s robustness to limited training data. Three training conditions —clean, mul-
ticonditional and adverse training —are used to see how noise level a↵ects performance.
Adverse training simulates situations where most of the recordings are severely corrupted by
background noise so the data available to train the system are mostly unreliable.
II The CAVI database
The Cassin’s Vireo (Vireo cassinii) species is found commonly in many coniferous and mixed-
forest bird communities in far western North America. A simple name of this species is CAVI.
Birdsong phrases for classification were obtained from song recordings of male CAVIs because
only the males of this species give full songs. Their songs have been described as “... a jerky
series of blurry phrases, separated by pauses of   1 second. Each phrase is made up of 2 to 4
notes [syllables], with song often alternating between ascending and descending phrases ...”
The “song [is] repeated tirelessly, particularly when [the singing male is] unpaired ...” [70].
Fig. 2.1 shows the spectrogram of a CAVI song segment containing two di↵erent phrases,
each consisting of two syllables.
Manual phrase annotation was obtained by human expert annotators. Phrase identity
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and time boundaries of each phrase in the song were annotated based on visual spectrogram
inspection using Praat software [71]. Phrase types were categorized based on their frequency
trajectories in spectrograms, and the label of the phrase was assigned to the subjectively
matching spectrogram in the CAVI phrase catalog. Whenever a phrase segment with a
subjectively di↵erent frequency trajectory from the existing spectrograms was found, its
spectrogram was added to the catalog, and a new phrase label was created.
The recordings were obtained in a mixed conifer-oak forest at approximately 800 m
elevation (38 2900400N, 120 3800400W), near the city of Volcano in California, USA. Songs
were recorded using a Marantz PMD 670 portable compact flash audio recorder, and a
Sennheiser omni-directional microphone with a Telinga parabolic reflector. Each sound file
was recorded in WAV-format, 16-bit, mono, 44.1 kHz sampling rate. Each file contains songs
from a single targeted Cassin’s Vireo, with occasional vocalizations of other species in the
background. One or more files were recorded per CAVI individual. More information about
CAVI and the recording setup can be found in [12,20]. All recordings with some metadata,
and the phrase catalog are available online at http://taylor0.biology.ucla.edu/birdDBQuery.
III Proposed robust template-based algorithm
The proposed algorithm includes spectrogram generation (Section III.1), prominent region
identification (Section III.2), noise-robust DTW (Section III.3), and a Spectrogram Fusion
Algorithm (SFA, Section III.4). Only the SFA is used in training while the other algorithms
are involved in both training and testing.
III.1 Spectrogram generation
Each sound file is first downsampled from 44.1 kHz to 20 kHz because the energy above 10
kHz is relatively weak. A highpass filter with a 1 kHz cuto↵ frequency is applied to the signal
to eliminate irrelevant signals because the energy of the signals for these birds below 1 kHz
is absent. The range of energy can be specified according to the species being classified. The
short-time 512-point FFT was performed using a frame length of 10 ms and a frame shift of
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5 ms; then the magnitude of the Fourier transform is obtained while the phase information
is discarded, resulting in a spectrogram.
III.2 Prominent region identification
Figure 2.2: Spectrograms of clean (2.2a - 2.2c) and noisy samples (2.2d - 2.2f). Spectro-
grams in the same columns (e.g. 2.2a and 2.2d) have the same class labels. The SNR is
approximately 0 dB.
When a birdsong recording is corrupted by background interference, the accuracy of classifiers
may degrade significantly. Fig. 2.2 shows examples of spectrographic mismatch of some
random phrases extracted from a real recording. Spectrograms of the same columns have
the same type labels (i.e. Figs. 2.2a and 2.2d are from the same phrase type). The top
images represent clean spectrograms and the bottom images are spectrograms of the same
phrase type as above but corrupted by background interference.
High-energy regions in both clean and noisy spectrograms form a distinctive feature of
a given phrase type, as these regions are somewhat invariant when corrupted by noise. A
low-energy region, on the other hand, is not a reliable discriminative cue for classification.
For example, the region above 5 kHz in Fig. 2.2b has low energy while this region apparently
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has high energy in Fig. 2.2e resulting in a spectrographic mismatch. However, if we reduce
the scope of attention to a portion of the spectrogram image (rather than the entire image),
the mismatch can be reduced. In this example, Fig. 2.2b and Fig. 2.2e are more similar if
only the region below 5 kHz is considered.
Figure 2.3: Illustration of prominent regions. For a reference spectrogram 2.3a, the promi-
nent region is the region enclosed by the dotted boundary in 2.3d. For spectrograms 2.3b and
2.3c, Figs. 2.3e and 2.3f show the pixels in the corresponding prominent regions, respectively.
In our algorithm, we use a varying representative region rather than a rectangular patch.
For example, the region enclosed by the dotted boundary in Fig. 2.3d represents the promi-
nent region of the spectrogram in Fig. 2.3a. In this chapter, we denote the prominent region
of a spectrogram S as R =  (S). Let S be a spectrogram and Si denote the ith column vector
of S or simply the vector representing the spectrum at frame i. To derive R =  (S), for each
frame spectrum Si, we first determine the maximum amplitude  i = max(Si), and assign a
value 1 to Ri(k) if Ri(k) is greater than a threshold 0.2 i, where k is the frequency index.
Then we expand this interval by 0.5 kHz.
A more sophisticated algorithm to derive the prominent region can also be used as de-
26
scribed in Section III.4. However, the focus of this section is to present the e↵ectiveness of
the prominent region rather than to study the optimal region derivation method. Figs. 2.3e
and 2.3f illustrate the pixels of the spectrogram from Figs. 2.3b and 2.3c, respectively, that
are selected based on the prominent region shown in Fig. 2.3d. The process of deriving a
prominent region is performed only for the training template; we do not derive the prominent
region of the test data.
III.3 Noise-robust DTW
Two spectrograms, S(1) and S(2) , of the same phrase may have di↵erent durations that
cannot be aligned by a simple shift so a dynamic time warping (DTW) is incorporated into
our framework [20, 23]. The dynamic time aligning component is shown to be essential to
this classification task [20]. The cosine similarity is shown to be a good metric for a DTW
scheme [20, 34]. Let us define a notation ✓(u, v) = u
T v
|u||v| as the cosine similarity degree
between vectors u and v where | • | represents the l2 vector norm. In our algorithm, the
cosine similarity is used to measure the similarity of the spectra between a frame of a given
spectrogram and a frame of a template. For noise-robustness, the cosine similarity is only
computed within the prominent region.
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.Procedure I: Robust dynamic time-warping (p,X’,c) = RDTW(Y,R,w,X)
Notations
• i and j are the time indices of the reference Y (with NY frames) and test X (with NX
frames), respectively.
• wi is the weight (importance values) of the ith frame.
• Ri is the prominent region of frame of the ith frame.
• C[i,j] is the cosine similarity between the ith frame of Y and the jth frame of X
• P[i,j] is the intermediate cumulative score.
• The operator   represents the element-wise multiplication.
• c is the vector of frame-wise cosine similarities of Y and X 0.
• p is the overall similarity between Y and X 0.
Summary of Procedure
1. C[i,j] = ✓(Yi  Ri, Xj  Ri)
2. P[1,j] = C[1,j] for j  floor(0.5NX)
3. wi =
wi
w1+w2+...+wNY
P [2, j] = max
8<:P [1, j] + w2C[2, j]P [1, j   1] + w2C[2, j] (2.1)
Recursive step for i   3
P [i, j] = max
8>>><>>>:
P [i  1, j   2] + 0.5wiC[i, j   1] + 0.5wiC[i, j] path 1
P [i  1, j   1] + wiC[i, j] path 2
P [i  2, j   1] + wi 1C[i  1, j] + wiC[i, j] path 3
(2.2)
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4. p = max(P [NY , j], floor(0.5NX)  j  Nx. Backtrack the optimal path and obtain X’
accordingly. ci = ✓(Yi  Ri, X 0i  Ri)
DTW is used to find the optimal time-warping function between a test spectrogram X
and a reference spectrogram Y so that the resulting spectrogram X 0 will have the same
number of frames as Y and also properly align with the template M . Our DTW scheme is
described in Procedure I and explained step by step as follows.
1. The local score C(i,j) of the DTW is the frame-wise cosine similarity between the
ith frame of Y and jth frame of X. The cosine similarity is not computed over the
entire frequency range, but only on the range determined by the prominent region of
the reference frame Ri. These prominent regions are determined during the training
process (Procedure II in Section III.4)
2. The optimal warping function is constrained to begin within the first 10% of the test
frames. The initial cumulative scores are taken from the cosine similarity scores of the
first frame of the template and the allowed frames of the test spectrogram.
3. A given reference frame is allowed to align with up to two test frames and vice versa;
for this reason we employ DTW type I [72]. In Equation (4.2), the cosine similarity
values are weighted by 0.5 for path 1 so as not to double count the similarity score with
the same frame of the reference spectrogram i.e. Yi. This makes p, the final cumulative
score of the optimal path (between the reference and the test spectrogram), comparable
across all testing spectrograms or samples. In computing the cumulative score, each
reference frame is weighted di↵erently based on the frame weight input vector w of
the DTW such that the weights sum to 1 (
PNm
i=1 wi = 1). The weight vector w can be
determined in several ways, some of which will be described in Section III.4.
4. The optimal path is backtracked ensuring that at least 80% of the test frames are
accounted for. Along with the average similarity p, the DTW also outputs the aligned
spectrogram X 0 and the corresponding vector of frame-wise similarities c. To obtain
the time-warped test spectrogram that aligns with the template X 0 = [x01, x
0
2, ..., x
0
NM
]
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, the optimal path is backtracked as shown in Equation. (2.3).
x0i = max
8>>>>><>>>>>:
1
2(xj + xj 1) path 1
xj path 2
xj = x0i 1 path 3
(2.3)
All 3 outputs (p,X 0, c) are needed for the training process while only the overall simi-
larity p is needed for testing.
III.4 Spectrogram Fusion Algorithm (SFA)
It is important to design an algorithm that extracts common features from training samples
and discards noise components, resulting in a good template that represents the character-
istics of the phrase type. A template T is defined as a collection of three attributes: a
spectrogram reference Y , a prominent region R and a weight function w. Our spectrogram
fusion algorithm takes N training spectrograms per phrase type, S = {S(1), S(2), ..., S(N)},
and outputs a template model (Yˆ, Rˆ, wˆ) that represents common features among the
training samples in each case. This procedure is performed individually for each phrase
type. The pseudocode is shown in Procedure II and the flow chart is shown in Fig. 2.4.
Procedure II: Spectrogram Fusion Algorithm
Procedure II is explained as follows.
This procedure derives a template (Y,R,w) from a set of spectrograms. Let N be the
number of spectrograms. As an overview of the procedure, the algorithm picks a spectrogram
from the same training set to construct an initial template. The template is then updated
through several iterations. This procedure is repeated in a similar fashion in which some
other spectrograms are used as initial templates. The template that yields the highest
average similarity between the training examples, among all trials, is stored.
Steps 1 and 2: The variable pcurrent keeps track of how well the current template
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1: procedure II: Spectrogram Fusion Algorithm((Y,R,w) = SFA(S))
2: n = 0
3: pcurrent = 0
4: while (pcurrent < pthreshold)&&(n < N) do
5: n n+ 1
6: initialization
7: Y = S(n)
8: R =  (Y )
9: wi = maxk(Y [k, i])
10: if N > 1 then
11: for q = 1 to Q (number of iterations) do
12: for m = 1 to N do
13: (p(m), S˜(m), c(m)) = RDTW (Y,R,w, S(m))
14: S˜(m) = frameNormalize(S˜(m))
15: R˜(m) =  (S˜(m))
16: Updating model for each [i,k]
17: Y[k,i] = median(S˜(1)[k, i], S˜(2)[k, i], ...., S˜(N)[k, i]) for each (i,k)
18: R[k,i] = median(R˜(1)[k, i], R˜(2)[k, i], ...., R˜(N)[k, i]) for each (i,k)
19: wi =
1
N
PN
m=1 c
(m)[i]
20: pave =
1
N
PN
m=1 p
(m)[i]
21: if pcurrent < pave then
22: Ycurrent = Y
23: Rcurrent = R
24: wcurrent = w
25: pcurrent = pave
26: return (Ycurrent, Rcurrent, wcurrent)
31
Figure 2.4: An overview of the Spectrogram Fusion Algorithm (SFA). The input of the
algorithm is a set of training spectrograms and the output is the template representing those
spectrograms.
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represents all N training spectrograms. For e ciency, the user can set pthreshold as a satisfying
score so that the procedure will terminate and return the current template when pcurrent >
pthreshold. We use pthreshold = 0.9 in our experiment. The user can set pthreshold to 1 if training
time is not a limiting factor.
Steps 3: The variable n keeps track of the number of training samples that have been
used to initialize a template. For each trial, a new training spectrogram is selected from the
remaining list. In other words, spectrogram S(n) is selected at the nth trial and used as the
initial template. Specifically, the spectrogram reference Y is simply the selected spectrogram
itself (Y = S(n)) and the prominent region is derived accordingly R =  (Y ). The frame-
weight function is determined by the frame amplitude. That is, for each frame, the maximum
value of the frequency bin is determined. The weight puts more emphasis on the frame that
has higher amplitude.
Steps 4 and 5: If there is only one training sample, this initial template becomes the
final template as there is no fusion to be carried out. If N > 1, then the initial template is
used as a reference in the DTW (Section III.3) and each training sample is used as a test.
In other words, we perform (p(m), S˜(m), c(m)) = RDTW (Y,R,w, S(m)) for all m = 1, 2, , N .
The spectrograms should now be aligned with the template Y i.e., the ith frame should have
similar spectral characteristics among S˜(1), S˜(2), ..., S˜(N). Then for each ith frame of each
S˜(m), the spectrum is normalized so that the frame magnitude is 1 to make the algorithm
invariant to energy level. The prominent region is then determined for each normalized
spectrogram.
Now, the template is updated as follows. For each time and frequency index [k, i], the
spectrogram reference is taken to be the median values of S˜(1)[k, i], S˜(2)[k, i], ...., S˜(N)[k, i])
The purpose of this operation is to align invariant components and to discard outliers con-
tributed from noise or within-class variability. The median value operation is robust when the
noise level is excessive in some samples. For each time and frequency index [k, i], the updated
prominent regionR[k, i] is taken from the majority vote from R˜(1)[k, i], R˜(2)[k, i], ...., R˜(N)[k, i]).
This new template (Y,R,w) is then used as a reference in the RDTW to generate another
new template by the same procedure. We found that using only 5 iterations is su cient
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for any type of data. If an unreliable (e.g. noisy) spectrogram happens to be the initial
template, the resulting model maybe unreliable. For this reason, the SFA performs several
trials with di↵erent initial templates from the same phrase type. At the end of the final it-
eration or at the end of each trial, the average similarity (pave) is compared with the highest
similarity stored from the previous trials pcurrent. If the average similarity exceeds pcurrent,
the template is then updated to be the template of this trial.
Step 6: The procedure is repeated until pcurrent meets pthreshold or the number of trials
reach N . (All training samples have already been used for initializations). Finally, the
algorithm selects the template from the trial whose average similarity (pave) is the highest.
The template (Y,R,w) generated from this trial is assigned to that particular phrase type.
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Figure 2.5: Illustration of Procedure II; Training samples {a,b,c}. In trial 1, Sample 2.5a is
selected as the initial reference (i.e., 2.5d is the same as 2.5a). Next, the initial prominent
region (Fig. 2.5e) and weight function (Fig. 2.5f) are derived from the spectrogram reference
2.5d. After the initial step, training samples Figs. 2.5b and Figs. 2.5c are also used,
iteratively, to refine the current template. The final template attributes are shown in Figs.
2.5g, 2.5h, and 2.5i. Note that Figs. 2.5d and 2.5g are template spectrograms. Figs. 2.5e
and 2.5h are prominent regions and Figs. 2.5f and 2.5i are frame weights.
Example 1: N = 1. Suppose the training contains only Spectrogram a (Fig. 2.5a).
The template attributes are derived as Y = a, R =  (a), and w is determined by the frame
amplitudes of Y (Step 3). The initial spectrogram, prominent region, and weight function
are shown in Figs. 2.5d, 2.5e, and 2.5f, respectively. Since N = 1, the procedure terminates
at Step 4 without going through Steps 5 and 6. Therefore, the final template attributes for
this case are Y = d, R = e, and w = f (Figs. 2.5d, 2.5e, and 2.5f).
Example 2: N = 3, Q = 5. Suppose the training contains three Spectrograms S =
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{a,b,c} (Figs. 2.5a, 2.5b, and 2.5c respectively). For the first trial (n = 1), the first training
spectrogram (a) is selected to be the initial reference. Similar to Example 1, the template
attributes are then derived as Y = a, R =  (a), and w is determined by the frame amplitudes
of Y (Step 3). These initial spectrogram, prominent region, and weight function are again
shown in Figs. 2.5d, 2.5e, and 2.5f, respectively.
However, since N = 3, the algorithm executes Step 5. That is, training Spectrograms
a, b, and c are aligned with Y and the new Y,R,w are computed according to the alignment
(Step 5). This procedure is repeated 5 times (Q = 5) and the last template and pave are
then stored as the global template and the current score, respectively.
The global template attributes are shown in the last row of Fig. 2.5 where g, h, and i are
the current global spectrogram reference, prominent region, and weight function, respectively.
For the second trial (n = 2), b is selected to be the initial reference and the procedure is
carried on until Step 6. However, if the pave from Trial 2 happens to be less then pave
(from Trial 1), the global template is not updated. After all training sets are used as initial
template, the final template is taken as the current global template. If the last template of
Trial 1 yields the highest pave among all 3 trials, this template from Trial 1 is essentially the
output of Procedure II.
III.5 Phrase classification
For a given phrase, the spectrogram is derived as described in Section III.1. Then the
spectrogram is used to compute the similarity with each phrase template as described in
Sections III.2 and III.3. The overall similarity between a template and a test is in the range
of [0,1]. The phrase type that gives the highest similarity is identified to be the classification
output. Note that the Spectrogram Fusion Algorithm (SFA) is not included in classification
or testing.
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IV Experimental setup and evaluation framework
IV.1 Database
The training set is obtained from CAVI2013 (recorded in 2013) while the test set uses
CAVI2014 (recorded in 2014). In 2013, Cassin’s Verio songs were recorded in April, May,
and June resulting in 198 audio tracks of 4 hours and 50 minutes recording. In 2014, Cassin’s
Verio songs were recorded in May and June resulting in 438 audio tracks. The phrases that
have at least 32 tokens in CAVI2013 and 10 tokens in CAVI2014 were selected for all ex-
periments in this study. There are 75 phrase classes that meet the criteria and 32 samples
are randomly selected from CAVI2013 for each phrase. Therefore training data comprises
2400 samples in total while the test data comprises the same 75 phrases each of which has
10 samples (750 total samples).
Additive noise
To evaluate noise-robustness, we simulated noisy birdsongs by adding background noise at
various signal-to-noise ratios (SNRs). The background noise was recorded in the same envi-
ronment, when the target bird species was not singing. For a given recording segment, the
time location was selected randomly to match the length of the recording. The noise portion
is scaled to generate a pseudo signal-to-noise ratio of a given SNR value. Note that this
SNR represents the upper bound of the true SNR because the original files are not always
completely noise-free. The true quality of the signal may be worse than the SNR indicated.
Train and test condition
Clean and multi-conditional training were included. For the clean training condition, the
original recording (without noise added) was used to train each algorithm. For multi-
condition training, each phrase segment was added with additive noise at 20dB, 15dB, 10dB,
and 5dB. In other words, four other new recordings were generated from the original test
recording. These four copies, together with the original signals, are used for multi-conditional
training.
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Additionally, we included adverse-condition training where the training data is corrupted
at 0dB SNR. This condition simulates a scenario where most training data is severely cor-
rupted by background noise possibly due to poor-quality recording or adverse environments
that strongly interfere with the vocalizing signal of the target species. The objective of this
experiment is to evaluate the robustness of the algorithms if the only training data available
are both limited and corrupted.
Another variable to investigate, beside the mismatched e↵ect, is the number of training
samples. Recall that N is the number of training samples. Under each training condition, a
di↵erent number of samples was used to train each phrase type: N = 1, 2, 4, 8, 16, and 32.
Therefore, 18 sets of experiments (3 noise-level setups and 6 sample-size training conditions)
were investigated in this study.
Each experiment set was tested on 6 SNR conditions i.e. 20dB, 15dB, 10dB, 5dB, 0dB,
and the clean condition. For a given test segment, each algorithm classifies which one of the
75 phrase types the segment belongs to. The average classification accuracy is observed from
the 750 test samples for each SNR. In summary, each algorithm is tested in 108 train-test
conditions (3 x 6 x 6).
IV.2 Comparative algorithms
Comparative algorithms for automatic birdsong classification are based on the two main
frameworks of the generative learning approach – Dynamic-time warping (DTW) and Hidden
Markov Models (HMMs). Note that, most of the experiments involve limited training data
(less than 10 training samples per phrase type) so Deep-Neural-Network classifiers (which
generally require more training data than the GMM-HMM framework) are not suitable for
this study.
IV.2.1 Dynamic-time warping (DTW)
For controlled components, the sample features, similarity score metric, and path configu-
ration are identical to those of the proposed algorithm. However, the similarity scores are
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computed over the entire frequency range (unlike in the proposed algorithm which computes
the similarity only within the prominent regions). In addition, there is no spectrogram fu-
sion. For a given test segment, the similarity score between its spectrogram and each training
spectrogram is computed. The training sample that yields the highest similarity score is then
used to map to the phrase label, resulting in phrase type identification.
IV.2.2 Hidden Markov Models (HMMs)
HMMs were executed using the HTK-based backend. We model 75 phrase types with 17
states per model and each state is modeled using 1, 2 or 4 Gaussian mixtures (whichever
gives the highest accuracy for each N) as this combination is observed to give the best
results in a validation subset. Each model is left-to-right. The covariance matrices were
diagonal. The pruning option t of HRest set to 250.0 150.0 1000.0 as in the standard
HTK benchmark [73, 74]. MFCCs were used as front-end features for HTK with standard
parameters (25 ms frame size, 10 ms frame shift, 26 mel filterbanks, 39 cepstral coe cients
including the first two derivatives).
V Results and discussion
In this section, accuracies (Acc.) of each classifier are presented. Three factors are analyzed
for each classifier: the number of training data samples (1, 2, 4, 8, 16, 32), the training
condition (clean, multi-condition, and adverse), and the level of background noise of the
test data set (0, 0dB, 5dB, 10dB, 15dB, 20dB, and clean). The accuracies of comparative
algorithms in 108 train-test conditions are reported in Tables 2.1 - 2.9 at the end of this
Chapter. In all tables, N denotes the number of training samples per phrase type, and Inf
means infinity SNR or a test condition with no background noise added. Those results are
also presented in Figs. 2.6 and 2.7. Both figures share the same information but present
di↵erent perspectives. Fig. 2.6 presents only clean and 0dB-SNR test conditions to illustrate
the e↵ect of noise in test data. Fig. 2.7 presents the results when the systems are trained
with N = 32 and 4 to illustrate the e↵ect of limited training data.
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Fig. 2.6 shows the classification accuracies of comparative algorithms under 6 subsets
of experiments. Each column is a set of experiments in di↵erent training conditions; clean
(2.6a and 2.6b), adverse-condition (2.6c and 2.6d), and multicondition (2.6e and 2.6f), re-
spectively. The top plots (2.6a, 2.6c, and 2.6e) and the bottom plots (2.6b, 2.6d, and 2.6f)
show the results when the systems are evaluated on the clean data set and the 0dB data
set, respectively. Within each subplot, each bar group is trained with the same training
condition (either clean, adverse-condition, or multicondition), but with a di↵erent number
of training samples.
Fig. 2.7 shows the classification accuracies of comparative algorithms under 6 subsets
of experiments. Same as that of Fig. 2.6, each column is a set of experiments in di↵erent
training conditions; clean (2.7a and 2.7b), adverse-condition (2.7c and 2.7d), and multicon-
dition (2.7e and 2.7f), respectively. The top plots (2.7a, 2.7c, and 2.7e) and the bottom plots
(2.7b, 2.7d, and 2.7f) show the experiments when the systems, however, are trained with 32
and 4 samples, respectively. Within each subplot, each bar group is evaluated on the same
training condition but with a di↵erent SNR for the test data sets.
V.1 Limited data
In this section, we analyze the relationship between the number of training data and the
classification performance for comparative algorithms. Across all experiments, the perfor-
mance of each algorithm generally increases as more training data are available but with
a di↵erent rate of improvement and performance behavior. In most conditions, the perfor-
mance of DTW starts with a decent performance at N = 1, generally goes up as the number
of training samples increases but with a slow rate of improvement. The HMM classifier, on
the other hand, yields poor classification when N is lower than 8 (limited data) but starts
to catch up and outperforms DTW when N is 16 or more.
In the clean test-train condition (Fig. 2.6a), when the number of training samples is only
one, DTW and the proposed algorithm yield reasonable performance of 83.33% and 83.93%
Acc, respectively. The HTK setup results in a pure guess for the output (1/75 = 1.33 % Acc.)
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due to the limitation of the statistical nature of the HMM algorithm. When the number of
training samples increases to 8 and above, the performance of HMMs increases significantly,
while that of DTW increases slightly and plateaus around 95.7%. The proposed algorithm
also consistently improves and its performance is comparable with HMMs when the number
of training samples is high.
It can be observed that the accuracy of DTW may decrease even when the number of
training data increases. In Fig. 2.6b, when the number of training data is 8,16, and 32,
the accuracies go back down — 30.67%, 25.87%, and 32.93%, respectively. This trend is
also observed in the multiconditional training condition tested with 0dB SNR data set (Fig.
2.6f). The algorithm does not necessarily benefit from more training data especially in a
mismatched testing condition. Misclassification may occur when test data is corrupted by
background noise resulting in a signal that is similar to a certain phrase label, which is not
the actual phrase type.
Fig. 2.7 juxtaposes the performance of comparative algorithms using 32 and 4 training
samples, respectively. When N = 32, the HMM algorithm outperforms DTW in all training
and testing conditions (Figs. 2.7a, 2.7c, and 2.7e). When N = 4, however, the HMM
algorithm underperforms DTW in most training and testing conditions (Figs. 2.7b, 2.7d,
and 2.7f). Clearly, the strength of DTW is observed when the training data is limited while
the HMMs yeilds better performance when more training data are available.
In general, the proposed algorithm outperforms DTW and HMMs. The only case that
it slightly underperforms DTW is the clean train-test condition with 1 training sample. In
this case, the only di↵erences between DTW and the proposed algorithm are the prominent
region and weight function, which may not be well estimated when the number of training
samples is 1. The proposed algorithm has a simple procedure to derive the prominent region
and weight function when N = 1 (Section III.4). When the training data is more available,
however, the proposed algorithm is significantly more robust than DTW. There are a few
cases where the HMMs outperform the proposed algorithm: when N = 32 and when tested
with the clean data sets (Figs. 2.7a and 2.7e). This shows that HMMs work well when the
number of training data is high and the test condition matches the training set (clean in this
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case).
The performance trends of HMMs reflect the statistical nature of the algorithm. When
the data are limited, the algorithm fails to capture the statistical model or to reliably esti-
mate the parameters. However, if more data are available, the model generally represents
the variation of the data more accurately. The DTW algorithm, on the other hand, has an
advantage when the data is limited since there is virtually no parameter to estimate. How-
ever, the disadvantage is that its marginal improvement is minimal when more data become
available. If additional training data are corrupted, the traditional DTW may misclassify
when there is a high similarity of the corrupted training sample and the test sample (due to
noise distortion). Moreover, the computation required for DTW classification increases with
the number of training samples. These two characteristics make DTW less appealing when
the number of training samples is high. The proposed algorithm is robust to limited training
data but its models also improve when more data are available because the model is derived
in a robust fashion (in the Spectrogram Fusion Algorithm). The computing time in classifi-
cation for the proposed algorithm is essentially the same as HMMs, which is approximately
N times faster then DTW’s computing time.
V.2 Noise robustness
Background noise can interfere with both test and training data. Fig. 2.6b shows the
accuracies of the comparative algorithms with the same training conditions as Fig. 2.6a.
The only di↵erence is that the testing condition is at 0dB instead of the clean condition.
The overall performance for each algorithm drops significantly. The dramatic degradation is
observed in DTW and HMMs especially when the number of training data is limited.
Using only 1 training sample per phrase type, the performance of DTW drops from
83.33% (tested in clean) to 16.93% (tested with 0dB-SNR data set). The performance of
the proposed algorithm also drops but with less degradation from 82.93% to 66.93%. Such
a di↵erence validates the importance of the prominent region because both DTW and the
proposed algorithm essentially have the same spectrogram reference when N = 1 (Section
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III.4). The performance of the proposed algorithm stands out in all cases. As previously
discussed in limited training data, the model improves when more training data become
available but the main strength of this algorithm is the noise-robust component.
With 4 training samples, the accuracy of HMMs drops by 83% (44.53% when tested in
clean to 7.47% when tested with 0dB data set). For the 0dB-SNR test set, the performance
of HMMs improves when more data are available but the accuracy is still at 44.13% even
when the number of training samples is 32. Such dramatic degradation of over one factor
(98.13% when tested with the clean data set to 44.13 when test with the 0dB-SNR data set)
shows that the HMM framework with MFCCs is not a noise robust system in a mismatched
condition even though the same N (32) has been shown to be su cient in the clean condition.
This trend is also observed in the multiconditional training (Figs. 2.6e and 2.6f). The
performance of HMMs improves when the data are more available but the accuracy is still
69.2% even when N= 32. In Fig. 2.6f, HMMs may eventually catch up to the proposed
algorithm in multiconditional training but a large amount of data may be required for the
models to learn all noise variations. Nevertheless. in the 0 dB testing condition the degree
of signal degradation is so high that HMMs may fail to recognize the actual underlying clean
component of the signal.
In multiconditional training and clean testing (Fig. 2.7e), the performance trend of DTW
has a unique characteristic: the accuracy seems to increase for a higher SNR but it falls down
eventually in spite of a better signal quality. One reason is that there are generally more
training data at a moderate SNR. Therefore, a test sample at this SNR range can match
with a training sample while a test segment at extremely high SNR (clean) or low SNR
(0dB) may have di culty matching the training samples. Because the number of training
data is low, it is impossible to generate all possible clean + noise combinations that reflect
all the variations of signals that are e↵ected by additive noise.
Adverse-training condition demonstrates the scenario where the recording condition is
extremely adverse hence most of the training data is corrupted. Fig. 2.6c shows the accura-
cies of the comparative algorithms evaluated on the clean data sets. All systems are trained
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in 0dB condition but with a varying number of training samples. Compared to the clean
training condition (Fig. 2.6a), the performance of all algorithms drops significantly. The
proposed algorithm has the least degradation and outperforms DTW and HMMs for all Ns
(number of training samples).
Under the same N and algorithm, the performance trend exhibits an interesting behavior
especially in adverse-condition training (and multiconditional training). In Figs. 2.7c and
2.7d, all algorithms seem to reach their best performance at a moderate SNR (5-15 dB)
rather than the extreme ones (clean or 0dB). This is because most of training samples, if
not all, are highly corrupted. The model will not predict a clean sample very well due to the
mismatch. However, when the test data is at 0dB SNR the signal quality is still too poor to
get an accurate prediction even though the model is trained at 0dB-SNR. With a moderate-
SNR (5-15 dB) test sample, the model characteristic is not far from the test sample, and the
signal quality is not severely corrupted, yielding the best performance of all SNR levels.
VI Summary
A robust template-based classification framework has been proposed. The algorithm intro-
duces a prominent region which is an important component for noise-robust classification of
birdsongs. In addition, the proposed algorithm is designed to be robust when the number
of training data is limited (4 samples or less). The representation of signals is the simple
time-frequency spectrogram.
During the training process, the algorithm extracts reliable information from training
samples in an iterative fashion called the Spectrogram Fusion Algorithm (SFA). At the end
of the process, a template is derived for each phrase type. Each template has 3 attributes
–reference spectrogram, the prominent region, and frame weighting function. During classi-
fication, a given test spectrogram is matched with each template in a dynamic programming
fashion. The attributes of each template makes this process much more robust than the
traditional DTW.
The phrases used in this study are extracted from songs of the Cassins Vireo. The training
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set contains a wide range of training samples (from 1 to 32) per phrase type from a few bird
individuals. The data were generated in three training conditions clean, multi-conditional,
and adverse-conditional training, resulting in 18 training conditions (6 numbers of training
samples each). The models or systems derived from each training condition were then tested
at 6 SNR levels resulting in 108 train-test conditions.
Experimental results show that the proposed algorithm outperforms DTW and HMMs
in most conditions. Among 108 train-test conditions, the four scenarios where HMMs out-
perform the proposed algorithm are in clean and multi-conditional training with 32 samples
that tested with somewhat clean data (15dB or above). The only scenario where DTW
outperforms the proposed algorithm is when the system is trained with 1 clean phrase sam-
ple and tested in clean data set. However, in the five cases where the proposed algorithm
underperforms either HMMs or DTW, the margin is small (less than 1%). For the rest
of the train-test conditions, the proposed algorithm usually outperforms by large margins
especially when the test condition has extremely low quality (low SNRs).
The behaviors of DTW and HMMs under each training and test conditions are also
analyzed. In limited-data training conditions (4 samples or less), DTW outperforms HMMs
in all cases except in multiconditional training that tested with high-SNR data sets (15 dB
and above). When the number of training data is 32, HMMs outperform DTW in all cases.
This observation confirms that the HMM framework prefers a large amount of training data
while DTW works reasonably well in limited training data but fails to improve when more
data are available. Both algorithms su↵er in mismatched conditions due to background noise
that may be present in training or test data. The proposed algorithm is robust to limited
training data and noise.
From this chapter, we see when the amount of training data is su cient, traditional
HMMs work well in a test condition where there is no background noise present. If we
modify HMMs so that they are robust to limited training data and noise, the new system may
complement the existing HMM framework. In the next chapter, we present an approach to
develop such characteristics. Specifically, we develop a noise robust HMM-based framework
by integrating the concepts of prominent regions and spectrogram fusion in HMM training
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and decoding.
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Table 2.1: Acc.(%) of DTW: clean training
N
SNR of test condition (dB)
Inf 20 15 10 5 0
1 83.33 82.67 81.33 71.60 41.60 16.93
2 89.20 88.93 86.40 75.73 47.20 16.13
4 90.40 88.93 86.13 76.40 55.47 26.40
8 94.80 93.33 90.93 85.07 64.93 30.67
16 95.07 93.47 90.40 83.87 61.07 25.87
32 95.07 94.00 92.13 86.00 69.60 32.93
Table 2.2: Acc.(%) of DTW: adverse-condition training
N
SNR of test condition (dB)
Inf 20 15 10 5 0
1 26.80 29.60 31.47 34.00 32.93 23.07
2 26.67 31.60 35.73 40.53 40.27 31.33
4 35.20 40.93 35.73 49.87 50.13 37.60
8 45.87 50.53 53.73 57.73 55.07 42.67
16 48.40 53.47 55.60 61.07 60.67 45.73
32 45.47 51.47 55.60 60.67 60.13 49.07
Table 2.3: Acc.(%) of DTW: multi-condition training
N
SNR of test condition (dB)
Inf 20 15 10 5 0
1 49.20 54.67 57.73 56.67 48.93 33.20
2 55.60 62.13 65.47 66.93 58.67 38.53
4 71.47 75.60 78.00 76.00 68.13 47.73
8 76.27 78.93 80.40 80.00 74.40 52.93
16 76.13 80.80 84.00 83.87 75.73 51.47
32 78.00 81.60 84.27 84.93 76.53 54.13
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Table 2.4: Acc.(%) of HMMs: clean training
N
SNR of test condition (dB)
Inf 20 15 10 5 0
1 1.33 1.33 1.33 1.33 1.33 1.33
2 1.33 1.33 1.33 1.33 1.33 1.33
4 44.53 37.73 31.20 23.20 14.80 7.47
8 94.00 89.87 83.73 71.07 50.00 25.73
16 96.53 94.40 90.53 81.47 60.67 30.93
32 98.27 97.60 96.53 91.33 74.80 44.13
Table 2.5: Acc.(%) of HMMs: adverse-condition training
N
SNR of test condition (dB)
Inf 20 15 10 5 0
1 1.33 1.33 1.33 1.33 1.33 1.33
2 1.33 1.33 1.33 1.33 1.33 1.33
4 7.07 8.80 9.87 9.20 8.13 6.27
8 38.27 43.73 48.53 48.27 50.80 37.81
16 45.07 61.87 69.20 73.07 74.13 61.20
32 64.93 81.20 87.87 88.53 87.47 74.53
Table 2.6: Acc.(%) of HMMs: multi-condition training
N
SNR of test condition (dB)
Inf 20 15 10 5 0
1 1.33 1.33 1.33 1.33 1.33 1.33
2 1.33 1.33 1.33 1.33 1.33 1.33
4 78.00 80.27 79.87 73.47 55.07 33.33
8 95.20 95.87 95.07 92.53 80.53 58.27
16 96.80 97.07 96.67 94.13 85.87 63.60
32 98.53 97.73 97.60 96.27 92.00 69.20
50
Table 2.7: Acc.(%) of the proposed algorithm: clean training
N
SNR of test condition (dB)
Inf 20 15 10 5 0
1 82.93 83.33 83.07 81.20 76.40 66.93
2 94.67 94.40 94.13 91.73 86.13 68.00
4 95.20 95.20 94.40 92.93 86.13 68.93
8 95.87 96.00 95.33 94.40 89.87 72.80
16 97.07 96.67 96.13 94.67 91.33 75.73
32 98.13 97.60 97.07 96.13 92.40 78.00
Table 2.8: Acc.(%) of the proposed algorithm: adverse-condition training
N
SNR of test condition (dB)
Inf 20 15 10 5 0
1 38.40 42.53 44.93 44.40 42.53 34.93
2 54.53 58.00 60.53 61.47 57.07 44.93
4 67.73 73.60 77.33 80.27 77.07 62.93
8 79.47 83.07 86.40 88.00 85.33 73.87
16 84.93 88.67 89.73 91.07 89.73 79.87
32 92.00 94.13 94.40 94.27 92.13 81.20
Table 2.9: Acc.(%) of the proposed algorithm: multi-condition training
N
SNR of test condition (dB)
Inf 20 15 10 5 0
1 87.60 88.93 88.40 87.20 81.33 63.87
2 93.60 92.80 92.67 91.87 87.33 72.53
4 95.33 95.73 95.07 94.27 90.13 78.40
8 96.13 96.13 96.13 95.47 91.20 77.87
16 97.47 97.47 96.93 96.13 93.20 81.33
32 97.87 97.73 97.47 97.20 93.60 82.93
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CHAPTER 3
Noise-robust hidden Markov models with limited
training data for birdsong phrase classification
I Introduction
From Chapter 2, the results show that the HMM-based framework has good performance
when there is a su cient amount of data for training its models and the system operates best
with matched conditions. The HMM-based framework is appealing since it has been studied
extensively in speech recognition and other applications, and it can be easily extended to
a birdsong recognition task where the data is not pre-segmented. However, the system
degrades when training data are limited or when there is a mismatch between training and
testing conditions. In this chapter, we propose a methodology that complements the existing
HMM framework. For each phrase type, the proposed algorithm uses a phrase sample to
obtain an initial model. The prominent region component is also integrated into the system
for noise robustness.
II Proposed algorithm
Fig. 3.1 illustrates the proposed system. The training procedure derives GMM parameters
to estimate the state emitting probabilities. Emitting probabilities can be determined by
several methods such as using a GMM or a codebook.
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II.1 Feature extraction
For each sound file or phrase segment, a spectrogram is obtained in the same way as was
described in Section III.1 in Chapter 2. The DCT (Discrete Cosine Transform) is then
applied and the first 13 dimensions are retained. The first and second derivatives are also
appended to the cepstral coe cients resulting in 39 coe cients.
Figure 3.1: System overview: training and testing
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II.2 Global GMM
A global GMM is used to learn the distribution of the feature vectors of all phrases (block
A). First, a feature matrix is extracted from each file. Then each feature vector is treated
as a sample point for the GMM. The number of mixture components K is set to 128, but
it can be set to a higher number if desired. For mixture component k, let µGk and  
G
k be its
mean and covariance of the global GMM, respectively.
II.3 State Sequence Initialization Algorithm (SIA)
Typically, the number of states is manually predetermined before training an HMM. In ASR
(Automatic Speech Recognition), the number of states for each phone model is usually fixed
to 3. However, the characteristics of birdsongs are di↵erent from speech in the sense that a
phrase type can be as simple as 10 states or very complex which may require 40 states to
best represent the acoustic dynamics. From a 75-phrase-type dataset of CAVI, for example,
one phrase type (Phrase ID 42) shown in Fig. 3.2a has a simple acoustic profile while
another phrase type, shown in Fig. 3.2b has more variation. The number of states needed
to model the phrase in Fig. 3.2a is probably 5 to 15; however, this number of states may
not be su cient to account for the dynamic variation in Fig. 3.2b, which may require more
than 20 states. For this reason, instead of fixing the number of states to a certain value,
our algorithm determines a proper number from the variation of the acoustic profile of the
phrase type.
To determine a proper number of states for a phrase model, we propose a State Sequence
Initialization Algorithm (SIA) as shown in block B in Fig. 3.1. SIA groups similar adjacent
frames into one state. As an initial step, SIA assigns State 1 to Frame 1 (now the current
state is State 1). For a latter frame i, the algorithm considers the cosine similarity between
Frame i and the first frame of the current state. Suppose State St is the current state and
the first frame of State St is Frame q. If the cosine similarity between spectra yi and yq is
greater than a threshold 0.7, Frame i stays in the current state St (which is the state that
Frame q to Frame i belong to). Otherwise, it starts a new state State St+1 (in this case,
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Frame i is now the first frame of State St+1). This procedure carries on until the last frame
is processed. Finally, the algorithm gives the initial state sequence and the total number of
states. The number of states depends on the variation of the acoustic profile of a particular
phrase type and the similarity threshold.
Figs. 3.2c and 3.2d show the state sequences obtained by the SIA. The number of states
for the phrases shown in Fig. 3.2a is 10, while the that of Fig. 3.2b is 42. Both numbers
reflect di↵erent degrees of the spectral dynamics of the two phrases. Adjacent frames with
similar spectra are generally in the same state. If there is more than one phrase sample for
a phrase type, for simplicity, any phrase can be used for SIA in our framework. Fig. 3.3
shows the number of states of each phrase type determined by the SIA, it can be seen that
the number of states varies from 10 to 42 indicating that the number of HMM states should
not be fixed. Rather, it should be determined by the acoustic dynamics of the phrase type.
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II.4 Initial model parameters
The initial state sequence obtained from the SIA is used to derive initial model parameters
(block C in Fig. 3.1). The transition probability matrix can be computed readily from the
initial state sequence. The emission PDF (Probability Density Function), however, can be
di cult to estimate for general HMM training, especially if there is only 1 sample; there
is no variance to fit a single Gaussian. Our algorithm utilizes the feature variation learned
from the global GMM.
Suppose that the SIA indicates that frame 1 to N are in State St. The membership
weight p(n)k of a particular frame n —the probability that frame n is generated by mixture
component k —can be obtained from the Global GMM. The mixture weight of State St
(wSt) is estimated by averaging the weight memberships across N vectors or
wStk =
1
N
NX
n=1
p(n)k (3.1)
The PDF of State St can be then obtained by constructing a GMM whose mixture
means and covariances are identical to those of the global GMM but the mixture weight
vector changes to reflect the new distribution. In other words, the GMM parameters for
State St are {µGk ,  Gk , wStk }.
II.5 Parameter updates
One training sample is used to initialize model parameters. If there are more samples avail-
able, the model parameters can further improve. If the training data size is su ciently large,
the EM algorithm is commonly used to re-estimate the parameters. In this work, the Viterbi
algorithm is used for simplicity. All training files belonging to a particular phrase type is
used in this procedure (block D in Fig. 3.1). For each file, a feature matrix is extracted and
aligned with the current model resulting in another state sequence. The state sequences for
all files combined are then used to update the model for each state in the same fashion as
in Section II.4. The transition probability can be computed readily by considering the state
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Figure 3.4: Illustration of prominent region identification: Figs. (a) and (c) are the spectra
and prominent regions corresponding to global GMM means, respectively. For a given phrase
type, Fig. (b) is the spectral mean of each HMM state and Fig. (d) is the corresponding
prominent regions.
sequence. After the final iteration, the PDF of each state is determined. Similar to those of
the initial model, the mixture mean and covariance parameters are the same as the global
GMMs; only the mixture weight vector di↵ers for each state.
II.6 Prominent region identification
First, the prominent regions for each state mixture component is determined (block G in
Fig. 3.1). An inverse DCT is applied to the first 13 coe cients (excluding the derivatives)
resulting is a vector in the spectral domain. To determine the prominent regions, the fre-
quency bins that are higher than 20% of the maximum spectral amplitude are selected and
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expanded to both higher and lower frequencies by 1 kHz on each side and the values for these
bins are set to 1. The prominent regions for each state St (rSt) are obtained by a weighted
summation of the prominent regions for those mixture components. The weighting function
is simply the state mixture weight vector (wSt). The frequency bins that have weighted sum-
mation values greater than 0.5 are declared as prominent, resulting in a prominent region
vector (rSt)
Fig. 3.4 illustrates the prominent region identification procedure (Block G in Fig. 3.1).
In this example, each state is essentially modeled by a 32-component GMM (K = 32), we can
identify the prominent regions for each state using a linear combination of the prominent
regions of the mixture components. Fig. 3.4a shows the inverse DCT spectra of some
mixtures. The frequency bins that are higher than 20% of the maximum amplitude of the
spectrum is assigned a value of 1. Finally the interval is expanded to both higher and lower
frequencies by 1 kHz on each side, resulting in prominent region(s). The prominent regions
for each mean vector are shown in Fig. 3.4c.
Note that the prominent regions are an attribute of a state (just like its GMM parameters)
that indicates which frequency bins are expected to contain relevant information. The process
of deriving a prominent region vector is therefore performed only in training; we do not derive
the prominent regions of the test data. In testing, we instead use the prominent regions
(derived in training) to compute the state emission probability. Specifically, to compute
the probability that spectrum y is generated by State St whose prominent region indication
vector is rSt , y(b) is set to be zeros if rSt(b) = 0. The resulting spectrum is then used for
feature extraction in testing.
The decoding procedure is similar to traditional GMM-HMMs where the emitting prob-
ability P (y|St) for each state St is first computed and the Viterbi decoding algorithm is used
for classification. In short, the di↵erence of our framework in testing is that the prominent
region is applied to feature vectors for computing P (y|St). In Fig. 3.4d, if the noise portion
in a test file is outside the prominent regions (blue regions), it will have no e↵ect on the
emitting probability value.
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II.7 GMM-HMMs and Codebook-HMMs
Mixtures of Gaussians are used to estimate the PDF of a state in the GMM-HMM framework
(block E in Fig. 3.1). After the parameter update, the GMM for each state {µGk ,  Gk , wStk }
has K mixture components with a di↵erent mixture weight vector.
P (y|St) =
KX
k=1
wStk P (y|N (µGk , ( Gk )2) (pGmm) (3.2)
The coe cients of these vectors are sparse. In block E, we simply drop any mixture
component k whose weight is smaller than 0.0001 (wStk < 0.0001) for e ciency.
The codebook-HMM framework (block F in Fig. 3.1) di↵ers from GMM-HMM in the
sense that the emitting probability is estimated using a finite set of points (codes). If we
treat each mixture mean vector of the global GMM (µGk ) as a codeword, we readily have
ck = µGk where ck is a code. We can also assign a code to a feature vector y by selecting
the component k with the highest membership weight p(y)k . The emission probability can be
estimated using the mixture weight of State St which has been derived from the parameter
update procedure (Section II.4) or
P (y|St) = wkˆ, kˆ = argmax
k
P (y|N (µGk , ( Gk )2) (pCode1) (3.3)
The probability estimation method is simply the discrete HMM. Also, the codebook can
be regarded as probabilistic, i.e., the probability of being a codeword is obtained instead of
a hard decision.
P (y|St) = w
St
k P (y|N (µGk , ( Gk )2)PK
k=1 P (y|N (µGk , ( Gk )2)
(pCode2) (3.4)
For convenience we refer to the first method as pCode1 (Equation 3.3), and to the prob-
abilistic method as pCode2 (Equation 3.4). In addition, we refer to pGMM as the proposed
GMM-HMM framework (Equation 3.2).
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III Experimental setup
III.1 Database
The training set is obtained from Cassin’s Verio songs recorded in CA2013, while the test
data is recorded in 2014. The most common 75 phrase types are selected. Sixteen samples
are randomly selected for each phrase from the training set (1200 samples in total) while the
test data comprises the same 75 phrases each of which has 10 samples (750 total samples).
Each experiment was repeated 3 times and the results were averaged.
III.2 Train and test conditions
This study investigates two main factors that a↵ect classification accuracies: the amount of
training data and the level of background noise. Let N be the number of training samples.
Under each training condition, a di↵erent number of samples was used to train each phrase
type: N = 1, 2, 4, 8, and 16. Each experiment set was tested on 4 SNR conditions namely
10dB, 5dB, 0dB, and the clean condition. The background noise was recorded in the same
environment, when the target bird species was not singing [35]. For a given test segment,
each algorithm classifies which one of the 75 phrase types the segment belongs to. The
average classification accuracy is observed from the 750 test samples for each SNR.
III.3 Baseline algorithm
The traditional HMM framework was executed using the HTK-based backend [73, 74]. We
model 75 phrase types with 17 states per left-to-right model, and each state is modeled using
1, 2 or 4 Guassian mixtures (whichever gives the highest accuracy for each N) and diagonal
covariance. MFCCs were used as front-end features for HTK with standard parameters. We
refer to this traditional HMM framework as tHMM.
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Figure 3.5: Classification accuracies under di↵erent N (the number of examples per phrase
type used for training).
IV Results and discussion
IV.1 Limited data
Classification accuracies of each algorithm when tested in clean conditions but trained with
di↵erent Ns are shown in Fig. 3.5. Across all experiments, the performance of each algo-
rithm generally improves as more training data are available but with a di↵erent rate of
improvement. In the clean train-test condition, when N = 1, the proposed algorithms yield
reasonable performance of 74.7% - 79.5% Acc. tHMM results in a pure guess for the output
(1/75 = 1.33 % Acc.) due to the limitation of the statistical nature of the HMM algorithm.
When N increases to 8 and above, the performance of tHMM increases significantly, while
that of the proposed algorithms increases at a lower rate. Among all proposed algorithms,
pGMM yields best performance in most cases. The performance of pCode2 (probabilistic
codebook HMMs) is slightly better than that of PCode1 (deterministic codebook HMMs)
for most cases.
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Figure 3.6: Classification accuracies under di↵erent SNR test conditions for di↵erent algo-
rithms.
IV.2 Noise robustness
Fig. 3.6 shows the accuracies of each algorithm when tested with di↵erent SNR conditions.
The training condition is N = 8 where the performance of all algorithms are in the same
range when tested in the clean condition (92.0 - 94.5 % accuracy). However, when there
is noise present, tHMM underperforms the proposed algorithms by a large margin. In the
10dB-SNR condition, for example, the classification accuracy of all proposed algorithms is
in the range of 83 - 86% while tHMM yields 71.07% accuracy. Across all experiments, the
performance of each algorithm decreases as the SNR of the test signals decreases.
The horizontal line in each bar represents the accuracy when the prominent regions are
not used in the system. For example, the first bar of the 10dB-SNR test condition has a
horizontal line at 74.6%. This means pGMM yields 74.6% classification accuracy when the
system does not use the prominent regions to compute the emitting probabilities, indicating
about 10% improvement when the prominent regions are utilized. The classification of all
proposed algorithm increases significantly in the 0dB testing condition, a scenario where the
the energy of background noise is equal to the target bird signal. This extreme scenario
validates that the prominent regions are an essential component for a noise-robust system.
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In the clean test condition, most algorithms do not benefit from prominent regions possibly
because in these conditions there is virtually no background noise. Notice that in each test
condition, when the prominent regions are not used, the accuracy of tHMM lies in the same
range as the proposed systems. This suggests that tHMM may also benefit from prominent
regions if they are incorporated into the system.
IV.3 Discussion
One possible reason that tHMM outperforms pGMM framework when N is high is due to
how the Gaussian mixtures model the training samples. For the proposed framework, the
mixture parameters are also shared with other states. This may compromise the mixture
parameters while tHMM can focus only on modeling its own class members. However, when
N is extremely low, we need to estimate the mixture parameters by considering some samples
from other classes that may be similar to the few training examples we have for a given phrase
type. The proposed GMM-HMM and the traditional GMM-HMM work best for di↵erent
Ns.
The fact that pGMM performs well in limited training data condition is encouraging; we
can use pGMM to complement tHMM. The two training frameworks can be combined to
create a better system. For example, a system may employ tHMM to train phrase classes
that have at least N0 samples and uses the pGMM to train the phrase classes with N < No.
After training, all models will have the same format (i.e., each model has mixture means,
mixture covariances, and mixture weights). If we do not employ pGMM, however, tHMM
will simply provide guess prediction for the phrase type whose model parameters can not be
reliably estimated (e.g., 1.33% accuracy for N = 1 or 2 from our experiments). On the other
hand, if pGMM is used to obtain a GMM-HMM when N = 1 or 2, the accuracy for this
phrase type can go up to 80 - 90%. Note that we do not claim that the proposed system can
replace the well-established HMM framework. Rather, we proposed a new algorithm, which
can complement the traditional HMMs. The integrated system can train a model e↵ectively
with limited data using the proposed GMM-HMMs. For phrase types that have su cient
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training data, traditional HMMs can still be used to train their models.
The acoustical nature of birdsongs poses some challenges for bird phrase recognition, but
also some advantages, allowing us to include the above features to birdsong classification
systems. For a certain species, phrase types can be numerous (e.g., 3000 phrase types) each
of which may require 20 states, leaving us with 60,000 states to learn, and some models can
be quite similar. The advantage is that most states share similar characteristics enabling
us to learn the distribution from phrase neighbors even though there is only a single phrase
example available. In addition, the frequency center of birdsongs tends to cover a wide range
of frequencies but with a small frequency bandwidth at a given time, allowing us to extract
the prominent regions in order to exclude background noise. These characteristics may not
directly apply to human speech. In speech, the number of phonemes is relatively limited and
most states do not share the same characteristics with others. However, parameter sharing
is also used in estimating triphone models in speech but the conditions and implementations
are di↵erent from our algorithm.
V Summary
This chapter o↵ers a solution for a system that is based on HMMs (generally susceptible
to limited training data and mismatched conditions). This framework is subdivided into
three algorithms depending on how the emitting probability is estimated: GMM-based, a
deterministic codebook, or a probabilistic codebook. Each phrase model generally has a
di↵erent number of states depending upon the acoustics variation of a phrase. These models
are learned from not only their own class samples (which can be limited) but also from the
variation of other phrase types. The prominent regions – an essential component for noise-
robust classification of birdsongs – are used to modify the spectrum when extracting feature
in order to compute the emitting probabilities. When all model parameters are obtained,
the models can be used for both classification and recognition. However, we studied the
relevant factors using a classification task. The proposed algorithm outperforms HMMs in
most conditions. Out of 20 train-test conditions, the only scenario where tHMM outperforms
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the tGMM is when the system is trained with 16 samples and tested in the clean data set.
When the number of training phrase is low (below 8), the proposed algorithms outperform
HMMs by a large margin. When there are only 1 or 2 training phrase available per phrase
type, the proposed GMM-HMM framework yields 79.5% and 88% classification accuracy
while HMMs make guess prediction at 1.33%. The experiments also show that prominent
regions are an essential component for noise-robustness, especially when the SNR is low.
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CHAPTER 4
Birdsong phrase segmentation and verification
I Introduction
In this chapter, we present a birdsong-phrase segmentation and verification algorithm that
is robust to limited training data, pattern variability, and noise. The framework utilizes the
template-based approach developed in Chapter 2. The algorithm is modified such that it
can search for a given phrase type in a continuous recording. The template-based approach
is enhanced by the intergration with a discriminative classification component. Specifically,
we extend our previous noise-robust DTW-based phrase classifier, which originally requires
pre-segmentation, to a phrase detection algorithm that can automatically perform template-
based segmentation quite reliably even in noisy conditions.
II Proposed algorithm
The algorithm consists of three main components (Fig. 4.1): Template Derivation (Section
II.2), DTW-based segmentation (Section II.3) and SVM classification (Section II.4). The
training and testing procedures (Sections II.4 and II.5) are performed individually for each
phrase type.
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II.1 Preprocessing
The spectrographic feature extraction is similar to preprocessing in Chapter 2 but with
di↵erent resolution parameters to reduce the computational complexity of the system. Short-
time 512-point FFTs were performed using a 25ms Hamming window advanced by 10 ms;
only the magnitude information is retained. To reduce dimensionality, a 64-uniformly-spaced
rectangular filterbank is applied and the first 7 bins corresponding to frequencies below 1
kHz are discarded, resulting in 57-frequency-bin spectrograms.
II.2 Deriving class templates
The template derivation algorithm has a similar implementation as in Chapter 2 with addi-
tional intermediate variables used to train the SVM. For a given phrase k, phrase examples
are obtained from manual annotations. Spectrograms of the segments with phrase label k
are passed to the Spectrogram-Fusion Algorithm (SFA in Chapter 2) which derives a tem-
plate that represents common features among training samples of the same phrase type. A
template is a collection of three attributes; a spectrogram reference Y (k), a prominent region
R(k) and a frame-weighting function w(k). Note that superscript ⇤(k) indicates that ⇤ is a
specific attribute of phrase type k.
As a reminder, the spectrogram reference represents the time-frequency energy pattern of
clean signals. The prominent region indicates which pixels are used to compute the similarity
measure for DTW and the subsequent discriminative classification. The purpose of these
regions is to exclude low-energy regions which are susceptible to background noise. The
frame weighting function (which sums to 1) assigns more weights to reliable frames based
on short-time correlation.
In addition to obtaining the template, SFA also returns the aligned spectrograms that
are used to derive the template. We will use these aligned spectrograms to train an SVM
classifier in a later stage.
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II.3 DTW-based segmentation
Our algorithm uses the derived template (Section II.2) as a sliding elastic window to detect
a target pattern from a continuous recording. This algorithm is a modified version from
the DTW procedure used in the SFA. Here, DTW is used to find the locally optimal time
warping function between a segment of test spectrogram X and a reference spectrogram
Y (k).
Procedure I: Robust DTW-based segmentation (p,X 0, c) = RDTW Seg(Y (k), R(k), w(k), X)
Notations
• The superscript ⇤(k) indicates that ⇤ is a specific attribute of phrase type k.
• i and j are the time indices of the reference spectrogram Y (k) (with NY frames) and
continuous test spectrogram X (with NX frames), respectively.
• w(k)i is the weight of frame i or abbreviated as wi in this section for convenience.
• R(k)i is the prominent region of frame i.
• C[i, j] is the cosine similarity between the ith frame of Y (k) and the jth frame of X.
• P [i, j] is the intermediate cumulative score.
• The operator   is the element-wise multiplication.
• p is the overall similarity between Y (k) and the aligned spectrogram X 0.
Summary of Procedure
1. C[i,j] = ✓(Y (k)i  R(k)i , Xj  R(k)i )
2. P[1,j] = C[1,j] for j  floor(0.5NX)
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3.
P [2, j] = max
8><>:P [1, j] + w2C[2, j]P [1, j   1] + w2C[2, j] (4.1)
Recursive step for i   3
P [i, j] = max
8>>>>><>>>>>:
P [i  1, j   2] + 0.5wiC[i, j   1] + 0.5wiC[i, j] path 1
P [i  1, j   1] + wiC[i, j] path 2
P [i  2, j   1] + wi 1C[i  1, j] + wiC[i, j] path 3
(4.2)
4. [p1, p2, p3 ] = peak locations of function P [NY , j] whose values are greater than 0.75,
and consecutive peaks are separated by at least NY .
5. Backtrack the optimal path and obtain X 0 accordingly. For each pi, backtrack the
optimal path and assign each test frame with a frame of spectrogram Y (k) for Path
2 and Path 3. For path 1, the vector assigned to the template frame is obtained by
averaging the spectra of frames j and j   1.
Note that:
1. Similar to RDTW in Chapter 2, the cosine similarity is not computed over the entire
frequency range, but only on the range determined by the prominent region (R(k)i ). In
computing the cumulative score, the contribution of each reference frame is weighted
di↵erently based on the frame weighting function w(k)i
2. The cumulative score at the last reference frame measures the overall similarity of
the optimal path at that point; the range of similarity is from 0 to 1. Instead of
backtracking from each frame in the test spectrogram, backtracking is performed from
frames that correspond to peaks in P [NY , j]. The algorithm selects only frames with
peak values higher than 0.75, and with a peak separation wider than the template
duration.
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3. The optimal paths are backtracked, starting from those selected peaks. Each reference
frame i will match with one or two frames from the test spectrogram. In case of two
frames (Path 1), frame i will be matched with the average of the spectra of frame j
and j   1. As a result, each candidate segment will have the same number of frames
as template M (k).
II.4 SVM training
The verification task uses SVM as a discriminative classifier to reject outlier candidates.
We selected an SVM because it is e↵ective for limited training data (4 samples) and the
model can be e ciently represented. To train an SVM classifier, the positive (in-class) class
comprises the aligned spectrogram segments from the SFA and valid segment candidates
from the DTW-based segmentation (Fig. 4.1); the negative class consists of solely invalid
ones. A segment is considered valid if it satisfies the Relative Segmentation Error Constraint
(RSEC) criteria which is explained later in Section III.3. Features for each training instance
are obtained by concatenating the spectrogram values within the prominent region. The
resulting SVM classifier and the corresponding template are used for verification and DTW-
based segmentation, respectively, in the testing procedure.
II.5 Testing procedure
To search for a given phrase type from a continuous recording, the spectrogram is first
computed. The resulting spectrogram is passed through the DTW-based segmentation to
obtain segment candidates, which align to the template of the given phrase type. For each
segment, spectrogram values within the prominent region are vectorized to obtain a feature
vector in the same way as the training procedure. Each feature vector is then classified using
the SVM model derived in the training procedure to determine whether the segment is a
target phrase or an outlier (i.e., another phrase type or noise).
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Figure 4.2: Spectrogram samples without and with noise added
III Experimental setup
III.1 Sound data
Song fragments (phrases) for classification were obtained from recordings of Cassins Vireo
(Vireo cassinii) made in 2010. The database has 13 recordings which we split into two sets for
cross validation. Each experiment randomly selected 6 files for training and the remaining
7 files were used for testing. Four rounds of experiments were repeated and the results were
averaged. Phrase types with at least 4 occurrences found in training recordings were selected
from the phrase types in the training set. Depending on the random partition of training
and testing sets in each experiment, the number of phrase types ranged from 31 to 35; the
number of training samples per phrase type ranged from 4 to 50; and the total number of
target phrases is 1771. The recordings and annotations for this study are available online at
http://taylor0.biology.ucla.edu/al/bioacoustics/.
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To evaluate noise-robustness, we simulated noisy birdsongs by adding background noise
at various signals-to-noise ratio (10, 5, 0, -5, and -10 dB). The background noise was recorded
in the same environment, when the target bird species is not singing. There are a total of
7 noise files (20 minutes long). These files contain birdsongs from other species as well as
ambient noise.
For each birdsong recording, a noise file was selected randomly such that the two are of
the same length. The noise portion is scaled to generate a pseudo signal-to-noise ratio of a
given SNR. An example of the additive noise e↵ect is shown in Fig. 4.2. Fig. 4.2a is the
original spectrogram of a song segment and Fig. 4.2b is the spectrogram when a segment
of background noise is added at 10dB SNR. The generated noisy signals are used only in
testing; the training uses only original recordings (fairly clean signals).
Note that this SNR value represents the upper bound of the true SNR because the original
files are not completely noise-free. In fact, the first segment and the last segment in Fig. 4.2a
happen to be the same phrase type but they do not look similar due to some background
noise in the first segment. This is the original recording obtained at the site (i.e., no artificial
noise added).
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III.2 Comparison algorithms
Two main contributions of our phrase detection system include noise-robust segmentation
as well as the integration of the template-based segmentation and a discriminative classi-
fier for outlier rejection. The optimal classifiers and their parameters can be explored in a
subsequent study; this chapter focuses on the first contribution because accurate segmen-
tation is crucial for most automatic phrase detection or transcription algorithms. For this
reason, we compared our algorithm with baseline systems that employ an energy-based or
entropy-based segmentation [36,37].
Since the recordings used in these experiments are generally long and the threshold of the
energy-based method depends on the global maximum energy in the recording, the segmented
outputs are mostly inaccurate [75]. We saw improvements when a long recording is divided
into subintervals as inputs to the algorithm so we used this modification throughout the
experiment. For the entropy-based segmentation, we kept all the default parameters, except
for the frequency range to match the song characteristics the bird species [37, 38].
A straightforward way to evaluate a comparison algorithm would be to resample the
spectrogram so that the number of frames would be equal to a fixed number. We have tried
this experiment and the performance was dramatically low for all comparison algorithm. This
observation agrees with [20, 21] which states that the alignment is an essential component.
Therefore in our comparison experiments, the DTW-based segmentation in Fig. 4.1a and
4.1b is replaced with two sequential operations; segmentation from the algorithm followed
by an aligning component. In other words, we applied DTW to the segment candidates;
using the template derived from manual annotation, such that the time dimension of the
DTW-aligned spectrograms of all segment candidates is equal to that of the template (as
illustrated in Fig. 4.3).
We also applied the prominent region to those comparative algorithms since we observed
that it gives a significant improvement in noise. The accuracy of the segment boundaries
are evaluated by comparing them with manual annotations. Using a linear kernel with high-
dimensional features of limited training data gave the best performance for all algorithms.
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Figure 4.4: The boxes in (a) are the target segments of phrase type A indicated by the
manual annotation. In (b), a particular algorithm predicts three segments (in the boxes) to
be segments of phrase type A.
We applied a power of 0.1 to feature values for dynamic scale compression. The detection
threshold on the confidence score of the SVM is varied to obtain the Equal Error Rate (EER).
III.3 Evaluation framework
To evaluate a segmentation algorithm, several criteria have been imposed. For instance,
a segmentation is considered correct if the segment is overlapped with a manual segment
[9]. However, this criterion is prone to error as the overlapped interval can be significantly
small. In our work, we consider a segmentation ”correct” if the boundary o↵sets relative to
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Figure 4.5: Illustration of RSEC (Relative Segmentation Error Constraint). (a) is a spec-
trogram segment, (b) illustrates the margin errors, and (c) illustrates the RSEC decision.
the manual annotation is less than a threshold, which we call Relative Segmentation Error
Constraint (RSEC).
Under RSEC = ✏, a segment is considered ”correct” if and only if
ystart   xstart
ystop   ystart  ✏, (4.3)
and
ystop   xstop
ystop   ystart  ✏, (4.4)
where ystart and ystop are the start and end times of the manually-annotated segment,
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respectively.
For example, with ✏ = 0.5, a given segment is considered correct if the boundary errors
at both ends are less than or equal to half the phrase duration of the manual segmentation.
This case is illustrated in Figs. 4.4 and 4.5.
Suppose that a phrase type A is to be searched. In Fig. 4.4, phrase type A happens to be
the first and last segments, which are indicated in the boxes in Fig. 4.4a, and a segmentation
algorithm predicted that the 3 segments in the boxes in Fig. 4.4b are segments of phrase
type A.
Based on the definition of RSEC, the first predicted segment is considered ”incorrect”
because the margin errors of the predicted segment exceed ✏ (in this case 0.5). The second
predicted segment is also ”incorrect” because there is no targeted phrase type presented in
the segment, i.e., a false alarm. The third predicted segment is ”correct” because the relative
margin errors of both ends are less than 0.5.
Fig. 4.5 illustrates the RSEC criteria. Fig. 4.5a is a portion of the spectrogram shown
in 4.4a. In 4.5b, the true portion of the target phrase is in blue and the predicted portion
is in green. The start and end margin errors are therefore in red and blue, respectively;
the relative margin errors are 0.2 and 0.3, respectively. In 4.5c, the predicted segment is
considered ”correct” because the relative margin errors of the segment is less than ✏ (in this
case 0.5) for both ends (in this case 0.2 and 0.3).
Note that with a di↵erent ✏, the evaluation of a predicted segment may be di↵erent. For
example, with ✏ = 0.1, the predicted segment would be considered ”incorrect” because both
ends have the relative margin errors (0.2 and 0.3) greater than ✏.
In an extreme case where ✏ = 0, the boundary errors of both ends are required to be
zero. This means the segmentation is identical to the manual annotations; however, this
case is nearly impossible to achieve in practice. We present the performance curve with
varying RSEC to determine the robustness to RSEC of each algorithm. The Equal Error
Rate (EER) (where the probability of ”miss” is equal to that of ”false alarm”) is used to
measure the performance of the segmentation algorithms.
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Figure 4.6: The performance of each algorithm with di↵erent Relative Segmentation Error
Constraint (RSEC) criteria under matched condition
IV Results and discussion
Fig. 4.6 shows the EER of each algorithm evaluated with RSEC ranging from 0.1 to 1. The
performance of manual boundary segments is also shown as the lower bound. The EER
curve of the manual segmentation is flat because its boundary error is always 0 hence the
EER does not change with di↵erent RSEC criteria. It is constant at 4.45% because there
are false alarms and misses from the SVM classification; note that the results represent the
final output of the entire system. The EER of all algorithms su↵er from segmentation errors
at low RSEC; it is di cult to achieve perfect segment boundaries because the energy at the
boundary varies at each frame. Di↵erent stopping threshold of each algorithm will generate
di↵erent boundaries, hence a small deviation is acceptable.
When a higher RSEC is allowed, the EER of each algorithm decreases up until a certain
point where it starts to increase again because of some unreliable labels generated by the
high RSEC criteria. For instance, if the starting segmentation boundary from an algorithm
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Figure 4.7: The performance of each algorithm with di↵erent Relative Segmentation Error
Constraint (RSEC) criteria in the 0 dB SNR condition.
is delayed by 80%, there will be at most 20% overlap with the manual annotation. If we
allow RSEC of 0.9 (✏ = 0.9), this segment will be considered as a target segment. However,
only a 20% overlap interval with the manual annotation will not su ciently represent the
given phrase type. Note that the EER curve of our algorithm almost reaches the EER from
manual annotation at RSEC between 0.5 and 0.8. This does not mean that the algorithm is
perfect; it only tells us that under this RSEC criteria, the EER is about the same. In 0 dB
condition (Fig. 4.7), the performance of our algorithm degrades less than other algorithms,
compared to the clean condition.
The EER of each algorithm increases as the relative SNR decreases and at a significant
rate after 0 dB SNR (Fig. 4.8). At SNRs higher than 5 dB, the EER of the proposed
algorithm is close to that when manual segmentation is used. At 0dB SNR where energy of
the target birdsong and background noise are equal, the proposed algorithm still yields low
ERR of 0.1, validating its noise-robustness.
Notice that some EER points are higher than 0.5, which is the upper bound of binary
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Figure 4.8: Performance trend with di↵erent SNR conditions at RSEC of 0.5 (✏ = 0.5)
detection (pure guess). This is possible because this task of joint segmentation and veri-
fication is more challenging than a binary detection. In order to be counted as a correct
prediction, two criteria must be satisfied: the deviation boundaries of both ends must be
less than RSEC and the SVM must classify the segment correctly.
Note that the error of the manual selection curve is approximately the error of the SVM
classifier (since the segmentation is presumably accurate). The gap between the manual
selection and the curve of a particular algorithm is mostly due to the segmentation error of
the algorithm. At high SNRs, the segmentation error of the algorithm is almost 0. The error
is still relatively low (less than 5%) even at -10dB SNR compared to the entropy-based and
energy-based algorithms.
The entropy-based algorithm does not perform well because the background noise con-
tains high-entropy signals such as vocalizations of other bird species. The energy-based
segmentation algorithm generally performs better than the entropy-based segmentation but
it also su↵ers in noisy conditions. This is expected because background noise is also of high
energy, especially in negative SNR conditions. Most errors of both algorithms occur when
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the algorithms lump a phrase segment (target or non-target) with a neighboring background
noise component.
The proposed algorithm, on the other hand, cuts o↵ the segment at each end of the
template reference. This segmentation approach is similarity-based in the sense that it aligns
with the template reference according to its frame-wise similarity. The prominent regions
and frame weighting function additionally facilitate the alignment procedure to focus on the
relevant regions while discarding noise. However, when the noise level is high, the proposed
algorithm degrades as well because noise is also present in the prominent regions. In the
context of segmentation, the template-based segmentation has a limitation that it requires a
template of that particular phrase type. If there is no prior class label, our algorithm cannot
perform SFA to derive the template for segmentation.
The entropy-based and energy-based segmentation, on the ther hand, do not require any
template so they are suitable for analyzing data that have not been annotated. However,
for a phrase detection where the detection of particular phrases is of interest, the proposed
template-based approach has been shown to be robust to segmentation error and background
noise.
The template-based approach can be viewed as an image detection procedure with a
stencil (as illustrated in Fig. 4.9). The task is to find an image segment of a particular
fruit from a big image. The big image is analogous to a continuous recording spectrogram;
fruit image segments may be overlapped with each other or with background images like
phrase segments that can be corrupted by some background noise. The DTW template of
the proposed algorithm is like a rubber stencil, which can be warped by a certain degree to fit
the target image. The elasticity of the rubber is analogous to the path configuration of DTW,
which constrains how much the template spectrogram can ”stretch”. The prominent regions
are similar to the holes in the stencil that exclude irrelevant portion. The proposed system
can be viewed as a pencil with an eraser. DTW-based segmentation draws all potential
phrase segments and sends them to the SVM classifier; the classifier acts as an eraser rejecting
outliers that do not belong to the phrase type of interest.
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Figure 4.9: Analogy of template-based phrase spotting
V Summary
In this chapter, a joint segmentation and verification algorithm for bird phrase detection is
proposed. The algorithm performs template-based segmentation using DTW to account for
duration variability, and uses prominent regions to account for background noise. Segment
candidates are then passed on to a discriminative classifier (in this case, SVM) to reject
outliers. On a Cassin Vireo’s database, the proposed algorithm obtained the lowest EER
in most cases compared to energy-based and entropy-based segmentation algorithms. In
fairly clean recordings, our proposed algorithm achieves an EER of approximately 5.71%
with relatively accurate segmentation boundaries. Using noisy recordings with an SNR of
0 dB, the performances of comparative algorithms degrade dramatically compared to the
proposed algorithm which keeps the performance trend close to the lower bound of EER.
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CHAPTER 5
A Pitch-based spectral enhancement technique for
robust speech processing
I Introduction
In Chapters 2 - 4, the concept of prominent regions in noise-robust birdsongs processing is
presented and studied. In this chapter, the concept is extended to the speech processing
domain. Regions of interest are determined using pitch information. This chapter presents
a new pitch-based spectral enhancement algorithm on voiced frames for speech analysis and
noise robust processing.
II Proposed algorithm
II.1 System overview
The goal of the proposed system is to obtain a reliable spectral envelope based on pitch
information (Fig. 5.1). To achieve this, a high-precision f0 and a refined harmonic spectrum
are needed. We say a spectrum has a refined harmonic structure when each harmonic does
not smear due to a rapid change in f0. In order to obtain a refined harmonic spectrum, we
propose a Time-Warping Function (TWF) to warp the signal in the time domain so that a
given short-time signal has a quasi-stationary pitch period.
For a given short-time frame, a TWF parameter and a high-precision f0 are solved simul-
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taneously using a metric called the harmonic residual. This objective function measures the
di↵erence between the refined spectrogram and harmonic spectral representation obtained
after TWF. The procedure is elaborated in the following sections.
III The need for high-precision f0
Harmonic frequency can, for example, be found by sequential detection based on the initial
f0 estimate [53, 61] such that
fk = fk 1 + f0 + ✏, (5.1)
where fk is the k-th harmonic and ✏ is a small frequency adjustment added to select the
highest spectral magnitude component in the neighborhood of fk 1+f0. The problem of this
method is that harmonic tracking can be di cult in low SNR cases, making it challenging
to identify subsequent harmonics at higher frequencies.
Another way to identify harmonic frequencies is to assume that they fall in the neigh-
borhood of kf0, i.e.
fk = kf0 + ✏, (5.2)
which requires re-estimation of f0 to higher precision in order to avoid erroneous estima-
tion of harmonic locations in the high frequency region. To illustrate this problem, suppose
the actual f0 is 100 Hz but the estimated f0 is 102. By the 25th harmonic, the frequency will
be o↵ by 25⇥ (102 100) = 50 Hz (i.e., ✏ = 50 Hz) so the identified harmonic frequency is at
exactly the middle of the 25th and 26th harmonics. If the search range of the peaks from kf0
is more relaxed, a noise peak may be confused with a harmonic. Therefore, a noise-robust
harmonic localization algorithm is needed to re-estimate f0 e↵ectively.
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III.1 The need for time-warping
To obtain a high precision f0 and a refined harmonic spectrum, it is assumed that a given
short-time signal or frame has a constant period. However, f0 for human speech is generally
not constant. For instance, Fig. 5.2a is a short-time signal of a voiced segment analyzed by
a 50ms hamming window. It can be seen that the period is increasing. The corresponding
spectrum shown in Fig. 5.2b does not show a very clear harmonic structure. The signal
therefore needs to be adjusted so that it has a fairly constant period in a short-time frame
while preserving the information of the signal.
Intuitively for speech signals, each sample can be slightly moved to the left or right while
still preserving the spectral information of the signal. If the signal in Fig. 5.2a is slightly
adjusted by stretching the left side and compressing the right side, the signal can become
more periodic (Fig. 5.2c). The corresponding spectrum also exhibits a more refined harmonic
structure, while the overall spectral envelopes are fairly the same.
Such changes can be modeled by a polynomial function. If the polynomial were chosen to
be of degree one s(↵n), the resulting signal would either be uniformly stretched or uniformly
compressed but the overall shape would still be the same. The short-time signal would still
be quasi-periodic. Similarly, the spectrum would be compressed or stretched (by a factor of
↵) while the overall shape would still be the same.
III.2 Time warping function (TWF)
It was found that a quadratic function is suitable as a time-warping function. The degree-1
component can be set to 0 to reduce the number of parameters. That is, given a short-time
signal s(n), the warped signal with respect to the warping parameter ↵ is
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s↵(n) = s(n+ ↵n
2) (5.3)
where n = 0 is the middle sample of the short-time frame.
Intuitively, the time warping function shifts sample n by ↵n2 samples. The shifting
direction is dictated by the sign of ↵. The appropriate ↵ depends on how fast the pitch
period is changing in this frame.
In practice where signals are processed digitally, the procedure can be viewed as follows.
The proposed algorithm has a set of time warping functions, each of which maps values from
the signal s(n) to the output signal s↵(n). For example, to determine the value of sample
n=100 for the warped signal s↵(n) with ↵ = 0.0002,
s↵=0.0002(100) = s(100 + 0.0002 · 1002) = s(100 + 2). (5.4)
meaning to obtain a warped signal s↵(100), the sample n=100 of s(n) is moved to the right
by 2 samples. Now let us consider
s↵=0.0002(101) = s(101 + 0.0002 · 1012) = s(101 + 2.0402) = s(103.0402). (5.5)
Since the argument of s(n) is a non-integer, the value is approximated by linear interpola-
tion for e ciency (instead of upsampling all samples of s(n) to approximate the continuous
representation), the algorithm approximates the valued function by linear interpolation.
s(103.0402) ⇡ s(103) + 0.0402(s(104)  s(103)). (5.6)
The range of ↵ used is within -0.0008 to 0.0008. This range maybe adjusted in other
applications such as music representation [31].
To sum up, Figs. 5.2a and 5.2b represent s(n) and its Fourier transform magnitude
(windowed by a Hamming window), respectively. This clean signal has a varying period as
shown in Fig. 5.2a but its harmonic structure is slightly distorted (Fig. 5.2b). Now, let us
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consider an example of how time warping can enhance the harmonic representation. When
a TWF with ↵ = 0.00048 is applied to the signal, the output after warping is shown in Fig
5.2c, and the corresponding spectrum is shown in Fig. 5.2d. It can be seen that each period
in Fig. 5.2c becomes equal and the harmonic structure in Fig. 5.2d is enhanced. In order to
find the optimal TWF or ↵, we propose a metric to measure the harmonicity of the warped
output signal as described in the following section.
III.3 Resynthesizing the refined harmonic spectrum
In STFT, when a signal s is multiplied by a window w, the frequency transform S convolves
with the window W in the frequency domain with W normalized so that W (0) = 1. Let
ak be the amplitude at the k-th harmonic frequency, then the spectrum of a voiced frame
(according to the linear modeling of speech production) can be described by
eS(f) = pX
k=0
ak (f   kf0) ⇤W (f) (5.7)
where f denotes the frequency index, p is the number of harmonics in the range of the
signal bandwidth and  (f) is an impulse function. By neglecting the phase for simplicity,
the magnitude spectrum can be synthesized by
eS(f) = pX
k=0
ak|W (f   kf0)| (5.8)
Let T be a Toeplitz matrix whose first column is the absolute value of the Fourier Trans-
form of the normalized window W (assuming symmetric). That is
T =
26666666664
W (0) W (1) W (2) W (3) . . . W (N)
W (1) W (0) W (1) W (2) . . . W (N   1)
W (2) W (1) W (0) W (1) . . . W (N   2)
...
...
...
...
. . .
...
W (N) W (N   1) W (N   2) W (N   3) . . . W (0)
37777777775
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Suppose we wish to synthesize a voiced frame whose spectrum S(f) with f0 = q (frequency
indices). Let us consider vector a and Ta where a is a vector of the harmonic amplitudes
and Ta is a subsampled matrix whose columns correspond to the DFT index closest to the
of harmonic frequencies. That is
a =
26666666664
a0
a1
a2
...
ap
37777777775
=
26666666664
a(0)
a(q)
a(2q)
...
a(pq)
37777777775
and matrix
Ta =
266666666666666664
W (0) W (q) W (2q) W (3q) . . . W (pq)
W (1) W (q   1) W (2q   1) W (3q   1) . . . W (pq   1)
W (2) W (q   2) W (2q   2) W (3q   2) . . . W (pq   2)
...
...
...
...
. . .
...
W (f) W (|f   q|) W (|f   2q|) W (|f   3q|) . . . W (|f   pq|)
...
...
...
...
. . .
...
W (N) W (N   q) W (N   2q) W (N   3q) . . . W (N   pq)
377777777777777775
The resynthesized spectral magnitude eS(f) can be obtained by a single linear equation
eS = Taa (5.9)
It can be seen that resynthesized spectrum depends on the harmonic frequencies and the
harmonic amplitudes. This means that eS depends on f0 and ↵. Intuitively, Equation 5.9 says
that the amplitude at a frequency index f is a linear combination of all harmonic amplitudes
with weights corresponding to the distance to that frequency. For a voiced segment of a clean
speech signal, the resynthesized spectrum using the optimum TWF is very similar to the
original DFT spectrum (given that the f0 candidate value is accurate). We call the `1 norm
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of the di↵erence between the original and the resynthesized spectrum, the harmonic residual,
which is defined by
rsd(fi,↵) = ||S↵   eS↵,fi ||`1 (5.10)
where fi is the i-th f0 candidate, ↵ is the (time-warping factor) parameter in Equation
5.3, S↵ is the original spectrum of s↵(n), and eS↵,fi is the resynthesized spectrum using fi as
the pitch hypothesis.
For a low-pitched signal whose harmonics are close to each other and there is high side-
lobe aliasing, the residual will still be low making this method virtually independent of
the harmonic spacing. In the presence of noise, the residual will be higher depending on the
noise level. Since the components at the harmonic frequencies generally have high SNRs, the
residual is computed only in the frequency range of 40 Hz around each harmonic frequency,
so that the residual is less dependent on the noise profile.
For each frame, the combination of the TWF and f0 that gives the minimum residual
are considered optimal, and consequently is used to generate the refined harmonic spectral
representation for noise robust processing. Note that this resynthesis method is an approx-
imation of the clean spectrum due to the assumptions we made. For example, the values
ai taken directly from the original spectrum may be influenced by noise components. How-
ever, we found that in most cases, this approximation yields a reasonable measurement of
harmonicity.
III.4 Deriving an enhanced spectral envelope representation
To reduce the f0 search range, we use an f0 estimate as an input from the noisy signal and use
a range from -0.0008 to 0.0008 with a precision of 0.00002 (a more e cient search grid can
be obtained by limiting the range of ↵). The noise-robust multi-band summary correlogram-
based pitch detector described in [76] is used, with modifications to reduce computational
complexity. A fixed window length of 60ms is used, and frame-by-frame mean subtraction
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Figure 5.3: Illustration of spectral envelope extraction.
from the pre-comb-filtered subband envelopes is not used from the pitch tracker in [76]. Here,
the candidates of f0 are also limited to the 20% range of the initial estimated f0 from the
pitch tracker.
Next, linear interpolation connects each amplitude peak (a1, a2, ..., ap) at harmonic fre-
quencies of the refined spectrum obtained by TWF to derive a new spectrographic repre-
sentation. Once all the voiced frames are processed, the final spectrogram is then used for
feature extraction. For unvoiced frames, for simplicity, no spectral enhancement is made.
Fig. 5.3 illustrates the concept of envelope extraction. Given a speech frame, Fig. 5.3a
is the spectrum of the signal. In Fig. 5.3a and 5.3c, the vertical lines represent harmonic
amplitudes. In Fig. 5.3c, the thick line is the linear envelope obtained by the proposed
algorithms. In Fig. 5.3e, the envelope is obtained by a spectral averaging approach.
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The figures in the right column illustrate the same envelope with additive noise. Fig.
5.3b is the spectrum of the noisy signal. Fig. 5.3d and Fig. 5.3f show the pitch-based
spectral envelopes and averaged spectral envelope extraction algorithms, respectively. In
Fig. 5.3d, when the additive noise frequency component is far (e.g., greater than 40 Hz)
from harmonic frequencies, the algorithm excludes the noise component even though the
noise energy is high. Note that the proposed pitch-based envelope extraction reduces the
mismatch between the clean and noisy signals.
IV Experimental setup
IV.1 Experimental setup
We study the noise-robustness of the spectral representation by integrating it with some
existing feature extraction methods, namely MFCC (Fig. 5.4a) and PNCC (Fig. 5.4c). For
MFCC, the enhanced spectrogram is converted into Mel filter bank representation using 26
filters, followed by logarithmic compression and Discrete Cosine Transform (DCT). The first
13 coe cients are retained and the first and second derivatives are computed (Fig. 5.4b).
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For PNCC, we found that the 2010 version with Power Bias Subtraction (PBS) Algorithm
[46] yields better performance than the latest version of PNCC [48] on the Aurora 2 dataset.
For this reason, we employed PNCC with PBS in our study (Fig. 5.4d). The enhanced
spectrogram is passed to a gammatone filterbank filter of 40 channels. Next, power bias
subtraction and normalization are applied and the enhanced filterbank values are scaled by
power 1/15, followed by the same cepstral feature extraction as MFCC. The e↵ect of the
proposed spectral enhancement technique is illustrated in Fig. 5.5.
We also compare the integrated features with two state-of-the-art algorithms namely
LSEN [30] and ETSI [77]. The results of both algorithms were taken from the reported
numbers in [30]. Therefore, we used the same HMM setup. Experiments have been conducted
using the HTK-based back-end with the Aurora-2 corpus of noisy digits [77]. We model 11
words with 18-state 3-mixture HMMs. Two silence models are used with, respectively, 5
and 3 states, and 3 and 6 mixtures per state. Testing sets comprise the same utterances
corrupted by 8 types of background noise at various SNRs from 0 dB to 20 dB.
V Results and discussion
The overall performance (the average of 0, 5, 10, 15, and 20 SNRs) is summarized in Fig 5.6.
By simply taking spectral envelopes (using only the initial value of f0) before computing
MFCCs and PNCCs without refining the harmonic structure and f0, the accuracy drops
(from 65.5 % to 61.2 % for MFCCs and 84.8 % to 81.9 % for PNCCs). Using time warping
and pitch-based spectral envelope extraction, the performance improves dramatically (from
61.2 % to 79.6 % for MFCCs and 81.9 % to 86 % for PNCCs). The results confirm that
obtaining a refined harmonic spectrum can improve recognition accuracy.
Figs. 5.7 and 5.8 show that the improvement is significant in low SNRs (below 10 dB)
for both MFCCs and PNCCs. This is because the envelope obtained by interpolating the
amplitude at the harmonics reduces the mismatch between training and testing samples
because the new spectral representation is less dependent on the noise energy in between
harmonics.
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Note that at 0dB SNR, pitch-based envelope extraction (without time-warping function)
can still improve the baseline performance as MFCCs are not noise robust features. Even
though PNCCs are designed to be noise robust, the proposed algorithm can make PNCCs
even more robust to background noise.
This chapter focuses on the e↵ect of interpolating the peaks at the harmonic frequencies
from high precision f0 and enhanced spectra, but the performance can be improved further
by modifying the spectrographic representation to be compatible with the feature extraction
framework. Here, our experiment investigated a smooth envelope (noted as envelope 2 in
the results) in addition to an envelope from linear interpolation. The smooth envelope is
obtained by resampling techniques used in DSP [78]. Since harmonic frequencies are equally
spaced by a value of f0, they can be viewed as decimated versions of the spectral envelope.
Therefore a sequence containing harmonic amplitudes is upsampled to get a low frequency
envelope.
For PNCCs, we found that the smooth envelope (envelope 2) improves performance from
the simple linear interpolation (Fig. 5.6). We also found that by adding simple spectral
flooring to the smooth envelope, the accuracy improves (Fig. 5.6). The optimal configuration
can be explored further in future work. Overall, the performance of proposed algorithim is
in the same range of the state-of-the-art algorithm (Fig. 5.6) but tends to be better at a low
SNR (less than 5 dB in Fig. 5.9).
Note that the TWF method aims to find a better spectral representation in a similar
way as the FanChirp transform [69]. Although our implementation is simpler, it has some
drawbacks. For example, the linear interpolation as an approximation in the time-warping
procedure makes the algorithm easy to implement but has poor resolution in the high-
frequency region. The set of TWFs is derived based on an assumption that the rate of f0
change is a linear function of time. However, we found that our implementation is su cient
in most cases. A more accurate representation can be obtained using some forms of the
Chirp transforms and Constant-Q Transforms [69, 79].
We have shown how the enhanced spectrum and high-precision f0 can be used to improve
100
noise robust ASR features. However, the harmonic residual and the resynthesized- spectro-
gram, as by-products, also have potential applications in noise robust speech processing. The
harmonic residual can be used to estimate noise in a similar way as the harmonic tunnel-
ing technique [53]. This noise estimation at voiced frames can be extrapolated to unvoiced
frames. Harmonic tunneling tends to overestimate noise at high SNRs due to window alias-
ing and smearing e↵ects, but the harmonic residual in the proposed algorithm can reduce
both undesirable e↵ects. In addition, the resynthesized spectrum can be used for speech
enhancement as noise in-between harmonics is discarded, and may reduce musical distortion
which is commonly found in spectral subtraction enhancement. These potential applications
will be explored in the future.
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Figure 5.6: Overall word accuracy on the Aurora 2 database for state-of-the-art features.
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Figure 5.7: Word accuracy on the Aurora 2 database at di↵erent SNRs for MFCC features.
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Figure 5.8: Word accuracy on the Aurora 2 database at di↵erent SNRs for PNCC features.
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Figure 5.9: Word accuracy on the Aurora 2 database at di↵erent SNRs for state-of-the-art
features.
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VI Summary
In this chapter, we propose an algorithm that enhances voiced spectra. For each voiced
frame, an optimal combination of a time warping function (TWF) and high-precision f0 val-
ues is determined. A resynthesized spectrum is obtained by a linear product of the harmonic
amplitudes and the matrix generated by the DFT window. A residual that measures the dif-
ference between the actual and resynthesized spectrum is then computed. The combination
of TWF and f0 that yields the minimum residual is selected. The optimal TWF is used to
warp the signal so that the harmonic structure is less distorted and smearing e↵ects are re-
duced. The optimal f0 is then used to locate harmonic frequencies. Preliminary experiments
show that the proposed algorithm can be used to improve ASR performance in noise.
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CHAPTER 6
Summary and future work
In real-world speech and birdsong recognition, audio signals are generally di↵erent from
data used to train the systems. Such mismatch is usually caused by background noise. An-
other factor for mismatch is limited training data where the training set does not adequately
represent a class. This is particularly common for birdsong applications. Thus, a system
that is robust to background noise and limited data is needed to handle such conditions.
This dissertation presents a template-based approach to solving the problem. The proposed
framework is studied extensively for birdsong automatic recognition system. In addition, the
approach is extended and explored for automatic recognition of human speech.
I Noise-robust systems for birdsong classification and recognition
The first part of the dissertation presents a template-based approach for birdsong classifica-
tion and recognition. Chapter 2 proposed a novel DTW framework for phrase classification
that is robust to background noise and limited training data. For each phrase type, the train-
ing procedure extracts reliable information from the phrase examples to generate a template.
Each template has three attributes: spectrogram reference, prominent regions, and frame
weighting function. The spectrogram reference represents the general spectrographic pattern
for the phrase type. The prominent region is a time-frequency component of the reference
spectrogram that generally has relatively high energy. It is an essential component for noise
robustness in this framework. The frame weighting function underscores frames that are im-
portant for classification. To identify an unknown phrase, its spectrogram is matched with
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each template using the dynamic-time warping procedure and the template that has the
highest cosine similarity with the unknown segment is declared to be the predicted phrase
type.
The performance of the proposed framework is studied with the traditional DTW and
HMM frameworks. The investigated factors include number of training examples per phrase
type, training conditions (matched and mismatched), and background noise level. Exper-
imental results show that the proposed algorithm outperforms DTW and HMMs in most
conditions. When both training and testing data are fairly clean, DTW tends to perform
relatively well when data are limited. HMMs, on the other hand, yield high classification
accuracy when many training samples are available. Both algorithms require a high SNR
condition for accurate classification. In noisy conditions (both training and testing), the
proposed algorithm outperforms DTW and HMMs.
Since the HMM framework has been studied extensively especially in speech processing,
the knowledge and tools are widely available. For this reason, we aimed to enhance HMMs
by making them more robust to limited training data and background noise. The proposed
solution to the limitations is presented in Chapter 3. Phrase models are learned from not
only their own class samples (which can be limited) but also from the variation of other
phrase types. The prominent regions are used to modify the spectrum when extracting
features in order to compute the emitting probabilities. The proposed algorithm outper-
forms traditional HMMs in most conditions. When training data are limited, the proposed
algorithms outperform HMMs by a large margin.
In Chapter 4, we extended the robust-DTW in Chapter 2 to perform segmentation in
addition to classification. The algorithm performs template-based segmentation using DTW
to account for duration variability, and uses prominent regions to account for background
noise. Segment candidates are then passed onto a discriminative classifier (in this case, SVM)
to reject outliers.
From experimental results, the proposed algorithm yielded the lowest Equal Error Rate
(EER) in most cases compared to energy-based and entropy-based segmentation algorithms.
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In fairly clean recordings, our proposed algorithm achieves an EER of approximately 5.71%
with relatively accurate segmentation boundaries. Using noisy recordings with an SNR
of 0 dB, the performances of comparative algorithms degrade dramatically compared to the
proposed algorithm. The segmentation from the proposed algorithm is similar to the manual
segmentation confirming the robustness of the algorithm.
II Noise-robust automatic speech recognition
The concept of prominent regions in the proposed template-based approach inspired us to
explore its use in noise robust ASR. In human speech, the prominent frequency regions are
usually the frequency intervals near harmonic frequencies in voiced frames. Similar to DTW,
a time-warping function (TWF) is used to warp a given signal to compare with template
candidates. This approach is described in Chapter 5.
For each voiced frame, an optimal combination of TWF parameter and high-precision
f0 value is determined. A resynthesized spectrum is obtained e ciently by a matrix mul-
tiplication of the harmonic amplitudes and the matrix generated by the DFT window. A
residual that measures the di↵erence between the actual and resynthesized spectrum is then
computed. The combination of TWF and f0 that yields the minimum residual is selected.
The optimal TWF is used to warp the signal so that the harmonic structure is less distorted
and smearing e↵ects are reduced. The optimal f0 is then used to locate harmonic frequencies
which are used for envelope extraction. Preliminary experiments show that the proposed
algorithm can be used to improve ASR performance in noise. The integration of the pro-
posed algorithm with MFCCs or with PNCCs significantly improve the performance in noisy
conditions.
III Future work
Future work includes determining the optimal configurations and parameters of the tem-
plate based framework for recognition of birdsongs and speech. For example, the choice of
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dynamic-time warping configuration may depend on bird species. Instead of SVMs, another
choice of classifier may improve the performance of birdsong classification. In addition, the
template-based framework can be extended to noise-robust bird species recognition where
songs of a certain species are modeled by a set of templates. The template-based frame-
work may also be extended to speech recognition or keyword spotting where each keyword
or acoustic unit is modeled by a statistical template. The pitch-based spectral enhance-
ment can be extended to other applications such as signal-to-noise ratio estimation, speech
enhancement, and speech synthesis.
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