For a Banach space Y , the question of whether L p (μ, Y ) has an unconditional basis if 1 < p < ∞ and Y has unconditional basis, stood unsolved for a long time and was answered in the negative by Aldous. In this work we prove a weaker, positive result related to this question. We show that if (y j ) is a basis of Y and
Introduction
Let (Ω, Σ, μ) denote a probability space. Then, for 1 p < ∞ and Y a Banach space, let 
Preliminaries
We assume that the reader is familiar with the basic concepts and notation of Banach spaces, Banach lattices, vector-valued L p -spaces and Riesz spaces as can be found in [2, 8, 13, 16, 17, 19, 22, 23, 25] .
Let X and Y be Banach spaces. A sequence (x i ) ⊂ X is said to dominate a sequence (y i ) ⊂ Y provided for all sequences of scalars (α i ) we have 
x i ) (y i ) (x i ) and strictly equivalent if (x i ) (y i ) (x i ). In these cases we shall use the notations (x i ) ∼ (y i ) and (x i ) ≈ (y i ), respectively. It is immediate that if (x i ) ≈ (y i ) then [x i
] is isomorphic to [y i ] under the bounded linear map that takes x i to y i for each i ∈ N. Strict domination clearly implies domination and strict equivalence clearly implies equivalence, but the reverse implications need not be true (cf. [23, p. 69 
]).
If X is a Banach space with basis (x i ) we define the natural projections associated with (x i ) to be the sequence (P i ) given by P i ( Suppose (x i ) is an unconditional basis of a Banach space X, then it follows that for σ ⊂ N, the map P σ : X → X defined by P σ ( ∞ i=1 α i x i ) = i∈σ α i x i is a bounded linear projection. Similarly, for every choice of signs θ = (θ i ), we have a bounded linear operator
Moreover, we have that sup σ P σ and sup θ M θ are finite and these quantities are related by the inequality sup σ P σ sup θ M θ 2 sup σ P σ . The quantity sup θ M θ is known as the unconditional constant of the unconditional basis (x i ) and is always larger or equal to the basis constant.
Martingale difference sequences in a Banach space
We introduce abstract definitions for a filtration and a martingale in a Banach space. For the convenience of the reader, we first recall the classical definitions. Let 1 p < ∞ and (Ω, Σ, μ) denote a probability space with
It is well known that the map
A monotone increasing sequence (Σ i ) of sub σ -algebras of Σ is called a filtration. For a filtration (Σ i ) and i j , it follows from (3.1) that
Here, we use the notation R(T ) to denote the range of a function T .
If
From this point on we shall simply refer to a norm-convergent martingale as convergent.
Note that a filtration (Σ i ) corresponds to a uniformly bounded sequence of commuting projections with increasing range on L p (μ) . Using this observation, we generalize the notions of a filtration and a martingale to a Banach space. 
i j . A 1-martingale will simply be referred to as a martingale.
Examples of the above definition are furnished by [24] as well as further reading on the space of bounded martingales defined on a Banach lattice. These generalized notions are also studied in [5] . In [5 
is a filtration and
which implies (g i ) satisfies (3.2) and is, therefore, an m.d.s. Using this characterization, we introduce an abstract notion for an m.d.s. in a Banach space. Let (T i ) be a K-filtration and i < j, then T j − T i is a projection due to the fact that the T i s commute. This justifies the following definition. 
If (D i ) is the sequence of difference projections relative to a K-filtration (T i ) on a Banach space X with 
is a block basis of the Haar system and so it follows that
) is certainly strict. The next result characterizes the situation.
and let (D i ) be the difference projections relative to (T i ), then it follows from the above discussion that
Conversely, it is sufficient to show
, since the reverse inclusion is always true. Since the T i s have increasing ranges and rank
It is apparent from the above proof that, in the case where
In view of the fact that every K-m.d.s. is a basic sequence, we formulate the analogous notion of an unconditional K-m.d.s.
is said to be unconditional if there exists a constant M > 0 such that for every choice of scalars (α i ), signs (θ i ) and natural numbers n we have
The smallest constant M for which the above inequality holds is called the unconditional constant of (d i ). Let (x i ) be a sequence in a Banach space X such that x i = 0 for each i ∈ N. We define the normed linear space of sequences of coefficients of (x i ) to be
It is shown in [23 
. It is clear from the definition of the sequential ordering that . Thus (P σ j ) is a filtration. Now observe 
Definition 5.1. Let E be a Banach lattice. A K-m.d.s. (d i ) in E is said to have positive equivalence if (d i ) ∼ (|d i |).

Note that if (d i ) is a K-m.d.s. in a Banach lattice with (d i ) ∼ (|d i |), it does not follow that
holds. In the case where (x i ) is an unconditional basic sequence with unconditional constant M, the above inequality yields
for all scalars α 1 , . . . , α n . Combining inequalities (5.1) and (5.2) we obtain 
Since Define the respective maps R 1 and
each (α i ) ∈ A (d i ) . As a consequence of the equivalence of the norms · A (d i ) and · A (|d i |)
, we have that R 1 and R 2 are well defined, linear and bounded. Let R denote the co-ordinate map from Pisier noted that the Bochner norm Δ p is not an injective uniform cross norm for 1 < p < ∞ (cf. [6, p. 147] ). However, for 1 p < ∞, it is known the Bochner norm Δ p on L p (μ, X) has the property that if 0 S : L p (μ) → L p (μ) (which implies that S is bounded) and T : X → X is a bounded map, then S ⊗ T : L p (μ, X) → L p (μ, X) has the property that
(cf. [8, 15] ). Chaney and Schaefer extended the Bochner norm to the tensor product of a Banach lattice and a Banach space (cf. [4, 22] ). If E is a Banach lattice and Y is a Banach space, then the l-norm
Property (6.1) extends to the l-tensor product as stated below; proofs of which may be found in [15] : 
In [15] it is shown that if E and E 0 are Banach lattices, Y and Y 0 are Banach spaces, S : E 0 → E is a Riesz isometry and
is also an isometry. Thus the l-norm exhibits a weaker form of injectivity: if E 0 is a closed Riesz subspace of E and Y 0 is a closed subspace of Y, then E 0 ⊗ l Y 0 is a closed subspace of E ⊗ l Y . 
provided that S is a Riesz isometry and T is an isometry.
For further reading on the tensor product of filtrations with respect to left order, left injective cross norms, see [5] .
Using the idea of Gelbaum and Gil de Lamadrid in [11] for constructing the tensor product basis with respect to a uniform cross norm, we construct the l-tensor product of two martingale difference sequences. Definition 6.2. Let (ξ i ) and (η j ) be sequences in the Banach spaces X and Y , respectively. We define the square ordering on the sequence of tensors (ξ i ⊗ η j ) to be the ordering of the indices (i, j ) along the squares, i.e., (i 1 , j 1 ) (i 2 , j 2 ) when one of the following conditions hold:
Thus, (ξ i ⊗ η j ) with the square ordering is the sequence
. . . We shall use the notation S k for the set consisting of the first k ordered pairs of indices (i, j ) in the square ordering.
Let E be a Banach lattice and Y a Banach space. Suppose that (ξ i ) ⊂ E and (η j ) ⊂ Y are basic sequences with [ξ i ] a Riesz subspace of E. Since the l-norm is a reasonable cross norm, it follows that 
and (η j ) are martingale difference sequences relative to (S i ) and (T j ), respectively, then the sequence (ξ i ⊗ η j ) with the square ordering is a
Proof. Since (S i ) is a positive filtration and (T j ) is a filtration we have, for each i ∈ N, that
from which we deduce sup k∈N P k 3K 1 K 2 . Hence (P k ) is uniformly bounded on E ⊗ l Y . Using the fact that (S i ) and (T j ) are filtrations, we first show that P k is a projection for each k ∈ N. The case where k is a perfect square is trivial. For the case i 2 < k i 2 + i + 1, for some i ∈ N, we have
For the case i 2 + i + 1 < k < (i + 1) 2 , for some i ∈ N, we have
To prove that (P k ) is a K-filtration, we need only to show that P k = P k P k+1 = P k+1 P k for each k ∈ N. This presents us with five cases for each i ∈ N:
The verification of these cases is a tedious but trivial exercise and will be omitted.
For the last part of the proof, it follows from the definition of the square ordering that
Here, P 0 is defined to be zero and S 0 to be the empty set. 2
In the case where (S i ) and (T j ) are the natural projections associated with the bases (ξ i ) and (η j ), respectively, it is evident that (P k ) are the natural projections associated with the basic sequence (ξ i ⊗ η j ) with the square ordering and so we obtain the following corollary. 
In particular, when 1 p < ∞ and E = L p (μ), we obtain the following result: 
The l-tensor product of unconditional martingale difference sequences
Let E and F denote Banach lattices. We denote the projective cone of E ⊗ F by
Chaney and Schaefer showed, in [4, Theorem 1.7] and [22, Chapter IV, §7, Theorem 7.2], respectively, that E ⊗ l F is a Banach lattice and that the positive cone of E ⊗ l F is the l-closure of the projective cone E + ⊗ F + . Moreover, Popa showed in [21] that E ⊗ l F is an order continuous Banach lattice if E and F are order continuous Banach lattices. We use these results in the following proposition. 
Thus, the unique continuous extension
has the properties (S ⊗ l T )(e i ⊗ e j ) = ξ i ⊗ η j for each i, j ∈ N and S ⊗ l T S 1 + S 2 := K S < ∞. 
