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A new framework based on density matrix embedding theory (DMET) capable of directly targeting excited electronic
states is proposed and implemented. DMET has previously been shown to be an effective method of calculating the
ground state energies of systems exhibiting strong static correlation, but has never been applied to calculate excited
state energies. In this work, the Schmidt decomposition is applied directly on excited states, approximated by higher
lying SCF solutions. The DMET prescription is applied following this Schmidt decomposition allowing for a direct
embedding of excited states. Initial results are obtained for a system of multiple hydrogen dimers and the lithium
hydride dissociation. We analyze the nature of each part of the excited state DMET calculation and identify challenges.
These challenges to the implementation of excited state DMET are discussed and potential suggestions moving forward
are recommended.
I. INTRODUCTION
The defining goal of modern electronic structure theory is
the ability to describe molecules and materials relevant to the
problems of today, with sufficient accuracy and within a fea-
sible amount of computer time. Density functional theory1,2
(DFT) has become the de-facto method for electronic struc-
ture calculations on large, extended systems because of the ac-
curacy these calculations can achieve and the low, cubic scal-
ing of these methods. The linear response extension of DFT,
time-dependent DFT (TDDFT), is a widely used method to
calculate the excited state properties of chemical and material
systems.3–6 DFT and TDDFT are not without flaws. It is well
known that DFT is a poor choice to describe the electronic
structure of strongly correlated systems7 and TDDFT, which
builds upon that mean-field ground state as a reference, fails
to describe many key properties of the system. These include
charge transfers, higher potential energy surfaces, vertical ex-
citations, and singlet-triplet transitions.8
High level wavefunction methods capable of describing
strong correlation for excited states9,10 scale too highly to
effectively describe large systems of interest. It is dif-
ficult to study excited states using cheaper Hartree-Fock
(HF) theory,11 but higher lying self-consistent field (SCF)
solutions12 to the HF equations have been compared to excited
states. These include Delta SCF (D-SCF),13,14 s -SCF,15,16
and SCF metadynamics.17
An attractive compromise between the cheap HF and accu-
rate high level methods is the method of embedding, where
an impurity, treated at a high level of theory, is embed-
ded within a bath, treated at a low level of theory. Den-
sity matrix embedding theory (DMET) has been recently
introduced as a successful, self-consistent wavefunction-in-
wavefunction embedding method that accurately describes
strong correlation.18,19 DMET utilizes the Schmidt decompo-
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sition to reduce the whole space of orbitals to only entangled
orbitals from the impurity and bath.20
Different approaches have been taken to improving DMET.
One direction is to improve the bath calculation. The orig-
inal papers used HF theory for the bath.18,19 Hatree-Fock-
Bogoliubov Theory,21 antisymmetrised geminal power (AGP)
functions,22 and block product DMET23,24 are among the
different methods applied to the bath calculation to im-
prove upon the original DMET procedure. Different meth-
ods have also been applied to the high level impurity calcula-
tion. These include exact methods such as full configuration-
interaction (FCI),18,19 as well as nearly exact methods such
as coupled-cluster (CC)25 and density matrix renormalization
group (DMRG).21,26 Beyond improving the bath and impurity
solver, the choice of impurity is also an active area of research.
Recent work has shown that an overlapping, instead of dis-
joint, set of impurities can improve the DMET algorithm.27–29
DMET has been successful for the Hubbard model,18,30
Hubbard-Anderson model,22 and Hubbard-Holstein model31
in one dimension. Two dimensional calculations have also
been done using DMET for the Hubbard model on the
square18,21,32 and honeycomb26 lattice and the spin- 12 J1  J2
model.23 As for chemical systems, DMET has found use to
study hydrogen rings and sheets,19,33 carbon polymers, two
dimensional boron–nitride sheets, and crystalline diamond.25
DMET has also been used to define the boundaries in
QM/MM simulations34 and construct basis set contractions.35
In practice, DMET is not particular to the ground state. It
should be possible, in principle, to apply the DMET prescrip-
tion to excited states, but this large body of work almost exclu-
sively focuses on the ground state. Some initial work has been
done to obtain spectral functions through applying the DMET
method to a response wave function.26,36 However, there is
currently no literature on directly calculating and embedding
multiple electronic states using DMET.
Given the aforementioned success of DMET, it seems there
is a lot of unexplored potential in directly embedding excited
electronic states. Previously developed methods of targeting
higher lying SCF solutions have shown to be effective ap-
2proximations of excited states14,37 or good starting points to
excited state calculations.38 DMET is a method which builds
upon and improves mean-field approximations to ground state
wavefunctions and we expect that its success will translate to
excited states by using higher lying SCF solutions.
In this work, we discuss a generalization of the DMET
method to embed excited states. We approach this by using
higher lying SCF states as approximations to excited elec-
tronic states. This provides a better starting point for the impu-
rity calculation to capture characteristics of the excited state.
Since FCI is used for the impurity calculation, it naturally re-
turns excited states local to the impurity. Piecing together each
excited impurity calculation will provide a better description
of the full system excited state.
This paper is organized as follows. Section II reviews the
prerequisite theory of DMET. The Schmidt decomposition is
discussed formally and in context of a mean-field eigenstate.
The DMET prescription is briefly reviewed. Section III in-
troduces our modification of the DMET prescription, gener-
alized to be applicable to excited eigenstates. Section IV dis-
cusses the systems of interest and the computational details.
We demonstrate the effectiveness of excited state DMET in
matching exact calculations, even in seemingly difficult ex-
tremes of the potential energy surface, and discuss the nuances
and limitations of the method. In Section V, we conclude this
work by summarizing the key successes and pitfalls of excited
state DMET and future directions to improve the method.
II. BACKGROUND
In this section, we review the prerequisites to DMET and
the DMET algorithm as presented in the original papers.18,19
A. Schmidt-Decomposition
The equations of DMET rely on the ability to partition a
larger system into a smaller subsystem, referred to as the im-
purity, and the rest of the system, referred to as the bath. Con-
sider a system described by a Hilbert space H of dimension d.
Suppose the Hilbert space is divided into two smaller Hilbert
spaces, HA and HB, with dimensions dA and dB respectively
such that H can be represented as the direct product of HA and
HB.
H = HA
HB (1)
Let fjaiig and
b j	 be the bases of HA and HB respectively.
Any wave function, jYi, in H can be expressed in the direct
product basis as39
jYi=
dA
å
i=1
dB
å
j=1
Ci j jaii

b j (2)
whereCi j are obtained as
Ci j =
 haij

b j jYi (3)
Defining the coefficient matrix as the dA dB matrix C with
elements Ci j, the singular value decomposition (SVD) of C
can be written as
C= ULV† (4)
where U is a dA dA orthogonal matrix and V is a dB dB
orthogonal matrix. L is a dA dB diagonal matrix with the
singular values of C along the diagonal. The elements of C
are given by
Ci j =
dm
å
k=1
UikLkkV jk (5)
where dm =min(dA;dB). Inserting this expression into Equa-
tion (2) yields
jYi=
dA
å
i=1
dB
å
j=1
dm
å
k=1
UikLkkV jk jaii

b j (6)
jYi=
dm
å
k=1
Lkk
 
dA
å
i=1
Uik jaii
!


 
dB
å
j=1
V jk
b j! (7)
jYi=
dm
å
k=1
Lkk jaki
 jbki (8)
where
jaki=
dA
å
i=1
Uik jaii (9)
jbki=
dB
å
j=1
V jk
b j (10)
Equation (8) is known as the Schmidt decomposition.39 Note
that the states jaki span only HA and jbki span only HB. This
expansion is exact, but contains only dm terms as opposed to
dA  dB terms of Equation (2). The singular values Lkk repre-
sent the entanglement between states jaki and jbki and take
on values between 0 and 1.40
B. Schmidt-Decomposition of HF Wavefunctions
Although Equation (8) is exact, it is usually not possible to
know jYi beforehand. In practice, one can approximate jYi
as the Slater determinant that solves the HF equations.41
Y0(s) =
1p
n!
det
0B@f1(x1)    fn(x1)... . . . ...
f1(xn)    fn(xn)
1CA jf1   fnj (11)
In Equation (11), fi are generally taken to be atomic spin-
orbitals and xi is a variable denoting spatial and spin coordi-
nates.
3After obtaining a self-consistently optimized Slater deter-
minant from solving the HF equations, one can obtain the one-
particle reduced density matrix (1-RDM), P, with elements
Pi j = haˆ†i aˆ ji (12)
where aˆ†i and aˆi are the creation and annihilation operators for
fi. We can define an impurity (A) and bath (B) HF density by
taking only the sub-matrix containing orbitals in the impurity
or bath.
PA = P[fi 2 Ag;fi 2 Ag] (13)
PB = P[fi 2 Bg;fi 2 Bg] (14)
The impurity (bath) density can be diagonalized into a di-
agonal matrix, LA (LB). Let UA (UB) denote the matrix of
eigenvectors for PA (PB).
LA = (UA) 1PAUA (15)
LB = (UB) 1PBUB (16)
The case of a mean-field HF determinant, the many electron
states presented in Equations (9) and (10) span the same space
as the one electronic states used to form the HF determinant.
We can formulate our Schmidt decomposed impurity and bath
states as
jaki=
dA
å
i=1
UAik
fAi  (17)
jbki=
dB
å
j=1
UBjk
fBj  (18)
fAi (fBj ) denote the atomic orbitals in the impurity (bath).
Hence, defining the impurity and bath Schmidt space equates
to a rotation of atomic orbitals.
Assuming dA < dB, further classification of the bath states
can be made. The eigenvalues of PB can be divided into
1. Between 0 and 1. These are active bath orbitals.
2. Equal to 1. These are core orbitals.
3. Equal to 0. These are virtual orbitals.
There are dA active bath orbitals and these will be denoted
jbii. There are nocc dA core orbitals, where nocc refers to the
number of occupied orbitals. These will be referred to as core
states and denoted
gp. They serve the same role as core or-
bitals in complete active space (CAS) calculations. There are
m nocc dA virtual orbitals, where m denotes the total num-
ber of orbitals. These will be denoted jeai. These serve the
same role as virtual orbitals in CAS calculations. For the rest
of the discussion, the indexes i; j;k; l; : : : will belong to impu-
rity and bath states. The orbitals are assumed to be ordered so
that all impurity states come before bath states. The indexes
a;b; : : : will belong to virtual states and the indexes c;d; : : :
will belong to core states. All states in the embedding basis
will be indexed by p;q;r;s; : : :. The total HF wave function is
thus represented asYHF= dmå
i=1
Lii jaii
 jbii
!

jg1g2    j
 je1e2    j (19)
C. Summary of DMET
In this section, we briefly discuss the DMET method. For a
more detailed discussion, we refer the readers to the original
DMET papers.18,19
In DMET, the system is tiled into a set of impurities, de-
noted Ax, indexed by x. For each Ax, there is the correspond-
ing bath, denoted Bx.
The DMET method begins by solving the full system at
a low level of theory. In order to account for entanglement
between the bath and impurity in this calculation, a correlation
potential, uˆ, is added to the electronic Hamiltonian.
Hˆ 0 = Hˆ + uˆ (20)
uˆ represents the local correlation felt by the impurity and has
the form
uˆ=å
x
å
i j2Ax
uxi j cˆ
†
i cˆ j (21)
where cˆ†i and cˆi are the creation and annihilation operators in
the Schmidt space basis.
The impurity Hamiltonian, for each impurity x, can be de-
fined as
Hˆ x = PˆxHˆ Pˆx mglob å
i2Ax
cˆ†i cˆi (22)
where
Pˆx =å
i j
jaxi i
b xj haxi j
b xj  (23)
is the projection operator that projects the Hamiltonian onto
the impurity space and mglob is a local chemical potential, in-
dependent of fragment x that is chosen to minimize the fol-
lowing cost function.
Lm(mglob) =
 "
å
x
å
i2Ax
Pxii(mglob)
#
 nocc
!2
(24)
Px is the 1-RDM of the solution to the impurity Hamiltonian
in the Schmidt space basis as defined in Equation (12) with aˆi
replaced by the corresponding Schmidt space creation opera-
tor cˆi.
The correlation potential, uˆ, is chosen to match the 1-RDM
obtained from the full system calculation with the 1-RDMs
of each fragment on each fragment site. All off-diagonal and
diagonal elements are matched. This is accomplished by min-
imizing the following cost function.
Lu(u) =å
x
å
i j2Ax
 
Pxi j PHFi j (u)
2
(25)
Define the two particle reduced density matrix (2-RDM) as
Gi jkl = hcˆ†i cˆ†j cˆl cˆki (26)
4and the 1-RDM as in Equation (12). For each impurity, with
1-RDM Px and 2-RDM Gx, the energy of the impurity is
Ex = å
i2Ax
24 å
j2Ax[Bx
2h˜xi j+åc

2V˜ xic jc V˜ xicc j

2
Pxi j
+
1
2 åjkl2Ax[Bx
V˜i jklGxi jkl
# (27)
where h˜xpq and V˜
x
pqrs are the one and two electron integrals in
the Schmidt space basis (in physicist notation), respectively.
The total DMET energy is given by
E =å
x
Ex+Enuc (28)
where Enuc is the nuclear repulsion energy.
III. EXCITED STATE DMET
In principle, any eigenstate can be chosen for the Schmidt
decomposition of Equation (2). Although Section II C as-
sumed a ground eigenstate, the theory can be applied to
any eigenstate and this work will attempt to apply the the-
ory to embed excited eigenstates directly. The generaliza-
tion to excited state DMET is conceptually straightforward.
The methodology in Section II C will be applied to higher ly-
ing solutions to the impurity Hamiltonian and the full system
Hamiltonian. The self-consistency condition can be achieved
by matching the 1-RDMs of these higher lying solutions in-
stead of the lowest solution. There are two difficulties that
arise in embedding higher lying eigenstates. The first is that
the original full system wavefunction must accurately approx-
imate the excited state we are targeting, and this is difficult for
mean-field methods. The second is that the ground state im-
purity solution may no longer be the most appropriate choice
of eigenstate to represent the impurity. We explore these dif-
ficulties in this section.
A. Multiple State DMET
Each impurity calculation in DMET requires two electronic
structure calculations. First, it requires a bath calculation that
describes how the impurity is entangled to the bath, affect-
ing the impurity calculation. Second, it requires the impurity
calculation itself.
The choice of the bath state is important because it defines
the Schmidt space that significantly affects the impurity calcu-
lation. The ground state HF solution does an exceptional job
of choosing a good Schmidt basis. However, we cannot expect
the ground state HF solution to provide an accurate Schmidt
basis for excited states. In this paper, we will choose higher
lying SCF solutions to the RHF equations using a method in-
spired by metadynamics.17 The details of this method are de-
tailed in Section III C.
In many systems of interest, the excited state has an open
shell structure. We may expect that solutions obtained from a
method such as restricted open shell HF (ROHF),42 or unre-
stricted HF (UHF),43 as the starting point for a DMET calcula-
tion will provide a better Schmidt space than restricted closed
shell HF. In this study, we restrict ourselves to closed shell
RHF for simplicity, but find the closed shell RHF solutions
to be sufficient. The method described in this work is easily
generalizable to UHF or ROHF solutions and this is certainly
a useful pursuit for future work.
The choice of impurity state is also important. The impurity
Hamiltonian, in principle, contains in its eigenspectrum the
eigenvalue of the wavefunction that was used in the Schmidt
decomposition. For the ground state wavefunction, the ground
state energy is also the ground state energy of the impurity
Hamiltonian. For an excited state wavefunction, it is not clear
which impurity eigenvalue is the one we are trying to target.
The difficulty is in deciding which locally excited impurity
state best resembles the excited state of the full system on the
impurity.
With the necessity to allow freedom in which bath and im-
purity states to select, we summarize DMET in terms of em-
bedding multiple electronic states. For each fragment x, we
must choose a bath and impurity state. We denote the choice
of bath excitation by nB and impurity excitation by nA. We
emphasize that nB and nA depend on x. The equations in Sec-
tion II C are modified to depend on both of these choices.
For each choice of bath excitation, nB, the full system
Hamiltonian is solved and the 1-RDM of the nB eigenstate,
PHFnB (uˆ), is obtained. The Schmidt decomposition is performed
for this eigenstate following the procedure described in Sec-
tion II B.
Within this Schmidt basis, dependent on nB, the impurity
Hamiltonian can be written as
Hˆ xnB =å
i j
"
h˜xnB;i j+ å
c2core

2V˜ xnB;ic jc V˜ xnB;icc j
#
cˆ†i cˆ j
+
1
2åi jkl
V˜ xnB;i jkl cˆ
†
i cˆ
†
j cˆl cˆk mglob å
i2Ax
cˆ†i cˆi
(29)
where the subscript nB has been added to the one and two elec-
tron integrals, indicating that these integrals are in the Schmidt
basis obtained from the Schmidt decomposition of the nB bath
eigenstate.
Note that the choice of impurity eigenstate, nA, for the im-
purity is not yet relevant, and will only be relevant for the
matching of 1-RDMs. The choice function for the bath serves
the purpose of both deciding which density to match and
defining the Schmidt space for the impurity calculation.
Multiple solutions to the impurity Hamiltonian can be ob-
tained, as well as their 1-RDM and 2-RDM. We select the nA
eigenstate to represent our impurity, and obtain the 1-RDM
and 2-RDM: PxnB;nA and G
x
nB;nA . The first label is the bath
eigenstate used to define the Schmidt space in which the im-
purity calculation was done. The second label is the impu-
rity eigenstate from the impurity calculation used to obtain
the RDMs.
The impurity energy is
5Ex = å
i2Ax
24 å
j2Ax[Bx
2h˜xnB;i j+åc

2V˜ xnB;ic jc V˜ xnB;icc j

2
PxnB;nA;i j+
1
2 åjkl2Ax[Bx
V˜ xnB;i jklG
x
nB;nA;i jkl
35 (30)
The cost function is modified to use the proper 1-RDM in the
matching conditions.
Lm(mglob) =
 "
å
x
å
i2Ax
PxnB;nA;ii(mglob)
#
 nocc
!2
(31)
Lu(u) =å
x
å
i j2Ax

PxnB;nA;i j PHFnB;i j(u)
2
(32)
B. State Selection in DMET
In this work, we suggest the following method of select-
ing nB and nA. The choice of nB relies on knowledge of
how well the mean-field method of choice approximates the
excited state and this choice should be easier for mean-field
methods designed to target specific excited states. In our case,
we are using higher lying SCF solutions to the RHF equa-
tions, found exhaustively, so we expect the first excited state
to lie somewhere between the lowest and first excited RHF so-
lution. We will pick between either of these solutions and use
selected full system state for every fragment.
For the choice of nA, we compute multiple solutions to
the impurity Hamiltonian and obtain multiple 1-RDMs. We
choose the solution whose 1-RDM best matches some refer-
ence 1-RDM, Pref, on the impurity.
nA =min
n åi j2Ax
h
PxnB;n;i j Prefi j
i2
(33)
Pref should be obtained cheaply and it is reasonable to use
PHFnB . However, in this work, since we are starting from a
closed shell RHF solution, we find it better to use D-SCF
solutions14 to the UHF equations as the reference.
C. SCF Metadynamics
The impurity calculation, done using exact diagonalization,
will naturally yield higher energy solutions. However, RHF is
a ground state variational theory and lacks an obvious method
to obtain higher lying electronic states.
For this work, the higher lying bath solutions will be found
as higher energy solutions to the SCF method, and these will
be found using SCF metadynamics.
Metadynamics is a method used in molecular dynamics
simulations to bias the convergence of the simulation to a
different minimum.44 When a dynamical simulation has con-
verged, a biasing potential in the form of a Gaussian is added
to the total energy, centered at the converged geometry. When
the simulation is ran again, the simulation will converge away
from the previously found minimum allowing for a more com-
plete search of the potential energy surface.
A modification will be made to the SCF equations that
achieves the same effect as metadynamics, when considering
SCF convergence. It is important to note that each solution is
uniquely described by its 1-RDM. For the rest of this section,
mP, nP, : : : will denote the 1-RDM of different solutions.
First, the space of 1-RDMs can be considered a vector space
equipped with an inner product. For this paper, the inner prod-
uct will be defined as
2hmP;nPi=å
mn
mPmn nPnm (34)
The metric between two solutions, d2mn = hmP  nP;mP  nPi,
can be written as
d2mn = N å
mn
mPmn nPnm (35)
where N is the number of electrons. This definition is equiva-
lent to
d2mn =å
i

my 0 jmfiihmfij  jnfiihnfijny 0 (36)
where ny 0 refers to the n solution to the electronic problem,
in the form of a Slater determinant formed from spin orbitals
nfi. It is seen that d2mm = 0 as it should. Moreover,
å
mn
mPmn nPnm =å
i j

mfinf j
nf jmfi (37)
is bounded between 0 and n. Hence, d2mn is also bounded be-
tween 0 and n and is positive definite. Moreover, every term in
the sum on the right-hand side of Equation (37) is a complex
norm and hence, they are all real. It follows that d2mn = (d
2
mn)
,
fulfilling conjugate symmetry. This definition of the metric
can be intuitively understood as a measure of different elec-
trons between two solutions. For example, if m and n differed
by exactly k spin orbitals, d2mn = k.
Now that a metric has been defined between two different
solutions. A modified Lagrangian can be implemented which
biases the energy away from previously found solutions. The
new modified Lagrangian expression, obtained by adding a
Gaussian biasing potential the HF energy, is defined as
E˜ = E+å
n
Nne lnd
2
0n (38)
Here, n indexes all previously converged solutions and d20n de-
notes the metric between the current density matrix and n. Nn
6FIG. 1. Geometry of the H2 dimers system. The bond lengths on
each dimer are 0.3, 0.4, and 0.5 Å. The distance between each dimer,
labeled r, is varied in the following calculations.
and ln control the height and width of the Gaussian respec-
tively, and are varied throughout the calculation to make the
Gaussian larger if a new solution is not found. The Fock ma-
trix can be considered a derivative of the energy with respect
to the density matrix
Fmn =
¶E
¶Pmn
(39)
Taking the derivative of E˜ gives the modified Fock matrix to
be solved, F˜.
F˜mn = Fmn +å
n
nPmnNnlne lnd
2
0n (40)
The algorithm for metadynamics follows the same steps the
typical SCF method, except that the SCF calculation is done
twice. The first time, called the biased SCF, uses F˜ in Equation
(40) instead of F. For the second SCF run, called the unbiased
SCF, F is used, but the starting 1-RDM is the solution to the
biased SCF run. The bias is removed to allow the SCF method
to converge to a true stationary point.
IV. RESULTS
A. Hydrogen Dimers Results
The first system is a system of three H2 dimers, each with
a different bond length. We vary the distance between the
dimers, r. The exact geometry of the system of interest is
shown in Figure 1. We will refer to the longest dimer as the
right dimer, the second longest dimer as the middle dimer, and
the shortest dimer as the left dimer, in reference to Figure 1.
The hydrogens are numbered 1-6, and this will be the num-
bering scheme used for the rest of this paper.
This particular system was chosen because it is easy to
identify the character of the excited states and it tests DMET
in the obvious limit of large r, where all electronic properties
are local to each dimer and an embedding method is expected
to be perfect, and at small r, where there is significant coher-
ence between each dimer and it will be challenging for DMET
to describe.
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FIG. 2. The FCI ground state energy (black), FCI first singlet ex-
cited state energy (purple), DMET ground state energy (orange), and
DMET first excited state energy (red) of the model triple dimer sys-
tem. Singlet excited state energies using RHF (green) and CIS (blue)
are also plotted for comparison.
Electron integrals were computed in a STO-3G basis45 with
Löwdin symmetric orthogonalization46 using PySCF.47 FCI
energies are computed for comparison, also using PySCF. In
the following calculations, r is varied between 0.50 Å and 3.00
Å in steps of 0.05 Å.
All DMET calculations using the method described in Sec-
tion III were done on in-house software utilizing the Eigen
library for matrix algebra.48 For all calculations, a tiling of
the system into three impurities was done. Impurity 1 chooses
the left dimer as the impurity. Impurity 2 chooses the middle
dimer as the impurity. Impurity 3 chooses the right dimer as
the impurity. The DMET calculations are done without op-
timizing the correlation potential, which we set to be zero:
uˆ = 0. This is because our system is approaching the limit
of non-interacting dimers at large r and each dimer is taken
as an impurity. In this case, for an FCI-in-HF embedding,
the DMET correlation potential actually spoils the calcula-
tion. This is because the FCI impurity calculation is already
exact, but since a mean-field density matrix cannot match an
FCI density matrix, the matching condition spoils the exact
calculation. This was discussed in more detail with numerical
examples in other literature.22
1. Ground State Calculation
The FCI energies of the two lowest lying singlet electronic
states are plotted in Figure 2. A ground state DMET calcula-
tion is done on the dimers systems. The lowest SCF solution
is used as the bath solution. The result is plotted in Figure 2.
The agreement between FCI and DMET is exceptionally
good, as is usually expected in these systems. It is interesting
to note that at r > 0:65 Å, the FCI and DMET solution for
the ground state shows that the dimers are no longer coupled.
From this point onwards, the decrease in energy is purely a
result of decreasing coulomb repulsion between the hydrogen
7nuclei as they are pulled apart.
2. First Excited State Calculation
We observe immediately that there is a metastable bound
state for the first excited state, unlike the ground state. The
optimum separation lies at r = 1:15 Å as can be seen in Fig-
ure 2. As was discussed in Section IVA1, by choosing nB as
the lowest HF solution, the dimers become uncoupled. Hence,
any DMET calculation embedded within the lowest HF solu-
tion would show a repulsive decay and cannot reproduce the
first excited state.
For the first excited state, we choose the first excited SCF
solution for r > 0:65 Å and the lowest SCF solution for
r 0:65 Å, because the SCF solutions cross at that point. The
reference density matrix in Equation (33) was chosen to be
the first excited D-SCF solution to the UHF equations. An
excited state DMET calculation was done with this choice of
bath state and reference 1-RDM, at a reference geometry be-
fore and after the avoided crossing. The solution was followed
to produce the curve in those two regions.
We compute the first excited state energy along different
values of r and plot the results in Figure 2. We see good
agreement between DMET and FCI along most of the curve.
The only difference in the DMET calculation is the curvature
around r = 1:5 Å. Even with this curvature, both calculations
predict nearly the same minimum, with the DMET calcula-
tion slightly overestimating the minimum. To compare with
typical, low scaling excited state methods, we have also plot-
ted the first singlet excited state from SCF metadynamics (the
state used for the embedding) and configuration interactions
singles (CIS) in that same figure. We find that neither of these
calculations reproduce the energy or shape of the curve as well
as our excited state DMET implementation. DMET recovers
a significant amount of correlation in the first excited state.
B. Hydrogen Dimers Discussion
1. Localized and Delocalized Excitations
We turn our attention to the nature of the excitation in this
dimer system, based on the exact FCI calculation. The oc-
cupied natural orbitals and their occupation at r = 0:50 Å,
r = 1:25 Å, and r = 3:00 Å are pictured in Figure 3.
Figure 3 shows that the excitation is initially spread among
all three H2 dimers. As the separation between the dimers
increases, the excitation localizes onto the middle and right
dimers. At longer separations, the excitation is localized to
only the right dimer.
One would expect that an embedding method, which takes
each dimer as its fragments, ought to be perfect at large r. We
observe good agreement between DMET and FCI at not only
this limit, but even at smaller r values as well. It is surpris-
ing that DMET also captures the cases where the excitation is
delocalized outside the boundary of its impurities.
FIG. 3. The occupied natural orbitals and their occupation numbers
of the triple H2 dimer system at r = 0:50 Å (left), r = 1:25 Å (mid-
dle), and r= 3:00 Å (right). These orbitals are obtained from the FCI
solution for the first singlet excited state at each of these geometries.
FIG. 4. The occupied molecular orbitals for the SCF solutions chosen
for the excited state DMET calculation at r = 0:50 Å (left), r = 1:25
Å (middle), and r= 3:00 Å (right). Specifically, these are the lowest,
second lowest, and second lowest SCF solutions at these geometries,
respectively.
2. Assessing State Selection
We found in this system that the simple choice of ground
RHF solution for the ground DMET calculation and first ex-
cited RHF solution for the first excited DMET calculation to
be effective. In this section, we explore the nature of these
RHF solutions compared to the true excitations in an attempt
to create a better metric.
The occupied molecular orbitals (MO) of the SCF solution
we chose for the calculation at r = 0:50 Å, r = 1:25 Å, and
r = 3:00 Å are shown in Figure 4. We find that the MOs of
the SCF calculation shows some similarities with the natural
orbitals of the FCI calculation in Figure 3. In this work, we
are restricting ourselves to closed shell RHF solutions for the
full system calculation. It is unusual for a closed shell solu-
tion to accurately represent an open shell state, but our results
in this paper show that it is possible in DMET. We will see
in Section IVB 3 that the impurity calculations recover open
shell character.
We find the first excited RHF solution produces populations
that agree with the FCI populations better than any lower ly-
ing RHF solution. For reference, we list the populations on
each hydrogen atom as obtained from the FCI calculation and
the five lowest SCF solutions at r= 1:00 Å in Table I. We also
calculate the distance metric, as given in Equation (35). We
find that the true FCI solution is roughly equidistant from the
lowest and second lowest SCF solution. This makes sense, as
we would probably expect the true open shell excited state to
8FIG. 5. The occupied molecular orbitals of the lowest (left) and
second lowest (right) SCF solutions of the triple dimer system at
r = 1:25 Å.
FIG. 6. The bath orbitals obtained from the Schmidt Decomposition
of the lowest (left) and second lowest (right) SCF solutions pictured
in Figure 5. The orbitals in the impurity are not pictured, but are
included in the active space.
be somewhere between the first and second closed shell RHF
solutions. To better visualize the effect of choosing between
the lowest and second lowest RHF state, the MOs of these
eigenstates are plotted in Figure 5 and the Schmidt spaces ob-
tained from each eigenstate are shown in Figure 6. It may
be worth approximating the populations from a method more
accurate than mean-field, that is still cheap.
In this small hydrogen dimer system, the mapping of
ground SCF solution for ground state calculation and first ex-
cited SCF solution for first excited state was successful. This
success will likely not carry over to larger systems. Continu-
ing with the use of SCF metadynamics will require chemical
intuition about which excited state RHF solution is the proper
choice, and this is a setback for expanding this method.
To this point, we note that SCF metadynamics for closed
shell RHF is stochastic and does a poor job of targeting spe-
cific eigenstates, and does not accurately represent open shell
states. To explore larger molecules, we should move beyond
this. A theory more generalized, such as UHF or ROHF, ap-
plied with a method better designed to target specific excited
states, such as D-SCF or s -SCF, should make the choice of
bath state easier. It will be interesting to see how these alter-
native, state targeting methods handle this ambiguity.
As for selecting the impurity state, matching impurity 1-
RDMs against higher lying UHF solutions found using D-SCF
as described in Equation (33) was found to be successful. At
least in this system, UHF was adequate in providing the refer-
ence 1-RDM. The impurity solutions are distinct enough that
the reference 1-RDM is allowed a large margin of error, so
long as it is qualitatively accurate. However, in other more
complex systems, UHF is not even qualitatively accurate. In
these cases, this excited state embedding will have problems
without finding a better method to produce the reference 1-
RDM.
The comparison of 1-RDMs as a metric is quite trivial and
is unfortunately closely tied with producing an accurate full
system calculation. Moving forward, it would be highly ben-
eficial to have different metric that can be used to distinguish
between impurity states. Such a metric could be a substantial
landmark for excited state embedding. Still, the use of the triv-
ial metric in this metric serves as a demonstration that excited
state embedding can be successful, and that further work in
finding a metric that is easier to improve could be put to good
use.
3. Open Shell Character from Closed Shell Bath
Our implementation of excited state DMET starts from a
closed shell RHF solution, but it was able to predict the energy
of an open shell state. In this section, we demonstrate that
the open shell character of our result arises from the impurity
calculation, rather than the full system calculation.
While it seems concerning that our implementation of ex-
cited state DMET starts from a closed shell solution, we note
that purpose of this solution is to provide the Schmidt space
for the impurity calculation. The impurity calculation itself is
what dictates the energy of the targeted state. Figure 7 shows
the natural orbitals and their occupation numbers of the im-
purity calculation at r = 1:25 Å for the right impurity. Figure
8 shows the same at r = 3:00 Å. We note that the character
of the impurity state is that of an open shell state, as indi-
cated by the occupation numbers. Hence, although our full
system method is incapable of open shell character, our impu-
rity method (FCI) is capable of such and this may account for
our accurate results.
We take a closer look at the natural orbitals in Figure 8. The
impurity in this case is the right dimer. One may expect the
first and second excitation to be the s  s transition in the
H2 dimer on the right dimer. A closer inspection of the natural
orbitals shows that this is the case for the first excitation, but
the second excitation is actually the s  s transition on the
middle dimer. Hence, if we wanted to calculate an isolated,
two electron excitation on the right dimer, it is not as easy as
selecting the second excitation since the excitation leaks into
the bath.
9H # FCI SCF Soln 0 SCF Soln 1 SCF Soln 2 SCF Soln 3 SCF Soln 4
1 0.973547 0.995075 0.975885 0.823750 1.178580 0.992433
2 0.974468 1.004950 0.970767 0.829104 1.153560 0.981764
3 0.989980 0.998195 0.999586 1.239050 0.738844 1.115720
4 0.989050 1.001580 0.971201 1.236410 0.750481 1.137250
5 1.040294 1.010180 1.021720 0.941864 1.080620 0.895229
6 1.032661 0.990017 1.060850 0.929825 1.097910 0.877601
d 0 3.50351 3.50804 4.00347 4.00659 4.48754
TABLE I. Populations on each hydrogen atom as numbered in Figure 1 at r = 1:00 Å. d is the distance metric between each solution 1-RDM
with the FCI 1-RDM as defined in Equation (35). SCF Soln denotes the result from the SCF solutions, starting from the lowest and moving
to the fifth lowest SCF solution. We note that the populations obtained from the second lowest SCF solution is the best match to the FCI
populations.
FIG. 7. The natural orbitals of the impurity calculation and their cor-
responding occupation numbers for the lowest (left), second lowest
(middle), and third lowest (right) impurity CI solution at r = 1:25 Å.
FIG. 8. The natural orbitals of the impurity calculation and their cor-
responding occupation numbers for the lowest (left), second lowest
(middle left), third (middle right), and fourth (right) lowest impurity
CI solution at r = 3:00 Å.
C. Lithium Hydride Results
The second system in this study is the lithium hydride
dimer. We calculate the ground and first singlet excited state
along the dissociation coordinate, labeled r. Note that the dis-
sociation coordinate is aligned along the z axis. The bond
length is varied from 0.50 Å to 3.00 Å in steps of 0.05 Å.
The basis set used is the Löwdin symmetrically orthogonal-
ized STO-3G basis, the same as described in Section IVA.
The system is tiled into four impurities. Impurity 1 contains
the localized 1s and 2s orbitals on lithium. Impurity 2 contains
the localized 2px orbital on lithium. Impurity 3 contains the
localized 2py orbital on lithium. Impurity 4 contains the local-
ized 2pz orbital on lithium and the localized 1s orbital on the
hydrogen. In this case, we optimize the correlation potential,
uˆ.
For the first excited state, the ground SCF solution is used
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FIG. 9. The FCI ground state energy (black), FCI first singlet ex-
cited state energy (purple), DMET ground state energy (orange), and
DMET first excited state energy (red) of LiH dissociation. Singlet
excited state energies using CIS (blue) is also plotted for compari-
son.
as the bath state, rather than the first excited SCF solution be-
cause the first excited SCF solution obtained from SCF meta-
dynamics appears to be a charge transfer from hydrogen to
lithium, which goes against our intuition for the nature of the
excitation. The reference 1-RDM in Equation (33) is the first
excited D-SCF UHF solution when the Li 2px and 2py orbitals
are forced to be unoccupied. The energy was calculated at
a reference geometry with this choice of bath state and ref-
erence 1-RDM. This solution was followed along the energy
curve.
The results of the ground state and first singlet excited state
calculations using DMET are plotted in Figure 9. The FCI en-
ergies for these states are also plotted for reference. The CIS
singlet excited state is plotted for comparison. We find that
both the ground and excited state DMET calculations agree
exceptionally well with the FCI calculation. In particular, ex-
cited state DMET does much better qualitatively and quanti-
tatively than the CIS calculation. This indicates that excited
state DMET again recovers a significant amount of correlation
in this system.
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FIG. 10. The occupied natural orbitals and their occupation numbers
of the first singlet excited state of LiH at r = 0:50 Å (left), r = 1:50
Å (middle), and r = 3:00 Å (right). These orbitals are obtained from
the FCI solution for the first singlet excited state at each of these
geometries.
FIG. 11. The natural orbitals of the impurity calculation and their
corresponding occupation numbers for the impurity CI solution used
in the calculation at r = 1:50 Å. The impurity orbitals are the local-
ized Li 2pz and H 1s orbitals.
D. Lithium Hydride Discussion
1. Nature of Excitation
We examine the occupied natural orbitals (occupation num-
ber greater than 10 2) and their occupation numbers at r =
0:50 Å, r = 1:50 Å, and r = 3:00 Å for the first singlet ex-
cited state. These are pictured in Figure 10. From this figure,
we find that along all geometries, the excitation is mostly a
s  s transition involving the Li 2pz and H 1s orbitals.
This character should be seen in Impurity 4. The natural
orbitals and their occupations of the impurity calculation for
Impurity 4, for the impurity excitation used in the calculation,
is plotted in Figure 11. We see the same s  s transition
as we saw in the full system FCI excitation in Figure 10. One
point to note is that the occupations of these natural orbitals
differ from the occupations predicted in the FCI calculation.
However, even with this discrepancy, we find that the excited
state DMET calculation does a good job predicting the excited
state energy.
We also emphasize that the partial occupation character of
the excited state is recovered by impurity calculation, similar
to what was discussed in Section IVB 3. This allows us to
predict a complicated excited state starting from a closed shell
RHF state.
FCI SCF Soln 0 SCF Soln 1 SCF Soln 2
Li 1s 1.999197 1.999420 1.998840 1.998110
Li 2s 0.572317 0.492116 1.807780 0.001328
Li 2px 0.000933 0.000000 0.000000 1.753360
Li 2py 0.000933 0.000000 0.000000 0.246643
Li 2pz 0.353861 0.160965 0.021956 0.000141
H 1s 1.072759 1.347500 0.171427 0.000421
d 0 2.54190 2.62615 2.99964
TABLE II. Populations on each localized atomic orbital of LiH at
r = 1:50 Å. The FCI result is for the first singlet excited state. d is
the distance metric between each solution 1-RDM with the FCI 1-
RDM as defined in Equation (35). SCF Soln denotes the result from
the SCF solutions, starting from the lowest and moving to the third
lowest SCF solution. We note that the populations obtained from the
lowest SCF solution is the best match to the FCI populations.
2. Assessing State Selection
For LiH, we found the ground SCF solution to be the pre-
ferred starting point over higher lying SCF solutions. As was
discussed in Section IVB2, it seems the population on each
orbital is a good indicator of the quality of an SCF solution.
Table II shows that the ground SCF solution indeed best rep-
resents the FCI populations.
It raises a concern that a different choice of SCF state was
used to target the same type of excited state in two different
systems. Such an ambiguity is expected with SCF metady-
namics, which exhaustively obtains all SCF solutions. We
emphasize the same points in Section IVB 2 that the choice of
bath state will likely be easier if a more flexible theory (UHF
or ROHF) is applied, rather than closed shell RHF, and a state
targeting mean-field method is used, rather than SCF metady-
namics.
For this system, we find that higher lying UHF solutions
are once again adequate for providing the reference 1-RDM.
Moving forward, UHF solutions may no longer be adequate
for more complicated systems. Even in this system, the UHF
solution had to be modified to restrict occupation into the Li
2px and 2py orbitals. Future work may explore more accu-
rate, but still low scaling, methods to produce the reference
1-RDM.
Again, we reiterate the point in Section IVB 2 that our com-
parison to a reference 1-RDM is a trivial choice of metric. A
better metric that is not as closely tied with improving the full
system calculation would be a great advancement for excited
state embedding. We hope that the initial success in these sys-
tems encourages work towards this endeavor.
V. CONCLUSION
In this work, we present a framework towards calculating
the excited states of molecular systems with the computa-
tional efficiency of quantum embedding methods. We apply
the DMET18,19,21 prescription for quantum embedding and
take advantage of higher lying SCF solutions, found using a
method inspired by metadynamics,17 to directly calculate ex-
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cited state energies. In contrast to other works on calculat-
ing excited state properties using DMET,26,36 our formulation
specifically obtains the excited state energies. Initial results
were obtained for a model system of hydrogen dimers and
the lithium hydride dissociation. The excited states were ac-
curately predicted for these small systems using our method-
ology. We acknowledge the difficulties in choosing the bath
state for the embedding and the reference 1-RDM to distin-
guish between the impurity states. We offer suggestions mov-
ing forward, but our work has demonstrated that excited state
DMET is at least possible.
We find success in a system of three H2 dimers, in the limit
of weak and strong coupling. We are able to reproduce the first
singlet excited state energy with good accuracy in both these
limits. The excitation in this system is found to be delocalized
outside of the boundary of the impurity, where an embedding
method would be expected to fail. The dissociation curve of
LiH was also studied and the two lowest lying singlet elec-
tronic states were accurately reproduced. By comparing with
CIS, we see that DMET recovers significant correlation in the
excited states. However, we acknowledge that when moving
beyond these small systems, the excited state DMET proce-
dure will likely require substantial improvements to achieve
the same quality of results.
The first pitfall is the ambiguity in which SCF state should
be used to represent the excited state of interest and be the
target of the Schmidt decomposition. Higher lying SCF so-
lutions obtained from SCF metadynamics was used in this
work with success. However, even in the two small systems
we studied, there was still a discrepancy on which SCF state
should be chosen to target the first excited state (first excited
SCF state for the H2 dimers and ground SCF state for LiH).
This problem will only get worse for larger systems. A lot of
this ambiguity comes from the fact that SCF metadynamics is
stochastic with the intention of exhaustively searching the so-
lution space. An SCF metadynamics calculations returns, in
principle, all SCF solutions so choosing between them is very
difficult. More befitting of our formulation of excited state
DMET are targeted mean-field methods with the goal of ob-
taining one specific solution. This will greatly reduce the am-
biguity between bath states. These methods include D-SCF,14
s -SCF,15 and half-projected s -SCF.16 These methods should
be explored as alternatives for more complicated systems.
Moreover, improving the DMET calculation relies on im-
proving the initial mean-field calculation on the full system.
A more flexible theory such as UHF or ROHF as the starting
point for the Schmidt decomposition should allow DMET to
be applied to larger molecules and target more complicated
electronic states.
The second pitfall is the ambiguity in which impurity state
should be chosen to target the intended excited state. This
is avoided in ground state DMET as it should always be the
ground impurity state. To conquer this issue, we must have a
metric that distinguishes between impurity states and singles
out the best state. We introduce a “trivial” metric of matching
1-RDMs to some reference 1-RDM as described in Equation
(33). This was successful for our small systems when higher
lying UHF solutions were used to produce the reference 1-
RDM. This is unlikely to be as successful for larger systems
where UHF is no longer qualitatively accurate. The clearest
path to improvement is improving the reference, but that re-
quires a more accurate calculation on the full system. There
is still room for improvement as UHF was used for this work,
which is one of the cheapest methods available, but this is not
the ideal way forward. The purpose of our results is to demon-
strate that impurity states can be chosen to predict excite state
energies and the trivial metric served this purpose. Further
work in developing a better scaling metric could find good
use in excited state DMET, as shown by our initial results.
This framework offers a potential direction to improve
DMET in general. In this work, an SCF solution is chosen
and a Schmidt decomposition is performed to obtain the en-
tangled bath states for each impurity. Then the impurity cal-
culation is performed in the space of fragment and entangled
bath orbitals. The set of entangled bath orbitals changes with
the choice of SCF solution and one way to improve the impu-
rity calculation is to augment the active space with entangled
bath orbitals from all SCF solutions, instead of just using bath
orbitals from one SCF solution. This will allow us to expand
the impurity space and perhaps allow DMET to capture dy-
namic correlation.29 This is an interesting direction that builds
off of the framework presented in this work, but it is not di-
rectly related to excited state calculations and will be left as
future work.
The work in this paper marks the first extension of DMET
to directly embed excited states. Although one may expect
this to be straightforward, our work points out key features of
such an embedding method including important pitfalls that
one must be wary of in attempting such an embedding theory.
This discussion has shown that the method of excited state
DMET has many more degrees of freedom than one may ini-
tially imagine, and its application is certainly not trivial. The
biggest difficulty is how one determines the best bath and im-
purity solution to use in the DMET prescription. However,
our results show that excited state DMET is possible. Future
work in this direction should tackle the problems that arose in
this study and we have suggested improvements in the method
that will help reduce the ambiguity in state selection.
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