Traditional RBDO requires the sensitivity for both the most probable point (MPP) search in inverse reliability analysis and design optimization. However, the sensitivity is often unavailable or difficult to compute in complex multiphysics or multidisciplinary engineering applications. Hence, the response surface method (RSM) is often used to calculate both function evaluations and sensitivity effectively. Researchers have been developing the RSM for decades, and yet are still searching for an approach with an efficient sampling method for fast convergence while meeting the accuracy criteria. This paper proposes a new adaptive sequential sampling method to be integrated with the Kriging method for RBDO. By using the bandwidth of the prediction interval from the Kriging method, a new sampling strategy and a new local response surface accuracy criteria are proposed. In this sequential sampling method, the response surface is initiated using very few samples. An additional sampling point will then be determined by finding the point that has the largest absolute ratio between the bandwidth of the prediction interval and the predicted response within a neighboring area of current point of interest. The insertion of additional sampling will continue until the accuracy criterion of the response surface in the neighborhood of the current point of interest is achieved. Case studies show this proposed adaptive sequential sampling technique yields better result in terms of convergence speed compared with other sampling methods, such as the Latin hypercube sampling and the grid sampling, when the same sample size is used. Both a highly nonlinear mathematical example and a vehicle durability engineering example show that the proposed RSM yields accurate RBDO results that are comparable to the sensitivitybased RBDO results, as well as significant savings in computational time for function evaluation and sensitivity computation.
INTRODUCTION
Reliability-based design optimization (RBDO) has been widely used recently for design of engineering applications. To achieve the optimal design with target reliability of performance function, the optimization algorithm and reliability analysis are implemented. In recent years, there have been various attempts to develop enhanced reliability analysis methods to accurately compute the probability of failure of a performance function. The most common reliability analysis methods are (1) analytical methods and (2) simulation or sampling methods. The analytical methods have two different branches. One is the MPP-based method, which includes the first-order reliability method (FORM) [1] [2] [3] [4] , the second-order reliability method (SORM) [5, 6] , and the newly developed MPP-based dimension reduction method (DRM) [7, 8, 9] . The other one is the probability density function (PDF) approximation method [10] [11] [12] . Among the MPP-based methods, FORM and SORM first use first or second order Taylor series expansion to approximate the performance function at the MPP, and then calculate the probability of failure using the approximated performance function. The MPP-based DRM approximates the multi-dimensional performance function by using the sum of lower dimensional functions and then calculates the probability of failure. The PDF approximation method evaluates the PDF of the performance function by assuming a general output distribution type and then, using the approximated PDF, evaluates the probability of failure of the performance functions. The simulation or sampling method, such as Monte Carlo simulation (MCS) [13] is used for the probability of failure calculation since these methods do not require any analytical formulation.
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There is a tradeoff between these two different methods. The analytical method requires fewer numbers of function evaluations, but it requires the sensitivity of both cost and performance function [4] . This could be a problem when dealing with diverse engineering applications. A large number of engineering design problems do not have design sensitivity available or it is extremely hard to obtain; this means the sensitivity-based method would not be applicable for use. On the other hand, the simulation or sampling method requires too many function evaluations, and the computational time could not be affordable in large-scale engineering applications. Hence, the response surface method becomes desirable for such cases.
In existing response surface methods, most researchers focused on global response surface to approximate the true performance functions [14, 15] . The global response surface method requires a large number of function evaluations to achieve a high fidelity response surface and would not be applicable for complex multi-physics or multidisciplinary engineering applications. In such cases, the adaptive local response surface method [16, 17] is more desirable since it adaptively samples around the current point of interest, which saves quite an amount of function evaluation. Another challenge is the sampling strategy for response surface. The Latin hypercube sampling method [18, 19] has been applied in response-surface-based RBDO. It tries to occupy the entire design domain most evenly and gain as much information about the true performance functions as they can. Another sampling technique, importance sampling [20, 21] , samples around the limit state area and predicts the response accurately around the limit state. However, for general response surface generation purpose, it is still not clear that where to sample in order to maximally improve the fidelity of the response surface or how many samples are enough.
In this paper, we propose a new response-surface-based RBDO method that combines the above two methods. We use FORM for reliability analysis and a proposed sequential sampling adaptive local response surface for function evaluation and sensitivity calculation. In this way, we keep the efficiency and accuracy of sensitivity-based reliability analysis for probability of failure and offer a way to calculate the function evaluation and sensitivity that is more efficient and accurate compared to the existing global response surface methods.
Numerical examples demonstrate that the proposed sequential sampling-based response surface method for RBDO can achieve similar accuracy and similar or better results in terms of computational expense when compared with traditional sensitivity-based RBDO. At the same time, it offers a greater capability for dealing with diverse and practical engineering applications where sensitivity-based RBDO is not feasible.
SEQUENTIAL SAMPLING ADAPTIVE RESPONSE SURFACE METHOD

Kriging Method
The Kriging method has gained a lot of interests for generating the response surface in recent years. In the Kriging method, the outcomes are considered as a realization of a stochastic process and the predicted values are derived later by applying stochastic process theory. Consider n sample points: with , and n responses with . In the Kriging method, the response at the samples are considered as a summation of two parts as
The first part of the right hand side of Eq. (1), is considered as the mean structure of the response, where
and represents user-defined basis functions, which are usually in a simple polynomial form, such as . In Eq.
(1), are the regression coefficients from the generalized least squares regression method. In this paper, to use as small number of samples as possible, the basis functions are set to i j x x = σ is the process variance, and θ is the process parameter which has to be estimated from sample data.
is the correlation function of the stochastic process. For a multidimensional problem, it becomes the multiplication of the correlation functions for each dimension as
if the process is assumed to be a stationary Gaussian process, then
; that is, the residuals are uncorrelated with the basis functions. Under the general decomposition of Eq. (1), the objective is to predict the noise-free unbiased response at a new point of interest . In the Kriging method, this prediction of response is written as a linear predictor as
where denotes the ( 1
) n× weight vector for prediction at . Using Eq. (2), the unbiased prediction condition is expressed as 
where Therefore, the unbiased condition is ensured by imposing the constraint on the prediction weights for each point of interest [22] .
Under this constraint, is obtained by solving
which represents the Lagrangian first-order necessary conditions of minimizing the mean squared error (MSE) of prediction [22] , where λ represents the Lagrangian multipliers, R is the correlation matrix ( , and is the correlation vector between the prediction location and all n samples . The solution of Eq. (4) is given by
Hence the prediction is expressed as 
Also, the sensitivity of the predicted response is given by
the Jacobians of f and r 0 , respectively [23] . According to Eqs. (6) and (8), the function value and sensitivity of response are obtained as long as the correlation matrix is available. In this paper, is assumed to be a Gaussian process, hence . The optimum value of process parameter θ is defined as the maximum likelihood estimator (MLE), which is the maximizer of
n (θ and it is equivalent with the formulation as 1 2 is the minimizer of
where the process variance 2 σ is estimated by
0 [24] . Under the assumption of Gaussian process, the α-level prediction interval of response is written as
Therefore, the bandwidth of the prediction interval at point of interest is
Sequential Sampling Method for Kriging Method
One of the biggest challenges in RSM is where to take a new sample such that the improvement of the response surface can be maximized. Researchers have developed numerous methods, such as the Latin hypercube sampling, importance sampling, and the maximum entropy method, to determine where to sample. However, none of these methods is sampling according to the nonlinearity of the true model which is the crucial factor for response surface. Another challenge is that it is very difficult to determine how many samples are necessary for the response surface while the on-demand accuracy of the response surface is achieved. Hence it is necessary to propose a new sampling method that can use as few samples as possible and still achieve the on-demand accuracy.
Sequential Sampling Response Surface Method
This paper proposes a sequential sampling-based response surface method (SS-RSM) using the bandwidth of the prediction interval determined by Eq. (11) to solve the sampling challenge mentioned above. First, the insertion criterion IC is defined as
where P is the number of performance functions. From the Kriging method shown above, it is easy to see that the prediction interval given by Eq. (10) is an inherent and desirable measure for prediction error measurement. In addition, dividing it by the predicted response can normalize the error measure and make it consistent for all cases. The philosophy of the insertion criterion is that it is trying to find the point that it has the largest discrepancy between the true response and the predicted response. However, this discrepancy cannot be obtained unless the true response is known. Therefore, alternatively, by defining IC as Eq. (12), we are trying to find the point with the largest discrepancy between the prediction interval and the predicted response, in other words, the "weakest point" in the domain where we have the least confidence on the prediction accuracy. As will be shown later in this paper, we can see that this alternative discrepancy measurement is indeed consistent with the discrepancy between the true response and the predicted response and the stepwise insertion procedure decreases the prediction error in a fast speed.
To assess the accuracy of the response surface, the error definition is given by the average of relative error within the domain as
where N is the number of checking points over the domain selected by the user; it usually takes a large number, such as 10
The sequential sampling strategy is conducted as following:
• Step 1 Initial samples are placed by grid sampling into the design domain, and the responses are evaluated at these samples.
• Step 2 Apply the Kriging method based on current existing samples. The proposed sequential sampling method can achieve the accuracy faster than other sampling methods, such as grid sampling and Latin hypercube sampling. A 1-D profile example is given to demonstrate the fast convergence of this sequential sampling-based Kriging RSM compared with moving least squares RSM. The true function is
where
The sequential sampling method is initiated with three evenly distributed samples shown as Fig. 1(a) . As shown in the figures, the solid red line, the solid green line, and the two dashed black lines are the true response given by Eq. (14), the response surface predicted by Eq. (6), and the 95% prediction interval by Eq. (10), respectively. The black stars are the initial grid samples and the red star is the identified current largest bandwidth point within the domain. From Fig.  1(a) -(d), we can see that each time the insertion criterion correctly identify the point where it has a large discrepancy between the true response and the prediction response. From Fig. 1(d) we can see that after five more samples are sequentially inserted, the response surface becomes almost the same as the true response. Meanwhile, if the moving least squares method [17] is applied to this example, even after 11 evenly distributed samples have been used, the response surface (the solid pink line) has still not converged to the true response (the solid blue line) shown as 
Among the three sampling methods, the grid sampling method samples each design parameter at N points evenly along its axis. Hence, the number of entire samples used is N [25] ; it attempts to spread out the samples over the entire domain as evenly as possible. In this paper, IHS is used for comparison purposes. Since each realization of Latin hypercube sampling is unique and different from others, we took 100 trials for IHS, and the maximum, minimum, median and mean of the error are recorded. The error, defined as Eq. (13), is calculated at 1000×1000 evenly distributed testing points over the entire domain after using the Kriging method for each sampling method at different sample sizes. The comparison in Table 1 shows that the error by using sequential sampling converges more quickly to zero than by using the grid sampling. When compared with IHS, even though in the best case (Min) IHS is more accurate, sequential sampling converges more quickly in the probability sense (Mean and Median) and yields more accurate results as the samples size increases.
Another widely used 2-D mathematical example for testing metamodeling is used to demonstrate the fast convergence of the sequential sampling. This 2-D function is the so-called Brian example [26] 
The comparison study is the same as the previous 2-D example, carried out between grid sampling, Latin hypercube sampling and the sequential sampling. Table 2 shows the similar result compared with Table 1 . The sequential sampling method converges faster than Latin hypercube sampling in probability sense. In addition, considering for multidimensional design cases, IHS is computationally far more expensive and not even affordable to apply [25] . Another disadvantage of IHS is that the user does not know how many samples are enough for response surface until all samples are evaluated. If the response surface does not achieve the accuracy requirement based on current samples, the user has to increase sample size and calculate the Latin hypercube sampling method again. If that is the case, those previously evaluated samples may not be used at all which leads to a very large waste of sampling cost. On the other hand, in sequential sampling, the user increases the sample size step by step and can stop when the accuracy of response surface is achieved. All of previous samples contribute to the response surface; hence no sample is wasted.
SEQUENTIAL SAMPLING RESPONSE SURFACE METHOD FOR RBDO
Center Fixed Support for Local Response Surface in Reliability Analysis
During one design iteration of RBDO the performance function value and sensitivity with respect to design variables are required to find the MPP, which can be obtained by the Kriging method. Since the MPP search is conducted on a hyper-sphere in U-space where the current design is the origin, the response surface domain should be a hyper-sphere that covers the design domain with the radius somewhat larger than the target reliability index β t . Choosing this local support instead of the global support is because it is easier to make the response surface generated in the local support more accurate than that the global support. Hence in this paper, as shown in Fig. 3 , the local support for the reliability analysis is defined as a hyper-sphere whose radius is cβ t , where c is a scaling factor which is 1.2~1.5 depending the nonlinearity of the performance functions. It is possible to generate a new local response surface with new samples for each MPP candidate. That is, new samples around the current MPP candidate are evaluated and a new local response surface is generated each time. However this approach would cause two problems. The first problem is that it wastes samples. In fact, for reliability analysis, since the MPP will always be located within a relatively small area around the origin, one center-fixed local response surface is enough. The second problem is, if a new response surface is generated every time with new samples for a new MPP candidate, the to use previously evaluated samples for current response surface generation may cause the estimated covariance R matrix to be ill-conditioned and consequently fail to predict the response surface. This ill-conditioned matrix originates from Kriging algorithm. In Eq. (6) we can see that the prediction of response depends on R. However, R may become ill-conditioned if the samples are too aggregated within a narrow space [23] . Figure 4 shows how the illconditioned matrix happens if we take samples and generate a new local response surface for each MPP candidate search. As shown in Fig. 4 , after two iterations of the MPP search, ten samples were generated along the axis; then, the current MPP candidate III will evaluate additional five samples. Within the local support of MPP candidate III, there are eight samples that aggregate in two parallel lines. In this situation, the estimated R would become ill-conditioned [23] . This situation would occur more often in high-dimensional design problems. Because of these two major reasons, it is better to have the local support fixed as a hyper-sphere with the center of origin in U-space for reliability analysis.
Adjustment of Insertion Criterion and Error
Definition for SS-RSM RBDO As shown in Section 2, the sequential sampling method is to identify the point that has the largest IC among the entire design domain. However in the RBDO procedure, we are focusing more on the area neighboring the point of interest. Hence an adjustment is done to search the "weakest point" around the point of interest, which is shown as follows: In Section 2.2.2, the error of the response surface is given by Eq. (13) where the denominator is the true function value of the response. However in real problems, the function value is not available at the point of interest. Hence the error definition of the response surface has to be adjusted. It is noted that the error has to reflect the discrepancy of the predicted response and the true response at the point of interest, while we only have the prediction interval bandwidth as the measure of accuracy of response. Hence the error here is defined as the average of the normalized prediction standard deviation as (17) where N is the number of checking points within a small neighborhood of the point of interest, { , and d 0 is the threshold. From Eq. (17) we can see that the error of the current point of interest is defined as the average error around it; this can be graphically understood in Fig. 5 . Recall that the purpose of the response surface is to predict the function value and sensitivity accurately at the current point of interest; hence there is no need to check the entire support domain, only the neighborhood around the point of interest has to be assured to be accurate. Moreover, checking the entire support domain would make the accuracy criteria harder to
achieve and therefore would lead to more sample insertion which is an unnecessary waste for function evaluation. On the other hand, if we check only the error at the point of interest, there is a chance that the error could be zero from Eqs. (7) and (17) if the point of interest is also a sample that has been evaluated. Since the error is used as the criteria to check that whether or not the response surface is accurate enough, zero error at the point of interest cannot provide any confidence in the accuracy for predicted sensitivity of the performance function. Therefore, a small neighborhood around the point of interest is most desirable for error checking. In this paper, the neighboring area is defined as 10% of the current support size.
Figure 5. Neighboring Area of the Point of Interest for Error Checking
Adaptive Support Size Efficiency Strategy in Deterministic Design Optimization
In the RBDO algorithm, PMA+ [27] requires to carry out deterministic optimization first and then start the RBDO process. In response surface-based deterministic optimization, there is a tradeoff between the support size and the accuracy of the response surface. As is well known already, a smaller support can provide a more accurate response surface than a larger support does. At the same time, using more of previously evaluated samples is also desirable to save computational time, and a larger support can always include more of previously evaluated samples than a smaller support can. Hence it is important to decide a suitable support size to generate the response surface. In this paper, we propose an adaptive support size method that can solve this problem for the deterministic optimization process.
Starting from the initial design point, the first priority is to find the correct direction for the iteration. Hence a smaller support that can give more accurate sensitivity is desirable. As the design moves to the next position, the support size would be decided by the distances from the previous designs as
where k R is the k th support size, max R is the maximum threshold, and is the distance between the k-1 th design and the k th design as shown in Fig. 6 .
implies that when the design movement is large, which means two designs are quite different, the support size should be decreased to yield a more accurate response surface to determine the next direction. On the other hand, 
First, the Kriging method using the fixed support size is applied to solve the deterministic optimization problem. Second the adaptive support size efficiency strategy is applied to solve the same problem. Finally these two results are compared with the result solved by using the sensitivity-based deterministic optimization algorithm. As shown in Table 3 , the number of function evaluations (NFE) consists of the function evaluation (FE) and the sensitivity calculation (SC). The time for function evaluation is the time used to evaluate the function value at a given sample, and the time for sensitivity calculation is the time used to calculate the first derivative of the function respect to design variables and random parameters. The Kriging method by using the adaptive support size efficiency strategy not only saves number of function evaluations, but also yields a more accurate optimum design. 
Overall Process of Sequential Sampling-Based
Response Surface Method for RBDO Summarizing the three parts above, we can now apply the sequential sampling-based RSM for the RBDO problem. The SS-RSM, shown as Fig. 7 , is applied to carry out the function evaluation and sensitivity calculation. For each point of interest, the support size of current response surface is decided first, and then the previously evaluated samples within the local support are found. The sequential sampling strategy is carried out to insert more sample points until the response surface achieves the accuracy criterion. In the end the function value and sensitivity value are given by the Kriging method. This SS-RSM is encapsulated as a black-box in the overall RBDO procedure and is called whenever function value and sensitivity value are required, shown in Fig. 8 . 
NUMERICAL EXAMPLES
The accuracy and efficiency of the sequential samplingbased response surface for RBDO is verified by comparing it with the sensitivity-based RBDO. A 2-D highly nonlinear mathematical problem and a 12-D multidimensional engineering vehicle problem are carried out by both SS-RSMbased RBDO and sensitivity-based RBDO for comparison purposes.
2-D Highly Nonlinear Mathematical Example
A two-dimensional mathematical RBDO problem is formulated to 
where the target probability of failure for each constraint is . Since the given target probability of failure is 2.275%, the reliability index of is selected. In Table 4 , it shows that both the sensitivity-based RBDO and the SS-RSM RBDO converge to the optimal design after two iterations. Numbers shown in column "Iteration" means the current design iteration and the current line search number. For example, "D.O." means the deterministic optimum, and "1,2" means that it is the first design with the second line search in RBDO. According to Table 4 , we can see that the SS-RSM for RBDO can achieve the same RBDO optimum design as sensitivity-based RBDO. Moreover, in this case, the number of function evaluations used in response surface method is smaller than the number used in sensitivity-based RBDO because when the design is getting close to the optimum point more of the previously evaluated samples are used to save computational time. Hence the SS-RSM-based RBDO is more efficient than sensitivity-based RBDO in this case. 
Tracked Vehicle Roadarm Problem
The roadarm of a tracked vehicle is used to demonstrate the applicability of the SS-RSM-based RBDO. The roadarm is modeled using 1572 eight-node isoparametric finite elements (SOLID45) and four beam elements (BEAM44) of Ansys [28] , as shown in Fig. 9 , and is made of S4340 steel with Young's modulus E=3.0×10 7 psi and Poisson's ratio ν=0.3. The durability analysis of the roadarm is carried out using the Durability and Reliability Analysis Workspace (DRAW) [29, 30] , to obtain the fatigue life contour as shown in Fig. 10 . The fatigue lives at the critical nodes shown in Fig. 10 are chosen as the design constraints of RBDO. Table 4 . 
For the deterministic design optimization process, 8-D response surface is used since the other 4 parameters are not changing in this process. Table 6 shows that the SS-RSM used more computational time to achieve the deterministic optimum compared with the sensitivity-based one. However, starting from the deterministic optimum point until the end of the RBDO optimum design, the SS-RSM saves more in computational time than the sensitivity-based one does. The reason is that at each design point the reliability analysis requires a large number of function evaluations as well as sensitivity calculations for the MPP search. If the response surface has been generated, the function evaluation and sensitivity calculation would be free, whereas in sensitivity-based RBDO, it has to evaluate function value and sensitivity by using finite element analysis and sensitivity analysis, which require significant computational time. 
CONCLUSION
A sequential sampling-based response surface method is proposed to efficiently generate the accurate response surface for RBDO. The new sample point is identified by the largest prediction interval bandwidth within the domain where the predicted response locates within 95% prediction interval from the current point of interest. To integrate this sampling method for RBDO and avoid an ill-conditioned covariance matrix in the Kriging method, a center-fixed local support is used for the inverse reliability analysis. An adaptive support size method is also proposed for response surface to rapidly achieve the deterministic optimum before the RBDO process.
The proposed method is compared with the sensitivitybased RBDO method in terms of accuracy and efficiency. Numerical examples show that sequential sampling-based RSM can achieve the same accurate optimum design as the sensitivity-based RBDO does. Furthermore, the sequential sampling-based RSM can save more in terms of computational time, which is a crucial issue in real engineering design applications. The most important point is that the proposed SS-RSM-based RBDO is applicable for broader engineering applications because it does not require the sensitivity analysis of performance functions.
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