For the sake of brevity we shall henceforth let (H) represent the following set of conditions on X. and this latter expression is positive since the integrand is the product of two negative quantities.
Hereafter free use will be made of the facts that any solution of (Ky'YGy -0 can have only a finite number of zeros on X and that, under the hypothesis GK < 0, the zeros of any two linearly independent solutions separate each other.
2. Oscillation theorems. Let yι(x) be any solution of (Ky')' ~ Gy = A over X which satisfies the condition y(^) = jS. Then y\(x) can be expressed in the form
where ^(x) and u 2 {x) are as in Lemma 4, and c is a constant. We shall prove the following result.
THEOREM 1. Under the hypotheses (H) the zeros of y ί (x) and u ι (x) separate each other on a < x < b.
[If β £ 0 the restriction that A/G be strictly increasing or decreasing may be modified to the extent of allowing A/G to be a monotone increasing or decreasing function. Under the modified hypotheses it can be shown that
and since β/u? (b) is not zero the proof of the theorem is still valid.]
Proof. The functions y\(x) and ιiι(x) cannot vanish simultaneously on X except at b; for, letting q be a zero of y\{x) and u x (x) one obtains Proof. The function y 2 (x) can be expressed in the form
nas three or more zeros in (pj, p ι + 1 ) (2£ί£m -1), Theorem 1 requires that u ι (x) have more than one zero in that interval; this is impossible since the zeros of u t (x) and u 2 (x) separate each other. Also, y 2 (x) cannot have a single zero in (p;, P ί+1 ) (2 £ i £ m -1), for then y 2 (pi )y2(p ί + 1 ) < 0 and such a product is always positive. To see this, notice that
where F (x) = y .4 (ί )u 2 (ί) </ί as in Lemma 2. Since the zeros of both u ί (x) and F(x) separate those of u 2 (x), the product u ί {pι) F (pi) (2 £ i £ m) is consistently positive or negative. Thus y 2 (pi )72(P t +i) >0(2£ί£tfi -1).
The function u x {x) has a zero in each of (p, 3. Application to a system involving a parameter. It will now be supposed that K, G, and A are continuous functions of (x, λ) when a £ x £ b, A x < λ < Λ 2 . The system
is a system of Sturmian type. Let K and G satisfy conditions sufficient to assure the validity of known oscillation theorems for this system [1, p. 66 ] to the extent that there exists an infinite set of characteristic numbers λi, Λ x < ΛQ <
• < λ m < < Λ 2 , having no limit point except Λ 2 , and such that if u m is the characteristic function corresponding to ^ then υ^ has TO zeros in a < x < b.
Let v Since y 2 (x, λ) is a continuous function of (x, λ) over XL m [l, p. 114] , it follows that there exist € m > 0 and 6 m+ι > 0 such that for λ' -λ m < € m and λ m + t -λ" < £m + i> 72(^> λ') has no zero in qλλ') < x < b, and y 2 (x y λ") has one zero in qΛλ") < x < b. A similar argument can be made in case m is even or in case A(x, λ) is negative over /t o This proves the following result. 
