There has been a wave of interest in applying machine learning to study dynamical systems. In particular, neural networks have been applied to solve the equations of motion, and therefore, track the evolution of a system. In contrast to other applications of neural networks and machine learning, dynamical systems -depending on their underlying symmetries-possess invariants such as energy, momentum, and angular momentum. Traditional numerical iteration methods usually violate these conservation laws, propagating errors in time, and reducing the predictability of the method. We present a Hamiltonian neural network that solves the differential equations that govern dynamical systems. This unsupervised model is learning solutions that satisfy identically, up to an arbitrarily small error, Hamilton's equations and, therefore, conserve the Hamiltonian invariants. Once it is optimized, the proposed architecture is considered a symplectic unit due to the introduction of an efficient parametric form of solutions. In addition, by sharing the network parameters and the choice of an appropriate activation function drastically improve the predictability of the network. An error analysis is derived and states that the numerical errors depend on the overall network performance. The symplectic architecture is then employed to solve the equations for the nonlinear oscillator and the chaotic Hénon-Heiles dynamical system. In both systems, the symplectic Euler integrator requires two orders more evaluation points than the Hamiltonian network in order to achieve the same order of the numerical error in the predicted phase space trajectories.
models [6] [7] [8] [9] , discover differential equations (DEs) [10] [11] [12] [13] , and find approximate solutions for those equations [14] , [15] . In addition to the data-driven studies, equation-driven unsupervised NNs have been used to solve ordinary and partial DEs relevant to a variaty of physical systems [16] [17] [18] [19] . Equation-driven networks construct analytical functions that satisfy a particular differential structure; subsequently, in the training process of such models, we do not need any ground truth data. Essentially, the loss function solely depends on the solutions obtained by the NN. Furthermore, the universal approximation theorem of NNs [20] states that a NN can approximate any function with arbitrary accuracy. This makes NNs as a suitable approach to solving complicated problems governed by differential equations.
This work presents a Hamiltonian neural network architecture that is used to solving DE systems. The Hamiltonian NN is an evolution of previously used unsupervised NNs for finding solutions to DEs that satisfy boundary and initial conditions. We improve the NN DE solvers by speeding the convergence of the network to the solution while reaping the benefits of the underlying physical properties. We propose a NN architecture inspired by and geared towards Hamiltonian systems with time-independent Hamiltonians. Once optimized, the NN satisfies Hamilton's equations over the entire temporal domain, directly implying the conservation of every invariant under the respective Hamiltonian flow. The proposed Hamiltonian NNs consist of a more numerically precise and robust method to solve dynamical equations than standard semi-implicit schemes such as a symplectic Euler integrator. By sharing the network weights, choosing a trigonometric activation function, and using an efficient parametric form of solutions, we show a speedup in the convergence behavior during the optimizing process and, subsequently, an improvement in the predictability of the network. Also, it shown that the proposed NN architecture can be considered a true and globally symplectic and thus, time invariant unit.
In the rest of this study, we describe the Hamiltonian NN architecture that is used to approximate Hamiltonian trajectories. An error analysis is performed and shows that the accuracy of the predicted solutions can be predefined before optimizing the network. Then, the proposed symplectic NN is applied to solve the equations that describe the motion of a nonlinear oscillator and a two-dimensional chaotic system. We point out situations where the Hamiltonian NN solver out-performs the symplectic Euler integrator. The network performance is demonstrated by exploring different architectures through different parametric solutions and activation functions. We conclude this study with a summary of the key ideas introduced in this work, the advantages of using Hamiltonian NN to solving DEs, and with a discussion of future plans.
II. METHOD
A cornerstone idea in classical mechanics is that a system's evolution can be investigated through the study of its underlying symmetries and constraints. By the 20th century, Lagrange, Hamilton, and others had shown that the dynamics of a system is tethered to simple scalar functions, the Lagrangian and Hamiltonian functions, with multiple conservation laws and their underlying symmetries prepackaged with these functions. These scalar functions are then used to derive the DEs that govern the spatiotemporal motion of a system. In particular, starting from the Lagrangian (the difference between kinetic and potential energy), invoking Hamilton's principle (the motion follows trajectories that minimize the action integral), and employing techniques from the calculus of variations, the motion of a system is described by Euler-Lagrange (E-L) equation. In the Hamiltonian formulation, on the other hand, we start from the Hamiltonian which is a transformation of the Lagrangian and is a conservative quantity, namely it does not change in time. This formulation results in Hamilton's equations, which are equivalent to the E-L equation and therefore minimize the same action. The Hamilton's equations are a coupled set of first order DEs, whereas, Lagrangian formalism provides a single set of second-order DEs. The Hamiltonian formulation possesses inherent advantages over the Lagrangian as a coupled set of first-order DEs is numerically more stable and more comfortable to solve than a single set of secondorder DEs. The resulting DEs are often analytically intractable, so engineers and scientists resort to discretization techniques to obtain solutions. However, the discretization procedure for solving the DEs could lead to violations of the underlying conservation laws. This issue can by cured by using NN solvers that able to provide analytical solutions that respect the underlying principles. Indeed, any sort of semi-implicit method, like symplectic Euler integrator, allows errors to build and blow up in time. Chaotic systems in particular, are highly sensitive to such concerns and are, therefore, ideal ground for testing the performance of the proposed Hamiltonian NN.
We consider a physical system of many bodies that are moving in space. The spatio-temporal motion of those objects can be described in a d-dimensional configuration space which is defined by the specification of the position as a function of the time t of all objects in a system. More precisely, d is defined as the product of the number of bodies in a system and the number of spatial dimensions that those objects are allowed to move. In the Lagrangian formulation we are working on the configuration space, whereas, the Hamiltonian formalism is defined in the phase space, which consists of the position and momentum of the objects. Subsequently, each dimension in the configuration space associates with two degrees of freedom in the phase space. In this work, we are interested in Hamiltonian framework, therefore we consider a phase space of D = 2d dimensions. Many classical systems, from the simple pendulum to solar systems, can be described by the separable Hamiltonian form H = T + V , where the potential energy term V depends solely on the generalized space coordinates q = (q 1 , . . . , q d ), and the kinetic term T depends solely on the generalized momenta p = (p 1 , . . . , p d ).
Since this Hamiltonian form does not depend directly on time, systems described by it will conserve energy. Other dynamical invariants may also be inbuilt, depending upon the specific choice of the individual phase space variables and their corresponding continuous symmetries [21] . As an example, when the Hamiltonian does not directly depend on a coordinate q i , the associated momentum p i is conserved and vice versa. For such Hamiltonian functions, the dynamics are governed by following coupled DEs, called Hamilton's or canonical equations:q
where dots denote time derivatives. An elegant way of expressing Hamilton's equations is the symplectic notation. Let z = (q 1 , . . . , q d , p 1 , . . . , p d ) T ∈ IR D , and J be the D × D matrix
where 0 and 1 represent the d × d zero and unity matrix, respectively. Then, Hamilton's equations can be written in the compact vector formż
where ∇ z H(z) = ∂H(z)/∂z. Numerical methods that evaluate Eq. (3) are called symplectic methods and have been widely used to calculate the long-term evolution of chaotic systems [22] . In this work we present an alternative method based on NNs to solve Eq. (3). As we will discuss below, symplectic integrators conserve a Hamiltonian which is slightly perturbed from the original, whereas, symplectic NNs conserve the original Hamiltonian. This is a great advantage that the proposed NN has over the symplectic integrators. An alternative approach to the numerically solving DEs is offered by feed-forward NNs [16] , [17] . One key advantage of such NNs over traditional numerical methods is that they seek to learn actual functions that satisfy the DEs, rather than creating an approximation to the real solution. Moreover, the NN's solutions are in a closed, differentiable, and analytic form [16] , and the calculations can be efficiently implemented on parallel architectures leading to significant speed-ups [16] . The advantage in using our proposed NN architecture is that it provides solutions that satisfies Hamilton's equation simultaneously. Thus, the dynamical invariants of a particular Hamiltonian are being identically respected to the required precision, compared to the accumulation of errors that is inevitable in iterative solvers. To compare, we present the semi-implicit Euler method, which is the simplest, yet most widely used, symplectic integrator for solving Hamilton's equation. Symplectic Euler method conserves energy up to a fluctuating error because it conserves a slightly different Hamiltonian than the original. For the separable Hamiltonian form H = T (p i ) + V (q i ), the symplectic Euler scheme for solving the system (1) reads
Here, ∆t is the time step between two sequential time points, (n) denotes the time point that is evaluated, q
Due to the iterating nature of symplectic Euler method, we read in Eqs. (4), (5) that the solutions at two sequential time points are needed to evaluate Hamilton's equations at any point, leading to numerical error in the calculation of energy, that is proportional to ∆t.
The objective of this study is to solve Hamilton's equations (3) by using NNs. Let us consider the general form of parametric solutionŝ
whereẑ is the solution vector discovered by the NN, z(0) is the initial state vector, and N(t) ∈ IR D is a vector of D outputs of a feed-forward fully connected NN. The parametric function f (t) enforces the initial conditions in the parametric solutions, i.e.ẑ(0) = z(0) when f (0) = 0. The network takes as a single input the time point t n , where n denotes the nth sequential point; without losing the generality, we consider the initial time t 0 = 0. We train the NN by minimizing, with respect to the learning parameters of the network, the meansquared error (MSE) that is defined for Hamilton's equations (3) as:
whereẑ (n) =ẑ(t n ) and K is the total number of the n-points used for the network optimization. The time derivatives are obtained by using automatic differentiation that computationally costs one back-propagation through the entire network [23] . We first generate equallyspaced time points t n in the time interval [0, T ]. Then, we randomly perturb these points in each epoch as: t n → t n + where is a random term obtained by a normal distribution. This trick improves the network predictability as it is effectively trained over a continuous time interval. In addition, perturbing the training points in every epoch employs the stochastic gradient descent (SGD) method, and thus it assists the optimizer to escape from local minima in the loss function. Perturbing the points in every epoch means that we perturb the loss function and, subsequently, the local minima are dynamically moving. In the context of SGD, each epoch is considered as a minibatch while all the epochs consist the whole batch for the training set. Minimizing the loss function in Eq. (7) yields solutions that identically respect the symplectic structure of Eq. A crucial role in the performance of the network is played by f (t). In [16] , authors use f (t) = t, which satisfies f (0) = 0. However, this is an unbounded function that adds further difficulty when t becomes large. Specifically, for the NN outputs after enough epochs, Eq. (6) states that N = (ẑ − z(0))/t. As t increases the N tends to zero, which affects negatively the network predictability in large time scales. To remedy this inefficiency we propose the parametric function
which is a smooth, bounded function, with f (0) = 0. Later, we show that the specific choice of parametric function drastically improves the predictability of the NN solver. Interestingly enough, the fact that f (t) rapidly tends to 1 implies that the proposed architecture consists a symplectic NN. In particular, at the limit L → 0 Eq. (7) yieldsż = J · ∇ẑH(ẑ), and as t → ∞, we haveẑ = z(0) + N. Considering the aforementioned two limits and performing the linear transformation N → N − z(0) we obtain:
which indicates that the proposed architecture comprises a symplectic NN that states that the function H(N) is time invariant.
An important distinction between the present and previous method presented in [16] is that the latter proposes one NN per DE, and therefore, D single-output networks are required. This is conceptually different from our approach, where we suggest one NN with D outputs. By using a single network, the individual outputs share all the weights except those in the output layer, allowing correlations between the outputs. Hamilton's equations are indeed correlated and thus, by sharing the weights assists the network to discover these codependencies. Consequently, we obtain the same complexity with fewer learning parameters, yielding a more robust and efficient network. We point out a set of substantial differences between our study and Lagaris' et al. work [16] : the depth of the NN and the choice of the activation function. In [16] , the network architecture is restricted to one hidden layer, uses sigmoid activation functions, and the derivatives used for the back-propagation are calculated analytically. In the current work, we use automatic differentiation to calculate the derivatives [23] . Subsequently, we were able to use any activation function and arbitrarily many hidden layers, which leads to greater control over the complexity of the network. We choose the trigonometric sin(·) as the activation function and show that the NN converges to the solutions with less training iterations than using the sigmoid activation. Using sin(·) as the activation function permits the solution to be expressed on a basis that has global support similar to the Fourier series. The derivative of sin(·) has more global support than the derivatives of the traditional activation functions, such as those from the sigmoid family, hence sin(·) are a more expressive activation function. Moreover, since sin(·) is a periodic function, it introduces multiple periodic local minima in the loss function. Empirically, we find that these local minima perform equally well and as a result, it is easier to reach a minimum during the optimization process.
An alternative deep learning approach to solve the mechanical equations is given in the context of the Lagrangian formulation. In that case we have to solve a system of d second order ordinary DEs and a parametrization that enforces the initial conditions will be:
with the constraints f 1 (0) = 0 and f 2 (0) =ḟ 2 (0) = 0, and N L is vector that consists of the d outputs of a feedforward NN with N L (t) ∈ IR d . Theq = (q 1 , . . . ,q d ) T is the predicted solutions for the position while q(0) andq(0) are the initial position and velocity vector states, respectively. The loss function to be minimized is once again the MSE and is defined by an E-L equation by assuming a Lagrangian of the form L = T − V with T =q 2 /2 and V = V (q). Thence, the loss function reads:
whereq (n) =q(t n ). The choice of the parametric functions f 1 = t and f 2 = t 2 is the situation discussed in [16] , however, we find that f 1 = 1 − e −t and f 2 = (1 − e −t ) 2 yield a better network performance for the same reasons mentioned above for the Hamiltonian NN. Although the Lagrangian NN converges to the same solutions with the Hamiltonian NN, it is a less computational efficient. This is because the Hamiltonian network of the present work solves first order DEs and, therefore, only one back-propagation is required to calculate each derivative. Networks that solve higher order equations require additional back-propagations, which drastically increases the computational footprint in the context of memory and floating point operations. Indeed, in our calculations we observe that for the same DE system, the optimization for a Lagrangian NN requires about twice as much computational time as a Hamiltonian network.
III. ERROR ANALYSIS We seek to provide a rough bound on the error in the solution based on the maximum value of the loss function. To begin, note that Eq. (7) can be written as
is a vector n = ( n,1 , . . . , n,D ) that contains all the loss components at some arbitrary time point t n . Since L is the loss function for the NN, averaged over time, 2 n can be considered the instantaneous loss at the n th time point. Let δz = z −ẑ be the error between the true solution and the NN solution. Expanding the Hamiltonian H (z) = H (ẑ + δz) in a Taylor series aboutẑ and keeping up to quadratic terms yields:
where D z is the Hessian matrix. Taking the gradient of Eq. (13) with respect to z and rearranging terms gives,
We note that for Hamiltonians with quadratic dependence on z, the quadratic expansion (13) is exact because higher order terms vanish. In addition, the second order in δz is the smallest order still large enough to not be canceled when we move to substitute Eq. (14) into Eq. (12) . Nevertheless, the derivation can be extended to include higher order terms in a straightforward manner. In what follows, we drop the superscript (n) for clarity of presentation. Substituting the Taylor series expansion (14) into (12) and invoking (3) results in,
Inspecting the vector DE (15) we read that its components comprise a closed differential system for the error δz i in each predicted trajectoryẑ i . Solving this differential system with initial condition δz(0) = 0, as it is dictated by the parameterization (6), we can compute how the errors propagate in time. However, this requires knowledge of the loss components of (t) and thus, such an analysis can be performed only after we have trained the network. On the other hand, we can derive a bound on the size of δz without having exact knowledge of (t) by constructing a worst case scenario. We want to establish a relationship between and δz, such that it determines when to stop the network training in order to get solutions with better than a certain accuracy. Let 2 max = max t ( 2 ) represents the largest instantaneous loss that the neural network will have after being trained. In the following analysis, we denote the 2− norm by · . We have,
where σ min is the minimum singular value of (D z H (z))ẑ. The last line in the above expression (16) can be obtained by considering the quantity Ax and using the singular value decomposition on A to show that Ax ≥ σ min x . Rearranging terms leads to,
Solving the above quadratic inequality (17) for δz yields,
Now consider a single component of the error, δz i . The largest value δz i can take occurs when δz i = 0 and δz j = 0 for j = i. That is, for a fixed error, all of the error is concentrated in a single component. In this case, δz 2 = δz 2 i . If δz 2 i is maximized at a value t max , then(δz 2 i ) = 0 at t max . Therefore, δz iδ z i = 0 ⇒δ z i = 0. Using this in (18) provides,
If a NN is trained such that the loss function has a maximum value of max , then the maximum error that any component of the solution can take is bounded by (19) . In other words, we can choose in advance an accuracy for the solutions and use the relationship (19) to calculate the max , which, therefore, will determine when we have to stop training the network ensuring the desirable accuracy. The σ min can be calculated due to the training process since, in the most general case, it is a function of the solutions. Moreover, the expressions (15) and (19) state that |δz| depends on the general network performance and not only on the number of the time points used in the training process, which is the case of numerical integrators. That happens because the number of training points is not the only parameter that determines the value of the loss function. For example, fixing the number of the training points while increasing the number of hidden layers or neurons yields better performance that corresponds to a smaller max . In summary, once the Hamiltonian NN is optimized, Eq. (15) can be used to calculate the error propagation. On the other hand, we can decide the accuracy of the solutions before the optimization by using Eq. (19) to define the max that determines when to stop training the network.
IV. NONLINEAR OSCILLATOR As a concrete example, we consider the one dimensional nonlinear (an-harmonic) oscillator with Hamiltonian
where the natural frequency and the mass of the oscillator are considered to be unity. The Hamiltonian (20) corresponds to the total energy E of the system, and the associated equations of motion read (Eq. 1): In what follows, we use the symplectic NN architecture to solve the above nonlinear Hamiltonian system and compare the NN solutions with those obtained by symplectic Euler integrator. It results that the symplectic Euler method requires two orders more evaluation time points than the NN to reach the same numerical error. We also explore the efficiency of the network for different activation and parametric functions. The phase space of the oscillator consists of two degrees of freedom with z = (x, p) T . Accordingly, we utilize a feed-forward NN with two outputs N = (N 1 , N 2 ) T used to parametrize the approximate solutionsẑ = (x,p) T according to Eq. (6). The loss function is defined by Eqs. (21) and according to Eq. (7) as:
We initialize a grid with K = 200 time points equally spaced in the time interval t = [0, 4π]. At the beginning of each epoch, we perturb all the time points by using a random term obtained by a normal distribution with zero mean and a standard deviation of 0.06π. The initial state is chosen to be (x 0 , p 0 ) = (1.3, 1.0), corresponding to the total initial energy E 0 = 2.06; in this energy, the motion deviates from the behavior of the simple harmonic oscillator. The NN consists of two hidden layers with 50 neurons per hidden layer, and is being trained for 5 · 10 4 epochs by using Adam optimizer [24] with a learning rate of 8 · 10 −3 . We perform four independent numerical experiments that correspond to different NN designs, namely for the combinations of sigmoid σ(·) and trigonometric sin(·) activation functions, and for the parametric functions f (t) = t and f (t) = 1 − e −t . Figure  2 demonstrates in logarithmic scale the loss function (22) during the training; each color represents one of the the four distinguished cases of architectures according to the legend. We highlight that the loss function of our proposed design (blue line) converges faster than the other models. The performance of the Hamiltonian NN after its training is represented in Fig. (3) by the blue curve. In addition, we use the DEs solver odeint of the scipy python package [25] to solve the system (21) and consider the obtained numerical solutions as the ground truth. We note that the solvers provided by scipy have exemplary error control and adaptivity leading to excellent solution trajectories. For comparison purposes, we also utilize the symplectic Euler method described in Eqs. (4), (5) to solve the DEs (21) , and compare the solutions with those obtained by our proposed symplectic NN. In Fig. 3 we present results obtained by the solver (green lines), by the NN (blue line), and by the symplectic Euler integrator (black and red). After the network optimization we get max = 3.3 · 10 −3 . The smallest singular value of the Hessian of Hamiltonian (20) is σ min = 1. Subsequently, Eq. (19) yields for both δx and δp the upper bound error 3.3 · 10 −3 . Interestingly enough, the symplectic Euler method needs 100 × K time points to approach this maximum error. In the case of Euler's method, we present in Fig. 3 two numerical solutions: one with the same time points K used in the NN training (black), and a second with 100 times more points (red). The left graph in Fig.  3 demonstrates the phase space for the numerical errors where we observe that the errors in the NN's solutions are in the same order with the error obtained by the symplectic Euler when 100 times more time points are used. On the right panel of Fig. 3 we present δx(t) and δp(t) and the the total energy as a function of time calculated by using the numerical solutions in the Hamiltonian (20) . An important result of this exploration is that, in contrast to the Euler integrator, the NN's solutions conserve the total energy locally. This is a consequence of the fact that the solutions obtained by the symplectic NN conserve the correct Hamiltonian rather than a perturbed one, which is the case with the symplectic integrators. Therefore, in the context of the energy conservation task, the Hamiltonian NN outperforms the symplectic Euler integrator.
V. CHAOTIC SYSTEM
We demonstrate further the efficiency of the proposed symplectic NN by solving the equations for a chaotic twodimensional dynamical system. In particular, we solve the canonical equations for the Hénon-Heiles (HH) system [26] that describes the non-linear motion of a star around a galactic center with the motion restricted to a plane. The HH system has four degrees of freedom in the phase space where 
The Hamilton's equations results in the nonlinear DEs system:
For the HH system we are seeking approximate solutionŝ z ∈ IR 4 . Accordingly, we employ a fully connected feedforward NN with four outputs N ∈ IR 4 used to parametrizê z according to the general formula (6) . The initial conditions for the numerical experiment are (x 0 , y 0 , p x,0 , p y,0 ) = (0.3, −0.3, 0.3, 0.15), corresponding to the energy E 0 = 0.13. The maximal Lyapunov exponent for this set of initial conditions is λ = 0.069, and since λ is positive, the motion is chaotic [27] . The network consists of two hidden layers with 50 neurons per hidden layer. An equally spaced grid of K = 100 is initialized in the time interval t = [0, 6π] that corresponds to 1.3 Lyapunov times. These points are used as the training set and are perturbed in the beginning of every epoch by using a random term obtained by a normal distribution with zero mean and with a standard deviation 0.18π. The loss function is defined by Eqs. (24) , (25) , and according to Eq. (7), as
We examine four different network architectures similar to the nonlinear oscillator system, namely for different activation and parametric functions. The networks are trained for 3 · 10 4 epochs by using Adam optimizer with learning rate 8 · 10 −3 . After training for long enough to ensure convergence in the loss function we find this number of epochs is sufficient to optimize the network. In Fig. 4 , we show the loss function (26) in the training where each color corresponds to a different Fig. 5 . Left: The orbit for the HH system in the x − y plane obtained by a NN (blue) that is trained in K = 100 time points and by symplectic Euler integrator evaluated in K (green) and 10 × K (orange) points. Red curves are considered as the ground truth and obtained by a numerical solver. Right: Energy of the HH system with time. The Hamiltonian NN conserves energy locally while the symplectic Euler method does not maintain constant energy levels even at the highest resolution.
architectures according to the legend in the figure. Again, the choice of sin(·) activation and f (t) = 1 − e −t yields the best network performance. In Fig. 5 , we compare the approximated trajectories and the energy obtained by the symplectic NN (blue lines), and by a symplectic Euler integrator which is evaluated in K and in 10 × K time points (shown by black and red lines, respectively). Solutions obtained by a solver are considered as the ground truth (green curves). The left panel in Fig. 5 shows the orbit in the x − y plane where the Hamiltonian NN solution is indistinguishable from the ground truth. The right panel represents the total energy in time where the NN solutions conserve the energy better than the solutions obtained by the symplectic Euler method. The symplectic Euler must use an order of magnitude higher resolution than NN to capture the correct orbit portrait, however, the energy is still not conserved locally. We find, but do not show, in Fig.  5 that the symplectic Euler requires two order of magnitude higher resolution in order to conserve the energy as well as the solutions obtained by the Hamiltonian network.
VI. CONCLUSION
In recent years, machine learning has made in-roads in traditional science and engineering fields. NNs have attracted scientists' interest due to their outstanding capabilities in regression, classification, and prediction tasks. Since these methods are relatively new to physics, there are many physical concepts that have not been embedded yet in the structure of NNs. In this work, we proposed a physics-inspired unsupervised NN for solving DEs that describe the spatio-temporal motion of dynamical systems. The Hamiltonian formulation is embedded in the NN through the loss function and therefore, the predicted solutions conserve energy. A smooth and bounded parametric form of solutions was introduced in this study that makes the proposed architecture a symplectic network, and subsequently, a time-invariant unit. By appropriately choosing the activation function a better domain knowledge is provided that drastically improves the network performance. Moreover, the proposed Hamiltonian architecture allows the network outputs to share their weights. Sharing the learning parameters helps the NN to discover underlying co-dependencies and subsequently, improves the network predictability in learning solutions that satisfy nonlinear systems of DEs. An error analysis was developed in this work which can be used to analyze how the errors in the predicted solutions propagate in time. In addition, this error analysis provides a threshold in the loss function, where we can early-stop training the network when a certain accuracy occurs, namely a lower error in the predicted solutions is ensured.
There are several advantages in using NN solvers instead of traditional numerical integrators for solving DEs. The solutions obtained by a NN are continuous, smooth, and in an analytical form. Due to many outputs with shareable weights, the Hamiltonian NN discovers solutions that satisfy the Hamilton equations simultaneously and consistently. Subsequently, the NN solver conserves the correct Hamiltonian in contrary to symplectic integrators that conserve a slightly perturbed Hamiltonian. We outlined that the solutions obtained by the NN conserve the energy locally along with all the time points, and out-performs the symplectic Euler integrator that predicts an energy with a fluctuating error term. In problems where energy conservation is crucial, the Hamiltonian NN will show better performance than symplectic integrators. The Hamiltonian formulation provides a solid framework for theoretical extension in many areas of physics such perturbation approaches and theory of chaos, as well as statistical and quantum mechanics. Hence, the proposed Hamiltonian NN provides fertile ground on which modern research problems can potentially be handled.
