A quasimode for a positive, symmetric and compact operator on a Hilbert space could be defined as a pair (u, λ), where u is a function approaching a certain linear combination of eigenfunctions associated with the eigenvalues of the operator in a "small interval" [λ − r, λ + r]. Its value in describing asymptotics for low and high frequency vibrations in certain singularly perturbed spectral problems, which depend on a small parameter ε, has been made clear recently in many papers. In this paper, considering second order evolution problems, we provide estimates for the time t in which standing waves of the type e i √ λt u approach their solutions u(t) when the initial data deal with quasimodes of the associated operators. We establish a general abstract framework and we extended it to the case where operators and spaces depend on the small parameter ε: now λ and u can depend on ε and also perform the estimates for t. We apply the results to vibrating systems with concentrated masses. © 2008 Elsevier Masson SAS. All rights reserved.
Introduction
In this paper, we consider vibrating systems for which the associated spectral problems are singularly perturbed problems which depend on a small parameter ε. The abstract framework for these problems can be established as follows:
Let us consider a positive, self-adjoint, compact operator A ε on a Hilbert space H ε , ε being a parameter that converge towards zero. For fixed ε, let {(μ ε i ) −1 } ∞ i=1 be the set of eigenvalues of A ε , μ ε i → ∞ as i → ∞. Let {u ε i } ∞ i=1 be the associated eigenfunctions, which are assumed to form an orthonormal basis in H ε . Assuming that the low frequencies (or the re-scaled low frequencies) μ ε i , with a fixed i, are of order O(1), the high frequencies are referred to as the sequences of eigenvalues μ ε i(ε) of order O(ε −α ) for some α 0 and i(ε) → ∞ as ε → 0. Considering standard vibration problems associated with these operators (within the suitable abstract framework), the elementary vibrations are the standing waves exp(i μ ε j t)u ε j . On account of the difficulty of explicit and/or numeric computations of the eigenelements (μ ε j , u ε j ) for singularly perturbed spectral problems, many papers in the literature deal with the asymptotics for these eigenelements. Nevertheless, there is a lack of studies of asymptotics for solutions of the associated time dependent problems when the initial data are in neighborhood of the eigenfunctions as ε → 0. This is one of the main aims of this paper. As a matter of fact, we show that in the case where approaches to eigenfunctions individually are not available, then approaches through quasimodes can work as approaches to eigenfunctions individually (cf. Remark 4.4). Here approaches must be understood in the framework of the usual energy spaces.
Roughly speaking, a quasimodeũ ε for a spectral problem can be defined as a function approaching a certain linear combination of eigenfunctions associated with the eigenvalues in a "small interval" [λ ε − δ ε ,λ ε + δ ε ]. In fact, the definition of a quasimode is related with an operator A ε on a Hilbert space H ε , the almost frequencyλ ε and the reminder δ ε (cf. Remark 2.6). Its value in describing asymptotics for high frequency vibrations in certain singularly perturbed spectral problems has been made clear recently in many papers. Let us refer, for instance, to [26, [31] [32] [33] and [34] for vibrating systems with concentrated masses and further references on other spectral stiff problems and to [35] for boundary homogenization problems. But also for operators on Hilbert spaces which do not depend on perturbation parameters, the quasimodes are of interest in describing high frequency vibrations; see [2, 4, 15, 31] in this connection.
We emphasize that for problems arising in spectral perturbation theory, constructing quasimodes can be important to describe low and high frequency vibrations in the case where obtaining approaches to true eigenfunctions of the original ε-dependent problem is difficult (see [6, 11, 12, 14, 18, 19, [23] [24] [25] [26] 31, 32, 34, 35] ). This happens, for instance, when consecutive eigenvalues are very close and we do not have any precise information on the distance between these eigenvalues. Below are some comments in this respect:
(i) As regards the high frequencies, under certain hypotheses on the operators, it is known that the re-scaled high frequencies μ ε i(ε) ε α , with α > 0, accumulate asymptotically on the whole positive real axis, being at a small distance between them, and it is difficult to study the asymptotic behavior of the associated eigenfunctions u ε i (ε) individually (cf. for instance [8, 12, 23] , [25] and [37] ). Besides, in certain problems the low frequencies converge, as ε → 0, towards those of a limit problem with conservation of the multiplicity. If so, there is also a convergence for the associated eigenfunctions, but it may occur that these low frequencies give rise to vibrations of the system which are asymptotically concentrated in a certain region and it is possible to construct quasimodes associated with high frequencies giving rise to other kinds of vibrations. This is the case, for instance, of spectral stiff problems (cf. [27, 18, 19, 23] ) or vibrating systems with a single concentrated mass (cf. [12, 16, 29, 30, 38, 31] ) or with the mass concentrated along a curve (cf. [11] ).
(ii) For the low frequencies, in the case where they converge towards the same positive value μ; that is, for fixed i = 1, 2, . . . , μ ε i → μ > 0 as ε → 0 (cf. [26, 33] and [35] ), it can be difficult to describe the asymptotic behavior as ε → 0 of the eigenfunctions u ε i individually, or even asymptotics for the first eigenfunction u ε 1 . This fact clearly depends on the normalization of the eigenfunctions. Sometimes quasimodesũ ε providing an approach to linear combinations of eigenfunctions associated with all the eigenvalues in intervals [μ − δ ε , μ + δ ε ], with δ ε → 0 as ε → 0, can be constructed. These quasimodes could concentrate asymptotically their support and/or their energy at points or thin layers. This is the case of vibrating systems with many concentrated masses near the boundary (cf. [24, 26, 32, 34] ) or in models from Geophysics (cf. [5, 7, 35] ) and in reinforcement problems depending on the geometry of the reinforced region (see [13] ).
For all these vibrating systems described above, given a quasimode as an initial data, we show that the solution of the evolution problem behaves as a standing wave for a long time, a time which we establish in this paper (cf. Remarks 3.3, 4.1 and 4.5). This makes it possible to detect standing waves affecting only certain regions, for long periods of time. Specifying, we prove here that for a long time, namely t ∈ [0, O((δ ε ) −β )], for some positive β, the solution of the associated evolution problem is approached by functions of the type exp(i √ μt)ũ ε (or exp(i λε t)ũ ε ).
These functions (namely, their real or imaginary parts) shall be henceforth referred to as standing waves, though they may not be solutions of wave equations (cf. Remarks 2.3 and 2.4). In this framework, we note that this is not far from giving approaches to eigenfunctions individually, since these approaches, when taken as initial data, also originate standing waves for long times (cf. Remark 4.4). The aim of Section 4 is to present a sample where the behaviors described in (i) and (ii) for the asymptotics of the eigenvalues occur: accumulation of the high frequencies on the whole positive real axis and concentration of the low frequencies at a point. Finally, it should be noted that the idea in this paper is different from the idea used in previous works where the convergence of the solutions of the evolution problems for certain initial data, by means of the Fourier or Laplace transforms, provide a convergence of the associated spectral families which leads to a certain spectral convergence for low and high frequencies (see [23, 38, 39] as general references and Remarks 4.3 and 4.10 to compare). Here we use stronger convergence, from results in previous works (cf. [25] and [26] ), to obtain approaches for solutions of evolution problems via standing waves (see, for instance, Remarks 4.1, 4.3, and 4.5).
The structure of the paper is as follows: Section 2 contains the general abstract framework for evolution problems and quasimodes for operators and Hilbert spaces which do not depend on the perturbation parameter. The more general results are given by Theorems 2.2 and 2.3 and Corollaries 2.1 and 2.2 (see also Remarks 2.4 and 2.5). They allow a wide range of application when considering problems from the spectral perturbation theory (cf. also Remark 3.2). Section 3 contains an abstract framework for problems arising in spectral perturbation theory. The above mentioned frameworks are general for standard vibration problems (cf. Sections I-III in [38] , for instance): the associated semigroups of contraction are unitary and the conservation of the energy is used to derive uniform bounds for the discrepancies between solutions of the evolution problems and standing waves.
In Section 4 we apply the results in Sections 2 and 3 to vibrating systems with concentrated masses which have been widely studied in the literature. Namely, we consider the vibrations of a body occupying a domain Ω of R n , n = 2, 3, that contains many small regions B ε of high density near the boundary, the so-called concentrated masses. The small parameter ε deals with the size of the masses, their number and their densities. The asymptotic behavior, as ε → 0, for the eigenelements (λ ε , u ε ) of the corresponding spectral problem (4.2) has been treated in [32] when λ ε = O(ε m−2 ) and in [25] when λ ε = O (1) . We refer to [24, 25, [31] [32] [33] [34] , as previous works where quasimodes that we use throughout Section 4 have been constructed and to [26] for a large list of references on the low and high frequencies for this problem. Here, considering the second order evolution problem (4.5), we provide estimates for the time t in which certain standing waves approach time dependent solutions when the initial data are quasimodes. Also precise bounds for the discrepancies between the solutions and the standing waves in the suitable Sobolev spaces are provided (see Theorems 4.3, 4.4, and 4.6). Section 4.2 contains the new results related to the low frequency vibrations while Section 4.3 has those related to the high frequency vibrations. It should be noted that a re-scaling of the eigenvalues of the original ε-dependent spectral problem leads to a re-scaling of times and velocities in terms of the solutions of the wave equations. The phenomena also recalls that noticed in [40] on the different time scales of observation of disturbances depending on the initial disturbance of the media (see (4.21)-(4.24), (4.26)-(4.27), (4.37)-(4.41) and Remarks 4.1, 4.5, and 4.6).
We note that some of the results in Section 4.2 have been announced without any proof in [36] while we provide here their proofs using the results in Section 3. See [11, 12, 18, 19, 23, 31, 34, 35] , for other problems of spectral perturbation theory where we can apply the general results of Section 3 and see [26] for a large bibliography. Finally, it should be mentioned that comments on extensions of the technique in this paper to other spectral perturbed problems and comparisons with different techniques and results in previous papers can be found in the introduction of Sections 4 and 4.1 as well as in Remarks 4.2-4.11.
The general abstract framework
Let A : H → H be a linear, self-adjoint, positive and compact operator on a separable Hilbert space H. Let {λ
be the set of positive eigenvalues with the usual convention of repeated eigenvalues,
be the set of eigenfunctions which form an orthonormal basis of H.
A quasimode with remainder r > 0 for the operator A is a pair (u, μ) ∈ H × R, with u H = 1 and μ > 0, such that Au − μu H r. Throughout the text, if no confusion arise, we shall refer to u as the quasimode, which is associated with the almost frequency μ and the rest r.
The following theorem establishes the closeness in the space H × R of the eigenelements of the operator A to a given quasimode of A (see [41] for the proof). We refer to [15] for the definition of families of quasimodes, results on the total multiplicity of the eigenvalues in the interval [μ − r, μ + r] and a more general statement of Theorem 2.1 (in the case where A is not necessarily a positive operator). In fact, here Theorem 2.1 can be rewritten as follows: 
Given a quasimode (u, μ) for the operator A of remainder r, in each interval
where, on account of the normalization for the eigenfunctions and u * , the α k are constants such that
The following theorem shows the connection between a quasimode of an operator and the standing waves of the type e i √ μt u approaching solutions of second order evolution problems. In order to prove the theorem, let us introduce a general abstract framework of the standard vibration problem for a system with discrete spectrum.
Let V and H be two separable Hilbert spaces, V ⊂ H, with a dense and compact imbedding. Let a(u, v) be a sesquilinear, hermitian, continuous and coercive form on V. We consider V equipped with the scalar product inducted by a(·,·). Let A ∈ L(V, V ) be the associated operator with the form a, namely, a(u, v) = Au, v V ×V , and, let us consider the associated spectral problem: to find λ and u ∈ V, u = 0 satisfying,
Let A H be the operator restriction of A to H, that is the restriction of the operator A to the domain of definition
H → H is an operator which satisfies the properties in Theorem 2.1. The eigenvalues of A (respectively A) are
, and the associated eigenfunctions are {u i } ∞ i=1 which form an orthogonal basis in H and V, of norm 1 in H and of norm √ λ i in V.
Let us consider the evolution problem,
For initial data (ϕ, ψ) ∈ V × H, there is a unique solution u(t) of problem (2.3) which satisfies: 5) and, for any fixed T > 0,
for any test function Φ of the form Φ(t) = φ(t)v, where v is any element in a dense set of V and φ is any function in
The solution u(t) of (2.3) has the Fourier expansion,
where ϕ i and ψ i are the Fourier coefficients of the initial data, namely,
and the conservation of the energy is satisfied:
(see Section III.8 in [17] , Sections I.6 and III.11 in [38] , Sections IV.5 and XII.3 in [39] ). It is self-evident that, from (2.7), for a given ϕ = αu i or ψ = βu i , with α, β any constants, u i any eigenfunction of A associated with the eigenvalue λ i , the solution of (2.3) is the standing wave,
Similarly, for 
In addition, for any t > 0, we have: 14) and 15) which are bounds depending on the relation between λ, r, r * and t; here C V , C * are constants independent of these parameters.
In the case where u belongs to V, the relation (2.2) holds in the norm of V and u * is bounded in the norm of V by a constant C * independent of r * , then the estimate in (2.14) holds for (
Proof. The estimate (2.13) is a consequence of the conservation of the energy. Namely, consider ϕ = 0,
, which by uniqueness has the solution:
then, from (2.8) and (2.2) we easily obtain (2.13) for any t. Let us prove (2.14). Indeed, we can write:
On account of the continuous imbedding of V in H, and of (2.13), the last term on the right-hand side of the above inequality is bounded by (2rC V )/r * . Let us consider the first term of the inequality, we can write:
Again, because of (2.2), the first term on the right-hand side of the above inequality is bounded by √ λ −1 (2r/r * ). As for the second term, we take into account that λ and λ i(r * )+k are positive and satisfy |λ
. . , I (r * ), then we have:
Thus, we have proved (2.14) for C * = 1. Now, we follow the same steps to derive the inequality (2.15):
and we obtain (2.15). The last assertion in the statement of the theorem is obtained rewriting the proof of (2.14) for the norm of V on account of
Therefore, the theorem holds. 2 Remark 2.1. It should be noted that some different bounds could be replaced by Also, we note that in the case where r * , 2r/r * , and
. . , I (r * ), we can assert that the bounds in the right-hand side of (2.14) and (2.15) "are also small". This means that t can be large in the case where λ i(r * )+k , for k = 1, 2, . . . , I (r * ), are sufficiently near of λ. As a matter of fact, for any positive t, we have the bounds given by the following corollary. 
respectively, where C is a constant independent of t, r and r * .
Proof. Estimates (2.16) and (2.17) are a consequence of (2.14) and (2.15) and the Taylor series error of the sinus and cosinus functions in a neighborhood of √ λt. Indeed, considering (2.14), we can write:
which gives (2.16), and similarly, from (2.15) we obtain (2.17). 2 Remark 2.2. Let us note that only bounds (2.15) and (2.17) are independent of the constant C V related with the continuous imbedding of V in H. This is also the case where u ∈ V and the last hypothesis of Theorem 2.2 hold; we have
The constant C V would appear accompanying the term 2r/r * on the right-hand side of (2.13) in the case where, when applying Theorem 2.1, properties (2.1) and (2.2) hold in the norm of V instead of H. Consequently, this constant C V would also affect (2.15) and (2.17). As noticed in Remark 2.1, taking into account this constant can be important for specific bounds when it also depends on a small parameter of perturbation ε.
Under the last hypothesis in Theorem 2.2, similar bounds to those in Theorem 2.2 can be obtained for the initial data ϕ = u, ψ = 0, considering cos(
As a matter of fact, the estimates in the following theorem hold. 
In addition, for any t > 0, we have: 20) and
which are bounds depending on the relation between λ, r, r * and t; C and C * are constants independent of these parameters.
Now, following the idea of Corollary 2.1, we derive bounds for, (2.3) for the initial data ϕ = 0 and ψ = u (ϕ = u and ψ = 0, respectively), (u, λ −1 ) being a given quasimode of the operator A. It should also be mentioned that, here and hereafter, the so-called standing waves do not satisfy in general homogeneous wave equations.
Remark 2.4.
Under the hypothesis in Theorem 2.3, given the initial data ϕ = u, ψ = √ λu, rewriting proofs in Theorems 2.2 and 2.3 leads us to obtain approaches for solutions of (2.3) via the function cos( Remark 2.6. Note that proofs of the results throughout the section rely on the fact that properties (2.1) and (2.2) hold in spaces V and/or H more than in the precise definition of quasimode at the beginning of the section.
The spectral perturbation problem
It appears in the literature of the spectral perturbation theory that when applying Theorem 2.1, the spaces and operators under consideration often depend on a small parameter ε that converges towards 0. Also, the functions u and numbers λ and r arising in the definition of a quasimode depend on this parameter. We establish here an abstract general framework that can be applied to several problems of spectral perturbation theory.
Let us consider ε a small parameter ε ∈ (0, 1). Let V ε and H ε be two separable Hilbert spaces and V ε ⊂ H ε , with dense and compact imbedding. Let a ε (u, v) be a sesquilinear, hermitian, continuous and coercive form on V ε . We consider V ε equipped with the scalar product inducted by a ε (·,·),
be the operator associated with the form a ε , namely,
where C is a constant independent of u and ε.
, and the associated eigenfunctions are {u ε i } ∞ i=1 which form an orthogonal basis in H ε and V ε , u ε i of norm 1 in H ε and of norm λ ε i in V ε . Let us consider the evolution problem: 
4)
where the α ε k are constants such that |α ε k | 1 for k = 1, 2, . . . , I (r * ε ). In addition, let us assume that lim ε→0 (r ε /r * ε ) = 0 and that there is a constant δ > 0 such that λ −1 − r * ε > δ for sufficiently small ε.
Then, for ϕ ε = 0, ψ ε = u ε , the solution u ε (t) of (3.2) satisfies:
In addition, for any t > 0 and sufficiently small ε, namely ε < ε 0 with ε 0 independent of t, the estimates: 6) and
hold, where C 1 , C 2 , C 3 , C 4 and C 5 are constants that may depend on λ but which are independent of t and ε.
In the case where u ε belongs to V ε , the relation (3.4) is satisfied for the norm of V ε , and u ε * is bounded in the norm of V ε by a constant C * independent of ε, that is the inequality,
, and
holds for sufficiently small ε and for certain constants C and C * independent of ε, then we also have
Theorem 3.2. Let us consider all the hypothesis of Theorem 3.1 for λ, r ε , r * ε , u ε ∈ V ε and u ε * satisfying (3.3)-(3.4) and (3.8) . Then, for ϕ = u ε , ψ ε = 0, the unique solution u ε (t) of (3.2) satisfies:
In addition, for t > 0, and sufficiently small ε, namely ε < ε 0 with ε 0 independent of t, the estimates:
and 12) hold, where C 1 , C 2 , C 3 , C 4 and C 5 are constants that may depend on λ but which are independent of t and ε.
On account of (3.1), the proofs of Theorems 3.1 and 3.2 follow applying the results in Theorem 2.2 and Corollary 2.1 and Theorem 2.3 and Corollary 2.2 respectively with minor modifications: specifying, the appropriate modifications of spaces, functions and constants which now depend on ε. for C a constant independent of ε, and the estimates in Theorems 3.1 and 3.2 also hold. Let us note that property (3.1) always holds in the case where V ε is equipped with the norm u H ε + u V ε which is equivalent to the norm of V ε given by a ε (u, u) 1/2 (cf. Remark 2.2 to compare). With this new norm for V ε , bounds (3.8) imply the kind of bounds in (3.3)-(3.4) .
Remark 3.2.
Note that the bounds in Theorems 3.1 and 3.2 hold on the basis that λ is independent of ε. In contrast, the bounds in Theorems 2.2 and 2.3 and Corollaries 2.1 and 2.2 make it to maintain possible the dependence on ε of all the constants λ, r and r * . Also we note that Remarks 2.4 and 2.5, with the suitable modifications, apply to the results in this section where spaces, operators, quasimodes and rests depend on ε.
Remark 3.3. It should be noted that estimates (3.6), (3.7), (3.9), (3.11) and (3.12) establish the range of t for which the standing waves cos( √ λt)u ε or sin( √ λt)u ε approach the solutions of (3.2), when the given initial data (along with λ) are quasimodes of A ε . This range of t is t ∈ [0, (r * ε ) −α/2 ] for any constant α with 0 < α < 1, and the precise bounds for the discrepancies between the solutions and the standing waves depend on the relations between r ε /r * ε , r * ε and r * ε t.
In connection with Remark 3.1, we note that the hypothesis of the uniform continuous imbedding (3.1) of V ε into H ε can be weakened but this also implies weakening the estimates (3.6), (3.7), (3.9), (3.11) and (3.12) involving norms in H ε , and more specifically those related to the derivatives with respect to time. As a matter of fact, when applying the general results of Theorems 3.1 and 3.2 to particular vibrating systems, it may occur that the norm of the space H ε involves a singular weight ρ ε (x) depending on ε and neither (3.1) nor (3.3)-(3.4) hold, while it is possible to show estimates (3.8) for u ε V ε = 1 (cf., for instance, Theorem 4.6 and Remark 4.8). Roughly speaking, this amounts to saying that we can apply Theorem 2.1 when the space H is V ε instead of H ε . In this case, we can only prove the estimate (3.11) as stated in the following theorem. 14) where, the α ε k are constants such that |α ε k | 1 for k = 1, 2, . . . , I (r * ε ). In addition, let us assume that lim ε→0 (r ε /r * ε ) = 0 and that there is a constant δ > 0 such that λ −1 − r * ε > δ for sufficiently small ε. For ϕ ε = u, ψ ε = 0, let u ε (t) denote the solution of problem (3.2). Then, for any t > 0, and sufficiently small ε (namely ε < ε 0 with ε 0 independent of t) we have
where C 1 and C 2 are constants that may depend on λ but which are independent of t and ε.
Vibrating systems with concentrated masses
In this section, we consider vibrating systems with many concentrated masses which have been described first in [20] [21] [22] . Extensions of the results and comparisons with other vibrating systems in the literature are also outlined in Remarks 4.2-4.11.
The spectral problem here considered, problem (4.2), depends on a small parameter ε which deals with the size of the masses B ε , their number N(ε), and their densities ρ ε (x). The asymptotic behavior, as ε → 0, for the eigenelements (λ ε , u ε ) of (4.2) has been studied in many papers: let us refer to [9] and [26] for further references.
In the case where λ ε = O(ε m−2 ), results on the construction of quasimodes to approach low frequency vibrations can be found in [24, 32, 33] , while those for λ ε = O(1) can be found in [25] . Here, considering the second order evolution problem (4.5), we provide estimates for the time t in which certain standing waves approach time dependent solutions when the initial data are quasimodes. Also, precise bounds for the discrepancies between the solutions and the standing waves in the suitable Hilbert spaces are obtained. In Section 4.1, we provide a summary of the results obtained in previous papers for the low frequencies and the microscopic variable (cf. Theorem 4.1) while interpreting them in the macroscopic variable (cf. Theorem 4.2). In Section 4.2 we obtain the approaches for the solutions of the associated wave equations in both variables, the macroscopic variable being the original one. It should be noted that a re-scaling of the eigenvalues of the original ε dependent spectral problem leads to a re-scaling of times and velocities in terms of the solutions of the wave equations (see Theorems 4.3 and 4.4 and Remarks 4.1 and 4.5 to compare). Finally, Section 4.3 contains a brief summary of the results for the high frequency vibrations, which have been obtained in previous papers, and the application of these results to approach solutions of the evolution problem (4.5) via standing waves which concentrate their support over the whole domain for large times.
Let Ω be any bounded domain of R n , n = 2, 3, with a Lipschitz boundary ∂Ω. Let Σ and Γ Ω be non-empty parts of the boundary, such that ∂Ω = Σ ∪ Γ Ω , and Σ is assumed to be in contact with {x n = 0}. Let ε and η be two small parameters such that ε η and η = η(ε) → 0 as ε → 0.
For n = 2, let B be the semi-circle B = {(y 1 , y 2 ) / y 2 1 + y 2 2 < 1, y 2 < 0} in the auxiliary space R 2 with coordinates y 1 , y 2 . For n = 3, let B be the half-ball B = {(y 1 , y 2 , y 3 ) / y 2 1 + y 2 2 + y 2 3 < 1, y 3 < 0} in the auxiliary space R 3 with coordinates y 1 , y 2 , y 3 . Let ∂B be the boundary of B, ∂B = T ∪ Γ , where T is the part lying on {y n = 0}. Let B ε (and similarly T ε , Γ ε ) denote its homothetic εB (εT , εΓ ). Let We consider the eigenvalue problem:
where ρ ε = ρ ε (x) is the density function defined as
The symbol is extended, for fixed ε, to all the regions B ε k contained in Ω and the parameter m is a real number, m > 2 (see [20] [21] [22] , for different values of the parameter m, boundary conditions and shapes of the domains).
As is well known, problem (4.2) has a discrete spectrum. For fixed ε, let {λ ε i } ∞ i=1 be the sequence of eigenvalues of (4.2) converging to ∞, with the classical convention of repeated eigenvalues. It has been proved (see [20] [21] [22] ) that they satisfy the estimates Cε m−2 λ ε i C i ε m−2 , where C is a constant independent of ε and i and C i is a constant independent of ε. Let {u ε i } ∞ i=1 be the corresponding sequence of eigenfunctions which are an orthogonal basis of the space V ε , where V ε is the completion of {u ∈ D(Ω)/u = 0 on Γ Ω ∪ T ε } in the topology of H 1 (Ω). The norm that we consider in V ε is that of the gradient ∇ x u L 2 (Ω) . In fact, the variational formulation of the problem reads:
Let us consider the set of functional spaces V ε and H ε , H ε = L 2 (Ω) with the norm (ρ ε ) 1/2 u L 2 (Ω) , ρ ε being defined by (4.3). Let A ε be the operator associated with the form on V ε arising on the left-hand side of (4.4). Let us consider the evolution problem associated with (4.4):
(4.5)
As for problem (2.3), the initial data (ϕ ε , ψ ε ) ∈ V ε × H ε ensure that (4.5) has a unique solution u ε (t) satisfying (2.4), (2.5) and (2.6) in the couple of spaces (V, H) ≡ (V ε , H ε ), which now reads:
and, for any fixed T > 0,
for any test function Φ of the form Φ = φ(t)v, where v ∈ V ε , and
Background on the low frequencies
Convergence results for the low frequencies, the eigenvalues of order O(ε m−2 ) of (4.2), and the associated eigenfunctions can be found in [32] [33] [34] . As in the case of one single concentrated mass, in general, the low frequencies are associated with the local vibrations of the concentrated masses, each one independent of the others. We have found only one exception: for n = 3 and α > 0, these frequencies can also give rise to global vibrations affecting the whole structure (cf. [26] and [33] ). Apart from this exception, the low frequencies and the corresponding eigenfunctions are asymptotically described, in a certain way, by the so called local eigenvalue problem (4.7).
The local problem is the spectral problem posed in R n− = {y ∈ R n / y n < 0}:
as |y| → ∞, y n < 0 when n = 3,
where the brackets denote the jump across Γ ,n y the unit outward normal to Γ and c some unknown but well determined constant. The variable y is the local variable:
Problem (4.7) can be written as a standard eigenvalue problem with a discrete spectrum in the space V, where V is the completion of {U ∈ D(R n− )/U = 0 on T } for the Dirichlet norm ∇ y U L 2 (R n− ) (see [20] and [22] ). Theorem 4.1 below allows us to assert that there are at least l 0 N(ε) values λ ε i(ε) /ε m−2 converging towards each eigenvalue λ 0 of (4.7), l 0 being the multiplicity of λ 0 . The corresponding eigenfunctions U ε (cf. (4.9)) are approached in the space V ε by the eigenfunctions of (4.7) associated with λ 0 , concentrating their support asymptotically in neighborhoods of the concentrated masses as stated in Theorem 4.1.
Also, the results in Theorem 2.2 along with results of comparison of the spectra for perturbed domains in [33] allow us to obtain an important difference for the asymptotic behavior of the low frequencies for the dimensions n = 2 and n = 3 of the space. Namely, for n = 2, and for each i = 1, 2, . . . , λ ε i /ε m−2 → λ 0 1 , as ε → 0, where λ 0 1 is the first eigenvalue of (4.7). This does not hold for n = 3 and α > 0, α being the parameter defined in (4.1) (see [33] and [34] for further explanations). Let us refer to [12, 16, 30, 29, 38 ] to compare the above mentioned results with the stronger results on the approach for the eigenfunctions in the case of one single concentrated mass, case where the convergence of the re-scaled spectrum of (4.2) towards that of (4.7) with conservation of the multiplicity holds.
Let us change the variable in (4.2) by setting y = x/ε. We obtain:
Ω ε being the domain {y/εy ∈ Ω} and β ε (y) in (4.9) is defined as
where τ y B ε denote the transformed domains of the regions B ε to the y variable. V ε is the functional space {U = U (y)/U (εy) ∈ V ε }, with the norm defined by the right-hand side of (4.9). We assume that the eigenfunctions [20, 22] ). For each k = 1, 2, . . . , N(ε), p = 1, 2, . . . , l 0 , we introduce the function (see [24, 32] for this construction):
, (4.13) and the order functions o ε independent of k and p, o ε tending to 0 as ε → 0:
when n = 2, (4.14) 15) with the constant C independent of ε.
Let us consider the second order evolution problem associated with (4.9):
For initial data (ϕ ε , ψ ε ) ∈ V ε × H ε , problem (4.19) has a unique solution U ε (t) satisfying:
for any test function Φ of the form Φ = φ(t)V , where V ∈ V ε , and
We refer to [36] for the explicit construction of the operator A ε for which the functions (4.13) arising in Theorem 4.1, namely Z ε k,p , are quasimodes. See [36] in connection with formulas (2.7)-(2.12), that is for the solutions of (4.19) which are standing waves or sums of standing waves when the initial data are linear combinations of eigenfunctions of (4.16) and for the Fourier expansion of the solutions of (4.19) for general data. In the case where the initial data are the quasimodes Z ε k,p associated with the eigenelement (λ 0 , U 0 p ) of (4.7), for k = 1, 2, . . . , N(ε) and p = 1, 2, . . . , l 0 , approaching the functions U ε k,p (cf. (4.17)), the solutions of the evolution problem (4.19) are not standing waves or sums of standing waves. The following theorem establishes the range of t where the standing wave cos( .7), and Z ε k,p defined by (4.13) for k = 1, 2, . . . , N(ε), and p = 1, 2, . . . , l 0 . Let us consider problem (4.19) for (ϕ ε , ψ ε ) = (Z ε k,p , 0). Then, for t > 0, and sufficiently small ε (namely, ε < ε 0 with ε 0 independent of t), the unique solution U ε (t) of (4.19) satisfies:
22)
where C 1 and C 2 are constants that may depend on λ 0 , but are independent of ε and t, o ε is defined by (4.14) when n = 2 and by (4.15) when n = 3, and β is the constant appearing in (4.17), 0 < β < 1.
In the same way, for (ϕ ε , ψ ε ) = (0, Z ε k,p ), the following estimates hold:
Proof. The proof of Theorem 4.3 is now a consequence of Theorems 3.1 and 3.2 for the spaces H ε = H ε and V ε = V ε , r ε = o ε , r * ε = (o ε ) β and the operator A ε associated with the form on V ε arising on the left-hand side of (4.9). Indeed, first, let us note that (3.1) holds for C a constant independent of ε and u (see also Remark 3.1). In order to obtain (4.21) and (4.22), let us consider problem (4.19) for the initial data (ϕ ε , ψ ε ) = (Z ε k,p − U ε k,p , 0), where U ε k,p are the functions in Theorem 4.1 satisfying (4.17), namely,
a ε j,k,p U ε i(ε)+j , for certain constants a ε j,k,p . For these initial data, problem (4.19) has the solution:
Then, we use (3.10), (4.20), (3.3), (3.4), (3.8) , and the precise bounds (4.17) (see also (4.11)-(4.17)), to obtain (4.21) and (4.22) from (3.11) and (3.12), respectively. Similarly, we consider problem (4.19) for the initial data (ϕ ε , ψ ε )
, which has the solution:
From (3.5), (3.9) and (3. 
approach the solution of (4.19) for given initial data (ϕ ε , ψ ε ) certain quasimodes of the operator associated to problem (4.9). In fact, the approaches in Theorem 4.3 hold uniformly if
for any constant β satisfying 0 < β < 1. In this case, the bounds on the right-hand side of (4.21)-(4.24) are C * (o ε ) min(1−β,β(1−β )/2) , C * being a constant independent of ε. In particular, both constants β and β could be taken to be β = β = 1/2, and if so, the bounds in the right-hand side of Theorem 4.3 are C(o ε ) −1/8 , for all t < C * (o ε ) 1/8 and C and C * constants independent of ε.
Remark 4.2.
Note that all the bounds and results stated throughout the paper extend to the case where the concentrated masses are placed along a line or a plane inside the domain Ω. That is, B ε has a smooth boundary which does not touch ∂Ω, problem (4.2) reads: 25) and (4.7) is the local problem, when R n− is replaced by R n (also Eq. (4.7) 4 disappears). Nevertheless, we also note that for (4.25) with n = 2 the low frequencies are of a lower order of magnitude than ε m−2 , as it has been shown in [34] . The same could happen for the dimension n = 3 (cf. [34] for the estimates and proofs of Theorem 4.1 for problem (4.25)).
Remark 4.3.
We emphasize that the results in this paper are very different from those in [20] and [22] , where evolution problems (4.19), for initial data (ϕ ε , ψ ε ) = (Z ε 1,1 , 0) are used to derive the spectral convergence of the low frequencies. Namely, using the Fourier transform, convergence results for the eigenelements of problem (4.2) are obtained. These convergence results prove to be much weaker than those stated in Theorem 4.1. In contrast, here, we use Theorem 4.1 to obtain approaches, via standing waves, to the solutions of (4.19) for given initial data which are the quasimodes constructed in Theorem 4.1. These approaches are valid for a large time which is established in Theorem 4.3 (see also Remark 4.1).
Remark 4.4.
In the framework of Remark 4.2, it should be noted that in the case where we have a single concentrated mass inside Ω, or a finite number at a distance of order O(1) between them, the convergence of the spectrum of (4.25) towards that of the associated local problem with conservation of the multiplicity has been proved in [16, 30, 29] and [38] . Also convergence rates for the eigenvalues and the associated eigenfunctions are outlined in [30] and [29] . That is, the r ε , r * ε , d ε are known and can be taken in such a way that there is only a fixed finite number of eigenvalues in the intervals associated with the quasimodes, which depend on the multiplicity of the eigenvalue of the local problem, independent of ε. Thus, the quasimodes in the initial data can be approaches to true eigenfunctions (individually).
The same proofs developed throughout the section show that we also have standing waves that approach solutions of the evolution problem for a long period of time. In this case, this period of time depends on the above mentioned discrepancies between the eigenvalues and eigenfunctions. This leads us to assert that in terms of the evolution problem, from a qualitative viewpoint, having approaches for the eigenfunctions u ε through quasimodes amounts to having approaches of u ε through eigenfunctions of the limiting problem.
On the low frequency vibrations in the macroscopic variable
We emphasize that computations throughout the section above and results in Theorem 4.3 involve re-scaled frequencies λ ε /ε m−2 of the original problem (4.2) and the local variable y in (4.8) . This implies that the frequency of vibration of the standing waves constructed are of order O (1) . Therefore, considering the original problem (4.2) and the macroscopic variable, it is self-evident that frequencies for the associated waves must be very small, of the order O(ε (m−2)/2 ). This is why it is reasonable to consider the evolution problem (4.5) associated with (4.2), with the initial data (τ x Z ε k,p , 0) arising in Theorem 4.2, instead of (4.19). Nevertheless, this causes problems when approaching the solutions of (4. k,p , 0). Then, for t > 0, and sufficiently small ε (namely, ε < ε 0 with ε 0 independent of t), the unique solution u ε (t) of (4.5) satisfies: 26) and 27) where C 1 and C 2 are constants that may depend on λ 0 , but are independent of ε and t, o ε is defined by (4.14) when n = 2 and by (4.15) when n = 3, and β is the constant appearing in (4.17), 0 < β < 1.
Proof. The theorem holds using the technique in Section 2, combining proofs of Theorems 2. 
a ε j,k,p u ε i(ε)+j for certain constants a ε j,k,p . For these initial data, problem (4.5) has the solution:
Therefore, for any fixed t > 0, we can write:
Using (4.6) and (4.18), the last term on the right-hand side of (4.28) is bounded by a constant times (o ε ) 1−β ε (n−2)/2 , while for the first one we can write:
.
We use again (4.18) for the first term in the above inequality, and we apply the Taylor series error of the cosinus function in a neighborhood of √ λ 0 ε m−2 t for the second term, while using the fact that the set of eigenvalues λ ε i(ε)+j ,
; then, we obtain:
where c 1 and c 2 are two constants independent of ε and t. Therefore the inequality (4.26) also holds on account of the Poincaré inequality for the elements of V ε . As regards (4.27), we take into account,
and the Poincaré inequality for the elements of V ε . Then, we follow the steps for the proofs of (2.14), (2.23) and (4.26) on account of (4.6), (4.18) and we have:
where c 3 , c 4 and c 5 are constants independent of t and ε. Now, we consider the term accompanying c 5 and write: for any constant β satisfying 0 < β < 1. In this case, the bounds on the right-hand side of (4.26)-(4.27) are
, C * being a constant independent of ε.
Background and approaches to high frequency vibrations
In this section we deal with the eigenvalues of order O(1) of (4.2), namely, λ ε = λ ε i(ε) = O (1) . We assume that the associated eigenfunctions u ε = u ε i(ε) have norm 1 in V ε , which amounts to being bounded in H ε (see (4.4) ). In Theorem 4.5 we gather the main results of use in Theorem 4.6 to construct standing waves which approach the solutions of the evolution problem (4.5), for certain initial data and for long times. We refer to [26] and to [25] for a review and a large list of results dealing with the converging sequences of the eigenelements (λ ε , u ε ) as ε → 0, when
As a matter of fact, a homogenized problem arises related with the high frequency vibrations. The homogenized problem depends on the dimension of the space n and on the relation (4.1) between the parameters ε and η. For the critical size of the masses B ε , namely for α > 0, the homogenized problem is: 29) where the constant C takes the value C = S n /2 with S n the surface of the unit sphere in R n : C = π when n = 2, and C = 2π when n = 3 (see Remark 4.7 for different geometries of B ε ). For the extreme cases, the boundary condition on Σ in (4.29) reads:
As is well known, all tree problems have a pure point spectrum which we denote by {λ i } ∞ i=1 . We refer to [25] for an extensive literature on the relation of these three problems with the high frequency vibrations, further references, validity of these limit problems for different values of m (here we consider m > 2), other geometries of the domains Ω and B ε , and also for the proof of Theorem 4.5. For brevity, we state this theorem (also Theorem 4.6) for α > 0 but the main results also hold for α = 0 and α = ∞, for other geometries of B ε and for the extreme cases (see Remarks 4.7 and 4.8)
For n = 2 we consider w ε the function defined in B(0, η 2 ):
(4.32)
For n = 3 we consider w ε the function defined in B(0, η 2 ):
(4.33)
We extend w ε by periodicity to all the balls centered at the pointsx k of radius η/2 and by 1 outside these balls. 
• Let us consider the situation above. Namely, let λ > 0 be an eigenvalue of the homogenized problem (4.29) , and u 0 the corresponding eigenfunction with u 0 L 2 (Ω) = 1. Let us assume that the domain Ω is such that u 0 ∈ C(Ω). Let us consider w ε the sequence of functions defined by (4.32) when n = 2 and (4.33) when n = 3. Then, the convergence ofũ ε towards u 0 stated above reads: 35) and, consequently, also
As a matter of fact, the two last assertions in Theorem 4.5 are obtained from the fact that given an eigenelement (λ, u 0 ) of (4.29), then (λ 0 , u 0 ) ((λ 0 , u 0 w ε , respectively) is a quasimode for problem (4.2). Namely, a quasimode for a certain operator associated with (4.4) in the space L 2 (Ω) (V ε , H ε or H 1 (Ω), respectively) with a certain reminder r ε that cannot be computed explicitly in terms of known order functions of ε. The same can be said for o ε and δ ε . In fact, the results in [25] provide a certain relation between o ε and δ ε : δ ε can be any sequence converging towards zero such thatõ ε < δ ε , for a certain well determinedõ ε , and o ε =õ ε /δ ε (we can take o ε = δ ε = √õ ε ). Also, we emphasize that the condition u 0 ∈ C(Ω) is not a very restrictive condition (cf. Lemma 4 in [25] ). Considering (4.5) for the initial data (ϕ ε , ψ ε ) = (u 0 w ε , 0), for any t > 0, and sufficiently small ε, namely ε < ε 0 with ε 0 independent of t, the solution u ε (t) of (4.5) satisfies: 37) and
Considering (4.5) for the initial data (ϕ ε , ψ ε ) = (0, u 0 w ε ), for any t > 0, and sufficiently small ε, namely ε < ε 0 with ε 0 independent of t, the solution u ε (t) of (4.5) satisfies:
and
Here, C 1 , C 2 , C 3 , C 4 and C 5 are constants that may depend on λ but which are independent of t and ε. o ε and δ ε are the sequences arising in the last statement of Theorem 4.5.
Proof. Taking into account (4.6), the theorem is a direct consequence of (4.35) in Theorem 4.5 and of the application of Theorems 3.1 and 3.2 for the spaces V ε and H ε , which are defined in (4.3)-(4.6), and for the values of r ε and r * ε : r ε /r * ε = o ε and r * ε = δ ε . Indeed, taking into account that the norm in V ε is that of the gradient and that the Poincaré inequality holds for the elements of V ε , we use (3.11), (3.12) to derive (4.37) and (4.38) and (3.6), (3.7) and (3.9) to derive (4.39)-(4.41). Therefore, all the estimates in the theorem hold. 2 Remark 4.6. Bounds (4.37)-(4.41) lead us to assert that for the initial data in Theorem 4.6 the solutions of (4.5) asymptotically remain at rest inside the concentrated masses for times t ∈ [0, (δ ε ) −β ], with any β , 0 < β < 1/2. . The constant C remains C = π when n = 2. We refer to [25] , and more specifically to Remark 7 in [25] , for comparison of proofs and explicit formulas that must be combined with the maximum principle and compactness results for non-negative measures (see also [3, 10, 28] for the technique). Consequently, the results of Theorem 4.6 hold for α = 0, while for α = +∞ the results have to be derived from (3.6) and (3.7) for u ε ≡ u 0 w ε and from (3.15) for u ε ≡ u 0 .
Remark 4.9. Roughly speaking, Theorem 4.5 shows that the high frequencies accumulate on the whole positive real axis (0, ∞) and singles out the eigenvalues of the homogenized problems from the others depending on the behavior of the associated eigenfunctions, since it shows that only the eigenfunctions u ε associated with the eigenvalues λ ε asymptotically near an eigenvalue of the homogenized problem are asymptotically different from zero in L 2 (Ω).
In this respect, it should be emphasized that, from a qualitative viewpoint, these results are in fact very general results for many problems of spectral perturbation theory such as stiff problems or problems with one single concentrated mass (cf. [11, 12] and [23] ). In addition, these results involve the energy norm. Remark 4.10. Also, in connection with Remark 4.9, we note that the asymptotic spectral accumulation of the eigenvalues λ ε on the whole real positive axis could recall the so-called spectral pollution. That is when a sequence of eigenvalues of a perturbed operator approach a point of the resolvent of the original operator: let us refer to [37] for the precise definition of spectral pollution, connections with the Weyl sequences and convergences of the spectral families as well as for further references on the subject. See also Section III.2 in [1] for related issues.
Nevertheless, the results in Theorem 4.5 are not in the scope of the spectral pollution since our original problem is already the perturbed problem and we try to approach its eigenvalues. These eigenvalues can in fact be approached through the points of the continuous spectrum of the Laplacian in an unbounded domain (cf. [12] and [25] ), the eigenvalues {λ i } ∞ i=1 of the homogenized problem (namely, (4.30)-(4.31)) being very particular points in the way stated in Theorems 4.5 and 4.6.
For the rest of the values λ / ∈ {λ i } ∞ i=1 , depending on the geometrical configuration of the problem, it is possible to construct explicitly functions ψ ε such that ũ ε − ψ ε H 1 (Ω) → 0 as ε → 0, for a certain sequence of δ ε in the second statement of Theorem 4.5 and ε ranging in certain subsequences still denoted by ε (see Remark 4.11 and [34] for further references). .25)). If so the homogenized problem is the classical spectral Dirichlet problem in Ω (namely, as if α = 0), and o ε and δ ε can be explicitly computed from the results for the high frequencies in [12] .
For problem (4.25) , other correcting terms, improving the convergence (4.34), (4.35) and (4.36) (also the convergence ofũ ε towards zero in H 1 (Ω)-weak, in the case where λ is not an eigenvalue of the Dirichlet problem in Ω) can be constructed. We refer to [12] and [31] for the explicit computation of these correcting terms in the case where n = 2. Here, we only mention, that these correcting terms restrict the approaches to certain subsequences of ε and involve eigenfunctions of the corresponding local problem associated with very large eigenvalues (cf. Remark 4.2).
In terms of the evolution problem (cf. Theorem 4.6), when the initial data are certain specific quasimodes, it seems as if, for certain ε, the high frequency vibrations of (4.25) would interact with the high frequency vibrations of the local problem, and this allows us to construct standing waves for long times having a very short wavelength inside the concentrated mass, or concentrating exclusively their support in a thin layer along the interface Γ ε , that is, along the boundary of the concentrated mass.
