The most widely used form of convolutional sparse coding uses an 1 regularization term. While this approach has been successful in a variety of applications, a limitation of the 1 penalty is that it is homogeneous across the spatial and filter index dimensions of the sparse representation array, so that sparsity cannot be separately controlled across these dimensions. The present paper considers the consequences of replacing the 1 penalty with a mixed group norm, motivated by recent theoretical results for convolutional sparse representations. Algorithms are developed for solving the resulting problems, which are quite challenging, and the impact on the performance of the denoising problem is evaluated. The mixed group norms are found to perform very poorly in this application. While their performance is greatly improved by introducing a weighting strategy, such a strategy also improves the performance obtained from the much simpler and computationally cheaper 1 norm.
INTRODUCTION
A standard sparse representation of a signal s is a linear representation of the form Dx ≈ s, where D is the dictionary and x is the coefficient vector. A convolutional sparse representation [1] [2, Sec. II] replaces this form with a sum of convolutions m dm * xm ≈ s, where the elements of the dictionary dm are linear filters, and the representation consists of the stack of coefficient maps xm, each of which is the same size as s. Recently there has been a significant growth in interest in the use of this type of representation for problems in signal and image processing [3] [4] [5] [6] [7] [8] [9] [10] . While convolutional sparse representations have been found to provide state of the art performance in a variety of image reconstruction problems, a notable and perhaps surprising omission is denoising subject to Gaussian white noise. While this is arguably the simplest of all image reconstruct problems, no competitive convolutional sparse representation based solution for this problem has been reported in the literature, and there is some evidence that the highly overcomplete nature of the representation leaves it at a disadvantage with respect to the more traditional sparsity-based denoising techniques [11] .
Most of the signal and image processing applications listed above have used the same form of the convolutional sparse coding (CSC) problem, with an 1 regularization term on the stack of coefficient maps. While simple 1 regularization has provided good performance in these applications, it does not exploit the rich structure present in the convolutional representation, which typically exhibits patterns of support corresponding to the edge structure of the image being represented. Furthermore, as pointed out in [12] , the 1 norm of a multi-dimensional array is homogeneous on all dimensions, with no way to separately penalise sparsity across the spatial dimensions and down the filter index dimension of the stack of coefficient maps. There has been some work on applying different or additional regularization terms to the CSC problem [10, [12] [13] [14] [15] [16] , but these approaches tend to be specialised to specific problems, or have other limitations, none of them providing a suitable generic replacement for the 1 norm.
The primary purpose of the present paper is to consider mixed group norms as a potential replacement for the 1 norm in CSC problems. This is motivated by the ability of these norms to impose useful forms of structured sparsity, which has been widely exploited in machine learning (see e.g. [17] ), as well as by a recent theoretical work [18] arguing that the 0,∞ "norm" is appropriate when working with convolutional representations, and speculating that its convex relaxation, the 1,∞ norm, may offer performance advantages in practice [19, Sec. VI] . We show that this expectation is not realized: for the classical white-noise denoising problem, at least, mixed group norms are significantly outperformed by the computationally cheaper 1 norm regularization.
The outline of the remainder of this paper is as follows. Sec. 2 introduces the most common form of CSC problem and an efficient Alternating Direction Method of Multipliers (ADMM) algorithm for solving it. Sec. 3 defines the mixed norms that will be considered, and explains why the appropriate way of applying them for convolutional sparse representations necessitates the use of overlapping groups. Sec. 4 and 5 propose algorithms for solving CSC problems with 1,∞ and 1,2 mixed norms with overlapping groups. These algorithms are described in some detail since these are difficult problems for which there are no existing algorithms in the literature; although these forms of the CSC problem do not provide good performance in the denoising problem in which they are tested, the algorithms are expected to be of value to other researchers wishing to further explore the properties of these problems, motivated by the theoretical results discussed above. Sec. 6 provides the denoising performance comparisons between these CSC methods, the standard CSC problem with an 1 norm, and a standard block-based (nonconvolutional) sparse coding denoising method. Sec. 7 discusses the reasons for the poor performance of the mixed-norm CSC methods, and shows that this performance can be substantially improved by a suitable weighting strategy. A weighting strategy for the standard 1 CSC method is also proposed in Sec. 8, and found to not only outperform the mixed-norm CSC methods, but to also provide competitive performance with the block-based sparse coding reference method. Finally, conclusions are presented in Sec. 9. where the wm allow weighting of the 1 term. At present, the most efficient approach to solving this problem [2] is via the Alternating Direction Method of Multipliers (ADMM) [20] framework. An outline of this method is presented here as a reference for the modifications proposed in following sections.
Problem (1) can be written as arg min
where Dm is a linear operator such that Dmxm = dm * xm, and D, w, and x are the block matrices/vectors
This problem can be expressed in ADMM standard form as arg min
which can be solved via the ADMM iterations
The only computationally expensive step is (5), which involves solving the linear system
This very large linear system can be solved efficiently by exploiting the Sherman-Morrison formula in the DFT domain [21] .
MIXED NORMS WITH OVERLAPPING GROUPS
The p,q mixed matrix norm [22] is
where xi is row i of matrix X. (Note that some authors use a notation that reverses the roles of p and q.) A special case is X p,∞ = maxi ( xi p). These mixed norms can also be defined in the context of arbitrary groups of coefficients in a vector. If we define gi(x) as the function extracting the elements within the i th group of x, the corresponding p,q group norm of x is
and the p,∞ norm is x p,∞ = maxi gi(x) p . The most widely used mixed norm is the 2,1 norm, which promotes group sparsity in the sense that only a few groups are active, but the representation is not sparse within each active group. [24] . It may seem that the most straightforward way of applying these norms to the CSC coefficient map stack is to compute the 1 norm along the filter index at each spatial location (i.e. non-overlapping groups consisting of all coefficients at the same spatial location), and the ∞ or 2 norm on the resulting sum, but such an approach is problematic since it completely ignores the potentially different spatial properties of the different filters in the dictionary. For the mixed group norms to function in a coherent way, the groups should consist of sets of filters that affect the same spatial location in the image being represented, but it is quite possible that two nominally-aligned filters have their centres of mass in different positions, so that the corresponding coefficients at the same spatial indices in the stack of coefficient maps affect different spatial locations in the image. Fig. 1 . A convolutional dictionary can be viewed as a structured dictionary for an entire signal, constructed from all translations of a smaller block dictionary. In this example the block dictionary consists of 4 atoms, each in R 5 , and the usual circular boundary conditions are not depicted for simplicity. Fig. 2 . The smallest part of the signal dictionary that captures all of its properties is a horizontal stripe, of the same height as the generating block dictionary. The coefficients corresponding to each stripe constitute a coefficient group.
To understand the correct notion of a coefficient group, we need to consider the view of a convolutional dictionary as a structured dictionary for the entire signal, constructed from all possible translations of a smaller block dictionary (the set of filters in the convolutional dictionary stacked as the columns of a matrix), as depicted in Fig. 1 . As pointed out in [18] , the smallest part of this dictionary that captures all of its important properties is a horizontal stripe across it, as depicted in Fig. 2 . Each of these stripes consists of all dictionary atoms that contribute to the reconstruction of a signal patch with the same "height" as the stripe, and at the same location. It is the set of coefficients corresponding to each stripe that define the groups on which the the 0,∞ "norm" and 1,∞ norm proposed in [18] is based, and which will be used here. The spatial arrangement of one of these groups in the coefficient maps for an image is illustrated in Fig. 3 .
Since these groups are highly overlapping we might expect, considering the difficulty of dealing with 2,1 norm with overlapping groups, that solving problems involving the 1,∞ and 1,2 norms with overlapping groups would pose considerable difficulties. The variable replication strategy that has been widely applied for the overlapping-group 2,1 norm is not a viable option here due to the very large number of groups, which would greatly expand the memory requirements of the convolutional representation, which are already high. It turns out, however, that there is a much cheaper variant of the variable duplication strategy that can be applied for 1,q problems -since the inner norm is a sum of absolute values, we need only replicate the sum of each group, rather than the entire group. Efficient computation of these group sums, which is essential since the coefficient array can be very large, can be achieved by convolving with a suitable kernel of unit entries to compute the spatial sums, which are then summed over the filter index.
ALGORITHMS FOR THE 1,∞ NORM
The CSC 1,∞ problem can be written as arg min
where x 1,∞ = maxi gi(x) 1 , with the gi(·) defined by the group structure discussed above. Define Gm such that Gmxm = 1m * xm, where 1m is a unit filter of the same support as dm, and G = G0 G1 . . . , allowing us to express x 1,∞ as max(G |x|), where G |x| can be efficiently computed in the DFT domain since it is defined in terms of a set of convolutions. We consider two different approaches to solving the resulting problem.
Nested ADMM Algorithms
We start by expressing (10) in ADMM form, as arg min
The corresponding ADMM iterations are
Subproblem (12) can be solved via the standard DFT-domain Sherman-Morrison approach [21] , but solving subproblem (13) involves computing the proximal operator [25] of λ max(G |x|), which we turn to now. The proximal operator of λ max(G |x|) is arg min
where we overload symbols λ and x to avoid dealing with a profusion of symbols. Now, since the term λ max(G |x|) depends only on the absolute value of x, it is clear that the sign of the solution will be the same as that of v; if the sign differs on any coordinate, we can find a lower cost solution by switching the sign to match that of v, reducing the cost of the 2 term and leaving the other term invariant. We can therefore project the problem to the positive orthant (i.e., solve for the proximal operator at |v| instead of v) and then recover the signed solution by point-wise multiplication of the solution on the positive orthant by sign(v). This allows problem (15) to be further simplified to arg min
Writing in ADMM form we have arg min
x,y 0 ,y 1
where ιNN (·) is the indicator function of the non-negativity constraint, and scalars α0, α1 are introduced to allow compensation for the potentially large imbalance in the magnitudes of the Augmented Lagrangian [20] terms corresponding to variables y0 and y1. (It turns out that reliable convergence of the algorithms depends on selecting suitable values for α0, α1.) The corresponding ADMM iterations are
Solving (18) involves solving the linear system
which can be solved in the DFT domain via the Sherman-Morrison method [21] , and the y0 and y1 subproblems can be solved via the proximal operators of the max function (see Sec. 6.4.1 and 6.5.2 in [25] ) and the non-negativity constraint (clipping to zero) respectively.
The algorithm for solving (11) converges reliably if the proximal operator subproblem (15) is solved to sufficient accuracy, but tends to be slow due to the nested iterations -problem (10) is solved via an iterative algorithm, and step (13) of this iterative algorithm is itself solved via an iterative algorithm. This cost can be mitigated by (i) performing a warm start of the inner optimization at each outer iteration, and (ii) careful selection of a stopping criterion for the inner problem based on the relative change in functional value. Nevertheless, it remains very high compared with the standard problem (1): on a test problem with an 8×8×128 dictionary and 128×128 image, for which 250 iterations of the ADMM algorithm for (1) took 262 seconds to complete, this algorithm required 844 seconds to complete the same number of iterations. It also requires tuning of quite a large number of parameters, including α0 and α1, the penalty parameters ρ for both outer and inner ADMM algorithms, and the stopping tolerance for the inner iterations.
Mapping to a Non-Negative Problem
Given the cost of the previous algorithm, we consider an alternative approach. We start by solving a variant of (10) including a nonnegativity constraint arg min
which we can pose in ADMM form as arg min
where scalars α0, α0 are included for the same reason as before. The corresponding ADMM iterations are
Subproblem (22) involves solving the linear system
which can be efficiently solved in the DFT domain by iterated application of the Sherman-Morrison formula [2, Appendix D]. Subproblems (23) and (24) can be solved via the proximal operators of of the max function (see Sec. 6.4.1 and 6.5.2 in [25] ) and the nonnegativity constraint (clipping to zero) respectively. Finally, in order to work around the non-negativity constraint, we replace Dx and Gx with
respectively, allowing us to recover the solution of the original problem (10), without the non-negativity constraint, as x0 − x1. The outer iterations of this algorithm are substantially faster than those of Sec. 4.1, taking 415 seconds to complete the same test problem for which that algorithm required 844 seconds (as reported in Sec. 4.1). Although some care is necessary in choosing ρ, α0 and α1, it has fewer parameters to tune than the algorithm of Sec. 4.1, and can be made to converge reliably.
ALGORITHMS FOR THE 1,2 NORM
The CSC 1,2 problem can be written as arg min
where
, with the gi(·) defined by the group structure discussed in Sec. 3. Using G as defined in Sec. 4, we can express x 1,2 as (G |x|) 2 . It is straightforward to modify the algorithms of Sec. 4 for this problem, by replacing the proximal operator of the max function by the proximal operator of the 2 norm [25, Sec. 6.5.1].
RESULTS
We assess problems (10) and (28) by comparing their performance with that of problem (1) in a Gaussian white noise denoising problem. The same convolutional dictionary, consisting of 128 filters of size 8 × 8 samples, learned from a set of ten training images (selected from images on Flickr with a Creative Commons license) of 1024 × 1024 pixels each, was used in all cases.
A set of five greyscale reference images, depicted in Fig. 4 , was constructed by cropping regions of 256 × 256 pixels from wellknown standard test images. The regions were chosen to contain diversity of content while avoiding large smooth areas, and the size was chosen to be relatively small so that it would be computationally feasible to optimise method parameters via a grid search. The reference images were scaled so that pixel values were in the interval [0, 1], and corresponding test images were constructed by adding Gaussian white noise with a standard deviation of 0.05 (a relatively mild noise level).
In all cases the CSC-based denoising was achieved as follows: lowpass filter the noisy image 1 , sparse code the highpass residual [2, Sec. I], and reconstruct the image from the sparse representation and add back the lowpass component to obtain the final denoised image. The denoising performance of each methods was individually optimised for each image via a search over a logarithmically spaced grid on the λ parameter. For CSC 1, the penalty parameter ρ was set automatically using the residual balancing strategy [20, Sec. 3.4 .1] [27] . Since this strategy is ineffective for the mixed group norm forms of CSC, the penalty parameters for these methods were set, based on numerical experiments, to 0.05λ and 3.0λ for CSC 1,∞ and CSC 1,2 respectively. Similarly, the value of α0 was set to 0.06 and 0.03 for CSC 1,∞ and CSC 1,2 respectively. In both cases the setting α1 = α −1 0 was used. In order to ensure convergence, 250 iterations were allowed for the CSC 1 algorithm, and 350 iterations were allowed for the mixed norm algorithms.
For comparison purposes, results were also computed using a standard patch-based denoising scheme that is essentially the same as that used in the well-known K-SVD denoising technique [28] , with a 64 × 128 dictionary learned from a separate image training set (the same set used to learn the convolutional dictionary described above). These results are labelled "OMP" in the tables of results.
The denoising performance of these methods is compared in Table 1. It is immediately apparent that the 1,∞ penalty gives very much worse denoising performance than the standard 1 penalty, and while the performance of the 1,2 penalty is somewhat better, it is also substantially inferior to that of the 1 penalty. To put these results in context, note that the performance of the usual CSC 1 is itself quite poor when compared with the patch-based "OMP" results.
Aside from the poor PSNR, the CSC 1 method also exhibits faint filter "ghost" artifacts, as illustrated in Fig. 5 . (These artifacts are also encountered in patch-based denoising methods, but the patch aggregation by averaging is very effective in suppressing them in the final image.) tionary filters) in the highpass filtered images, plotted against the 2 norm of the corresponding blocks in the highpass filtered reference Image 2 (see Fig. 4 ). The reason is immediately clear from Fig. 6 : low-contrast/smooth image regions are not sufficiently regularized, and high-contrast/edge regions are greatly over-regularized 2 . This is due to a basic property of regularization with the ∞ norm, which effectively selects some threshold above which values are shrunk to that threshold, and below which they are unaffected [29, pg. 9] . In the context of a mixed 1,∞ group norm, this implies that all groups will have the same 1 norm: either low contrast regions are not sparse enough, or high contrast regions are too sparse. The 1,2 norm exhibits similar but much less severe behaviour.
GROUP WEIGHTING
There are two obvious approaches to dealing with the weakness of the 1,q group norms applied to images with varying local contrast: apply some form of local contrast normalization to the image to be represented, or apply suitable weighting factors to the mixed norms to compensate for the varying sparsity requirements. We consider the latter approach here due to the substantially greater complexity for the former 3 .
We consider two different types of weighting. The first of these replaces the outer q norm in the mixed 1,q norm with a weighted q norm. The two specific cases we consider here become x 1,∞ = maxi wi gi(x) 1 and x 1,2 = i wi gi(x) 2 1 , where the wi are distinct weights for each group. Modifying the algorithms in Sec. 4 and Sec. 5 to use these weighted mixed norms requires closed forms for the proximal operators of the weighted max function and weighted 2 norm, which are straightforward to derive following the same approaches used for the corresponding unweighted norms (Sec. 6.4.1, 6.5.2, and 6.5.1 in [25] ). The second type involves replacing the inner 1 norm with a weighted 1 norm, which is easily achieved by replacing the unit kernels defining operator G (see Sec. 4) with a kernel consisting of the desired weights.
The natural choice of group weighting wi, given the results in Fig. 6 , is to make it inversely proportional to a measure of image activity in the spatial region corresponding to each group i, so that more active regions are penalised less, and vice versa. A variety of weight construction schemes were empirically compared, the most effective of which was to use the local squared 2 norm of the image region corresponding to each coefficient group (which is easily computed by convolving the squared coefficient maps with a appropriately sized kernel of unit entries) as the activity measure. The final group weights wi were obtained by taking the inverse of the sum of the activity measure across all coefficient maps at each spatial location.
The weightings for the inner 1 norm (i.e. the kernel defining operator G) were defined by observing that, while non-convolutional dictionaries are usually normalised so that each column has unit norm, the "stripe dictionary" depicted in Fig. 2 cannot be so normalised due to its construction from translations of the generating block dictionary. This lack of normalisation can be compensated for, however, if the 1 norm of a group is appropriately weighted, taking into account the norm of each translated part of the stripe dictionary. The results obtained using this weighting scheme for CSC 1,∞ and CSC 1,2 are displayed in Table 2 . By comparing with Table 1 , it is apparent that the weighting greatly improves the performance of these methods, making them competitive with the CSC 1 results reported in Table 1 . The substantial performance improvement is also apparent from the block error plots displayed in Fig. 7 . 3 Contrast normalization is often applied when CSC is used for classification tasks [30] , but those methods are usually not appropriate for reconstruction problems. Furthermore, the overlapping nature of the groups makes it difficult to choose a suitable normalization factor based on the contrast of the spatial region corresponding to each group. 
WEIGHTING THE 1 NORM
To provide a fair comparison, a variety of weighting schemes for the 1 norm were also investigated. Of these, the most effective was computed as the inverse of (D T s) 2 , where D is as defined in (3) and s is the highpass component of the noisy test image. (D T s can computed in the DFT domain by multiplyingŝ by the complex conjugate of the dictionary filtersdm.) It can be seen from Table 2 that this weighting scheme significantly improves the PSNR, making it competitive with that of the patch-based method "OMP". It is also effective in suppressing the filter "ghost" artifacts discussed in Sec. 6, which is not surprising considering that the direct effect of the weighting scheme is to penalise filters that are not locally correlated with the signal.
CONCLUSIONS
We have proposed the first algorithms for solving the difficult optimization problems corresponding to CSC with 1,q group norms with overlapping groups, enabling an empirical examination of the properties of this form of CSC. It is interesting to observe that, although a recent theoretical analysis of convolutional sparse representations suggests that the 1,∞ might have favourable performance in practical applications [19, Sec. VI] , the experiments presented here indicate that it is greatly inferior to the 1 norm for denoising of images subject to Gaussian white noise. The 1,2 norm is superior to the 1,∞ norm, but also not competitive with the 1 norm.
The introduction of suitable weighting schemes greatly improves the performance of the 1,∞ and 1,2 norms, shrinking the performance gap between them, and making them competitive with the unweighted 1 norm. However, the performance of the 1 norm can also be improved by appropriate weighting, and the resulting method is again superior to the weighted 1,q norms. It is particularly noteworthy that this improvement makes CSC with the 1 norm competitive with the more common patch-based sparse denoising methods, a result which has not previously been reported in the literature.
Although the performance of CSC with the 1,q group norms in the denoising problem is disappointing, it is hoped that the demonstration that these problems are computationally expensive but tractable will spur further research, including the examination of alternative applications for which they may be more appropriate, and the development of more effective weighting schemes to improve their performance. Implementations of the algorithms proposed here will be included in a future release of the SPORCO library [26, 31] as an aid to the reproducibility of this research.
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