b e n ja m i n d. s o m m e r s A B S T R A CT Previous research found that Medicaid expansions in New York, Arizona, and Maine in the early 2000s reduced mortality. I revisit this question with improved data and methods, exploring distinct causes of death and presenting a cost-benefit analysis. Differences-indifferences analysis using a propensity score control group shows that all-cause mortality declined by 6 percent, with the most robust reductions for health-care amenable causes. HIV-related mortality (affected by the recent introduction of antiretrovirals) accounted for 20 percent of the effect. Mortality changes were closely linked to county-level coverage gains, with one life saved annually for every 239 to 316 adults gaining insurance. The results imply a cost per life saved ranging from $327,000 to $867,000 which compares favorably with most estimates of the value of a statistical life.
I. Introduction
The major expansion of Medicaid eligibility under the Affordable Care Act (ACA)-and the subsequent flexibility granted to states by the Supreme Court to opt out-has prompted a renewed debate about the value of Medicaid coverage. While evidence from the Oregon Health Insurance Experiment (OHIE) and other recent studies have demonstrated the program's value in reducing financial risk to beneficiaries and increasing access to health care services (Baicker et al. 2013; DeLeire et al. 2013; Finkelstein et al. 2012; Sommers and Oellerich 2013) , the literature is more ambiguous about the impact of Medicaid on health. This, in turn, has fueled significant debate about the relative economic merits of spending billions of additional public dollars on the program. With nearly 20 states still debating whether to expand Medicaid under the ACA, the relevance of these issues is clear.
In the landmark OHIE, which studied the effects of a lottery that randomly offered approximately 10,000 low-income adults the opportunity to enroll in Oregon's Medicaid program, acquiring Medicaid led to significant improvements in self-reported health and mental health, but no statistically significant changes in several physiologic measures. Meanwhile, in a much larger but nonrandomized analysis of three state Medicaid State Medicaid Expansions and Mortality // s o m m e r s expansions in the early 2000s, Sommers, Baicker, and Epstein (2012) used a differences-indifferences framework and found improved self-reported health and a significant decline in population-level mortality over a five-year follow-up period for nonelderly adults, compared with four neighboring states without expansions. The OHIE results-along with several methodological concerns about the Sommers et al. paper-have left some analysts to conclude that Medicaid offers no health benefits to beneficiaries (Roy 2013) .
Here, I revisit the Medicaid expansions in three states-New York, Arizona, and Maine-which extended Medicaid eligibility to a similar population of low-income adults as the OHIE and ACA expansions, 1 with several important methodological improvements. Using restricted access microdata (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) from the Centers for Disease Control and Prevention (CDC), which captures detailed information on every death occurring in the United States each year, I develop a more ideal control group for these expansion states, matching counties in those states based on pre-expansion mortality trends, as well as county-level demographic and economic indicators. I also use the more detailed data to explore specific causes of death, including health-care amenable causes of death-which previous research suggests may be more responsive to better access to medical care (Nolte and McKee 2003; Sommers, Long, and Baicker 2014) -and deaths related to HIV, since the introduction of highly aggressive antiretroviral therapy for HIV in the late 1990s led to well-documented declines in mortality that partially coincided with the Medicaid expansions in these states. Finally, I link these mortality data to county-level changes in the uninsured rate from before and after the Medicaid expansion, to test for the marginal impact of the coverage expansion and conduct a cost-benefit analysis of the mortality changes.
The primary findings are threefold. First, using more detailed data and a stronger identification strategy, I find robust evidence of an impact of Medicaid expansions on mortality similar to previous research. After Medicaid expansions in these three states, the population death rate for 20-to 64-year-old adults declined by 6 percent, or roughly 20 deaths per 100,000 when compared with adults living in demographically and economically similar counties in non-expanding states.
Second, mortality changes varied by cause of death. Declines in mortality were most robust for deaths from so-called health-care amenable causes, which declined by 6.7 percent, while deaths from other causes showed a smaller decline. While results for New York (the largest state with the largest proportional expansion) drove the all-cause mortality declines, analyses excluding New York suggest that health-care amenable mortality may have declined after expansions in Maine and Arizona as well. Meanwhile, HIV-related mortality was declining quite rapidly during this period, and HIV was much more prevalent at baseline in expansion states than in the control group. HIV-related mortality declines accounted for 20 percent of the overall mortality effect in this study. However, the relative decline in HIV-related mortality was nearly twice as large in Medicaid-expanding states as in non-expanding states, suggesting that expanded insurance worked in tandem with new antiretrovirals to produce larger health impacts.
Third, mortality changes were closely linked to county-level changes in insurance coverage, supporting the conclusion that expansion of health insurance rather than other contemporaneous changes were driving the changing death rates. A differences-indifferences-in-differences (DDD) model using elderly adults produced similar findings, further supporting the expansion of insurance coverage to working age adults as the most likely causal mechanism. Point estimates suggest that for every 239 to 316 adults gaining health insurance, one death was prevented each year. Using data from the OHIE of increased per-person health-care spending from acquiring Medicaid, this suggests a societal cost of $327,000 to $867,000 per life saved (in 2007 dollars), depending on assumptions about the deadweight loss of public financing.
The paper is organized as follows. Section II reviews the literature on the relationship between mortality and health insurance in general, and the impact of Medicaid in particular. Section III describes the data and methods. Section IV presents the results for all-cause mortality and analyses by cause of death. Section V presents additional specifications, including a DDD model with elderly adults and a model linking changes in mortality with county-level reductions in the uninsured rate. Section VI presents a cost-benefit analysis and concludes.
II. Previous Literature
There is a lack of consensus in the literature about the impact of health insurance on mortality. Studies of Medicare among the elderly have found mixed results: analysis of the 1965 introduction of Medicare did not find any mortality change (Finkelstein and McKnight 2008) , while a regression discontinuity analysis of more recent data detected a reduction in in-hospital deaths at age 65 (Card, Dobkin, and Maestas 2009) . Longitudinal analyses of private insurance have found large unadjusted differences in survival between insured and uninsured adults, but studies differ as to whether adjustment for underlying health differences fully explain the survival gap (Black et al. 2013; Kronick 2009) or still leave a residual mortality benefit of insurance (Wilper et al. 2009 ). Most recently, an analysis of Massachusetts' 2006 health reform found a significant reduction in mortality-particularly for health-care amenable causes of death-compared with a propensity score-defined control group (Sommers, Long, and Baicker 2014) .
With regard to Medicaid more specifically, a large body of research demonstrates that the program improves access to care and financial risk protection, compared with being uninsured. These studies include cross-sectional analyses using state eligibility as an instrument for Medicaid coverage (Long, Coughlin, and King 2005) , differences-indifferences analyses of Medicaid eligibility expansions (Currie and Gruber 1996a, 1996b) , and the recent randomized trial in Oregon (Finkelstein et al. 2012 ). However, evidence on Medicaid's impact on health and mortality has been mixed. Currie and Gruber (1996a, 1996b) showed that expansions of Medicaid eligibility to pregnant women and children in the 1980s led to reductions in infant mortality and child mortality, though others (Epstein and Newhouse 1998; Howell 2001) found little or no effect. In another recent paper, the initial implementation of Medicaid in the late 1960s was linked to a 40 percent individuallevel reduction in infant and child mortality for nonwhites (Goodman-Bacon 2013) .
Meanwhile, among adults a potentially more definitive study exists because of Oregon's fortuitous use of a lottery to randomly select low-income adults from a waitlist for the chance to enroll in Medicaid. The OHIE showed that gaining Medicaid led to significant and rapid improvements in self-reported health, major reductions in depression, and increased use of recommended services such as cancer screening and medication for diabetes. But over a mean follow-up of 18 months, there were no statistically significant changes in blood pressure, cholesterol, or glycated hemoglobin (Baicker et al. 2013; Finkelstein et al. 2012) . However, these latter three measures are far from the only pathway through which health care might reduce mortality, and some have argued that OHIE was underpowered to detect changes in these measures given the relative small number of participants who had elevated blood pressure, cholesterol, or glucose at the outset (Frakt 2013) . While OHIE did examine mortality at one year, with no significant changes detected (and a point estimate corresponding to a 16 percent relative mortality reduction), the confidence interval was extremely wide and could not rule out very large individuallevel mortality changes, with a 95 percent confidence interval ranging from −82 percent to +50 percent.
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In the absence of any randomized trial of adequate size to settle this question, the largest quasi-experimental analysis of Medicaid's impact on adult mortality comes from Sommers, Baicker, and Epstein (2012) . Using population-level vital statistics and survey data, the researchers showed that large state Medicaid expansions in 2001 and 2002 in New York, Arizona, and Maine led to a 3.2 percentage point decrease in the uninsured rate, gains in access to care and self-reported health, and a mortality decline of 20 deaths per 100,000 nonelderly adults, relative to adults in neighboring states without expansions. However, there are several potential threats to the study's identification strategy. First, different demographic features and pre-expansion trends between treatment and control states may have biased the results (Kaestner 2012) . Second, the results were largely driven by New York, which has several unique features that distinguish it from other states in the original sample. For instance, New York experienced a major increase in mortality in 2001 because of the terrorist attacks of September 11. Third, the Medicaid expansionsimplemented in 2001 and 2002-were concurrent with the ongoing diffusion of antiretroviral medications, which led to a dramatic decline in HIV-related mortality beginning in 1996 (Duggan and Evans 2008; Palella et al. 2006) . 3 Combined with New York's high 2 Finkelstein et al. (2012) used an instrumental variables analysis of the lottery for Medicaid eligibility to identify the local average treatment effect (LATE) of acquiring Medicaid. They measured a 0.0013 percentage point decrease in the likelihood of death compared with the control group, with a 95 percent confidence interval of [−0.0066, 0.0040] , from a baseline mortality rate of 0.008. Thus, their estimates imply a confidence interval for an individual-level mortality change of −82 percent to +50 percent. HIV rates, this raises the possibility that new medications rather than insurance may have caused the observed mortality decline. Finally, the authors' county-level mortality analysis was subject to the ecological fallacy and did not include information on insurance coverage at the individual or even county level. Here, I explore the impact of these three states' large Medicaid expansions with an improved data source and special attention to the main threats to validity from the original analysis: the comparability of pre-expansion trends and control state demographic features, the potential biases of September 11 and HIV antiretroviral therapy, and the lack of a direct link between insurance coverage and the observed mortality reductions. Finally, I use the estimates of deaths prevented per person insured to present a cost-benefit analysis of these state Medicaid expansions.
III. Data and Methods

A. D ATA
The primary data come from national vital statistics collected by the Centers for Disease Control and Prevention (CDC). The analysis by Sommers, Baicker, and Epstein (2012) used the publicly available Compressed Mortality File, which reports annual mortality rates by county age-race-sex cells. However, in the public use file, the CDC suppressed all cells with death counts between one and five, and Sommers et al. had to impute these suppressed values for 5 percent of the weighted sample. These suppression rules and imputation may have introduced bias and precluded more detailed analyses by causes of death.
To address these limitations, I obtained access to the complete US Vital Statistics data set. This data set is available only via direct application to the CDC, 4 and contains the following information on every US death occurring each year: age group, sex, race, cause of death, and county of residence. 5 The CDC pairs this information with the corresponding population denominator by county, age, sex, and race (from Census data) to allow for the calculation of an annual death rate. Causes of death are based on the International Classification of Diseases, versions 9 (1997 Diseases, versions 9 ( -98) and 10 (1999 Diseases, versions 9 ( -2007 .
Since differential changes in the economy in expansion versus control states may threaten the identification strategy, the mortality data were then merged with several county-year-specific economic indicators reported in the Area Resource File.
6 These measures were the unemployment rate (from the Bureau of Labor Statistics' Local Area 4 CDC data use policies prohibit the author from directly sharing this data set, but the application for data access is available at https://naphsis-public.sharepoint.com/programs/vital-statistics-data-research -request-process. 5 Location of death is based on the individual's residence. If a person dies in a county other than where they live, his/her death is counted in mortality statistics for their home county. 6 Interestingly, it is unclear what direction the potential bias would be from differential economic changes. While numerous studies document a major detrimental effect of lower socioeconomic status on survival, others have found that mortality decreases during recessions (Ruhm 2000 (Ruhm , 2005 . More recent research suggests that adjusting for unemployment as well as poverty rates and median income may be necessary to fully capture macroeconomic influences on mortality (Gordon and Sommers 2016 
The study design was a differences-in-differences analysis comparing annual mortality in county race-sex-age group cells in three expansion states-New York, Arizona, and Maine-with a control group of counties without Medicaid expansions. The control group was created by matching the subset of US counties that most resembled the counties in the expansion states based on pre-expansion mortality trends, baseline demographic features, and economic conditions. The study period was 1997-2007, with the pre-expansion baseline period defined as 1997-2000, and 2001 omitted from the sample to avoid any bias from the attacks of September 11. 7 The approach of using a propensity score-based control group of counties is similar to Sommers, Long, and Baicker's (2014) analysis of Massachusetts' health reform. It resembles the synthetic control group method (Abadie, Diamond, and Hainmueller 2015) by matching on pre-intervention trends in the outcome, but it additionally incorporates information on key covariates that are important predictors of the outcome and that differ significantly across counties. The trade-off of adding additional elements for matching is that the precision of the match for any one dimension may decrease as other factors are used in the propensity match. Thus, pre-expansion trend testing and placebo testing are still critical for assessing the identifying assumption.
The propensity score model was fit using the following county-level logistic regression for the whole United States in the pre-expansion period, weighted by each county's population size:
where c indexes the county. ExpansionCounty was a binary variable equal to one for counties in New York, Arizona, and Maine, and zero otherwise. X c is a vector of demographic traits (percentages of the county's population in each age group, race/ethnicity, and sex), based on the population of adults ages 20-64. 8 All economic and demographic variables (including the county annual employment rate, poverty rate, and median household 7 The time frame differs slightly here from Sommers, Baicker, and Epstein (2012) . In that paper, the sample was limited to five years before and after each state's expansion, which means that the study period was 1997-2006 for New York and Arizona, and 1998-2007 for Maine. Here, I use the full overlapping time period to be consistent across all states (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) , with year fixed effects to capture any national mortality trends. The first full year of coverage after each expansion is considered the first post-expansion year. 8 Nineteen-year-olds are classified in the mortality data as part of the 15-to 19-year-old age group, which is why the sample for working age adults for this analysis begins at age 20. income) were averaged over the 1997-2000 pre-expansion period. Coefficients β 5 through β 8 captured the annual mortality pattern (MortalityRate97 for the year 1997, for instance) for this same period. Then the model was used to generate predicted values (propensity scores) for each county, indicating its similarity to the expansion counties' overall population and mortality pattern over time.
In traditional propensity score matching, these propensity scores are then used to select specific matches to serve as controls for each treatment county. However, the distinctive nature of the CDC mortality data set introduces several challenges for this approach: the counties have widely different population sizes that have to be taken into account in the final regression models to produce meaningful population estimates, and the overall number of counties in the treatment states is small-just 93 overall, which may lead to a lack of power particularly for subgroup analyses. Thus, following previous work analyzing this data set (Sommers, Long, and Baicker 2014) , I use the propensity score to describe a composite synthetic control group defined as the quartile of counties (weighted by population size) with the highest propensity scores-that is, those most closely resembling the overall population of the three expansion states. This approach resulted in control counties being identified in all remaining 47 states but not the District of Columbia, yielding a final sample containing 50 state clusters. As a sensitivity analysis, I also tested more traditional propensity score matching approaches, using 5:1, 3:1, and 2:1 propensity score matches (without replacement) for each expansion county, incorporating a caliper of 0.2 times the standard deviation of the logit propensity score to confirm reasonable matches (Austin 2011) . These analyses produce similar findings to the main model.
Online Appendix Table A1 (see http://www.mitpressjournals.org/doi/suppl/10.1162 /ajhe_a_00080) shows the results from the logistic regression model for equation 1. The strongest county-level predictors of expansion status (as measured by the test statistic) were the age distribution (with expansion counties having an older population on average than the nation as a whole) and poverty rate (with expansion counties having a higher poverty rate on average). Other significant predictors were a higher proportion of women, fewer Latinos, and lower mortality in 1998 and 2000. Mortality rates for 1997 and 1999 are nonsignificant because of multicollinearity; in models only considering a single year mortality rate at a time, each of the four years are significant predictors (p < 0.05) in equation 1.
To determine whether this approach yielded a control group with similar preexpansion mortality trends, I first tested for differential linear trends for the years 1997-2000 in the control states versus the expansion states. I then conducted a falsification test for any divergence in mortality trends in 2000 (the last full year before the first expansions began), using only the 1996-2000 pre-expansion data and treating 2000 as a placebo expansion year. The results of these analyses, reported in Section IV, support the identifying assumption of similar pre-expansion mortality trends. Equation 2 describes the linear trend testing, and equation 3 describes the placebo test, both of which were analyzed using the pre-expansion data (1997) (1998) (1999) (2000) and weighted by population size:
where i indexed age, j race, k sex, c county, s state, and t year. The dependent variable is the mortality rate per 100,000 adults in each age-race-sex-county-year observation. X ijk was a vector of demographic traits (age group, race, and sex). County-Level Factors included county-year-specific poverty rate, median income (in 2007 inflation-adjusted dollars), unemployment rate, and percentage of the population that is Latino.
9 Ω is a vector of county fixed effects. β 3 is a linear time trend, and β 4 measures any differential time trend for the expansion states, compared with the control group.
Equation 3, which represents the placebo test for a differential mortality effect in the last pre-expansion year, replaces the linear time trend with μ, a vector of year fixed effects. Then β 3 captures the effect of living in an expansion state in the year 2000, the last year before any of the state Medicaid expansions. The remaining terms are defined as in equation 2. The regression used Huber-White robust standard errors clustered at the state level (n = 50).
The primary outcome was all-cause mortality, expressed as deaths per 100,000 adults. The unit of analysis was the year-specific age-sex-race cell within each county. Equation 4 shows the primary regression model:
As above, i indexed age, j race, k sex, c county, s state, and t year. The dependent variable is mortality per 100,000 adults in each age-race-sex-county-year observation. X ijk was a vector of demographic traits (age group, race, and sex). County-Level Factors included county-year-specific poverty rate, median income (in 2007 dollars), unemployment rate, and Latino percentage of the population. β 3 is the coefficient of interest, capturing the effect of being in an expansion state (Expansion State = 1) after Medicaid expansion (Postexpansion = 1). The direct effects of the post-expansion period and being in an expansion state are respectively captured by μ, a vector of year fixed effects, and Ω, a vector of county fixed effects. Robust standard errors were clustered by state (n = 50) (Bertrand, Duflo, and Mullainathan 2004) .
The primary regressions used linear models, but I also tested the robustness of the results using a generalized linear model (GLM) with a negative binomial distribution and log-link, which reports relative changes in mortality. The GLM regression equation was the same as the linear model, except the dependent variable was the number of deaths, with population size as the exposure variable. The GLM model also replaced county fixed effects with state fixed effects because negative binomial models do not perform well with numerous fixed effects.
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D. A N A LY S E S B Y C A U S E S O F D E AT H
I conducted two additional sets of analyses, analogous to the model in equation 4, but with different disease-specific mortality rates. First, following previous work used in international comparisons of mortality (Nolte and McKee 2003, 2008) and in the analysis of Massachusetts' health reform (Sommers, Long, and Baicker 2014) , I identified deaths due to so-called health-care amenable causes, including cardiovascular disease, infections, cancer, diabetes, kidney disease, and other conditions thought to be more responsive to timely medical care. The notion of health-care amenable causes of death has been widely used to assess health system performance and has been embraced by the World Health Organization (2000) as a measure of health-care quality. Major causes excluded from this definition include accidental deaths, suicides, and homicides. There has been suggestive evidence that insurance status can reduce mortality even from some of the latter conditions; for instance, in-hospital mortality may be as much as 40 percent higher for trauma victims without health insurance compared with insured patients (Doyle 2005) . However, the majority of trauma deaths occur before hospital admission, as is the case for homicides, suggesting that health insurance has limited ability to impact these conditions at the population level compared with other causes listed above.
11 Meanwhile, the OHIE showed that the acquisition of Medicaid significantly reduces depression rates (Baicker et al. 2013) , raising the possibility that coverage might also reduce suicide rates. While some trials of specific cognitive interventions have been shown to reduce recurrent suicide attempts (Brown et al. 2005) , the most common medical intervention for depression (antidepressant use) has not been shown to reduce suicides in randomized trials (Fergusson et al. 2005) , and the overall evidence base is mixed as to whether medical care reduces the risk of self-harm (Hawton et al. 2000) . Thus, it is reasonable to assume that any mortality effects mediated by insurance coverage should be larger for health-care amenable causes than for these other causes of death.
A second set of analyses examined deaths due to HIV and AIDS, and conversely analyzed mortality from all causes other than HIV. As discussed earlier, the introduction of highly aggressive antiretroviral therapy (HAART) in the late 1990s and early 2000s led to major reductions in HIV-related mortality (Palella et al. 2006) , and this trend was concurrent with these Medicaid expansions. Separating out this cause of death and looking at the relative declines in mortality between expansion and control states can shed light on the extent to which the all-cause mortality changes are attributable to HIV alone, and also whether Medicaid expansion facilitated the mortality reductions due to HAART among those with HIV. Table 1 summarizes the baseline characteristics for the three expansion states compared with (1) the propensity-defined control group; (2) the four neighboring states used as the original control group from Sommers, Baicker, and Epstein (2012) (Pennsylvania, Nevada, New Mexico, and New Hampshire); and (3) the full US sample outside of the expansion states. Given the large numbers of counties, many of these differences are statistically significant, but here I focus on the absolute magnitude of those differences and the standardized differences of the mean as more relevant measures of whether the groups are reasonably comparable.
IV. Results
A. D E S C R I P T I V E S TAT I S T I C S A N D C O N T R O L G R O U P
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Overall, standardized differences between the expansion states and propensity score group (ranging from 0.01 to 0.28) were smaller than the differences between the expansion states and the neighboring states (ranging between 0.23 and 0.68) for all but one of the 14 estimates. Thus, for nearly all measures, the propensity score control group resembled the expansion states more closely than did the neighboring state control group that had been used in previous research. While these differences were smaller for the propensity score control group, several standardized differences still exceeded the threshold of 10 percent that is one commonly used goal for propensity score analyses (Austin 2011) . However, note that while I use propensity scores here to improve the comparability of the control group, the study's causal identification still comes from differences-in-differences analysis, for which there is no precondition of comparability of covariates. Rather, the identifying assumption is still that in the absence of the Medicaid expansion, mortality trends would have been similar in the expansion and control states. The following section presents results of the tests for pre-expansion mortality trends.
B. P R E -E X PA N S I O N T R E N D S A N D P L A C E B O T E S T S
Figure 1 depicts mortality changes in the Medicaid expansion states and the propensity score control group (hereafter referred to simply as the control group) for all-cause mortality, deaths due to health-care amenable causes, and deaths from other causes. The pre-expansion mortality curves followed similar trajectories prior to 2001, when the expansions began. In the post-expansion period, mortality in the expansion states fell while it rose slightly in control states. Health-care amenable deaths show a post-2001 decline TA B L E 1 . Baseline features (1997) (1998) (1999) (2000) Table 2 presents the regression results for tests of parallel trends and the placebo test for the year 2000, comparing expansion states and the control group. In the linear trend analysis, the coefficient on Expansion State × Time Trend was statistically nonsignificant and close to zero (0.69 per 100,000 per year, p = 0.56). In the placebo differences-in-differences . "Non-amenable" causes of death are those not included in the category "health-care amenable. " However, this does not mean they cannot be impacted by health insurance, only that these death rates are likely to be less responsive to insurance coverage than other causes. model, the coefficient on Expansion State × Year2000 was also small and nonsignificant (1.80 per 100,000, p = 0.42). Thus, both the time trend and the placebo analyses show that the propensity score approach yielded a good match in baseline trend, consistent with the visual evidence in Figure 1 . The negative binomial GLM model produced similarly reassuring null results. While these results should not be surprising, given that the control group was selected in part based on the pre-expansion mortality rates, it is nonetheless useful to verify this as a necessary condition for the study's identification strategy. Table 3 presents the differences-in-differences results for all-cause mortality, in linear and negative binomial GLM models. In both models, Medicaid expansions led to a significant decline in all-cause mortality, equivalent to 19.1 fewer deaths per 100,000 in the linear model and a relative decline of 6.0 percent in the negative binomial model. These two results are nearly identical in comparison to the baseline mortality rate of 318 per 100,000. Other significant predictors of mortality were older age, black race, male sex, and higher poverty/lower median income. Table 4 presents differences-in-differences estimates for several types of mortality based on cause of death. Mortality reductions were significant (p ࣘ 0.01) for health-care amenable deaths, with a linear estimate of −12.0 per 100,000 and the negative binomial model showing a 6.7 percent reduction after the Medicaid expansion. Deaths from causes less amenable to health care also declined, though the effects were not significant at p ࣘ 0.05 (p = 0.068 in the linear model, p = 0.063 in GLM). While generally supportive of the hypothesis that health-care amenable diagnoses should be more highly impacted than other causes of death, the estimates for non-amenable causes are fairly imprecise and contain 95 percent confidence intervals extending well above and below the 6.0 percent relative decline in all-cause mortality. Figure 2 plots HIV-specific mortality during the study period for the expansion states and the control group. HIV-related mortality in the expansion states was nearly threefold higher than in the control states in the baseline period, and was already declining in both treatment and control states prior to the Medicaid expansions. However, the decline in control states was gradual after 2002, while the decline continued to accelerate in the expansion states, markedly narrowing the gap compared with the control states.
TA B L E
C. C H A N G E S I N A L L -C A U S E M O R TA L I T Y
D. A N A LY S E S B Y C A S E O F D E AT H A N D H I V
The regression results in Table 4 show that HIV-related deaths were indeed declining more rapidly in the treatment states after Medicaid expansion, by 3.8 deaths per 100,000 in the linear model. However, the linear model is biased by the difference in absolute risk of HIV at baseline, and pre-expansion trends show a significant divergence in HIV mortality (coefficient on Expansion State × Time Trend = −0.9, p < 0.001). This bias in the absolute HIV mortality reduction does not require that there was any faster diffusion of antiretrovirals in expansion states than in non-expansion states; the large difference in baseline prevalence of HIV alone creates this bias in the linear differences-in-differences model, even if the relative mortality reduction from these treatments was identical across states. The linear estimate in Table 4 causes of death are those not included in the category "health-care amenable. " However, this does not mean they cannot be impacted by health insurance, only that these death rates are likely to be less responsive to insurance coverage than other causes. 2 "HIV-specific control group" refers to an alternative sample in which the control counties were matched to the expansion counties based on demographic features and pre-expansion HIV-specific mortality rates, rather than all-cause mortality rate (the "standard control group"). a p < 0.01, b p < 0.05, c p < 0.10.
comprehensive insurance and is subject to block grants to states and localities that may limit its reach (Kaiser 2013 ). This suggests a significant potential role for Medicaid to expand access to HIV treatment, consistent with one prior instrumental variables analysis of insurance coverage in the early years of antiretroviral medications, which detected a 70-85 percent reduction in mortality for HIV-positive individuals obtaining Medicaid (Goldman et al. 2001) . For measuring whether Medicaid expansion facilitated the mortality reductions from antiretroviral therapy, the negative binomial GLM approach is preferable to the linear model, since it measures the differential relative change in HIV mortality and is not biased by higher baseline absolute HIV mortality in the expansion states. In the GLM model, there was no significant divergence in pre-expansion trends (−0.013, p = 0.13), and the differences-in-differences estimate indicates a 13.6 percent relative reduction in HIV mortality due to the Medicaid expansion. The unadjusted mortality statistics for HIV tell a similar story: the pre-versus post-expansion HIV death rate went down by 16 percent in the control group, while it decreased by 34 percent in expansion states. This suggests that Medicaid expansion facilitated the impact of antiretrovirals in the treatment of HIV, consistent with the findings in Goldman et al. (2001) .
As an additional analysis to probe these results, I created an HIV-specific comparison group, using the same matching approach described earlier, but with a focus on HIV-related mortality in the pre-expansion period. These results are presented in the last row of Table 4 , which shows a similar general pattern to the primary analysis-a roughly 15 percent relative reduction in HIV mortality due to the Medicaid expansion (or 2.6 deaths per 100,000). However, even within this HIV-specific control group, there was evidence of divergence in the pre-expansion HIV mortality trends (−1.0, p < 0.001). Narrowing the control group to the top decile of propensity-matched counties produced similar divergence. The difficulty in finding a comparable control group for this outcome points to how atypical the expansion states (New York in particular) were in terms of their high HIV rates.
Finally, because of the differential trends in HIV mortality in my expansion and control group, I also tested the effect of repeating the entire process of constructing the control group using non-HIV mortality only. These results, presented in Online Appendix Table A2 , show very similar results to the primary model-with reductions in all-cause mortality of −17.2 per 100,000 (p = 0.01) in the linear model and −5.6 percent (p = 0.01) in the GLM model, and for non-HIV mortality of −13.7 per 100,000 in the linear model (p = 0.02) and −4.0 percent in the GLM model (p = 0.02). Thus, whether or not one includes HIV deaths in the matching process for the control group does not substantially change the overall findings. The use of microdata with information on specific causes of death therefore lets us confidently exclude one important threat to validity-that HIVrelated changes were driving the findings for all-cause mortality after expansion.
E. R O B U S T N E S S C H E C K S A N D O M I T T I N G N E W Y O R K F R O M T H E S A M P L E
Online Appendix Table A2 presents several additional robustness checks. Pooling the data into a collapsed pre-and post-period to avoid any potential serial autocorrelation (Bertrand, Duflo, and Mullainathan 2004) produces nearly identical results, as does collapsing the county data into 500 state-year cells. Adding the year 2001 back into the sample also has minimal impact on the results. An interrupted time series model, in which the expansion is modeled as a change in slope in the mortality rate instead of an average change in level, shows that mortality gains grew over time: each additional post-expansion year led to a decline in the death rate of 4.3 per 100,000 (p < 0.001). Including additional years of data through 2010 also supports the conclusion that mortality gains grew over time.
14 Adding data from 2008-10 increases the estimated change in all-cause mortality from 19.1 per 100,000 to 22.5 per 100,000, and linear coefficients for other causes of death listed in Table 4 show similar changes that are 15-20 percent larger in magnitude than in the primary model. Using traditional "nearest neighbor" propensity score matching (5:1, 3:1, and 2:1) produces slightly smaller but highly significant declines in mortality due to the Medicaid expansions (−13.5 to −14.7 per 100,000, or −4.4 percent to −6.2 percent in GLM), compared with my baseline model that used as the control group the highest quartile of counties based on propensity scores.
State expansion effects may be heterogeneous, given that Medicaid programs vary considerably across states in many domains (Weil 2003) , including provider payment rates, provider adequacy, patient cost-sharing, covered benefits, and use of managed carewhich has been the exclusive delivery model used in Arizona's Medicaid program since its inception in 1982 (McCall 1997) . New York's population also predominates in the full sample. Accordingly, I tested the impact of excluding New York from my sample, using a propensity-matched control group for Maine and Arizona constructed analogously to the overall control group. Online Appendix Table A3 presents these results. The estimated mortality declines in both linear and GLM models were much smaller than for the overall sample. With a more refined control group and richer data on cause of death, I find a significant decline of 2.7 percent in health-care amenable deaths in these two states in the negative binomial model. However, this finding is contingent on the functional form and is not significant in the linear model. While suggestive of a potential impact of the Medicaid expansion in these two states, mortality changes in these states nonetheless appear smaller than those in New York.
Numerous policy differences exist between Medicaid programs across states. It is possible that some of these differences help explain the larger and more robust mortality changes detected in New York. For instance, New York's physician capacity, measured per 100,000 residents, far exceeded that of Arizona and Maine (385 per versus 204 and 246, respectively, as of the year 2000), and this may serve as an important facilitator of population health effects in a coverage expansion.
15 New York's Medicaid program during this period was also particularly generous, with one 50-state analysis concluding that New York's Medicaid program was the most comprehensive in the nation in terms of benefits and cost-sharing (Arellano and Wolfe 2007) .
While it is possible that the New York Medicaid expansion produced larger mortality changes because of differences in program features, another likely contributor is that the much smaller populations in Maine and Arizona, combined with smaller relative expansions, limited the power to detect a population-level effect on mortality. Enrollment statistics for the Medicaid expansion programs from winter 2005 indicate that New York had enrolled over 460,000 individuals in its expansion (Artiga and Mann 2005) approximately 4 percent of its nonelderly adult population, based on data from the 2005 Current Population Survey. By contrast, Maine had enrolled just under 24,000 and Arizona 13,000 which combined to represent just 0.9 percent of the nonelderly adult population in those two states. Thus, the expansion in New York was more than 12 times as large in absolute terms and 4 times as large in relative terms than the expansions in the other two states put together. These dramatic differences in population size and expansion impact may explain why results for the two smaller states are much more equivocal.
V. Alternative Specifications
One natural test of whether Medicaid expansion was in fact the underlying cause for the observed mortality decline comes from a comparison to elderly adults. Adults 65 and over are generally excluded from Medicaid eligibility expansions, and baseline coverage rates are in the range of 98-99 percent because of Medicare (DeNavas-Walt, Proctor, and Smith 2011). However, many potential state-specific mortality changes related to improvements 15 While New York has below-average physician participation rates in Medicaid, this disparity is far outweighed by New York's overall greater number of physicians. Sixty-two percent of New York physicians accept Medicaid, compared with 74 percent in Maine and 78.5 percent in Arizona (Decker 2013) . Applying these percentages to physician capacities, New York still has 240 Medicaid-participating physicians per 100,000, compared with 160 in Arizona and 182 in Maine.
in medical technology, the environment, or epidemiology of disease should be filtered out by the DDD approach.
The model was a standard DDD regression, described in equation 5: Direct effects for age are captured by the vector X (which includes age group, race, and sex), while direct effects of the post-expansion period and being in an expansion state are captured by year fixed effects (μ) and state fixed effects (Ω). County-level factors are as in equation 4. The full set of interaction terms for age, time period, and expansion state are included. β 4 is the coefficient of interest, capturing the effect of being in an expansion state after expansion for nonelderly adults, relative to adults 65 and older. Given very different baseline death rates for the elderly versus nonelderly (Online Appendix Figure A1 ), this analysis uses the negative binomial GLM. Online Appendix Figure A1 shows the mortality trends for elderly adults in expansion and control states, which appear similar before and after the Medicaid expansions. Table 5 presents the regression results. All-cause mortality changed by −1.5 percent among elderly adults after Medicaid expansion in the treatment states, while the DDD estimate for nonelderly adults was a −4.8 percent decline after the expansion, with both coefficients significant at p < 0.10. This corresponds to an expansion effect specific to nonelderly adults 4 times larger than for elderly adults (6.3 percent versus 1.5 percent). By cause of death, the DDD estimate for health-care amenable mortality among nonelderly adults was −6.2 percent (p < 0.001), with no direct effect on elderly adults, and neither age group experienced a significant decline in non-amenable causes of death after expansion.
B. M O R TA L I T Y A N D C O U N T Y -L E V E L C H A N G E S I N T H E U N I N S U R E D R AT E
In this section, I test directly whether county-level estimates of health insurance coverage in these expansion states were tied to the observed mortality changes. This approach is similar to several studies of Massachusetts' health reform (Miller 2012; Sommers, Long, and Baicker 2014 ) and a recent working paper on the Affordable Care Act (Courtemanche et al. 2016) , which rely on local variation in insurance coverage rates as an additional means of identifying the effect of coverage expansion. This analysis used county-level data on the percentage of adults ages 19-64 who are uninsured, from the US Census Bureau's Small Area Health Insurance Estimates (SAHIE). SAHIE estimates are based on microdata from the Current Population Survey, combined with data from the 2000 Census and administrative data from the Internal Revenue Service, the Supplemental Nutrition TA B L E 5 . DDD estimates of state Medicaid expansion effect on mortality for nonelderly adults The first approach simply stratified the original sample into two sets of countieshigh-uninsured counties and low-uninsured counties, using the 2000 populationweighted median uninsured rate in the expansion states. The results in Table 6 (model 1) indicate that counties with high-uninsured rates prior to Medicaid expansion experienced much larger mortality reductions (−29.4 per 100,000), compared with counties with low uninsured rates (−7.7 per 100,000). The second approach follows that used by Miller (2012) in her analysis of Massachusetts, in which she used the pre-expansion county uninsured rate interacted with a post-expansion indicator as the independent variable of interest. The results (model 2 in Table 6 ) show that mortality declines varied significantly with the pre-expansion uninsured rate, with a coefficient of −99.4. This corresponds to a mortality decline of 9.94 per 100,000 for each additional 10 percent increment in the pre-expansion county-level uninsured rate.
The previous two models have the advantage of measuring coverage exogenously, by using only pre-expansion data to identify counties with larger potential gains in coverage. However, for a cost-benefit analysis, it is necessary to measure the mortality change per additional person insured. For this analysis, I estimated the following linear model using those years for which SAHIE data are available (2000, , replacing the binary differences-in-differences indicator with a parameterized measure of coverage gains from TA B L E 6 . Mortality (deaths per 100,000) and county-level coverage changes due to Medicaid expansions Notes: All coefficients report changes in mortality per 100,000. Model 1 is the baseline linear model with the sample stratified into high-uninsured and low-uninsured counties based on 2000 SAHIE estimates. Table 6 presents these results. In all models, county-level coverage gains led to significant mortality declines, with point estimates ranging from −316 to −419. ΔCoverage is reported as a fraction from −1.0 to 1.0, so these coefficients indicate that each percentage point of coverage led to 3.16-4.19 fewer deaths per 100,000. Alternatively, this suggests that the expansions needed to cover between 239 and 316 people to prevent one death per year, the so-called number needed to treat (NNT). 19 We can use this parameter to translate the observed population-level mortality changes into an individual-level risk reduction in mortality due to gaining coverage, with the following relationship: 20 NNT × baseline mortality × individual risk reduction = 1 death per 100,000.
Using an NNT of roughly 300, this leaves two degrees of freedom: the baseline mortality rate for those gaining insurance, and the individual-level risk reduction of coverage. Neither is observed directly in the mortality data set, but one can make reasonable inferences for the former. The baseline population-wide mortality rate in expansion states was 318/100,000. But the mortality rate for uninsured adults-and in particular for uninsured adults living near or below the federal poverty level-is significantly higher. The relative risk of death among poor adults ages 19-64, compared with the general population, has been estimated to be 1.75 (Galea et al. 2011) . Even after controlling for income, sex, and age, the uninsured still have higher mortality rates, with a relative risk estimated by Kronick (2009) to be 1.25. Putting these two hazard ratios together with the baseline mortality rate implies that low-income uninsured adults in these states had a mortality rate of roughly 700 per 100,000. If we assume that the mortality rate for those who signed up for Medicaid was equal to those who did not sign up for Medicaid, this implies an individual-level mortality reduction of 48 percent.
However, previous research has demonstrated that poor health itself is a strong predictor of Medicaid take-up, conditional on eligibility (Kenney et al. 2012 ). This suggests that baseline mortality among those who actually enrolled in these states' Medicaid 18 An alternative approach would be to use Medicaid expansion as an instrument for county-level changes in the uninsured rate. This approach yields a larger reduction in mortality linked to coverage gains, with a coefficient of −1,127 (p = 0.04). However, the direct effect of Expansion State × Post in Table 6 remains significant in models containing county-level coverage changes, which suggests that the SAHIE county-level estimates of coverage gains do not explain the full mortality effect. This may be because of a combination of measurement error in the SAHIE and spillover effects of expansions that affect mortality through channels other than increasing coverage. In any event, these results suggest that the exclusion restriction does not hold. 19 A coefficient of −419 means −4.19 fewer deaths per 100,000 for a percentage point of coverage. NNT = 1,000 covered per 100,000/4.19 deaths prevented per 100,000 = 239. 20 This calculation makes the assumption that all mortality gains accrue to those individuals who gained coverage, without any spillover effects on other people in the state. If there are any spillover effects on population mortality, this calculation will overstate the individual-level risk reduction associated with acquiring health insurance. expansions was likely significantly higher. If adverse selection confers an additional 25 percent mortality risk, 21 this would imply an individual-level mortality reduction from gaining insurance of 38 percent, consistent with several prior estimates (Goodman-Bacon 2013; Hadley 2003; Wilper et al. 2009 ) from the admittedly conflicting literature on the topic. The 95 percent confidence intervals in Table 6 provide a lower bound on the individual-level risk reduction of 25 percent.
To further explore whether these results are solely due to mortality changes in New York, I repeated the regressions using ΔCoverage in Table 6 with New York excluded from the sample. The resulting coefficient on Expansion State × ΔCoverage ranged from −142 to −149 per 100,000 (all p < 0.05). These estimates are roughly half as large as those for the full sample including New York. These findings suggest that the coverage expansions in Maine and Arizona were linked to smaller mortality reductions than in New York, though the nonsignificant results in the overall differences-in-differences model appear to be due to lack of power compared with effects that are detectable in models focused on countylevel coverage changes.
VI. Cost-Benefit Analysis and Conclusion
The relationship between coverage gains and mortality changes offers a straightforward way to assess the cost-benefit ratio of Medicaid's impact on population mortality. Of course, many if not most of the benefits of coverage are not due to mortality reductions. Health-related quality of life and financial protection are far more common benefits of coverage. One previous analysis suggested a utility-based gain from financial risk protection in Medicaid equivalent to a value ranging from roughly $500 to $3,000 per person, depending on the extent of risk aversion (Sommers and Oellerich 2013) , and a recent working paper found substantial improvements in debt related to the ACA's Medicaid expansion equal to a $600-$1,000 per-person reduction in collection balances (Hu et al. 2016) . Meanwhile, OHIE found that Medicaid increased the proportion of adults reporting "good, very good, or excellent health" by 13 percentage points (Finkelstein et al. 2012) and reduced depression by 9 percentage points (Baicker et al. 2013) , as part of a larger welfare gain among beneficiaries equal to 20-40 percent of total Medicaid spending (Finkelstein, Hendren, and Luttmer 2015) . While these financial and non-mortality health benefits are key elements of a comprehensive assessment of Medicaid, here I focus simply on mortality because this allows for a direct comparison to the existing literature on the value of a statistical life for various public policy and health interventions.
In the previous section, I estimated that the Medicaid expansion covered 239-316 adults to prevent one death per year. The Oregon Health Insurance Experiment, studying a similar population of low-income adults eligible for a Medicaid expansion, detected a 25 percent increase in overall medical spending from gaining Medicaid (Finkelstein et al. 2012) . 22 Thus, each death prevented in my analysis leads to an estimated increase in health-care spending of $186,000 to $246,000 based on the number needed to treat.
However, this does not account for the fact that Medicaid expansion replaces with taxsupported insurance coverage the other 75 percent of medical spending that was primarily occurring using private dollars-either out-of-pocket spending or uncompensated care. While some of this pre-expansion care was likely publicly financed to begin with via public hospitals and clinics, I make the conservative assumption that it was all privately fundedwhich means that these results provide an upper bound on the cost per life saved. Factoring in the deadweight loss of this crowd-out of private medical spending, we are left with the following formula:
where NNT is number needed to treat and DWL is the deadweight loss of public financing as an assessment of the distortionary effect of raising taxes to pay for public programs. Typical estimates in the public economics literature for this DWL range from roughly 15 percent to 50 percent; however, it is worth noting that these estimates are primarily driven by labor supply elasticities, which are themselves the subject of considerable imprecision in the literature (Ballard, Shoven, and Whalley 1985; Browning 1987) . 23 This range, combined with the set of values for NNT estimated above, produces a cost per life saved ranging from $327,000 to $867,000 (Online Appendix Table A4) in 2007 dollars. 24 These values compare favorably with estimates from the literature on the value of a statistical life (Viscusi 1992 (Viscusi , 1993 used by the government to evaluate public health and environmental policies, which have been pegged at a mean of $7.6 million, with a range from $950,000 to $21.4 million, in 2007 inflation-adjusted dollars (Robinson 2007 ). Table V from Finkelstein et al. (2012) report an estimated $778 increase from a baseline mean of $3,156, in 2007 dollars. While New York has the nation's most expensive Medicaid program, this is mostly due to costs for elderly adults and individuals with disabilities. The OHIE estimate for perperson spending among nonelderly adults in Medicaid ($3,934) is quite similar to a contemporary estimate of per capita costs for nonelderly adults in New York's Medicaid program: $3,953 in 2003 dollars, equal to $4,454 in 2007 dollars (http://www.cbcny.org/sites/default/files/reportsummary_medicaid_04202006.pdf, accessed July 1, 2014). Replacing the baseline level of spending from OHIE with the latter estimate simply increases the results proportionately, by 13 percent. 23 Note that this DWL does not include the moral hazard of health insurance (i.e., increased utilization due to the reduced cost of care), which in my calculation is already directly captured by the changes in medical spending derived from the OHIE results. 24 Several back-of-the-envelope cost-benefit analyses have been advanced following the publication of the Massachusetts mortality study (Cannon 2014; Pollack 2014) . However, these typically have treated the government payment towards subsidized coverage as the "cost of insurance. " This is incorrect for two reasons. First, we are interested in the marginal societal cost, and in the absence of subsidized coverage uninsured people do not consume zero health care-they appear to consume nearly 80 percent of what insured people do, according to the OHIE. Second, this approach ignores the deadweight loss of public financing. The first omission is much larger than the second, which means that these previous estimates overstate the cost per life compared with the method here.
LATE results in
In conclusion, in this differences-in-differences analysis of state Medicaid expansions to low-income adults, I find that expansions led to a 6 percent relative decline in mortality over five years of follow-up, compared with a control group of counties with similar pre-expansion mortality trends and demographic features. There was a highly significant decline in health-care amenable causes of death, while effects for other causes of death were generally smaller and only marginally significant. Declines in HIV-related deaths accounted for 20 percent of the overall mortality effect, and the Medicaid expansions appear to have facilitated the impact of antiretroviral therapy during this period. Mortality declines were closely linked to county-level changes in insurance coverage, with one death prevented annually for every 239 to 316 adults gaining health insurance, which implies a cost per life saved that compares favorably with the standards used to evaluate existing public policy interventions.
