Dynamics of the Leeuwin Current: Part 1. Coastal flows in an inviscid, variable-density, layer model  by Furue, Ryo et al.
Dynamics of Atmospheres and Oceans 63 (2013) 24–59
Contents lists available at ScienceDirect
Dynamics  of  Atmospheres
and  Oceans
journal homepage: www.elsevier.com/locate/dynatmoce
Dynamics  of  the  Leeuwin  Current:  Part  1.
Coastal  ﬂows  in  an  inviscid,  variable-density,
layer  model
Ryo  Furuea,∗, Julian  P.  McCrearya,  Jessica  Benthuysenb,c,d,
Helen  E.  Phillipsd,  Nathaniel  L.  Bindoffb,e
a IPRC, University of Hawaii, Honolulu, HI, USA
b CSIRO Marine and Atmospheric Research, Hobart, Tasmania, Australia
c Centre for Australian Weather and Climate Research, Hobart, Tasmania, Australia
d IMAS, University of Tasmania, Hobart, Tasmania, Australia
e ACE CRC/IMAS, University of Tasmania, Hobart, Tasmania, Australia
a  r  t  i  c  l  e  i  n  f  o
Article history:
Received 3 September 2012
Received in revised form 4 March 2013
Accepted 26 March 2013
Available online 4 April 2013
Keywords:
Slope currents
Thermohaline forcing
Analytical model
Beta effect
Leeuwin Current
a  b  s  t  r  a  c  t
In this  paper,  we  investigate  basic  dynamics  of  the  Leeuwin  Cur-
rent  (LC)  using  a  dynamically  “minimal”  model,  one  that  lies  at  the
bottom  of a  planned  hierarchy  of  LC  models.  The  model  is  a steady-
state,  inviscid,  2-layer  system,  in which  the  upper-layer  density  is
ﬁxed  to  1(y),  all  mixing  and  advection  are  ignored,  and  ˇ /=  0.  As  a
result,  solutions  can  be  obtained  analytically.  Our  model  both  sim-
pliﬁes  and  extends  prior  models  of  this  sort,  which  include  bottom
drag  in a fundamental  way  and adopt  the  f-plane.
Solutions  are  obtained  in a semi-inﬁnite  domain,  x ≤  xe, y  ≤ yn, in
the  southern  hemisphere  (yn <  0),  and  there  is  a continental  slope
along  the  eastern  boundary  with  the  depth  proﬁle  D(x).  Generally,
the  interface  beneath  layer  1 intersects  the  continental  slope  along
a  “grounding”  line,  x = xg(y)  ≤ xe, in which  case  the  basin  is divided
into  offshore  and  coastal  regimes,  and  the  model  reduces  to  a
1-layer  system  in  the  latter.  Solutions  are  forced  by the  density  gra-
dient  ∂1/∂y, by  alongshore  winds  y, and  by the  thermocline  depth
along  the  northern  boundary  H1, where  H1 simulates  the  impact  of
the  Indonesian  Throughﬂow  on  the  density  structure  in  the north-
eastern  basin.  The  ﬂow  ﬁeld  can  be  divided  into  depth-integrated
and shear  (thermal-wind)  parts,  and,  because  density  advection
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is  neglected,  the  former  is  independent  of  the latter.  The  depth-
integrated  equations  are  hyperbolic,  their  solution  determined  by
the offshore  propagation  of boundary  values  along  Rossby-wave
characteristics.
Even  though  there  is  no Rossby-wave  damping,  a coastal  jet  is
trapped  over  the  slope.  Both  the  coastal  jet  and  the offshore  ﬂow
ﬁeld  are  completely  determined  by  the  offshore  propagation  of sig-
nals from  the  coast;  moreover,  the  offshore  circulation  depends
only  on  the  depth  of the continental  shelf  at the  coast,  D(xe),  and
is  independent  of  the  slope  proﬁle  farther  offshore.  For  density-
driven  solutions,  the grounding  line  shifts  offshore  and  hence  the
LC  deepens  poleward;  there  is  downwelling  over  the  shelf,  as  well
as westward  ﬂow  at the  bottom  of  the  upper  layer,  both  associ-
ated  with  the  thermal-wind  circulation  and  existing  only  when
ˇ  /=  0; the  speed  of  the  coastal  jet is proportional  to  ∂D/∂x;  and
its  transport  is  proportional  to  H21 , so  that  it is  strongest  farther  off-
shore and  is  very  sensitive  to  the  speciﬁed  thermocline  thickness
in the  northern  basin.  When  equatorward  wind  stress  is  included,
an  equatorward  jet can  develop  very  nearshore  provided  that  the
wind stress  is  strong  enough  to overcome  the  density  forcing.
© 2013  Elsevier  B.V.  All  rights  reserved.
1. Introduction
1.1. Background
1.1.1. Observations
The Leeuwin Current system (LCS), located along the west coast of Australia, is strikingly different
from other eastern-ocean coastal systems. In particular, the alongshore currents ﬂow in the opposite
direction, with the near-surface Leeuwin Current (LC) ﬂowing poleward against the prevailing equa-
torward winds and the subsurface Leeuwin Undercurrent (LUC) ﬂowing equatorward. Moreover, the
LC intensiﬁes poleward as it ﬂows against the wind, attaining an annual-mean speed greater than
50 cm s−1 as far south as 28◦ S (Legeckis and Cresswell, 1981; McCreary et al., 1986; Feng et al., 2005;
Weller et al., 2011). South of 28◦ S, part of the LC transport is carried offshore by eddies (Feng et al.,
2005, 2007), a possible indication of the LC’s becoming unstable near this latitude. Feng et al. (2003)
reported a climatological transport of 2 Sv in austral summer and 5 Sv in austral winter with an annual
mean of 3.4 Sv at 32◦ S, the strengthening during winter apparently due to the slackening of equa-
torward winds (Godfrey and Ridgway, 1985; Smith et al., 1991) or to the pressure rise in the north
(Godfrey and Ridgway, 1985).
Fig. 1 shows alongshore currents (shading) and isotherms (contours) in a zonal section across the
LCS at 29.5◦ S. The LC extends from the ocean surface to the continental slope with its core typi-
cally lying at, or just offshore from, the shelf break, and it is located somewhat farther offshore at
greater depths. In addition to the LC and LUC, nearshore equatorward currents develop seasonally
at some locations along the coast (e.g., the Ningaloo and Capes Currents), apparently in response
to the alongshore winds (Woo  et al., 2006a,b; Rennie et al., 2007; Pattiaratchi and Woo, 2009).
The LC appears to deepen poleward (Smith et al., 1991). Godfrey and Weaver (1991) also noted
the deepening in LC solutions to their density-driven OGCM and attributed it to mixed-layer pro-
cesses: Warm water advected south in the LC generates convective mixing that deepens the upper
layer.
In their observational study of the LC, Smith et al. (1991) discussed near-surface onshore and sub-
surface offshore ﬂows indicated by their current meter records at the edge of the continental shelf.
Woo  and Pattiaratchi (2008) also inferred such a circulation from the distribution of watermass prop-
erties. Analyzing an ocean general circulation model (OGCM), Domingues et al. (2007) also reported
the existence of near-surface onshore ﬂow, nearshore downwelling, and subsurface offshore ﬂow that
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Fig. 1. Zonal section across the Leeuwin Current at 29.5◦ S, showing annual mean temperature (contours; C. I. = 1 ◦C) and
alongshore geostrophic velocity (shading; C. I. = 5 cm s−1) referenced to 300 m (based on Feng et al., 2005).
extended into the thermocline. In their theoretical studies, Thompson (1987) and Huthnance (1995)
postulated a similar cross-slope circulation. These studies, as well as Smith et al. (1991), identiﬁed
the near-bottom offshore ﬂow as the Ekman drift associated with the geostrophic poleward ﬂow (the
LC).
The LCS is connected to large-scale circulations within the South Indian Ocean (SIO). One near-
surface connection is the striking poleward sea-level drop of about 20–30 cm from 20◦ S to 30◦ S
in the eastern SIO (Fig. 2; Godfrey and Ridgway, 1985), and a similar drop extends across much of
the basin (see, e.g., Maximenko and Niiler, 2006). It is likely caused by surface buoyancy ﬂuxes that
increase sea-surface density polewards (Godfrey and Weaver, 1991). The drop is associated with shal-
low (z  −200 m),  geostrophic, eastward ﬂow ∼5 cm s−1, which provides a signiﬁcant source of water
for the LC (Godfrey and Ridgway, 1985; Smith et al., 1991; Weller et al., 2011). Another connection
Fig. 2. Horizontal map  of annual-mean surface dynamic height (contours, cm)  from the 1992–2002 Mean Dynamic Ocean
Topography (Maximenko and Niiler, 2005, 2006) and annual-mean surface density (shading, ) from the World Ocean Atlas
2001 (Conkright et al., 2002) in the eastern South Indian Ocean.
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is that some water from the Indonesian Throughﬂow (ITF) appears to bend southward to join the
LC within and offshore from the North West Shelf (Domingues et al., 2007; D’Adamo et al., 2009),
providing a second source of LC water. The near-surface water of the LC in the north indeed has the
watermass characteristics of ITF origin (Woo  and Pattiaratchi, 2008). The relative contributions of each
of the two sources to the LC is not well understood.
1.1.2. Dynamics
A number of modeling studies have investigated LC dynamics. Given that Rossby waves radiate
eastern-coastal circulations offshore, a key issue about the LC (or any other eastern-boundary cur-
rent) is how it remains coastally trapped. Two processes have been invoked for inhibiting offshore
propagation: vertical diffusion and trapping by the continental shelf. Another issue is just what forces
the LC. Since the LC ﬂows against the prevailing winds, and since they do not seem to have strong
enough anticyclonic wind curl that can account for observed LC speeds (Godfrey and Ridgway, 1985),
they are not likely to be the cause of the LC. Other proposed forcing mechanisms are the ITF and
thermohaline forcing.
1.1.2.1. Trapping. In inviscid models without a continental shelf, it is well-known that westward-
propagating Rossby waves inhibit the development of eastern-boundary currents by propagating them
offshore: Coastal currents remain only when there is vertical diffusion, which damps Rossby waves
associated with higher-order baroclinic modes before they can propagate very far offshore (McCreary,
1981). The Kundu and McCreary (1986) and McCreary et al. (1986) models of the LC are of this sort. A
nice feature of the solutions in both studies is that they produce an LCS in qualitative agreement with
observations, with an LC and LUC, coastal downwelling, and subsurface offshore ﬂow. A limitation,
however, is that the required diffusion must be large (1–10 cm2 s−1 across the pycnocline) in order to
produce sufﬁcient trapping, arguably unrealistically so.
Another possibility for trapping eastern-coastal currents is the continental slope. Csanady (1978,
1985) developed a dynamically simple coastal model, which has subsequently been used in a num-
ber of coastal studies, including LC studies (Weaver and Middleton, 1989, 1990). In this model, the
coastal ocean is a linear, one-layer system, bottom drag is a ﬁrst-order dynamical process, solutions
are obtained on the f-plane, and the coastal solution is matched to a speciﬁed interior ﬂow at some
distance offshore. In addition, the layer density, (x, y), is externally prescribed and allowed to vary
spatially, a simpliﬁcation that eliminates density advection and hence allows for analytic solutions.
Fig. 3 illustrates the structure of a typical model of this sort, one that is matched to a 2-layer model
offshore at the “grounding line” x = xg(y).
In response to forcing by winds or an imposed horizontal density gradient ∇, solutions to the
Csanady (1985) model develop slope currents, suggesting that the continental shelf can trap coastal
currents. This property is not demonstrated conclusively, however, because solutions are obtained on
the f-plane, which precludes offshore propagation by Rossby waves. Furthermore, they fundamentally
involve bottom drag, so that the coastal trapping could be caused by that process. Regarding this
point, Weaver and Middleton (1989) report in passing (at the request of a reviewer) that an LC still
remains in one of their solutions without bottom drag, supporting the idea that trapping is caused by
the shelf itself.
1.1.2.2. Forcing. Kundu and McCreary (1986) investigated the idea that the LC is a retroﬂected branch
of the ITF. They represented the ITF as a prescribed inﬂow of near-surface (z > −200 m) water through
the eastern boundary of the basin. Provided that damping of Rossby waves by vertical diffusion was
sufﬁciently strong, part of the inﬂow did retroﬂect to ﬂow southward along the eastern boundary, the
model LC. Its strength, however, was weak in comparison to the observed LC (current speeds about
20% or less), regardless of the strength of the diffusion. Furthermore, the boundary current weakened
to the south away from the forcing region, in contrast to the observed strengthening. The authors
concluded that an ITF retroﬂection could contribute to the LC but was not likely to be its primary
cause. Domingues et al. (2007) showed that an ITF retroﬂection did join with their model LC, but its
quantitative contribution was not clear.
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Fig. 3. (a) Plan view of the model ocean. Notice the aspect ratio of the domain. The thick dotted curve is the grounding line
x  = xg(y), which divides the ocean into “offshore” and “coastal” regions. The thin curves are examples of characteristics. The
thick  solid curve is the “corner characteristic”, which divides the ocean into Regions 1 and 2. These curves are computed for
the  standard parameters in Section 4 with H1 = 100 m and De = 50 m but for a shelf proﬁle D(x) (shown in panel b) which is for
illustration only and not used in the text. (b) Schematic diagram illustrating an across-shore section of the model when D(x)
has a ﬂat shelf, whose western edge is located at a constant longitude, xs .
Several studies, using a variety of types of ocean models, have explored the idea that the density-
driven, eastward ﬂows across the SIO drive the LC (McCreary et al., 1986; Thompson, 1987; Weaver and
Middleton, 1989, 1990; Godfrey and Weaver, 1991). In all these solutions, the transport of the eastward
ﬂows is strong enough to overwhelm the offshore Ekman transport driven by the alongshore winds.
The resulting net onshore ﬂow bends poleward to form the LC. Since the forcing (eastward ﬂow) exists
at most latitudes in the SIO, the LC strengthens to the south, consistent with observations.
If the LC is indeed forced by the density-driven, eastward ﬂow, the ITF can impact the LC simply
through its effect on the density ﬁeld in the northeastern SIO (Weaver and Middleton, 1990; Godfrey
and Weaver, 1991): In response to the open Indonesian passages, it adjusts to have a structure sim-
ilar to that in the equatorial, western Paciﬁc, and as a result the thermocline depth (H1) there is
greater by about 100 m than it is in the eastern, equatorial Paciﬁc and Atlantic Oceans. Both Weaver
and Middleton (1990) and Godfrey and Weaver (1991) noted that the density-driven LCs in their
solutions were very sensitive to the value of H1: When H1 was  large (small), their solutions were
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dominated by thermohaline (wind) forcing, producing a coastal-current regime like that off west
Australia (Peru).
1.2. Present research
The above modeling studies point toward several general conclusions about LC dynamics: First,
the LC is trapped to the coast either by vertical diffusion, by the continental shelf, or both, with shelf
trapping likely being of greater importance; second, the LC may  be forced partly by a retroﬂected
branch of the ITF, but likely more so by the density-driven, shallow eastward ﬂows that span much
of the SIO; and third, the strength and structure of the LC are dependent on the thermocline depth
in the northeastern SIO. Despite these advances, basic dynamical questions remain unresolved. Per-
haps most fundamentally, it is not clear what determines the strength and structure of the interior,
shallow, eastward ﬂow that feeds the LC. It is also not clear what processes trap eastern-coastal cur-
rents over the slope when  ˇ /= 0. Furthermore, the speciﬁc effects on the LC of various forms of mixing
(bottom drag, vertical diffusion, horizontal viscosity, etc.) and of density advection are not well under-
stood: Are they ﬁrst-order processes essential for the existence of the LC, or are they secondary ones
that only act to modify its structure? Finally, what processes are required to generate the Leeuwin
Undercurrent?
We investigate these and other questions in a series of papers that present a hierarchy of solutions
designed to isolate and understand the impacts of speciﬁc processes. In this paper, we neglect mixing,
bottom drag, and advection; and report solutions at the base of the hierarchy. Speciﬁcally, we obtain
solutions to a variable-density, 2-layer model, similar to the models considered by Csanady (1978,
1985) and Weaver and Middleton (1989, 1990) except that we  both simplify and extend the model by
neglecting bottom friction and allowing  ˇ /= 0. Solutions are found in a semi-inﬁnite domain, x ≤ xe,
y ≤ yn, in the southern hemisphere (yn < 0, f < 0), and there is a continental slope along the eastern
boundary with the proﬁle D(x) (Fig. 3). They are forced by an externally prescribed upper-layer density
ﬁeld 1(y) that increases poleward and an alongshore wind y, the former providing a thermohaline
forcing for the system.
Because density advection is neglected in these solutions, the ﬂow ﬁeld can be divided into depth-
integrated and shear (thermal-wind) parts, the former independent of the latter (Appendix A). The
depth-integrated equations are hyperbolic, and their solution is determined by the offshore propa-
gation of boundary values along Rossby-wave characteristics. Closed-form solutions do not always
exist, but they can be obtained in the region covered by characteristics from the northern boundary;
moreover, when D(xe) = 0 or in the limit that  ˇ → 0, that region ﬁlls the entire domain so that the
closed-form solution is valid everywhere.
Results include the following. Even though there is no Rossby-wave damping, currents are still
trapped over the slope. The offshore ﬂow ﬁeld, as well as the transport of the coastal circulation, is
completely determined by the offshore propagation of signals from the coast; furthermore, it depends
only on the depth of the continental shelf at the coast, D(xe), and is independent of the slope proﬁle
farther offshore. For density-driven ﬂows, the grounding line shifts offshore and the LC deepens pole-
ward due to dynamical adjustments; there is downwelling over the shelf and westward ﬂow at the
bottom of the upper layer, both associated with the thermal-wind circulation and existing only when
 ˇ /= 0; the speed of the coastal jet is proportional to Dx ≡ ∂D/∂x so that it is strongest farther offshore
(where |Dx| is large); and its transport is proportional to H21 , and so is very sensitive to the thermocline
thickness speciﬁed in the northern basin. When wind forcing is also included, an equatorward jet can
develop very nearshore provided that y is sufﬁciently strong.
The paper is organized as follows. Section 2 describes the ocean model and discusses some of its
basic properties. Section 3 discusses our “base” solution, describing our methods of solution. Section 4
reports density-driven solutions for a variety of shelf proﬁles, and concludes with discussions of wind-
forced and f-plane solutions. Section 5 provides a summary and discussion. Appendix A gives a detailed
derivation of the model we use; Appendix B describes the numerical evaluation of the solutions for
the region where the closed-form analytic expressions are not available; and Appendix C derives
approximate solutions for the region, which are found useful in interpreting the numerically evaluated
parts of the solutions.
30 R. Furue et al. / Dynamics of Atmospheres and Oceans 63 (2013) 24–59
2. Ocean model
Here, we describe the ocean model in its most general form, that is, when 1 and D are functions
of both x and y. We  ﬁrst discuss the conﬁguration of the model and then present model equations for
the depth-integrated and shear parts of the ﬂow. (Equations for the depth-integrated and shear parts
of the ﬂow are derived in Appendix A.) We  conclude by obtaining the potential-vorticity equation for
the system, which provides insight into why circulations on the slope are possible.
2.1. Model conﬁguration
The ocean model is a variable-density, two-layer system in which the lower-layer density 2 is
constant but the upper-layer density 1(x, y) varies horizontally. The advection of momentum and
density and all forms of mixing and friction are neglected except for a nominal vertical viscosity,
which is included only to allow for wind forcing (Appendix A). The basin is a semi-inﬁnite domain
with an eastern boundary at x = xe = 0◦ and a northern boundary at y = yn (Fig. 3a). For most solutions, the
eastern boundary includes a continental shelf speciﬁed by a bottom depth, D(x, y). Fig. 3b schematically
illustrates a proﬁle with a ﬂat shelf, as well as other model variables.
Note in Fig. 3 that the bottom of layer 1 intersects (“grounds” at) the continental slope at a longitude
x = xg < xe, so that the model domain is divided into two  dynamically distinct regimes: an “offshore”
(x < xg) region where the model ocean consists of two  layers, and a “coastal” (x > xg) region where it
has only one. As we shall see, xg depends on latitude, so that the set of grounding points forms a
curve xg(y), the “grounding line.” As long as D > 0 along the eastern boundary, it is also possible for the
interface beneath layer 1 to be above the ocean bottom all the way  to the eastern boundary, in which
case we deﬁne xg = xe and the model lacks a coastal region, a situation (not shown in Fig. 3) that we
also consider below.
2.2. Depth-integrated ﬂow
The set of equations for the depth-integrated part of the layer-1 ﬂow is derived in Appendix A; it
is (62), reproduced here in a somewhat different form:
−fh1v1 = −h1〈x〉1 + x, (1a)
fh1u1 = −h1〈y〉1 + y, (1b)
h1t + (h1u1)x + (h1v1)y = 0, (1c)
where subscripts x, y, and t indicate partial derivatives; h1 is the layer-1 thickness; u1 and v1 are the
depth-averaged, zonal and meridional velocities in layer 1, respectively;  ≡ p/o; and x and y are
zonal and meridional components of wind stress divided by o. The notation “〈 · 〉1” denotes depth
average in layer 1. The symbols
U1 ≡ h1u1 and V1 ≡ h1v1
are also used below. For simplicity, we set
f = fn +  ˇ (y − yn), (2)
where fn = −2.7 × 10−5 s−1, and  ˇ = 2.0 × 10−13 cm−1 s−1 (the midlatitude ˇ-plane approximation).
When describing the solutions, we use the units of degrees for x and y with a conversion factor of
1◦ per 111 km.
The quantities
h1〈˛〉1 =
1˛h21
2
+ 1h1	˛ (3)
are the components of the depth-integrated, layer-1 pressure gradient divided by o, where
1 ≡ (1/o)g and  ˛ represents a partial derivative with respect to x or y (Appendix A). Although
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we only obtain steady-state solutions, we retain h1t in (1c) in order to show the wave nature of
equations (1) (see Eqs. (27) and (42a)).
With the aid of (3), Eq. (1) is a set of 3 equations in 4 unknowns (u1, v1, h1, 	), so that another
constraint is needed for the system to be solvable. In the coastal region, that constraint is the identity
that 	 = h1 − D(x, y), which implies that
	˛ = h1˛ − D˛ (4a)
and hence that
h1〈˛〉1 =
(
1h21
2
)
˛
− 1h1D˛, x > xg. (4b)
In the offshore region, the additional constraint follows from the property that the steady-state
response in layer 2 is a state of rest in which ˛ = 0 in layer 2 (z < z1). It follows that
2	˛ = (′h1)˛, (5a)
where ′ ≡ 2 − 1 and 2 ≡ g(2/o) (Appendix A), so that (3) simpliﬁes to
h1〈˛〉1 =
(
′
2
) ′˛ h21
2
+
(
1
2
)(′h21
2
)
˛
(5b)

(
′h21
2
)
˛
, x < xg. (5c)
The above approximation, while not necessary, is very accurate because ′  2 in the typical param-
eter range. For future reference, we integrate (5a) to obtain
2	 = ′h1 − ′nH1, x < xg, (5d)
where ′n ≡ 2 − 1(xw, yn) and (xw, yn) is an arbitrary point along the northern boundary in the
offshore region. Here we have assumed without loss of generality that
h1 = H1 and 	 = 0 at (x, y) = (xw, yn). (6)
Thickness H1 is an unspeciﬁed constant, representing a third forcing in our model: It simulates the
inﬂuence of the density structure associated with the ITF, which sets h1 (the pycnocline depth) along
the northern boundary of the basin.
2.3. Thermal wind
In addition to the depth-averaged ﬂow considered above, layer 1 also has a shear-ﬂow (thermal-
wind) part with zero depth-integrated transport (Appendix A) given by
u′ ≡ 1y
f
(
z − 	 + h1
2
)
, v′ ≡ −1x
f
(
z − 	 + h1
2
)
. (7)
The depth-averaged ﬂow, that is, the solution to equations (1), is independent of this shear part. In
contrast, the shear ﬂow is uniquely determined by the depth-averaged response through h1 and 	.
For use in Section 2.5, we note that in the coastal region, the vertical velocities associated with the
shear part at the bottom and top of layer 1 are (Appendix A.4)
w′|−D = −u′|−D Dx − v′|−D Dy =
1y
2f
h1Dx −
1x
2f
h1Dy, (8a)
w′|	 = u′|	 	x + v′|		y =
1y
2f
h1	x −
1x
2f
h1	y, (8b)
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where the notation “q|c” denotes the value of q at z = c. At the eastern boundary, additional downwelling
is generally required in order to close the thermal-wind circulation (see Section 4.1). Plots of the
thermal-wind circulation are provided in Figs. 5, 7, 8–10.
2.4. Three-dimensional structure
Appendix A shows that the layer-1 velocity ﬁeld can be separated into three components,
u(x, y, z) = u1g(x, y) + u′(x, y, z) + u′′(x, y, z), (9)
where the ﬁrst term is the geostrophic part of the depth-averaged velocity in layer 1:
u1g ≡ −
〈y〉1
f
= u1 −
y
fh1
, v1g ≡
〈x〉1
f
= v1 +
x
fh1
(10)
(see Eqs. (1b) and (1a)). The second term is the thermal-wind component deﬁned in (7), and the third
is the velocity associated with the surface and bottom Ekman layers, which satisﬁes
〈u′′〉1 =
y
fh1
, 〈v′′〉1 =
−x
fh1
. (11)
Using these formulae, one can derive the three-dimensional structure of the velocity ﬁeld by ﬁrst
solving (1) to obtain h1, 	, u1, and v1, then computing the thermal wind component using (7) and the
geostrophic component using (10), solving for the Ekman velocity (Appendix A), and ﬁnally superpos-
ing all these velocity components according to (9).
Most of the solutions shown below have no winds. For them, we  assume that the vertical viscosity,

, vanishes, in which case, u′′ = 0 identically and u1 = u1g. When we show solutions with winds, we
take the limit that 
 → 0. In that case, the bottom Ekman layer vanishes and the surface Ekman layer
reduces to an inﬁnitesimally thin boundary layer with a ﬁnite transport (Appendix A):
u′′ =
(
y
f
)
ı(z − 	), v′′ = −
(
x
f
)
ı(z − 	),
where ı(z) is the delta function. These expressions satisfy (11). The vertical velocity can be computed
from the continuity equation ux + vy + wz = 0 and it can be shown (Appendix A) that it does not change
signs below the surface when 1x = 0, a situation considered in Section 4.
Because of the thermal wind component, the total ﬂow can be opposite to the layer-mean ﬂow
(u1, v1) near the upper or lower interface of layer 1. In the offshore region, there is a simple relation
between the lower interface of layer 1, z1, and the total velocity there: Computing u1g + u′|z1 from Eqs.
(1b) and (7) combined with (5a) and (10) and using the identity z1 = 	 − h1 (Fig. 3) yields
fu|z1 = ′z1y, (12)
a relation that is used in subsequent sections.
2.5. Potential vorticity
As we shall see, density-driven solutions allow water to move onshore and poleward along
the continental slope, which is possible only if potential vorticity (PV) is not conserved: If PV
= f/h1 is conserved, water that ﬂows onshore (into a region where h1 is less) must also ﬂow
equatorward (where |f| is less). What, then, is the PV equation in the coastal region for the
model?
As a ﬁrst step in the derivation, rewrite (1c) in the form
(∂t + u1∂x + v1∂y)
(
f
h1
)
= 1
h1
(ˇv1 + fu1x + fv1y). (13)
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It remains to rewrite the right-hand side of (13) in an insightful manner. Eliminating u1 and v1 from
(13) with the aid of (1a) and (1b), then eliminating 〈˛〉1 by (4b), and ﬁnally using (8) gives
(∂t + u1∂x + v1∂y)
(
f
h1
)
= 1
h1
(〈x〉1y − 〈y〉1x) +
1
h1
curl

h1
= 1
2h1
[1x(Dy − 	y) − 1y(Dx − 	x)] +
1
h1
curl

h1
= f
h21
(w′|	 − w′|−D) +
1
h1
curl

h1
, (14)
where the notation curl (q) is a shorthand of (qy)x − (qx)y for any scalar function q. Relation (8) is
used to derive the third line. The ﬁrst terms after the equal signs are different expressions of the JEBAR
effect (e.g., Huthnance, 1984; Mertz and Wright, 1992, and references therein), and the second is the
impact of winds.
According to (14), PV is conserved when there is no forcing, that is, when 1 is constant and  = 0.
The term at the end of each line expresses the familiar result that PV conservation is broken when
there is wind forcing. The second form of the JEBAR term shows that PV conservation is broken in
regions where 1 varies. The third form relates the break to vortex stretching by the thermal-wind
circulation. Thus, thermohaline forcing, as well as winds, breaks PV conservation, allowing water to
ﬂow readily across the shelf.
Consider the special case when 1x = 0, 1y < 0, x = 0, 
y
x = 0, Dy = 0, and Dx < 0 (the conﬁguration
that applies to all the solutions we obtain below). Then, since |	|  |D| everywhere except possibly
right at the coast, the right-hand side of (14) on the second line reduces to
−Dx
D3
(
1yD2
2
+ y
)
. (15)
According to this expression, the sign of the JEBAR term is negative, allowing water to ﬂow onshore
and poleward along the slope, since in that case both u1(f/h1)x and v1(f/h1)y are also negative. This
argument also implies that offshore and equatorward ﬂow is not possible without wind stress. An
equatorward wind (y > 0) will overcome the JEBAR forcing and turn the right-hand side of the PV
equation positive where the shelf is sufﬁciently shallow (D sufﬁciently small; Huthnance, 1984).
If we further assume that ∂t = 0 and x = y = 0, we ﬁnd that (14) reduces to
−u1
f
D2
Dx + v1
ˇ
D
 − f
D2
w′|−D, (16a)
and further to
w′|−D  u1Dx − v1ˇ
D
f
. (16b)
PV equation (16a) describes how much vertical motion is required for a given motion of the water
column (u1 and v1). The latter expression (16b) implies that when the water column moves onshore
(u1Dx < 0), downwelling u1Dx is required; and that if  ˇ /= 0 and when the water column moves pole-
ward (v1/f > 0) as well as onshore, additional downwelling −v1ˇD/f is necessary.
On the other hand, the total vertical velocity at the bottom is
w|−D = −u|−DDx = −(u1 + u′|−D)Dx = −u1Dx + w′|−D. (17)
The ﬁrst term on the rightmost-hand side is the vertical velocity associated with the zonal motion of
the water column itself. Substituting (16b) in (17) yields
w|−D  −ˇ
Dv1
f
. (18)
According to this expression, w|−D  0 when the motion of the water column is purely zonal (v1 = 0);
that is because the downwelling associated with the thermal wind circulation is then equal to the
upwelling associated with the onshore motion of the water column itself [compare expressions (16b)
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and (17)]. The total vertical velocity becomes negative only when the water column moves poleward
(v1/f > 0) and  ˇ /= 0. On an f-plane, a motion along an isobath does not require PV change. This
anticipated net downwelling is therefore a unique feature of a nonzero ˇ.
3. Base solution
In this section, we discuss a “base” solution that provides the foundation for all the solu-
tions presented in Section 4. The base solution, as well as the solutions in Section 4, all assume
that x = Dy = x = yx = 0. In addition, for most derivations we impose the restriction ∂t = 0, the
exceptions being for wave equations, (25) and (42a), for which they are not required.
To obtain the solution, we use the method of characteristics to solve for a variable
(x, y) ≡ 1h1
f
. (19)
Accordingly, we ﬁrst write down expressions for boundary and matching conditions in terms of h1,
from which the conditions on  are immediately apparent. We  then obtain the solution sequentially,
ﬁrst in the coastal region, then along the grounding line, and ﬁnally offshore, an ordering consistent
with the westward propagation of information by Rossby waves.
3.1. Boundary and matching conditions
3.1.1. Northern boundary
Along the northern boundary, the closed condition V1(x, yn) = 0 holds. In the offshore region and
with the preceding restrictions, it follows from (1a), (5b), (5d), and (6) that 〈x〉1 = h1x = 	x = 0 so that
hn(x) ≡ h1(x, yn) = H1, x ≤ xg(yn). (20a)
If there is a coastal region along y = yn (which occurs when H1 ≥ De), (1a) and (4b) imply that
〈x〉1 = 1(h1 − D)x = 1	x = 0. Assuming that values of 	 match at x = xg, it then follows that 	(x, yn) = 0
in the coastal region as well as offshore and hence that
hn(x) = D(x), x > xg(yn). (20b)
If there is no coastal region (H1 < De), (20a) applies everywhere along y = yn.
3.1.2. Eastern boundary
Along the eastern boundary, the condition U1(xe, y) = 0 holds. First, suppose that a coastal region
does not exist near yn (H1 < De). When y = 0 or its equatorward component is not too strong, h1(xe,
y) thickens poleward, a consequence of the poleward decrease in ′ (see Eq. (22a)). At some critical
latitude ycr, then, the bottom of layer 1 intersects the shelf, that is,
h1(xe, ycr) − 	(xe, ycr) = De, (21)
and a coastal region exists to the south (poleward). For y > ycr, with the aid of Eqs. (1b) and (5c),
the imposition of the closed condition implies that h1〈y〉1 = (′h21/2)y = y at x = xe. Integrating this
expression southward from y = yn gives
he(y) ≡ h1(xe, y) =
(
′n
′
H21 −
2
′
∫ yn
y
y dy′
)1/2
, y > ycr, (22a)
where we have used (20a) and the property that h1 is continuous at the point (xe, yn) to set h1(xe,
yn) = H1. For y < ycr, equations (1b) and (4b) and the closed boundary condition imply that
h1〈y〉1 =
(
1h21
2
)
y
= y (22b)
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at x = xe, and an integration of this expression from y = ycr gives
he(y) =
[
1(ycr)
1
h2e (ycr) −
2
1
∫ ycr
y
ydy′
]1/2
, y < ycr, (22c)
where he(ycr) is determined from (22a).
3.1.3. Eastern boundary (special cases)
When a coastal region exists everywhere along the eastern boundary (H1 ≥ De), (22c) holds every-
where with ycr = yn and he(ycr) = De, reducing to
he(y) =
(
1n
1
D2e −
2
1
∫ yn
y
y dy′
) 1
2
for all y. (23)
Note that when De = y = 0, (23) reduces to he(y) = 0, a physically sensible boundary condition. On the
other hand, he(y) becomes imaginary when De = 0 and y > 0, and it thickens poleward when De = 0
and y < 0, neither of which is a sensible state. We  therefore restrict solutions forced by y to the case
De > 0.
3.1.4. Matching conditions
Eqs. (1) hold in both the offshore and shelf regions. We  obtain separate solutions in each region,
and match them along the grounding line, x = xg(y). Appropriate matching conditions are
	 and h1 are continuous at x = xg(y). (24)
With the aid of (1a), (1b), and (3), condition (24) implies that the normal component of volume trans-
port is continuous across xg(y) so that mass is conserved. The method in which xg(y) is determined is
discussed in Section 3.3.
3.2. Coastal region
3.2.1. Gamma equation
To obtain a general equation for  (deﬁned by Eq. (19)) in the coastal region, ﬁrst rewrite (1c) as
t + cxx + cyy = −1
f
(U1x + V1y) + cxx + cyy, (25)
where
cx ≡ −ˇ
f
 + 1Dy
f
,  cy ≡ −1Dx
f
.  (26)
With the aid of (1a), (1b), and (4b), the right-hand side can then be simpliﬁed to
t + cxx + cyy = − ˇ1xh1
2f 2
− 1
f
curl

f
. (27)
Note that (27) has the form of a Rossby-wave equation, with a velocity due both to  ˇ and to ∇D
(the topographic-  ˇ effect). Since cx /= 0, (27) highlights the importance of across-shelf dynamical
adjustments in establishing the coastal circulation.
3.2.2. Characteristic curves
In steady state and with x = Dy = x = yx = 0, Eq. (27) reduces to
cxx + cyy = 0, (28)
which can be solved by the method of characteristics (Courant, 1962, chap. 1, §5, chap. 2, §1). Specif-
ically, values of  are constant along characteristic curves deﬁned by the slope
dx
dy
= c
x
cy
= ˇ
1(y)Dx(x)
. (29)
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Let o = (xo, yo) be the value of  along the characteristic emanating from a boundary point (xo, yo);
speciﬁcally, o = hof(yo)/1(yo), where ho is given either by (20) or by (22). Then, setting  = o in (29),
its integral from (x, y) to (xo, yo) is
D(x) = D(xo) + o ˇ
∫ y
yo
dy′
1(y′)
, (30)
an implicit expression for the o characteristic. Fig. 3a plots examples of characteristics determined
from (30). The bold line is the “corner characteristic,” the characteristic curve from the corner point
(xe, yn), which divides the domain into two regions, Regions 1 and 2, lying northwest and southeast
of it, respectively. Note that Region 2 exists only when  ˇ > 0.
3.2.3. Solution for (x, y)
When H1 ≥ De, a coastal region exists along the northern boundary. For characteristics emanating
from the northern boundary (Region 1), then, the solution can be obtained analytically. The northern
boundary condition (20b) implies
D(xo) = h1(xo, yn) = o
fn
1n
, (31)
where fn ≡ f(yn) and 1n ≡ 1(yn). Using this expression to eliminate D(xo) from (30) and setting yo = yn
yields
D(x) = o
(
fn
1n
+ ˇ
∫ y
yn
dy′
1
)
≡ oF(y). (32)
To ﬁnd (x, y) we ﬁx the point (x, y) in this expression and solve for o = (x, y):
(x, y) = D(x)
F(y)
, x > xg(y). (33)
This is the solution for Region 1.
To obtain (x, y) in the region covered by characteristics emerging from the eastern boundary
(Region 2), we replace D(xo) in (30) with De and o with e(yo) ≡ 1(yo)he(yo)/f(yo), where he(y) is
deﬁned in (22). In principle, (x, y) can then be obtained from (30) by ﬁxing the point (x, y), solving
the equation for yo, and then noting that (x, y) = e(yo). In practice, we solve (30) for yo numeri-
cally (Appendix B). Appendix C derives an approximate analytic solution for Region 2, which is very
accurate under the parameters used in Section 4 and is helpful in interpreting properties of solutions
there.
3.2.4. Other ﬁelds
With  determined, h1 is known since 1(y) and f(y) are externally prescribed functions, 	 is
then given by 	 = h1 − D, and u1 and v1 follow from (1a) and (1b). For use in Section 4, we note that in
Region 1,
v1(x, y) =
1	x
f
= Dx f − 1F
fF
,  (34a)
V1(x, y) = h1v1 = DDx
f − 1F
1F2
, (34b)
U1 =
−(1yh21/2 + 1h1	y)
f
+ 
y
f
= −D
2
f
[
1
2
(
f
1F
)2 ]
y
+ 
y
f
. (34c)
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Note that v1 = (function of y) × Dx. Appendix C shows that under the parameters used in Section 4, the
Region-2 velocity ﬁeld can be approximated by
V1  −
DDx
ˇ
(
1y
2
+ 
y
D2
)
, U1  0 (35)
(see Eq. (71)). In addition, v1  V1/D ∝ Dx.
3.3. Grounding line
According to (24), the grounding point (xg, yg) along the o characteristic curve occurs when the
relation between 	 and h1 is the same as it is offshore, that is, is given by (5d). Using the property that
 = o everywhere along the curve, (5d) can be written as
f (yg)o = 2D(xg) − ′nH1 (36)
at the grounding point. Setting (x, y) = (xg, yg) in (30) and then eliminating D(xg) using (36) yields
ˇo
∫ yg
yo
dy′
1
= f  (yg)o + 
′
nH1
2
− D(xo). (37)
Since (37) is independent of xg, it provides an expression that can be solved for the latitude of the
grounding point, yg(o). With yg known, the grounding longitude, xg(o), can be found by setting
y = yg(o) in (30) since D(x) is assumed monotonic. (In a region where Dx = 0, the grounding line is the
zonally oriented line y = yg.)
Repeating these calculations for a dense set of boundary points then gives xg() and yg(), a
parametric representation of the grounding line. It is, however, more useful to obtain the inverse
functions, g(y) and xg(y), allowing the  value and longitude at the grounding line to be found for any
latitude y.
In region 1, substituting (31) into (37) gives
ˇo
∫ yg
yn
dy′
1
= f  (yg)o + 
′
nH1
2
− o fn
1n
, (38)
which can be solved for o as a function of yg:
g(y) = 
′
nH1
2F − f
, (39)
where the deﬁnition of F(y) in (32) has been used. Setting o = g(y) in (36) then yields
D(x) = 
′
nH1F(y)
2F(y) − f (y)
, (40)
an implicit expression for the grounding line.
In region 2, (37) can be rewritten as
ˇe(yo)
∫ yg
yo
dy′
1
= f  (yg) e(yo) + 
′
nH1
2
− De, (41)
where e(y) = he(y)1(y)/f(y) is the value of  along the eastern boundary. Solving this equation for yo
as a function of yg gives g(yg) = e(yo(yg)) and substituting the result into (36) and solving it for xg
yields xg(yg). In practice, we obtain g(y) and xg(y) numerically (Appendix B).
An interesting property of g(y) is that it is insensitive to the structure of the continental slope,
despite (37) involving D(xo), because D(xo) can be eliminated from (37), resulting in (38) or (41).
Therefore, g(y) depends on De but is independent of the slope proﬁle offshore.
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3.4. Offshore region
In the offshore region, (1) and (5c) give
t + cRx = −
1
f
curl

f
, (42a)
where
cR = −
ˇ′h1
f 2
. (42b)
Eq. (42a) is the familiar equation for excitation of long-wavelength Rossby wave in a 1(1/2)-layer
model, expressed here in terms of  rather than h1. This result is, however, due to the assumption that
there is no layer-2 ﬂow (Eq. (5c)). In a transient state of a two-layer system where both layers are active,
(42a) does not properly describe the Rossby-wave propagation in the offshore region, because the
actual phase velocity of time-dependent, baroclinic Rossby waves in the two-layer system is affected
by 1y (Schloesser et al., 2012), the background Sverdrup ﬂow if any, and bottom topography D(x).
This discrepancy, however, does not affect steady solutions to our system.
In steady state and with x = yx = 0, Eq. (42a) reduces to cRx = 0, a statement that information
ﬂows along characteristic curves that are oriented westward, and hence
(x, y) = G(y), x < xg(y). (43a)
Function G(y) is determined by matching to the coastal value of  at the grounding line, that is,
G(y) = g(y). (43b)
For convenience, the offshore region is also divided into Regions 1 and 2 (Fig. 3a), which are connected
to the respective coastal regions by westward-ﬂowing characteristics.
With  determined, h1 is known since 1(y) and f(y) are externally prescribed functions, 	 is then
given by (5d), and u1 and v1 follow from (1a) and (1b). Since  is uniform in x, so are all the other
variables. Moreover, v1 = 0 in the offshore region because 	x = h1x = 0 in (1a).
There are two noteworthy properties of the offshore response. One is that it is entirely determined
by coastal processes. Another is that, because g(y) is independent of the slope proﬁle, so is the offshore
ﬂow ﬁeld. If 	, h1, u1, v1, D, and  are scaled by H1 and  by H21 , then nothing changes in the above
derivation except for the replacement H1 → 1. It follows that U1(y) = u1h1 = H21A(y; De/H1, /H21) in
the offshore region, where A is some function independent of the slope proﬁle. Finally, the continuity of
volume transport across the grounding line implies that the transport of the slope current at a latitude
y, V(y) ≡
∫ xe
xg (y)
V1(x, y) dx = −
∫ yn
y
U1(y′) dy
′ (offshore), is also proportional to H21 and independent of
the slope proﬁle, a surprising result.
4. Examples and other solutions
In this section, we present solutions when the surface density has the linear form
1(y) =
s − n
ys − yn (y − yn) + n, (44)
where 2 = 1.0268 g cm−3, n = 1.022 g cm−3, yn = 10◦ S, s = 1.026 g cm−3, and ys = 35◦ S, density values
representative of values across the South Indian Ocean. Most solutions shown have H1 = 100 m;  their
dependency on H1 is discussed in Section 3.4. Unless speciﬁed otherwise, the shelf has the linear form
D(x) =
{
De − b (x − xs), x ≤ xs
De, xs < x ≤ xe
(45)
where b = 0.002 = 2 m/km.  According to (45), the shelf is ﬂat inshore of x = xs and slopes downward
linearly farther offshore.
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Fig. 4. Zonal section at 34.5◦ S, showing u and w (arrows) for a solution with a deep shelf. Note that v = 0 everywhere and that
w  is nonzero only in the unresolved boundary layer along the eastern boundary. The sea level (	) is about −0.27 m (too small
to  plot) and h1  230 m at this latitude.
We  ﬁrst report a solution when the shelf is so deep that no coastal region exists, a “null” solution
for our study since it adjusts to a state with no depth-integrated ﬂow (Section 4.1). Next, we discuss
density-forced solutions for three shelf proﬁles: when xs = xe and De = 0 so that there is a coastal region
everywhere along the eastern boundary (Section 4.2), when xs = xe and De /= 0 (Section 4.3), and when
xs < xe so that there is a ﬂat shelf (Section 4.4). Then, we discuss the impact of wind forcing on the coastal
circulations (Section 4.5). Finally, we consider how solutions are modiﬁed on the f-plane (Section 4.6).
4.1. Solution with a deep shelf: no-mean-ﬂow state
Suppose that the shelf is deep enough for layer 1 not to intersect the bottom anywhere in the
basin (that is, z1 > − D at all points), in which case there is no coastal region and the entire domain
is “offshore.” The solution is still given by (43a), except that G(y) is now determined by the eastern-
boundary condition, that is, (x, y) = 1(y)he(y)/f(y), where he is given by (22a). In terms of h1, this
solution is
h1(x, y) = he(y), (46)
Eqs. (1a), (1b), and (5c) then give u1 = v1 = 0, a state with no depth-mean ﬂow.
This solution illustrates a key aspect of eastern-coastal dynamics: The coastal circulation is elimi-
nated without some process to trap Rossby waves that radiate westward from the coast. To understand
how such a no-mean-ﬂow state is possible, rewrite (1b) with u1 = 0 and (5c) to get
0 = fu1 = −
(′h21/2)y
h1
+ 
y
h1
= −′h1y +
1yh1
2
+ 
y
h1
. (47)
(Notice that ′y = (2 − 1)y = −1y.) According to (47), the offshore propagation of Rossby waves tilts
h1 everywhere in the basin, generating a geostrophic ﬂow that balances the interior ﬂows forced by
1y and y. The existence of this no-net-ﬂow state was  ﬁrst derived for a similar layer model to ours by
Weaver and Middleton (1990) and for a general circulation model by Sumata and Kubokawa (2001).
Schloesser et al. (2012) further explored the state in detail for both types of models.
Although the depth-integrated ﬂow vanishes, the thermal-wind circulation (7) does not. Fig. 4
plots (u, w) vectors in a zonal section at 34.5◦ S when H1 = 100 m and y = 0. The meridional velocity
is identically zero everywhere. Since there is no mean ﬂow, the surface eastward ﬂow is balanced by
a subsurface westward current, the latter consistent with the poleward deepening of the layer (Eq.
(12); h1  230 m at this latitude). The overturning cell is closed by downwelling in a boundary layer
at the eastern boundary, which is not resolved in our model. In a model with Laplacian viscosity, the
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Fig. 5. Upper:  Horizontal map  showing characteristic curves (solid lines) and streamfunction  (shading) for a solution with
shelf proﬁle (45), xs = xe (no ﬂat shelf), De = 0, and H1 = 100m. The dotted curve is the grounding line. Lower:  Zonal section at
34.5◦ S, showing offshore h1 (line), alongshore current v1 (shading), and u and w (arrows).
boundary layer has the form of a horizontal Ekman layer (Schloesser et al., 2012; Benthuysen et al.,
2012, submitted).
4.2. Solution with De = 0 and  = 0
When De = 0, obviously H1 > De so that a coastal region exists at all latitudes. Provided that y = 0
(see Section 4.5), as assumed here, the base solution of Section 3 then applies with no modiﬁcation.
Furthermore, since De = 0, boundary conditions (20b) and (22) imply that (xe, y) = 1he/f = 0, and
it then follows from (29) that the characteristic from the northeast corner extends directly south-
ward; as a result, all characteristics in the coastal region ﬂow from the northern boundary, so that
Region 1 ﬁlls the entire basin, and the closed-form solution derived in Section 3 for Region 1 is valid
everywhere.
The upper and lower panels of Fig. 5 illustrate the solution, the former showing maps of char-
acteristics (solid curves), grounding line (dotted curve), and streamfunction  ≡ −
∫ xe
x
V1(x′, y) dx
′
(shading), and the latter a meridional section across the model of v, u, and w at 34.5◦ S. All charac-
teristics emerge from the northern boundary, ﬂow southward and downslope, and bend westward
at the grounding line, which shifts offshore to the south because of the southward deepening of
layer 1. There is a broad eastward ﬂow in the offshore region that bends sharply poleward across
the grounding line to form the model LC. As noted above, the JEBAR effect associated with Dx and
1y makes it possible for the water column to move upslope and poleward after crossing the ground-
ing line (see the discussion of Eq. (18)). The transport of the eastward ﬂow and the LC is 3.0 Sv at
35◦ S.
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Fig. 6. Sensitivity of the LC transport, V, and grounding longitude, xg , at y = ys = 35◦ S (a) to the layer-1 density in the south
(1s ≡ 1(ys)) with 2 ﬁxed to the standard value, 26.8 , and (b) to the layer-2 density with 1s ﬁxed to the standard value,
26 , for a solution with proﬁle (45), xs = xe (no ﬂat shelf), De = 0, and H1 = 100m. Note the constraints that 2 > 1(ys) and that
1(ys) ≥ 1(yn).
The velocity ﬁeld is a superposition of the depth-averaged (u1, v1) and shear (u′, v′) ﬂows, as given
by (7). The poleward ﬂow (the model LC) is zonally uniform (Fig. 5) because v1 ∝ Dx and Dx is constant
(Eq. (34a)); moreover, it is vertically uniform because v′ = 0 when 1x = 0. The near-surface water ﬂows
eastward in the offshore region, crosses the grounding line, and due to  ˇ starts to downwell (see Eq.
(18)). As it sinks, part of the water ﬂows poleward to join the LC and the rest turns westward near the
bottom to ﬂow offshore across the grounding line. This westward ﬂow is consistent with the poleward
deepening of layer 1 in the offshore region (Eq. (12)). Since lim
x→xe
(u1, u′, h1, 	) = 0, the vertical velocity
also vanishes as x → xe and no boundary layer is generated at the eastern boundary.
When the bottom slope, b, is increased, the grounding line shifts eastward and the LC becomes
narrower and faster. We  also obtained solutions for different proﬁles of D(x) with De = 0. As v1 ∝ Dx in
the coastal region (Eq. (34a)), the model LC is fastest where |Dx| is largest. As stated above, however,
the ﬂow ﬁeld in the offshore region as well as the transport of the model LC remains unchanged in
both cases. An important implication of this result is that in the limit that b→ ∞ for the linear proﬁle
(the slope approaching a “vertical wall”), the LC becomes inﬁnitely fast with a ﬁxed, ﬁnite transport.
Therefore, this inviscid system never approaches the no-mean-ﬂow state discussed in Section 4.1. In
models with momentum advection, the LC would become unstable as |Dx| becomes larger, and the
resultant eddy mixing would smoothly bridge the two  regimes.
Fig. 6 shows the LC transport V(y) and grounding longitude xg(y) at y = ys = 35◦ S as a function of
1(ys) and as a function of the layer-2 density. When 1(ys) = 1(yn), the meridional density gradient
vanishes and there is no LC (V = 0) and the grounding line is oriented north-south [D(xg(y)) = H1 for all
y]. As 1(ys) increases, the grounding line shifts offshore and the LC transport rapidly increases. When
2 is increased, the LC transport decreases and the grounding line shifts eastward.
4.3. Solutions with De > 0, Dx < 0
When De > 0, the solution differs markedly depending on whether H1 is larger or smaller than De.
H1 > De case: If H1 ≥ De, a coastal region is present at all latitudes and the resulting solution is very
similar in structure to the previous (De = 0) one. A dynamical difference, however, is that  /= 0 along
the eastern boundary, the corner characteristic curve now tilts away from the eastern boundary, and
hence Region 2 exists. Fig. 7a plots the response for the solution when H1 = 100 m and De = 50 m.
The streamfunction is quantitatively and qualitatively similar to the corresponding De = 0 solution
(compare Fig. 5 with 7a). The total transport of the eastward ﬂow is just 0.02 Sv smaller than in the
De = 0 solution.
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Fig. 7. (a) Top: Zonal section at 18◦ S, showing offshore h1 (line), alongshore current v1 (shading), and u and w (arrows) for a
solution with shelf proﬁle (45), De = 50 m, and H1 = 100 m.  Middle: Horizontal map  showing streamfunction  (shading) and
characteristic curves (thin solid and dashed lines). The thick solid line is the “corner characteristic curve” and the dotted
curve  is the grounding line (see text). Bottom: Same as the top panel but at 34.5◦ S. (b) Same as (a) but with De = 100 m and
H1 = 90 m.
In Region 1 (northwest of the corner characteristic), the value of  along the grounding line as a
function of y is identical to that of the De = 0 solution (see Eq. (39)) and hence the offshore ﬂow ﬁeld
is also identical. As a result, the meridional transport of the model LC, V(y), is identical to that of the
De = 0 solution equatorward of about 28◦ S, which is the poleward limit of the offshore part of Region 1.
Furthermore, since the coastal solution in Region 1 depends only on D and Dx, not explicitly on x (for
example, Eqs. 34), the coastal ﬂow ﬁeld in Region 1 is identical to that of the corresponding De = 0
solution shifted eastward by De/b = 25 km.
In the offshore part of Region 2 (poleward of about 28◦ S), layer 1 deepens poleward slightly more
and the eastward ﬂow is slightly weaker than in the De = 0 solution. The streamfunction indicates
that the depth-integrated ﬂow is almost purely southward in Region 2, consistent with (35), which is
very accurate under present parameters (1y = const ., (1 − 1n)/1n  1, etc.; see Appendix C). The
approximate v1 expression, for example, agrees with the v1 ﬁeld of our numerical evaluation of the
exact solution to within 0.1% in the present case.
R. Furue et al. / Dynamics of Atmospheres and Oceans 63 (2013) 24–59 43
The vertical structure of this ﬂow is also similar (lower panels of Figs. 5 and 7a) except that the
thermal-wind part does not vanish at the eastern boundary because of the ﬁnite depth. To close the
circulation, there is an inﬁnitesimally narrow downwelling at the eastern boundary (not plotted in the
ﬁgure; see Schloesser et al., 2012 for details). In Region 2, meridional velocity v1 is nearly uniform in
x and y, consistent with (35). The upper panel of Fig. 7a is a zonal section along y = 18◦ S, which shows
that v is discontinuous across the boundary between Regions 1 and 2.
H1 = De and H1 < De cases: If H1 = De, layer 1 grounds at the northeastern corner (xe, yn). As a
result, Region 1 vanishes and all region is covered by eastern-boundary characteristics. The ﬂow ﬁeld
is qualitatively similar (not shown) but it is somewhat weaker; for example, the LC transport is 2.4 Sv
when H1 = De = 100 m.  Since u1  0 in the coastal part of Region 2 (see Eq. (35)), the poleward increase
in the LC transport is due to the broadening of the current, or equivalently, the offshore shift of the
grounding line. In this case, the LC would not exist without ˇ.
If H1 < De, there is no coastal region north of the critical latitude, ycr, and the response there is
the same as the deep-shelf solution, that is, a state of no mean ﬂow (Section 4.1). South of ycr where
|z1| > De, h1 is determined just as for the H1 ≥ De case, except that yn → ycr and the boundary condition
along ycr is
hcr(x) ≡ h1(x, ycr) = D(x) + 	e(ycr), (48)
where 	e = he(ycr) − De and he(ycr) is determined from (22a). In effect, the northern boundary of the
coastal ﬂow is shifted southward from yn to ycr, and the boundary condition there is modiﬁed from hn
only by including the sea-level change from yn to ycr along the eastern boundary.
Fig. 7b plots the response for the solution when H1 = 90 m and De = 100 m.  Layer 1 ﬁrst grounds at
(xe, ycr), ycr = 15.7◦ S, and shifts westward to the south. The LC transport is reduced to 1.7 Sv at 35◦ S
(Fig. 7b), mainly because the “fetch” of the LC is smaller in the present solution.
4.4. Solution with a ﬂat shelf
Suppose that onshore of the continental slope there is a ﬂat shelf (xs < x < xe), and that H1 ≥ De so
that a coastal region exists at all latitudes, as illustrated in Fig. 3. According to (26), cy = 0 over the ﬂat
shelf (Dx = 0), and hence characteristics ﬂow due westward there. It follows that x = 0 and hence that
(x, y) = 1
f
he(y), xs < x ≤ xe, (49)
where he(y) is (22c) with ycr = yn. Equation (49) then implies that there is no net ﬂow on the shelf.
Offshore from the shelf break (x < xs), the solution is determined as described in Section 3, except that
xe → xs and the boundary condition imposed there is
hs(y) ≡ h1(xs, y) = he(y). (50)
In effect, the eastern boundary of the ﬂow ﬁeld is simply shifted to x = xs with no other change.
When H1 < De, the coastal region only exists south of the critical latitude, ycr. North of ycr, the
solution is given by (22a) and (46); south of ycr, h1 is determined just as for the H1 ≥ De case, except
that yn → ycr, and the boundary condition along y = ycr is (48). In this case, both the northern and eastern
boundaries of the basin are shifted to y = ycr and x = xs, respectively.
Fig. 8 plots a solution with a ﬂat shelf (xs = 0.2◦) and H1 = 90 m and De = 100 m.  The ﬂow ﬁeld west
of xs is exactly the same as that west of xe of the previous solution. The existence of the ﬂat shelf does
not change the structure or the strength of the ﬂow at all. On the shelf, there is no depth-integrated
ﬂow. As a result, v1 is discontinuous at x = xs. The depth-mean zonal velocity, u1, is continuous because
u1 → 0 as x → x−s (limit from below). The thermal wind component u′ is also continuous and hence
extends over the shelf and is closed by an inﬁnitesimally narrow downwelling at xe (not plotted).
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Fig. 8. Upper:  Horizontal map  showing characteristic curves (dashed lines) and streamfunction  (shading) for a solution with
a  ﬂat shelf of depth De = 100 m extending 0.2◦ from the coast, a linear continental slope with b = 0.002 farther offshore, and
H1 = 90 m.  Lower:  Zonal section at 34.5◦ S, showing offshore h1 (line), alongshore current v (shading), and u and w (arrows).
4.5. Solutions forced by y
When y > 0, the model includes a forcing that can drive a northward coastal current (Section 1).
Solutions can be found for all the shelf proﬁles considered above except when De = 0, since in that
case the boundary condition (22b) cannot be satisﬁed, that is, he(y) becomes imaginary in (22c). When
De > 0, an equatorward wind has a tendency to thin h1 polewards along the eastern boundary (Eqs.
22). The interior solution in Region 2 is affected by this change in he(y), even though the equation we
solve, (28), does not directly involve y. In Region 1, the geostrophic part of the ﬂow is not affected by
y because the northern boundary condition (20) remains the same. That is, the  , h1, 	, and v ﬁelds
remain the same. The only change, therefore, is that u1 has an additional, Ekman component y/(fh1)
(Eqs. (1b) and (34)).
4.5.1. Solution with thermal forcing (1y /= 0)
Fig. 9a plots a solution similar to the earlier, De > 0 solution with a linear slope (Fig. 7a) but with
y = 0.4 cm2 s−2. The transport of the broad eastward ﬂow in the offshore region and the LC is 0.83 Sv,
much weaker than in the corresponding  = 0 solution (3.0 Sv).
Although the meridional transport of the model LC is not affected by y in Region 1, the net zonal
ﬂow is weakened by the Ekman drift. This decrease is possible because all the westward Ekman trans-
port comes from across the southeast of the corner characteristics, that is, from Region 2 (see below).
In the coastal part of Region 2, the meridional ﬂow ﬁeld has an additional equatorward component
(Eq. (35)), which weakens the model LC and even reverses the ﬂow near the coast. Wind effects are
most strongly felt there because y overcomes the JEBAR forcing where the shelf is sufﬁciently shal-
low (D sufﬁciently small; see Eq. (15); Huthnance, 1984). The approximate solution (35) is consistent
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Fig. 9. (a) Top: Zonal section at 18◦ S, showing offshore h1 (line), alongshore current v1 (shading), and u and w (arrows) for a
solution with y = 0.4 cm2 s−2 and 1y /=  0 for the shelf proﬁle (45), De = 50 m,  and H1 = 100 m.  Middle: Horizontal map showing
streamfunction  (shading) and characteristic curves (thin solid and dashed lines). The thick solid line is the “corner charac-
teristic curve” and the dotted curve is the grounding line (see text). Bottom: Same as the top panel but at 34.5◦ S. (b) Same as
(a)  but with 1y = 0 and y = 0.5 cm2 s−2 and the lower panel show a section at 30◦ S.
with this interpretation in that v1 = V1/h1 is equatorward for D < [2y/(− 1y)]1/2  75 m (see the zonal
sections in Fig. 9a).
This criterion for the reversal of the coastal ﬂow
y > −1yD
2
2
(51)
is different from that of the frictional model. For example, Thompson (1987) assumed a momentum
balance (in our own nomenclature)
0 = −h1〈y〉1 + y − C(v1) v1,
where C > 0 is a coefﬁcient of bottom friction. In this model, then, the coastal ﬂow turns equatorward
(v1 > 0) when the wind stress overcomes the total pressure gradient:
y > h1〈y〉1 
1yD2
2
+ 1D	y. (52)
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The quantitative comparison of (51) and (52) is not straightforward as the latter includes 	y, which is
not an external parameter but is determined internally.
The geostrophic ﬂow in the offshore region is not affected by the wind in Region 1 and only slightly
so in Region 2. The weakening of the total eastward transport is, therefore, entirely due to the westward
Ekman drift in Region 1 and mostly so in Region 2.
The zonal sections of Fig. 9a plot u, v, and w. (Since there is no Ekman pumping, there is no w
associated with the Ekman ﬂow.) Even though u1  0 in Region 2 (see Eq. (35)), there is eastward
geostrophic transport, whose transport is approximately the same as the westward Ekman transport,
the latter not plotted in Fig. 9a. While the thermal wind circulation still induces downwelling in the
model LC, there is upwelling within the equatorward-ﬂowing coastal ﬂow (Fig. 9a), consistent with
(18), which states that downwelling (upwelling) occurs in the poleward (equatorward) ﬂow. As the
arrows indicate, the depth-averaged geostrophic transport does not vanish at x−e and supplies the
coastal upwelling and the westward Ekman drift, neither of which is shown in the plot.
4.5.2. Solution with no thermal forcing (1y = 0)
With wind forcing, a coastal circulation exists even when 1y = 0. Fig. 9b plots a solution similar to
the previous one but with 1(y) = n for all y and with a slightly stronger wind (y = 0.5 cm2 s−2). We
increase the wind stress only so that an important feature (see below) can be plotted equatorward of
35◦ S, our standard poleward limit of plotting.
As has been the case, the dotted line in Fig. 9b plots the location on each coastal characteristic
where the offshore thickness relation (5d) is ﬁrst met. This line, however, starts to turn equatorward
at y = 32.9◦S ≡ y′c and reaches the eastern boundary at y = 31.1◦S ≡ yc. The interpretation of this line
as the line of grounding ceases to be valid poleward of yc for the following reason.
Along the eastern boundary, h1 thins toward the pole owing to the wind stress according to (22c);
the offshore thickness condition is then met  at y = yc; and farther poleward, the ocean is in an “offshore”
region with h1 determined by the offshore pressure relation (22b). It is then expected that poleward of
yc, thickness he(y) propagates due west along the westward-ﬂowing characteristics (see Eqs. 42). On
the other hand, characteristics emerging from the eastern boundary equatorward of yc ﬂow poleward
and westward and some of them cross yc before reaching the dotted line (Fig. 9b). These two  sources of
information collide to form a shock in the latitude band between yc and y′c . Unless some form of mixing
is invoked, the behavior of this shock cannot be determined. Here we  simply regard the solution as
undetermined in the latitude band between yc and y′c .
The coastal solution for Region 1 (Eq. (33)) reduces to  = 1nD/f and hence h1 = D and 	 = 0. More-
over, since ′ is constant, h1 = H1 in the offshore part of Region 1 (Eq. (5d)). In both the offshore and
coastal parts of Region 1, then, there is no geostrophic ﬂow and the depth-integrated ﬂow is purely
zonal and constant in the x direction (see the streamfunction in Fig. 9b) because it is equal to the Ekman
drift, y/f. The property that h1 = H1 is also the reason for the meridional orientation of the grounding
line in Region 1. The approximate solution for Region 2 (Eqs. (35)) reduces to V1 = − Dxy/(ˇD) and
U1 = 0, which is (almost) purely equatorward ﬂow.
Poleward of y′c (“offshore” region), characteristics depart from the eastern boundary and ﬂow due
west without being blocked (Fig. 9b). Therefore, the ﬂow ﬁeld south of y′c is a state of no-net-ﬂow like
the one discussed in Section 4.1. Equatorward of yc, where a valid solution exists, offshore water ﬂows
eastward and turns abruptly northward across the grounding line to form an equatorward coastal
jet. This eastward inﬂow from the offshore region does not account for all the equatorward transport
of the coastal jet: The solution requires an additional equatorward volume ﬂux across yc. Exactly
how this branch is fed cannot be determined for the reason stated above, but there must be a net
eastward transport within the latitude band between y′c and yc because there is no net ﬂow south of
y′c . In the north, the jet bends sharply westward to form a broad westward current in the offshore
region.
The geostrophic ﬂow is vertically uniform (Fig. 9b) because 1 is constant. In the south, part of the
eastward ﬂow turns equatorward across the grounding line to form the coastal current and the remain-
der hits the eastern boundary, upwells there, and returns westward in the Ekman layer (the latter not
plotted). Fig. 9b also plots the meridional section at y = 18◦ S, illustrating the contrast between Regions
1 and 2: There is no geostrophic ﬂow in Region 1 as stated above; in Region 2, there is geostrophic
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eastward ﬂow that upwells at the eastern boundary and returns westward in the surface Ekman layer
in such a way that the total zonal transport, U1, very nearly vanishes (Eq. (35)). A state of no-net-ﬂow
exists south of y′c , like the one discussed in Section 4.1. In the present solution, however, there is no
thermal-wind shear and the westward Ekman drift is balanced by an eastward geostrophic transport,
u1g, with upwelling joining the two  branches at the eastern boundary.
4.6. Solutions with  ˇ = 0
The physics of f-plane solutions differ fundamentally from ours in that the coastal and offshore
regions are not dynamically linked. Speciﬁcally, there is no process (Rossby-wave radiation) by which
information from the coastal region can propagate offshore. (The opposite linkage, from offshore to the
coast, does not exist even when  ˇ /= 0.) What, then, is the relationship of f-plane solutions (Weaver
and Middleton, 1989, 1990) to our ˇ-plane ones?
Consider a “special” f-plane solution, namely, the solution of Section 3 in the limit that  ˇ → 0. This
solution is special in that it builds in key properties that result from the offshore propagation of Rossby
waves, even in the limit that the waves no longer exist. In this limit, cx → 0 so that characteristics in
the coastal region are oriented north-south, all of them emerge from the northern boundary, and the
solution is just Eq. (33) with  ˇ = 0, namely,  = 1nD/fn. This solution, however, is valid only when y = 0
and De = 0 because lim
x→xe
(x, y) = (1n/fn)De whereas the boundary condition is (xe, y) = (1/f)he, and
so there is a jump in  from x = x−e to x = xe unless he = De = 0, the latter possible only when y = 0.
Speciﬁcally, in the coastal region
(x, y) = 1n
fn
D(x), x > xg(y), (53a)
along the grounding line
D(xg(y)) = H1, g(y) =
1n
fn
H1, (53b)
and in the offshore region
(x, y) = g(y), x < xg(y). (53c)
According to (53b), xg(y) lies along a single longitude where D(x) = H1. According to (53c), the offshore
ﬂow is still x-independent.
The strength of the ﬂow strongly depends on the value of f, a disadvantage of an f-plane model;
here we arbitrarily choose f = [f(yn) + f(ys)]/2 for the plot in Fig. 10. As discussed above, there are no
characteristics ﬂowing offshore, illustrating that the coastal and offshore regions are not dynamically
linked. The lower interface of layer 1 is ﬂat in the offshore region (z1 = − H1 = const .) and accordingly
the grounding line is oriented north-south. Despite these differences, the depth-integrated circulation
is similar to that of the corresponding  ˇ /= 0 solution (Fig. 5).
The zonal section shows that all eastward ﬂow in the offshore region bends poleward in the coastal
region, and that there is no reversal near the lower interface of layer 1. It can be shown that u|z=z1 = 0
and that w = 0 everywhere at all depths, that is, (18) holds exactly in this particular case. This property
is in marked contrast to  ˇ /= 0 solutions, where the surface eastward and subsurface westward ﬂow
are connected by downwelling in the coastal region.
Weaver and Middleton (1989) obtained a similar, inviscid solution, except that their ocean bottom
was inﬁnitely deep offshore of the grounding line, D(xg) = H1. Our solution reduces to theirs, when
Dx = const ., 1y = const ., and under the approximations that 1 − 1n  1, that |	|  H1, and that
||z1| − H1|  H1. Because of these approximations, however, their interface beneath layer 1 (“z = z1”
in our nomenclature) had a jump from z1 = − H1 at the edge of the coastal region to z1 < − H1 in the
offshore region.
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Fig. 10. Upper:  Horizontal map  showing characteristic curves (solid lines) and streamfunction  (shading) for a solution with
ˇ  = 0, f = [f(yn) + f(ys)]/2 for the shelf proﬁle (45), De = 0, and H1 = 100 m.  Lower:  Zonal section at 34.5◦ S, showing offshore h1 (line),
alongshore current v  (shading), and u and w (arrows).
5. Summary and discussion
5.1. Summary
We  have obtained solutions to a variable-density, two-layer model, in which the upper-layer den-
sity is ﬁxed to 1(y), all mixing and advection terms are ignored, except for a nominal vertical viscosity
to allow for wind stress, and  ˇ /= 0. As such, our model both simpliﬁes and extends Csanady’s (1978,
1985) and Weaver and Middleton’s (1989, 1990) systems, which retain bottom drag in a fundamental
way and adopt the f-plane. Solutions are obtained in a semi-inﬁnite domain, x ≤ xe, y ≤ yn, and there is
a continental shelf along the eastern boundary with the proﬁle D(x). Generally, the interface beneath
layer 1 intersects the continental slope along a grounding line, x = xg(y) < xe, in which case the basin is
divided into offshore (x < xg) and coastal (x > xg) regimes, and the model reduces to a one-layer system
in the coastal region. Solutions are forced by the density gradient 1y, by alongshore winds y, and
by the thermocline depth along the northern boundary H1, the latter a parameter that simulates the
impact of the ITF on the density structure in the northeastern basin.
The ﬂow ﬁeld can be divided into depth-integrated (Section 2.2) and shear (Section 2.3) compo-
nents, the latter due to the thermal wind driven by 1y. Equation (14) is the potential-vorticity equation
for the system, and it shows that PV conservation is broken both by wind forcing and density forcing.
The breaking for density forcing is due to JEBAR, and it can be interpreted as resulting from vortex
stretching by the thermal-wind circulation. The signs of the terms that break PV are such that they
allow water to move on and off the shelf against topographic beta and poleward and equatorward
against planetary beta in response to both forcings.
The model equations for the depth-integrated ﬂow are hyperbolic and can be solved using the
method of characteristics. The characteristic curves correspond to the propagation pathways of Rossby
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waves: Offshore of the grounding line, they are oriented westward, whereas in the coastal region they
bend sharply southward due to the topographic beta effect. The characteristic emanating from the
northeast corner (xe, yn) divides the ocean into two  dynamically distinct regions: Regions 1 and 2
covered by characteristics from the northern and eastern boundaries, respectively. Closed analytical
solutions are found in Region 1 for all cases considered, whereas only exact implicit solutions and
approximate ones are found in Region 2. Region 2 exists only when D(xe) > 0 and owes its existence
to westward propagation of coastal information due to ˇ. When D(xe) = 0 and  = 0, Region 1 expands
to ﬁll the entire domain and the closed-form analytic expressions are valid everywhere (Sections 4.2
and 4.6).
We report solutions for a variety of shelf proﬁles D(x). A general (and surprising) result for all
solutions is that the offshore ﬂow ﬁeld depends only on the depth of the shelf at the coast, D(xe), and
is independent of the slope proﬁle offshore (Section 3.4). Furthermore, when the shelf is everywhere
deeper than the bottom of layer 1, the shelf has no dynamical effect. In that case, there is no mechanism
to prevent Rossby waves from radiating the coastal circulation offshore, and, as expected, the solution
adjusts to a state with zero depth-integrated ﬂow in which h1 increases poleward according to (22a)
everywhere in the basin (Section 4.1).
In solutions forced only by 1y and when De = 0, all characteristics emerge from the northern bound-
ary so that the analytic, closed-form solution holds everywhere, a poleward coastal jet is present at all
latitudes poleward of yn, and its transport is proportional to H21 and DDx (Section 4.2); in addition, the
grounding line shifts offshore and the LC deepens toward the pole, providing an alternative explana-
tion for the poleward deepening of the LC rather than convective mixed-layer processes as suggested
by Godfrey and Weaver (1991). When De /= 0 and H1 > De, characteristics emerge from the eastern, as
well as northern, boundary. Nevertheless, the solution is quantitatively much the same as when De = 0.
When H1 < De, however, there is no coastal regime north of a critical latitude, ycr, where the interface
beneath layer 1 ﬁnally intersects the bottom, and the latitude where the coastal jet ﬁrst appears shifts
southward from yn to ycr (Section 4.3). Region 1 vanishes and the model LC ﬂows entirely in Region 2, a
new regime that is possible only when  ˇ > 0. When there is a ﬂat shelf, there is no mechanism that can
maintain a mean circulation there, and the coastal jet shifts offshore of the shelf break (Section 4.4).
In a solution forced only by y > 0, offshore Ekman drift drives a northward coastal jet (Section 4.5).
In this case, the grounding line shifts onshore toward the pole, and the interface beneath layer 1 even-
tually becomes shallower than the ocean bottom. Farther poleward, then, the shelf is too deep to allow
a coastal region, and the system adjusts to a state with no depth-integrated ﬂow as in the deep-shelf
solution (Section 4.1). Interestingly, the boundary between the ﬂow and no-ﬂow regions is a shock,
where characteristics from different locations on the boundary overlap; its precise position cannot be
determined in our model, as additional physics are required to describe a shock (e.g., Dewar, 1991,
1992). In a solution forced both by y and 1y, the alongshore current reverses to ﬂow equatorward
nearshore provided that y is sufﬁciently strong, consistent with previous solutions (Thompson, 1987;
Weaver and Middleton, 1990) and observations (Woo  et al., 2006a; Rennie et al., 2007) of the Ningaloo
and Capes Currents. Our approximate solution (35) indicates that y > − (1/2)1yD2 is the criterion for
the equatorward reversal of the slope current under the parameters used in Section 4. (See also the
approximate PV equation (15).) This criterion is different from the one in frictional models (Eq. (52);
Thompson, 1987).
Solutions also exist in the f-plane (  ˇ → 0) limit, provided that y = 0 and De = 0. This solution is
“special” in that it builds in properties that result from Rossby-wave propagation even though they
don’t exist. The grounding line is oriented north-south and the interface beneath layer 1 is at a constant
depth (z1 = − H1) along the grounding line and in the offshore region. The transport of the eastward
ﬂow and the LC depends strongly on the value of f chosen. With a linear slope proﬁle, the solution is
essentially the same as the one reported by Weaver and Middleton (1989) (Section 4.6).
All our density-forced solutions have a shear (thermal-wind) circulation. When  ˇ > 0, the surface
(subsurface) branch is eastward (westward), and there is downwelling over the slope. (If De /= 0, some
downwelling must occur in a boundary layer at the eastern boundary, which is not resolvable in our
inviscid model [see Schloesser et al. (2012) for a full analysis of the boundary layer].) This circulation
is consistent with the three-dimensional ﬂow structure suggested by observation (Smith et al., 1991;
Woo and Pattiaratchi, 2008) and found in an ocean general circulation model (Domingues et al., 2007).
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A similar structure has been predicted by layer models on the f-plane with bottom friction, where
the subsurface westward ﬂow is due to the bottom Ekman layer (Thompson, 1987). The subsurface
westward ﬂow indeed vanishes in our, inviscid, f-plane solution (Section 4.6), a consequence of the fact
that meridional motion of the water column does not require PV change on an f-plane. Our inviscid,
ˇ-plane solutions thus provide an alternative explanation to the downwelling.
5.2. Discussion
As mentioned in Section 1, previous coastal models similar to ours (Csanady, 1978, 1985; Weaver
and Middleton, 1989, 1990) assume  ˇ = 0 and include bottom friction as an essential process. As a
result, their basic equations are parabolic in nature, allowing information to propagate (diffuse) both
eastward and westward, very different from our hyperbolic system in which information propagates
(radiates) in only one direction (away from boundaries). The authors of the prior studies argue that  ˇ is
in fact negligible in their coastal solutions, a statement about the strength of bottom drag or about the
dominance of the topographic  ˇ effect (cx/cy → 0). Regardless, the neglect of  ˇ hides a basic dynamical
property, namely, that it is the offshore propagation of coastal signals that determines the offshore
circulation.
An assumption built into the model is that 1 is depth independent throughout the upper layer,
even in the offshore region. On the other hand, in models with greater vertical resolution and in the
real world, we expect that the offshore density ﬁeld will only be vertically uniform in a surface mixed
layer of thickness hm, typically less than the upper-layer thickness h1 in our solutions. (This issue is
particularly important because the strength of the density forcing relative to wind stress increases
like h21, as indicated for the offshore region by (47) and for the coastal region by (15).) How realistic,
then, is this assumption? Consider the adjustment of a model with greater vertical resolution to a
switched-on forcing that relaxes density to 1 in a mixed layer of thickness hm < h1. Downwelling
associated with the thermal-wind circulation ensures that 1 is uniform in the coastal region, from
the eastern boundary to the grounding line. The westward propagation of Rossby waves subsequently
deepens offshore isopycnals, advecting 1 to depths greater than hm. In addition, subsurface westward
ﬂow associated with the thermal wind advects 1 offshore at depths above h1. Both processes tend to
produce an upper layer offshore with a uniform density of 1.
Schloesser et al. (2012) obtained solutions to ocean general circulation models (OGCMs) without
bottom topography forced by the restoration of near-surface density toward a prescribed distribution
*(y), solutions that correspond to our no-net-ﬂow solution in Section 4.1. They demonstrated the
existence of a deep “mixed layer” along the eastern boundary, due not to vertical mixing but to down-
welling. Schloesser et al. (2012) also noted that the eastern-boundary structure propagates westward
as a baroclinic Rossby wave and during its propagation, diapycnal diffusion in the OGCM spreads the
pycnocline at the base of the upper layer. Part 2 of this study (Benthuysen et al. 2012, submitted)
extends the present study by obtaining solutions to an OGCM with a continental shelf forced similarly
by a *(y). It produces a LC in a deep “mixed layer” on the shelf. In addition to downwelling similar to
that of the present layer model, convective adjustment contributes to the vertical homogenization of
the layer. The latter occurs because the model LC advects low-density water poleward while the sur-
face density is restored toward the prescribed value, resulting in density inversion, which is destroyed
through strong vertical mixing.
An often-stated explanation for the LC is that it is remotely forced by the high surface dynamic
height ﬁeld present near the Australian coast north of 20◦ S (Thompson, 1984): The LC is then driven by
the sea-level drop along the coast generated by surface cooling (Godfrey and Weaver, 1991). While this
explanation is physically intuitive, it doesn’t apply generally. For example, in the deep-shelf solution
with y = 0 (Section 4.1), there is still a poleward sea-level drop, 	y = − h1y(2 − 1)/2 > 0 (Eqs. (5a),
(5c), and (47)), but the depth-integrated pressure gradient in the upper layer vanishes, so that there is
no LC; a similar result occurs in the inviscid version of the McCreary et al. (1986) model. Conversely, the
LC exists in the De = 0 solution (Section 4.2), even though 	y = 0 along the eastern boundary. Thus, it is
more accurate to view the coastal sea-level drop, not as a forcing mechanism itself, but rather as a result
of other processes, namely, the forcings by 1y and y and the processes that trap the ﬂow to the coast.
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Although we have not explored exactly how the system reaches the steady state, (25) suggests that
the coastal region adjusts at the speed of topographic waves (cx, cy). With parameters in Section 4,
cy  740 cm s−1 at y = 10◦ S and cy  240 cm s−1 at y = 35◦ S. The LC is therefore likely to respond in a
week or so to variability in the north. This prediction is consistent with the observed high correlation
of sea-surface height along the LC at monthly timescales and longer (Feng et al., 2003). Moreover,
the observation that the LC tends to be stronger when the tropical Paciﬁc is in a La Nin˜a state (Feng
et al., 2003) is consistent with the result from our layer model that the LC is stronger when the layer
thickness in the north (H1) is larger, since the pycnocline thickness in the North West Shelf region is
highly correlated with that of the western Paciﬁc warm pool via the propagation of Rossby and Kelvin
waves through the Indonesian Seas (Godfrey and Weaver, 1991).
5.3. Closing remarks
In conclusion, we have explored the solutions that exist in an inviscid, two-layer model with  ˇ /= 0,
ﬁnding that they develop coastally trapped ﬂows with a number of features similar to the observed
Leeuwin Current System. They include: a near-surface eastward ﬂow driven by the meridional density
gradient; the position and poleward deepening of the LC over the slope; downwelling over the shelf
and slope, as well as subsurface westward ﬂow, both associated with the thermal-wind circulation;
and the possibility of a wind-driven, nearshore, equatorward jet. At the same time, our simple model
is limited in a number of aspects; for example, the model LC necessarily cannot develop any vertical
shear, it does not extend offshore of the grounding line (Fig. 1), and there is no Leeuwin Undercurrent.
Given its successes, we view the solutions discussed here as providing a solid dynamical foundation
for a hierarchy of coastal solutions. In Benthuysen et al. (2012, Dynamics of the Leeuwin Current: Part 2.
The role of mixing and advection in a buoyancy-driven eastern boundary current over a continental shelf,
submitted), the next step in our model hierarchy, we  seek to overcome these deﬁciencies by including
mixing and density advection.
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Appendix A. Variable-density layer model
A remarkable aspect of the solutions in the main text is that they satisfy a simpliﬁed set of three-
dimensional primitive equations when the ocean consists of two layers with different density values.
In this appendix, we ﬁrst discuss those equations (Section A.1) and from them derive equations (1)
used in the main text (Section A.2). Section A.3 shows that a superposition of the depth-averaged
ﬂow, thermal wind (Eq. (7)), and Ekman ﬂow satisﬁes the original three-dimensional equations, and
discusses how to calculate the latter two components for any solution to the layer-model equations.
Finally, Section A.4 shows how to calculate the vertical velocity associated with each component.
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A.1. Three-dimensional governing equations
We  start from a set of geostrophic, hydrostatic, and Boussinesq equations on a ˇ-plane:
f × u = −∇ + (
uz)z, (54a)
z = −, (54b)
∇ · u + wz = 0, (54c)
where u ≡ (u, v, 0), f ≡ fk ≡ (0, 0, f), ∇ ≡ (∂x, ∂y, 0),  ≡ p/o,  ≡ g/o, o is a constant mean density, 

is vertical viscosity, and the other symbols are standard. We  include 
 only formally in order to allow
for wind forcing, eventually taking the limit that 
 → 0.
The “density” ﬁeld is given by
 =
{
1(x, y), z1 ≤ z < 	,
2, z < z1,
(55)
where 1 is a vertically uniform function that extends from the sea surface 	 to z1 = 	 − h1, and h1 is
the thickness of this layer (“layer 1”; see Fig. 3), and 2 is a constant. In (55), 1 and 2 are externally
prescribed functions, whereas 	 and h1 are determined internally. The boundary conditions for vertical
viscosity are

uz |z=	 = , 
uz |z=z1 = 0, (56)
where  is wind stress divided by o and the second condition is a statement that there is no bottom
stress.
Integrating the hydrostatic relation (54b) under the assumption that  = 0 at z = 	 gives
 = −(z − 	)1, z > z1, (57)
and substituting this expression into (54a) gives
f × u = (z − 	)∇1 − 1∇	 + (
uz)z. (58)
For layer 1 (z > z1), the set (54) thus reduces to (58) and (54c). Next assume that the horizontal pressure
gradient vanishes in layer 2 (z < z1). An integration of the hydrostatic relation (54b) from z < z1 to 	
gives
 = 1h1 + 2 (	 − h1 − z), z < z1, (59)
which has the gradient
∇ = −∇(′h1) + ∇(2	), (60)
where ′ ≡ 2 − 1. Setting ∇  = 0 in (60) yields
∇(′h1) = ∇(2	), (61)
which is equivalent to (5a) in the main text.
A.2. Layer average
Averaging (58) in layer 1 (z1 < z < 	) yields
f × u1 = −
h1
2
∇1 − 1∇	 + h1 , (62a)
where
u1 ≡ 〈u〉1 =
1
h1
∫ 	
z1
dz u
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and the symbol 〈〉1 denotes vertical average in layer 1. Integrating (54c) from z = z1 to z = 	 yields
h1t + ∇ · (h1u1) = 0. (62b)
In the derivation of this equation, we used the relations that w|z=	 = d	/dt and w|z=z1 = dz1/dt and
assumed that there is no volume ﬂux through the upper or lower interfaces of layer 1. Eqs. (62) are
the governing equations of the layer model, presented in the forms of (1) and (3) in the main text.
A.3. Thermal wind and Ekman layers
Once a solution to (62) is obtained, the corresponding three-dimensional ﬂow ﬁeld that satisﬁes
(54) can be readily constructed. First, we deﬁne velocity components u′ and u′′ by
f × u′ ≡
(
z − 	 − h1
2
)
∇1, (63)
f × u′′ = 
u′′zz, (64)
where h1 and 	 are known from the solution to (62). Note that (63) is equivalent to (7), u′ satisﬁes the
thermal-wind relation f × u′z = ∇1 (cf. Eq. (58)), and 〈u′〉1 = 0. This velocity is therefore the thermal
wind component of u(x, y, z). The solution to (64), subject to boundary conditions

u′′z |	 =  +

k × ∇1
f
, 
u′′z |z1 =

k × ∇1
f
, (65)
is the velocity u′′ associated with the bottom and surface Ekman layers. These boundary conditions
are necessary and sufﬁcient for the total velocity (u) to satisfy the boundary conditions (56). By taking
the depth average of (64) and using the boundary conditions (65), it can also be shown that
u′′1 ≡ 〈u′′〉1 =
−k × 
fh1
(66a)
or equivalently that
f × u′′1 =

h1
. (66b)
Subtracting (66b) from (62a) shows that u1g ≡ u1 − u′′1 is the geostrophic component of the depth-
averaged velocity u1.
It is then straightforward to verify that u = u1g + u′ + u′′ exactly satisﬁes (58) as well as the stress
boundary conditions (56). Thus, the layer-1 ﬂow is a superposition of the geostrophic part of the
layer-mean ﬂow (u1g), thermal-wind part (u′), and Ekman spirals (u′′). It can also be shown that
〈u1g + u′ + u′′〉1 = u1, as expected.
In the limit that 
 → 0, both surface and bottom Ekman layers become inﬁnitesimally thin. The
bottom one can safely be neglected because its transport vanishes in this limit. The surface Ekman
layer has a ﬁnite volume transport h1u′′1 = −k × /f .
A.4. Vertical velocity
Vertical velocity w can be computed from (54c). Because
w = w|z1 −
∫ z
z1
(ux + vy)dz,
and
w|z1 = u|z1z1x + v|z1z1y,
w can be deﬁned independently for each of u1g and u′ (when z1t = 0). In the limit 
 → 0, there is no
vertical motion associated with the surface Ekman layer below the surface when curl (/f) = 0, as is the
54 R. Furue et al. / Dynamics of Atmospheres and Oceans 63 (2013) 24–59
case in Section 4. Accordingly, the zonal sections in Fig. 9 plot only u1g + u′ and the associated vertical
velocity, with the existence of the surface Ekman layer being understood.
Since (u1g)x and (v1g)y are independent of z, the vertical velocity associated with them is linear in z:
w = w|z1 +
z − z1
h1
(w|	 − w|z1 ).
When 1x = 0, moreover, u′x is independent of z and v′ = 0, and hence the w ﬁeld associated with
thermal wind is also linear in z. Since w at the surface is negligible under a realistic parameter range,
this result indicates that the vertical velocity does not change signs below the surface.
Appendix B. Numerical methods
This appendix outlines the numerical methods we use to evaluate (x, y) (Section 3.2.3) and the
grounding line (Section 3.3) in Region 2. To obtain (x, y), we  ﬁrst ﬁx (x, y), assume a test value for  ,
˜ , and then ﬁnd the boundary point (xo, yo) that satisﬁes (30) as follows. Since both oˇ
∫ y
yo
dy′/1(y′)
and D(x) − D(xo) are positive in (30) and they increase as (xo, yo) is moved away from (x, y) toward the
boundaries along the characteristic curve, the boundary point we  are searching for must be on the
northern boundary if oˇ
∫ y
yn
dy′/1(y′) < D(x) − D(xe) or on the eastern boundary otherwise. If it is
on the northern boundary, we know that yo = yn and solve (30) for xo using a root-ﬁnding algorithm
such as bisection in the range xw < xo ≤ xe with a sufﬁciently large |xw| (Press et al., 2007). If the
boundary point is on the eastern boundary, we set x = xe and similarly solve (30) for yo. This search
converges typically within a relative error of 10−12 to 10−13. Since
∫ y
yo
dy′/1(y′) can be analytically
integrated for a linear 1(y) proﬁle and D(x) has a simple functional form, there is no other source of
error. Next, we  compare ˜ to its true value at (xo, yo), which is known from boundary condition (20)
or (22). This procedure expresses the error, ˜ − n(xo( ˜)) or ˜ − e(yo( ˜)), as a function of ˜ . The zero
of that function is the solution, which can be found by a root-ﬁnding algorithm. Normally, a relative
error of 10−12 to 10−13 can be achieved for  .
The procedure to determine the grounding line xg(y) and  values along it, g(y), is similar to the
above. To ﬁnd g, we ﬁx yg and assume a test value for g, ˜g , ﬁnd the boundary point (xo, yo) that
satisﬁes (37) by a root-ﬁnding algorithm, compare ˜g to its true value at (xo, yo) known from (20) or
(22), and ﬁnd the ˜g value that is a zero of the error by a root-ﬁnding algorithm. The longitude xg(y)
of the grounding line can then be computed from (36).
Once the function (x, y) is obtained on a regular grid, the velocity ﬁelds can be computed by a
ﬁnite-difference scheme. A desired level of accuracy can be achieved for the velocity ﬁeld by reﬁning
the grid, except at the grounding line, across which the velocity ﬁeld is discontinuous. To avoid that
problem, velocity is computed separately in the coastal and offshore regions. The accuracy of the
velocity ﬁeld has been checked in Region 1 for some cases against the closed-form solutions.
Appendix C. Approximate Region-2 solutions
The numerical evaluation of solutions (Section 4) suggests that u1 = 0 and v1y = 0 are good approx-
imations for Region 2 in all examples in Section 4 with a coastal region. In the ﬁrst subsection of
this appendix (Section C.1), we show that there is indeed such an approximate solution to (1) for the
coastal part of Region 2. When 1 is constant, a simpler and more insightful version of the solution
can be obtained (Section C.2) using a traditional, extended Sverdrup calculation that includes bottom
topography (Holland, 1967; Sarkisyan and Ivanov, 1971), showing its similarities to and differences
from the method in the main text using the  equation (Section 3).
C.1. Approximate Region-2 solution
Our approach is ﬁrst to assume that u1 = 0 and v1y = 0, and then check to see that the resulting
solution satisﬁes the basic equations and all boundary conditions. As in Section 4, we assume that
1x = 0, 1y = const., x = 0, y = const., Dy = 0.
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In addition, we impose the conditions
[1(y) − 1n]
1n
 1,
∣∣∣∣1y1
∣∣∣∣
∣∣∣∣ˇf
∣∣∣∣ ,
∣∣∣ (f − fn)
f
∣∣∣  1,
∣∣∣∣ yy˜D2e1n
∣∣∣∣ 1, (67)
where y˜ ≡ y − yn is a shifted y-coordinate introduced for convenience. Inequalities (67) are all satisiﬁed
under the parameters in Section 4. We  further assume that |	|  D, which is a reasonable assumption
for all realistic solutions. In the derivation below, the following notation is found useful:
1 = 1n
[
1 +
(
1y
1n
)
(y − yn)
]
= 1n(1 − y˜) = 1n(1 + ),
where  ≡ − 1y/1n and  ≡ −y˜. With this notation, 0 ≤   1. Another useful relation is f − fn =
ˇ(y − yn) = ˇy˜. For simplicity, we consider only cases with H1 > De so that a coastal region exists at all
latitudes and ycr = yn.
Since 1x = 0 and x = 0, Eq. (1a) reduces to −fv1 = − 1	x, which can be integrated to give
	 − 	e = f
1
∫ x
xe
v1 dx
′, (68)
where 	e(y) ≡ 	(xe, y). Differentiating this expression with respect to y yields
	y − 	ey = 1
1
(
− f1y
1
+ ˇ
)∫ x
xe
v1 dx
′ (69)
since v1y = 0 by assumption. On the other hand, (1b) can be rewritten as
fu1 =
−1yh1
2
− 1	y +
y
h1
and at the eastern boundary,
0 = −1yhe
2
− 1	ey +
y
he
,
because u1(xe, y) = 0. Subtracting the latter from the former and substituting (68) and (69) gives
fu1 = −
1y
2
(D + 	 − De − 	e) − 1(	y − 	ey) + y(h−11 − h−1e )
= −1y
2
(D − De) + y(h−11 − h−1e ) +
(
f1y
21
− ˇ
)∫ x
xe
v1 dx
′.
Since u1 = 0 by assumption,
ˇ
∫ x
xe
v1 dx
′  −1y
2
(D − De) + y(D−1 − D−1e ), (70)
where we have used the relations h1  D and |1y/1|  |ˇ/f|. Differentiating this expression with
respect to x yields
v1 = −
Dx
ˇ
(
1y
2
+ 
y
D2
)
. (71)
This v1 indeed depends only on x. From the above derivation, it is clear that these u1 and v1 ﬁelds
approximately satisﬁes the momentum equations ((1a) and (1b)). They also satisfy the continuity
equation:
(h1u1)x + (h1v1)y  (Dv1)y = 0,
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and the u1 ﬁeld obviously satisﬁes the eastern boundary condition that u1 = 0. It remains to demon-
strate that this solution matches with Region 1 across the characteristic that intersects the northeast
corner.
To conﬁrm the matching, we ﬁrst approximate a number of expressions. We  rewrite the integral
ˇ
∫ y
yn
dy′
1
= ˇ
∫ y
yn
dy′
1n[1 − (y′ − yn)]
 ˇ
∫ y
yn
dy′
1n
[1 + (y′ − yn)] = ˇy˜
1n
(
1 − 
2
)
, (72)
where we have used  = −y˜  1 and retained terms up to  in the Taylor expansion. Using (72), we
simplify the expression for F(y) in (32) by
F(y) = fn
1n
+ ˇ
∫ y
yn
dy′
1(y′)
 fn
1n
+ ˇy˜
1n
(
1 − 
2
)
= f
1n
(
1 − ˇy˜
2f
)
, (73)
where we have used the relation f = fn + ˇy˜. Next, we derive an approximate expression for 	 in
Region 2. Eqs. (68) and (70) give
	 = 	e + f
ˇ1
[
−1y
2
(D − De) + y(D−1 − D−1e )
]
(74)
and 	e can be computed from (22c):
	e = he − De =
[
1n
1
D2e −
2
1
∫ yn
y
y dy′
] 1
2
− De  De
[
1 + y˜ − 2
yy˜
D2e1n
(1 + y˜)
] 1
2
− De
 De
[
y˜
2
+ 
yy˜
D2e1n
]
. (75)
where we used |y˜|  1 to set 1n/1  1 + y˜ and to expand the square root.
The corner characteristic is (30) when y0 = yn and x0 = xe and it can be approximated as
D = De + ˇ
∫ y
yn
dy′
1
 De + 1nDe
fn
ˇy˜
1n
(
1 − 
2
)
= De f
fn
(
1 − ˇy˜
2f
)
, (76)
where we have used (72) and f = fn + ˇy˜. Eliminating D(x) from (74) with use of the corner-
characteristic equation (76) yields the distribution of 	 along the corner characteristic:
	 − 	e = f
ˇ1n(1 + )
{
1n
2
De
(
f
fn
− ˇy˜
2fn
− 1
)
+ 
y
De
[(
f
fn
− ˇy˜
2fn
)−1
− 1
]}
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1 + 
{

2
f
fn
y˜
(
1 − 
2
)
− 
yy˜
D2e1n
[
1 − /2
1 − ˇy˜/2f
]}
 De
(

2
f
fn
y˜ − 
yy˜
D2e1n
)
, (77)
where we have used the assumption that |ˇy˜/f |  1. Substituting (75) into the expression above yields
	 = Dey˜
(
1
2
+ f
2fn
)
= − fn + f
2fn
De (78)
along the corner characteristic.
Next, we obtain an approximate expression of 	 in Region 1. From the exact solution for  (Eq.
(33)), 	 can be computed and approximated using (73) as
	 = h1 − D = f/1 − D =
(
f
1F
− 1
)
D 
[
1n
1(1 − ˇy˜/2f )
− 1
]
D
=
[
1
(1 + )(1 − ˇy˜/2f ) − 1
]
D 
[
1 −  + ˇy˜
2f
− 1
]
D = −
(
1 − ˇy˜
2f
)
D, (79)
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where we have used the relation 1 = 1n(1 + ). Along the corner characteristic (76), then,
	 = −
(
1 − ˇy˜
2f
)
De
f
fn
(
1 − ˇy˜
2f
)
= − f + fn
2fn
De
(
1 − ˇy˜
2f
)
 − f + fn
2fn
De. (80)
This expression is equivalent to (78), indicating that the approximate Region-2 solution indeed
matches the corresponding approximate version of the Region-1 solution along the corner charac-
teristic. This agreement conﬁrms that (71), u1 = 0 and (74) with (75) indeed form an approximate
solution for Region 2.
C.2. Approximate solution when 1 is constant
In the preceding subsection, we used an a posteriori argument to derive the approximate solution
for Region 2 by starting from the assumptions that v1y = 0 and u1 = 0, which seemed to be true from
examples. On the other hand, when 1 is constant, a simpler and more insightful version of the solution
can be obtained as follows.
When |	|  D, the steady continuity equation is
(Du1)x + (Dv1)y  0. (81)
Assume that ∂t = 0, 1 = const ., Dy = 0, x = 0, y = const ., and |	|  D, as in the previous section. The PV
equation (14) can then be approximated to
(u1∂x + v1∂y)
(
f
D
)
= 
y
D
(
1
D
)
x
and so
(U1g∂x + V1∂y)Q = 0, (82)
where Q ≡ f/D, U1g ≡ Du1 − y/f, and V1  Dv1. Since (U1g)x + V1y = 0 for a constant y (see Eq. (81)), there
exists a streamfunction such that U1g = −˜y and V1 = ˜x.
Along the northern boundary, ˜x = 0 because V1 = 0 there. Therefore, we  can set
˜ |y=yn = 0 (83a)
without loss of generality. Along the eastern boundary, the no-volume-ﬂux condition that U1  Du1 = 0
implies that
−˜y|x=xe = −
y
f
.
Integrating this expression yields
˜ |x=xe ≡ ˜e(y) = −
∫ yn
y
y
f (y′)
dy′ = 
y
ˇ
log
f
fn
, (83b)
where the deﬁnition that f = fn + ˇ(y − yn) has been used.
Using ˜ , the approximated PV equation (82) can be rewritten as
Qy˜x − Qx˜y = 0,
indicating that ˜ is constant along each geostrophic contour, a line of constant Q. Therefore, in the
region covered by the geostrophic contours emanating from the northern boundary (Region 1′), ˜ = 0
because of (83a), resulting in
U1 = −˜y +
y
f
= 
y
f
,  V1 = ˜x = 0
in Region 1′.
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Along a geostrophic contour from the eastern boundary,
Q = f (y)/D(x) = f  (yo)
De
(84)
where yo is the original latitude of the geostrophic contour. The boundary condition of ˜ (Eq. (83b))
can be inverted for f:
f = fn exp
[
ˇ˜e
y
]
.
Substituting this expression for f(yo) in (84) gives
f
D
=
(
fn
De
)
exp
[
ˇ˜e(yo)
y
]
.
But, since ˜ is constant along each geostrophic contour, ˜e(yo) can be replaced with ˜ and solved for:
˜ = 
y
ˇ
log
(
f
fn
De
D
)
.
Therefore, in Region 2′, the region covered by the geostrophic contours from the eastern boundary,
U1 = −˜y +
y
f
= −
y
f
+ 
y
f
= 0, V1 = ˜x = −
y
ˇ
Dx
D
.
This result is equivalent to that of the previous section (u1 = 0 and Eq. (71)) when 1 is constant.
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