









Studies of OECD countries have generally failed to detect real economic expansions in the pre-election 
period, casting doubt on the existence of opportunistic political business cycles. We develop a theory that 
predicts a substantial portion of the economy experiences a real decline in the pre-election period if the 
election is associated with sufficient policy uncertainty. In particular, the policy uncertainty induces 
private actors to postpone investments with high costs of reversal. The resulting declines, which are called 
reverse electoral business cycles, require sufficient levels of polarization between major parties and 
electoral competitiveness. To test these predictions, we examine quarterly data on private fixed 
investment in ten OECD countries between 1975 and 2006. The results show that reverse electoral 
business cycles exist and as expected, depend on electoral competitiveness and partisan polarization. 
Moreover, simply by removing private fixed investment from gross domestic product (GDP), we uncover 
evidence of opportunistic cycles.  
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A range of theoretical work suggests policymakers will generate temporary economic expansions 
before elections.
1 Yet empirical studies of OECD countries generally fail to uncover expansions in the 
pre-election period, particularly with respect to real macroeconomic outcomes. Indeed, study after study 
has suggested that such cycles may not exist in OECD countries. As Keech (1995, 61) surmises, 
“empirical support for the electoral-cycle idea is generally weak.” Similarly, Drazen (2000, 76) 
concludes, “at least for the opportunistic model in developed countries, there is much less hard evidence 
than both the theoretical models and the conventional wisdom about the prevalence of ‘election-year 
economics’ would suggest.”
2  
We argue that under specified conditions, elections will induce lower growth in a substantial 
portion of the economy.  Specifically, we suggest that businesses and households have incentives to 
postpone investments with high costs of reversal immediately before elections that are associated with a 
good deal of policy uncertainty. This incentive for delay causes a pre-election decline that directly 
contrasts with the opportunistic cycle, a phenomenon we term a reverse electoral business cycle (REC). 
These ideas are formalized in a simple model, which shows that reverse electoral business cycles depend 
on electoral competitiveness and sufficient polarization between the major parties. 
To test the theory, we examine quarterly data on non-government gross fixed capital formation 
(GFCF) from ten OECD countries across three decades. Gross fixed capital formation (GFCF) has been a 
subject of prior work (e.g., Boix 1997), and encompasses costly-to-undo investments such as machinery, 
equipment, or construction. Quarterly data of the flow of non-government GFCF exist for ten member 
countries: Australia, Canada, Finland, France, Germany, the Netherlands, New Zealand, Norway, the 
United Kingdom, and the United States. This analysis reveals that non-government GFCF will decline in 
the pre-election period if polarization between major parties is high or the race is competitive.  
                                                            
1 See Drazen (2000) and Franzese (2002) for reviews of this literature.  
2 The major exception would seem to be the United States, as several recent studies find an opportunistic 
cycle in this country (Haynes and Stone 1994; Krause 2005; Grier 2008).  2 
 
To assess whether the results could be an artifact of the specifications or sample, we analyze 
whether growth in total gross domestic product (GDP) follows the patterns that previous research has 
established. After finding that it does, we proceed to consider the possibility that most of the economy 
experiences an opportunistic cycle, but that this phenomenon is obscured by the downturn in sectors 
associated with costly-to-undo investments such as fixed capital. Private gross fixed capital formation in 
and of itself comprises eighteen percent of GDP in the data. We therefore conduct a final set of tests on 
real growth in “non-investment GDP,” which equals GDP minus the private fixed investment.  These 
results provide greater support for the existence of opportunistic political business cycles than earlier 
work has uncovered.  
The paper is divided into six sections: a theoretical development that begins with motivating 
examples; a comparison of the reverse electoral business cycle theory to existing theories of electoral 
business cycles; a description of the data and main specifications; tests of the reverse electoral business 
cycle predictions; a reexamination of opportunistic political business cycles; and a concluding discussion.   
 
MOTIVATING EXAMPLES AND THEORY 
In various OECD countries local business organizations have observed that the policy uncertainty 
associated with elections hampers investment. For instance, in Australia in 1996 the head of the 
Australian Chamber of Manufactures, Allan Handberg, maintained that companies were withholding 
investments because the election created uncertainty about the “terms and conditions” under which 
businesses would be operating in the future.
 3 His viewpoint was shared at the time by the chief executive 
of the Australian Chamber of Commerce and Industry, the executive director of the Retailers Council of 
Australia, and the executive director of the Business Council of Australia.
4 More recently, the Managing 
Director of New Zealand’s largest real estate company, Peter Thompson, made a similar assertion with 
respect to New Zealand’s property market. He maintained, “Every three years we see the uncertainty 
                                                            
3 John Ellicott, “Investment Downturn Blamed on Election,” Australian. January 9, 1996.  
4 Ibid.  3 
 
surrounding the pending election flow through into the property market. Vendors tend to want to hold off 
until post-election when the outcome is known.”
5 These assertions echo ones associated with capital 
investment in the US during the 2004 presidential campaign. As the St. Paul Pioneer Press reported, US 
companies were postponing capital investments due to a “rat’s nest” of uncertainties that included “the 
outcome of the country’s tight presidential race, future tax policies” and concerns about the economy.
6  
Notably, the claims do not appear to be driven simply by fears of left-wing governments. In the 
1996 Australian case, a right-leaning coalition defeated the incumbent Labor Party. Likewise, the quote 
from the New Zealand executive suggests that elections dampen real estate activity in every election, not 
simply when left-wing coalitions are winning. Thus the examples cannot be explained by theories about 
the structural dependence of the state on capital, which predict a decline in investment given expectations 
of a leftward shift in government (e.g., Przeworski and Wallerstein 1988). Nor do the claims fit with 
opportunistic political business cycle theories, which predict an expansion in the pre- election period.   
The claims are consistent, however, with research that suggests economic uncertainty causes 
businesses and households to delay investments with high costs of reversal. Scholars have long-referred 
to such items as “irreversible” (e.g., Arrow 1968; Arrow and Fisher 1974). The purchase of machinery, 
the development of a forest, or the construction of a plant qualify as irreversible while investments that 
are liquid or could be readily sold at market value, such as stocks, do not. A variety of formal models 
predict that irreversible investment declines in the face of economic uncertainty (e.g., Cukierman 1980; 
Bernanke 1983; Dixit and Pindyck 1994).  Because these models will be unfamiliar to many political 
scientists and have not focused on elections, we formally develop arguments about the pre-election 
period, electoral competitiveness, and polarization within the framework of Cukierman (1980). The text 
reviews key assumptions and conclusions, and Appendix A provides more detailed proofs. 
                                                            
5 “August 08 Market Update.” Barfoot & Thompson.  Available at http://www.barfoot.co.nz/Market-
Info/Stories/August-08-Market-Update.aspx, accessed Feb. 1, 2010.   
6 Dave Beal, “A Cache of Cash.” St. Paul Pioneer Press. September 1, 2004, C1.  4 
 
TWO-PERIOD FORMALIZATION 
Consider first a simple two-period model in which a private actor must choose whether to make 
an investment in the first period, when he does not know the results of an upcoming election, versus the 
second period, when these results are known. The utility that the actor receives from the investment 
depends on the electoral results, which correspond to the policy platforms that the victors will pass. Say 
that one party will enact new trade restrictions if elected while the other major party will not.  The actor 
wants to choose the level of investment that is optimal for the party that will hold office.   
Formally, assume that the actor’s chosen level of investment is d 0 and that the electoral results 
are represented by the parameter W, which is normally distributed with mean m and precision t, where t is 
the reciprocal of the variance. The utility received from the investment, y W,d , equals: 
[1]  y W,d    aW – b |W‐d|, where a 0, b 0. 
The actor is risk neutral and therefore wants to select the level of investment that maximizes y W,d . If he 
knew W with certainty, he would clearly choose d =W.  
In the first period, the actor knows the distribution of W but not its value. In the second period, 
the election has occurred and the actor knows W. Of course, this assumption could be adjusted so that the 
election is merely a signal of the state of the world, and indeed, in Cukierman (1980), W is never fully 
revealed; here, in order to conserve space for the empirics, we make this admittedly crude simplification. 
The actor can only choose d once. That is, he cannot choose one level of investment in the first period and 
then a different level in the second period.  This assumption captures that the investment is irreversible. 
The tension is consequently over whether to choose d in the first period, where the actor knows the 
distribution but not the value of W, versus the second period, when the actor knows the value of W. 
Were there no cost to delaying the investment, then the optimal action would be to choose d in 
the second period. However, delaying an investment postpones profits and/or utilization. If the investment 
is made in the second period, the actor incurs a cost of c. The actor’s maximization problem is therefore: 
[2]       max  max
 
 E    ,           ,        5 
 
where E y  ,   equals the expected utility from the investment and n represents the number of 
delayed periods.  
As reviewed in Appendix A, the actor will invest in the pre-election period if and only if  
[3]  c   b  
 
p t  
In other words, the incentive for delay depends on the precision with which the electoral results can be 
predicted (where again, t is the reciprocal of the variance); the degree to which the optimal investment is 
affected by the electoral results, as represented by b; and the cost of delay c. As t increases, the incentive 
for delay diminishes because the actor can forecast the results with greater accuracy. Likewise, the 
incentive declines as the costs of postponing the investment rise. Indeed, in some circumstances, the 
benefits of learning the results are outweighed by the losses associated with postponing the investment.  
It is worth emphasizing that the actor is risk-neutral. Thus any incentive he has for delay does not 
derive from risk aversion. Instead, the incentive derives from the irreversibility of the choice of d and the 
uncertainty about W. The irreversibility of d is also worth emphasizing because if d could be changed 
without penalty, the actor would have no incentive for delay. Accordingly, the theory does not imply that 
reverse electoral business cycles should exist for all types of investments, only for irreversible ones.  
 
THREE-PERIOD FORMALIZATION 
We now extend the framework to incorporate a pre-election “campaign” period in which the 
private actor receives a signal about the upcoming election. In this campaign period, which occurs in 
period two, the actor observes the realization of a random variable x that reflects the expected results of 
the election. Throughout the game the actor knows that x is normally distributed with mean W and 
precision p, where the variance is the reciprocal of the precision.   
In the first period, the actor knows the distributions of W and x but not their realizations. In the 
final period the actor learns the value of W, just as in the two period version. Also as before, delay is not 
free. If the actor postpones the investment until period two, he incurs a cost of gc, where g 0. If he waits 6 
 
until period three, the cost is  1 g c.  Thus in deciding when to invest d the actor must choose among 
waiting to learn W and incurring the cost  1 g c, observing the signal x and incurring the cost c, or 
receiving no information about W or x other than their initial distributions but avoiding any costs of delay.   
Formally, he will invest in the pre-election period if and only if:  




p t     ‐ gc    0  &  
[5]   c ‐ b 
 
p t        0. 
Equation [4] represents the difference in expected utility between choosing d in period two, after 
observing x, and choosing d in period one. Equation [5] reflects the difference between choosing d in 
period two versus period three.  (Again, Appendix A proves all results.)  
Recall that p equals the reciprocal of the variance of the signal x. Each of Equations [4] and [5] 
suggest that as p decreases, so that the variance of the signal increases, the likelihood of investing d in the 
pre-election period (period two) diminishes. In other words, as the pre-election period offers a less precise 
signal about the electoral outcome, the actor becomes more likely to choose d before that period or simply 
wait until the electoral results become known.  
What measurable factors should affect p, the precision of the campaign signal x?  Perhaps most 
naturally, the competitiveness of the race should affect the accuracy of the signal. As a race becomes less 
competitive, the campaign will offer a more precise forecast of the party and policy platform that is likely 
to emerge victorious. At the extreme, if the outcome is highly predictable, the cost of delaying the 
investment will outweigh the benefits. Accordingly, reverse electoral business cycles depend on a 
sufficient level of electoral competitiveness.  Equations [4] and [5] do not offer a specific numerical 
estimate of this level, and assessing it is an empirical question we address in the subsequent testing.  
Less obviously, party polarization can also affect the precision of the campaign signal. For a 
given mean of x, larger polarization between the major candidates/parties will produce a higher variance. 
The campaign period will consequently offer a less precise estimate of the winning policy platform. By 7 
 
comparison, low polarization will produce a more precise estimate of the winning platform, reducing the 
incentive to delay irreversible investments until after the election. If the parties hold relatively similar 
positions, even a small cost of postponement will offset the benefit from learning the electoral results.  
Reverse electoral business cycles therefore require sufficiently high polarization between the major 
parties. As with competitiveness, the theory does not specify a numerical estimate regarding the minimum 
level of polarization, and the empirical analysis will estimate how extreme polarization must be in order 
for an election to be associated with a decline in irreversible investment.   
The literature encompasses a range of models of irreversible investment that are more complex 
than the examples developed here. Some of these models explicitly incorporate competition among firms 
(e.g., Dixit and Pyndick 1994), alternative distributional assumptions regarding uncertainty (e.g., 
Cukierman 1980, 471-3), and stochastic processes (e.g., Bernanke 1983), among other assumptions.  
Importantly, the most general result—that uncertainty induces a decline in costly-to-reverse investment—
survives these extensions.
7 In fact, in many cases, the results become stronger with more “realistic” 
settings. For instance, Dixit and Pyndick (1994, 247-281) show that in a competitive equilibrium, where 
the uncertainty is not specific to any given firm but extends across all firms in an industry, the incentive 
for delay is even greater than in cases with firm-specific uncertainty. Yet these theories have not been 
applied to the electoral context, and the reverse electoral business cycle model offers quite different 
predictions than those from existing political business cycle theories.  
 
COMPARISON WITH OTHER ELECTORAL BUSINESS CYCLE THEORIES 
  According to the reverse electoral business cycle theory, growth in irreversible investment 
declines in the pre-election period when the benefits from learning the electoral outcome outweigh the 
costs from postponement.  Also according to the theory, these benefits are more likely to outweigh the 
costs when the election is competitive and polarization is high than when the election is not competitive 
                                                            
7 The result generally holds given any one of the following assumptions: decreasing returns to scale, 
imperfect competition, or risk aversion.  8 
 
or the major parties’ positions are similar. In other words the theory suggests that reverse electoral 
business cycles depend on the race being competitive, a prediction we label the Electoral Competitiveness 
Prediction. Similarly, the theory suggests reverse electoral business cycles depend on sufficiently high 
polarization between the major parties, a prediction we dub the Polarization Prediction.  
Table 1 summarizes how the predictions compare with other perspectives. 
[Table 1 about here] 
Notably, neither the Polarization nor Electoral Competitiveness Prediction can be derived from other 
theories of electoral business cycles. As Table 1 reviews, the opportunistic political business cycle 
perspective predicts expansions during the pre-election period (e.g., Nordhaus 1975; Persson and 
Tabellini 1990; Rogoff 1990). In fact, some studies suggest that these expansions should be greatest when 
competitiveness and polarization are high. Specifically, research on fiscal policy finds that government 
manipulation of the economy depends on sufficient polarization between parties (Alt and Lassen 2006) 
and electoral competitiveness (Schultz 1995; Price 1998).  Thus according to the opportunistic business 
cycle perspective, polarization and competitiveness have, if anything, the opposite effect than that 
predicted by the reverse electoral business cycle theory.  
The predictions of the reverse electoral business cycle theory also diverge from those of partisan 
business cycle theories given that the latter predict normal levels of growth in the pre-election period 
regardless of the level of polarization or competitiveness. More specifically, the partisan theories assume 
a tradeoff between high-inflation policies, which stimulate higher growth and lower unemployment, 
versus low-inflation policies that induce lower growth and higher unemployment. Left-wing coalitions 
enact the high-inflation, high-growth policies while right-wing coalitions prefer low-inflation, low-growth 
policies (e.g., Hibbs 1977; Bartels 2008).
8 In the traditional partisan cycle these patterns hold across the 
                                                            
8 Bartels (2008, 51) finds that US growth is higher under Democrats than Republicans, and he relates this 
difference to policies on inflation and unemployment. Bartels also shows that growth is higher early in the 
term under Democrats and late in the term under Republicans.  9 
 
term while in the rational partisan theory the effects are limited to the post-election period. In particular, 
the rational partisan theory assumes that voters do not know which party will win an upcoming election 
and expect inflation between what either party would enact. If a left-wing (right-wing) party wins, 
inflation is higher (lower) than anticipated, producing a short-term increase (decline) in growth. In the 
second half of the term, growth reverts to “normal” independent of which party is in office (e.g., Alesina, 
Londregan, and Rosenthal 1993, 14).
9 This normal growth occurs regardless of electoral competitiveness 
or the level of polarization between the parties.
10 
A different perspective about the impact of ideology emerges from theories regarding the 
structural dependence of the state on capital. According to the “dynamic structural power of capital” 
perspective, investment declines in the pre-election period when capital owners anticipate that a left-wing 
party/coalition will take office (e.g., Przeworksi and Wallerstein 1988, 22).  A shift in the probability of a 
right-wing victory from low to moderate accordingly increases investment in the pre-election period. By 
comparison, the Electoral Competitiveness Prediction suggests that such a shift in competitiveness should 
induce a decline in irreversible investment.  It is worth highlighting that the structural power of capital 
theory encompasses all investments, not just irreversible ones, so it is possible for this perspective to 
explain patterns in mobile capital even if the reverse electoral business cycle theory better explains 
irreversible investment.  
Table 1 not only reviews major OECD-oriented perspectives, but also two theories that are 
oriented toward developing nations. First, several studies suggest that devaluations are less likely in the 
                                                            
9 The REC perspective thus diverges from the rational partisan theory most prominently when a right-
wing coalition holds power; in this case, the rational partisan theory predicts that growth should be lower 
in the first half of the term relative to the second half. 
10 A different partisan electoral cycle is suggested by Gerber and Huber (2009), which finds that an 
individual’s post-election consumption increases (decreases) if her party wins (loses).  The REC theory 
does not depend on which party wins, and concerns irreversible investment rather than consumption.   10 
 
pre-election period (e.g., Frieden, Gezzi, and Stein 2001; Leblang 2003; Stein and Streb 2004). Stein and 
Streb develop a formal model, based on Rogoff (1990), where an incumbent government signals its 
competence by postponing devaluations until after elections. One could extrapolate from this theory that 
expectations of post-election devaluations induce pre-election declines in investment.
11 Even given such 
an extrapolation, however, the devaluation perspective does not correspond to the Polarization and 
Electoral Competitiveness predictions. In the devaluation perspective, incumbents have an incentive to 
delay devaluations until after the election even when the parties hold identical positions. Accordingly, the 
decline in investment occurs regardless of the level of polarization. Nor does the theory establish that the 
delay in devaluations depends on electoral competitiveness.  
The second perspective regarding developing countries, the austerity electoral cycle, originates in 
recent work by Kaplan (2010). According to Kaplan, incumbents in Latin American countries with 
decentralized financing of debt have the incentive to demonstrate a commitment to creditors’ interests in 
the pre-election period.
 Consequently, incumbents pursue low-inflation policies that impair short-term 
growth.
12 Kaplan does not, however, predict that this austerity cycle depends on polarization between 
parties or electoral competitiveness. Furthermore, the cycle involves growth in the total economy, not 
simply sectors of irreversible investment.    
  In sum, the Polarization and Electoral Competitiveness Predictions are distinct from those of 
existing political business cycle theories.  No other perspective predicts a pre-election decline that 
depends on sufficient levels of polarization and competitiveness. Moreover, unlike most of the theories, 
                                                            
11 Leblang (2003) finds that devaluations are unlikely in the periods immediately preceding and following 
the election.  Also, Bernhard and Leblang (2002) find that elections create a risk premium in forward 
exchange rates in OECD countries in the pre-election period, and note that this effect may be due to 
investors’ fears of future devaluations by electoral victors.   
12 Kaplan’s prediction is consistent with Block and Vaaler (2004), who find that credit rating agencies and 
bondholders increase developing countries’ cost of capital in election years.  11 
 
the REC theory is limited by design in that it does not concern all parts of the economy. Instead, it allows 
that growth in parts not dominated by irreversible investment, and even total GDP, may exhibit patterns 
consistent with other perspectives.  The empirical analysis exploits this feature of the theory.  
 
DATA, SPECIFICATIONS AND METHODS 
  To test the predictions of the reverse electoral business cycle theory, we need data on costly-to-
undo investments made by private sector entities. There are a range of potential data and tests, and 
because this paper is both developing and analyzing arguments, we subject readily available data to a 
variety of established specifications. In particular, the testing utilizes OECD quarterly data on non-
government gross fixed capital formation (GFCF), which exist for ten member countries. Gross fixed 
capital formation equals the acquisition minus disposal of new or existing fixed assets. Examples include 
machinery, buildings, or equipment. The potential time, effort and difficulty in converting these assets to 
cash makes them costly-to-undo. Because the predictions of the theory apply to the actions of businesses 
and households, we analyze non-government rather than total GFCF, which includes government GFCF.
13  
  Specifically, we make use of quarterly, seasonally adjusted non-government GFCF from the 
OECD database OECD.Stat. We examine the three decades of 1975-2006 although for only four countries 
do the data extend back to 1975. The time span in the data for each country is: Australia (1975Q1-
2006Q4), Canada (1975Q1-2006Q4), Finland (1990Q1-2006Q4), France (1975Q1-2006Q4), Germany 
(1991Q1-2006Q4), the Netherlands (1987Q1-2006Q4), New Zealand (1987Q2-2006Q4), Norway 
(1978Q1-2006Q4), the United Kingdom (1986Q1-2006Q4), and the United States (1975Q1-2006Q4). In 
the sample, non-government GFCF comprises an average of eighteen percent of GDP.  At the extremes, it 
                                                            
13 The non-government GFCF data include both business and household investments. Because businesses 
tend to delay contract renegotiations scheduled for the pre-election period (Garfinkel and Glazer 1994), 
households may postpone costly-to-undo investments in the pre-election period even if individuals are not 
paying close attention to the election.  12 
 
is as high as thirty percent of GDP in Norway in the second quarter of 1978, and as low as twelve percent 
of GDP in New Zealand in the second quarter of 1991. 
Because we are interested in the absolute performance of GFCF, rather than how this 
performance relates to GDP, the dependent variable is based on real growth in non-government GFCF.  
The data are transformed from nominal to real values using the “all items/total” consumer price index of 
each country from the OECD database of economic indicators.
14 Like earlier work on political business 
cycles, the dependent variable is based on year-over-year real quarterly growth (e.g., Alesina, Roubini, 
and Cohen 1997; Krause 2005).  Thus for country i in quarter t, the dependent variable equals: 
(Non-government GFCFit - Non-government GFCFi,t-4)/Non-government GFCFi,t-4.  
This variable, for which we have 963 observations, is termed Private Fixed Investment Growth.  It has a 
mean of 2 ½ percent, and a standard deviation of nine percent.
15 Only in Germany is the average negative, 
and even then it is close to zero at -0.006. Appendix B provides descriptive statistics on this and other 
variables. For each analysis we use as many of the 963 observations as possible.   
  Many of the independent variables depend on specifying a set of comparable elections. In the 
parliamentary systems, we consider national parliamentary elections and for the US we analyze 
presidential ones.
16 Our purpose in focusing on these major elections is not to suggest that other types of 
                                                            
14 These data are available in the IMF International Financial Statistics database.  
15 The variable is correlated with real growth in GDP at =0.59, with real growth in government gross 
fixed capital formation at =0.42, and with real growth in adjusted income at =0.38.   
16 The specific elections include: for unicameral parliamentary systems (Australia, Finland, New Zealand, 
and Norway), the general parliamentary elections; for parliamentary systems with an unelected upper 
house (Canada, Germany, and the UK), the elections of the lower house; for France, the National 
Assembly elections; for the Netherlands, the elections for the Tweede Kamer der Staten-Generaal (House 
of Representatives); and for the US, presidential elections. In the one semi-presidential system in the data, 
France, each presidential election was accompanied by a National Assembly election except in 1995.  13 
 
elections are outside the purview of the theory, but instead to focus on those that previous work on 
electoral business cycles has commonly studied (e.g., Nordhaus 1975; Alesina, Roubini and Cohen 1997).   
Key independent variables measure the polarization between major coalitions and electoral 
competitiveness. Polarization is based on the manifesto scaling of Lowe, Benoit, Mikhaylov, and Laver 
(2011). For almost all elections in the data, Lowe et al. provide estimates of the parties’ positions on a 
variety of policy dimensions, including “state involvement in the economy.”  We utilize their estimates of 
the parties’ positions on this dimension, taking the absolute difference between the major left- and right-
parties that might lead a coalition following the election.
17 This variable Polarization ranges from less 
than 0.01, in Germany in 1992, to greater than 5 in Australia in 1976.  The Lowe et al. estimates do not 
change except by election and therefore for periods between elections we employ the polarization 
estimate closest in time to the observation.  
Appendix B provides descriptive statistics on the 936 observations for which the polarization 
estimates are available. The mean level is 1.65 and the median is 1.63.  To minimize collinearity among 
interactions involving polarization and the pre-election quarter, we create indicators that reflect high 
versus low levels of polarization. Above Average Polarization equals one if Polarization is greater than 
                                                            
17 These parties include: for Australia, the Labour and Liberal parties; for Canada, the Liberal and 
Progressive Conservative parties; for Finland, the Finnish Social Democrats (SSDP), National Coalition 
(KK) and Finnish Centre (SK); for France, the Socialists, Union for French Democracy (UDF), Rally for 
the Republic (RPR), Union for a Presidential Majority (UMP) and Liberal Democracy parties; for 
Germany, the Social Democratic Party (SDP) and Christian Democratic Union/Christian Social Union 
(CDU/CSU); for the Netherlands, Labour (PvdA), Christian Democratic Appeal (CDA), and People’s 
Party for Freedom and Democracy (VVD); for New Zealand, the Labour and National parties; for 
Norway, the Labour (DNA) and Conservative (Hoyre) parties; for the UK, the Labour and Conservative 
parties; and for the US, Democrats and Republicans. For countries with more than two major parties, 
polarization is based on the largest absolute difference between any of them.   14 
 
its median and zero otherwise. Analogously, Below Average Polarization equals one if Polarization is 
less than the median and zero otherwise. (We use the term “above average” rather than “above the 
median” for ease of language; utilizing the mean rather than median for the cutpoint only strengthens the 
findings.)  We have investigated how using alternative thresholds alters the results. The evidence suggests 
that reverse electoral business cycles do not occur for lower levels of polarization, and that the magnitude 
and significance of the effect increases for the top quartile of polarization estimates.
18  
Measuring electoral competitiveness is more challenging than polarization given the lack of 
comparable public opinion for all countries. However, the Mannheim Eurobarometer survey data offer 
comparable estimates of vote intentions in the European countries. Until 2002 the standard spring and fall 
Eurobarometers, as well as some special ones, asked about a respondent’s vote intention if a general 
election were soon held in the respondent’s country.
 19 The typical question wording was, “If there were a 
general election tomorrow, which party would you support?” Many researchers have relied on this 
question as a measure of vote intention (e.g., Sinnott 1998; Elff 2009). Because the number of parties 
varies across the countries, we compare support for the parties in the current government with support for 
other parties. Specifically, Electoral Competitiveness equals the absolute difference between the 
percentage of respondents who would vote for a party in the ruling coalition and the percentage who 
would vote for another party. In total we have 266 observations from the survey data. The median 
                                                            
18 In particular, if the threshold for high polarization is based on the fortieth through ninetieth percentile 
of Polarization values compared to lower levels, the estimates for the high polarization elections are not 
consistently significant.  By comparison, the effect is robust and significant if the threshold for high 
polarization is the fiftieth through ninetieth percentile of Polarization values.  If the threshold is based on 
the largest quartile of values then the size of the effect doubles and remains statistically significant.  
19 The surveys go back to the first year of the dataset for France, the Netherlands, Germany and Great 
Britain. The Eurobarometer intermittently asks about Norwegian elections beginning in 1990, and asks 
about Finnish elections beginning in 1994. 15 
 
difference is fourteen percentage points, and the mean is sixteen percentage points.  Appendix B provides 
further descriptive statistics.  
As with polarization, we create indicators that distinguish high versus low competitiveness.  
Competitive equals one if Electoral Competitiveness is less than fifteen percentage points and zero 
otherwise, and Not Competitive equals one in opposite circumstances. Examining lower thresholds is 
difficult given the relatively small number of observations, but we have still investigated the issue. If a 
cut-point of ten percentage points is used, then in the subsequently described specifications the size of the 
coefficient on competitive elections is consistently larger than with a threshold of fifteen percentage 
points, but the significance of the effect is not robust to specification.
20 Thus there is some preliminary 
indication that the size of reverse electoral business cycles increases with more restrictive thresholds on 
competitiveness, but more definitive analysis would require additional data. Also, while the results are 
robust to increasing the threshold up to twenty percentage points, additional analyses suggest that such 
findings are driven by the more competitive elections.
21  
Figures 1a, 1b, and 1c provide an initial look at how private fixed investment growth relates to 
the electoral cycle, polarization, and electoral competitiveness.   
[Figures 1a, 1b, and 1c about here] 
Figure 1a shows the overall average of private fixed investment growth for a window of six quarters 
surrounding the election. For the pre-election quarter, the figure also identifies the average according to 
whether the election is competitive, whether the parties are more polarized than usual, and whether both 
electoral competitiveness and above-average polarization are present. These descriptive data suggest that 
                                                            
20 The effect is significant at conventional levels if the control variables are dropped, in the first-
differenced analyses, and with the Alt-Lassen specification described subsequently.  
21 If we examine alternative fifteen percentage point thresholds, such as when competitiveness is between 
one and sixteen percent or between two and seventeen percent, the results suggest that reverse electoral 
business cycles do not occur when the parties are further than sixteen percentage points apart. 16 
 
private fixed investment growth is lower before the election than in the election quarter and subsequent 
ones. More tellingly, however, a pre-election decline is apparent for elections with above-average 
polarization or competitiveness. The overall average in the pre-election quarter is 2.46 percentage points, 
and this average drops to 0.15 if the election is competitive, -1.69 if it is associated with above-average 
polarization and -2.67 if both above-average polarization and competitiveness are present.  
  Figures 1b and 1c illustrate the effects of competitiveness and polarization in more detail. In 
Figure 1b, which depicts private fixed investment growth according to whether the major coalitions are 
within fifteen percentage points, the patterns diverge starkly. When one coalition has a decisive lead in an 
election year, private fixed investment actually grows. By contrast, when the parties are competitive, a 
decline occurs in the couple of quarters prior to the election, with the nadir occurring in the pre-election 
quarter. Polarization also appears to matter substantially. Figure 1c shows that when polarization is below 
average, the quarters do not have lower-than-average growth in private fixed investment. By contrast, 
when polarization is above average, there is low growth in the quarter before the election and higher 
growth in the quarters following it. 
The theory does not specify whether the pre-election period should last a quarter, two quarters, a 
year, or a month. We might expect the length of the pre-election decline to depend on the type of fixed 
capital. Certain types, such as construction, are planned far in advance while other types such as 
machinery or computer software can more readily be adjusted in the couple of months before an election. 
Separately, one might expect a more prolonged pre-election decline in countries with long campaign 
periods and/or relatively fixed elections than in countries where elections can occur soon after an 
expected dissolution of parliament.  One could envision a series of analyses—of different countries and 
types of fixed capital—associated with a range of expectations about the length of the pre-election 
decline.  Here, we do not have the space to develop this wide range of analyses, and focus in the text on 
two main types of specifications that relate to works discussed in the previous section.   
The first type adopts the traditional practice of defining one pre-election period—in this case, the 
quarter before the election—and comparing it with the remainder of the term (e.g., Nordhaus 1975; 17 
 
Alesina, Roubini and Cohen 1993, 93-94; Schultz 1995). Schultz also focuses on the pre-election quarter, 
while Alesina, Roubini and Cohen’s analysis of opportunistic business cycles follows Nordhaus in 
specifying the pre-election period as the three quarters before the election. Appendix C shows the results 
with the Nordhaus-Alesina-Roubini-Cohen approach. The second main specification of the text accounts 
for each of the two quarters before the election and each of the two after it. This approach is similar to 
that in Stein and Streb (2004) with the exception that we include an additional variable for the second 
quarter after the election.  The variables Pre-election Quarter, Quarter(-2), Quarter(+1), and 
Quarter(+2) represent , respectively, the quarter before the election, the quarter that occurs two quarters 
before the election, the quarter after the election,  and the quarter that occurs two quarters after the 
election. Each equals one if the observation involves that quarter of the electoral cycle and zero otherwise. 
Even if an election takes place at the end of a given quarter, the pre-election quarter is not coded as the 
same one in which the election occurred.  This procedure helps ensure that any evidence in favor of the 
theory is not an artifact of post-election activity.  The other electoral cycle indicators are coded similarly.  
Because the Polarization and Electoral Competitiveness Predictions suggest the pre-election 
decline depends on high polarization and competitiveness, we include a series of interaction terms and 
main effects. For the sample of observations on polarization, the first, simpler type of specification is: 
[6]   Private Fixed Investment Growthit = f(Pre-election Quarterit × Above Average Polarizationit, Pre-
election Quarterit × Below Average Polarizationit, Above Average Polarizationit, Controlsit) 
Equation [6] allows the impact of the pre-election quarter to vary according to whether polarization is 
above or below average. Also, the main effect of polarization is included to account for the possibility 
that polarization affects irreversible investment regardless of whether an election is near. The second 
specification is similar except it includes variables for additional quarters:  
[7]   Private Fixed Investment Growthit = f(Pre-election Quarterit × Above Average Polarizationit, Pre-
election Quarterit × Below Average Polarizationit, Above Average Polarizationit, Quarter(-2)it × 
Above Average Polarizationit , Quarter(-2)it × Below Average Polarizationit, Quarter(+1)it × 18 
 
Above Average Polarizationit, Quarter(+1)it × Below Average Polarizationit, Quarter(+2)it × 
Above Average Polarizationit, Quarter(+2)it × Below Average Polarizationit, Controlsit) 
The inclusion of Quarter(-2) enables assessing whether reverse electoral business cycles extend to two 
quarters before the election.  The post-election terms help control for post-election effects. For the 
analysis of the competitiveness prediction, Competitive and Not Competitive substitute for Above Average 
Polarization and Below Average Polarization, respectively.  
  Each of the tests controls for a variety of factors that the literature suggests may influence growth 
and/or investment. As in Alesina, Roubini, and Cohen (1997) we account for the health of the OECD 
economy using the weighted mean of growth in real GDP in the seven largest OECD economies. These 
countries include ones such as Japan for which quarterly data on non-government GFCF are not 
available.
22 OECD Economic Growth is measured similarly to the dependent variable, with annualized 
growth in real, seasonally adjusted GDP.  
The traditional partisan theory (e.g., Hibbs 1977) predicts that left-wing governments will 
produce higher growth, and we control for the ideology of the current government. Keefer’s (2007) 
database of political institutions identifies whether a government is left-wing, right-wing, or moderate and 
we utilize his coding. Conservatism of Current Government is a trichotomous categorical variable coded 
such that right-wing governments have the highest value and left-wing governments the lowest.  The 
number of liberal versus conservative governments is evenly distributed, with each occurring a little over 
forty-eight percent of the time. Moderate governments comprise the remaining small percentage. Within 
this sample Finland is the only country with a moderate government in any year.   
The rational partisan business cycle theory suggests that left-wing policies will abet growth in the 
period directly following an election; in the latter part of the term growth will revert to a normal level 
regardless of which party holds office.  While that theory explicitly abstracts away from investigating the 
role of “physical capital” (e.g., Alesina, Roubini and Cohen 1997, 52), we still control for the possibility 
                                                            
22 The seven countries include Canada, France, Germany, Italy, Japan, the UK, and the US.  19 
 
that left-wing victories engender early-term expansions. Rational Partisan Theory is based on the coding 
decisions documented in Alesina, Roubini, and Cohen (1997, 177-184). It equals one from the second to 
fifth quarters following a switch in regimes from liberal to conservative governments, negative one for the 
same period following a switch from conservative to liberal governments, and zero otherwise.   
The tests also account for country-specific differences. Each country is represented by an 
indicator that equals one for observations of that country and zero otherwise.
23  Additionally, we include a 
set of year dummies to control for annual shocks that may affect all OECD countries.  
Finally, in the analysis of private fixed investment, we control for interest rates given that 
investment should decline as the cost of raising capital goes up. Interest Rate equals the quarterly long-
term rate on the given country’s government bonds as documented in the OECD.stat database. The 
variable is dropped in analyses of total GDP given that it is not a standard control and, correspondingly, is 
potentially endogenous. One could argue that the REC theory indicates politicians should have 
particularly strong incentives to pressure central banks to reduce interest rates before elections. A large 
literature exists on the relationship between central bank independence and political monetary cycles 
(e.g., Beck 1987; Alpanda and Honig 2009), and a full analysis of monetary implications is beyond the 
scope of this paper. We have, however, examined whether the effects of reverse electoral business cycles 
lessen when interests are lower, and found evidence to this effect.
24 Also, the results are robust to the 
inclusion or exclusion of the control for interest rates.    
                                                            
23 The specifications do not include some variables that might be of interest but vary almost entirely 
cross-sectionally and are therefore largely redundant to the country dummies. For instance, we considered 
controlling for whether the electoral system is majoritarian (e.g., Chang, Kayser and Rogowski 2008; 
Campello 2010) and whether the country is tied to the Euro. These factors have little intra-country 
variation. Thus not surprisingly, each has minimal impact once country indicators are included.  
24 The hypothesized effect of the REC theory is statistically significant if the interest rate is above average 
and larger than the effect if the interest rate is below average, but the difference is not significant.  20 
 
Before proceeding to the analysis, a few methodological issues require attention. First and 
foremost is autocorrelation. The use of annualized quarterly growth is conventional (e.g., Alesina, 
Roubini, and Cohen 1997; Heckelman and Berument 1998; Krause 2005), but presumably contributes to 
autocorrelation given that it involves four quarters of growth. In a basic regression of Equation [6] or [7], 
the Wooldridge (2002, 282-283) test for panel data rejects the null of no first-order autocorrelation 
(p<0.01, two-tailed). At the same time, specification testing fails to uncover unit roots.
25 Some research 
includes a lagged dependent variable to reduce autocorrelation. In this case, however, significant 
autocorrelation remains even when a lagged dependent variable is included.
26 Consequently, we adjust for 
autocorrelation directly. A typical means of analyzing time-series cross-section data is panel corrected 
standard errors, and we correct for autocorrelation within the context of this approach (Beck and Katz 
1995).
 27 In particular, the errors are corrected for first-degree autocorrelation, and following Beck and 
Katz, a common coefficient of correlation is estimated across the panels. As is standard with panel 
corrected standard errors, the disturbances are assumed to be heteroskedastic within countries and 
contemporaneously correlated across them.
  
  Wilson and Butler (2007) recommend analyzing time-series cross-section data with multiple 
approaches to assess robustness, and they discuss the value of the first-differenced estimator. We have 
utilized this alternative method, and present these results in the Appendix D. As the table shows, all of the 
results from the first-differenced analyses support those in the text.  
                                                            
25 The Maddala and Wu (1999) test for panel data indicates that one can reject the null that the panels are 
non-stationary at p<0.01 in the case of either Equation [6] or [7]. Moreover, even if a lag is included, it 
does not approach one. 
26 We applied to each panel the Breusch–Godfrey LM test, which is one of the few autocorrelation tests 
that allow for lagged dependent variables. These analyses revealed significant autocorrelation.  
27 If we ignore the autocorrelation and test the predictions without correcting for it, they still receive 
support at p<0.10, two-tailed.  21 
 
 
TESTS OF THE REVERSE ELECTORAL BUSINESS CYCLE PREDICTIONS 
Tables 2 and 3 show the results from testing the Polarization and Electoral Competitiveness 
predictions.  Table 2 depicts the findings from the Schultz specification of electoral periods, Equation [6], 
and Table 3 from the Stein-Streb specification, Equation [7].  
[Tables 2 and 3 about here] 
Consider first the results regarding the Polarization Prediction. Regardless of the specification, the 
coefficient on the interaction between the pre-election quarter and above-average polarization is 
significantly negative (p<0.05, two-tailed). If polarization is higher than average, private fixed investment 
growth drops between two and three percentage points in the quarter before the election. By comparison, 
the coefficient on the interaction between below-average polarization and the pre-election quarter is not 
significant at any conventional level. As expected, a pre-election decline in irreversible investment exists 
but only when the parties hold sufficiently disparate positions.  
Tables 2 and 3 also indicate that a pre-election decline depends on the election being competitive. 
In both tables, the coefficient on the interaction between competitiveness and the pre-election quarter is 
significant at conventional levels (p<0.05, two-tailed), suggesting that a pre-election decline in private 
fixed investment occurs when the parties are within fifteen percentage points of each other. In Table 2, 
the magnitude of this decline in the pre-election quarter is three percentage points while in Table 3, the 
decline is over four percentage points. At the same time, and consistent with the Electoral 
Competitiveness Prediction, uncompetitive elections have no effect on irreversible investment. All of the 
findings are robust to accounting for the autocorrelation with first-differencing. As Appendix D shows, 
the Polarization and Competitiveness predictions receive support in a first-differenced analysis of either 
the Schultz or Stein-Streb specifications of electoral periods.  
Table 3 and Appendix D provide mixed evidence about the importance of Quarter(-2). The 
Electoral Competitiveness tests suggest a decline in irreversible investment of approximately three 
percentage points in this period.  The Polarization tests do not uncover a significant effect of Quarter(-2) 22 
 
however.  If instead we group together the two or three quarters before the election quarter to estimate a 
single pre-election effect, it is negative and significant p<0.10, two-tailed, in the case of two quarters and 
p<0.05, in the case of three quarters.  This sort of approach has been used by well-known studies (e.g., 
Nordhaus 1975; Alesina, Roubini, and Cohen 1997; Alt and Lassen 2006), and Appendix C shows tests of 
the Polarization and Competitiveness predictions with these alternative specifications of the pre- and post-
election periods.  The first two columns follow Alesina, Roubini, and Cohen’s (1997) analysis of 
opportunistic business cycles, which is based on Nordhaus (1975). The third and fourth columns use the 
Alt and Lassen (2006) approach of three three-quarter groupings: one for the main period in question, one 
preceding that period, and one succeeding it.  The Polarization and Competitiveness predictions receive 
support in all of these specifications of electoral periods.  
In Table 3, Appendix C, and Appendix D the effects of the post-election periods are generally not 
significant at any conventional level. The main exception is the test of the Polarization Prediction with the 
Alt-Lassen specification, where the interaction between the post-election period and above-average 
polarization is significantly positive. This result suggests that in addition to a pre-election decline, a post-
election boom may occur. In the conclusion we discuss issues associated with investigating the possibility 
of post-election effects. Here these variables are primarily included as controls. 
The results on the other control variables present few surprises. Table 2 describes these findings 
for the Schultz specification of electoral periods; for the analysis of Table 3, the results on the control 
variables are similar and available upon request. The country effects suggest that most countries had 
higher growth in private fixed investment than did Germany. This difference may be related to the low 
growth Germany experienced in the 1990s following reunification (recall that the Germany data begin in 
1991Q1). Separately, Pianta (1995) argues that OECD economies have tended to focus either on capital 
formation or on research and development, and that Germany has prioritized research and development. 
The estimates on the country indicators are also consistent with Pianta’s (1995) evidence that Australia, 
Canada, and the UK have prioritized capital formation.  23 
 
The year effects are highly significant (p<0.01 in a joint significance test) and additional tests 
suggest these indicators reduce the impact of other controls. As just one example, if the year effects are 
removed in the analysis of polarization with the Schultz specification, the effect of interest rates becomes 
significant at p<0.05, two-tailed. Notably, the Polarization and Competitiveness Predictions continue to 
receive support if the year indicators are excluded. We have also analyzed the data without any of the 
control variables and these results further substantiate the Polarization and Competitiveness Predictions.  
A potential concern is that the findings might depend primarily on one country.  This concern 
seems particularly relevant to Norway given the dependence of the Norwegian economy on the capital-
intensive oil and gas industries and given that Norway has affected the results of other studies of growth 
(e.g., Jackman 1987; Lange and Garrett 1987). We have therefore conducted the tests of Tables 2 and 3 
excluding Norway, and all of the main findings hold.  In addition, we have dropped every country 
individually, and in each case the Polarization and Competitiveness Predictions receive support. 
Separately, we have made efforts to assess whether the results regarding competitiveness are 
driven by other causes, including the popularity of the left or poor economic conditions.  For the first 
analysis, we created the variables Left Favored and Right Favored. Left Favored equals one if the 
majority of respondents favored the coalition aligned with the major left-wing party and zero otherwise, 
while Right Favored equals one minus Left Favored.  We then substituted Left Favored for Competitive 
and Right Favored for Not Competitive.  If the results supporting the Electoral Competitiveness 
Prediction were driven by cases where the left was likely to win office, as the structural power of capital 
theory would predict, then the coefficients on the interactions between the pre-election periods and the 
left being favored should be higher than those for when the right is favored. In fact, the effects are, if 
anything, greater when the right is favored, either in the Schultz or Stein-Streb specifications; these 
results are available upon request. We also compared the impact of Pre-election Quarter for cases where 
the left actually went on to win versus other cases. Again, the results suggest that reverse electoral 
business cycles are not caused by capital flight in the face of a left-wing victory. 24 
 
To investigate whether the findings on competitiveness are an artifact of negative economic 
conditions, we calculated the median of national GDP growth for the observations for which we have data 
on competitiveness, found it was 3.06 percentage points, and analyzed whether the results held when 
GDP growth was above this level. These results suggest that even when the economy is sound, 
competitive elections are associated with a significant decline in irreversible investment in the quarter 
before the election (p<0.05, two-tailed). 
28 
Finally, we conducted a number of general robustness checks.  These included dropping the four 
highest and lowest observations of private fixed capital growth, dropping each year, conducting a series 
of quasi-placebo tests, and investigating whether specification testing recommends an instrumental 
variables model. For the analyses that drop outlying observations or individual years, we subjected each 
regression in Tables 2 and 3 to the possibility that a particular year or set of outlying observations was 
driving the results. The hypothesized effect of the pre-election quarter was almost always significant at 
p<0.05, two-tailed, and in all cases at p≤0.10, two-tailed. 
For the quasi-placebo analyses, we estimated Equation [6] by substituting other quarters for the 
pre-election quarter. We use the term “quasi-placebo” because other elections or events that affect 
irreversible investment may regularly occur. For instance, in Norway the local elections regularly occur 
two years after the parliamentary elections and these results may cause a vote of confidence and/or 
otherwise shift the balance of power in the national parliament, the Storting.
29  In the interest of 
                                                            
28 Also, if we employ Kayser’s (2004) ENPNP measure, which estimates a country’s general level of 
competitiveness across time, we find that countries with above-average ENPNP values have a significant 
pre-election decline.  
29 See, for instance, “Vote of Confidence on EFTA and EC Membership,” North Sea Letter, 11 September 
1991; Tim Burt and Valeria Skold, “Government on ‘Slalom Run’,” Financial Times, 11 November 1998.   
This effect is also mentioned in industry reports.  See, e.g., “Report on Oil and Gas Projects, Norway,” 25 
 
transparency we examine all quarters with the knowledge that some will be closer to placebos than others. 
In the tests of the Competitiveness Prediction, it is never the case that the interaction between competitive 
elections and the quasi-placebo quarter is negative and significant at p≤0.10, two-tailed. In the analogous 
tests for the Polarization Prediction, a few of the key interactions are significant (Quarter (+7), Quarter 
(+4), and Quarter (-6)), but this significance goes away entirely if Norway is left out. What is happening 
with Norway? First, Quarter(+7) is the quarter before the local elections. Second, recent work suggests 
that when both year and country effects are included the results rely more heavily on inter-country 
comparisons than when country effects are combined with time-varying controls (Imai and Kim 2011).  If 
we replace the year dummies with a national-level economic control, so that the analysis relies less 
heavily on comparisons between Norway and other countries, the impact of Quarter (+4) and Quarter (-
6) goes away even with Norway included.
30 Notably, however, the Polarization Prediction continues to 
receive support when the year dummies are replaced with the national-level economic control.  Also, as 
mentioned previously, the results in Tables 2 and 3 do not depend on including Norway.   
We also investigated whether specification testing suggests a two stage least squares model may 
be more appropriate. This could be the case for parliamentary systems, in particular, if the calling of 
elections were endogenous to private fixed capital growth. We analyzed the data from the parliamentary 
systems with an instrumental variables model that included a single effect for the pre-election quarter, an 
instrument for this variable, and all controls from the Schultz specification. With the first-differenced 
estimator, such an instrumental variables specification is straightforward.
31 In the few studies of political 
business cycles that account for endogenous election timing, instruments are commonly based on the fact 
                                                                                                                                                                                                 
available at: http://www.ice.it/informazioni/newsletter/web/2010_Agosto/notaprogettiattivinorvegia.pdf 
(accessed August 9, 2011).    
30 In particular, we use the lag of Non-investment GDP Growth, as defined in the next section. 
31 Following Angrist’s work on binary endogenous regressors, we use conventional two-stage least 
squares (e.g., Angrist 2001). 26 
 
that elections must be called within a specified period (e.g., Ito 1990; Heckelman and Berument 1998).  
We follow this tradition with the instrument Term Expires, a binary indicator for whether the term must 
end in the next quarter. Clearly the expiration of the term should be correlated with the calling of an 
election; at the same time, if the term’s expiration did not allow for a potential change in government, 
then we would not expect any effect on private fixed investment. The instrument has the expected effect 
and is significant at p<0.05, two-tailed. However, the Durbin-Wu-Hausman test recommends against an 
instrumental variables approach; the null that the pre-election quarter is exogenous to private fixed 
investment growth cannot be rejected (p=0.44). Further details of this analysis are available upon request.   
In sum, the empirical analysis provides a great deal of support for the reverse electoral business 
cycle theory. Irreversible investment declines in the pre-election period when polarization is high and/or 
the election is competitive, but not otherwise. These results hold in a variety of specifications based on 
established works of electoral business cycles. At the same time, no other theory is consistent with these 
findings. The analysis thus indicates that a previously unidentified electoral business cycle explains an 
important portion of economic activity.  
 
REVISITING OPPORTUNISTIC ELECTORAL BUSINESS CYCLES 
  The findings on private fixed investment provoke several questions. First, might the sample or 
specifications be prone to showing pre-election declines in growth? That is, would even an analysis of 
total GDP support the Polarization and Competitiveness Predictions?  Second, might reverse electoral 
business cycles in private fixed investment obscure the existence of opportunistic cycles in other portions 
of the economy? To investigate these questions we conduct two types of tests, each of which replaces 
Private Fixed Investment Growth with a different dependent variable. In the first type, the dependent 
variable is GDP Growth, which equals year-over-year quarterly growth in real, seasonally adjusted GDP. 
In the second type, the dependent variable is based on subtracting private fixed investment from total 
GDP. Non-investment GDP Growth equals the annualized quarterly real growth of seasonally adjusted 
GDP minus seasonally adjusted non-government GFCF.  27 
 
If the sample or specifications are prone to finding pre-election declines in growth, then these 
declines should emerge even when we substitute total GDP for private fixed investment. Table 4 shows 
the results from such a substitution, using the Schultz specification of electoral periods as in Equation [6].   
[Table 4 about here] 
For space reasons, only the estimates of key variables are presented; results for control variables are 
available upon request. All controls from Equation [6] are included with the exception of interest rates.  
As mentioned in the description of the variables, interest rates are not a standard control in analyses of 
GDP, but if we do include them, all substantive results hold.  
Column [1] presents the results for the analysis of polarization, and Column [2] for 
competitiveness. In neither case is the coefficient on a term involving the pre-election quarter significant 
and negative. In fact, the effect of the pre-election period in elections associated with low polarization is 
significantly positive at p<0.10, two-tailed.  If we examine the effect of the electoral cycle with the Stein-
Streb specification of electoral periods, the results are similar except that the positive effect for low-
polarization elections becomes far less significant.  (These results are available upon request.)  We have 
also analyzed the pre-election quarter in isolation, i.e., without interacting it with polarization or 
competitiveness, in an effort to ensure that the interaction terms are not somehow diminishing a 
significant, negative effect.  As shown in Column [3], there is again no significant effect of the pre-
election quarter on total GDP.  
These results on GDP conform to standard findings in the literature (e.g., Keech 1995; Franceze 
2002). Notably, even the work that indicates competitiveness and polarization are associated with 
political budget cycles does not claim that total GDP growth increases under these conditions (e.g., 
Schultz 1995; Alt and Lassen 2006). Moreover, the findings on private fixed investment suggest that 
irreversible investment declines precisely when polarization and competitiveness are high. It therefore 
seems plausible that reverse electoral business cycles obscure opportunistic cycles in other parts of the 
economy. To assess this possibility, we analyze a number of established specifications with Non-28 
 
investment GDP as the dependent variable. Of course, a complete re-evaluation of the opportunistic 
model would require a paper or book unto itself. Our goal here is to investigate plausibility.  
Columns [4] through [9] of Table 4 present the key results from six specifications. As with the 
analysis of total GDP, all controls from Tables 2 and 3 are included except for interest rates, the results 
are robust to controlling for interest rates, and the estimates on controls are available upon request. 
Column [4] shows the effect of the pre-election quarter relative to all other quarters, while Column [5] is 
based on the Stein-Streb specification of electoral periods.  According to these columns, growth excluding 
private fixed investment increases between three- and four-tenths of a percentage point in the quarter 
before an election.  The effect in Column [4] is significant at p<0.05, two-tailed, and that in Column [5] at 
p<0.10, two-tailed. Columns [6] and [7] report the results from the Nordhaus-Alesina-Roubini-Cohen and 
Alt-Lassen approaches that formed the basis of Appendix C, and these tests also uncover evidence of a 
pre-election increase in non-investment GDP (p<0.05, two-tailed).  Indeed, the Alt-Lassen test suggests 
that this increase is as high as a one-half a percentage point, and extends back into the fourth, fifth, and 
sixth quarters when analyzed as a group.  
  Columns [8] and [9] show the results from the first-differenced instrumental variables model in 
which, as in the previous section, Term Expires is the excluded instrument.
32 Recall that the instrumental 
variables analysis attempts to account for the potential endogeneity of elections in parliamentary systems, 
and that specification testing did not recommend an instrumental variables approach in the analysis of 
private fixed investment. In this case, with Non-investment GDP as the dependent variable, specification 
testing recommends the instrumental variables model over a one-equation model, as detailed in the table. 
Also, the instrument, Term Expires, is highly significant (p<0.05, two-tailed). Even with the instrumental 
variables model, however, we find substantial support for a pre-election expansion. In fact, the expansion 
is not only statistically significant at p<0.05, two-tailed, but considerably higher in magnitude than in the 
                                                            
32 As before, we follow work on binary endogenous regressors by using conventional two-stage least 
squares (e.g., Angrist 2001). 29 
 
one-equation models. This is the case either if we examine the pre-election quarter relative to all other 
quarters (Column [8]) or, following the Nordhaus-Alesina-Roubini-Cohen approach, the three quarters 
before the election as a group (Column [9]).  Further results of the instrumental variables models are 
available upon request. 
 In sum, simply by removing private fixed investment from GDP, a result that is quite different 
from the conventional wisdom emerges. Rather than finding little to no indication of opportunistic cycles 
in real macroeconomic outcomes, we uncover evidence of a real expansion in the over eighty percent of 
GDP that does not comprise private fixed investment. These results suggest that the reverse electoral 
business cycle theory may not only provide insight into how elections affect irreversible investment but 
may also facilitate greater understanding of how elections influence the economy more broadly. 
 
DISCUSSION AND CONCLUSION 
A prominent feature of the literature on electoral business cycles has been the lack of consistent 
evidence that OECD governments are able to expand the economy before an election. Franzese (2002, 
378) surmises, “the empirical literature uncovers some possible, but inconsistent and weak, evidence for 
electoral cycles in macroeconomic outcomes, with evidence for cycles in real variables generally 
weakest…” Research on developing nations, by comparison, has found greater substantiation of 
opportunistic political business cycles (e.g., Treisman and Gimpelson 2001; Brender and Drazen 2005). 
This contrast has led to speculation that governments in OECD countries may lack sufficient capacity to 
influence the economy (e.g., Remmer 1993, 393) or that their electorates would disapprove of such 
manipulation (e.g., Alesina, Roubini, and Cohen 1997, 254).  
We have developed a theory, the reverse electoral business cycle theory, which suggests that 
sectors dominated by irreversible investment experience a decline in the pre-election period when the 
policy uncertainty associated with the election is sufficiently high. Because the policy uncertainty is low 
if the race is uncompetitive or the parties hold similar positions, the pre-election decline depends on the 
race being competitive and an adequate level of polarization between the major left and right parties. To 30 
 
test these arguments, we analyzed quarterly data on private gross fixed capital formation from ten OECD 
countries. The tests found that growth in private fixed investment decreased significantly in the pre-
election period when the elections were competitive and polarization was above average. At the same 
time, and consistent with the theory, no decline occurred for non-competitive elections or when 
polarization was low.  Further testing indicated that the findings are not a function of investors preferring 
right-wing governments, but instead related to the level of electoral uncertainty. In addition, the results do 
not appear to be an artifact of the sample or specifications, as analysis of total GDP produced findings 
consistent with the conventional wisdom. We proceeded to assess whether simply removing private fixed 
capital formation from GDP would reveal evidence of opportunistic political business cycles, and found 
this was the case. These final set of findings establish plausibility that reverse electoral business cycles 
obscure pre-election expansions occurring elsewhere in the economy.  
At a broader level, the paper relates to the vast literature on the causes and consequences of 
policy uncertainty. A longstanding concern is whether specific legal and political institutions engender 
greater policy uncertainty and thereby hamper growth. For instance, Stasavage (2002) suggests that veto 
points promote higher capital investment by limiting policy uncertainty, and he supports this claim with 
an analysis of developing countries. Other research on development highlights the importance of 
minimizing policy uncertainty (e.g., Rodrik 1991; Frye 2002).  This paper, by showing that political 
uncertainty routinely affects investment even in OECD countries, contributes to the body of evidence that 
indicates the factor is an important determinant of economic outcomes.  
The paper also provokes a number of questions for future research. For example, what are the 
post-election implications of reverse electoral business cycles? If incumbents have been defeated, might 
any post-election expansions be delayed until greater certainty emerges about the new government’s 
policies? And in parliamentary systems, how does post-election uncertainty about coalition formation 
affect irreversible investment? The theoretical framework and empirics could be extended to examine 
these and other issues related to the post-election period. Separately, the analysis motivates the question 31 
 
of whether developing nations experience reverse electoral business cycles in investment. Theoretically, 
there is no reason to expect that these cycles are limited to OECD countries.  
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Above average polarization/Competitive ×  
    Pre-election quarter  
-2.310 -3.191 
(0.910) (1.591) 
Below average  polarization/Competitive × 
    Pre-election quarter 
-0.395 -0.279 
(0.754) (1.507) 
Above average polarization/Competitive  -0.964  0.943 
 (0.919)  (0.783) 
Interest rate  -0.571  -1.633 
 (0.356)  (0.529) 
OECD economy  0.254  -0.015 
 (0.184)  (0.188) 
Conservatism of current   0.403  -0.841 
    government  (0.466)  (0.768) 
Rational partisan theory  1.195  0.582 
 (0.774)  (0.926) 
Australia 6.026  --- 
 (1.805)   
Canada 4.111  --- 
 (1.513)   
Finland 2.346  5.560 
 (2.340)  (2.971) 
France 3.591  1.374 
 (1.276)  (1.279) 
Netherlands 2.837  1.166 
 (1.690)  (1.855) 
New Zealand  4.868  --- 
 (2.506)   
Norway 3.716  5.420 
 (3.664)  (4.554) 
United Kingdom  5.319  5.044 
 (2.581)  (1.910) 
United States  4.248  --- 
 (1.399)   
Constant 4.591  18.214 
 (2.399)  (7.923) 
Year effects  
2
(30)=66.19 (p<0.01)  
2
(25)=129.33 (p<0.01) 
  0.67 0.63 
N  936 266 
Notes: Dependent variable equals Private Fixed Investment Growth. Standard errors are in parentheses 
below coefficients. All analyses use panel-corrected standard errors with an AR(1) correction. The 




  Polarization   Electoral Competitiveness 
Above average polarization ä  
    Pre-election quarter  
-2.590  -- 
(1.029)   
Below average  polarization ä  
    Pre-election quarter 
-0.678  -- 
(0.842)   
Above average polarization  -0.995  -- 
  (0.922)   
Competitive ä   --  -4.307 
    Pre-election quarter    (1.746) 
Not competitive ä  --  -0.982 
    Pre-election quarter    (1.658) 
Competitive --  1.033 
   (0.830) 
Above average polarization ä  
    Quarter(-2)  
-0.577  -- 
(1.012)   
Below average  polarization ä  





Above average polarization ä  





Below average polarization ä  





Above average polarization ä 





Below average polarization ä  





Competitive ä Quarter (-2)   --  -2.903 
  (1.486) 




Competitive ä Quarter (+1) 
 
--  -1.756 
(1.337)   
Not competitive ä Quarter (+1) 
 
-- -0.933 
(1.540)   
Competitive ä Quarter (+2) 
 
--  -1.154 
(1.299)   
Not competitive ä Quarter (+2) 
 
-- -1.484 
(1.634)   
Control Variables  Included Included 
  0.67 0.60 
N  936 266 
Notes: Dependent variable equals Private Fixed Investment Growth. Standard errors below coefficients.  
Tests use panel-corrected standard errors with AR(1) correction. Controls include Interest Rate, OECD 




















Pre-election quarter   -- --  0.112  0.438   
     (0.135)  (0.170)   
Pre-election quarter × Above Average  -0.097 -0.644  --  --   
   Polarization/Competitive  (0.219)  (0.511)     
Pre-election quarter × Below Average  0.354 0.189  --  --   
   Polarization/Competitive  (0.185)  (0.479)     
Above Average Polarization/  -0.200 0.004  --  --   
   Competitive  (0.238)  (0.220)     





















Pre-election  quarter  0.324 -- -- -- -- 
  (0.189)      
Pre-election  quarter*  --  --  -- 1.188 -- 
       (0.370)   
Quarter(-2)  -0.259  -- -- -- -- 
  (0.188)      
Quarter(+1)  0.072 -- -- -- -- 
  (0.192)      
Quarter(+2)  0.018 -- -- -- -- 
  (0.191)      
Quarters(-1, -2, -3)  --  0.323  0.517  --  -- 
   (0.161)  (0.174)     
Quarters(-1, -2, -3)*  --  --  --  --  2.509 
         (0.819) 
Quarters(-4, -5, -6)  --  --  0.487  --  -- 
     (0.180)     
Quarters(+1, +2, +3)  --  --  -0.195  --  -- 
     (0.161)     








N  963  963 963 830 830 
Standard errors below coefficients. Controls include OECD Economy, Conservatism of Current Government, 
Rational Partisan Theory, country and year effects. PCSE refers to the panel-corrected standard errors model and 
IV to the first-differenced instrumental variables model. Pre-election quarter* and Quarters(-1, -2, -3)* each 
equal the predicted values from the first-stage equation described in the text. The instrument Term Expires is 





















































































































Figure 1b. Competitiveness and 
















































Figure 1c. Polarization and 












 E    ,         , 
where n equals one if d is chosen in period two and zero if d  is chosen in period one. Recall that  



















 the second period  if and only if c   b  
 
p t . 











period is am – 1 g c. 
In the “campaign” or second period, the investor’s optimal choice of d is based not only on the 
distribution of W but also the distribution of the signal x~N W,p , where p represents the 
reciprocal of the variance. Following Cukierman  1980  and DeGroot’s  1970  first theorem, the 
posterior distribution of W given the signal x is W ~N  
tm     
t      , t   p . The actor’s optimal 
investment is the median of this posterior distribution, which is the mean 
tm     




p  t     . Thus the expected utility from investing in the second period is 
am – b  
 
p  t      –gc. This expression is greater than the expected utility from investing in the first 
period iff – b  
 
p  t      –gc   – b  
 
p t  , which simplifies to b  
 
p t  –b  
 




p  t      –gc   – 1 g c, which simplifies to c – b  
 






Obs. Mean  Std.  Dev.  Min.  Max. 
Private Fixed Investment Growth  963  2.643  8.766  -36.500  46.409 
Polarization  936  1.651 0.881  0.007 5.192 
Above Average Polarization  936  0.506  0.500  0  1 
Electoral Competitiveness  266  0.160 0.103  0.005 0.426 
High Competitiveness  266  0.519  0.501  0  1 
Interest rate  963  7.869  3.094  3.143  17.073 
OECD Economy  963  1.660  2.345  -3.461  8.436 
Rational Partisan Theory  963  -0.008  0.376  -1  1 
Conservatism of Current Government  963  -1.998  0.984  -3  -1 
GDP Growth  963  2.685  2.974  -9.284  19.889 
Non-Investment GDP Growth  963  2.787  3.031  -10.281  24.080 
Pre-Election Quarter  963  0.070  0.255  0  1 
Quarter (-2)  963  0.067  0.251  0  1 
Quarter(+1) 963  0.070  0.255  0  1 






Mean Std. Dev. Mean Std Dev.
Private Fixed Investment Growth  2.426  8.626  2.759  7.430 
Interest rate  7.986  3.060  8.097  2.709 
OECD Economy  1.674  2.375  1.870  2.407 
Rational Partisan Theory  -0.013  0.376  0.056  0.369 
Conservatism of Current Government  -2.009  0.988  -1.917  0.991 
Pre-Election quarter  0.068  0.253  0.064  0.245 
Quarter (-2)  0.066  0.249  0.060  0.238 
Quarter (+1)  0.071  0.256  0.056  0.231 
Quarter (+2)  0.068  0.253  0.056  0.231 
GDP Growth  2.591  2.916  3.149  2.950 















Above average polarization ä  
    Quarters (-1, -2, -3)  
-1.683 --  -2.088  -- 
(0.898)   (0.964)   
Below average  polarization ä  
     Quarters (-1, -2, -3) 
-0.697 --  -1.236  -- 
(0.711)   (0.787)   
Above average polarization  -0.948  --  -1.261  -- 
 (0.932)    (0.991)   
Competitive ä   --  -2.518  --  -3.447 
    Quarters (-1, -2, -3)    (1.391)    (1.517) 
Not competitive ä --  -0.089  --  -0.266 
    Quarters (-1, -2, -3)    (1.332)    (1.487) 
Competitive --  1.088  --  1.551 
   (0.821)    (1.102) 
Above average polarization ä  
   Quarters (-4, -5, -6) 
-- --  -1.010  -- 
   (0.933)   
Below average  polarization ä  
   Quarters (-4, -5, -6) 
-- --  -1.205  -- 
   (0.828)   
Above average polarization ä  
   Quarters (+1, +2, +3) 
-- --  1.976  -- 
   (0.843)   
Below average polarization ä  
   Quarters (+1, +2, +3) 
-- --  -0.435  -- 
   (0.732)   
Competitive ä  
Quarters (-4, -5, -6) 
-- --  --  -1.882 
     (1.086) 
Not competitive ä  
Quarters (-4, -5, -6) 
-- --  --  -0.087 
   (1.445) 
Competitive ä  
Quarters (+1, +2, +3) 
-- --  --  -0.280 
     (1.117) 
Not competitive ä 
Quarters (+1, +2, +3) 
-- --    -0.266 
     (1.346) 
Control Variables  Included Included  Included  Included 
N  936 266  936  266 
Notes: Dependent variable equals Private Fixed Investment Growth. Standard errors are in parentheses 
below coefficients. All analyses use panel-corrected standard errors with an AR(1) correction. Control 
variables include OECD Economy, Conservatism of Current Government, Rational Partisan Theory, 













Above average polarization ä  
    Pre-election quarter  
-2.320 -- -2.645 -- 
(0.790)  (0.909)  
Below average  polarization ä  
    Pre-election quarter 
-0.518 -- -0.940 -- 
(0.763)  (0.870)  
Above average polarization  -0.294  --  -0.299  -- 
 (1.198)    (1.196)   
Competitive ä   --  -3.555  --  -5.122 
    Pre-election quarter    (1.389)    (1.501) 
Not competitive ä --  -0.490  --  -1.401 
    Pre-election quarter    (1.287)    (1.446) 
Competitive --  0.855  --  0.869 
   (0.880)    (0.905) 
Above average polarization ä  
    Quarter (-2) 
-- --  -0.652  -- 
   (0.915)   
Below average  polarization ä  
    Quarter (-2) 
-- --  -0.756  -- 
   (0.883)   
Above average polarization ä  
     Quarter (+1) 
-- --  -0.639  -- 
   (0.907)   
Below average polarization ä  
    Quarter (+1) 
-- --  -1.238  -- 
   (0.873)   
Above average polarization ä  
    Quarter (+2) 
-- --  -0.432  -- 
   (0.877)   
Below average polarization ä  
    Quarter (+2) 
-- --  -0.500  -- 
 (0.898)   
Competitive ä Quarter (-2)  -- -- --  -3.472 
    (1.484) 
Not competitive ä Quarter (-2)  -- -- --  -1.487 
    (1.302) 
Competitive ä Quarter (+1)  -- -- --  -1.154 
    (1.518) 
Not competitive ä Quarter (+1)  -- -- --  -1.429 
    (1.313) 
Competitive ä Quarter (+2)  -- -- --  -0.720 
    (1.530) 
Not competitive ä Quarter (+2)  -- -- --  -2.269 
    (1.384) 
Control Variables  Included Included Included Included 
N  926 245 926 245 
Notes: Dependent variable equals Private Fixed Investment Growth. Standard errors are in parentheses 
below coefficients. The numbers of observations differ from Tables 2 and 3 because the first-differencing 
removes the first quarter of data.  In the competitiveness analyses, this procedure removes more than ten 
observations given the gaps in the Eurobarometer poll over time.  