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Abstract. It is well known that the class of measurable functions which satisfy
sup
|z|>0
‖f(·+ z) + f(· − z)− 2f(·)‖∞
|z|α <∞
coincides with the class of Lipschitz functions for 0 < α < 1, with the Zygmund class if
α = 1 and they are the natural extension for 1 < α < 2.
Consider L = −∆ + V in Rn, n ≥ 3, where V is a nonnegative potential satisfying(
1
|B|
∫
B
V (y)qdy
)1/q
≤ C|B|
∫
B
V (y)dy, q > n/2, for every ball B.
We define as CαL , 0 < α < 2, the class of measurable functions such that
‖ρ(·)−αf(·)‖∞ <∞ and sup
|z|>0
‖f(·+ z) + f(· − z)− 2f(·)‖∞
|z|α <∞,
where ρ is the critical radius function associated to L.
Let Wyf = e
−yLf be the heat semigroup of L. Given α > 0, we denote by ΛWα/2 the set
of functions f which satisfy
‖ρ(·)−αf(·)‖∞ <∞ and
∥∥∥∂kyWyf∥∥∥
L∞(Rn)
≤ Cαy−k+α/2, with k = [α/2] + 1, y > 0.
We prove that for 0 < α ≤ 2 − n/q, CαL = ΛWα/2. The identity is in the sense of normed
spaces with the obvious norms.
Parallel results are obtained for the classes defined through the Poisson semigroup, Pyf =
e−y
√Lf.
Regularity properties of fractional powers (positive and negative) of the operator L,
Schro¨dinger Riesz transforms, Bessel potentials and multipliers of Laplace transforms type
are also obtained. The proofs of these results need in an essential way the language of
semigroups.
1. Introduction
Classical Lipschitz spaces on Rn, Λα, α > 0, are classes of smooth functions that play an
important role in function theory, harmonic analysis and partial differential equations. For
0 < α < 1, they are defined as the set of functions ϕ such that |ϕ(x + z) − ϕ(x)| ≤ C|z|α
x, z ∈ Rn. It could be said that these classes are in between of the continuos functions C0 and
derivable functions with continuous derivative, C1. However, Zygmund, see [20], argued that
for applications in harmonic analysis, the natural limit case when α→ 1 corresponds with a
space bigger than C1, the set of continuous functions ϕ such that |ϕ(x+z)+ϕ(x−z)−2ϕ(x)| ≤
C|z|, x, z ∈ Rn. This is why Λ1 it is also known as the Zygmund space. For α > 1, Λα is
defined as the class of smooth functions such that their first order derivatives belong to Λα−1.
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2 DE LEO´N-CONTRERAS AND TORREA
A recurrent object of research is to find some characterizations of these spaces which are
more suitable for some applications, like expressions with finite differences, approximation
properties, semigroup language, etc. See for instance [10, 15, 19]. The characterizations of
bounded Lipschitz functions via the Poisson semigroup, e−y
√−∆, and the Gauss semigroup,
ey∆, are due to Stein and Taibleson, see [15] and [19], and deserve a special mention. The
advantage of this approach is that the semigroup language allows to obtain regularity results
in these spaces in a more direct way. In particular, it allows to prove the boundedness of some
fractional operators, such as fractional Laplacians, fractional integrals, Riesz transforms or
Bessel potentials, in a much more simple way than using the classical definition of the spaces.
The works of Taibleson and Stein raise the question of analyzing some Lipschitz spaces
adapted to different “laplacians” and to find pointwise and semigroup estimate characteriza-
tions. In the case of the Ornstein-Ulhenbeck operator O = −12∆+x ·∇, in [2] some Lipschitz
classes were defined by means of its Poisson semigroup, e−y
√O, and in [12] a pointwise char-
acterization was obtained for 0 < α < 1. In the literature sometimes “Lipschitz classes” are
also known as “Ho¨lder classes”. In the case of the Hermite operator H = −∆ + |x|2, adapted
Ho¨lder classes were defined pointwise in [17]. By using semigroups these last classes were
characterized in [5], also in the parabolic case. The classical parabolic case was treated in
[18].
In this paper we consider Schro¨dinger operators in Rn with n ≥ 3, that is, L = −∆ + V ,
where V is a nonnegative potential satisfying the reverse Ho¨lder inequality:
(1.1)
(
1
|B|
∫
B
V (y)qdy
)1/q
≤ C|B|
∫
B
V (y)dy, with an exponent q > n/2,
for every ball B.
A particular case is the Hermite operator, where V (x) = |x|2 and satisfies (1.1) for every
q > n/2. Appropriate Ho¨lder spaces adapted to the operator L have been analyzed by
different authors, but only for 0 < α < 1. In the paper [3] the authors introduced the space
ΛαL, 0 < α < 1, as the set of functions which satisfy
(1.2) ‖ρ(·)−αf(·)‖∞ <∞ and sup
|z|>0
‖f(· − z)− f(·)‖∞
|z|α <∞,
where ρ(x) is the critical radius associated to the potential V , see (2.8).
The purposes of this paper are the following: at first, we find the appropriated pointwise
definition of Lipschitz classes in the Schro¨dinger setting for 0 < α < 2. We shall denote this
space by CαL. Secondly, we shall find a characterization of these classes by using either the
heat semigroup, e−yL, or the Poisson semigroup, e−y
√L. Thirdly, we shall use these new
characterizations to prove Ho¨lder estimates of negative and positive powers of the operator
L, the boundedness of Bessel potentials, Riesz transforms and some multiplier operators
associated to L. Due to the semigroup characterization, the proofs of these estimates will
run more smoothly than by using the pointwise definition of the classes. Moreover, the
estimates under these classes defined through heat and Poisson semigroups will be valid for
every α > 0. Now we present our definitions and results.
Definition 1.1. Let 0 < α < 2 and ρ(x) the critical radius, see (2.8). We shall denote by
CαL the class of measurable functions such that
MLα [f ] := ‖ρ(·)−αf(·)‖∞ <∞ and Nα[f ] := sup
|z|>0
‖f(·+ z) + f(· − z)− 2f(·)‖∞
|z|α <∞.
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We endow this space with the norm
‖f‖CαL := MLα [f ] +Nα[f ].
As we said before, in [3] the authors considered the class ΛαL for 0 < α < 1, defined in (1.2).
We shall see that our space CαL coincides with Λ
α
L in that case, see Remark 3.29.
By Wy = e
−yL we will denote the heat semigroup associated to L. From the Feynman-Kac
formula, it is well known that
Wy(x, z) ≤ (4piy)−n/2e−
|x−z|2
4y .
Motivated by this estimate, we shall say that a function f satisfies a heat size condition for
L if
∫
Rn
e
− |x|2
y |f(x)|dx <∞, for every y > 0, and for every ` ∈ N∪{0}, limy→∞ ∂`yWyf(x) = 0.
When some estimates on the derivatives of the heat semigroup are assumed, the following
Theorem shows that this heat size condition is equivalent to a controlled growth of the
function.
Theorem 1.2. Let α > 0. Let f be a function such that
(1.3)
∥∥∥∂kyWyf∥∥∥
L∞(Rn)
≤ Cαy−k+α/2, with k = [α/2] + 1, y > 0.
Then, f satisfies a heat size condition for L if and only if MLα [f ] <∞.
This Theorem leads us to the next definition.
Definition 1.3. Let α > 0. We shall denote by ΛWα/2 the set of functions f which satisfy a
heat size condition for L and (1.3). We endow this space with the norm
‖f‖ΛW
α/2
:= SWα [f ] +M
L
α [f ],
being SWα [f ] the infimum of the constants Cα appearing in (1.3).
Now we state the announced characterization of the Lipschitz classes by using the deriva-
tives of the heat semigroup.
Theorem 1.4. Let 0 < α ≤ 2− nq . Then
CαL = Λ
W
α/2,
with equivalence of norms.
Some observations are in order. The restriction in the range 0 < α ≤ 2 − nq is due to
the reverse Ho¨lder inequality (1.1) that satisfies the potencial V . If the potential V satisfies
(1.1) for every q > n/2, then we get the result for every 0 < α < 2. This is the case
of the Hermite operator, H = −∆ + |x|2. To prove Theorem 1.4, we compare the spaces
ΛWα/2 with some parallel spaces Λ
W˜
α/2 defined for the classical Laplace operator, see Definition
3.22. We believe that these spaces, more general that the classical classical Lipschitz spaces,
are of independent interest. The functions don’t need to be bounded, however a pointwise
characterization is also valid as in the classical case, see Theorem 3.27. Once we have this
characterization, by using the so called “perturbation formula” for Schro¨dinger operators,
we get a comparison between the classes ΛW˜α/2 and Λ
W
α/2, see Theorem 3.32. Theorem 1.4
contains as particular cases the results in [3] and [13], when 0 < α < 1.
Our second main aim is to study the regularity of the following operators in the Lipschitz
spaces. Their definitions are motivated by the gamma formulas, see [16].
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• The Bessel potential of order β > 0,
(Id+ L)−β/2f(x) = 1
Γ(β/2)
∫ ∞
0
e−te−tLf(x)tβ/2
dt
t
.
• The fractional integral of order β > 0.
L−β/2f(x) = 1
Γ(β/2)
∫ ∞
0
e−tLf(x)tβ/2
dt
t
.
• The fractional “Laplacian” of order β/2 > 0
Lβ/2f(x) = 1
cβ
∫ ∞
0
(e−tL − Id)[β/2]+1f(x) dt
t1+β/2
.
• The first order Riesz transforms defined by
Ri = ∂xi(L−1/2), and Ri = L−1/2(∂xi), i = 1, . . . , n.
The following theorems will be proved in Section 4.
Theorem 1.5. Let α, β > 0 and Tβ denote the Bessel potential or the fractional integral of
order β. Then, Tβ satisfies
(i) ‖Tβf‖ΛWα+β
2
≤ C‖f‖ΛW
α/2
.
(ii) ‖Tβf‖ΛW
β/2
≤ C‖f‖∞.
In the case α + β < 1 and for the classes ΛαL, statement (i) was obtained in [13] and (i)
and (ii) were proved in [3].
Theorem 1.6 (Ho¨lder estimates). Let 0 < β < α and f ∈ ΛWα/2. Then,
‖Lβ/2f‖ΛWα−β
2
≤ C‖f‖ΛW
α/2
.
For the classes ΛαL, 0 < α < 1, the result was obtained in [13].
Theorem 1.7.
• For 1 < α ≤ 2− n/q, then ‖Rif‖ΛW
α/2
≤ C‖f‖ΛW
α/2
, i = 1, . . . , n.
• For 0 < α ≤ 1− n/q, then ‖Rif‖ΛW
α/2
≤ C‖f‖ΛW
α/2
, i = 1, . . . , n.
The results were known in the case ΛαL, 0 < α < 1, with restrictions in α motivated by the
reverse Ho¨lder inequality, see [4].
Theorem 1.8. Let a be a measurable bounded function on [0,∞) and consider
m(λ) = λ
∫ ∞
0
e−sλa(s)ds, λ > 0.
Then, for every α > 0, the multiplier operator of the Laplace transform type m(L) is bounded
from ΛWα/2 into itself.
In the case 0 < α < 1 the result was obtained in [13] for the classes ΛαL.
There are some important differences when we want to define Lipschitz spaces through the
Poisson semigroup. The Poisson semigroup can be defined by the following subordination
formula
Pyf(x) = e
−y√Lf(x) =
y
2
√
pi
∫ ∞
0
e−
y2
4τ e−τLf(x)
dτ
τ3/2
.(1.4)
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Getting inside the Feynman-Kac estimate of the heat kernel we get that the kernel of the
Poisson semigroup, Py(x, y) satisfies
Py(x, z) ≤ C y
(|x− z|+ y)n+1 .
Hence, parallel to the heat semigroup case, we shall say that a function f satisfies a Poisson
size condition for L if
(1.5) MP [f ] :=
∫
Rn
|f(x)|
(1 + |x|)n+1 dx <∞.
Theorem 1.9. Let α > 0 and f be a function such that
(1.6)
∥∥∥∂kyPyf∥∥∥
L∞(Rn)
≤ Cαy−k+α, with k = [α] + 1, y > 0.
If f satisfies a Poisson size condition for L then MLα [f ] <∞.
Remark 1.10. Observe that the converse is true if 0 < α < 1 (see Lemma 2.17 with x = 0)
or ρ ∈ L∞(Rn).
The previous Theorem drives us to the following definition.
Definition 1.11. Let f be a function that satisfies MP [f ] < ∞. Given α > 0, we shall say
that f belongs to the class ΛPα if it satisfies (1.6). The linear space can be endowed with the
norm
(1.7) ‖f‖ΛPα := SPα [f ] +MLα [f ],
where SPα [f ] is the infimum of the constants Cα appearing in (1.6).
As we said before, in [13], the authors proved a characterization of the class ΛPα in the
case 0 < α < 1 for functions satisfying the integrability condition
∫
Rn
|f(z)|
(|z|+ 1)n+α+εdz <∞.
Our result contains their case, even more the class of functions for which our results apply
is bigger. Moreover, we can extend the characterization beyond 1. Namely, we have the
following result.
Theorem 1.12. Let f be a function with MP [f ] < ∞. For 0 < α ≤ 2 − n/q, the following
statements are equivalent:
f ∈ CαL, f ∈ ΛPα , f ∈ ΛWα/2.
Moreover, the norms are equivalent.
Since the converse of Theorem 1.9 it is not true in general, we have to assume the hypothesis
MP [f ] < ∞ in Theorem 1.12. In the case of the Hermite operator, since ρ(x) = 11+|x| ∈
L∞(Rn), that hypothesis is not necessary (see Remark 1.10) and the result holds for 0 < α <
2. For a complete characterization of Hermite Ho¨lder spaces by using the Poisson semigroup
see [5].
To prove Theorem 1.12 we need to introduce a new space of functions ΛP˜α , see Section 5,
defined via the classical Poisson semigroup, that are more general than the ones defined by
Stein in [15] and we will compare it with the space ΛPα .
In [3], the authors proved that, in the case 0 < α < 1, the space CαL is isometric to
the space BMOαL defined as the set of locally integrable functions such that, for every ball
6 DE LEO´N-CONTRERAS AND TORREA
B = B(x,R), R > 0 ∫
B
|f − fB| ≤ C|B|1+α/n, with fB = 1|B|
∫
B
f
and
∫
B
|f | ≤ C|B|1+α/n, if R ≥ ρ(x).
Hence, our Theorems 1.4 and 1.12 can be viewed as a sort of Carleson condition character-
izations of the space BMOαL. In the case of the Poisson semigroup, a complete Carleson
characterization has been given in [13] for a more restricted class of functions.
The organization of the paper is the following. In Section 2 we collect technical results
about the heat kernel of the Schro¨dinger operator. Also, we analyze the spaces defined by
using the heat kernel. We end the section by proving the natural growth at infinity of this
class of functions (Theorem 1.2). In Section 3, we introduce an auxiliary space of functions
defined by using the classical heat Gauss semigroup. These spaces are characterized pointwise
and also are compared with the classes defined through the heat semigroup associated to L.
These two facts allow us to prove Theorem 1.4. In Section 4 we prove Theorems 1.5–1.8,
related with applications. Finally, Section 5 is devoted to the proofs related with the ΛPα
spaces.
Along this paper, we will use the variable constant convention, in which C denotes a
constant that may not be the same in each appearance. The constant will be written with
subindexes if we need to emphasize the dependence on some parameters.
2. Properties of Heat Lipschitz spaces associated to L.
2.1. Technical results. Consider the critical radius function defined by
(2.8) ρ(x) = sup
{
r > 0 :
1
rn−2
∫
B(x,r)
V (y)dy ≤ 1
}
.
Let Wy(x, z) be the integral kernel of the semigroup of e
−yL generated by −L. That is,
for f satisfying a heat size condition
e−yLf(x) =
∫
Rn
Wy(x, z)f(z)dz, x ∈ Rn.
It is known (see [7, 11]) that the integral kernel Wζ(x, y) of the extension of e
−yL to the
holomorphic semigroup {e−ζL}ζ∈4pi/4 satisfies
(2.9) |Wζ(x, z)| ≤ CN e
− |x−z|2
c<ζ
(<ζ)n/2
(
1 +
√<ζ
ρ(z)
+
√<ζ
ρ(x)
)−N
, x, z ∈ Rn,
for N > 0 arbitrary.
Lemma 2.13. Let k ≥ 1. There exist constants c, Ck > 0 such that, for every M > 0,
|∂kyWy(x, z)| ≤ Ck
e
− |x−z|2
cy
yk+n/2
(
1 +
√
y
ρ(z)
+
√
y
ρ(x)
)−M
.
The case k = 1 of this Lemma can be found in [6, Formula (2.7)] and [8].
Proof. By Cauchy’s integral formula and (2.9) we have
|∂kyWy(x, z)| = k!
∣∣∣ 1
2pii
∫
|ζ−y|=y/10
Wζ(x, z)
(ζ − y)k+1dζ
∣∣∣ ≤ Ck 1
yk+n/2
(
1 +
√
y
ρ(x)
+
√
y
ρ(z)
)−N
e
− |x−z|2
cy .

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Remark 2.14. A consequence of the last Lemma is that
∫
Rn
∂kyWy(x, z)dz ≤
C
yk
.
2.2. Controlled growth at infinity. Proof of Theorem 1.2.
We shall denote by W˜y the Gauss kernel, in other words, the kernel of the classical heat
semigroup ey∆. The following Lemma is inspired in [9], we sketch here the proof for com-
pleteness.
Lemma 2.15. Let f be a measurable function such that there exists y0 > 0 for which∫
Rn e
− |x|2
y0 f(x)dx <∞. Then, limy→0Wyf(x) = f(x), a.e. x ∈ Rn.
Proof. Let |x| ≤ A, A ∈ N. Given a function f we split
f = fχ{|z|≤2A} + fχ{|z|>2A} = f1 + f2.
Observe that, for |z| > 2A, |x− z| ≥ |z|2 . Hence, by using (2.9), we get for y < y0/(8c),
Wy(x, z) ≤ C e
− |x−z|2
cy
yn/2
≤ C e
− |z|2
4cy
yn/2
≤ C e
− A2
2cy e
− |z|2
y0
yn/2
.
Hence
|Wyf2(x)| ≤ Cy−n/2e−
A2
2cy
∫
Rn
|f(z)|e−
|z|2
y0 dz → 0, as y → 0.
On the other hand, it is known, see [7, Proposition 2.16], that there exists a nonnegative
rapidly decaying function w such that
(2.10) |Wy(x, z)− W˜y(x− z)| ≤ C
( √y
ρ(x)
)2−n/q
wy(x− z), for √y ≤ ρ(x).
Hence, for
√
y ≤ ρ(x) ,
|Wyf1(x)− W˜yf1(x)| ≤ C
( √y
ρ(x)
)2−n/q
wy ? f1(x) ≤ C
( √y
ρ(x)
)2−n/q‖wy‖L1(Rn)‖f1‖L1(Rn).
Therefore, by the standard pointwise convergence for L1-functions we have
lim
y→0
Wyf1(x) = f1(x), a.e x ∈ Rn.

Proposition 2.16. Let α > 0, k = [α/2]+1 and f be a function satisfying the heat size con-
dition. Then, ‖∂kyWyf‖L∞(Rn) ≤ Cαy−k+α/2 if, and only if, for m ≥ k, ‖∂my Wyf‖L∞(Rn) ≤
Cmy
−m+α/2. Moreover, for each m, Cm and Cα are comparable.
Proof. Let m ≥ [α/2] + 1 = k. By the semigroup property and Remark 2.14 we have∣∣∣∂my Wyf(x)∣∣∣ = C∣∣∣∂m−ky Wy/2(∂kuWuf(x)∣∣u=y/2)∣∣∣ ≤ C ′α 1ym−k y−k+α/2 = Cmy−m+α/2.
For the converse, the fact |∂`yWyf(x)| → 0 as y →∞, allows us to integrate on y as many
times as we need to get ‖∂kyWyf‖L∞(Rn) ≤ Cα y−k+α/2.

To prove Theorem 1.2, we need some lemmas and Propositions that we present now.
The following Lemma can be found in [8, 14].
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Lemma 2.17. There exist constants C > 0 and k0 ≥ 1 such that, for all x, z ∈ Rn,
C−1ρ(x)
(
1 +
|x− z|
ρ(x)
)−k0
≤ ρ(z) ≤ Cρ(x)
(
1 +
|x− z|
ρ(x)
) k0
1+k0
.
In particular, ρ(x) ∼ ρ(z) when z ∈ Br(x) and r ≤ Cρ(x).
Lemma 2.18. Let f be a function such that ρ(·)−αf ∈ L∞(Rn), for some α > 0. Then, for
every ` ∈ N ∪ {0} and M > 0, |∂`yWyf(x)| ≤ C`MLα [f ] (ρ(x))
α
y`
(
1 + y
1/2
ρ(x)
)−M
, x ∈ Rn, y > 0.
Proof. By using (2.9) and Lemma 2.17, for some λ < 1 we have
|Wyf(x)| ≤ CN MLα [f ]
∫
|x−z|<ρ(x)
e
− |x−z|2
cy ρ(x)α
yn/2
(
1 +
y1/2
ρ(x)
)−N
dz
+ CN M
L
α [f ]
∞∑
j=1
∫
2j−1ρ(x)<|x−z|<2jρ(x)
e
− |x−z|2
cy
yn/2
(
1 +
y1/2
ρ(x)
)−N
e
− 22(j−1)ρ(x)2
cy ρ(x)α
(
1 +
|x− z|
ρ(x)
)λα
dz
≤ CN MLα [f ] ρ(x)α
(
1 +
y1/2
ρ(x)
)−N
+ CN M
L
α [f ] ρ(x)
α ×
×
∞∑
j=1
2jα(λ−2)
∫
2j−1ρ(x)<|x−z|<2jρ(x)
e
− |x−z|2
cy
yn/2
(
ρ(x)
y1/2
)2α(
1 +
y1/2
ρ(x)
)−(N−2α)
e
− 22(j−1)ρ(x)2
cy 22jαdz
≤ CN MLα [f ] ρ(x)α
(
1 +
y1/2
ρ(x)
)−(N−2α)
.
By choosing M = N − 2α we get the result. For the derivatives, we proceed in the same way
by using Lemma 2.13. 
The following Proposition is a direct consequence of Lemma 2.18. Moreover, it corresponds
with the “ if ” part of Theorem 1.2.
Proposition 2.19. Given an operator L, let α > 0 and f a measurable function. If
ρ(·)−αf ∈ L∞(Rn), then f satisfies a heat size condition for L.
Lemma 2.20. Let α > 0 and k = [α/2]+1. Assume that f satisfies the heat size condition
and (1.3), then for every j,m ∈ N ∪ {0} such that m2 + j ≥ k, there exists a Cm,j > 0 such
that ∥∥∥∥∥∂jyWyfρ(·)m
∥∥∥∥∥
∞
≤ CmSWα [f ]y−(
m
2
+j)+α/2.
Proof. For ` ≥ k, by the semigroup property and Lemma 2.13 we get that∣∣∣∣∣∂`yWyf(x)ρ(x)m
∣∣∣∣∣ =
∣∣∣∣ C`ρ(x)m
∫
Rn
∂`−kv Wv(x, z)|v=y/2∂kuWuf(z)|u=y/2dz
∣∣∣∣
≤ C`‖∂
k
uWuf |u=y/2‖∞
ρ(x)m
∫
Rn
e
− |x−z|2
cy
yn/2+`−k
(
ρ(x)
y1/2
)m
dz
≤ C`SWα [f ]y−(
m
2
+`)+α/2, x ∈ Rn.
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If j < k, since the y−derivatives of Wyf(x) tend to zero as y →∞, we integrate `− j times
the previous estimate and we get the result.

The following Proposition corresponds with the “only if ” part of Theorem 1.2.
Proposition 2.21. Let α > 0 and f be a function satisfying the heat size condition for
L and (1.3). Then ρ(·)−αf ∈ L∞(Rn).
Proof. By using Lemma 2.15 we have
|f(x)| ≤ sup
0<y<ρ(x)2
|Wyf(x)|
≤ sup
0<y<ρ(x)2
|Wyf(x)−Wρ(x)2f(x)|+ |Wρ(x)2f(x)|
= I + II.
We shall estimate I. Let k = [α/2] + 1. If α is not even, by Lemma 2.20 with j = 1 and
m = 2(k − 1) we have that
I ≤ ρ(x)2(k−1) sup
0<y<ρ(x)2
∫ ρ(x)2
y
∣∣∣∣∂zWzf(x)ρ(x)2(k−1)
∣∣∣∣ dz ≤ CSWα [f ]ρ(x)2(k−1) sup
0<y<ρ(x)2
∫ ρ(x)2
y
z−k+α/2dz
≤ CSWα [f ]ρ(x)2(k−1) sup
0<y<ρ(x)2
((ρ(x)2)−(k−1)+α/2 − y−(k−1)+α/2) ≤ CSWα [f ]ρ(x)α.
When α is even, we write
I = sup
0<y<ρ(x)2
∣∣∣∣∣
∫ ρ(x)2
y
∂zWzf(x)dz
∣∣∣∣∣
= sup
0<y<ρ(x)2
∣∣∣∣∣
∫ ρ(x)2
y
(
−
∫ ρ(x)2
z
∂2uWuf(x)du+ ∂vWvf(x)|v=ρ(x)2
)
dz
∣∣∣∣∣ .
By Lemma 2.20 with j = 2 and m = 2(k − 2), since k = α/2 + 1, we get∣∣∣ ∫ ρ(x)2
y
∫ ρ(x)2
z
∂2uWuf(x)dudz
∣∣∣ = ρ(x)2(k−2) ∣∣∣∣∣
∫ ρ(x)2
y
∫ ρ(x)2
z
∂2uWuf(x)
ρ(x)2(k−2)
dudz
∣∣∣∣∣
≤ CSWα [f ]ρ(x)α−2
∫ ρ(x)2
y
∫ ρ(x)2
z
u−1dudz = CSWα [f ]ρ(x)
α−2
∫ ρ(x)2
y
(log(ρ(x)2)− log z)dz
= CSWα [f ]ρ(x)
α−2[ log(ρ(x)2)(ρ(x)2 − y)− (ρ(x)2 log(ρ(x)2)− ρ(x)2 − y log y + y)]
= CSWα [f ]ρ(x)
α−2[y log ( y
ρ(x)2
)
+ ρ(x)2 − y] ≤ CSWα [f ]ρ(x)α.
For the second summand of I, Lemma 2.20, with j = 1 and m = 2(k − 1) applies, so
sup
0<y<ρ(x)2
(ρ(x)2 − y)|∂vWvf(x)|v=ρ(x)2 | = sup
0<y<ρ(x)2
(ρ(x)2 − y)ρ(x)2(k−1) |∂vWvf(x)|v=ρ(x)2 |
ρ(x)2(k−1)
≤ CSWα [f ] sup
0<y<ρ(x)2
(ρ(x)2 − y)ρ(x)α(ρ(x)2)−1
≤ CSWα [f ]ρ(x)α.
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Regarding II, by using Lemma 2.20 with j = 0 and m = 2k we have
II = |Wρ(x)2f(x)| =
∣∣∣∣Wρ(x)2f(x)ρ(x)2k
∣∣∣∣ ρ(x)2k ≤ CSWα [f ](ρ(x)2)−k+α/2ρ(x)2k = CSWα [f ]ρ(x)α.

3. Proof of Theorem 1.4
3.1. Some remarks about the classical Lipschitz spaces. In this subsection we define
a class of Lipschitz spaces associated to Laplace operator. It will be an auxiliary class for our
results about the spaces adapted to the Schro¨dinger operator. With respect to the classical
definitions, see [15], [19], the main and crucial difference is that the functions don’t need to
be bounded.
Definition 3.22. Let α > 0. We define the spaces ΛW˜α/2 as
ΛW˜α/2 =
{
f : (1 + | · |)−αf ∈ L∞(Rn) and
∥∥∥∂kyW˜yf∥∥∥
L∞(Rn)
≤ Cαy−k+α/2, k = [α/2] + 1
}
.
Parallel to the linear spaces ΛWα/2, we can endow this class with the norm
‖f‖
ΛW˜
α/2
:= M˜α[f ] + S˜α[f ],
with M˜α[f ] = ‖(1 + | · |)−αf(·)‖∞ and S˜α[f ] being the infimum of the constants Cα appearing
above.
Remark 3.23. Let f be a function such that M˜α[f ] < ∞. Then, for every ` ∈ N ∪ {0},
∂`yW˜yf is well defined. Observe that∫
Rn
e
− |x−z|2
cy
yn/2
f(z)dz ≤
∫
Rn
e
− |x−z|2
cy
yn/2
(1 + |z|)αdz.
If |z| < 2|x|, the last integral is convergent and bounded by C(1 + yα/2 + |x|α). If |z| > 2|x|
then the above integral is less than∫
Rn
e
− |z|2
cy
yn/2
(1 + |z|)αdz ≤ C(1 + yα/2).
The same arguments can be used for the derivatives ∂`yW˜yf , ` ∈ N.
Moreover, if m/2+` ≥ [α/2]+1, then limy→∞ ∂mxi∂`yW˜yf(x) = 0, for every x ∈ Rn. Indeed,
observe that∣∣∣∂mxi∂`yW˜yf(x)∣∣∣ ≤ C ∫
Rn
e
− |x−z|2
cy |f(z)|
yn/2+m/2+`
dz ≤ C
∫
Rn
e
− |x−z|2
cy
yn/2+m/2+`
(1 + |z|)αdz.
If |z| < 2|x|, the last integral is less than C(1 + yα/2 + |x|α)y−m/2−`. In the case |z| > 2|x|
the integral is less than C(1 + yα/2)y−m/2−`.
The following Lemma is parallel to Lemma 2.15 and follows the ideas in [9]. We sketch
the proof for completeness.
Lemma 3.24. Let f be a measurable function such that there exists y0 > 0 for which∫
Rn e
− |x|2
y0 f(x)dx < ∞. Then, limy→0 W˜yf(x) = f(x), a.e. x ∈ Rn. Moreover, W˜yf(x)
belongs to C∞((0,∞)× Rn).
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Proof. Since ∣∣∣∣∫
Rn
∂`yW˜y(x, y)f(z)dz
∣∣∣∣ ≤ Cy`
∫
Rn
e
− |x−z|2
cy
yn/2
|f(z)|dz,
we can derivate W˜yf with respect to y.
Let x0 ∈ Rn, ε < |x0|/10. Consider the ball Bε(x0) := {|x − x0| < ε} ⊂ {|x0| − ε < |x| <
|x0|+ ε}. Let x ∈ Bε(x0). Observe that∣∣∣∣∫
Rn
∂xiW˜y(x− z)f(z)dz
∣∣∣∣ ≤ C
y
n+1
2
∫
Rn
e
− |x−z|2
cy |f(z)|dz, y > 0.
If |z| > 2|x0|, then |z| < |x− z|+ |x| < |x− z|+ |x0|+ ε < |x− z|+ |z|/2 + ε. In addition,
as ε < |x0|/10 < |z|/20, we have that
χ|z|>2|x0|e
− |x−z|2
cy ≤ χ|z|>2|x0|e−
(
|z|
2 −ε)
2
cy ≤ Cχ|z|>2|x0|e−
(
|z|
c )
2
Cy .
If |z| < 2|x0| we have χ|z|<2|x0|e−
|x−z|2
cy ≤ χ|z|<2|x0|. Hence,
e
− |x−z|2
cy |f(z)| ≤ C
(
χ|z|>2|x0|e
− (
|z|
c )
2
Cy + χ|z|<2|x0|
)
|f(z)|,
so we can derivate W˜yf with respect to xi, i = 1, . . . , n. 
Proposition 3.25. Let α > 0. A function f ∈ ΛW˜α/2if, and only if, for all m ≥ [α/2] + 1, we
have ‖∂my W˜yf‖L∞(Rn) ≤ Cmy−m+α/2 and M˜α[f ] <∞.
The proof of this Proposition is parallel to the proof of Proposition 2.16, we leave the
details to the reader.
Lemma 3.26. Let α > 0 and k = [α/2] + 1. If f ∈ ΛW˜α/2, then for every j,m ∈ N∪ {0} such
that m2 + j ≥ k, there exists a Cm,j > 0 such that∥∥∥∂mxi∂jyW˜yf∥∥∥∞ ≤ Cm,jS˜α[f ] y−(m/2+j)+α/2, for every i = 1 . . . , n.
Moreover, for each j,m, the constant Cm,j is comparable to the constant Cα in Definition
3.22.
Proof. If j ≥ k, by the semigroup property we get that∣∣∣∂mxi∂jyW˜yf(x)∣∣∣ = C ∣∣∣∣∫
Rn
∂mxi∂
j−k
v W˜v(x− z)|v=y/2∂kuW˜uf(z)|u=y/2dz
∣∣∣∣
≤ Cm,j‖∂
k
uW˜uf |u=y/2‖∞
y
m
2
+j−k
∫
Rn
e
− |x−z|2
cy
yn/2
dz
≤ Cm,jS˜α[f ] y−(m2 +j)+α/2, x ∈ Rn.
If j < k, by proceeding as before we get that
∣∣∣∂mxi∂kyW˜yf(x)∣∣∣ ≤ CS˜α[f ]y−(m2 +k)+α/2, x ∈ Rn,
and we get the result by integrating the previous estimate k−j times, since |∂mxi∂`yW˜yf(x)| → 0
as y →∞ as far as m2 + ` ≥ k, see Remark 3.23.

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Theorem 3.27. Let 0 < α < 2. Then f ∈ ΛW˜α/2 if, and only if
Nα[f ] := sup
|z|>0
‖f(·+ z) + f(· − z)− 2f(·)‖∞
|z|α <∞ and M˜α[f ] = ‖(1 + | · |)
−αf‖∞ <∞.
Moreover,
‖f‖
ΛW˜
α/2
∼ Nα[f ] + M˜α[f ].
Proof. Let x ∈ Rn and f ∈ ΛW˜α/2. We can write, for every y > 0, z ∈ Rn,
|f(x+ z) + f(x− z)− 2f(x)| ≤ |W˜yf(x+ z)− f(x+ z)|+ |W˜yf(x− z)− f(x− z)|
+ 2|W˜yf(x)− f(x)|+ |W˜yf(x+ z)− W˜yf(x) + W˜yf(x− z)− W˜yf(x)|.
By using Lemma 3.24 we have that
|W˜yf(x)− f(x)| =
∣∣∣∣∫ y
0
∂uW˜uf(x)du
∣∣∣∣ ≤ CS˜α[f ] ∫ y
0
u−1+α/2du = CS˜α[f ]yα/2.
In a parallel way we handle the two first summands. Regarding the last sumand, by using
the chain rule and Lemma 3.26 we have that
|W˜yf(x+ z)−W˜yf(x) + W˜yf(x− z)− W˜yf(x)| =
∣∣∣∣∫ 1
0
∂θ(W˜yf(x+ θz) + W˜yf(x− θz))dθ
∣∣∣∣
=
∣∣∣∣∫ 1
0
(∇uW˜yf(x+ θz)|u=x+θz · z −∇vW˜yf(x− θz)|v=x−θz · z)dθ
∣∣∣∣
=
∣∣∣∣∫ 1
0
∫ 1
−1
∂λ∇uW˜yf(x+ λθz)|u=x+λθz · z dλdθ
∣∣∣∣
=
∣∣∣∣∫ 1
0
∫ 1
−1
∇2uW˜yf(x+ λθz)|u=x+λθz · θ|z|2 dλdθ
∣∣∣∣
≤ CS˜α[f ] y−1+α/2|z|2,
Thus, by choosing y = |z|2 we get what we wanted.
For the converse, we assume that Nα[f ], M˜α[f ] <∞. Since∫
Rn
∂yW˜y(z)f(x+ z)dz =
∫
Rn
∂yW˜y(−z)f(x− z)dz =
∫
Rn
∂yW˜y(z)f(x− z)dz,
and
∫
Rn
∂yW˜y(z)dz = 0 we have
|∂yW˜yf(x)| =
∣∣∣∣12
∫
Rn
∂yW˜y(z)(f(x− z) + f(x+ z)− 2f(x))dz
∣∣∣∣
≤ CNα[f ]
∫
Rn
e
− |z|2
cy |z|α
y
n
2
+1
dz ≤ CNα[f ] y−1+α/2.

The following Proposition shows that in the case 0 < α < 1 we recover the classical
Lipschitz condition.
Proposition 3.28. Let 0 < α < 1. If a function f ∈ ΛW˜α/2 then
sup
|z|>0
‖f(· − z)− f(·)‖∞
|z|α <∞.
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Proof. We assume that f ∈ ΛW˜α/2 with ‖f‖ΛW˜
α/2
= 1. Let us take a representative of the
function f . We want to show that |f(x+ z)− f(x)| ≤ C|z|α, x, z ∈ Rn.
Fix x ∈ Rn. Assume first that |x| > 1. In the case |z| ≥ |x|, as M˜α[f ] <∞, we have that
|f(x+ z)− f(x)| ≤ C(1 + |x|+ |z|)α ≤ C|z|α. In the case |z| < |x|, we choose a nonnegative
integer k such that |x| ≤ |2kz| < 2|x|. We define
g(t) = f(x+ t)− f(x), t ∈ Rn.
By hypothesis and Theorem 3.27,
|g(t)− 2g(t/2)| = |f(x+ t) + f(x)− 2f(x+ t/2)| ≤ C|t|α.
Similarly, |2j−1g(t/2j−1)− 2jg(t/2j)| ≤ C2j−1
( |t|
2j−1
)α
. Therefore, adding up we have
|g(t)− 2kg(t/2k)| ≤ C
k∑
j=1
2j−1
( |t|
2j−1
)α
.
Now we choose t = 2kz. We have
|g(z)| ≤ |g(2
kz)|
2k
+ C
1
2k
k∑
j=1
2j−1
(2k|z|
2j−1
)α
≤ C|z|α2k(α−1) + C2k(α−1)|z|α
k∑
j=0
2j(1−α) ≤ C|z|α.
This implies that |f(x+ z)− f(x)| ≤ C|z|α.
If |x| < 1 < |z| we can proceed as in the previous case |x| < |z|. If |x| < 1 and |z| < 1, we
choose k such that 1 ≤ |2kz| < 2. We observe that in this case |g(2kz)| ≤ C, therefore
|g(z)| ≤ C |g(2
kz)|
2k
+ C
1
2k
k∑
j=0
2j−1
(2k|z|
2j−1
)α
≤ C|z|+ 2k(α−1)|z|α
k∑
j=0
2j(1−α) ≤ C|z|α.
Observe that we have used in an essencial way that 0 < α < 1.

Remark 3.29. Observe that Lemma 2.17 for x = 0, i.e.
(3.11) ρ(z) ≤ Cρ(0)
(
1 +
|z|
ρ(0)
)λ
, for some 0 < λ < 1,
implies that if ρ(·)−αf ∈ L∞(Rn), then (1 + | · |)−αf ∈ L∞(Rn). Therefore, for 0 < α < 1,
Theorem 3.27 and Proposition 3.28 imply that CαL coincides with the space Λ
L
α, see (1.2),
introduced in [3].
Proposition 3.30. Let 1 < α < 2, f ∈ ΛW˜α/2 and assume that for a certain ρ associated
to a Schro¨dinger operator L, we have ρ(·)−αf ∈ L∞(Rn). Then, for every i = 1, . . . , n,
∂xif ∈ ΛW˜α−1
2
and ρ(·)−(α−1)∂xif ∈ L∞(Rn). Moreover,
‖∂xif‖ΛW˜α−1
2
≤ C
(
S˜α[f ] +M
L
α [f ]
)
.
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Proof. We first prove that ∂xif exists. By Lemma 3.26 we have that ‖∂y∂xiW˜yf‖∞ ≤
C S˜α[f ] y
−3/2+α/2 = C S˜α[f ] y−1+
α−1
2 . For every x ∈ Rn we can write
∂xiW˜yf(x) = −
∫ 1
y
∂u∂xiW˜uf(x)du+ ∂xiW˜yf(x)|y=1.
Therefore, for every 0 < y1 < y2 < 1 we have
|∂xiW˜y2f(x)− ∂xiW˜y1f(x)| =
∣∣∣∣∫ y2
y1
∂u∂xiW˜uf(x)du
∣∣∣∣
≤ C|y
α−1
2
2 − y
α−1
2
1 | ≤ C|y2 − y1|
α−1
2 .
This means that {∂xiW˜yf}y>0 is a Cauchy sequence in the L∞ norm (as y → 0). In addition,
as W˜yf → f as y → 0 we get that ∂xiW˜yf converges uniformly to ∂xif .
On the other hand, since ρ(·)−αf ∈ L∞(Rn), integration by parts and (3.11) give∫
Rn
e
− |z|2
y ∂zif(z)dz =
∫
Rn
e
− |z|2
y
2zi
y
f(z)dz ≤ C
∫
Rn
e
− |z|2
cy
y1/2
|f(z)|dz < ∞, for every y >
0. Moreover, since W˜yf is a convolution, by Remark 3.23 we have |∂yW˜y(∂xif)(x)| =
|∂y∂xiW˜yf(x)| ≤ CS˜α[f ] y−(3/2)+α/2 = C S˜α[f ] y−1+(α−1)/2.
Let us see the size condition for the derivative. By proceeding as in the proof of Proposition
2.21, we have
|∂xif(x)|
ρ(x)α−1
≤ 1
ρ(x)α−1
sup
0<y<ρ(x)2
|W˜y(∂xif)(x)|
≤ 1
ρ(x)α−1
sup
0<y<ρ(x)2
|(W˜y(∂xif)(x)− W˜ρ(x)2(∂xif)(x)|+
1
ρ(x)α−1
|W˜ρ(x)2(∂xif)(x)|
= I + II.
I ≤ 1
ρ(x)α−1
sup
0<y<ρ(x)2
∫ ρ(x)2
y
|∂zW˜z(∂xif)(x)|dz ≤ C
S˜α[f ]
ρ(x)α−1
sup
0<y<ρ(x)2
∫ ρ(x)2
y
z−1+
α−1
2 dz
≤ C S˜α[f ]
ρ(x)α−1
sup
0<y<ρ(x)2
(ρ(x)α−1 − y α−12 ) ≤ CS˜α[f ].
On the other hand, integration by parts and Lemma 2.17 give
II =
1
ρ(x)α−1
∣∣∣∣∫
Rn
∂ziW˜ρ(x)2(x− z)f(z)dz
∣∣∣∣ ≤ CMLα [f ]ρ(x)α−1
∫
Rn
e
− |x−z|2
cρ(x)2
ρ(x)n+1
ρ(z)αdz
≤ CM
L
α [f ]
ρ(x)α−1
[ ∫
|x−z|<ρ(x)
e
− |x−z|2
cρ(x)2
ρ(x)n+1
ρ(x)αdz
+
∞∑
j=1
∫
2j−1ρ(x)<|x−z|<2jρ(x)
e
− |x−z|2
cρ(x)2
ρ(x)n+1
ρ(x)α
(
1 +
|x− z|
ρ(x)
)λα
dz
]
≤ CMLα [f ] +
CMLα [f ]
ρ(x)α−1
∞∑
j=1
2−j(1−λ)α
∫
2j−1ρ(x)<|x−z|<2jρ(x)
e
− |x−z|2
cρ(x)2 e
− 22jρ(x)2
cρ(x)2
ρ(x)n+1
ρ(x)α(2j)αdz
≤ CMLα [f ].
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Finally, (3.11) allows us to conclude that M˜α−1[∂xif ] <∞ and hence ∂xif ∈ ΛW˜α−1
2
.

3.2. Comparison of Lipschitz spaces. ∆ versus L. Along this section we shall need the
following result that can be found in [8], [14]. We say that a function ψ defined on Rn is
rapidly decaying if, for every N > 0, there exists a constant CN such that
|ψ(x)| ≤ CN (1 + |x|)−N .
Lemma 3.31. Let ψ be a rapidly decaying nonnegative function and consider
ψy(x) = y
−n/2ψ(y−1/2x). There exists a constant C > 0 such that∫
Rn
V (z)ψy(x− z)dz ≤ C 1
y
(
y1/2
ρ(x)
)2−n
q
, whenever y ≤ ρ(x)2.
Theorem 3.32. Let 0 < α ≤ 2 − n/q, and a function f such that ρ(·)−αf(·) ∈ L∞(Rn).
Then, ‖∂tW˜tf − ∂tWtf‖∞ ≤ CMLα [f ] t−1+α/2.
Proof. The existence of the derivatives ∂tW˜tf(x) and ∂tWtf(x) follows from Lemma 2.18 and
Remark 3.23. We analyze first the case t ≤ ρ(x)2. As a consequence of Kato-Trotter formula,
W˜t(x− y)−Wt(x, y) =
∫ t
0
∫
Rn
W˜t−s(x− z)V (z)Ws(z, y)dzds,
see [8], we have the following identity:
∂t(W˜tf −Wtf) =
∫ t/2
0
∂
∂t
W˜t−sVWsfds+
∫ t
t/2
W˜t−sV
∂
∂s
Wsfds+ W˜t/2VWt/2f
= A+B + E.(3.12)
On the one hand, we have
A =
∫ t/2
0
∫
Rn
∂
∂t
W˜t−s(x− z)V (z)
∫
Rn
Ws(z, y)f(y) dy dz ds
=
∫ t/2
0
∫
Rn
∂
∂t
W˜t−s(x− z)V (z)
(∫
|y−z|≤ρ(z)
+
∞∑
j=1
∫
2j−1ρ(z)≤|y−z|≤2jρ(z)
)
Ws(z, y)f(y) dy dz ds
= A0 +
∞∑
j=1
Aj .
By using (2.9), Lemma 2.17 and the fact t− s ≤ t ≤ ρ(x)2, we have
|A0| ≤ CMLα [f ]
∫ t/2
0
1
t− s
∫
Rn
e
− |x−z|2
C(t−s)
(t− s)n/2V (z)
∫
|y−z|≤ρ(z)
e−
|z−y|2
cs
sn/2
ρ(z)αdydzds
≤ CMLα [f ]
∫ t/2
0
1
t− s
∫
Rn
e
− |x−z|2
C(t−s)
(t− s)n/2V (z)ρ(x)
α
(
1 +
|x− z|
ρ(x)
)λα
dzds
≤ CMLα [f ]
∫ t/2
0
1
t− s
∫
Rn
e
− |x−z|2
C(t−s)
(t− s)n/2 e
− |x−z|2
C ρ(x)2 V (z)ρ(x)α
(
1 +
|x− z|
ρ(x)
)λα
dzds
≤ CMLα [f ]ρ(x)α
∫ t/2
0
1
t− s
∫
Rn
e
− |x−z|2
C(t−s)
(t− s)n/2V (z)dzds
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≤ CMLα [f ] ρ(x)α
∫ t/2
0
1
(t− s)2
(√t− s
ρ(x)
)α
ds ≤ CMLα [f ] t−1+α/2.
Observe that in the last two lines we have used Lemma 3.31 and the fact that α ≤ 2− nq .
Now we shall deal with the summation of Aj . Observe that by using Lemma 2.17 with
N > λα and (2.9), we have∣∣∣∣∣
∫
2j−1ρ(z)≤|y−z|≤2jρ(z)
Ws(z, y)f(y) dy
∣∣∣∣∣
≤ CMLα [f ]
∫
2j−1ρ(z)≤|y−z|≤2jρ(z)
e−
|z−y|2
cs
sn/2
(
1 +
√
s
ρ(z)
+
√
s
ρ(y)
)−N
ρ(y)αdy
≤ CMLα [f ]
∫
2j−1ρ(z)≤|y−z|≤2jρ(z)
e−
|z−y|2
cs
sn/2
( √s
ρ(z)
)−N
ρ(z)α 2jλαdy
≤ CMLα [f ]
∫
2j−1ρ(z)≤|y−z|≤2jρ(z)
e−
(2jρ(z))2
cs
(2jρ(z)√
s
)N
2−jN
e−
|z−y|2
cs
sn/2
ρ(z)α 2jλαdy
≤ CMLα [f ] ρ(z)α2−j(N−λα).
The rest of the computation can be finished as in the case of A0. Now we analyze B.
B =
∫ t
t/2
∫
Rn
W˜t−s(x− z)V (z)
∫
Rn
∂
∂s
Ws(z, y)f(y) dydzds
=
∫ t
t/2
∫
Rn
W˜t−s(x− z)V (z)
(∫
|y−z|≤ρ(z)
+
∞∑
j=1
∫
2j−1ρ(z)≤|y−z|≤2jρ(z)
) ∂
∂s
Ws(z, y)f(y) dydzds
= B0 +
∞∑
j=1
Bj .
Analogously to A0 we have
|B0| ≤ CMLα [f ]
∫ t
t/2
∫
Rn
e
− |x−z|2
C(t−s)
(t− s)n/2V (z)
∫
|y−z|≤ρ(z)
e−
|z−y|2
cs
sn/2+1
ρ(z)αdydzds
≤ CMLα [f ]
∫ t
t/2
∫
Rn
e
− |x−z|2
C(t−s)
(t− s)n/2+1V (z)ρ(x)
α
(
1 +
|x− z|
ρ(x)
)λα
dzds.
We can continue as in the case of A0. Bj is parallel to the case Aj with the obvious changes.
Finally we shall analyze E.
E = C
∫
Rn
W˜t/2(x− z)V (z)
∫
Rn
Wt/2(z, y)f(y) dydz
= C
∫
Rn
W˜t/2(x− z)V (z)
(∫
|y−z|≤ρ(z)
+
∞∑
j=1
∫
2j−1ρ(z)≤|y−z|≤2jρ(z)
)
Wt/2(z, y)f(y) dy dz
= E0 +
∑
j
Ej .
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Regarding to E0 we use (2.9), Lemma 2.17 and Lemma 3.31 to get
|E0| ≤ CMLα [f ]
∫
Rn
e−
|x−z|2
4t
tn/2
V (z)
∫
|y−z|≤ρ(z)
e−
|z−y|2
ct
tn/2
ρ(z)αdydz
≤ CMLα [f ]
∫
Rn
e−
|x−z|2
4t
tn/2
V (z)ρ(x)α
(
1 +
|x− z|
ρ(x)
)λα
dydz
≤ CMLα [f ]
∫
Rn
e−
|x−z|2
8t
tn/2
e
− |x−z|2
8ρ(x)2 V (z)ρ(x)α
(
1 +
|x− z|
ρ(x)
)λα
dz
≤ CMLα [f ] ρ(x)α
∫
Rn
e−
|x−z|2
8t
tn/2
V (z)dz ≤ CMLα [f ] ρ(x)α
1
t
( √t
ρ(x)
)α ≤ Ct−1+α/2.
Ej , j = 1, 2, . . . , are handled similarly to Aj and Bj with the obvious changes.
Now we consider the case t ≥ ρ(x)2. From Lemmas 2.13 and 2.17 we have
|∂tW˜tf(x)− ∂tWtf(x)| ≤ 2C
∫
Rn
1
t
e−
|x−y|2
ct
tn/2
|f(y)|dy ≤ CMLα [f ]
∫
Rn
1
t
e−
|x−y|2
ct
tn/2
ρ(y)αdy
= CMLα [f ]
1
t
∫
|x−y|≤ρ(x)
e−
|x−y|2
ct
tn/2
ρ(x)αdy
+ CMLα [f ]
1
t
∑
j
∫
2j−1ρ(x)≤|x−y|≤2jρ(x)
e−
|x−y|2
ct
tn/2
ρ(y)αdy
≤ CMLα [f ]
1
t
ρ(x)α
+ C
MLα [f ]
t
∑
j
∫
2j−1ρ(x)≤|x−y|≤2jρ(x)
e−
|x−y|2
ct
tn/2
e−
(2jρ(x))2
ct ρ(x)α(2j)λαdy
≤ CMLα [f ] t−1+α/2
+ CMLα [f ]
1
t
tα/2
∑
j
2j(λ−1)α
∫
2j−1ρ(x)≤|x−y|≤2jρ(x)
e−
|x−y|2
ct
tn/2
dy ≤ CMLα [f ] t−1+α/2.

3.3. Proof of Theorem 1.4. As a consequence of the previous results we have the following
Theorem.
Theorem 3.33. For 0 < α ≤ 2 − n/q, a measurable function f ∈ ΛWα/2 if, and only if,
f ∈ ΛW˜α/2 and ρ(·)−αf(·) ∈ L∞(Rn).
This result together with Theorem 3.27 is the last step of the proof of Theorem 1.4.
4. Applications. Proofs of Theorems 1.5, 1.6, 1.7, and 1.8.
Lemma 4.34. Let β > 0 and Tβ be either the operator (Id+ L)−β/2 or the operator L−β/2.
If f is a function such that ρ(·)−αf ∈ L∞(Rn) for some α > 0, then Tβf(x) is well-defined
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and satisfies
MLα+β[Tβf ] ≤ CMLα [f ].
Moreover if f ∈ L∞(Rn) then Tβf(x) is well defined and
MLβ [Tβf ] ≤ C‖f‖∞.
Proof. If ρ(·)−αf ∈ L∞(Rn) for some α > 0, then by Lemma 2.18 we get
|(Id+ L)−β/2f(x)| =
∣∣∣ 1
Γ(β/2)
∫ ∞
0
e−te−tLf(x)tβ/2
dt
t
∣∣∣
≤ CMLα [f ]
∫ ρ(x)2
0
ρ(x)αtβ/2
dt
t
+ CMLα [f ]
∫ ∞
ρ(x)2
ρ(x)α
(
ρ(x)2
t
)β/2+1
tβ/2
dt
t
= CMLα [f ] ρ(x)
α+β, x ∈ Rn.
The same estimate works for L−β/2f. The proof in the second case runs parallel, since Lemma
2.18 has an obvious version for bounded functions.

Proof of Theorem 1.5. We prove only (i), estimate (ii) can be proved analogously.
Let f ∈ ΛWα/2. Lemma 2.18 with ` = 0 together with Fubini’s Theorem allow us to
get Wy((Id + L)−β/2f)(x) = 1
Γ(β/2)
∫ ∞
0
e−tWy(Wtf)(x)tβ/2
dt
t
. Also observe that by the
semigroup property and Lemma 2.20 with j = 1 and m such that [α/2 + β/2] + 1 ≤ 1 + m2 ,
we have∫ ∞
0
∣∣∣e−t∂yWy(Wtf)(x)∣∣∣tβ/2dt
t
=
∫ ∞
0
∣∣∣e−t∂wWwf(x)∣∣w=y+t∣∣∣tβ/2dtt
≤ C Sα[f ]
∫ ∞
0
e−tρ(x)m(y + t)−(m/2+1)+α/2tβ/2
dt
t
.
The last integral can be bounded by a uniform (in a neighborhood of y) integrable function
(of t). This means that we can interchange the derivative with respect to y and the integral
with respect to t in the above expression.
Let ` = [α/2 + β/2] + 1. By iterating the above arguments and using the hypothesis we
have
|∂`yWy((Id+ L)−β/2f(x))| =
∣∣∣∣ 1Γ(β/2)
∫ ∞
0
e−t∂`yWy(Wtf)(x)t
β/2dt
t
∣∣∣∣
≤ C Sα[f ]
∫ ∞
0
e−t(∂`wWwf(x)
∣∣∣
w=y+t
)tβ/2
dt
t
≤ C Sα[f ]
∫ ∞
0
e−t(y + t)−`+α/2tβ/2
dt
t
t
y
=u
≤ C Sα[f ] yα/2+β/2−`
∫ ∞
0
uβ/2e−yu
(1 + u)`−α/2
du
u
≤ C Sα[f ] yα/2+β/2−`.
When f ∈ L∞(Rn) we apply Lemma 2.13 and we get for ` = [β/2]+1 that |∂`yWyWνf(x)| ≤
C ‖f‖∞
y`
. Then we can proceed as before.
Now by using Lemma 4.34 we end the proof of the Theorem. 
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Lemma 4.35. Let 0 < β < α and f be a function in the space ΛWα/2. Then Lβ/2f is well
defined and
MLα−β[Lβ/2f ] ≤ Cα,β‖f‖ΛW
α/2
.
Proof. We can write
|Lβ/2f(x)| =
∣∣∣∣∣ 1cβ
(∫ ρ(x)2
0
+
∫ ∞
ρ(x)2
)
(e−tL − Id)[β/2]+1f(x) dt
t1+β/2
∣∣∣∣∣ = |I + II|.
As ρ(·)−αf ∈ L∞(Rn), by Lemma 2.18 we have
|II| ≤ CMLα [f ]
∫ ∞
ρ(x)2
ρ(x)α
dt
t1+β/2
= CMLα [f ]ρ(x)
α−β.
Now we shall estimate |I|. Let ` = [β/2] + 1, by the semigroup property we have
(e−tL − Id)[β/2]+1f(x) =
∫ t
0
. . .︸︷︷︸
`
∫ t
0
∂y1 . . . ∂y`Wy1+···+y`f(x)dy1 . . . dy`.
If β/2 < α/2 < `, then k := [α/2] + 1 = ` and
|(e−tL − Id)`f(x)| ≤ C SWα [f ]
∫ t
0
. . .︸︷︷︸
`
∫ t
0
dy` . . . dy1
(y1 + · · ·+ y`)`−α/2
≤ C SWα [f ] tα/2
so |I| ≤ C SWα [f ]
∫ ρ(x)2
0
tα/2
dt
t1+β/2
= C SWα [f ] ρ(x)
α−β.
If ` < α/2, then k > ` and by Lemma 2.20 we get, for 0 < t ≤ ρ(x)2,
|(e−tL − Id)`f(x)| =
∣∣∣ ∫ t
0
. . .︸︷︷︸
`
∫ t
0
(
−
∫ `(ρ(x))2
y1+···+y`
∂`+1u Wuf(x)
(ρ(x)2)k−(`+1)
du(ρ(x)2)k−(`+1)
+
∂`νWνf(x)
∣∣∣
ν=`ρ(x)2
(ρ(x)2)k−`
(ρ(x)2)k−`
)
dy1 . . . dy`
∣∣∣
≤ C SWα [f ](ρ(x)2)k−(`+1)
∫ t
0
. . .︸︷︷︸
`
∫ t
0
∫ `(ρ(x))2
y1+···+y`
u−k+α/2dudy1 . . . dy`
+ C SWα [f ](`ρ(x)
2)−k+α/2(ρ(x)2)k−` t`.
Therefore, if α is not even we have, for 0 < t ≤ ρ(x)2,
|(e−tL − Id)`f(x)|
≤ C SWα [f ](ρ(x)2)k−(`+1)
∫ t
0
. . .︸︷︷︸
`
∫ t
0
((y1 + · · ·+ y`)−k+α/2+1 + (`ρ(x)2)−k+α/2+1)dy1 . . . dy`
+ C SWα [f ](ρ(x)
2)α/2−`t`
≤ C SWα [f ]((ρ(x)2)k−(`+1)t−k+α/2+`+1 + (ρ(x)2)−`+α/2t`).
Thus, in this case we get
|I| ≤ C SWα [f ]
(
(ρ(x)2)k−`−1
∫ ρ(x)2
0
t−k+α/2+`−β/2dt+ (ρ(x)2)−`+α/2
∫ ρ(x)2
0
t`−β/2−1dt
)
= C SWα [f ]ρ(x)
α−β.
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If α is even, then k = α/2 + 1 and, for 0 < t ≤ ρ(x)2,
|((e−tL − Id)`f(x)|
≤ C SWα [f ](ρ(x)2)α/2−`
∫ t
0
. . .︸︷︷︸
`
∫ t
0
(log(`(ρ(x))2)− log(y1 + · · ·+ y`))dy1 . . . dy`
+ C SWα [f ](ρ(x)
2)α/2−`t`.
In order to solve the last integral we can perform the change of variables y˜1 = y1, y˜2 =
y2, · · · , y˜`−1 = y`−1, y˜ = y1 + · · ·+ y`. Then we proceed as in the proof of Proposition 2.21.
Putting together the above computations we get in this case∫ (ρ(x))2
0
(e−tL − Id)`f(x)
t1+β/2
dt ≤ C SWα [f ](ρ(x))α−β.

Proof of Theorem 1.6.
Let ` = [β/2] + 1 and m =
[
α−β
2
]
+ 1. Then, m+ ` =
[
α−β
2
]
+ 1 + [β/2] + 1 > α/2−β/2 +
β/2 = α/2. As m+ ` ∈ N we get m+ ` ≥ [α/2] + 1.
By using the arguments in the proof of Lemma 4.35 we have∣∣∣∂my Wy(Lβf)(x)∣∣∣ = ∣∣∣cβ ∫ ∞
0
∂my Wy
(∫ t
0
. . .︸︷︷︸
`
∫ t
0
∂`νWν |ν=s1+···+s`f(x)ds1 . . . ds`
) dt
t1+β/2
∣∣∣
=
∣∣∣cβ ∫ ∞
0
(∫ t
0
. . .︸︷︷︸
`
∫ t
0
∂m+`ν Wν |ν=y+s1+···+s`f(x)ds1 . . . ds`
) dt
t1+β/2
∣∣∣
≤ Cβ SWα [f ]
∫ ∞
0
(∫ t
0
. . .︸︷︷︸
`
∫ t
0
(y + s1 + . . . s`)
−(m+`)+α/2ds1 . . . ds`
) dt
t1+β/2
= Cβ S
W
α [f ]
∫ y
0
(. . . )
dt
t1+β/2
+ Cβ Sα[f ]
∫ ∞
y
(. . . )
dt
t1+β/2
= Cβ S
W
α [f ] (A+B).
Now we shall estimate A and B.
A = Cβy
−m+α/2
∫ y
0
∫ t/y
0
. . .︸︷︷︸
`
∫ t/y
0
(1 + s1 + . . . s`)
−(m+`)+α/2ds1 . . . ds`
dt
t1+β/2
≤ Cβ y−m+α/2
∫ y
0
( t
y
)` dt
t1+β/2
= Cβ y
−m+α/2−`
∫ y
0
dt
t1+β/2−`
= Cβ y
−m+(α−β)/2.
On the other hand,
B ≤
∫ ∞
y
∑`
j=0
Cj
(y + jt)m−α/2
dt
t1+β/2
=
∑`
j=0
∫ ∞
y
Cj
(y + jt)m−α/2
dt
t1+β/2
≤
∑`
j=0
Cjy
−m+(α−β)/2.
The last inequality is obtained by observing that y ≤ y + jt ≤ (1 + `)t inside the integrals
together with the discussion about the sign of m− α/2.

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Proof of Theorem 1.7.
Let 0 < α ≤ 1− n/q and f ∈ ΛWα/2. By Theorem 1.5 we have that L−1/2f ∈ ΛWα+1
2
and by
Theorem 3.33 this means that L−1/2f ∈ ΛW˜α+1
2
and ρ(·)−(α+1)L−1/2f ∈ L∞(Rn). Therefore,
by Proposition 3.30 we get that Rif = ∂xi(L−1/2f) ∈ ΛW˜α
2
and ρ(·)−αRif ∈ L∞(Rn). Thus,
Theorem 3.33 gives the first statement of the theorem.
Suppose now 1 < α ≤ 2 − n/q and f ∈ ΛWα/2. By Theorem 3.33 this means that f ∈ ΛW˜α2
and ρ(·)−αf ∈ L∞(Rn). Then, Proposition 3.30 gives that ∂xif ∈ ΛW˜α−1
2
and ρ(·)−(α−1)∂xif ∈
L∞(Rn). Again, by Theorem 3.33 this means that ∂xif ∈ ΛWα−1
2
and by Theorem 1.5 we get
that Rif = L−1/2(∂xif) ∈ ΛWα
2
.

Proof Theorem 1.8.
Lemmas 2.18 and 2.20 guaranty the integrability of ∂s(Wsf(x)) as a function of s. Then,
we can write
m(Lf)(x) =
∫ ∞
0
(−∂s(Wsf(x))a(s)ds ≤
(∫ ρ(x)2
0
+
∫ ∞
ρ(x)2
)
∂s(Wsf(x))a(s)ds = I + II.
By using Lemma 2.18, we get∣∣II∣∣ ≤ C‖a‖∞MLα ρ(x)α ∫ ∞
ρ(x)2
1
s
(
1 +
s
ρ(x)2
)−M
ds
= C‖a‖∞MLα [f ] ρ(x)α
∫ ∞
1
1
u(1 + u)M
du ≤ C‖a‖∞MLα [f ] ρ(x)α.
Now we estimate I. Let k = [α/2] + 1. If α is not even, by Lemma 2.20 we get∣∣I∣∣ = (ρ(x))2(k−1) ∫ ρ(x)2
0
|∂sWsf(x)|
(ρ(x))2(k−1)
|a(s)|ds ≤ C‖a‖∞ SWα [f ] (ρ(x))2(k−1)
∫ ρ(x)2
0
s−k+α/2ds
= C‖a‖∞ SWα [f ] ρ(x)α.
If α is even, by Lemma 2.20 we have
|I| =
∣∣∣∣∣∣∣
∫ ρ(x)2
0
∫ ρ(x)2
s
∂2uWuf(x)
(ρ(x))2(k−2)
du(ρ(x))2(k−2) −
∂νWνf(x)
∣∣∣
ν=ρ(x)2
(ρ(x))2(k−1)
(ρ(x))2(k−1)
 a(s)ds
∣∣∣∣∣∣∣
≤ C‖a‖∞SWα [f ]
∫ ρ(x)2
0
(∫ ρ(x)2
s
u−1du(ρ(x))α−2 + (ρ(x))α−2
)
ds
= C‖a‖∞SWα [f ]
(∫ ρ(x)2
0
(log(ρ(x)2)− log s)(ρ(x))α−2ds+ ρ(x)α
)
= C‖a‖∞SWα [f ]ρ(x)α.
Up to now, we have shown that MLα [mLf ] ≤ ‖f‖ΛW
α/2
.
Now we want to see that ‖∂kuWym(Lf)‖∞ ≤ Cy−k+α/2. Fubini’s Theorem together with
Lemmas 2.20 and 2.18 allow us to interchange integral with derivatives and kernels. Then,
|∂kuWym(Lf)(x)| =
∣∣∣∣∫ ∞
0
∂k+1u Wuf(x)
∣∣
u=y+s
a(s)ds
∣∣∣∣ ≤ C‖a‖∞SWα [f ] ∫ ∞
0
ds
(y + s)k+1−α/2
ds
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= C‖a‖∞SWα [f ] y−(k+1)+α/2
∫ ∞
0
y
(1 + r)k+1−α/2
dr = C‖a‖∞SWα [f ]y−k+α/2.

5. Lipschitz spaces via the Poisson Semigroup
The Poisson semigroup of the operator L can be defined in terms of the heat semigroup,
e−tL, by means of the following subordination formula:
Pyf(x) = e
−y√Lf(x) =
y
2
√
pi
∫ ∞
0
e−
y2
4τ e−τLf(x)
dτ
τ3/2
=
∫
Rn
Py(x, z)f(z)dz.
The following result was proved in [13].
Lemma 5.36. Given k ∈ N, for any N > 0 there exists a constant C = CN,k such that
(a) |Py(x, z)| ≤ C y
(|x− z|2 + y2)n+12
(
1 +
(|x− z|2 + y2)1/2
ρ(x)
+
(|x− z|2 + y2)1/2
ρ(z)
)−N
;
(b) |∂kyPy(x, z)| ≤ C
1
(|x− z|2 + y2)n+k2
(
1 +
(|x− z|2 + y2)1/2
ρ(x)
+
(|x− z|2 + y2)1/2
ρ(z)
)−N
.
As a consequence, we have the following Proposition.
Proposition 5.37. Let f be a function such that MP [f ] =
∫
Rn
|f(x)|
(1+|x|)n+1dx < ∞. Then,
limy→∞ ∂`yPyf(x) = 0, for every ` ∈ N ∪ {0}, x ∈ Rn, and limy→0 Pyf(x) = f(x), a.e.
x ∈ Rn.
Proof. The convergence to 0 of the Poisson semigroup and its derivatives follows directly
from the previous Lemma. It remains to prove that limy→0 Pyf(x) = f(x), a.e. x ∈ Rn.
By Lemma 5.36 we have that, for y < 1,∫
|x−z|>2|x|
|Py(x, z)f(z)|dz ≤
∫
|x−z|>2|x|
y
(|x− z|+ y)n+1 |f(z)|dz(5.13)
≤ C
∫
|z|<1
y
(2|x|+ y)n+1 |f(z)|dz + C
∫
|z|>1
y
(23 |z|+ y)n+1
|f(z)|dz
≤ Cy|x|n+1
∫
|z|<1
|f(z)|dz + Cy
∫
|z|>1
1
(|z|+ 1)n+1 |f(z)|dz → 0, as y → 0.
To manipulate the other integral, we proceed as in the proof of Lemma 2.15. We compare
the Poisson kernel with the kernel of the classical Poisson Poisson semigroup, e−y
√−∆, that
we will denote by P˜y.
By using (2.10) we have that∣∣∣∣∣
∫
|x−z|<2|x|
(Py(x, z)− P˜y(x− z))f(z)dz
∣∣∣∣∣
≤ C
∫ ∞
0
ye−
y2
4τ
∫
|x−z|<2|x|
|Wτ (x, z)− W˜τ (x− z)||f(z)|dz dτ
τ3/2
≤ C
∫ ρ(x)2
0
ye−
y2
4τ
∫
|x−z|<2|x|
( √
τ
ρ(x)
)2−n/q
wτ (x− z)|f(z)|dz dτ
τ3/2
+ Cy
∫ ∞
ρ(x)2
dτ
τ3/2
∫
|x−z|<2|x|
|f(z)|dz
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≤ C
ρ(x)
∫ ρ(x)2
0
y
τ1/2
e−
y2
4τ (
√
τ)
dτ
τ
+
Cy
ρ(x)
≤ Cy

ρ(x)
+
Cy
ρ(x)
→ 0, as y → 0,
where 0 <  < 1.
Finally, by the pointwise convergence of the classical Poisson semigroup to L1 functions,
we deduce the result. 
Parallel to the heat semigroup case, in order to prove Theorem 1.9, we need this previous
Lemma.
Lemma 5.38. Let α > 0 and k = [α]+1. Assume that f ∈ ΛPα , then for every j,m ∈ N∪{0}
such that m+ j ≥ k, there exists a Cm,j > 0 such that∥∥∥∥∥∂jyPyfρ(·)m
∥∥∥∥∥
∞
≤ CmSPα [f ]y−(m+j)+α.
Proof. For ` > k, by the semigroup property and Lemma 5.36 we get that∣∣∣∣∣∂`yPyf(x)ρ(x)m
∣∣∣∣∣ =
∣∣∣∣ C`ρ(x)m
∫
Rn
∂`−kv Pv(x, z)|v=y/2∂kuPuf(z)|u=y/2dz
∣∣∣∣
≤ C`‖∂
k
uPuf |u=y/2‖∞
ρ(x)m
∫
Rn
1
(|x− z|2 + y2)n+`−k2
(
ρ(x)
y
)m
dz
≤ C`SPα [f ]y−(m+`)+α, x ∈ Rn.
If j ≤ k, since the y−derivatives of Pyf(x) tend to zero as y →∞, we integrate `− j times
the previous estimate and we get the result.

Proof of Theorem 1.9.
By using Proposition 5.37 we have
|f(x)| ≤ sup
0<y<ρ(x)
|Pyf(x)|
≤ sup
0<y<ρ(x)
|Pyf(x)− Pρ(x)f(x)|+ |Pρ(x)f(x)|
= I + II.
Let k = [α] + 1. By using Lemma 5.38 with j = 0 and m = k we have
II = |Pρ(x)f(x)| =
∣∣∣∣Pρ(x)f(x)ρ(x)k
∣∣∣∣ ρ(x)k ≤ CSPα [f ](ρ(x))−k+αρ(x)k = C SPα [f ]ρ(x)α.
Now we shall estimate I. If α is not integer, by Lemma 5.38 with j = 1 and m = k− 1 we
have that
I ≤ ρ(x)k−1 sup
0<y<ρ(x)
∫ ρ(x)
y
∣∣∣∣∂zPzf(x)ρ(x)k−1
∣∣∣∣ dz ≤ C SPα [f ]ρ(x)k−1 sup
0<y<ρ(x)
∫ ρ(x)
y
z−k+αdz
≤ C SPα [f ]ρ(x)k−1 sup
0<y<ρ(x)
((ρ(x))−(k−1)+α − y−(k−1)+α) ≤ C SPα [f ]ρ(x)α.
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When α is an integer, we write
I = sup
0<y<ρ(x)
∣∣∣∣∣
∫ ρ(x)
y
∂zPzf(x)dz
∣∣∣∣∣
= sup
0<y<ρ(x)
∣∣∣∣∣
∫ ρ(x)
y
(
−
∫ ρ(x)
z
∂2uPuf(x)du+ ∂vPvf(x)|v=ρ(x)
)
dz
∣∣∣∣∣ .
By Lemma 5.38 with j = 2 and m = k − 2, since k = α+ 1, we get∣∣∣ ∫ ρ(x)
y
∫ ρ(x)
z
∂2uPuf(x)dudz
∣∣∣ = ρ(x)k−2 ∣∣∣∣∣
∫ ρ(x)
y
∫ ρ(x)
z
∂2uPuf(x)
ρ(x)k−2
dudz
∣∣∣∣∣
≤ C SPα [f ]ρ(x)α−1
∫ ρ(x)
y
∫ ρ(x)
z
u−1dudz = C SPα [f ]ρ(x)
α−1
∫ ρ(x)
y
(log(ρ(x))− log z)dz
= C SPα [f ]ρ(x)
α−1[ log(ρ(x))(ρ(x)− y)− (ρ(x) log(ρ(x))− ρ(x)− y log y + y)]
= C SPα [f ]ρ(x)
α−1[y log ( y
ρ(x)
)
+ ρ(x)− y] ≤ C SPα [f ]ρ(x)α.
For the second summand of I, Lemma 5.38, with j = 1 and m = k − 1 applies, so
sup
0<y<ρ(x)
(ρ(x)− y)|∂vPvf(x)|v=ρ(x)| = sup
0<y<ρ(x)
(ρ(x)− y)ρ(x)k−1 |∂vPvf(x)|v=ρ(x)|
ρ(x)k−1
≤ C SPα [f ] sup
0<y<ρ(x)
(ρ(x)− y)ρ(x)α(ρ(x))−1 ≤ C SPα [f ]ρ(x)α.

To prove Theorem 1.12, we need to define an auxiliary class of Lipschitz functions by means
of the classical Poisson semigroup, P˜y = e
−y√−∆. Again, the crucial difference between this
class and the one defined by Stein in [15] is that the functions don’t need to be bounded.
We define ΛP˜α as the collection of functions satisfying M
P [f ] <∞ and
(5.14)
∥∥∥∂ky P˜yf∥∥∥
L∞(Rn)
≤ Cαy−k+α, with k = [α] + 1, y > 0.
We denote by SP˜α [f ] as the infimum of the constants Cα above.
Remark 5.39. Observe that the space ΛP˜α is well defined, because if f is a function such
that MP [f ] <∞ ,then
(i) |∂mxi∂`yP˜yf(x)| → 0 as y →∞ as far as m+ ` ≥ k ≥ 1. Indeed,
|∂mxi∂`yP˜yf(x)| ≤ C
∫
|x−z|<|x|
|f(z)|
(|x− z|+ y)n+k dz + C
∫
|x−z|>|x|
|f(z)|
(|z|+ y)n+k dz
≤ C 1
yn+k
∫
|x−z|<|x|
|f(z)|dz + C
∫
|x−z|>|x|
|f(z)|
(|z|+ y)n+k dz.
Both summands tend to cero, the second one by dominated convergence.
(ii) limy→0 P˜yf(x) = f(x) a.e. x ∈ Rn. This can be proved as we did in (5.13) and by
using the a.e. convergence of the classical Poisson semigroup for L1 functions.
Moreover, we can prove the following results analogously as we did for the heat semigroup.
Proposition 5.40. Let α > 0, k = [α]+1 and f be a function satisfying MP [f ] <∞. Then,
‖∂ky P˜yf‖L∞(Rn) ≤ Cky−k+α if, and only if, for m ≥ k, ‖∂my P˜yf‖L∞(Rn) ≤ Cmy−m+α.
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Theorem 5.41. Let α > 0 and f a function such that MP [f ] < ∞. If f ∈ ΛWα/2, then
f ∈ ΛPα . Moreover, SPα [f ] ≤ CSWα [f ].
Proof. Observe that, for every y > 0,∫
Rn
e
− |z|2
y |f(z)|dz =
∫
Rn
e
− |z|2
y (|z|+ 1)n+1|f(z)|
(|z|+ 1)n+1 dz ≤ CM
P [f ] (1 + y
n+1
2 ).
Let k = [α/2] + 1 and f ∈ ΛWα/2, then [α] + 1 = [α/2 +α/2] + 1 ≤ [α/2] + [α/2] + 2 = 2k. By
Proposition 5.40 it is enough to prove that ‖∂2ky Pyf‖∞ ≤ Cy−(2k)+α.
Since ∂2y
(
ye−
y2
4τ
τ3/2
)
= ∂τ
(
ye−
y2
4τ
τ3/2
)
, k-times integration by parts give
|∂2ky Pyf(x)| =
∣∣∣∣∣∣ 12√pi
∫ ∞
0
∂2ky
ye− y24τ
τ3/2
 e−τLf(x)dτ
∣∣∣∣∣∣ =
∣∣∣∣∣∣ 12√pi
∫ ∞
0
∂kτ
ye− y24τ
τ3/2
 e−τLf(x)dτ
∣∣∣∣∣∣
=
1
2
√
pi
∣∣∣∣∣∣
∫ ∞
0
(−1)k
ye− y24τ
τ3/2
 ∂kτ e−τLf(x)dτ
∣∣∣∣∣∣ ≤ C SWα [f ]
∫ ∞
0
ye−
y2
4τ
τ3/2
τ−k+α/2dτ
≤ C SWα [f ]
(
1
y2
∫ y2
0
y3
τ3/2
e−
y2
4τ τ−k+α/2dτ +
∫ ∞
y2
τ−k+α/2
dτ
τ
)
≤ C SWα [f ]y−2k+α.

The following Lemma is parallel to Lemma 3.26. We leave the details of the proof to the
interested reader.
Lemma 5.42. Let α > 0 and k = [α] + 1. If f ∈ ΛP˜α , then for every j,m ∈ N ∪ {0} such
that m+ j ≥ k, there exists a Cm,j > 0 such that∥∥∥∂mxi∂jyP˜yf∥∥∥∞ ≤ C SP˜α [f ]y−(m+j)+α, for every i = 1 . . . , n.
Theorem 5.43. Let 0 < α < 2. Then f ∈ ΛP˜α , if and only MP [f ] <∞ and
Nα[f ] = sup
|z|>0
‖f(·+ z) + f(· − z)− 2f(·)‖∞
|z|α <∞.
Proof. Let x ∈ Rn. We can write, for every y > 0, z ∈ Rn,
|f(x+ z) + f(x− z)− 2f(x)| ≤ |P˜yf(x+ z)− f(x+ z) + P˜yf(x− z)− f(x− z)
+ 2(P˜yf(x)− f(x))|+ |P˜yf(x+ z)− P˜yf(x) + P˜yf(x− z)− P˜yf(x)|
= A+B.
By using Lemma 5.42 we can proceed as in the proof of Theorem 3.27. We have
B = |P˜yf(x+ z)− P˜yf(x) + P˜yf(x− z)− P˜yf(x)| ≤ C SP˜α [f ]y−2+α|z|2,
If 0 < α < 1, by using Remark 5.39 we have that
|P˜yf(x)− f(x)| =
∣∣∣∣∫ y
0
∂uP˜uf(x)du
∣∣∣∣ ≤ C SP˜α [f ] ∫ y
0
u−1+αdu = C SP˜α [f ]y
α,
and the same for the other two summands of A.
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If 1 < α < 2, by proceeding as in the proof of Theorem 3.27, by Lemma 5.42 we have that
A =
∣∣∣∣∫ y
0
(∂uP˜uf(x+ z) + ∂uP˜uf(x− z)− 2∂uP˜uf(x))du
∣∣∣∣
=
∣∣∣∣∫ y
0
∫ 1
0
(∇w∂uP˜uf(x+ θz)|w=x+θz · z −∇v∂uP˜uf(x− θz)|v=x−θz · z)dθdu
∣∣∣∣
≤ C SP˜α [f ]
∫ y
0
u−2+αdu|z| ≤ C SP˜α [f ]y−1+α|z|.
Thus, by choosing y = |z| in each case we get what we wanted.
For α = 1, by using that ∂uP˜uf(x) = −
∫ y
u ∂
2
wP˜wf(x)dw + ∂yP˜yf(x), we have
|A| ≤ C
∫ y
0
∫ y
u
w−1dwdu+
∣∣∣ ∫ y
0
(
(∂yP˜yf(x+ z) + ∂yP˜yf(x− z)− 2∂yP˜yf(x))
)
du
∣∣∣
= A1 +A2.
Observe that A1 ≤ Cy. Regarding A2, we proceed as in the case 1 < α < 2 and we have
A2 ≤
∣∣∣∣y ∫ 1
0
(∇x˜∂yP˜yf(x+ θz)|x˜=x+θz · z −∇x˜∂yP˜yf(x− θz)|z˜=x−θz · z)dθ
∣∣∣∣ ≤ C SP˜α [f ] |z|.
When y = |z| we get what we wanted.
For the converse we proceed as in Theorem 3.27.

Theorem 5.44. Let 0 < α ≤ 2− n/q and f be a function such that MP [f ] < ∞. If
ρ(·)−αf(·) ∈ L∞(Rn), then
‖∂2yPyf − ∂2y P˜yf‖∞ ≤ CMLα [f ]y−2+α.
Proof. By subordination formula, integration by parts and and Theorem 3.33 we have that
|∂2yPyf(x)− ∂2y P˜yf(x)| =
∣∣∣∣∣∣ 12√pi
∫ ∞
0
∂2y
ye− y24τ
τ3/2
 (Wτf − W˜τf)dτ
∣∣∣∣∣∣
=
∣∣∣∣∣∣ 12√pi
∫ ∞
0
∂τ
ye− y24τ
τ3/2
 (Wτf − W˜τf)dτ
∣∣∣∣∣∣
≤ 1
2
√
pi
∫ ∞
0
ye−
y2
4τ
τ3/2
|∂τ (Wτf − W˜τf)|dτ
≤ CMLα [f ]
∫ ∞
0
ye−
y2
4τ
τ3/2
τ−1+α/2dτ
≤ CMLα [f ]
(
1
y2
∫ y2
0
y3
τ3/2
e−
y2
4τ τ−1+α/2dτ +
∫ ∞
y2
τ−1+α/2
dτ
τ
)
≤ CMLα [f ]y−2+α.

A consequence of the previous Theorem is the following.
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Theorem 5.45. Let 0 < α ≤ 2 − n/q and f be a function such that MP [f ] < ∞ and
ρ(·)−αf(·) ∈ L∞(Rn). Then, f ∈ ΛPα if and only if f ∈ ΛP˜α .
Finally it is easy to see that Theorems 3.27, 5.41, 5.45 and 5.43 have as a consequence
that Theorem 1.12 is true.
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