There has been an increased interest in combining fuzzy systems with neural networks because fuzzy neural systems merge the advantages of both paradigms. On the one hand, parameters in fuzzy systems have clear physical meanings and rule-based and linguistic information can be incorporated into adaptive fuzzy systems in a systematic way. On the other hand, there exist powerful algorithms for training various neural network models. However, most of the proposed combined architectures are only able to process static input-output relationships, i.e. they are not able to process temporal input sequences of arbitrary length. Fuzzy nite-state automata (FFAs) can model dynamical processes whose current state depends on the current input and previous states. Unlike in the case of deterministic nite-state automata (DFAs), FFAs are not in one particular state, rather each state is occupied to some degree de ned by a membership function. Based on previous work on encoding DFAs in discrete-time, secondorder recurrent neural networks, we propose an algorithm that constructs an augmented recurrent neural network that encodes a FFA and recognizes a given fuzzy regular language with arbitrary accuracy. We then empirically verify the encoding methodology by measuring string recognition performance of recurrent neural networks which encode large randomly generated FFAs. In particular, we examine how the networks' performance varies as a function of synaptic weight strength.
Introduction

Fuzzy Systems and Neural Networks
There has been an increased interest in combining arti cial neural networks and fuzzy systems (see 4] for a collection of papers). Fuzzy logic 55] provides a mathematical foundation for approximate reasoning; fuzzy logic controllers have proven very successful in a variety of applications 6, 23, 24, 34] . The parameters of adaptive fuzzy systems have clear physical meanings which facilitates the choice of their initial values. Furthermore, rule-based information can be incorporated into fuzzy systems in a systematic way.
Arti cial neural networks emulate on a small scale the information processing mechanisms found in biological systems which are based on the cooperation of neurons which perform simple operations and on their ability to learn from examples. Arti cial neural networks have become valuable computational tools in their own right for tasks such as pattern recognition, control, and forecasting.
Fuzzy systems and multilayer perceptrons are computationally equivalent, i.e. they are both universal approximators 8, 50] . Recurrent neural networks have been shown to be computationally equivalent with Turing machines 43]; whether or not recurrent fuzzy systems are also Turing equivalent remains an open question. While the methodologies underlying fuzzy systems and neural networks are quite di erent, their functional forms are often similar. The development of powerful learning algorithms for neural networks has been bene cial to the eld of fuzzy systems which adopted some learning algorithms; e.g. there exists a backpropagation training algorithms for fuzzy logic systems which are similar to the training algorithms for neural networks 17, 51].
Fuzzy Knowledge Representation in Neural Networks
In some cases, neural networks can be structured based on the principles of fuzzy logic 16, 36] . Neural network representations of fuzzy logic interpolation have also been used within the context of reinforcement learning 3].
A typical fuzzy neural network used for intelligent control is shown in gure 1. Typically, such networks are initialized with linguistic rules of the form IF x 1 is A 1 AND x 2 is A 3 THEN y 1 is C 1 where A 1 ; A 3 and C 1 are fuzzy sets and x 1 ; x 2 , and y 1 are linguistic input and output variables, respectively. The network has an input layer consisting of real-valued input variables (e.g. linguistic variables), a fuzzi cation layer which maps input values x i to fuzzy sets A i , an interpolation layer which computes the conjunction of all antecedent conditions in a rule (e.g. di erential softmin operation), a defuzzi cation layer which computes the output for a given rule (e.g. mean of maximum method), and an output layer which combines the recommendations from all fuzzy control rules in the rule base (e.g. weighted sum). Thus, fuzzy The rules are then ne tuned using a standard training algorithm for multilayer perceptrons. The extraction of fuzzy if-then-rules from trained multilayer perceptrons has also been investigated 16, 20, 29, 30] .
There exist applications where the variables of linguistic rules are recursive, i.e. the rules are of the form IF x(t ? 1) is AND u(t ? 1) is THEN x(t) is where u(t ? 1) and x(t ? 1) represent input and state variables, respectively. The value of the state variable x(t) depends on both the input u(t?1) and the previous state x(t?1). Clearly, feedforward neural networks do not have the computational capabilities to represent such recursive rules when the depth of the recursion is not known a priori. Recurrent neural networks have the ability to store information over inde nite periods of time and are thus potentially useful for representing recursive linguistic rules. 1 The term fuzzy inference is also often used to describe the function of a fuzzy neural network. We choose the term fuzzy logic interpolation in order to distinguish between the function of fuzzy neural networks and fuzzy logic inference where the objective is to obtain some properties of fuzzy sets B 1 ; B 2 ; : :: from properties of fuzzy sets A 1 ; A 2 ;: : : with the help of an inference scheme A 1 ;A 2 ; :: : ! B 1 ;B 2 ; : :: which is governed by a set of rules 45, 46] .
A large class of problems where the current state depends on both the current input and the previous state can be modeled by nite-state automata or their equivalent grammars. It has been shown that recurrent neural networks can represent nite-state automata 5, 7, 9, 11, 12, 15, 33, 37, 47, 48, 53, 56] . Thus, it is only natural to ask whether recurrent neural networks can also represent fuzzy nite-state automata (FFAs) and thus be used to implement recognizers of fuzzy regular grammars.
Fuzzy grammars have been found to be useful in a variety of applications such as in the analysis of X-rays 35] 
Outline of Paper
The purpose of this paper is to show that recurrent networks that can represent DFAs can be easily modi ed to accommodate FFAs. We brie y review deterministic, nite-state automata and their implementation in recurrent neural networks in section 2. The extension of DFAs to FFAs is discussed in section 3. In section 4, we show how FFAs can be implemented in recurrent networks based on previous work on the encoding of DFAs 32, 31, 33] . In particular, our results show that FFAs can be encoded into recurrent networks such that a constructed network assigns membership grades to strings of arbitrary length with arbitrary accuracy. Notice that we do not claim that such a representation can be learned. Simulation results in section 5 validate our theoretical analysis. A summary and directions for future work in section 6 conclude this paper. A string x is accepted by the DFA M and hence is a member of the regular language L(M) if an accepting state is reached after the string x has been read by M. Alternatively, a DFA M can also be considered a generator which generates the regular language L(M).
Network Construction
Various methods have been proposed for implementing DFAs in recurrent neural networks 1, 2, 12, 13, 22, 28, 32] . We use discrete-time, second-order recurrent neural networks with sigmoidal discriminant functions which update their current state according to the following equations:
where b i is the bias associated with hidden recurrent state neurons S i ; I k denotes the input neuron for symbol a k . The product S (t) j I (t) k directly corresponds to the state transition (q j ; a k ) = q i .
We have recently proven that DFAs can be encoded in discrete-time, second-order recurrent neural networks with sigmoidal discriminant functions such that the DFA and constructed network accept the same regular language 31]. The desired nite-state dynamics are encoded into a network by programming a small subset of all available weights to values +H and ?H leading to a nearly orthonormal internal DFA state representation where only one state neuron that corresponds to the current DFA state has a output signal 1; all other state neurons have output signal 0. Similarly, the weights of a network's output neuron S 0 are programmed to +H or ?H for correct string classi cation. The network construction algorithm depends on this nearly orthonormal internal DFA state representation for programming DFA state transitions. Instability of the internal representation leads to misclassi cation of strings.
The encoding algorithm leads to the following special form of the equation governing the network dynamics:
where x is the input to neuron S i .
Network Stability
There exist only two kinds of signals in a constructed neural network that models a DFA: Recurrent state neurons have high output signals only when they correspond to the current DFA state; all other recurrent neurons have low output signals. The stability of the internal DFA representation depend on the value of the weight strength H used to program the state transitions. If H is chosen too small, then the internal DFA representation becomes unstable, i.e. state neurons S i which do not correspond to the current DFA state q i no longer have output signals 0. Since our goal is to have a constructed neural network exactly model the state transitions of some DFA, the problem is to nd a value H 0 such that for H > H 0 , the internal DFA state representation remains stable for strings of arbitrary length. We achieve this goal by proving that there exist appropriate upper and lower bounds for low and high signals, respectively which, if su ciently tight, guarantee the stability of low and high signals.
In the remainder of this section, we state results which establish that stability of the internal representation can be achieved. The proofs of these results can be found in 31].
The terms principal and residual inputs will be useful for the following discussion:
De nition 2.3 Let S i be a neuron with low output signal S t i and S j be a neuron with high output signal S t j . Furthermore, let fS l g and fS l 0 g be sets of neurons with output signals fS t l g and fS t l 0 g, respectively, for which W ilk 6 = 0 and W il 0 k 6 = 0 for some input symbol a k and assume S j 2 fS l g. Then, neurons S i and S j receive principal inputs of opposite signs from neuron S j and residual inputs from all other neurons S l and S l 0 , respectively, when the network executes the state transition (q j ; a k ) = q i .
Low signals are particularly sensitive to becoming corrupted because even though a neuron S l may not correspond to a DFA state q i when a network executes a DFA state transition (q j ; a k ) = q i , it may still receive residual inputs from other neurons if state transitions (q x ; a k ) = q l exist. Over several time steps, neuron S l then computes an iteration of residual inputs which can ultimately lead to the situation where the low signal S t l converges toward a high output. Similarly, high signals can become corrupted.
The following lemma establishes an upper bound for low signals in a constructed network:
Lemma 2.1 The low signals are bounded from above by the xed point f of the function f 8 < :
This lemma can be proven by induction on t. It is assumed that each neuron receives residual inputs from no more than r other neurons. Such an upper bound r obviously exists for any constructed network.
It is easy to see that the function to be iterated in equation (3) the function y = x shows the existence and location of xed points. In this example, f(x; r) has three xed points for r = f1; 2g, but only one xed point for r = f4; 10g and p(x; u) has three xed points for u = f0:0; 0:1g, but only one xed point for u = f0:6; 0:9g.
With these properties, we can quantify the value H ? 0 (r) such that for any H > H ? 0 (r), f(x; r) has three xed points. The larger r, the larger H must be chosen in order to guarantee the existence of three xed points. If H is not chosen su ciently large, then f t converges to a unique xed point 0:5 < f < 1. The following lemma expresses a quantitative condition which guarantees the existence of three xed points: Lemma 2.6 The function f(x; r) = 
This can be proven by induction on t. Notice that we assume that the iteration f t converges toward ? f . The graphs of the function g(x; u) = g(x; ? f ) for some values of u are shown in gure 2.
We can apply the same technique for nding conditions for the existence of xed points of g(x; u) as in the case of f(x; r). In fact, the function that when iterated generates the sequence g 
Since we can iteratively compute the value of f for given parameters H and r, we can repeat the original argument with H 0 and r 0 in place of H and r to nd the conditions under which g(r; x) has three xed points. This results in the following lemma:
Lemma 2. Furthermore, the constructed network has at most 3mn second-order weights with alphabet w = f?H; 0; +Hg, n + 1 biases with alphabet b = f?H=2g, and maximum fan-out 3m.
The number of weights and the maximum fan-out follow directly from the DFA encoding algorithm.
The above conditions implicitly put lower bounds on the magnitude of H which guarantee stable nitestate dynamics for a network of given size. As such, they represent worst cases, i.e. the nite-state dynamics of a given neural network implementation may remain stable for smaller values of H even for very large networks 33].
Since deterministic and fuzzy nite-state automata share a common underlying structure expressed in terms of state transitions, we will be able to use the result on the stability of the network dynamics for DFAs to implement fuzzy nite-state automata.
Fuzzy Finite-state Automata
Here we formally de ne fuzzy nite-state automata (FFA) and give a simple example.
De nitions and Properties
We begin by de ning the class of fuzzy automata for which we develop a synthesis method for recurrent neural networks:
De nition 3. In this paper, we consider a restricted type of fuzzy automaton whose initial state is not fuzzy, and ! is a function from F to Z, where F is a non fuzzy subset of states, called nal states. Any fuzzy automaton as described in de nition 3.3 is equivalent to a restricted fuzzy automaton 10]. Notice that a FFA reduces to a conventional DFA by restricting the transition weights to 1. The FFA which accepts the strings generated by the above grammar is shown in gure 2a. Only transitions which correspond to the production rules are shown; implicitly, all other transitions leads to a rejecting garbage state. The deterministic acceptor of the FFA which computes the same string membership is shown in gure 2b.
Recurrent Neural Network Architecture for Fuzzy Automata
We describe a method for encoding any fuzzy nite-state automata into a recurrent neural network. The result of theorem 2.1 concerning the stability of the programmed network dynamics applies to nite-state automata whose states are crisp, i.e. the degree with which a state is the automaton's current state is either 0 or 1. On the other hand, FFAs can be in several states at any given time with di erent degrees of vagueness; vagueness is speci ed by a real number from the interval 0; 1]. Theorem 3.2 enables us to transform any FFA into a deterministic automaton which computes the same membership function : ! 0; 1]. We just need to demonstrate how to implement the computation of with continuous discriminant functions. For that purpose, we augment the network architecture used for encoding DFAs with additional weights which connect the recurrent state neurons to a linear output neuron. The recurrent neurons shown in gure 3 implement the desired nite-state dynamics, i.e. transitions between crisp states. We showed in section 2.3 how to make the nite-state dynamics stable for arbitrary string lengths. The weights connecting the recurrent state neurons with the linear output neuron are just the memberships assigned to the DFA states after the transformation of a FFA into an equivalent DFA. The algorithm for encoding FFAs in second-order recurrent neural networks is shown in gure 4.
Recall the upper and lower bounds on the low and high signals, respectively (lemmas 2.1 and 2.8). Let i denote the graded memberships assigned to DFA states q i . In the worst case, the network computes for a given string the fuzzy membership function 
Simulation Results
In order to empirically test our encoding methodology, we examine how well strings from a randomly generated FFAs are classi ed by a recurrent neural network in which the FFA is encoded. We randomly generated deterministic acceptors for fuzzy regular languages over the alphabet f0; 1g with 100 states as follows: For each DFA state, we randomly generated a transition for each of the two input symbols to another state. Each accepting DFA state q i was assigned a membership 0 < i < 1; for all non-accepting states q j , we set j = 0. We encoded these acceptors into recurrent networks with 100 recurrent state neurons, two input neurons (one for each of the two input symbols 0 and 1), and one linear output neuron. We measured their performance on 100 randomly generated strings of length 100 whose membership was determined from their deterministic acceptors. The graphs in gure 5 show the average absolute error of the network output as a function of the weight strength H used to encode the nite-state dynamics for DFAs where 1%, 5%, 20%, 30%, 50% and 100% of all states had labels 0 < i < 1. We observe that the error exponentially decreases with increasing hint strength H, i.e. the average output error can be made arbitrarily small. tested on 100 randomly generated strings of length 100 as a function of the weight strength H used to encode the nite-state dynamics of randomly generated DFAs with 100 states. The percentages of DFA states with i > 0 were 1%, 5%, 20%, 30%, 50% and 100% respectively, of all DFA states.
for which the dynamics of all 6 DFAs remains stable for strings of arbitrary length is approximately H 9:8.
Conclusions
We have proposed a method for representing fuzzy nite-state automata (FFAs) in recurrent neural networks with continuous discriminant functions. Based on a previous result on encoding stable representations of nite-state dynamics in recurrent networks, we have shown how FFAs can be encoded in recurrent networks that compute string membership functions with arbitrary accuracy. The method uses an algorithm which transforms FFAs into equivalent DFAs which compute fuzzy string membership. The fuzzy FFA states are transformed into crisp DFA states. A membership label i with 0 < i 1 is associated with each accepting DFA state; nonaccepting DFA states have label i = 0. The membership of a string is equal to the membership label of the last visited DFA state.
A recurrent neural network is constructed from the original architecture used for DFA encodings by connecting the recurrent state neurons to a linear output neuron. The weights of these connections are set to the value of the membership labels of the DFA states. The accuracy of the computation of the string membership function depends on the network size, the number of DFA states which membership label i > 0, and the weight strength H used to encode the nite-state dynamics in the recurrent network. The larger H is chosen, the more accurate the network computes membership functions.
An interesting question is whether representations of FFAs can be learned through training on example strings and how weighted production rules are represented in trained networks. Such insight may lead to a more direct encoding of FFAs in recurrent networks without the additional step of transforming FFAs into equivalent DFAs which compute the same string membership functions, i.e. a fuzzy representation of states and outputs. This may lead to smaller analog VLSI implementations of nite-state controllers.
One problem with training fully recurrent networks with sigmoidal discriminant functions to behave like FFAs is the instability of learning algorithms based on gradient descent, i.e. it can become very di cult to train sigmoidal neurons to target values which are outside of the saturated regions of the discriminant function. This suggests the use of continuous multilevel threshold neurons 42] which also have the potential for stable internal DFA state representations. Whether training such networks is feasible remains an open question.
