In this paper we p r o p o s e a n o vel concept for analyzing dynamic economic and nancial systems by m ulti-compartment m o deling techniques in combination with neural networks. This is done as a twostep process: rst, a multi-layer perceptron (MLP ident ) i s i n troduced to approximate the dynamics of observable variables of a single (domestic) compartment and to identify interdependencies second, a multilayer perceptron (MLP control ) e v aluates series of outputs from MLP ident to make a complex decision about certain properties (e.g. stability) and to nd a classi cation of economic or nancial scenarios. Simulation results con rm the ability o f MLP ident to learn the structure and parameters of the domestic compartment and to provide good results in out-of-sample tests. Simulation results for MLP control show that it is able to decide whether a current parameter set leads to a stable or instable constellation in the future. Possible applications of this novel concept are analysis of interdependencies of economic variables between multiple countries, or control of dynamic system behaviour with regard to predicting properties.
Introduction
To analyse complex global systems of international economic and nancial interdependencies between countries one can use macro-econometric multi-country models. For instance Federal Reserve Board (Washington, D.C., USA) 4], Deutsche Bundesbank (Frankfurt, Germany) 1] o r EPA (Economic Research Institute of the Economic Planning Agency, G o vernment o f Japan, Tokyo, Japan) 5] h a ve d e v eloped such w orld models. These models are based on econometric estimation procedures, e.g. co-integration as proposed by Engle and Granger 3] .
From a more general point of view one can consider these models as MultiCompartment Models (MCM). One aspect using MCMs with nancial applications is analyzing the interrelationships between the daily stock m a r k et returns of stock exchanges. Dornau 2] examines international transmission of stock returns at three stock m a r k ets (compartments) New York (USA), Frankfurt (Germany), Tokyo (Japan) with corresponding stock indices Dow Jones, DAX, Nikkei (observable variables over time).
Some insu ciencies of the above mentioned models are caused by limitations of econometric methods and unrealistic assumptions or simpli cations by the macroeconomic theory. One approach, to avoid these limitations, is the use of multi-layer perceptrons (MLP). Poddig, Rehkugler and Jandura 6] proposed a world model ofnancial markets by using neural networks to predict several stock indices, but the results were still disappointing. They tried to model market dependencies directly by recurrent or feedforward MLPs but not considering a multi-compartment structure explicitly.
We d e v eloped a method to analyze complex economic systems by structuring them into multiple compartments, e.g. countries or international markets. The rst step of this new approach proposes to integrate a MLP into one of multiple compartments of the MCM. Its main task is identi cation and approximation of the dynamic-driving (perhaps non-linear) functions of this domestic compartment. In a second step another MLP is introduced to evaluate output series of the rst neural network. The aim of this second MLP is to control the dynamic behaviour of the domestic compartment (e. g. with regard to stability) by computing a classi cation that serves as a basis for decisions about regulative measures. To be more precise, at a certain point i n time t, MLP control obtains data about the variables of Comp 1 at this instance in time and additional data from previous points in time. For this data, we c hoose the changes y ij (t), because this strategy has the advantage that the output values, from MLP ident , m a y be used directly. W e utilize the fact that the changes y i j (t), contain the same amount of information about the time series, as the levels y ij (t). These values represent the current situation existing in Comp 1 and also previous developments. Now MLP control has to map the situation at this point in time t to a certain class. This class is calculated during the training process from future values and represents an expected upward or downward trend or irregular behaviour of the time dependent v ariables of Comp 1 . The trained neural network is able to assign such scenarios to classes and performs a predicting classi cation. Thus MLP control learns about the dynamic charactaristics of Comp 1 .
With this approach MLP control becomes a p o werful tool for generalization purposes, with regard to future evolutions of behaviour within a complex dynamic system. The results of the classi cation of MLP control may be used in future decisions concerning the application of regulative instruments.
Simulation Results
For our computer simulations, using the software tool ECANSE from Siemens AG, we build an MCM with three compartments Comp 1 , Comp 2 , Comp 3 . Each compartment Comp j (j 2 f 1 2 3g) c o n tains three observable time dependent v ariables y 1j (t), y 2j (t), y 3j (t) and is described by a system of coupled rst-order ordinary di erential equations. Every n-order ODE can be rewritten as an equivalent system of n rst-order ODEs. Thus using rst-order ODEs here does not mean any limitations. The three compartments are coupled by additional parameters within the equations. The behaviour of this system is shown in gure 3.
The task of our neural network MLP ident is to learn the dynamics of one of the three compartments we c hoose Comp 1 . More precisely MLP ident has to learn the changes y 1 1 (t), y 2 1 (t), y 3 1 (t) w h i c h depend on the values y 11 (t), y 21 (t), : : : , y 33 (t) for the same point in time t. We use a standard multi-layer perceptron with one hidden layer, due to its ability o f u n i v ersal function approximation, particularly with regard to non-linear dependencies. In our test environment the constructed MCM is composed from linear ODEs, but generally we assume a realistic dynamic economic system to be unknown and probably non-linear. MLP ident has got a 9{30{3 topology and uses tanh as transfer function.
To train MLP ident we used the rst 100 data points of the observable variables y 11 (t), y 21 (t), : : : , y 33 (t) (see gure 3) as input values and the corresponding changes y 11 (t), y 21 (t), y 31 (t) as desired output. During the learning process the root mean square errors for both the training set and the out-of-sample test set decrease (see g. 4). The out-of-sample test set contains the data points of the period between 100 and 200 time steps of the functions y 1 1 (t), y 21 (t), : : : , y nm (t), referred to above (see g. 3), which h a ve not served as training data.
The results show that the behaviour of Comp 1 can be learned quite well by MLP ident . T o con rm this the network output is compared to the desired output explicitly. Figure 5 shows that after ten epochs (1000 patterns) of learning, the network output is quite similar to the desired output and after 2000 epochs, (200000 patterns), di erences hardly become obvious.
T h e t a s k o f MLP control is to classify the time series generated by MLP ident with regard to their future evolution. To perform this we used a multi-layer perceptron with 9{9{3 topology and tanh as units' transfer functions.
For the training process output values of MLP ident y i 1 (t), y i 1 (t ; 1), y i 1 (t ; 4) (i 2 f 1 2 3g), at particular points in time, (t t ; 1 t ; 4), in the present and past, were used as input values for MLP control . Corresponding classi cations, obtained by output values of MLP ident y i 1 (t + 1 ) , y i 1 (t + 2), y i1 (t + 4) at certain points in time (t + 1 , t + 2 , t + 4) in the future, were used as desired output values, i.e. teacher values for the learning rule backpropagation of error. One class of this classi cation is represented by one output layer unit. High activation of one unit and low activation of the other ones indicates unique a liation to the corresponding class.
The results for MLP control , (see g. 6), demonstrate the ability o f MLP control to make a decision as to whether a complex situation of economic parameters leads to an upward trend, a downward trend or an irregular evolution with regard to observable time dependent v ariables of Comp 1 y 11 (t), y 21 (t), y 31 (t). Note that for every input pattern only one output unit shows high activation. This fact demonstrates that MLP control is able to perform a unique classi caton and that the prediction complies with the requirements of integrity.
Discussion and Conclusions
In this paper we i n troduced a novel concept for analyzing and controlling multicompartment models (MCM) using neural networks. Speci cally, a m ulti-layer perceptron MLP ident learns the dynamics of one distinguished (domestic) compartment 1 . Overall the simulations underline the power of the developed concept. Possible applications of the presented procedure, are in analyzing interdependencies between economic variables of di erent countries and controlling the corresponding dynamic behaviour particularly with regard to predicting classi cations. This feature can be used to support further decisions about applications of regulative instruments. Our next step in neural network controled multicompartment modeling, is the adaptation of our proposed approach to real business data.
