Multiple solutions for fourth-order boundary value problem  by Pang, Changci et al.
J. Math. Anal. Appl. 314 (2006) 464–476
www.elsevier.com/locate/jmaa
Multiple solutions for fourth-order boundary
value problem ✩
Pang Changci a,∗, Dong Wei b, Wei Zhongli a
a School of Mathematics and System Sciences, Shandong University, Jinan, Shandong 250100, China
b Hebei University of Engineering, Handan, Hebei 056021, China
Received 9 January 2005
Available online 3 May 2005
Submitted by A.C. Peterson
Abstract
In this paper, we study the existence and multiplicity of nontrivial solutions for the fourth-order
two point boundary value problems. Making use of the theory of fixed point index in cone and Leray–
Schauder degree, under general conditions on nonlinearity, we prove that there exist at least six
different nontrivial solutions for the fourth-order two point boundary value problems. Furthermore,
if the nonlinearity is odd, we obtain that there exist at least eight different nontrivial solutions.
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1. Introduction
The deformation of an elastic beam in equilibrium state, whose two ends are simply
supported, can be described by the following two point boundary value problem of fourth-
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x(4)(t) = g(t, x(t), x′′(t)), 0 < t < 1,
x(0) = x(1) = x′′(0) = x′′(1) = 0,
where g ∈ C([0,1] ×R×R,R) withR is the real numbers (see, e.g., [1,4,8]). Equations
of this kind have attracted extensive study because of its interest to physics. To our knowl-
edge, most of the papers consider only the existence of one or two nontrivial solutions or
positive solutions. For example, Cupta [1,2] and Aftabizadeh [3] studied the existence and
uniqueness of solutions for the above boundary value problem. By using the Krasnosel-
skii fixed point theorem, Ma [5] and Liu [6] obtained that there exists one or two positive
solutions for above the BVP. In recent papers [7,8], the above BVPs were considered by
standard lower and super solutions argument. We refer to [9–14,16,17] and the references
therein for some of the previous research. In this paper, we study the existence and mul-
tiplicity of nontrivial solutions for the following fourth-order two point boundary value
problems:
x(4)(t) = f (x(t),−x′′(t)), 0 < t < 1, (1.1)
x(0) = x(1) = x′′(0) = x′′(1) = 0, (1.2)
where f ∈ C(R×R,R).
Concerning the nonlinearity f (u, v), we assume that it satisfies the following condi-
tions:
(H1) f (0,0) = 0, and for u > 0, v > 0, f (u, v)  0, f (u, v) ≡ 0; for u < 0, v < 0,
f (u, v) 0, f (u, v) ≡ 0.
(H2) f (u, v) has continuous partial derivative at the point (0,0), and there exists a positive
integer n0 such that
λ2n0 < 1 < λ2n0+1,
where
λn = n
4π4
α0 + β0n2π2 (1.3)
and
α0 = f ′u(0,0) > 0, β0 = f ′v(0,0) > 0. (1.4)
(H3) There exist α1 > 0, β1 > 0 such that
lim|u|+|v|→+∞
|f (u, v) − α1u − β1v|
|u| + |v| = 0, (1.5)
and there exists a positive integer n1 such that
µ2n1 < 1 < µ2n1+1,
where
µn = n
4π4
α1 + β1n2π2 . (1.6)
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By means of the theory of fixed point index in cone and Leray–Schauder degree, we
obtain the following main results of this paper.
Theorem 1. If (H1)–(H4) hold, then the BVP (1.1) and (1.2) have at least six different
nontrivial solutions: two positive solutions, two negative solutions and two sign-changing
solutions.
Theorem 2. If (H1)–(H4) hold, and f is odd, i.e., f (−u,−v) = −f (u, v), ∀u,v ∈R, then
the BVP (1.1) and (1.2) has at least eight different nontrivial solutions.
This paper is organized as follows. In Section 2, we present some basic properties of
fixed point index about completely continuous and Fréchet differentiable operators, and
make use of these properties to obtain some important lemmas which are very crucial in
the later proofs. In the last section, we shall complete the proofs of Theorems 1 and 2, and
give some corollaries.
2. Preliminaries
We first recall some properties of fixed point index about completely continuous and
Fréchet differentiable operators (see, e.g., [18,19]).
Definition 2.1. Let X be a retract of real Banach space E, U be a relatively bounded
open subset of X, A :U → X be completely continuous operator, the integer i(A,U,X)
be defined by
i(A,U,X) = deg(I − A · r,B(θ,R) ∩ r−1(U), θ),
where r :E → X is an arbitrary retraction and R > 0 such that B(θ,R) ⊃ U , and
B(θ,R) = {x ∈ E | ‖x‖ < R}. Then the integer i(A,U,X) is called the fixed point index
of A on U with respect to X.
Lemma 2.1. Let P be a cone of Banach space E, A :P → P be completely continuous.
Suppose that A is differentiable at θ and ∞ along P and 1 is not an eigenvalue of A′+(θ)
and A′+(∞) corresponding to a positive eigenfunction.
(i) If A′+(θ) has a positive eigenfunction corresponding to an eigenvalue greater than 1,
and Aθ = θ , then there exists τ > 0 such that i(A,P ∩ B(θ, r),P ) = 0 for any 0 <
r < τ .
(ii) If A′+(∞) has a positive eigenfunction which corresponds to an eigenvalue greater
than 1, then there exists ς > 0 such that i(A,P ∩ B(θ,R),P ) = 0 for any R > ς .
C. Pang et al. / J. Math. Anal. Appl. 314 (2006) 464–476 467Lemma 2.2. Let A be a completely continuous operator which is defined on a Banach
space E. Let x0 ∈ E be a fixed point of A and assume that A is defined in a neighborhood
of x0 and Fréchet differentiable at x0. If 1 is not an eigenvalue of the linear operator A′(x0),
then x0 is an isolated singular point of the completely continuous vector field I − A and
for small enough r > 0
deg
(
I − A,B(x0, r), θ
)= (−1)k,
where k is the sum of the algebraic multiplicities of the real eigenvalues of A′(x0) in
(1,+∞).
Lemma 2.3. Let A be a completely continuous operator which is defined on a Banach
space E. Assume that 1 is not an eigenvalue of the asymptotic derivative. The completely
continuous vector field I − A is then nonsingular on spheres Sρ = {x | ‖x‖ = ρ} of suffi-
ciently large radius ρ and
deg
(
I − A,B(θ,ρ), θ)= (−1)k,
where k is the sum of the algebraic multiplicities of the real eigenvalues of A′(∞) in
(1,+∞).
To prove the main results of this paper, we get the following important lemmas.
Lemma 2.4. Let P be a solid cone of a Banach space E ( ˚P is nonempty), Ω be relatively
bounded open subset of P , A :P → P be a completely continuous operator. If any fixed
point of A in Ω is the interior point of P , there exists an open subset O of E (O ⊂ Ω)
such that
deg(I − A,O,θ) = i(A,Ω,P ).
Remark 2.1. The idea of this lemma is containing in the papers [14,15], the proof given
below is a minor refinement of the proof of [15, Theorem 2.1], so we here include the key
points only.
Proof. Let
S = {x | x = Ax, x ∈ Ω},
then, S ⊂ ˚P . Therefore, for any x ∈ S, there exists δx > 0 such that B(x, δx) ⊂ P ∩Ω = Ω .
Let O =⋃x∈S B(x, δx). Then, O ⊂ Ω is an open subset of E. By the excision property of
the fixed point index, we have
i(A,O,P ) = i(A,Ω,P ). (2.1)
By the Definition 2.1 of the fixed point index, we have
i(A,O,P ) = deg(I − A · r,B(θ, R¯) ∩ r−1(O), θ), (2.2)
where r :E → P is an arbitrary retraction and R¯ is a large enough positive number such
that O ⊂ B(θ, R¯). Now we assume that y∗ ∈ B(θ, R¯) ∩ r−1(O) such that y∗ = A · r(y∗).
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ever y∗ ∈ B(θ, R¯) ∩ r−1(O) is a fixed point of the operator A · r . Then, by the excision
property of the degree, we have
deg
(
I − A · r,B(θ, R¯) ∩ r−1(O), θ)= deg(I − A · r,O, θ)
= deg(I − A,O,θ). (2.3)
By (2.1)–(2.3), we complete the proof. 
Next we shall make use of the above lemmas to obtain the following important lemmas.
From now on, we assume
E = {x ∈ C3[0,1] ∣∣ x(t) satisfies (1.2)}. (2.4)
Lemma 2.5. For all x ∈ E, we have
‖x‖0  ‖x′‖0  ‖x′′‖0  ‖x′′′‖0,
where ‖x‖0 = maxt∈[0,1] |x(t)|, ∀x ∈ C[0,1].
Proof. For all x ∈ E, by x(0) = 0, we have
x(t) =
t∫
0
x′(τ ) dτ, ∀t ∈ [0,1],
therefore
‖x‖0  ‖x′‖0. (2.5)
Similarly, by x′′(0) = 0, we obtain that
‖x′′‖0  ‖x′′′‖0. (2.6)
By x(0) = x(1), there exists a point ξ ∈ (0,1) such that x′(ξ) = 0. It follows from x′(t) =∫ t
ξ
x′′(τ ) dτ , ∀t ∈ [0,1], that we get
‖x′‖0  ‖x′′‖0. (2.7)
By (2.5)–(2.7), we complete the proof. 
By Lemma 2.5, it is easy to see that E is a Banach space with the norm
‖x‖ = ‖x′′′‖0, ∀x ∈ E.
It is well known that x(t) is a solution of the BVP (1.1) and (1.2) if and only if x(t) is a
solution of operator equation
x(t) =
1∫ 1∫
G(t, s)G(s, τ )f
(
x(τ),−x′′(τ ))dτ ds Ax(t) (2.8)0 0
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G(t, s) =
{
t (1 − s) for 0 t  s  1,
s(1 − t) for 0 s < t  1. (2.9)
Meanwhile, by the continuity of f , it is easy to see that A :E → E is completely continu-
ous. We define a cone in E by
P = {x ∈ E ∣∣ x(t) 0, −x′′(t) 0, ∀t ∈ [0,1]}.
Lemma 2.6. Suppose that (H1) holds, if x(t) ∈ P \{θ} is the solution of (1.1) and (1.2),
then x ∈ ˚P (the interior of P ).
Proof. If x(t) ∈ P \{θ} is the solution of (1.1) and (1.2), condition (H1) implies that
x(t) =
1∫
0
1∫
0
G(t, s)G(s, τ )f
(
x(τ),−x′′(τ ))dτ ds  0, ∀t ∈ [0,1],
and
x(t) > 0, ∀t ∈ (0,1). (2.10)
A simple computing shows that
x′(t) =
1∫
t
1∫
0
(1 − s)G(s, τ )f (x(τ),−x′′(τ ))dτ ds
−
t∫
0
1∫
0
sG(s, τ )f
(
x(τ),−x′′(τ ))dτ ds, ∀t ∈ [0,1], (2.11)
x′′(t) = −
1∫
0
G(t, s)f
(
x(s),−x′′(s))ds  0, ∀t ∈ [0,1], (2.12)
x′′′(t) =
t∫
0
sf
(
x(s),−x′′(s))ds −
1∫
t
(1 − s)f (x(s),−x′′(s))ds, ∀t ∈ [0,1].
(2.13)
Therefore
x′(0) =
1∫
0
1∫
0
(1 − s)G(s, τ )f (x(τ),−x′′(τ ))dτ ds > 0, (2.14)
x′(1) = −
1∫ 1∫
sG(s, τ )f
(
x(τ),−x′′(τ ))dτ ds < 0, (2.15)0 0
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x′′′(0) = −
1∫
0
(1 − s)f (x(s),−x′′(s))ds < 0, (2.17)
x′′′(1) =
1∫
0
sf
(
x(s),−x′′(s))ds > 0. (2.18)
It follows from (2.14) and (2.15) that there exist ε > 0, τ1 > 0 such that
x′(t) > τ1, ∀t ∈ [0, ε], x′(t) < −τ1, ∀t ∈ [1 − ε,1].
By (2.10), there exists τ2 > 0 such that
x(t) > τ2, ∀t ∈ [ε,1 − ε].
Setting τ3 = min{τ1, τ2}, then, by Lemma 2.5, for u ∈ E, ‖u − x‖ < τ3, we obtain
‖u − x‖0 < τ3, ‖u′ − x′‖0 < τ3,
hence
u′(t) > 0, ∀t ∈ [0, ε];
u′(t) < 0, ∀t ∈ [1 − ε,1];
u(t) > 0, ∀t ∈ [ε,1 − ε].
So, for u ∈ E, ‖u − x‖ < τ3,
u(t) 0, ∀t ∈ [0,1].
Similarly, by (2.16)–(2.18), we can get a number τ4 > 0, which is small enough, such that
for u ∈ E, ‖u − x‖ < τ4,
u′′(t) 0, ∀t ∈ [0,1].
Letting τ¯ = min{τ3, τ4}, then {u ∈ E | ‖u − x‖ < τ¯ } ⊂ P , therefore x ∈ ˚P . The proof is
completed. 
Remark 2.2. By a similar way as above, if f satisfies (H1) and x(t) ∈ −P \{θ} is a solution
of (1.1) and (1.2), then x ∈ − ˚P .
Setting
Kx(t) =
1∫
0
1∫
0
G(t, s)G(s, τ )x(τ ) dτ ds, (2.19)
Lx(t) = −
1∫
0
1∫
0
G(t, s)G(s, τ )x′′(τ ) dτ ds, (2.20)
Fx(t) = f (x(t),−x′′(t)), (2.21)
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Lemma 2.7.
(i) K :C[0,1] → E (or E → E) is a completely continuous linear operator;
(ii) F :E → C[0,1] is continuous bounded operator, and A = K · F ;
(iii) L :E → E is completely continuous linear operator;
(iv) the sequences of all eigenvalues of the operators α0K + β0L and α1K + β1L are
{ 1
λn
, n = 1,2, . . .} and { 1
µn
, n = 1,2, . . .}, respectively, where λn and µn is respec-
tively defined by (1.3) and (1.6), and the algebraic multiplicity of 1
λn
and 1
µn
are one.
Lemma 2.8. Suppose that (H2) and (H3) hold, then the operator A is Fréchet differentiable
at θ and ∞, where operator A is defined by (2.8). Moreover, A′(θ) = α0K + β0L and
A′(∞) = α1K + β1L.
Proof. For any ε > 0, by (H2), there exists δ > 0 such that for any 0 < |u|, |v| < δ,∣∣∣∣f (u, v) − α0u − β0v√
u2 + v2
∣∣∣∣< ε,
this means∣∣f (u, v) − (α0u + β0v)∣∣< ε√u2 + v2, ∀0 |u|, |v| < δ. (2.22)
Then, for any x ∈ E with ‖x‖ < δ, by Lemma 2.5, we have ‖x‖0  ‖x′′‖0 < δ, therefore(
Ax − Aθ − (α0Kx + β0Lx)
)
(t)
=
1∫
0
1∫
0
G(t, s)G(s, τ )
[
f
(
x(τ),−x′′(τ ))− (α0x(τ) − β0x′′(τ ))]dτ ds,
∀t ∈ [0,1].
By a similar consideration as (2.13), we get
(
Ax − Aθ − (α0Kx + β0Lx)
)′′′
(t)
=
t∫
0
s
[
f
(
x(s),−x′′(s))− (α0x(s) − β0x′′(s))]ds
−
1∫
t
(1 − s)[f (x(s),−x′′(s))− (α0x(s) − β0x′′(s))]ds, ∀t ∈ [0,1].
(2.23)
By (2.22) and (2.23), we get
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[ t∫
0
s ds +
1∫
t
(1 − s) ds
]
 ε‖x‖. (2.24)
Consequently,
lim‖x‖→0
‖Ax − Aθ − (α0Kx + β0Lx)‖
‖x‖ = 0.
This means that A is Fréchet differentiable at θ , and A′(θ) = α0K + β0L.
For each ε > 0, by (H3), there exists R > 0 such that∣∣f (u, v) − α1u − β1v∣∣< ε(|u| + |v|) for |u| + |v| > R.
Let b = max|u|+|v|R |f (u, v) − α1u − β1v|, then we have∣∣f (u, v) − α1u − β1v∣∣ ε(|u| + |v|)+ b, ∀u,v ∈R.
By a similar consideration as (2.24), we get
∥∥Ax − (α1Kx + β1Lx)∥∥ ε‖x‖ + 12b, ∀x ∈ E.
Consequently,
lim‖x‖→∞
‖Ax − (α1Kx + β1Lx)‖
‖x‖ = 0.
This means that A is Fréchet differentiable at ∞, and A′(∞) = α1K + β1L. The proof is
completed. 
Lemma 2.9. Suppose that (H1)–(H3) hold, then the operator A :P → P (or −P → −P ) is
completely continuous and Fréchet differentiable along P (or −P ) at θ and ∞, where the
operator A is defined by (2.8). Moreover, A′+(θ) = α0K +β0L and A′+(∞) = α1K +β1L.
Proof. By (H1) and (2.10), (2.12), we can get that A(P ) ⊂ P , A(−P) ⊂ −P , and it is ob-
vious that K(P ) ⊂ P , K(−P) ⊂ −P , and L(P ) ⊂ P , L(−P) ⊂ −P , so, by Lemma 2.8,
we complete the proof. 
Lemma 2.10. Suppose that (H1)–(H3) hold. Then
(i) There exists r0 such that 0 < r0 < T and for any 0 < r  r0,
i
(
A,P ∩ B(θ, r),P )= 0, i(A,−P ∩ B(θ, r),−P )= 0.
(ii) There exists R0 > T such that for any R R0,
i
(
A,P ∩ B(θ,R),P )= 0, i(A,−P ∩ B(θ,R),−P )= 0,
where T is given in condition (H4).
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By Lemma 2.9, A :P → P is completely continuous and Fréchet differentiable along P
at θ , and A′+(θ) = α0K + β0L. By Lemma 2.7 and (H2), A′+(θ) has a positive eigenfunc-
tion x1(t) = sinπt corresponding to an eigenvalue 1λ1 =
α0+β0π2
π4
> 1, and Aθ = θ , then
it follows from Lemma 2.1 that there exists τ0 > 0 such that i(A,P ∩ B(θ, r),P ) = 0 for
any 0 < r  τ0.
Similarly, we can show that there exists τ1 > 0 such that i(A,−P ∩ B(θ, r),−P) = 0
for any 0 < r  τ1. Let r0 = min{T , τ0, τ1}, then the conclusion (i) holds and the proof is
complete. 
3. Proof of main results
Proof of Theorem 1. For any x ∈ E, by (2.8), we have
(Ax)′′′(t) =
t∫
0
sf
(
x(s),−x′′(s))ds −
1∫
t
(1 − s)f (x(s),−x′′(s))ds, ∀t ∈ [0,1].
For any x ∈ E, ‖x‖ = T , by (H4), we have
‖Ax‖ < 2T max
t∈[0,1]
[ t∫
0
s ds +
1∫
t
(1 − s) ds
]
 T = ‖x‖.
Then, by the properties of fixed point index and Leray–Schauder degree (see [18,19]), we
have
i
(
A,P ∩ B(θ,T ),P )= 1, (3.1)
i
(
A,−P ∩ B(θ,T ),−P )= 1, (3.2)
deg
(
I − A,B(θ,T ), θ)= 1. (3.3)
By (H2) and Lemma 2.7, the eigenvalues of the operator A′(θ) = α0K + β0L which are
large than 1 are
1
λ1
,
1
λ2
,
1
λ3
, . . . ,
1
λ2n0
.
Therefore, by Lemma 2.2, there exists 0 < r1 < r0 (where r0 is defined in Lemma 2.10)
such that
deg
(
I − A,B(θ, r1), θ
)= (−1)2n0 = 1. (3.4)
By Lemma 2.10, we have
i
(
A,P ∩ B(θ, r1),P
)= 0, (3.5)
i
(
A,−P ∩ B(θ, r1),−P
)= 0. (3.6)
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deg
(
I − A,B(θ,R1), θ
)= 1. (3.7)
By Lemma 2.10, we have
i
(
A,P ∩ B(θ,R1),P
)= 0, (3.8)
i
(
A,−P ∩ B(θ,R1),−P
)= 0. (3.9)
Then, by (3.1), (3.8) and (3.5), we have
i
(
A,P ∩ (B(θ,R1)\B(θ,T ) ),P )= 0 − 1 = −1, (3.10)
i
(
A,P ∩ (B(θ,T )\B(θ, r1) ),P )= 1 − 0 = 1. (3.11)
Therefore, the operator A has at least two fixed points x1 ∈ P ∩ (B(θ,R1)\B(θ,T )) and
x2 ∈ P ∩ (B(θ,T )\B(θ, r1)), respectively. Obviously, x1 and x2 are positive solutions of
the BVP (1.1) and (1.2).
Similarly, by (3.2), (3.9) and (3.6) we have
i
(
A,−P ∩ (B(θ,R1)\B(θ,T ) ),−P )= −1, (3.12)
i
(
A,−P ∩ (B(θ,T )\B(θ, r1) ),−P )= 1. (3.13)
Therefore, the operator A has at least two fixed points x3 ∈ (−P)∩ (B(θ,T )\B(θ, r1)) and
x4 ∈ (−P)∩ (B(θ,R1)\B(θ,T )), respectively. Obviously, x3 and x4 are negative solutions
of the BVP (1.1) and (1.2).
By Lemmas 2.6, 2.4 and (3.10)–(3.13), there exist open subsets O1, O2, O3 and O4
of E, such that
O1 ⊂ P ∩
(
B(θ,R1)\B(θ,T )
)
,
O2 ⊂ P ∩
(
B(θ,T )\B(θ, r1)
)
,
O3 ⊂ −P ∩
(
B(θ,T )\B(θ, r1)
)
,
O4 ⊂ −P ∩
(
B(θ,R1)\B(θ,T )
)
,
and
deg(I − A,O1, θ) = −1, (3.14)
deg(I − A,O2, θ) = 1, (3.15)
deg(I − A,O3, θ) = 1, (3.16)
deg(I − A,O4, θ) = −1. (3.17)
It follows from (3.3), (3.4), (3.15) and (3.16) that
deg
(
I − A,B(θ,T )\(O2 ∪ O3 ∪ B(θ, r1) ), θ)= 1 − 1 − 1 − 1 = −2.
This implies that A has at least one fixed point x5 ∈ B(θ,T )\(O2 ∪ O3 ∪ B(θ, r1)). Simi-
larly, by (3.3), (3.7), (3.14) and (3.17)
deg
(
I − A,B(θ,R1)\
(
O1 ∪ O4 ∪ B(θ,T )
)
, θ
)= 1 − 1 + 1 + 1 = 2.
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ously, x5 and x6 are two distinct sign-changing solutions of the BVP (1.1) and (1.2). The
proof is completed. 
Proof of Theorem 2. According to the proof of Theorem 1, the BVP (1.1) and (1.2) have
at least six different nontrivial solutions xi ∈ E (i = 1,2, . . . ,6) satisfying that
x1, x2 ∈ ˚P , x3, x4 ∈ − ˚P , x5, x6 /∈ P ∪ (−P),
r1 < ‖x5‖ < T < ‖x6‖ < R1.
By f (−u,−v) = −f (u, v), we have −x5, −x6 are also the solutions of the BVP (1.1) and
(1.2). Set x7 = −x5, x8 = −x6, it is obvious that xi (i = 1,2, . . . ,8) are different nontrivial
solutions of the BVP (1.1) and (1.2). The proof is completed. 
By the method used in the proof of Theorems 1 and 2, it is easy to show the following
corollaries.
Corollary 3.1. The BVP (1.1) and (1.2) has at least three different nontrivial solutions:
one sign-changing solution, one positive solution and one negative solution provided that
(H1), (H2) and (H4) hold. Moreover, if f is odd, i.e., f (−u,−v) = −f (u, v), ∀u,v ∈R,
then the BVP (1.1) and (1.2) has at least four different nontrivial solutions.
Corollary 3.2. Suppose that (H1), (H3) and (H4) hold, then the BVP (1.1) and (1.2) has at
least three different nontrivial solutions (one sign-changing solution, one positive solution
and one negative solution). Moreover, if f is odd, i.e., f (−u,−v) = −f (u, v), ∀u,v ∈R,
then the BVP (1.1) and (1.2) has at least four different nontrivial solutions.
If the nonlinearity f does not depend on two order derivative, BVP (1.1) and (1.2)
changes to the following fourth-order two point boundary value problem:
x(4)(t) = h(x(t)), 0 < t < 1, (3.18)
and (1.2), we have the following corollary.
Corollary 3.3. If h satisfies
(H′1) h ∈ C(R,R), h(0) = 0 and xh(x) 0, for x ∈R;
(H′2) there exists a positive integer n0 such that
(2n0)4π4 < α0 < (2n0 + 1)4π4,
where
α0 = lim
x→0
h(x)
x
;
(H′3) there exists a positive integer n1 such that
(2n1)4π4 < α1 < (2n1 + 1)4π4,
476 C. Pang et al. / J. Math. Anal. Appl. 314 (2006) 464–476where
α1 = lim
x→∞
h(x)
x
;
(H′4) there exists a constant T > 0 such that∣∣f (x)∣∣< 2T for all 0 < |x| T ,
then the BVP (3.18) and (1.2) has at least six different nontrivial solutions. Moreover, if
h is odd, i.e., h(−x) = −h(x), ∀x ∈R, then the BVP (3.18) and (1.2) has at least eight
different nontrivial solutions.
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