Classi cation and compression play important roles in communicatingdigital information. Their combination is useful in many applications, including the detection of abnormalities in compressed medical images. In view of the similarities of compression and low-level classi cation, it is not surprising that there are many similar methods for their design. Because some of these methods are useful for designing vector quantizers, it seems natural that vector quantization (VQ) is explored for the combined goal. We investigate several VQ-based algorithms that seek to minimize both the distortion of compressed images and errors in classifying their pixel blocks. These algorithms are investigated with both full search and tree-structured codes. We emphasize a nonparametric technique that minimizes both error measures simultaneously by incorporating a Bayes risk component into the distortion measure used for design and encoding. We introduce a tree-structured posterior estimator to produce the class posterior probabilities required for the Bayes risk computation in this design. For two di erent image sources, we demonstrate that this system provides superior classication while maintaining compression close to or superior to that of several other VQ-based designs, including Kohonen's \learning vector quantizer" and a sequential quantizer/classi er design.
Introduction
The goal of image compression is to speed transmission or minimize storage of an image while providing the best possible quality of reproduction. Image classi cation can assist human observers in di erentiating among the various features of an image. Classi cation usually involves the application of sophisticated techniques to the entire image, but simple low-level classi cation involving small regions of an image can also aid human observers by highlighting speci c areas of interest. In addition, low-level classi cation can simplify subsequent classi cation by incorporating pre-processing into the digital representation. In some applications, the combination of compression and low-level classi cation is desirable. For example, the compression and classi cation of a digital medical image enables a physician to view quickly a reconstructed image with suspected anomalies highlighted. Joint compression and classi cation is also useful for multispectral or aerial imagery. Such imagery often entails large quantities of data that must be compressed for archival or transmission purposes and categorized into di erent terrains 1].
The goals of compression and classi cation are quite similar in that each can be described in the framework of the other. Compression, for example, can be viewed as a form of classi cation since it assigns a template or codeword (in a small set) to groups of input pixels (obtained from a large set) in a manner that provides a good approximation to the input. All inputs yielding a common binary representation can then be considered to belong to a common class, and compression is achieved by replacing the original input by a class label. Classi cation of small groups of pixels can be interpreted as a type of compression since it summarizes the information of primary interest into a few bits for a speci c application.
Similarities of interpretations and goals of compression and low-level classi cation have resulted in the parallel development of similar methods for the two tasks. In particular, statistical clustering, nearest neighbor techniques, and tree-structured methods have been useful for both compression and classi cation. In addition, solutions to both problems generally incorporate a tradeo of some form of distortion with a cost. With compression, for example, distortion is usually measured by a quantitative di erence between the input and output in the sense of mean squared error (or a similar measure) subject to a constraint on the average bit rate required for transmission or storage. With classi cation, distortion is usually measured by the probability of error, or more generally, by Bayes risk; its cost can be measured by the complexity of the algorithm, such as the number of nodes in a decision tree. Because these design techniques are often design components of vector quantizers, and because vector quantization (VQ) has been applied successfully to both VQ is a method of lossy compression in which statistical techniques are applied to optimize distortion/bit rate tradeo s. A vector quantizer is described by an encoder, , which maps the k-dimensional input vector X to an index i 2 I specifying which one of a small collection of reproduction vectors or codewords in a codebook C = fX i ; i 2 Ig is to be used for decompression; and a decoder, , which maps the indices into the reproduction vectors, that is, (i) =X i . The quality of the reproduction X = ( (X)) for an input X is measured by a nonnegative distortion d(X;X). The most common distortion measure is the squared error or square of the Euclidean norm, d(X;X) = jjX ?Xjj 2 , but we will consider other measures of inhomogeneity as well.
If the VQ has xed rate R, i.e., R bits for every vector, then I consists of all binary R-tuples; and has N = 2 R elements. If the VQ has variable rate, e.g., if it is an unbalanced tree-structured VQ (TSVQ), then I consists of binary vectors of di ering size which satisfy the pre x condition. For a full search code, typically computes the distortion between an input vector X and all possible 2 R reproduction vectorsX i to nd the index i yielding the lowest distortion. For a binary TSVQ, instead performs a sequence of binary comparisons to trace a path through a binary tree. At the end of the sequence, the encoder attains a terminal node or leaf of the tree and the resulting binary codeword i can be interpreted as the path map through the tree. Here R is the average number of bits required to represent i.
A common approach to VQ design is to use clustering techniques to minimize the average distortion,
subject to constraints on bit rate and code structure. When the squared error distortion is used, the average distortion is called the mean squared error (MSE). The Lloyd or k-means clustering algorithm 11], 12], 2] for full search, unconstrained VQ involves an iterative application that consists of two steps:
Step 1: The optimal encoder for a given decoder is designed using a minimum distortion or nearest neighbor mapping.
Step 2: The optimal decoder for a given encoder is obtained by assigning to each encoder index the conditional centroid of all input vectors that map to that index.
A TSVQ can be designed by successive application of the Lloyd (or 2-means for a binary tree) algorithm to grow a binary tree. At each stage, a leaf of the tree is selected for splitting to make the tree larger, typically in a greedy fashion to maximize the decrease in average distortion for the given increase in average rate. Just as compression can be viewed as a vectorial process, so too can be low-level classi cation.
In particular, we consider a joint random process fX(n); Y (n); n = 0; 1; : : :g, where the X(n) are 
where F X (x) is the distribution of the vectors, the nonnegative number C jk represents the cost of classifying X as class k when the true class (i.e. Y ) is j, and 1(expression) is 1 if the expression is true and 0 otherwise. The costs C jk can be chosen to re ect the fact that di erent classi cation errors can have di erent consequences. We assume that C kk = 0 for all k. In the case of equal costs for incorrect decisions, i.e. C jk = 1 for j 6 = k and 0 for j = k, the Bayes risk is simply the probability of error, P ( (x) 6 = Y ), and the minimum Bayes risk classi er becomes a maximum a posteriori (MAP) classi er. In general, the optimal classi er in the sense of minimizing the Bayes risk is seen from (2) to be
In the joint compression/classi cation problem we are interested in producing estimates of both the observed value X and its class Y , i.e., we wish to obtain (X;Ŷ ). We thus seek to minimize both There are a number of approaches to accomplishing the joint goal of compression and classi cation within the Bayes VQ framework. For example, we can design the quantizer and classi er independently.
Alternatively, we can consider a sequential design where we rst design with one goal in mind and then turn our attention to the other using the output of the rst stage design. With a more synergistic approach, however, we would seek simultaneously to accomplish both these objectives by reducing a measure of inhomogeneity that re ects errors of both compression and classi cation. In this paper, we describe several of these approaches to Bayes VQ. We note that some of these methods require a mechanism to provide the posterior probabilities P (Y = jjX = x) in (3). We propose a means of estimating these probabilities, and focus on the incorporation of this estimator into the synergistic Bayes VQ approach.
The most basic approach to achieve both classi cation and compression is an independent design where the vector quantizer and classi er are designed and used separately and independently. An alternative approach is a sequential quantizer/classi er design. Such a system was investigated primarily Both the independent and the classi ed VQ algorithms operate directly on X to produceŶ . This distinguishes them from techniques such as the sequential quantizer/classi er design in which the class Y is obtained from the quantized valueX. In particular, with the latter approach, the encoder produces an index i that yields both a reproduction (i) (as in an ordinary VQ) and a class label (i).
The quality of this classi er is measured by the Bayes risk
where we note the dependence on (X). By determining the class from the quantized X, the VQbased classi er produces a pixel intensity representation/class label pair that permits small regions of an image to be classi ed automatically as part of compression. sources. We thus refer to that design as Bayes VQ with MSE encoding. This inherent mismatch of design and encoding leads to a suboptimal encoder. If these probabilities are known and can be used in both the design and encoding, then the performance of the algorithm can be improved. In the parametric case, for example, it was shown in 20], 36] that the incorporation of these probabilities into the encoding process can improve performance signi cantly. It is thus desirable to estimate the posterior probabilities so that they can be used in the encoding process during both design (when the class labels are known) and application (when they are not).
In this study, we investigate a synergistic Bayes VQ approach that includes posterior estimation in both the design and encoding processes. We refer to this system as Bayes VQ with posterior estimation. We compare this system to a number of other \Bayes VQ" systems that seek to obtain both compression and classi cation. distortion. In particular, given a VQ described by encoder and decoder , an ordinary distortion d(x; ( (x))) between an input vector x and a reproduction codewordX i is modi ed to form a distortion measure de ned by
(for the equal class priors case), which yields an average distortion of
where D( ; ) and B( ; ) are de ned in (1) and (4), respectively, and where for the moment P is assumed known. This weighted combination of ordinary distortion and Bayes risk allows tradeo s between compression and classi cation.
Three steps dictate the design of this Bayes VQ system 34]. They are:
Step 1: Given an encoder , the Bayes classi er, Bayes = argmin k P M?1 j=0 C jk P (Y = jj ), minimizes the overall Bayes risk regardless of the decoder.
Step 2: Given an encoder , the Lloyd decoder Lloyd = argmin y E d(X; y)j (X)]; minimizes the MSE regardless of the classi er.
Step 3: For a given decoder and classi er , the optimal in case X = x is given by
Design of Bayes VQ
Steps 1-3 entail a descent algorithm for designing the encoder, decoder, and classi er. The design of the full search Bayes VQ begins with some initial coder ( (0) ; (0) ; (0) ). We then iteratively apply an improvement transformation ( There is no general rule for the optimal selection of . The e ect of will depend on the relative values of the squared error D and the Bayes risk B, which in turn depend on the distribution of the data and the codebook size. With a full search Bayes VQ design, either can be increased gradually to a particular value during iterations; or a single xed value of can be used for all iterations.
With a tree-structured Bayes VQ design, a single xed value of is used. The e ect of varying on compression and classi cation is reported in Section 4.
The Bayes VQ system as described above attaches a class label to each output codeword. The system can also be used to output class probabilities rather than class labels. This can inform the observer of the certainty with which the algorithm assigns a vector to a particular class. For example, the algorithm can highlight suspicious vectors of a medical image and allow the intensity of the highlight to vary as a function of the certainty with which the vector was considered a tumor. Such a depiction may be useful to radiologists and other diagnosticians.
Design of posterior estimating TSVQ
The design and implementation of the Bayes VQ algorithm both require knowledge of the posterior probabilities P (Y = jjX = x). When these conditional probabilities are known (i.e. when there is a good model), the encoder, decoder, and classi er are exactly as produced in the nal iteration of the design algorithm provided above. In the nonparametric case, however, either these probabilities must be replaced by estimates based on the learning set, L, or an alternative encoder must be used. We denote these estimates, however chosen, byP( jx) = fP(jjx) when the minimizing value is not unique, we take a minimizing index a priori. When the densities are known, this entails a partition of the Euclidean space, the range of X, into (disjoint) subsets associated
with the values of the Bayes classi er. As such, methods for estimating posterior probabilities from data bear upon classi cation.
Because the Bayes VQ is designed based on a learning set of empirical data, this same set (or a separate set from the same source) can be used to estimate the posteriors during design. In particular, the empirical distributions provided by the training set will play a fundamental role in the development of the estimator. There are many techniques that could be employed to form these estimates from the training set. A particularly simple one is to use the empirical distribution given by the relative frequencies of the classes in the training sequence, i.e., P (Y = jjX = x) can be estimated by n j;x =n x , where n j;x is the number of times x occurred with class label j and n x is the number of occurrences of We construct the TSVQ from empirical distributions of the training data used to design the Bayes VQ. The estimate of the posterior probability is subsequently determined by the relative frequencies of class labels within a node. Since the posterior estimator is used in encoding but not in decoding, no additional bits need to be sent to transmit the estimates.
The quality of the posterior estimating TSVQ is measured by how well the computed estimate approximates P L ( jx) on the learning set. The \distortion" between probability measures used in node splitting and centroid formation is the average relative entropy (also called the cross entropy or Kullback-Leibler information). Thus, the distortion between the empirical distribution estimate fP L (jjx); j 2 H; x 2 Lg and the estimated distribution fP(jjx); j 2 H; x 2 Lg is de ned by the relative entropy
If incorporate this distortion rule into the node splitting strategy. In this study, we split the maximum class entropy node. Pure leaves will not be split since they have zero entropy.
We note that an alternative measure of node impurity that could be used is the Gini index of diversity 13]. There is no evidence, however, that using a Gini criterion when designing trees for classi cation produces rules that classify better than those devolving from relative entropy.
One design issue is the stopping rate of the posterior estimating TSVQ. An option to determine this rate is to grow the tree to some large rate and then prune it with respect to Bayes risk. The particular optimal subtree chosen can then be determined in a cross-validated way 13] by selecting the subtree that contributes the least mean squared error between the posterior estimates of the \test" sequence (note this is the test sequence used in the cross-validation and is not the test sequence used later in the analysis of the algorithm) and the node centroids. This technique did not do particularly well on the image sources we investigated, most likely due to the sample sizes of our sources. One ad-hoc technique that we found to be e ective, however, was to grow the tree until the node selected for splitting resulted in an empty child (i.e. all vectors from a parent node went to only one of its two children after applying the Lloyd iteration). When this situation occurred, the tree growing procedure was terminated. No pruning was performed subsequently on this tree.
Although we use the posterior estimates obtained from the above design in encoding, we can calculate the estimates required in (6) during design in one of two ways: by using this same treestructured estimator to produceP (Y = jjx), or by using the empirical estimate P L forP (Y = jjx)
(as was done in 20]). Simulations indicated that neither method consistently outperformed the other on the image sources and code structures we investigated. For the examples discussed below, we thus used results of simulations on the training sequence to guide our selection of the design for a particular image source.
3 Algorithms for combined compression and classi cation
Below we brie y describe the code designs we apply to CT and aerial images.
Sequential full search VQ/classi er:
A full search compression code is rst designed using the generalized Lloyd algorithm where the distortion measure considered is MSE only. During this rst stage, the classi er is ignored. A Bayes classi er is then applied to the quantizer outputs. Nearest neighbor encoding (based only on MSE) is used.
Sequential TSVQ/classi er:
The design is analogous to the sequential full search VQ/classi er design, with the exception that a tree-structured VQ is used.
We use the term sequential VQ/classi er when we refer to both the full search and tree-structured designs.
Sequential classi er/full search VQ:
The posterior estimator described in Section 2.2 can be used as a suitable classi er 13]. The classi er is designed by applying a Bayes classi er to the output of the tree-structured posterior estimator. Separate full search VQs are designed for each class in a jointly greedy manner. Bits are then deallocated optimally between the codebooks 45] in order to attain the desired rate.
Sequential classi er/TSVQ:
The classi er is designed in the same manner as in the previous design. Separate TSVQs are designed for each class. The codebooks are jointly greedily grown and optimally pruned.
We use the term sequential classi er/VQ when we refer to both the full search and tree-structured designs.
Centroid-based LVQ:
The full search VQ codebook is designed using clustering techniques that focus on reducing classi cation error rather than reducing distortion. Even so, minimum mean squared error encoding is used to select a representative from the codebook. The LVQ variation we consider in this study is based on 
Here 0 < a(n) < 1, and a(n) should be non-increasing. In addition, in the olvq1 variation, the a(n) are chosen to optimize the speed of convergence of (7).
Because the algorithm does not consider compression explicitly during the design of the codebook, we allow the encoder to use this codebook only for purposes of classi cation. The codewords that are produced by the olvq1 algorithm are replaced by the centroids of all training vectors that map into them, and these are used as the reproduction vectors (i) =X i . In simulations on the CT and aerial images, the number of iterations used was ve times the number of training vectors in the particular training sequence considered (i.e. the training sequence was cycled through 5 times).
Bayes full search VQ with MSE encoding:
The design is modeled after the Bayes VQ design of 20]. During the process of the full search codebook design, the encoder probabilities are based upon the relative frequency of occurrences in the training set (i.e. on P L ). In the encoding process, Euclidean nearest neighbor encoding is used.
Bayes TSVQ with MSE encoding:
The design is similar to the previous design, except that a tree-structured compression code is used.
Also, the codebook design includes an extra partitioning of the training vectors with = 0 (so that only MSE is considered) at the end of each Lloyd iteration, in an attempt to compensate for the inherent mismatch between the encoder used for codebook design and the ordinary Euclidean nearest neighbor encoder used on test images.
We use the term Bayes VQ with MSE encoding when we refer to both the full search and treestructured designs.
Bayes full search VQ with posterior estimation:
We use the design described in Section 2, where we incorporate the tree-structured posterior estimator into a synergistic Bayes full search VQ.
Bayes TSVQ with posterior estimation:
We use the design described in Section 2, where we incorporate the tree-structured posterior estimator into a synergistic Bayes tree-structured VQ.
We use the term Bayes VQ with posterior estimation when we refer to both the full search and tree-structured designs.
Examples
The abilities of Bayes VQ with posterior estimation to classify and compress are analyzed using CT and aerial images. On each of the two data sets, we rst demonstrate the exibility of the Bayes VQ with posterior estimation design by analyzing the impact of parameters (such as ) on performance.
We then compare the performance obtained by the code designs described in Section 3.
There are two important di erences between the two image sources investigated. In particular, with the CT images, we consider a detection case where there are very unequal class probabilities and unequal class importance. With the aerial images, the two classes are more equal in a priori distribution and class importance.
Medical Images
We investigated the performance of the algorithms on a set of 512 512 12-bit grayscale CT lung images, where the goal is both to compress the images and to identify pulmonary tumor nodules. The training sequence consisted of ten images plus tumor vectors from ve additional images; the additional tumor training vectors were added because of the low average percentage of tumor vectors in the data.
The tumors in the training sequence were identi ed by trained radiologists 47]; 99.85% of the training vectors were not tumor vectors. We consider a two class problem in which nontumors are assigned class 0 and tumors are assigned class 1. We assign di erent costs (as will be described) to misclassi cation in order to signify that misclassifying a tumor is more important than misclassifying a nontumor. The posterior estimating TSVQ is grown to a rate of 1.3 bits per pixel (bpp) in the manner described in Section 2.2. During design, we used this estimator to obtain the estimatesP (Y = jjx) required in (6) . For this image source, the centroid-based LVQ was an unstable algorithm in that its performance depended critically upon the initial codebook. The initializing algorithms LVQ PAK eveninit and LVQ PAK propinit 46] were not e ective in producing codebooks that enabled detection of any tumor vectors. Hence we instead used an ad-hoc scheme that used information about the distribution of the pixel intensities of the di erent classes to guide in the selection of the initial codebooks. In all designs, codebooks were constructed using vectors consisting of 2 2 pixel blocks. Figure 2 demonstrates the compression performance of Bayes TSVQ with posterior estimation as a function of the Bayes TSVQ bit rate on a typical CT test image. We used a xed value of = 10 6 , C 10 = 100, and C 01 = 1. As expected, a higher rate codebook results in higher SNR. We observed that varying between = 1 to 10 6 had very little impact on SNR.
The impact of varying on the classi cation ability of this design is much more signi cant. Figure 3 (a) illustrates this e ect when tree-structured compression codes with average rates of 1.0, 1.3, 1.75, and 2.0 bpp are used. The sensitivity generally increases with an increase in . This gure also illustrates how the sensitivity varies as a function of the compression code rate. In particular, for moderate values, the sensitivity generally increases with the rate of the codebook. In addition, we observe that has a more signi cant impact on sensitivity at lower bit rates. Although did not have much of an impact on PVP and speci city, higher values of generally provided better performance with respect to these two parameters. We also observed that PVP and speci city increased with the rate of the codebook. Thus with Bayes TSVQ with posterior estimation an increase in resulted in signi cant improvement in classi cation with almost no e ect on compression.
The e ect of on sensitivity is quite di erent when posterior estimation is not incorporated into the Bayes VQ with MSE encoding design. This is illustrated in Figure 3 For example, at 1.75 bpp the SNR provided by the latter system decreased more than 2.5 dB for large values of . This negative e ect engendered by an increase in may be because too much emphasis on the classi cation during the design magni es the mismatch between design and encoding when a suboptimal MSE encoder is used. For the comparisons below, we thus use a low value of for Bayes VQ with MSE encoding. We note that Figure 3 (b) also provides information about the sensitivity of the sequential TSVQ/classi er at these four rates since Bayes TSVQ with MSE encoding is similar to a sequential TSVQ/classi er at very low values of . Figure 4 illustrates the e ect of varying the relative cost of error of misclassifying a tumor (C 10 )
on the sensitivity and speci city using Bayes TSVQ with posterior estimation (with = 10 6 ) at 1.75
bpp. As we expected, a higher cost for the misclassi cation of a tumor generally results in a higher sensitivity but a lower speci city. Thus, there is a tradeo between the amount of false highlighting and correct tumor detection. For the comparisons below, we used costs of C 10 = 100 and C 01 = 1 for the Bayes VQ with posterior estimation and Bayes VQ with MSE encoding designs. Table I summarizes the classi cation and compression performance of the VQ algorithms described in Section 3 using full search and tree-structured compression codes. Bayes full search VQ with poste- less at the lower bit rates than they do at the higher rates. The poor performance of the latter method at the higher bit rates may result from the small learning sample size (due to the small number of tumor vectors in the training set). With higher rates, terminal regions are smaller; and therefore relatively few training vectors are available for estimating relevant probabilities, in particular for inferring whether they exceed thresholds that are germane to classi cation. Since the method with MSE encoding is less suited to classi cation than is the method with posterior estimation, the performance of the former su ers more from the small number of training samples. Bayes TSVQ with posterior estimation provided over 2 dB improvement in compression while maintaining comparable classi cation to the sequential classi er/TSVQ design. The poor compression performance of the sequential classi er/VQ design when used either with a full search or a tree-structured code is most likely attributable to the paucity of tumor vectors in the training set.
We also observe from Table I that the full search and tree-structured Bayes VQ with posterior estimation designs yielded fairly comparable classi cation. This was not the case, however, with the Bayes VQ with MSE encoding and the sequential quantizer/classi er designs. We observe that the compression performance for all three systems was substantially superior (about 6 dB) when a treestructured compression code rather than a full search one was implemented. This is due to the variable bit rate the unbalanced TSVQ provides. A variable rate code is particularly e ective with CT images where there are many background vectors. Table I ), it may still be an important diagnostic aid, especially in an environment in which medicine is practiced defensively. Recall also that the relative costs C 10 and C 01 can be adjusted (see Figure 4 ) so as to address the problem of false highlighting.
Aerial images
We also applied the algorithms to aerial images. The goal here is to highlight subblocks of the compressed aerial images that were classi ed as being \man-made" as opposed to \natural" in order The posterior estimating TSVQ was grown to an average rate of 0.81 bpp. During design, we used the empirical estimate P L (Y = jjx) forP(Y = jjx) in (6) . When the Bayes full search VQ with posterior estimation design was implemented, the value of was increased from 0.01 until it exceeded 1000. We allowed to increase only until it exceeded 1000 based on the practical considerations of computational complexity and design time. Bayes full search VQ with MSE encoding was designed similarly. Bayes TSVQ with posterior estimation used a xed value of = 10 6 . Bayes TSVQ with MSE encoding used a xed value of = 1000 since again we observed that the algorithm performed better at lower values. The LVQ codebook was initialized using the LVQ PAK eveninit. Figure 7 illustrates the e ect of on sensitivity, speci city, and Bayes risk at an average rate of 0.5 bpp when Bayes TSVQ with posterior estimation was used. Again, we observe that using a higher leads to improved classi cation. In addition, as with the CT images, the e ect of varied with the rate of the tree-structured compression code. Simulations demonstrated that had a more signi cant impact on all classi cation parameters at the lower rates. At all rates, had little impact on the PSNR. Bayes TSVQ with posterior estimation also provides classi cation comparable or superior to that of the centroid-based LVQ while maintaining almost comparable compression.
We observe from the gures that at most rates the full search VQ designs outperform their treestructured counterparts for both classi cation and compression. 
Discussion
In Section 4 we illustrated the e ect of on the classi cation produced by Bayes VQ with posterior estimation and Bayes VQ with MSE encoding. We observed that the bene t of a high , which places more emphasis on classi cation, could not be exploited e ectively using Bayes VQ with MSE encoding on the CT and aerial images. This is due to the mismatch between the heavy emphasis on classi cation during design and the use of only MSE in encoding. When posterior estimation is incorporated, however, the mismatch is recti ed, and the resulting system can take advantage of the increased emphasis on classi cation. In particular, using large values of with Bayes VQ with posterior estimation resulted in better classi cation at little or no expense to compression. The bene t of a high value of in obtaining accurate classi cation also suggests (as was con rmed by our simulations) that a sequential VQ/classi er design, which focuses primarily on compression, may not be very e ective for obtaining good classi cation on these image sources.
Although the posterior estimation used in this study provided reasonable results and enables us to make clear the bene ts to classi cation of incorporating posterior estimation into a Bayes VQ with MSE encoding system, the posterior estimation can certainly be improved 49], 48], 40], 39]. In this study the classi cation was based on partitioning of the space of pixel intensities and not on any summary statistics. Using auxiliary features can be quite e ective for further improving classi cation.
In 48], 49], for example, we extract eight spatial domain features, including a linear discriminant score, and then design a class probability tree using the classi cation and regression tree algorithm To summarize, in this paper we analyzed the performance of a number of VQ-based algorithms that were used to obtain both compression and classi cation on two di erent types of image sources.
A design for a posterior estimator that could be incorporated into a Bayes VQ system was introduced and developed within the context of the synergistic Bayes VQ approach of 20]. We considered these systems using both a full search compression code and a tree-structured compression code (when applicable). We showed that the incorporation of a posterior estimator into the synergistic Bayes VQ system (i.e. Bayes VQ with posterior estimation) produced better classi cation (in some cases substantially so) with comparable or only slightly less compression to that obtained without posterior estimation (i.e. Bayes VQ with MSE encoding) and to a sequential VQ/classi er design. We also noted that Bayes VQ with posterior estimation provided classi cation comparable or superior to that of the sequential classi er/VQ design at all bit rates (with appropriately chosen values of ), while it maintained close to or superior compression. In addition, Bayes full search VQ with posterior estimation provided superior classi cation and compression to that of the full search centroid-based LVQ design. 
