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Abstract
In this work we address the problems of state stabilization and convergence
dynamics for nite-dimensional Quantum Dynamical Semigroups genera-
tors. We do so by building on the powerful notions of invariant and at-
tractive quantum subsystems. We rst recall some recent results due to
Francesco Ticozzi and Lorenza Viola providing explicit algebraic characteri-
zations of invariant and attractive subsystems. Then we present a new result
on convergence dynamics.
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Quantum mechanics
In this chapter we outline the postulates of quantum mechanics using the
density operator formalism. We will restrict our discussion to the case of
nite-dimensional state-space quantum systems. Indeed this is often the
case in many applications; notable examples are tasks related to quantum
information and quantum computing ([1], [2]).
In the following we recall the relevant results of linear algebra which
are necessary to understand the theory we present. We collect some of the
proofs too; this is a useful exercise which helps us introducing the notation
we will use in the remainder of this work.
1.1 Hilbert space
Let VK denote a vector space over the eld K. We say that VK is a Banach
space if it is complete with respect to a norm kkVK. We say that VK is an
Hilbert space if it is a Banach space equipped with an inner product (;)VK.
As we shall see the eld of interest in this context is the set of complex num-
bers. In the following we let H denote an Hilbert space on the complex eld.
It is customary in the literature on quantum mechanics to dene inner
products requiring linearity with respect to the second argument, that is
maps (;)H : H  H ! C satisfying the following properties
1. (v;
P
i iwi)H =
P
i i(v;wi)H, 8  2 C and v;wi 2 H,
2. (v;w)H = (w;v)
H, 8 v;w 2 H,
3. (v;v)H  0, 8 v 2 H and with equality i v = 0H.
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where we used the symbol  to denote conjugation and 0H for the null vector
of H.
Notice that any nite-dimensional complex vector space is naturally
equipped with the canonical inner-product, is complete and thus is an Hilbert
space. For the sake of generality we will prefer the term Hilbert space to
that of nite-dimensional complex vector space, though from now on we will
implicitly take any vector space to be nite-dimensional. We will often drop
suxes when they are clear from the context.
We call a vector space Hy of linear functionals acting on H the dual vector
space of H. As we shall see it is convenient to consider the dual space Hy built
associating to any element   2 H the unique linear functional  y() : H ! C
mapping the generic element  2 H to ( ;)H. The functionals  y are easily
proved to be well dened and in bijective correspondence with the elements
of H.
Following the standard quantum mechanical notation we let vectors be
represented by a ket: j i 2 H, and linear functionals by a bra: h j 2 Hy.
In this way the action of a bra on a ket from the left is written h ji.
1.2 Operators
The by far most relevant class of maps in the context of quantum mechanis
are linear endomorphisms, or simply operators. In the following we will
always require that operators be bounded:
Denition 1. Let A be an operator acting on the complex Hilbert space
H. A is bounded if there exists a real number k such that
kAj ik  kkj ik 8j i 2 H:
Indeed any linear operator acting on a nite-dimensional vector space is
bounded; again, for the sake of generality, we will prefer the term bounded
operator and denote the set of bounded operators acting on the Hilbert space
H by the symbol B(H).
Let HV and HW be Hilbert spaces and let jvi, jwi be arbitrary ele-
ments in HV and HW respectively. It is possible to consider linear maps
of the form jwihvj() : HV ! HW mapping the generic element  2 HV to
jwihvji = hvjijwi 2 HW. This is known as outer product representation.
This outer product turns useful for computations in various situations, e.g.
when orthogonal projections are involved. One explicit example is given
by the following lemma, known as completeness relation for orthonormal
vectors.1.2. OPERATORS 7
Lemma 1. Let fjiig be an orthonormal basis for the complex Hilbert space
H. The following completeness relation holds:
X
i
jiihij = 1H (1.1)
where 1H denotes the identity map acting on H.
Proof. Exploiting the orthonormality of fjiig and the linearity of operators
we nd  
X
i
jiihij
!
jvi =
X
i
jiihijvi =
X
i
vijii
where vi 2 C are the the coordinates of jvi with respect to the basis fjiig.
Equality holds for any jvi 2 HV , hence we conclude. 
Now consider a linear map A : HV ! HW and let fjiig and fjjig be
orthonormal bases for HV and HW respectively. Then the matrix represen-
tation of A with respect to these basis can be obtained by exploiting the
completeness relation twice:
A = IWAIV
=
X
j
jjihjj

A
X
i
jiihij

=
X
i;j
hjjAjiijjihij
(1.2)
From which we establish that, in the given basis, A has matrix represen-
tation A = [hjjAjii].
Most of the time we will use the convention of denoting operators with
a calligraphic font, i.e. A and their matrix representation in a given basis
with a regular font, i.e. A. Recall, however, that there is a bijective corre-
spondence between an operator and its matrix representation once the input
and output basis are xed.
From now on we consider the same basis as input and output basis when
dealing with the matrix representation of an operator. In particular we say
that A is the matrix representation of A in the basis fig meaning that A is
the matrix representation of A with respect to the same input and output
basis fig.
Denition 2. Let A be an operator in B(H). We call adjoint or Hermitean
conjugate operator of A an operator Ay acting on H such that for all vectors
jvi;jwi 2 H holds
(jvi;Ajwi)H = (Ayjvi;jwi)H:8 CHAPTER 1. QUANTUM MECHANICS
Lemma 2. For any operator A 2 B(H), its adjoint Ay is uniquely identied.
Furthermore there exists a straightforward relation between the matrix
representation of an operator and that of its adjoint.
Lemma 3. Let A be the matrix representation of the operator A 2 B(H)
with respect to the orthonormal basis fjiig. The matrix representation of
Ay with respect to the same basis is given by the conjugate transpose of A.
Proof. By the properties of the inner-product we have:
Ai;j = hjjAjii
= (jji;Ajii)
= (Ayjji;jii)
= (jii;Ayjji)
= hijAyjji
= (A
y
j;i)
(1.3)

It's easily veried that the adjoint operation mapping elements of H to
elements of Hy satises the following properties:
1. (A)y = Ay for A 2 B(H) and  2 C;
2. (AB)y = ByAy for any A;B 2 B(H).
3. j iy = h j.
From now on we denote the real subspace of Hermitian operators in B(H)
with the simbol h(H).
Lemma 4. The eigenvalues of a self-adjoint operator are real.
Proof. Let (;jvi) be an eigenpair of A 2 h(H). Then
kvk2 = (v;v) = (v;Av) = (Av;v) = (v;v) =  kvk2 (1.4)
Thus  =   2 R. 
A particular case of Hermitian operators is that of projectors:
Denition 3. We say that  2 B(H) is a projection or a projector if
 2 h(H) and  = 2.
For any pair of operators X, Y 2 B(H) denote with [X;Y] = XY  YX,
that is the commutator of X and Y. It turns out that the commutator
relation can be used to characterize many interesting properties of operators.1.2. OPERATORS 9
Denition 4. An operator A 2 B(H) is normal if it commutes with its
adjoint: [A;Ay] = 0H.
Notice that by the denition of normal operator any Hermitian operator
is normal too and the following important Theorem holds:
Theorem 1. Let A 2 B(H). Then H has an orthonormal basis consisting
of eigenvectors of A if and only if A is normal.
Proof. First suppose that H has an orthonormal basis consisting of eigen-
vectors of A. With respect to this basis, A and Ay have the same diagonal
matrix representation, thus they commute.
Now suppose that A is normal. There is an orthonormal basis fjeiig of
H with respect to which A has an upper-triangular matrix ([3]). Thus we
can write
A =
2
6
4
a1;1 ::: a1;n
: : :
:::
: : :
0 ::: an;n
3
7
5 (1.5)
We see from the matrix above that
kAe1k2 = ja1;1j2 (1.6)
and
kAye1k2 = ja1;1j2 + ja1;2j2 +  + ja1;nj2 (1.7)
Because A is normal, kAe1k = kAye1k. Thus the two equations above
imply that all entries in the rst row of the matrix except possibly the rst
entry a1;1 equal 0.
By iterating our reasoning we conclude that all non-diagonal entries must
vanish, hence we conclude. 
Before proceeding we recall the following interesting property of Hermi-
tian operators.
Lemma 5. Let A 2 B(H), such that
(Av;v) = 0 (1.8)
for all v 2 H, then A = 0H.
Denition 5. We say that A 2 B(H) is positive semi-denite or simply
positive, denoted by A  0, if hvjAvi is a non negative real number for any
jvi 2 H. We say that A is positive denite, A > 0, if A is positive and
hvjAvi is zero only for the null vector of H.
It can be proved that positive operators are self-adjoint.10 CHAPTER 1. QUANTUM MECHANICS
Theorem 2. An operator A 2 B(H) is positive if and only if A is Hermitian
and all its eigenvalues are non-negative.
Proof. Clearly any positive operator is Hermitean by Lemma 5. Now let
(;jvi) be an eigenpair of A. Then
0  hvjAjvi = hvjvi (1.9)
and thus  is bound to be real non-negative. 
The last denition we introduce in this section is that of unitary operator:
Denition 6. An operator A 2 B(H) is unitary if AyA = AAy = 1H.
In the remainder of this work we will make of the two following properties
of unitary operators:
i) unitary operators preserve inner products, that is
(Uj i;Uj i) = h jUyUj i = h j i; (1.10)
for any unitary U 2 B(H) and vector j i 2 H;
ii) the columns and the rows of any unitary operator in B(H) constitute
an orthonormal basis of H.
1.3 Tensor products
The tensor product is the most general bilinear function mapping elements
from the Cartesian product of two vector spaces to a third vector space. In
particular, letting HV and HW be two complex Hilbert spaces, the tensor
product of vectors satises by denition the following properties:
1. c
 
jvi 
 jwi

= cjvi 
 jwi = jvi 
 cjwi; 8 c 2 C; jvi 2 HV ; jwi 2 HW;
2.
 
jv1i+jv2i


jwi = jv1i
jwi+jv2i
jwi; 8jv1i; jv2i 2 HV ; jwi 2 HW;
3. jvi

 
jw1i+jw2i

= jvi
jw1i+jvi
jw2i; 8jvi 2 HV ; jw1i; jw2i 2 HW.
We denote with HV 
 HW the vector space whose elements are linear
combination of tensor products jvi 
 jwi with jvi 2 HV and jwi 2 HW. It
can be shown that if fjviig and fjwjig are orthonormal bases for HV and
HW respectively then fjvii 
 jwjig is an orthonormal basis for HV 
 HW;
futhermore by letting dim(HV ) = n and dim(HW) = m the dimension of
the tensor space is given by n  m.1.4. TRACE 11
An inner product on H1
H2 is obtained naturally from the inner prod-
ucts dened on the tensoring spaces in the following way
 X
i
ijvii
jwii;
X
j
jjv0
ji
jw0
ji

HV 
HW =
X
i;j

ijhvijv0
jihwijw0
ji: (1.11)
Now let A 2 B(HV ) and B 2 B(HW). We dene the operator A 
 B 2
B(HV 
W) as
(A 
 B)(jvi 
 jwi)  (Ajvi 
 Bjwi) (1.12)
for all jvi 2 HV and jwi 2 HW. It can be shown that A 
 B as dened is
uniquely identied ([4]).
Interestingly, once the basis are xed, the matrix representation of the
operator A 
 B is given by the Kronecker product between the respective
matrix representations:
A 
 B =
2
6
6 6
4
A11B A12B  A1nB
A21B A22B  A2nB
: : :
: : :
:::
: : :
An1B An2B  AnnB
3
7
7 7
5
: (1.13)
In the same way, once the basis are xed, the tuple of the coordinates of the
vector jvi
jwi 2 HV 
HW is given by the Kronecker product between the
tuple of coordinates of jvi and that of jwi.
We conclude our brief introduction to tensor products listing some of the
properties of the tensor product we will use in the following:
1. (A 
 B)(C 
 D) = AC 
 BD,
2. (A 
 B)y = (Ay 
 By),
3. tr(A 
 B) = tr(A)tr(B).
1.4 Trace
Let A be the matrix representation of A 2 B(H) with respect to the or-
thonormal basis fjiig. The trace of A is dened as the sum of the diagonal
elements of A:
tr(A) =
X
i
hijAjii: (1.14)
It is easily seen that the trace function is linear and cyclic:
1. tr(A + B) = tr(A) + tr(B) for any ,  2 C;
2. tr(AB) = tr(BA).
By exploiting cyclicity it is easily seen that the trace is well dened in
the sense that it is invariant with respect to basis transformations.12 CHAPTER 1. QUANTUM MECHANICS
1.5 Postulates of Quantum mechanics
Having developed most of the tools we need in this work we may now list the
actual postulates of quantum mechanics which, while expressing a surprising
reality, are quite straightforward.
Postulate 1. Associated to any isolated physical system is a separable
Hilbert space over the eld C, known as the state space of the system. The
state of the system is completely described by a unit vector in such space,
also known as state-vector.
Postulate 2. The state of a closed physical system with associated complex
Hilbert space H is described by a probability distribution over H.
Information on the state of a quantum system can be "encoded" in a
mathematical object by introducing the density operator formalism.
Denition 7. We say that  2 B(H) is a density operator if the following
properties hold:
1.  is positive (and hence Hermitian),
2. tr() = 1.
By the spectral theorem every density operator  has representation
 =
X
i
ij iih ij; (1.15)
where h ij ji = i;j, i  0 8 i and
P
i i = 1.
The unit vectors j ii have an interpretation as the state-vectors describ-
ing the quantum system's state in the state-vector formulation of quantum
mechanics. Consider an ensemble which is in the state j ii with probability
pi with i 2 I. The density operator  associated to such ensemble is dened
as
 =
X
i
pij iih ij:
Thus  gives a statistical description of the quantum system; the probabili-
ties pi may express uncertainty on the state of the system or could be seen
as the fractional population of systems in the ensemble which are currently
in the i-th state.
It is useful to introduce some nomenclature; we call pure state a one-
dimensional projector, that is density operators in the form j ih j for some
state vector j i, otherwise we call it a mixed state or a mixture of the
dierent states in the ensemble.
It can be shown that the set of density operators in B(H) is a convex
compact subset of the real subspace of Hermitian acting on such space whose
\extreme" points are pure states ([5]).1.5. POSTULATES OF QUANTUM MECHANICS 13
Interestingly the same density operator might be generated by dierent
statistical ensembles.
Theorem 3 (Unitary freedom in the ensemble for density matrices). Con-
sider the sets fj ~  iig and fj~ iig. We may always pad the shorter list by
appending null vectors such that their cardinality is the same. Then they
generate the same density operator if and only if
~  i =
X
j
ui;j ~ j;
where (ui;j) is a unitary matrix.
Proof. Suppose j ~  ii =
P
j ui;jj~ ii, then
X
i
j ~  iih ~  ij =
X
i;j;k
ui;ju
i;kj~ jih~ kj
=
X
j;k
 X
i
u
k;iui;j

j~ jih~ kj
=
X
j;k
j;kj~ jih~ kj
=
X
j
j~ jih~ jj
(1.16)
and thus the two sets generate the same operator.
Conversely, suppose
A =
X
i
j ~  iih~ ij =
X
i
j~ iih~ ij: (1.17)
Let A =
P
k jkihkj be a decomposition for A such that the set fjkig is
orthonormal and k are strictly positive and dene j~ ki =
p
kjki. Now
let j i be any any vector orthonormal to the space spanned the j~ ki. Thus
h j~ kih~ kj i = 0 and
0 = h jAj i =
X
i
h j ~  iih ~  ij i =
X
i
kh ~  ij ik2: (1.18)
Thus h ~  ij i = 0 8i and all j i orthonormal to the space spanned by the j~ ki.
It follows that each j ~  ii can be espressed as a linear combination of the j~ ki,
j ~  ii =
P
k ci;kj~ ki. Since A =
P
k j~ kih~ kj =
P
k j ~  iih ~  ij it follows:
X
k
j~ kih~ kj =
X
k;l
 X
i
c
i;kci;l

j~ kih~ lj: (1.19)
The operators j~ kih~ lj are easily seen to be linear independent and thus it
must be
P
i ci;kci;l = k;l. This ensures that we may append extra columns14 CHAPTER 1. QUANTUM MECHANICS
to (ci;j) to obtain an unitary matrix v such that j ~  ii =
P
k vi;kj~ ki, where
we have appended zero vectors to the list of j~ ki. Similarly we can nd an
unitary matrix w such that j~ ji =
P
k wj;kj~ ki. Thus j ~  ii =
P
j ui;jj~ ji,
where u = vwy is unitary. 
Postulate 3. The time evolution of a closed physical system is described by
an unitary transformation. That is, given T the set of time dependent state
trajectories generated by the physical system, than for any state (t) 2 T
holds the relation: (t1) = U(t2)Uy with U unitary operator acting on the
state space of the quantum system.
Beware that when working with a description of the quantum system in
terms of density operator, applying an operation M on a given quantum
state  means that we perform the same transformation on each quantum
system of the corresponding statistical ensemble.
Postulate 4. Quantum measurements are described by a set of measure-
ment operators Mm acting on the state space of the system being mea-
sured. These operators satisfying the completeness relation
P
m MyM = I.
The index m refers to the measurement outcomes that may occur in the
experiment. If the state state of the system is  immediately before the
measurement the the probability that result m occurs is given by
p(m) = tr(My
mMm)
and the state of the systems after the measurement is still a density
operator in D(H) and equals
MmM
y
m
p(m)
:
The completeness relation expresses the fact that the outcomes proba-
bilities sum to one.
A relevant class of measurement operators are projective measurements,
that is a measurement described by an Hermitian operator O, also known as
observable. Since O is Hermitian it has spectral decomposition of the form
O =
X
i
ii (1.20)
where the operators i are projectors onto the eigenspace Ui of O. The
possible outcomes of the measurement correspond to the (real) eigenvalues
i, as we might aspect on physical grounds. Since ij = iji and 2
i = i,
upon measuring the state the probability of getting result m is given by
h jPmj i. Given that outcome m occurred, the state of the quantum system
immediately after the measurement is Pmj i=h jPmj i.1.6. THE REDUCED DENSITY OPERATOR 15
Historically projective measurements have been introduced rst: in this
sense, the measurements described in the third postulate of quantum me-
chanics are often referred to as generalized measurement.
We will later be interested in computing the expectation for measure-
ments. It turns out this is particularly easy to do in the case of projective
measurements. Indeed, by denition, the expectation value of the measure-
ment with respect to a given state ji is
hOi := E(O) =
X
i
ih jij i
= h j(
X
i
ii)j i
= h jj i
(1.21)
The next postulate addresses the case of composite physical systems.
That is systems made up of two or more distinct systems.
Postulate 5. The state space of a composite physical system is the tensor
product of the state spaces of the component physical systems. Moreover,
if we have systems numbered 1 through n, and the i-th system is prepared
in the state i then the joint state of the total system is 1 
 2 
 ::: 
 n.
1.6 The reduced density operator
By the last postulate of quantum mechanics the state of a composite quan-
tum system has a non trivial form. In particular to \recover" the state of
a quantum subsystem a new tool must be introduced. Before doing so we
need to introduce the following theorem.
Theorem 4 (Schmidt decomposition). Suppose j ih j is a pure state of a
composite system AB. Then there exists orthonormal states fjaiig 2 HA
and fjbiig 2 HB such that
j i =
X
i
ijaiijbii (1.22)
where i are non-negative real numbers satisfying
P
i 2
i = 1 known as
Schmidt co-ecients.
A straightforward proof of Theorem 4 can be found in [1]. A by-product
of this result is that any pure state of a composite system can be written in
the form
j ih j =
X
i;j
ijjaiihajj 
 jbiihbjj: (1.23)
Consider the composite system HAB = HA 
 HB, where HA and HB
are the Hilbert spaces associated to two distinct physical systems A and B.16 CHAPTER 1. QUANTUM MECHANICS
Let the state of such composite system be described by the density operator
AB =
P
i pii 
 i with i 2 D(HA) and i 2 D(HB). The partial trace
over system B is the map HA 
 HB ! HA dened as
A = trB(AB) =
X
i
piitr(i); (1.24)
and the state A 2 D(HA) is known as reduced density operator.
As we shall see the partial trace is the unique operation giving the correct
statistical description of observables quantities for subsystems of a composite
system with respect to measurement expectation. Let O be and observable
on subsystem A, then O has spectral decomposition of the form
P
i ii;
moreover be ~ O the observable for the same measurement performed on the
composite system AB. If the composite system is prepared in a product state
j iiji where j ii is the eigenstate of O relative to the eigenvalue i, and ji
is any state in HB, then, the measuring device must yield the outcome i
with certainty. Thus for any projector i in the spectral decomposition of
O the corresponding projector in the spectral decomposition of ~ O is i
IB.
Therefore
~ O =
X
i
ii 
 IB = O 
 IB (1.25)
For physical consistency we require measurement expectations to be the
same whether computed on A or AB, that is
tr(OA) = tr( ~ OAB) (1.26)
This last equation is clearly satised if we choose A = trB(AB).
To prove uniqueness consider a map f : D(HA 
 HB) ! D(HA) such
that tr(Of(AB)) = tr( ~ OAB) holds for all observables O. Let fOig be basis
for the real subspace of Hermitian matrices of HAB, then
f(AB) =
X
i
Mitr(Mif(AB))
=
X
i
Mitr((Mi 
 IB)AB)
(1.27)
Thus f is uniquely dened by (1.24). Moreover since the partial trace
satises (1.24), it is the unique function with this property.Chapter 2
Markovian open quantum
systems
In practice no quantum system can be regarded as a perfectly closed physical
system. More generally we may think of any \subsystem" of a physical
system as an open quantum system.
Indeed any open quantum systems can be modeled as the coupling be-
tween a \principal system" and its \environment". While such augmented
system evolves with unitary dynamics according to Postulate 3, this is not
true in general for the reduced state of the principal system. Interestingly,
however, it can be shown that quantum information processing is still pos-
sible in open quantum systems. Indeed from this standpoint, unwanted
correlations with the environment can be characterized as quantum noise
acting on the state of the principal system.
In this chapter we will address a relevant class of open quantum systems
in which the quantum noise depending on the coupling with the environment
is such that the resulting evolution is Markovian.
2.1 Quantum operation
Quantum operations, which we dene next, are central to the practice of
quantum information processing in that they can be used to describe the
stochastic evolution of a quantum system, i.e. in the presence of noise. Let
^ D(H) denote the set of positive operators acting on H such that their trace
is less or equal to one.
Denition 8 (Quantum operation). Consider a quantum system S dened
on the complex Hilbert space HS. A quantum operation is dened as any
map  : D(HS) ! ^ D(HS) with the following properties:
i) The quantity tr() is the probability that the process expressed by
 occurs when the initial state is  2 D(HS).
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ii)  is linear.
iii)  is completely-positive. That is, for any quantum system R dened
on a complex Hilbert space HR, with dim(HR) arbitrary, it must hold
(1R 
 )X  0 for any positive operator X 2 B(HRS).
Trace-preserving quantum operations, tr() = 1, are thus naturally
connected with deterministic processes such unitary evolution. Non-trace-
preserving quantum operations describe stochastic processes, i.e. processes
involving quantum measurements; in this case the output state is still a
density operator up to a renormalization factor.
Conditions (ii) and (iii) appearing in the denition are required for con-
sistency. Linearity make so that  does not have \preferred" input states,
while complete-positivity is necessary for quantum operations to be well de-
ned even when considering a bigger joint system.
Interestingly quantum operations admit an explicit algebraic character-
ization. Sucient and necessary condition are given by the following Theo-
rem due to Kraus.
Theorem 5 (Operator sum representation). A map  : D(HS) ! ^ D(HS)
is a quantum operation if and only if it can be cast in the form
 =
X
i
EiE
y
i; (2.1)
for some set of operators fEig such that
P
i E
y
iEi  1S.
Proof.  is clearly linear with respect to input density operators. To prove
that it is completely positive consider an extended system RS and let A be
any positive operator acting on the associated augmented Hilbert space. For
any vector j i 2 HR 
 HS we have:
h j(1R 
 )Aj i =
X
i
h j(1R 
 Ei)A(1R 
 E
y
i)j i  0 (2.2)
where the last inequality holds since A is positive, for any choice of fEig and,
in particular, when
P
i E
y
iEi  1S. Thus (1R 
 )  0 and by exploiting
the freedom on dim(HR) we conclude that  is completely positive.
Suppose next that  satises the three axioms in Denition 8. Augment
again the state space of S by introducing a quantum system R such that
dim(HR) = dim(HS). Let the sets fjiSig and fjiRig be orthonormal basis
of HS and HR, respectively, and dene an operator  acting on HRS by the
equation:
 = (1r 
 )
X
i;j
jiR 
 iSihjR 
 jSj: (2.3)2.1. QUANTUM OPERATION 19
Indeed,  is fully described by  alone. To see this, let j i =
P
i  ijiSi
be an arbitrary unit vector of HS and j ~  i =
P
i  
i jiRi the \corresponding"
vector in HR. Then, the following identity holds:
(h ~  j 
 1S)(j ~  i 
 1S) =
X
i;j
 i 
jjiSihjSj
= j ih j:
(2.4)
Now rewrite  according to its spectral decomposition  =
P
i jsiihsij and
dene the maps Ei : HS ! HS by the equation:
Eij i = h ~  jsii; (2.5)
for all j i 2 HS and j ~  i 2 HR in the same one-to-one correspondence we
used before. It is not dicult to see that the maps Ei are linear operators
acting on HS. Furthermore, we have
X
i
Eij ih jE
y
i =
X
i
h ~  jsiihsij ~  i
= h ~  jj ~  i
= j ih j:
(2.6)
Thus for all unit vectors j i 2 HS we have
j ih j =
X
i
Eij ih jE
y
i; (2.7)
and by linearity it follows that
 =
X
i
EiE
y
i (2.8)
for any state  2 D(HI). The condition
P
i E
y
iEi  1 follows immediately
from the rst axiom identifying the trace of  with a probability. 
The operators fEig 2 B(HS) are often referred to as operation elements
and (2.1) as operator-sum representation or simply OSR. As we might expect
the OSR associated to a quantum operation is not unique.
Theorem 6 (OSR unitary freedom). Suppose fE1;:::;Eng and fF1;:::;Fmg
are operation elements describing the quantum processes  and  , respec-
tively. By appending null operators to the shorter list we may ensure n = m.
Then  and   are the same quantum process if and only if Ei =
P
j ui;jFj
and (ui;j) is an n by n unitary matrix.
A complete proof might be found in [1]. Interestingly, Theorem 6 enables
us to show that it is always possible to express quantum operations with a
nite number of operation elements.20 CHAPTER 2. MARKOVIAN OPEN QUANTUM SYSTEMS
Theorem 7. Any quantum operation  on a system S with s-dimensional
Hilbert space can be generated by an operator sum representation containing
at most s2 elements.
Proof. Let fEjg be the operation elements of  and dene the matrix W
by the equation:
(Wj;k) = hEjjEkiB(HS) (2.9)
Notice that the k-th column of W, denote it by ~ Ek, is the tuple of co-
ordinates of Ek with respect to the possibly incomplete set of generators
fEig 2 B(HS). By the properties of the inner-product W is Hermitian:
Wj;k = hEjjEkiB(HS) = hEkjEsi
B(HS) = W
k;j: (2.10)
and there exist an unitary matrix U such that UWUy is diagonal. Further-
more B(HS) is isomorph to Css and thus any of its basis over the complex
eld contains s2 elements. By our previous considerations we must conclude
that the rank of W is at most s2 and thus UWUy has at most s2 non zero
entries. Now denote by n the cardinality of the set fEjg. Since the rows of
U form an orthonormal basis of Cn the k-th column of UW, call it ^ Ek, is
the projection of ~ Ek into this basis.
Now dene a new set of operation elements fFig as the columns of
UWUy. It easy to verify that Fi =
P
i;j ui;j ~ Ej, where (ui;j) = U and ~ Ej is
just the tuple of coordinates of Ej for a particular choice of basis of B(HS).
Thus fEig and fFig describe the same quantum operation by Theorem 6.
We conclude by observing that the operation elements fFig corresponds to
the eigenvectors of UWUy which are at most s2. 
In open quantum systems Theorem 7 imposes a nite limit on the envi-
ronment's degrees of freedom which might be necessary to consider. This is
a nice feature of quantum operations.
2.2 Quantum Dynamical Semigroups
One possible approach to determining the state evolution of an open-quantum
system is that of trying to obtain a statistical description of the quantum
noise due to the environment and use to give a statistical description of the
principal system's evolution. The simplest case, that we consider here, is
that of Markovian open quantum system. The assumption we make is that
our best prediction on the system's state at a time t > t0 depends on the
state at time t0 alone. Interestingly a large class of physical phenomena can
be described by approximative evolutions which fulll the Markov property
([6, 4]).
Denition 9 (Quantum dynamical semigroup). Given a complex Hilbert
space H, we call quantum dynamical semigroup a one-parameter family of
quantum operations ft;t  0g : D(H) ! D(H) such that:2.2. QUANTUM DYNAMICAL SEMIGROUPS 21
 0 = 1H;
 t is trace precerving;
 ts = t+s 8 s;t 2 R+, the semi-group or Markov property;
 tr(tA) is a continuous function of t for any  2 D(HS) and A 2
B(HS).
It can be shown that QDS generators dened on nite-dimensional Hilbert
spaces admit an explicit innitesimal generator such that:
_ (t) = L(t); (2.11)
which is called quantum Markovian master equation in the Schr odinger pic-
ture. The procedure to nd the generator is sketched up in the following;
we will follow strictly [6]. Consider a basis fFkg, k = 0;1;:::;N2 1 in B(HS)
such that F0 is the identity operator. Then we may write:
t =
N2 1 X
k;l=0
Ckl(t)FkF
y
l (2.12)
where Ckl(t) a positive denite matrix. Notice that for consistency we re-
quire C(0) = diag(1;:::;0). Then, by explicitly computing the time deriva-
tive of the previous expression for t approaching 0 from the right we nd:
L = lim
!0
C0;0()   1

 +
N2 1 X
k=0
C0;k()

Fk
+ 
N2 1 X
k=0
C
0;k()

F
y
k +
N2 1 X
k;l=1
Ck;l()

FkF
y
l

= A + Ay +
N2 1 X
k;l=1
klFkF
y
l
(2.13)
where (kl), is a positive-denite matrix. Since we require L to be trace
preserving we must impose tr(L) = 0 8 and by the cyclic property of the
trace:
A + Ay =  
N2 1 X
k;l=1
klF
y
l Fk; (2.14)
leading us to rst of two standard forms of the generator L:
L =  i[H;] +
1
2
N2 1 X
k;l=0
k;l([Fk;F
y
l ] + [Fk;F
y
l ]) (2.15)22 CHAPTER 2. MARKOVIAN OPEN QUANTUM SYSTEMS
where H 2 h(HI) denotes the eective Hamiltonian acting of system S
and the operators fFig are referred to as noise-operators and constitute
the \dissipative" part of the generator. The second standard form of L, is
obtained by replacing the set of operators fFkg by a suitable basis fLkg that
diagonalizes (k;l):
L =  i[H;] +
X
k
LkL
y
k  
1
2
fL
y
kLk;g: (2.16)
It can be further shown that (2.16), also know as Lindblad master equation
(LME), is the most general generator of quantum dynamical semigroups
when nite dimensional Hilbert spaces are considered.
Indeed the LME is the generic form of the innitesimal generator gov-
erning evolution of Markovian open quantum systems that we will consider
in the following chapters.
In the following chapter will also consider the Feedback master equation
(FME) due to Wiseman and Milburn, as an example QDS generator in the
Lindblad form. Details are too involved to be presented here and we limit
to give a brief explanation of the ideas behind this feedback scheme.
Wiseman and Milburn consider an atomic-cloud trapped in an optical
cavity being stimulated by lasers. A proportional feedback is provided by
introducing a measurement apparatus, constituted by an homodyne detec-
tor. The measurement output is then used to close the feedback loop by
modulating the lasers' waveforms. The innitesimal generator of the state
evolution for such system can be cast in the form of (2.16) in the following
way:
_ t =  i~[H +
1
2
(FM + MyF); t] + LLy +
1
1
fLyL;g; (2.17)
where M is the measurement operator describing the quantum measurement
realized by the detectors, F is a suitable Hermitian feedback operator and
the single noise operator is given by L = M   iF.
A mathematically sound derivation of the Markovian feedback master
equation can be found in [7].Chapter 3
Quantum control: Invariance
and Attractivity
Quantum state stabilization and partially the problem of preserving quan-
tum information from decoherence can be recast in a natural way as quantum
control problems. While dierent techniques were devised in past decades,
here we focus on two recent contributions by Francesco Ticozzi and Lorenza
Viola ([8, 9]). Building on the notions of invariance and attractivity we
will give sucient and necessary algebraic conditions for the stabilization of
quantum states and looser state control in Markovian open quantum sys-
tems.
3.1 Quantum subspaces
A rst natural question to ask is what kind of physical \container" is best
suited for\storing"quantum information in physical systems. In this section
we will concentrate on quantum subspaces, that is, quantum subsystems that
have support on a subspace of the full Hilbert space. Our reasoning is further
motivated by the existence of decoherence-free subspaces and the fact that
universal quantum computation is possible within such protected subspaces
, thus giving a a measure of the importance of this approach ([10]).
Throughout this section we consider a physical system I with associated
Hilbert space admitting decomposition HI = HS  HR. Let fjsigs2S and
fjrigr2R be orthonormal bases for HS and HR respectively. A convenient
basis of HI is given by the set fjsigfjrig; this choice induces the following
block-structure on the matrix representation of any operator X 2 B(HI):
X =

XS XP
XQ XR

; (3.1)
at which we will continuously refer to in the following.
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A requirement of abstract Quantum Information Processing tasks is that
of being able to initialize the system in a desired state1. The following
denition formalizes the concept of initialization in a general way.
Denition 10 (Subspace initialization). Consider a quantum system I de-
ned on the complex Hilbert space HI = HS  HR and let  2 D(HI)
denote its state. We say that I is initialized in the subspace HS with state
 2 D(HS) if S =  and tr(R
y
R) = 0.
We denote by IS(HI) the set of density operators in D(HI) satisfying
this denition for some S 2 D(HS).
Notice that with this denition the special case of pure-state initialization
is addressed by taking the subspace HS to be one-dimensional.
From the control point of view is natural to require that while the
initializing-dynamics is enacted evolution of states in the IS(HI) stays con-
ned to IS(HI) itself.
Denition 11 (Markovian invariant subspace). Let evolution of I be gov-
erned by the QDS generator L. We say that HS is an invariant subspace of
HI if, under QDS evolution alone, IS(HI) is an invariant subset of D(HI).
That is, evolution of  2 D(HI) obeys:
L

S 0
0 0

=

LSS 0
0 0

8t  0; (3.2)
where S 2 D(HS) and LS is required to be a QDS generator in its domain.
The just given denition imposes explicit algebraic constraints on the
blocks of the operators describing the QDS.
Proposition 1. Consider a QDS with dynamics dened on the Hilbert space
with decomposition HI = HS HR. Let the generator in the Lindblad form
be described by an Hamiltonian H and the set of noise operators fLkg. Then
HS is invariant if and only if:
8
> > > <
> > > :
iHP  
1
2
X
k
L
y
S;kLP;k = 0;
Lk =

LS;k LP;k
0 LR;k

:
(3.3)
Proof. Consider an initial state  2 IS(HI). By explicitly computing the
generator by blocks we nd:
_  =

LS() LP()
LP()y LR()

(3.4)
1Indeed there are quantum algorithms which do not impose any requirements on the
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where
LS() =  i[HS;S] +
X
k
LS;kSL
y
S;k
 
1
2
X
k
fL
y
S;kLS;k + L
y
Q;kLQ;k;Sg;
LP() = iSHP +
X
k
LS;kSL
y
Q;k
 
1
2
X
k
S(L
y
S;kLP;k + L
y
Q;kLR;k);
LR() =
X
k
LQ;kSL
y
Q;k:
(3.5)
And we require (3.2) to hold true. Since LR() is positive at any time
t and by exploiting the freedom of choice on S, i.e. we pick a full-rank
density operator in D(HS), we must conclude that LQ;k = 0 8k. Similarly
for P(t) we must impose:
iHP  
1
2
X
k
L
y
S;kLP;k = 0 (3.6)
This leaves a S-block of the form:
  i[HSF;SF] +
X
k
LSF;kSFL
y
SF;k  
1
2
X
k
fL
y
SF;kLSF;k;SFg; (3.7)
which is a QDS generator acting on the subspace HS alone. 
The following Corollary gives us some insight into the dynamics of in-
variant subspaces and motivates the denition of attractive subspaces which
we present next.
Corollary 1. Consider the decomposition HI = HS  HR with HS being
invariant. Let (t) denote the state of I at time t. Then, under QDS
evolution alone, the trace of S(t) is non-decreasing.
Proof. By explicit computation of the generator's blocks under the con-
straint that HS be invariant we nd:
tr(S _ ) = tr
 X
k
LP;kRL
y
P;k

 0; 8t  0: (3.8)

Denition 12 (Attractive subspace). Consider a quantum system I with
QDS dynamics dened on the complex Hilbert space HI = HS  HR. Let
the orthonormal set fj sig be a basis of HS, fjsig its natural extension to HI,26CHAPTER 3. QUANTUM CONTROL: INVARIANCE AND ATTRACTIVITY
and denote with (t) 2 D(Hi) the state of I at time t. We say that HS is
attractive if the following relation holds for any initial state (t0) 2 D(HI):
lim
t!1
X
i
hsj(t)jsi = 1: (3.9)
Then attractivity of HS ensures that, under the given generator, all tra-
jectories converge to IS(HI). Indeed we might think of attractive subspace
as being \auto-initialized" in the long time limit.
In the particular case of a one-dimensional subspace HS, attractivity
corresponds to the global stabilization of a pure state. Clearly then, suf-
cient and necessary algebraic conditions for attractivity become of great
interest from the quantum control perspective. Before presenting the main
result we introduce the following important Lemma which establishes a cor-
respondence between invariant sets of states and subspaces of the systems's
Hilbert space. Let use denote with supp(X), X 2 B(H), the orthogonal
complement of ker(X).
Lemma 6. Let W be an invariant subset of D(HI) for the dynamics gen-
erated by the QDS generator _  = L, and dene:
HW = supp(W) =
[
2W
supp(): (3.10)
Then IW(HI) is an invariant set of such generator.
Proof. Let ^ W be the convex hull of W. Any state ^  2 ^ W can be written in
the form ^  =
P
k pkk, where 0 < pk  1,
P
k pk = 1, and 1;:::;k 2 W.
By linearity of the dynamics,
Tt^  =
X
k
pkTtk =
X
k
pk0
k; (3.11)
with 0
1;:::;0
k 2 W. Hence ^ W is invariant. Furthermore, from the denition
of ^ W, there exist a   2 ^ W such that supp( ) = supp( ^ W) = HW. Consider a
basis transformation into the decomposition HI = HW H?
W. With respect
to this partition the block  W of   is full-rank, while  P;Q;R are zero-blocks.
The trajectory of  (t);t  0 is contained in ^ W only if:
d
dt
  =

LW  W 0
0 0

; (3.12)
so that, upon computing the generator blocks in the new basis, we must
impose:
8
> > > <
> > > :
i WHP +
X
k

LW;k WL
y
Q;k  
1
2
 WL
y
W;kLP;k

= 0;
X
k
LQ;k WL
y
Q;k = 0:
(3.13)3.1. QUANTUM SUBSPACES 27
Since the operators LQ;k WL
y
Q;k are positive it must be:
8
> <
> :
iHP  
1
2
X
k
L
y
W;kLP;k = 0;
LQ;k = 0; 8k:
(3.14)
and by comparison with the conditions given in Proposition 1, we infer that
the subspace HW is invariant. 
Theorem 8 (Subspace attractivity). Let HI = HS HR, and assume that
HS is an invariant subspace for the QDS dynamics generated by a master
equation in the Lindblad form. Dene:
HR0 =
p \
k=1
ker(LP;k); (3.15)
Then HS is an attractive subspace if and only if HR0 does not support any
invariant subspace.
Proof. Clearly, if HR0 supports an invariant subspace then HS cannot be
attractive.
To prove the other implication recall that HS is invariant by hypoth-
esis, and as such evolution of the state's R-block is decoupled and inde-
pendent. Furthermore, in this case, Denition 12 is satised if and only if
limt!1 R(t) = 0. Consider the Lyapunov function V (R) = tr(R); it is
positive-denite in any neighborhood of 0. By explicit computation we nd:
_ V (R) =  tr(
X
k
LP;kRL
y
P;k): (3.16)
_ V () is negative and vanishes if an only if supp(R)  HR0, with HR0 as
dened in (3.15). Hence, by Lyapunov second Theorem on stability, R =
0 is at least Lyapunov stable ([11]). Furthermore by Krasovskii stability
Theorem, R = 0 is asymptotically stable if an only if HR0 does not support
any invariant set of states ([11]). By Lemma 6 a proper invariant subspace
is naturally associated to any non trivial invariant set of states, hence we
conclude. 
Theorem 8 fully characterizes subspace attractive generators and it is
the most important result we present with respect to the control of quantum
states for systems with the mentioned decomposition.
We next provide specic results building mostly on Theorem 8 and fo-
cusing on two practical aspects: the ability to infer attractive dynamics by
Hamiltonian control alone under some constraints on the noise operators
and the stabilization of subspaces in the peculiar case of feedback control.28CHAPTER 3. QUANTUM CONTROL: INVARIANCE AND ATTRACTIVITY
Theorem 9 (Open-loop attractive subspaces). Consider a quantum system
I dened on the complex Hilbert space HI = HSHR. Let the generator be
described by an Hamiltonian H and noise operators fLkg. Then it is always
possible to render HS attractive by Hamiltonian control alone if and only if
LQ;k = 0 8k and for at least one of the noise operators holds LP;k 6= 0.
Proof. We rst assert invariance. By Proposition 1, HS supports an invari-
ant subspace if and only if:
8
> <
> :
iHP  
1
2
X
k
L
y
S;kLP;k = 0:
LQ;k = 0; 8k
(3.17)
Since an arbitrary control Hamiltonian ^ H may be applied, the rst condition
can always be satised by choosing ^ HP =  iHP + 1
2
P
k L
y
S;kLP;k, while the
second condition always is by hypothesis.
In order to engineer subspace attractivity we observe that if LP;k = 0 8k
then HR is invariant and thus HS cannot be attractive. Suppose instead
that at least one of the LP;k 6= 0. Let HT denote the invariant subspace
associated to the set of invariant states in IR(HI) and consider the following
Hilbert space decomposition:
HI = HS  HT  HZ: (3.18)
By requiring that both HS and HT be invariant, the generator matrices are
constrained to the form:
Lk =
2
4
LS;k 0 LP0;k
0 LT;k LP00;k
0 0 LZ;k
3
5
H =
2
4
HS 0 HP0
0 HT HP00
H
y
P0 H
y
P00 HZ
3
5
(3.19)
and subject to the conditions:
8
> > > <
> > > :
iHP0  
1
2
X
k
L
y
S;kLP0;k = 0;
iHP00  
1
2
X
k
L
y
T;kLP00;k = 0:
(3.20)
Thus the most general Hamiltonian control preserving invariance of HS has
the form:
H =
2
4
H1 0 0
0 H2 HM
0 H
y
M H3
3
5: (3.21)3.1. QUANTUM SUBSPACES 29
Now consider a control Hamiltonian Hc such that the block HM has full
column-rank, while H1;H3 are arbitrary and H2 is still to be determined.
If dim(HT)  1
2 dim(HR), then iTHM 6= 0 for every T, hence HT cannot
support any invariant subsystem, since conditions in Proposition 1 cannot
be satised for any subspace of HT. Conversely, if dim(HT) > 1
2dim(HR), by
dimension comparison HM must have a non-trivial left kernel K, KHM = 0,
and thus there exists a HT0  K that supports an invariant set IT0(HI),
such that dim(HT0) < dim(HT). Consider the rened decomposition HI =
HS  HT0  HZ0, where HZ0 = HZ  HT 	 HT0. We may then exploit the
freedom on the block H2 to reduce the dimension of the invariant set. By
repeating our reasoning, at each iteration, the procedure either stops ren-
dering HS attractive, if dim(HT)  1
2dim(HR), or decreases the dimension
of the invariant set by at least 1 thus ending in at most dim(HT) steps. 
The potential of open-loop Hamiltonian control is clearly limited by the
impossibility to tune the noise parameter. Indeed the proof of Theorem 9 the
control Hamiltonian is limited to breaking subspace invariance. Furthermore
since Hamiltonian terms do not play a role in (3.8) convergence dynamics
are necessarily bounded by the form of the noise operators for any control
Hamiltonian.
Such limitations can be overcome by considering measurement-based
feedback control techniques. Next we apply the presented results to the
case of a generator with the form of a feedback master equation as in (2.17).
A general result is found by assuming to have strong control capabilities on
both the Hamiltonian term and the feedback operator.
Denition 13 (CHC). We say that a controlled FME of the form (2.17)
supports complete Hamiltonian control (CHC) if
1. arbitrary feedback Hamiltonians F 2 h(HI) may be enacted;
2. arbitrary constant control perturbations Hc 2 h(HI) may be added to
the free Hamiltonian H.
Theorem 10 (Feedback attractive subspaces). Let HI = HS  HR and
assume CHC capabilities. Then, for any measurement operator M, there
exist a feedback Hamiltonian F and a Hamiltonian compensation Hc that
make the subspace HS attractive for the dynamics generated a feedback
master equation if and only if
[S;(M + My)] 6= 0: (3.22)
Proof. Since it always is possible to write the measurement operator as M =
MH +iMA with both MH and MA 2 h(HI) we have L = MH +i(MA F).
By requiring invariance of HS we nd:
LQ = MH
Q + i(MA
Q   FQ) = 0; (3.23)30CHAPTER 3. QUANTUM CONTROL: INVARIANCE AND ATTRACTIVITY
and by exploiting the freedom on F we might always choose
FQ =  iMH
Q + MA
Q: (3.24)
Thus by Hermitian symmetry we nd LP = 2MH
P . Then, if MH
P 6= 0 the
subspace HS can be made invariant and attractive by Hamiltonian control
alone following the procedure outlined in the proof of Theorem 9. Other-
wise, MH
P = 0, the subspace HR becomes invariant and thus HS cannot be
attractive.
Since (3.22) holds if and only if MH is not block diagonal and by observ-
ing that the commutator of two matrices vanishes if and only if it vanishes
for any choice of basis we conclude. 
3.2 Quantum subsystems
Quantum subsystems are the second type of information preserving struc-
ture we consider in this chapter. Indeed quantum subsystems provide a scal-
able way to perform quantum information processing in physical systems.
Systems build by coupled replicas of a given quantum system are studied
in the framework of Quantum Error Correcting Codes as the most suited
structure for the faithful representation of information in physical systems
([12], [13]). Furthermore relevant situations might be devised where noise-
less quantum subsystem can be exploited to preserve information against
noise in the absence of noiseless subspaces ([14], [15]).
In this context a suitable denition of quantum subsystem is the follow-
ing:
Denition 14 (Quantum Subsystem). A quantum subsystem of a physical
system I with associated Hilbert space HI is an Hilbert space HS being a
tensor factor of a subspace HSF of HI,
HI = HSF  HR = HS 
 HF  HR; (3.25)
for some cofactor HF and remainder space HR.
In this section we will consider quantum system with associated Hilbert
space admitting a decomposition as in (3.25). As before let fjsigs2S, fjfigf2F
and fjrigr2R be orthonormal bases for HS, HF and HR respectively. A con-
venient basis of HI is given by the set fjsi 
 jfig(s;f)2SF r2R fjrig. This
choice induces the following block-structure on the matrix representation of
any operator X 2 B(HI):
X =

XSF XP
XQ XR

: (3.26)
Much of the denitions and results we gave in the previous section are
easily specialized to the case of quantum subsystems.3.2. QUANTUM SUBSYSTEMS 31
Denition 15 (State subsystem initialization). Consider a quantum system
I dened on HI = HS 
 HF  HR and let  2 D(HI) denote the its state.
We say that I is initialized in subsystem S with state S 2 D(HS) if the
blocks of  satisfy:
i) SF = S 
 F for some F 2 D(HF),
ii) tr(R) = 0.
We denote by IS(HI) the set of density operators in D(HI) satisfying this
denition for some S 2 D(HS).
We keep the notation we already introduced, since the concepts are sim-
ilar and discrimination between the two cases is already provided by the
dierent Hilbert space decomposition we consider here.
The counterpart of invariant and attractive subspaces arise naturally in
the form of invariant and attractive subsystems.
Denition 16 (Markovian invariant subsystems). Let I evolve under TPCP
maps, we say that S is an invariant subsystem if IS(HI) is an invariant
subset of D(HI), that is, evolution of  2 D(HI) obeys:
(t) =

T S
t S 
 T F
t F 0
0 0

8t  0; (3.27)
where T S
t and T F
t are required to be QDSs on their respective domain.
As we might expect invariant subsystems impose stricter algebraic con-
ditions on the Hamiltonian term and the noise operators than subspace
invariance does.
Proposition 2 (Markovian invariant subsystem). Consider a QDS with
dynamics dened on the Hilbert space with decomposition HI = HS 

HF  HR. Then S is an invariant subsystem for the given generator if and
only if for any initial state S 
F, with S 2 D(HS) and F 2 D(HF), the
following conditions hold:
8
> <
> :
_ (t) =

LSFSF 0
0 0

; 8t  0
trF(LSFSF(t)) = LS(S(t)); 8t  0
(3.28)
where LSF and LS are QDS generators on their respective domains.
Proof. By denition of invariant subsystem an by the properties of the in-
nitesimal generator L it must hold:
_ (0) =

(LS 
 1F + 1S 
 LF)S 
 F 0
0 0

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Thus, by taking the trace over F, it is easily seen that both conditions in
(3.28) hold.
To prove the converse let the generator be described, in the Lindblad
form, by an Hamiltonian H and the set fLkg of noise operators. Then by
straightforward specialization of Proposition 1 we have:
8
> > > <
> > > :
iHP  
1
2
X
k
L
y
SF;kLP;k = 0
Lk =

LSF;k LP;k
0 LR;k
 (3.30)
Furthermore by denition of invariant subsystem we require that evolu-
tion of subsystem S be decoupled from that of F, that is, SF is factorisable
at any time t  0 and such that S = trF(SF) and F = trS(SF). Rewrite
the SF-block of H as HSF =
P
i Ni
Mi. By recalling (3.7), for the Hamil-
tonian part of the generator we have:
 i[HSF;SF] =  i
X
i
MiS 
 NiF   SMi 
 FNi; (3.31)
and by taking the partial trace over F we nd
trF( i[HSF;SF]) =  i
X
i
[Mi;S]tr(NiF): (3.32)
Since we require that S be independent of F, we nd that for each i either
tr(NiF) = 1 or [Mi;S] = 0. Thus by the freedom of choice on the states
S and F the following relation must hold:
H = HS 
 1F + 1S 
 HF: (3.33)
By re-iterating this procedure on the noise operators we nd:
LSF;k = LS;k 
 LF;k (3.34)
where for each k either LS;k = 1S or LF;k = 1F or both. Thus the generator
must have the declared form. 
The proof of Proposition 2 lends us an explicit algebraic characterization
of subsystem invariant generators.
Corollary 2. Consider a QDS with dynamics dened on the Hilbert space
with decomposition HI = HS 
HF HR. Then S is an invariant subsystem
if and only if the generator, in the Lindblad form, has the following algebraic3.2. QUANTUM SUBSYSTEMS 33
structure: 8
> > > > > > > > <
> > > > > > > > :
iHP  
1
2
X
k
L
y
SF;kLP;k = 0
Lk =

LSF;k LP;k
0 LR;k

HSF = HS 
 1F + 1S 
 HF
LSF;k = LS;k 
 LF;k
(3.35)
where for each k either LS;k = 1S or LF;k = 1F or both.
Denition 17 (Attractive subsystem). Consider a quantum system I de-
ned on HI = HS 
 HF  HR. We say that S is an attractive subsystem
with respect to a family fTtgt0 of TPCP maps if every trajectory in D(HI)
converges asymptotically to IS(HI):
8
> > > > <
> > > > :
lim
t!1

Tt  

 S(t) 
  F(t) 0
0 0

= 0
 S(t) = trF[ SFTt 
y
SF]
 F(t) = trS[ SFTt 
y
SF]:
(3.36)
An algebraic characterization of subsystem attractive generators is not
obtained as easily as before. Some partial results are in order as follows.
Proposition 3. Assume HI = HS 
HF (HR = 0), and let HS be invariant
under a QDS of the form
L = LS 
 1F + 1S 
 LF: (3.37)
If LF has a unique attractive state ^ F, then HS is attractive.
Proof. Let  2 HI. We may always write  =
P
i Pi 
 Qi and decompose
the Qi in their Hermitian and anti-Hermitian parts, Qi = QH
i + iQA
i . Then
for each of Q
H;A
i consider their spectral representation, separate the positive
and negative eigenvalues such that Qi = Q+
i + Q 
i and normalize Q+
i and
Q 
i to trace 1;  1; respectively; reabsorb the normalization coecients and
the minus sign, in Pi. Thus, we can write  =
P
i ~ Pi 
 F;i;. By applying
the given generator we nd:
lim
t!1
t =
X
i
lim
t!1
 
T t
S ~ Pi 
 T t
FF;i

=
 X
i
lim
t!1
T t
S ~ Pi


 ^ F
= lim
t!1
T t
S( NS) 
 ^ F:
(3.38)
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Interestingly it turns out that uniqueness of the attractive state for the
dynamics reduced to HF constitutes a necessary condition for subsystem
attractivity of S.
Proposition 4. Assume HI = HS 
 HF (HR = 0), and let S be invariant
under a QDS generator of the form:
L = LS 
 1F + 1S 
 LF: (3.39)
If LF admits at least two invariant states, then S is not attractive.
Proof. A proof is given by counter example. Consider the state in D(HI):
 = p
(1)
S 
 
(1)
F + (1   p)
(2)
S 
 
(2)
F ; 0 < p < 1 (3.40)
where 
(1)
S ;
(2)
S are orthogonal pure states on HS, and 
(1)
F ;
(2)
F are two
invariant states of LF. By using the linearity of the generator we have:
(t) = pTS
(1)
S 
 TF
(1)
F + (1   p)TS
(2)
S 
 TF
(2)
F
= pUS(t)
(1)
S U
y
S(t) 
 
(1)
F + (1   p)US(t)
(2)
S U
y
S(t) 
 
(2)
F ;
(3.41)
and thus (t) does not factorize for any t  0. 
While we are not able to provide further results on subsystem attractivity
in the open-loop case, a complete characterization can be given in the case
of a generator in the case of the feedback master equation.
Theorem 11 (Feedback attractive subsystems). Let HI = HSF  HR =
HS 
 HF  HR (dim(HS);dim(HF)  2), and assume CHC capabilities.
Then for any M there exist a feedback Hamiltonian F and an Hamiltonian
compensation Hc that make the subsystem S attractive for the FME (2.17)
if and only if the following conditions hold:
i) [SF;M + My] 6= 0;
ii) MSF = MS 
 1F or MSF = 1S 
 MF,
iii) The matrix MSF + M
y
SF is not diagonal.
Proof. By Theorem 10, condition (i) is necessary and sucient to render
HSF attractive, which is a necessary condition for attractivity of S. To
ensure invariance of IS(HI), by Proposition 2, the block LSF of L = M  iF
has to satisfy LSF = LS 
 LF, with LS = 1S or LF = 1F (or both). Then,
this holds in particular for MSF and thus (ii) follows.
If (iii) is not satised then LSF is unitarily similar to a diagonal matrix
for any choice of feedback-operator F that ensures invariance of IS(HI).
Hence, the dynamics restricted to HF admits at least two di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states (dim(HF)  2 by hypothesis) and by Lemma 4 subsystem S cannot
be attractive.
Now assume (i) and (iii) and let MSF = 1S 
MF (the other case may be
treated specularly). Notice that neither the invariance of S nor attractivity
of HSF require any tuning of the SF-blocks in H or F. Since (iii) holds there
exist a state jfi 2 HF such that [jfihfj;MSF + M
y
SF] 6= 0. By Theorem 10
we can nd an Hamiltonian term HF and a feedback operator FF such that
by choosing HSF = 1S
HF and FSF = 1S
FF, the subspace HS
span(jfi)
is attractive. We conclude by recalling Proposition 3. 
3.3 Convergence dynamics
In this section we provide further results dealing with the convergence dy-
namics to attractive subspaces. Before proceeding we recall the denition
of vectorization and some of its properties.
Denition 18. Consider the n by m matrix A = (ai;j)(i;j)2f1:::ngf1:::mg.
The vectorization of A, vec(A), is dened as the (linear) transformation
mapping matrices to vectors in the following way:
vec(A) =

a1;1 a2;1 ::: an;1 a1;2 ::: an;2 ::: an;m
T (3.42)
Vectorization is a powerful tool when used to express matrix multiplica-
tions as linear transformations acting on vectors.
Lemma 7. For any matrices X, Y and Z such that their composition XY Z
is well dened the following relation holds:
vec(XY Z) = (ZT 
 X)vec(Y ): (3.43)
The following Theorem exploits vectorization to provide sucient and
necessary conditions for subspace attractivity. This is done by recasting the
QDS generator into a LTI state-space model and by exploiting basic notions
of control theory.
Theorem 12 (Attractive quantum subspaces). Consider a quantum system
I dened on an Hilbert space with decomposition HI = HS  HR. Denote
the state of I with  2 D(HI) and let HS be an invariant subspace for the
generated dynamics. Under this constraint, the linear map governing the
evolution of vec(R) alone is
Z =  
i
~
 
1R 
 HR   HT
R 
 1R

+
X
k
L
R;k 
 LR;k
 
1
2
X
k
1R 
 (L
y
P;kLP;k + L
y
R;kLR;k)
 
1
2
X
k
(LT
P;kL
P;k + LT
R;kL
R;k) 
 1R:
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and HS is attractive if and only if Z has an eigenvalue in 0.
Before presenting the proof of Theorem 12 we need to introduce the
following trivial lemmas.
Lemma 8. Let L be a QDS generator dened on the complex Hilbert space
H and be ^ L its \vectorization", that is:
^ Lvec(X) = vec(LX) 8X 2 B(H) ^ t  0: (3.45)
Then (;X) with X 2 B(H) is an eigenpair of L if and only if (;vec(X))
is an eigenpair of ^ L.
The proof by contradiction is trivial; since (3.45) holds at any time t  0,
both implications arise naturally.
Lemma 9. Let L be a QDS generator dened on the complex Hilbert space
H. Then for any operator X 2 B(H) the following identity holds:
(LX)y = L(Xy): (3.46)
Proof. By explicit computation of the generator we nd:
(LX)y = +i(XyH   HXy) +
X
k
 
LkXyL
y
k  
1
2
fXy;L
y
kLkg

=  i[H;Xy] +
X
k
 
LkXyL
y
k  
1
2
fL
y
kLk;Xyg

= LXy
(3.47)

Lemma 10. Let L be a QDS generator dened on the complex Hilbert
space H. For any eigenpair (;X), X 2 B(H), there exist an Hermitian
operator Y such that (;Y ) is an eigenpair of L only if  2 R.
Proof. Let (;X) be an eigenpair of L. We look for an operator Y 2 h(H)
such that (;Y ) is an eigenpair of L. If X is already Hermitian or anti-
Hermitian then such Y exists and is trivial.
In the general case write X = XH + iXA where both XH and XA are
Hermitian operators. By Lemma 9 and using linearity we nd:
L(X + Xy) = X + Xy
= (XH + iXA) + (XH   iXA)
(3.48)
Now let  = a + ib, with a;b 2 R. Then :
L(X + Xy) = L(2XH) = 2aXH   2bXA: (3.49)
Since at this point it must be XH;A 6= 0, we nd that if  2 R, the pair
(;XH) is an eigenpair of L, hence we conclude. 3.3. CONVERGENCE DYNAMICS 37
We are now in the position to prove Theorem 12.
Proof. By explicitly computing the blocks it's easily found that the dynamics
of R =  R 
y
R are governed by:
_ R =   i([HR;R] + H
y
PP   
y
PHP)
+
X
k
(LQ;kS + LR;k
y
P)L
y
Q;k + (LQ;kP + LR;kR)L
y
R;k
 
1
2
X
k
(L
y
P;kLS;k + LR;kLQ;k)P + 
y
P(L
y
S;kLP;k + L
y
Q;kLR;k)
 
1
2
X
k

L
y
P;kLP;k + L
y
R;kLR;k;R
	
:
(3.50)
Since HS is invariant by hypothesis, by substituting (3.35) in the previous
expression we nd:
_ R =  i[HR;R] +
X
k
LR;kRL
y
R;k
 
1
2
X
k

L
y
P;kLP;k + L
y
R;kLR;k;R
	
:
(3.51)
Now let ^ R = vec

 R 
y
R

. By exploiting (3.43) we nd _ ^ R = Z^ R, where
Z is the map dened in (3.44).
If (0;vec(X)), X 2 B(HR), is an eigenpair of Z then by Lemma 8 we have
that (0;X) is an eigenpair of LR. Notice that vec(X) 6= 0 by denition of
eigenvector. Then by Lemma 10, we can always nd a non trivial Hermitian
operator Y with support on HR such that LY = 0. Since any initial state
R with non vanishing projection on such state cannot converge to 0 we
conclude that HS is not attractive.
To prove the converse, let the state of I be described by  2 D(HI) such
that  R 
y
R is non trivial. Since HR supports an invariant subspace, _ R
maps a compact convex set of non-trace normalized density-operators into
itself. Thus by Brouwer's xed point Theorem such a map has at least one
xed point. By rephrasing in control theory terminology, _ R has at least
one non trivial steady state. 
Building on Theorem 12 the following result gives an asymptotic worst-
case bound on the convergence time.
Corollary 3 (Asymptotic convergence bound). Consider a quantum system
I dened on an Hilbert space with decomposition HI = HS  HR. Let
HS be an attractive subspace for the given QDS generator. Then, any
state  2 D(HI) is converges to a state with support on HS asymptotically
bounded by ez0t, where z0 := maxf 2 Z() ^  2 Rg.38CHAPTER 3. QUANTUM CONTROL: INVARIANCE AND ATTRACTIVITY
Still the dimension of Z grows exponentially with that of HR. A partial
solution to this problem is to discard the redundant information stored in
R by considering only its upper-diagonal terms.
Denition 19. Consider the n-dimensional square matrix A = (ai;j). The
half-vectorization of A, hvec(A), is dened as the (linear) transformation
mapping matrices to vectors in the following way:
hvec(A) =

a1;1 a1;2 a2;2 a1;3 ::: a3;3 ::: a1;n ::: an;n
T
(3.52)
We may think of half-vectorization as the \full" vectorization where
under-diagonal elements are simply skipped. For symmetric matrices, vec-
torization and half-vectorization can be mapped into each-oder by making
use of the elimination and the duplication matrices. In the following we
extend these concepts to Hermitian matrices. Before doing so however we
need to introduce a conjugation operator.
Denition 20 (Conjugation operator). Dene i : C ! C as the linear
function mapping an arbitrary element of its domain  into its complex
conjugate .
Denition 21. Let A be the matrix representation of an hermitian opera-
tor acting on an n-dimensional complex Hilbert space. The n2 n(n+1)=2
dimensional duplication matrix hd and the n(n+1)=2n2 dimensional elim-
ination matrix he are the unique linear functionals such that hdhvec(A) =
vec(A) and hevec(A) = hvec(A).
As an example consider the 2-dimensional complex Hilbert space H.
Then the duplication and elimination matrices, acting on the vectorization
and half-vectorization respectively, of operators in h(H) are given by:
hd =
2
6 6
4
1 0 0
0 i 0
0 1 0
0 0 1
3
7 7
5; he =
2
4
1 0 0 0
0 0 1 0
0 0 0 1
3
5: (3.53)
Then, the reduced Z matrix governing evolution of the upper-diagonal
elements of R alone is easily found to be:
Z0 = heZhd: (3.54)
Clearly Theorem 12 and Corollary 3 still hold when substituting Z0.
Still the reduced complexity might help in both symbolic and numerical
resolution of the eigenvalue problem.Chapter 4
Examples of QDS evolution
In this chapter we study the convergence dynamics of three example QDS.
The rst two of them are three-level toy examples we will use to achieve
some insight into the generated dynamics. We will dierentiate between the
case of subspace attractivity achieved trough dissipative dynamics alone as
opposed to the case when Hamiltonian dynamics are strictly necessary to
establish attractivity. The third QDS we shall consider is a parameterized
four-level physical system where three degenerate stable states are coupled
to an excited state by resonant laser elds.
4.1 Pure dissipative dynamics
Consider a Markovian open quantum system with dynamics dened on the
complex Hilbert space HI = HS  HR. Let the sets fj sig and fj r1i;j r2ig
be orthonormal basis of HS and HR respectively and associate to HI the
orthonormal basis fjsi;jr1i;jr2ig, build by the natural extension to HI itself
of the former sets of vectors1. In this basis we consider a master equation
described by the generator:
L1(l1;l2)[] = LLy  
1
2
fLyL;g; (4.1)
where the noise-operator L is parameterized by the complex valued variables
l1 and l2 as follows
L =
2
4
0 l1 0
0 0 l2
0 0 0
3
5: (4.2)
Our intent is to nd whether, and under what constraints on the pa-
rameters l1 and l2, HS becomes attractive. Since the subspace HS is one
1We use the same block-structure notation we introduced in the last chapter when
dealing with operators acting on HI.
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dimensional, this corresponds to being able to render GAS the pure state
jsihsj.
Sucient and necessary conditions for subspace invariance are given in
Proposition 1. Since the relations (3.35) hold true for any choice of parame-
ters (l1;l2) 2 C2, HS is indeed invariant for all the generators parameterized
by L1.
Attractivity can be asserted by exploiting Theorem 8. Using the deni-
tion of HR0 given in (3.15) we nd
HR0 = ker(LP) =
(
span(j r2i) if l1 2 C n f0g
HR if l1 = 0:
(4.3)
If l1 vanishes, HR becomes an invariant subspace and thus HS cannot be
attractive. Suppose instead that l1 6= 0, and dene r2 = jr2ihr2j 2 D(H);
r2 is the only density operator acting on HI with support on HR0 alone.
Applying the innitesimal generator to the state r2 we nd
L =
2
4
0 0 0
0 kl2k2 0
0 0  kl2k2
3
5 (4.4)
By requiring L to have a non trivial support on H?
R0 we nd the condition
l2 6= 0. This, together with l1 6= 0, ensures that HS is an attractive sub-
space by Theorem 8. In fact if l2 vanishes r2 becomes a steady state of the
generator and thus HS cannot be attractive.
A modal analysis of the convergence dynamics can be carried out in the
light of Theorem 12; this is possible since the subspace HS is invariant. By
recalling the denition of the Z matrix in (3.44) we nd
Z =
2
6
6 6
4
 jl1j2 0 0 jl2j2
0  
jl1j2+jl2j2
2 0 0
0 0  
jl1j2+jl2j2
2 0
0 0 0  jl2j2
3
7
7 7
5
; (4.5)
Its spectrum is easily found to be
Z() = f jl1j2; jl2j2; 
jl1j2 + jl2j2
2
; 
jl1j2 + jl2j2
2
g: (4.6)
Thus Z has only real valued eigenvalues, and such are the modes appear-
ing in the R-block evolution of any initial state in D(H). Furthermore such
eigenvalues are all strictly negative if and only if both the parameters, l1 and
l2, belong to Cnf0g. Under this constraint HS is an attractive subspace by4.1. PURE DISSIPATIVE DYNAMICS 41
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Figure 4.1: Density matrix evolution and eigenvalues of Z: L1(0;1) with
initial state r2 in (a), L1(1;0) with initial state m in (b).
Theorem 12, in agreement with what we already found.
It adds to our analysis to plot some selected trajectories generated by
L1 for some choices of the parameters. Before doing so we introduce an
analogy with hydraulics which might help with visualizing QDS dynamics.
Think of the subspaces of HI as basins; then, in this particular example,
the trace/probability is pumped with \intensity" l2 from the subspace Hr2
to the subspace Hr1 and with \intensity" l1 from Hr1 to HS. In this simple
case the analogy immediately suggests that both l1 and l2 are required to
be non zero to establish attractivity of HS (further elaboration on this lines
is provided in [16] and [17]).
Some details on the following simulations are in order as follows. State
trajectories are computed by integrating2 the Lindblad master equation with
the fourth-order Runge-Kutta method ([18, 19]). We consider three dierent
initial states: r1 = jr1ihr1j, r2 = jr2ihr2j and m = 1
2(r1 + r2). Since
the state's diagonal terms trajectories are indeed of greatest interest when
engineering attractive subspaces, in the following we take the approach of
only depicting such trajectories for a given state evolution.
2For these simulations a software package was written in the python programming
language. The package, named python-qds and licensed under GNU GPLv3, might be
found at the url: https://launchpad.net/python-qds.42 CHAPTER 4. EXAMPLES OF QDS EVOLUTION
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Figure 4.2: Density matrix evolution with asymptotic bound to convergence
in dashed lines and eigenvalues of Z. The QDS is L1(2;1), exp. bound
z0 =  1. Initial state are r2 in (a) and r1 in (b).
In Figure 4.1 we plot two evolutions relative to generators which do not
fulll the conditions ensuring attractivity of HS. In the rst case, l1 = 0 and
l2 = 1, evolution is constrained to happen in the subspace HR alone (Figure
4.1(a)). Since HR0  HR the state's S and R-blocks are fully decoupled and
the quantity tr(R(t)
y
R) is bound to be constant in time. Clearly then
jsihsj cannot be GAS. In the second case we choose l1 = 1 and l2 = 0 (Figure
4.1(b)). Since the one-dimensional subspace HR0  HR is invariant we nd
again that tr(R2(t)
y
R2) is constant in time and the same conclusion of
above is due.
In Figure 4.2 we plot two examples of attractive dynamics with the
asymptotic bound given by Corollary 3 plotted in dashed lines. Both evo-
lutions are generated by L1(l1 = 2;l2 = 1). By recalling (4.6), the asymp-
totic exponential bound is easily found to be given by ez0t where z0 =
max(<fZ()g) =  1. In Figure 4.2(b) the bound might appear broken; re-
call that the bound expressed in Corollary 3 has a worst-case nature. Indeed
there might be states which do not solicit the slower modes of the generator
and have asymptotically faster convergence than z0, though asymptotically
slower convergence is not possible.
In Figure 4.3 we graph one last evolution of L1. In this case, all the4.2. HAMILTONIAN AND DISSIPATIVE DYNAMICS 43
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Figure 4.3: Density matrix trajectories (asymptotic bound in dashed lines)
and eigenvalues of Z. The QDS is L1(1;1), exp. bound z0 =  1 and initial
state r2.
eigenvalues of Z are placed in  1; the higher algebraic multiplicity of z0
as a root of the characteristic polynomial of Z does eects convergence by
initially slowing it. Since the bound is asymptotic care must be taken when
approximating the convergence time by kz0 for some positive k in order to
achieve the requested delity.
4.2 Hamiltonian and dissipative dynamics
Let L2 denote our second three-level example quantum system. The asso-
ciated Hilbert space has decomposition H = HS  HR. As we did before
let the sets fj sig and fj r1i;j r2ig be orthonormal basis of HS and HR, re-
spectively, and associate to HI the basis fjsi;jr1i;jr2ig constituted by the
natural extensions of the former sets of vectors to HI. In this basis the QDS
generator in the Lindblad form is given by:
L2(h;l)[] =  i[H;] + LLy  
1
2
fLyL;g (4.7)
where the complex valued variables h and l parameterize the Hamiltonian
term H and the single noise-operator L as:
H =
2
4
0 0 0
0 0 h
0 h 0
3
5
L =
2
4
0 l 0
0 0 0
0 0 0
3
5
(4.8)
We want to render the state jsihsj GAS constraining to the degrees of
freedom given by the parameters h and l. To do so we proceed by rst44 CHAPTER 4. EXAMPLES OF QDS EVOLUTION
verifying that HS is invariant. Indeed (3.35) holds for any choice of param-
eters h and l 2 C, and thus HS is an invariant subspace for the dynamics
generated by L2.
To study attractivity recall the denition of HR0 in (3.15); we have
HR0 = ker(LP) =
(
span(jr2i) if l 2 C n f0g
HR otherwise.
(4.9)
If l vanishes, the subspace HR becomes invariant and thus HS cannot be
attractive. Suppose instead that l 6= 0 and let r2 = jr2ihr2j 2 D(H); clearly
 has support on HR0 alone. By explicit computation of the state's time
derivative we nd
L =  i
2
4
0 0 0
0 0 h
0  h 0
3
5: (4.10)
If h vanishes, r2 becomes a steady state of the generator and thus HS can-
not be attractive. Suppose instead h 6= 0. Then L has a non trivial support
on HR0H?
R0 and by Theorem 8 the subspace HS attractive or, equivalently,
the pure state jsihsj is GAS.
This time a non null Hamiltonian is required to ensure attractivity of
HS. Indeed it is the Hamiltonian part of the generator \connecting" the
subspaces HR0 and HS (trough l). To see how this eects the modes of the
generator we may exploit Theorem 12; this is possible since HS is invariant.
By recalling the denition of the Z matrix in (3.44) we nd
Z =
2
6 6
6
4
 jlj2  ih ih 0
 ih  
jlj2
2 0 ih
ih 0  
jlj2
2  ih
0 ih  ih 0
3
7
7 7
5
(4.11)
Its spectrum is given by:
Z() =
n
 
jlj2
2
  2
r
jlj4
16
  jhj2;
 
jlj2
2
+ 2
r
jlj4
16
  jhj2;
 
jlj2
2
; 
jlj2
2
;
o
:
(4.12)
Thus Z has real valued eigenvalues if
jlj4
16  jhj2  0 and both real and com-
plex conjugate eigenvalues otherwise. If we require  6= 0 8 2 Z() we nd
that both the parameters h and l should be choosen in Cnf0g, in agreement
with the condition given by Theorem 8.4.2. HAMILTONIAN AND DISSIPATIVE DYNAMICS 45
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Figure 4.4: Density matrix trajectories and eigenvalues of Z: L2(1;0), initial
state r1 in (a); L2(0;0:5), initial state m in (b).
Selected evolutions of the the density matrix for dierent choices of the
the parameters h and l are commented in the following. We choose initial
states such to have support on HR alone; let r1 = jr1ihr1j, r2 = jr2ihr2j
and m = 1
2(1 + 2).
In Figure 4.4 we graph two evolutions relative to generators that cannot
stabilize HS. By choosing h 6= 0 and l = 0 we \turn o" the dissipative
part of the master equation. In this case HR0 = HR, and any initial state in
IR(HI) is constrained to\stay"in HR evolving under Hamiltonian dynamics
only (Figure 4.4(a)).
In Figure 4.4(b), instead, we turn-o the Hamiltonian part of the evolu-
tion. The one-dimensional subspace HR0 is invariant and as such any initial
state  with non trivial support on it cannot converge to HS. Indeed we
have that the quantity tr(R0
y
R0) is a constant with respect to time.
An example of attractive dynamics is given in Figure 4.5 where we com-
pare the dierent evolutions generated by L2(h 6= 0;l = 1) when scaling the
factor h constraining to
jlj4
16   jhj2 < 0. By recalling (4.12) we see that this
does not aect the asymptotic behavior of the dynamics which is dominated
by l.
Notice how the slower the Hamiltonian dynamics the more sensible be-
comes the \ringing" eect appearing in the evolution of 11(t) = S(t)
y
S.
While it vanishes asymptotically with time it slows initial convergence and46 CHAPTER 4. EXAMPLES OF QDS EVOLUTION
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Figure 4.5: Density matrix evolution (asymptotic bound in dashed lines)
and eigenvalues of Z: L2(4;1), exp. bound z0 =  0:5, initial state r1 in
(a); L2(1;1), exp. bound z0 =  0:5, initial state r1 in (b); L2(0:3;1), exp.
bound z0 =  0:5, initial state r1 in (c); L2(0:3;1), exp. bound z0 =  0:5,
initial state r2 in (d).4.3. PARAMETERIZED PHYSICAL SYSTEM 47
ultimately acts as unwanted noise superposed on 11(t). As a rough measure
of the period of the \ripples" we might consider the quantity:
r0 =
2
min j((Z)j
: (4.13)
In the attractive case this last quantity may be used to give an approximation
of the trajectory of (1;1)(t) by means of
11(t0) + (1   11(t0))e(z0+2r0i)t: (4.14)
Unfortunately, this last relation gives a very rough approximation. Indeed
the convergence dynamics depend both on the initial state and on the exact
placement of the complex eigenvalues of Z, i.e. algebraic multiplicity and
position of the \dominant" poles. In Figure 4.5(c) and 4.5(d), we confront
evolutions from two dierent initial states for the same generator, L(0:3;1).
Notably, when we choose the initial state r2, initial convergence lags sen-
sibly due to the slow Hamiltonian dynamics which are necessary to break
HR0's invariance.
From these result we could be induced to conclude that \fast" Hamil-
tonian dynamics are to be preferred over \slower" Hamiltonian dynamics,
but this is not always case. As we will see in our third example, there is a
distinction to be done.
We conclude our analysis of L2 with one last interesting case. We graph
the trajectories generated by the QDS with xed h when varying l such that
all eigenvalues of Z are real (Figure 4.6). This shows graphically the worst-
case nature of the bound given in Corollary 3, that is there might exists
states with asymptotically faster convergence but not the converse (Figure
4.6(c) and 4.6(c)).
In simple toy examples like these rst two QDS, the control task reduces
to the placement of the eigenvalue of Z by means of the parameters according
to the constraints that might be imposed on such parameters. However, as
we shall see in the next section, even low-dimensional real physical systems
may have many enough degrees of freedom to make dicult a complete
characterization of the dynamics.
4.3 Parameterized physical system
The last example QDS we analyze is physically motivated. Consider a
four-level open quantum system with three degenerate stable ground states,
jiii=1::3, coupled to an unstable excited state jei trough external lasers with
coupling constants 
i, i = 1::3 respectively. The Hamiltonian of such a48 CHAPTER 4. EXAMPLES OF QDS EVOLUTION
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Figure 4.6: Density matrix evolution with asymptotic bound in dashed lines
and eigenvalues of Z: L2(1;2), exp. bound z0 =  2, initial state r1 in (a);
L2(0:8;2), exp. bound z0 =  0:8, initial state r1 in (b); L2(0:6;2), exp.
bound z0 =  0:4, initial state r1 in (c); L2(0:6;2), exp. bound z0 =  0:4,
initial state r2 in (d).4.3. PARAMETERIZED PHYSICAL SYSTEM 49
Figure 4.7: System's atomic congurations.
system has the form
H0 = jeihej +
3 X
i=1

i
 
jeihij + jiihej

(4.15)
where  is the real parameter denoting detuning, that is the dierence
between the atomic jii ! jei transition frequency (Figure 4.7). Following
[20] we parameterize the factors 
j in spherical coordinates by means of
8
> <
> :

1 = 
  sin  cos

2 = 
  sin  sin

3 = 
  cos
(4.16)
where the real parameters 0     and 0   < 2 represent elevation
and azimuth respectively.
The process of the excited state decaying to the stable states is Marko-
vian and characterized by decaying rates 
i, i = 1::3. The noise operators
for the Lindblad master equation governing the QDS are given by the atomic
rising operators Li =
p

ijeihij. We want to show that the decoherence-free-
subspace HDFS of the just dened generator and spanned by the orthonor-
mal vectors
(
jd1i =  sinj1i + cosj2i
jd2i = cos(cosj1i + sinj2i)   sinj3i
^
 6= k
 6=

2
+ k
(4.17)
is an attractive subspace for the QDS dynamics3.
In order to do this we rst apply a basis transformation mapping opera-
tors acting on the decomposition jei  j1i  j2i  j3i to operators acting on
3The constraints on  and  are necessary for the DFS to exists and for the set
fjd1i;jd2ig to be a well dened orthonormal basis of HDFS.50 CHAPTER 4. EXAMPLES OF QDS EVOLUTION
HI = HDFS  HR. An orthonormal basis fjr1i;jr2ig of HR can be built by
exploiting the Graham-Schmidt method. We choose jr1i = jei.
In the new basis, we nd by explicit calculation:
^ H =
2
6
6
4
0 0 0 0
0 0 0 0
0 0  
0
0 0 
0 0
3
7
7
5
^ L1 =
2
6 6
4
0 0  
p

1 sin 0
0 0
p

1 cos cos 0
0 0 0 0
0 0
p

1jcos sinj 0
3
7 7
5
^ L2 =
2
6 6
4
0 0
p

2 cos 0
0 0
p

2 cos sin 0
0 0 0 0
0 0
p

2 sgn(cos)sinjsinj 0
3
7 7
5
^ L3 =
2
6
6
4
0 0 0 0
0 0  
p

3 sin 0
0 0 0 0
0 0
p

3 sgn(cos sin)cos 0
3
7 7
5
(4.18)
where 
0 = 
sgn(sincos) and invariance of HDFS is straightforward to
verify by means of Corollary 9.
Recall the denition of HR0 in (3.15). It is not dicult to see that
no choice of parameters  and  satises the relation ker(^ LP;k) = HR 8 k.
Furthermore beside the trivial cases when all the 
i or 
 vanish there is only
one more in which HR becames invariant, namely 
2 = 
3 = 0 ^ (;) =
(=2;). For all other licit choices of the parameters we have:
HR0 =
\
k=1
ker(^ LP;k) = span(jr2i): (4.19)
Now let r2 = jr2ihr2j. Applying the generator to r2 we nd
Lr2 =  i
2
6 6
4
0 0 0 0
0 0 0 0
0 0 0 
0
0 0  
0 0
3
7 7
5: (4.20)
If 
 > 0, L has non trivial support on H?
R0 and by Theorem 8, the subspace
HDFS is attractive. Thus Hamiltonian dynamics are fundamental to ensure
attractivity of the DFS in this case.
We may consider to conduct a modal analysis of the convergence dy-
namics by exploiting Theorem 12 as we did before. This time, however, the4.3. PARAMETERIZED PHYSICAL SYSTEM 51
associated Z matrix has the nontrivial structure
Z =
2
6
6
4
 
P
i 
i  
0i 
0i 0
 
0i  
P
i

i
2 + i 0 
0i

0i 0  
P
i

i
2   i  
0i
P
i 
i

2
i

2 
0i  
0i 0
3
7
7
5: (4.21)
It helps slightly to consider its reduced form Z0 dened in (3.54):
Z0 =
2
6
4
 
P
i 
i 2
0i 0

0i  
P
i

i
2   i  
0i
P
i 
i

2
i

2  2
0i 0
3
7
5; (4.22)
with characteristic polynomial:
Z0(s) = (s +
X
i

i)((s +
X
i

i
2
+ i)s + 2
2)
+ 2
2s   2
X
i

i
2
i:
(4.23)
By evaluating Z0(s) in s = 0 we have:
Z0(0) = 2
X
i

i(
2   
2
i): (4.24)
By recalling (4.16) we nd this last quantity vanishes if either all of the 
i
vanish, or if 
 = 0 or if 
2 = 
3 = 0 ^ (;) = (=2;). For all other licit
choices of the parameters HDFS is attractive by Theorem12, in agreement
with Theorem 8.
We were not able to factorize Z0(s) and thus to give a full parame-
terized characterization of the dynamics. Indeed this might not be possible
symbolically. However graphical methods still have some insight into the
generated attractive dynamics to oer.
In Figure 4.8 we graph the value of z0 as dened in Corollary 3 as a
function of the parameters  and 
 for some xed values of the 
i,  and .
This reveals an interesting behavior related to the Hamiltonian dynamics.
Low coupling 
 as well as high detuning , dramatically slow convergence
independently from the 
i. Indeed we do expect that an higher coupling
gives rise to faster convergence, this is true in particular for states with non
trivial support on HR0, since Hamiltonian dynamics depending on 
 itself
are fundamental to break invariance of the subspace. On the other hand the
dynamics related to detuning might not be so intuitive. Recall the form of
^ H given in (4.18); its spectrum is easily found to be
 ^ H() =

1;2 = 0;3 =
 +
p
2 + 4
2
2
;4 =
  
p
2 + 4
2
2
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Figure 4.8: Convergece bound z0 as a function of the parameters  and 
,
with xed:  = =4,  = 0. 
i  0:3 in (a) and 
i  0:9 in (b).
In in the limit of 
 ! 0 we nd 4 ! 0, and the same holds for  ! 1.
Furthermore the corresponding eigenvector tends to jr2i in each of the two
limits. Thus detuning does act concurrently, in a sense, to the coupling
dynamics by attenuating them in a much similar way than if 
 itself was
decreased.
In Figure 4.9 we the value of scale  while keeping 
i and  xed as be-
fore, to show how dramatic this two parameters eect the dynamics. As 
tends to the critical value of , at which 
2 vanishes and the same happens
for some of the places in the matrices ^ LP;k, convergence dynamics are greatly
slowed down for any choice of  and 
. This marks a very interesting point.
Parameters which do not aect the existence of the attractive subspace like
 or almost don't, like  and , might eect the dynamics in a way that
\practically inhibits" convergence.
At last we observe that in these selected cases and by means of more
extensive numerical simulations, we found that as long the two parameters

 and  remain non \critical", that is they do not bound convergence, and
the 
i are chosen such that 
i = 
 8i, the slowest real mode in the dynamics
approaches 
, uncovering a non trivial symmetry in the QDS. Furthermore
for non critical 
 and  the value z0 is linear with respect to the 
i (Figure
4.10).4.3. PARAMETERIZED PHYSICAL SYSTEM 53
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Figure 4.9: Convergece bound z0 as a function of the parameters  and 
.
We xed: 
i  0:3 and  = =4 and  = 3=4 in (a); 
i  0:9 and  = =4
and  = 3=4 in (b); 
i  0:3,  = =4 and  =  in (c); 
i  0:9,  = =4
and  =  in (d).54 CHAPTER 4. EXAMPLES OF QDS EVOLUTION
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