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We investigate electronic transport through a graphene n-p junction in the quantum Hall effect
regime at high perpendicular magnetic field, when the filling factors in the n-doped and p-doped
regions are fixed to 2 and -2 respectively. We compute numerically the conductance G, the noise
Q and the Fano factor F of the junction when inelastic effects are included along the interface
in a phenomenological way, by means of fictitious voltage probes. Using a scaling approach, we
extract the system coherence length Lφ and describe the full crossover between the coherent limit
(W  Lφ) and the incoherent limit (W  Lφ), W being the interface length. While G saturates at
the value e2/h in the incoherent regime, Q and F are found to vanish exponentially for large length
W . Corrections due to disorder are also investigated. Our results are finally compared to available
experimental data.
PACS numbers: 72.80.Vp 73.23.-b 73.43.-f 73.43.Cd
I. INTRODUCTION
Graphene n-p junctions are a fascinating playground
for the implementation of electron optics experiments.1–5
The possibility to guide charge carriers over several
microns, using snake states,6–9 gate-defined electron
waveguides,10,11 or lensing apparatus12 has attracted
growing interest. In the quantum Hall regime, chiral
edge states provide natural electron beams. Electron-
and hole-like edge channels, which propagate in oppo-
site directions in the n- and p- regions respectively, meet
at the n-p junction and co-propagate along its inter-
face. The co-propagating channels then split toward their
respective regions upon reaching the end of the junc-
tion. In addition to conductance measurements,13–24
shot noise measurements25,26 have demonstrated that a
graphene n-p junction can act as a coherent beam split-
ter of electron-like and hole-like particles. Recently, a
Mach-Zehnder edge-channel interferometer has been im-
plemented in such a device, showing robust conductance
oscillations with very high visibility.27
When the filling factors in the n- and p- parts are tuned
to νn = 2 and νp = −2 respectively, the edge states prop-
agating along the nanoribbon edges are spin degenerate
and valley polarized, while at the n-p interface, valley de-
generacy is preserved and four spin- and valley- degener-
ate channels co-propagate. In this regime, experimental
works13,16,22,23 show that the conductance is quantized
to e2/h, in agreement with theory28 assuming complete
mode mixing along the n-p interface.
The microscopic mechanism at the origin of this mode
mixing is however not clearly established. Numeri-
cal studies investigated the role of on-site disorder29,30
and edge/interface roughness.31–33 Semiclassical snake-
like trajectories at the interface were considered as a pos-
sible source of mode mixing in the clean limit.34,35 The
full quantum calculation reported in Ref.36 for the case
of an ideal clean sample led to another prediction and
pointed out the role of edge boundary conditions con-
trolling the valley isospins of the valley polarized edge
states. Experimental signatures of this effect were re-
cently observed37. Finally, the crossover from the clean36
to the strongly disordered limit28 has been investigated
in Ref.38, still under the hypothesis of coherent trans-
port. On the other hand, shot noise measurements were
also reported in Refs.25,26. In particular, in Ref.26, the
noise has been shown to vanish exponentially with the
interface length. This behavior clearly suggests the ex-
istence of inelastic scattering along the interface, leading
to energy relaxation and decoherence.
In this article, we investigate numerically the effect of
incoherent scattering along the n-p interface. We use fic-
titious voltage probes to model inelastic scattering, as
proposed by Bu¨ttiker in Ref.39. Though this model does
not capture the microscopic origin of inelastic scattering,
e.g. electron-electron or electron-phonon interactions, it
has been used in various contexts (see e.g. Refs.40–44)
and has proven to be an efficient phenomenological tech-
nique for describing incoherent effects. In particular, the
probe model was implemented in Ref.43 to study nu-
merically the interplay between disorder and decoher-
ence effects in the graphene n-p junction at filling factors
(νn, νp) = (2,−2). Our study has some commonalities
with Ref.43 but differs in two main points. First, we
compute not only the conductance G of the graphene
n-p junction, but also the noise Q and its Fano factor
F . In particular, we show that the conductance is not
enough to probe the decoherence processes, making shot
noise a fundamental quantity to unveil the n-p junctions
properties. Second, we use a scaling approach to extract
the coherence length Lφ of the system. This allows us
to encapsulate in a single parameter with clear physi-
cal meaning (Lφ) the complex dependency of G, Q, and
F on various model parameters, notably on the virtual
probe parameters. This approach makes the discussion of
the experimental data much more straightforward. We
study the behavior of G, Q, and F with the interface
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2FIG. 1. (Color online) Sketch of the graphene n-p junction
in the quantum Hall regime (νn, νp) = (2,−2). The (blue)
electron-like and (red) hole-like edge states propagate in op-
posite directions in the n and p part respectively. The in-
coming states at the bottom edge merge when they reach the
n-p junction, then mix along the interface (blue/red dashed
line), and finally split when they reach the top edge. One-
dimensional virtual probes are attached to the sites of the
graphene layer located in the green rectangle of length Lp
and width Wp in the middle of the n-p interface. W denotes
the nanoribbon width.
length expressed in units of Lφ, and eventually compare
our numerical results to the experimental data reported
in Ref.26.
The paper is outlined as follows. In Sec. II, we intro-
duce the scaled tight binding model of the graphene n-p
junction under perpendicular magnetic field, as well as
the probe model. In Sec. III, we explain how the con-
ductance and the noise are calculated in the presence
of the probes. The process of data analysis leading to
the extraction of the coherence length is described in
Sec. IV. The results for the clean junction (without dis-
order) are given in Sec. V, from the coherent to the inco-
herent regimes. Disorder effects are discussed in Sec. VI.
We conclude in Sec. VII.
II. MODEL
We consider a graphene nanoribbon of width W con-
nected to two left and right electronic reservoirs held at
zero temperature. The system is described by the spin-
less tight binding Hamiltonian
H = −
∑
〈i,j〉
teiΦijc†i cj +
∑
i
(Vi − µ)c†i ci . (1)
Twofold spin degeneracy will be restored in the conduc-
tance and noise formula in the next section. c†i and ci
are respectively the electron creation and annihilation
operators at site ri = (xi, yi). The sum
∑
〈i,j〉 is re-
stricted to nearest neighbors. t is the hopping term
and Φij = (e/~)
∫ ri
rj
A.dr is the Peierls phase account-
ing for the presence of the perpendicular magnetic field
B = ∇×A. µ is a constant potential applied everywhere
and Vi = V (ri) is a (gate-defined) step potential,
V (ri) =
Vg
2
[
1 + tanh
(
2xi
l
)]
, (2)
interpolating from 0 in the left part (x < 0) to Vg in the
right part (x > 0), over a characteristic length l.
To save computation time, we consider the scaled
model of graphene with nearest-neighbor hopping term
t = t0/sf and lattice spacing a = sfa0, a0 = 0.142 nm
and t0 = 2.8 eV being the lattice spacing and hopping
term for real graphene, and sf a scaling parameter. It
has been shown in Ref.45 that low energy transport prop-
erties of real graphene can be captured by this scaled
model as long as sf  3t0pi/|Emax|, lB/a0, Emax being
the maximal energy of interest and lB =
√
~/(eB) the
magnetic length.
To mimic decoherence, we add fictitious voltage probes
as follows. In a rectangular region of width Wp and
length Lp centered around x = 0 (see Fig.1), each site
of the graphene layer is attached to a semi-infinite one-
dimensional chain – a probe – with zero on-site energy
and nearest-neighbor hopping term t. We note46 tp/sf
the hopping term between the site in the graphene layer
and the neighbor site in the chain. At the reference en-
ergy E = 0 at which transport is investigated in the
following, the self-energy of a probe is purely imaginary
and reads Σp = −it2p/t/s2f . Note that for computational
reasons, we also consider the situation where only a fi-
nite fraction αp of carbon atoms in the Wp×Lp rectangle,
chosen randomly, are effectively attached to probes. We
will see in Sec. IV that the choice of αp is physically ir-
relevant.
Throughout the paper, we take sf = 10, B = 10 T,
µ = 0.05 eV and Vg = 0.11 eV. Since the energy gap be-
tween the zero-th and first Landau level is of the order
of 0.1 eV for this value of B, the filling factors in the n
and p regions are νn = 2 and νp = −2 respectively. The
length scale of the n-p junction47 is fixed to l = 5 nm
& a and the length Lp of the region where probes are
attached is fixed to Lp = 30 nm & lB ≈ 8.2 nm to cover
(along the x-direction) the spatially superimposed inter-
face states centered around x = 0. In most cases, the
width of the graphene ribbon is fixed to W ≈ 160 nm
while Wp is varied. In the following, we denote the num-
ber of hexagons across the ribbon byN . Under the zigzag
[armchair] boundary condition, W is related to N by
W = (3N + 1)a/2 [W = N√3a].
III. CONDUCTANCE AND NOISE
CALCULATION IN THE PRESENCE OF THE
PROBES
The total system made of the graphene layer con-
nected to the left and right leads L and R and the
probes p = 1, ..., Np is supposed to be phase coherent.
We describe its transport properties within the stan-
dard Landauer-Bu¨ttiker formalism.48 To introduce in-
3elastic scattering, we follow the approach introduced by
Bu¨ttiker in Ref.39 and reviewed in Ref.49. We impose the
current Ip flowing through each fictitious probe p to be
zero: an electron that comes out into the lead p is even-
tually absorbed in the reservoir and has to be replaced
by another electron injected from the lead p. Since the
phases and the energies of the two electrons are uncor-
related, inelastic decoherence effects are induced in the
system. Thereby, the coherent problem with Np+2 reser-
voirs reduces to an effective incoherent problem with only
two left and right reservoirs.
We work at zero temperature and investigate trans-
port through the graphene layer around the Fermi en-
ergy EF = 0. Without loss of generality, we assume
that a small voltage bias V/2 is applied on the left lead
L and −V/2 on the right lead R. This generates elec-
tric currents Iα flowing from the leads α (α = L,R or
p = 1, ..., Np). To compute the conductance of the effec-
tive two-terminal problem, it is enough to impose a zero
average current 〈Ip〉 = 0 in all probes p. Therefore, in
virtue of current conservation, 〈IL〉 = −〈IR〉. From the
condition 〈Ip〉 = 0, we find the voltages Vp. In practice,
this requires to solve the linear system
〈Ip〉 = −
∑
q∈P
ApqVq +Bp = 0 ∀ p ∈ P (3)
where P = {1, ..., Np}, App = Tpp − 1, Apq = Tpq if
p 6= q and Bp = (TpR − TpL)V/2. Here Tαβ denotes the
transmission probabilities from the lead β to the lead α
(or reflection probabilities if α = β). They are calculated
with the KWANT software (see Ref.50 and footnote51).
The conductance G = 〈IL〉 /V follows immediately
G =
2e2
h
TLR + ∑
p∈P
TLp
(
1
2
− Vp
V
) . (4)
The factor 2 in Eq.(4) accounts for the spin degeneracy.
Let us proceed with the noise calculation. We now
impose49,52 that the currents Ip(t) in the probes van-
ish at each instant of time t. The voltages Vp(t) at the
probes become fluctuating and are assumed to adjust in-
stantaneously to ensure that Ip(t) = 0. This is justified
as long as transport properties are investigated at low
frequency52. To compute the noise, we first write the
currents as
IL(t) = TLRV +
∑
p∈P
TLp
(
V
2
− Vp(t)
)
+ δIL(t) (5)
IR(t) = −TRLV −
∑
p∈P
TRp
(
V
2
+ Vp(t)
)
+ δIR(t) (6)
Ip(t) = −
∑
q∈P
ApqVq(t) +Bp + δIp(t) ∀ p ∈ P (7)
and introduce thereby the current fluctuations δIL, δIR
and δIp (p ∈ P). Each of them is zero on average and
the two point correlators
Pαβ ≡ 2
∫
dt 〈δIα(t)δIβ(0)〉 (8)
are given at zero temperature by the formula49,53
Pαβ =
2e2
h
∑
i 6=j
∫
dE
{
Tr
[
S†αiSαjS
†
βjSβi
]
× [fi(1− fj) + fj(1− fi)]
}
.
(9)
Note that Eqs. (8) and (9) are valid for all leads α and
β (the probes and the left and right leads). Also, the
sum in Eq. (9) runs over all leads. fi(E) = θ(µi − E) is
the zero temperature Fermi distribution of the reservoir
i with µL = eV/2, µR = −eV/2 and µp = e 〈Vp〉 for
the probes p. Sαj denotes the scattering matrix element
from the lead j to the lead α. We use the KWANT soft-
ware50 to compute the scattering matrix S at the Fermi
energy EF = 0 and perform the energy integral in Eq.(9)
upon neglecting the energy dependency of S around EF
(S(E) ≈ S(0)). Thus we compute the correlators Pαβ .
We now introduce the two-terminal zero-frequency
noise Qαβ defined for α, β = L or R as
Qαβ ≡ 2
∫
dt 〈∆Iα(t)∆Iβ(0)〉 (10)
where ∆Iα(t) ≡ Iα(t)−〈Iα〉 denotes the current fluctua-
tions. Since Ip(t) = 0 in probes p, ∆IL(t) + ∆IR(t) = 0.
Therefore, QLL = QRR = −QLR = −QRL. To compute
e.g. QLL, we write (using Eq.(5))
∆IL(t) = −
∑
p∈P
TLp ∆Vp(t) + δIL(t) (11)
and express the voltage fluctuations ∆Vp(t) ≡ Vp(t) −
〈Vp〉 as
∆Vp(t) =
∑
q∈P
A−1pq δIq(t) ∀ p ∈ P (12)
by imposing the condition Ip(t) = 0 in Eq.(7). Finally,
we deduce from Eqs.(8) and (10)-(12)
QLL =
∑
p,p˜,q,q˜∈P
TLp TLp˜A
−1
pq A
−1
p˜q˜ Pqq˜
−2
∑
p,q∈P
TLpA
−1
pq PqL + PLL .
(13)
Hereafter, we note Q ≡ QLL and express the noise Q in
units of Q0 ≡ 2e3V/h. The conductance G is given in
units of G0 ≡ 2e2/h. We also compute the dimensionless
Fano factor F ≡ Q/(2eGV ) = (Q/Q0)/(2G/G0).
IV. SCALING APPROACH
To investigate decoherence effects on the conductance
G and the noise Q of the graphene n-p junction, we need
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FIG. 2. (Color online) (Left panel) Ginc/G as a function of the
width Wp for different values of the system-probe coupling tp
(tp = 0.1 (#), 0.2 (), 0.3 (3), 0.5 (∗), 0.7 (O), 1 (.), 1.2 (/),
1.5 (×), and 1.7 eV (4)). Lines are guides to the eye. We took
αp = 1 and zigzag edges with N = 74 (i.e. W = 158.33 nm).
(Right panel) Same data after rescaling along the x-axis. The
dependence on tp of the scaling parameter Lφ(tp) is given in
the inset. The red line is a fit Lφ = 3.1/t
2.1
p .
to compute the two quantities for different values of the
width Wp and of the hopping term tp (introduced in
Sec. II). To analyze our data, we use a scaling procedure
illustrated in Fig.2. We consider the incoherent contri-
bution Ginc to the total conductance G. It corresponds
to electrons that flow indirectly from the left lead to the
right one via the probes. Ginc is given by the second
term in the right hand side of Eq. (4). As shown in the
left panel of Fig.2, the ratio Ginc/G increases when the
coupling tp to the probes is increased or when the re-
gion covered by the probes is made larger (by increasing
Wp). In the right panel of Fig.2, we show that the curves
of Ginc/G versus Wp for different tp can all be superim-
posed on top of each other if for each tp, one rescales by
hand the x-axis Wp to Wp/Lφ(tp). The extracted scal-
ing parameter Lφ(tp) can be interpreted as the coherence
length of the system.54 It is defined up to a multiplica-
tive constant depending on the curve we choose as the
reference for rescaling the other curves. We have taken
Lφ = 1 nm for tp = 1.7 eV in Fig.2.
A closer look at the right panel of Fig.2 reveals that
the scaling actually breaks down when Wp approaches W
(see e.g. the green diamonds). This is due to the fact that
when Wp ≈W , the probes are attached up to the extrem-
ities of the n-p interface and therefore modify scattering
processes at the top and bottom corners of width ∼ lB
where edge and interface modes meet. We have checked
that the discrepancy fades out for large W ≈ Wp when
the contribution of this corner effect becomes negligible.
We now turn to the study of the conductance G and
the noise Q. In continuity with the previous remark, we
first note from Fig.3 that G and Q are independent of
W ≥ Wp or in other words do not depend on the length
W −Wp of the interface region not covered by probes.
Finite size effects (originating from the corner effect dis-
cussed just before) are nevertheless visible at small W
when Wp ≈ W . This is the reason why hereafter, we
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FIG. 3. (Color online) Conductance G/G0 (left) and noise
Q/Q0 (right) as a function of Wp for different widths W =
(3N + 1)a/2 of a zigzag nanoribbon (N = 26 (striped sym-
bols), 56 (full symbols), and 74 (empty symbols)). Data are
plotted with αp = 1 for tp = 0.2 (), 0.7 (O), and 1.7 eV (4).
Finite size effects in W are visible when Wp ≈W .
investigate the dependency on the interface length by
varying Wp at fixed W  Wp. Then, we show in Fig.4
that the coherence lengths Lφ(tp) extracted previously
by rescaling the curves of Ginc/G can also be used to
rescale in the same way the curves of G and Q. Actually,
this scaling procedure also works if the magnetic field B
is varied and Lφ is made B-dependent. This also holds
for the probe filling rate αp. Thus, we find in the end
that
A (W,Wp, tp, αp, B) = A
(
Wp
Lφ(tp, αp, B)
)
(14)
for A = Ginc/G, G, Q or F . This is true up to the
(small) finite size effects mentioned above. Eq. (14) tells
us that the entire curves A(Wp/Lφ) can be determined
by varying either Wp or one of the parameters tp, αp or
B. To be more precise, B can only be varied in a small
range of values to preserve the condition sf  lB/a0 (see
Sec.II) and to remain in the regime where νn = 2 and
νp = −2. Hence, varying B only give us access to a small
part of the curves A(Wp/Lφ) if all other parameters are
fixed. Besides, taking αp < 1 would require in principle
to average over the different spatial distribution of the
probes in the probe region. To avoid this time-consuming
step, we only consider values 0.25 ≤ αp ≤ 1 for which the
variations of A from one probe configuration to another is
negligible. Apart from these technical considerations, our
scaling approach summarized by Eq. (14) results in the
elimination of the parameters tp and αp of the fictitious
probe model, by encapsulating them in the coherence
length Lφ. This allows us to bridge the gap between our
model and the realistic problem and eventually to study
how the quantities G, Q and F behave when the length
of the graphene n-p interface is varied with respect to the
system coherence length.
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FIG. 4. (Color online) (Left panel) Conductance G/G0 (top)
and noise Q/Q0 (bottom) as a function of the width Wp for
different values of the system-probe coupling tp (tp = 0.1 (#),
0.2 (), 0.3 (3), 0.5 (∗), 0.7 (O), 1 (.), 1.2 (/), 1.5 (×), and
1.7 eV (4)). Lines are guides to the eye. We took αp = 1
and zigzag edges with N = 74 (i.e. W = 158.33 nm). (Right
panel) Same data plotted as a function of Wp/Lφ using the
scaling parameter Lφ(tp) extracted in Fig.2. All G data turn
out to collapse on one single curve. This also holds for Q.
V. RESULTS WITHOUT DISORDER
The conductance G of the graphene n-p junction in the
regime (νn, νp) = (2,−2) has been calculated in Ref.36 in
the clean and coherent limit. In the case of ribbons with
armchair edges, G turns out to depend on the number N
of hexagons across the ribbon modulo three and on the
parameters Vg, µ, and B (defined in Sec.II). In the limit
of large Vg−µ (but still in the regime (νn, νp) = (2,−2)),
G/G0 → 1 ifN mod 3 = 2 and G/G0 → 0.25 otherwise.55
For intermediate Vg − µ, G/G0 values for N mod 3 = 0
and 1 are different but average out at 0.25 approximately.
In the case of zigzag edges, it is found that G = 0 if
N is odd while G = G0 if N is even, independently of
other parameters as long as (νn, νp) = (2,−2). In the
following, we will consider five kinds of edges: (i) zigzag
edges with even N (labeled zigzag A), (ii) zigzag edges
with odd N (labeled zigzag B), (iii) armchair edges with
N mod 3 = 2 (labeled armchair A), (iv) armchair edges
withN mod 3 = 1 (labeled armchair B), and (v) armchair
edges with N mod 3 = 0 (labeled armchair C).
In Fig.5(a), we have plotted for each of the five types
of edges the conductance G of the clean n-p junction as
a function of Wp/Lφ following the approach described
in Sec. III and Sec. IV. Let us first discuss our results in
the coherent limit (Wp/Lφ  1). When zigzag edges
are considered, we find that G = G0 for even N (zigzag
A) and G = 0 for odd N (zigzag B), in agreement with
Refs.36,56. In the case of armchair edges, G is determined
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FIG. 5. (Color online) Main panels: Conductance G/G0 (a),
noise Q/Q0 (b) and Fano factor F (c) of the clean junction as
a function of Wp/Lφ, for different kinds of edges (zigzag A,
N = 74 (×); zigzag B, N = 75 (4); armchair A, N = 65 ();
armchair B, N = 64 (#); and armchair C, N = 66 (u)). Each
curve has been obtained with αp = 0.25, by varying Wp from
10 to 150 nm and tp from 0.01 to 1.7 eV, upon rescaling data
using Lφ(tp) as explained in Sec. IV. The black dots in (c)
correspond to experimental data issued from Ref.26. Vertical
error bars are the experimental ones. Horizontal error bars are
due to the mapping from the experimental to the numerical
units along the x-axis (see text). Insets: same data with x-
axis in log-scale.
6by our choice of Vg, µ, and B parameters (fixed at the end
of Sec.II). We find G/G0 ≈ 0.93 for armchair A edges,
G/G0 ≈ 0.075 for armchair B edges and G/G0 ≈ 0.49
for armchair C edges: Qualitatively, G/G0 is close to 1
for armchair A edges and the average value of the other
two values of G/G0 for armchair B and C edges is close
to 0.25.57 This qualitative statement remains true for an-
other choice of Vg, µ, and B parameters even though the
values of the conductance for the three armchair cases
are modified. This is consistent with Fig.5 of Ref.36.
When Wp/Lφ is increased, the edge-dependent fea-
tures diminish and eventually in the incoherent limit
(Wp/Lφ  1), we recoverG = G0/2 for all kinds of edges.
This corresponds to the conductance plateau measured
experimentally13,16,22,23 when (νn, νp) = (2,−2). This
value also coincides with the original theoretical predic-
tion of Abanin and Levitov28, rederived in Refs.29,38 and
confirmed by various numerical works29–33,43 using dif-
ferent disorder models.58 However, the fact that various
models lead to the same prediction does not allow us to
identify the relevant physical mechanisms in play in ex-
periments. This is the reason why we also study hereafter
the noise Q of the n-p junction.
The plots yielding Q as a function of Wp/Lφ are shown
in Fig.5(b). In the coherent limit (Wp/Lφ  1), our data
are in perfect agreement with the zero temperature shot
noise formula53,59
Q
Q0
= 2
G
G0
(
1− G
G0
)
(15)
using the values of G/G0 computed in Fig.5(a) for
Wp/Lφ  1. In the opposite limit (Wp/Lφ  1), the
noise Q is found to vanish in all cases. This feature is
consistent with the experimental observation of a sup-
pressed shot noise for long interface lengths 26 and cannot
be reproduced with a coherent disordered model.38 It is a
signature of incoherent mixing between interface modes
which proves to play a crucial role in experiments.26 Fur-
ther analysis of the curves Q(Wp/Lφ) at large Wp/Lφ up
to 35 shows us that the noise Q decreases exponentially
with Wp/Lφ. Besides, we note that the curves Q(Wp/Lφ)
are identical whether zigzag A or zigzag B edges are con-
sidered. The (quasi) superposition of the curves for arm-
chair A and armchair B edges is however a coincidence
due to the choice of Vg, µ, and B parameters.
Finally, we show in Fig.5(c) our numerical results for
the Fano factor F , together with the experimental data
reported in Fig.3b of Ref.26. In this paper, F was mea-
sured at a temperature 4.2 K for different lengths W of
the n-p interface ranging from 5 to 100 microns. For
each length W , measurements were repeated for dif-
ferent values of the magnetic field (around B = 10 T)
and for different values of Vg so as to remain in the
regime (νn, νp) = (2,−2). Then, for each W , the mean
value 〈F 〉 of the Fano factor and its standard deviation
σF = (
〈
F 2
〉−〈F 〉2)1/2 were extracted (by averaging over
different values of B and Vg). They are shown by black
dots and vertical error bars in Fig.5(c). The coherence
length lφ ≈ 15µm was finally estimated with an ex-
ponential fit 〈F 〉 (W ) ∼ exp(−W/lφ). The comparison
between numerical data and experimental ones is hin-
dered by the fact that the numerical coherence length Lφ
is defined up to a multiplicative constant (see Sec. IV).
We proceed as follows. We fit the numerical Fano fac-
tor as F ∼ exp(−Wp/(cLφ)) at large Wp/Lφ and find
c ≈ 2.7±0.3. Identifying60 W with Wp, we get lφ = cLφ.
The experimental values 〈F 〉 (W ) with their vertical error
bars (standard deviations) are finally plotted in Fig.5(c)
as a function of Wc/lφ using lφ ≈ 15 ± 3µm. The hor-
izontal error bars account for the rough estimations of
lφ and c. This procedure – though not very accurate –
avoids using any adjustable parameter. However, it has
to be stressed that the numerical data shown in Fig.5(c)
correspond to clean graphene ribbons with clean edges
at given B and Vg parameters, while the nature of the
ribbon edges in the experimental samples, as well as the
amount of disorder, are not identified and measurements
are extracted for various values of B and Vg. The main
conclusion of Fig.5(c) is the fact that numerical data
which include inelastic effects reproduce qualitatively the
exponential decay of the Fano Factor observed experi-
mentally for long interfaces. Besides, the discrepancy be-
tween numerical and experimental data for small Wp/Lφ
hints at the role of disorder 61 in Ref.26 (at the edges or
along the n-p interface). The interplay between disorder
and inelastic effects will be discussed in the next section.
It is also noteworthy that in Ref.26, experimental data
were analyzed as being consistent with the prediction 28
F = 1/4 in the limit Wp/Lφ → 0 while our numerical
data strongly differ from this prediction. The difference
arises from the fact that we use a different approach than
the one considered in Ref.28. Indeed, we solve the quan-
tum problem upon taking into account inelastic scatter-
ing processes while F = 1/4 was derived in Ref.28 as-
suming incoherent and quasielastic mixing between the
interface modes, within a semiclassical approximation.
VI. DISORDER EFFECTS
In this section, we study how the previous results are
modified in the presence of disorder along the n-p inter-
face. To mimic disorder, we use the Anderson model i.e.
we add to the Hamiltonian H given in Eq.(1) a term
Hdis =
∑
i
εi c
†
i ci (16)
where εi are random numbers uniformly distributed in
the interval62 [−Vdis/sf/2, Vdis/sf/2]. The sum over i
is restricted to the sites of the graphene layer which are
located along the n-p interface in a rectangle of length
Ld and width Wd (Ld and Wd are defined similarly to Lp
and Wp, see Fig.1). In the following, we take Wd = W
and Ld = Lp = 30 nm.
We show in Fig.6 the histograms of conductance, noise
and Fano factor values established by considering many
70 0,25 0,5 0,75 1
G / G0
0
1
2
3
H
ist
og
ra
m
s
0 0,1 0,2 0,3 0,4 0,5
Q / Q0
0
2
4
6
8
10
12
0 0,25 0,5 0,75 1
F
0
2
4
6
8
(a) (b) (c)
FIG. 6. (Color online) Normalized histograms of G/G0 (a),
Q/Q0 (b) and F (c) values, for Wp/Lφ = 0 (in black, coherent
case, tp = 0) and for Wp/Lφ ≈ 1.7 (in red, tp = 0.75 eV, Wp =
40 nm). Each histogram is constructed from 4000 disorder
configurations at fixed Vdis = 2 t0. The thick black line in
panel (b) corresponds to y =
∫ x+δ/2
x−δ/2 du/
√
1− 2u/δ, δ being
the histogram bin width. The nanoribbon edges are of zigzag
A type with N = 74 and αp = 0.25.
disorder configurations at a fixed disorder amplitude Vdis.
We compare the histograms in the coherent case (without
probes) to the ones obtained when incoherent processes
are included. In accordance with Ref.43, we find that
G/G0 is uniformly distributed between 0 and 1 in the
coherent regime and that fluctuations are much reduced
in the incoherent case. Concerning noise, it is straight-
forward in the coherent limit that,63 if the conductance
distribution is pG(G/G0) = 1, then the noise distribu-
tion is pQ(Q/Q0) = 1/
√
1− 2Q/Q0 and the Fano fac-
tor distribution is pF (F ) = 1 in virtue of Eq.(15). We
check in Fig.6 it is indeed the case and we show that on
the contrary the histograms are peaked in the incoher-
ent regime. The deeper one enters the incoherent regime
(i.e. the larger Wp/Lφ is), the smaller the widths of the
histograms are (data not shown).
Hereafter, we focus on the mean values 〈G〉, 〈Q〉 and
〈F 〉 = G0
2Q0
〈
Q
G
〉
(17)
〈〈F 〉〉 = G0
2Q0
〈Q〉
〈G〉 . (18)
Both quantities for the Fano factor have been discussed
in the theoretical literature28,29,38 while experimentally
(in Ref.26), only 〈F 〉 data are shown. Note that 〈F 〉 and
〈〈F 〉〉 tend to equal each other in the incoherent limit,
when fluctuations from one disorder configuration to the
other are strongly suppressed. In practice, we average
our data over a few dozens of disorder configurations for
small Vdis and large Wp/Lφ, and up to 8000 disorder
configurations in the opposite case.
In Fig.7, we show how the curves of 〈G〉, 〈Q〉, 〈F 〉, and
〈〈F 〉〉 versus Wp/Lφ deviate from the clean limit when
the disorder amplitude is increased. For each quantity,
we find that our data obtained for different Wp and tp
keep falling onto one single curve at finite Vdis, when
they are plotted as a function of Wp/Lφ. Here we used
the same set Lφ(tp) as before i.e the one extracted with-
out disorder by rescaling the curves Ginc/G (see Sec. IV).
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FIG. 7. (Color online) Averaged 〈G/G0〉 (a), 〈Q/Q0〉 (b), 〈F 〉
(c), and 〈〈F 〉〉 (d) of the disordered junction as a function of
Wp/Lφ. Data are plotted for different disorder amplitudes
(Vdis = 0 (×), 0.1 t0 (•), 0.5 t0 (), t0 (u), 2 t0 (+), and 6 t0
(4)). Each curve has been obtained with αp = 0.25, by vary-
ing Wp from 10 to 60 nm and tp from 0.01 to 1.7 eV, upon
rescaling data using the set Lφ(tp) extracted in the clean case.
The nanoribbon edges are of zigzag A type in all cases and
N = 74. Error bars on the mean values are smaller than
symbol size.
This is justified by the fact that disorder is not a source
of decoherence. We note however that the scaling breaks
down at large disorder amplitudes (see the orange trian-
gles in Fig.7(b)). Besides, Fig.7 reveals the existence of
a finite range of disorder amplitudes in which the curves
are (almost) independent of Vdis. To study the conver-
gence of the curves with disorder, we plot in Fig.8 〈G〉,
〈Q〉, 〈F 〉, and 〈〈F 〉〉 as a function of Vdis for three partic-
ular values of Wp/Lφ. In the coherent limit (tp = 0), the
quantities are found to saturate with Vdis in the interval
≈ [t0, 4 t0]. In this disorder range, we find plateaus at
values
〈G〉 = G0/2 (19)
〈Q〉 = Q0/3 (20)
〈F 〉 = 1/2 (21)
〈〈F 〉〉 = 1/3 (22)
which coincide with the analytical and numerical predic-
tions reported in the literature for the coherent disor-
dered n-p junction (respectively in Refs.29,30,38, Ref.29,
Ref.38 and Refs.29,38). Those values are independent
of the choice of B, Vg and µ parameters in the bipo-
lar regime (νn, νp) = (2,−2). We find that the conduc-
tance plateau survives in the incoherent regime while the
other plateaus for 〈Q〉, 〈F 〉, and 〈〈F 〉〉 get destroyed.
New well-defined plateaus emerge at large Wp/Lφ for
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FIG. 8. (Color online) Averaged 〈G/G0〉 (a), 〈Q/Q0〉 (b), 〈F 〉
(c), and 〈〈F 〉〉 (d) of the disordered junction as a function of
Vdis/t0. Data are plotted for different tp (tp = 0 (•), 1 eV
(), and 1.7 eV (N)) with αp = 0.25 and Wp = 40 nm i.e.
Wp/Lφ = 0, 3.25 and 9.3 respectively. The nanoribbon edges
are of zigzag A type in all cases and N = 74. Error bars
on the mean values are smaller than symbol size. Lines are
guides to the eye.
Vdis . 2 t0. At intermediate values of Wp/Lφ, there is
no clear plateau (except in a very narrow range of dis-
order) but the variations of 〈Q〉, 〈F 〉, and 〈〈F 〉〉 remain
small as long as Vdis . 2 t0. Note that data shown in
Figs.7 and 8 correspond to a graphene nanoribbon with
zigzag A edges. When other edges are considered, similar
curves are obtained but disorder intervals corresponding
to plateaus are different.
The above analysis shows us that the curves of 〈G〉,
〈Q〉, 〈F 〉, and 〈〈F 〉〉 versus Wp/Lφ approximately con-
verge with respect to disorder in an intermediate disor-
der range. In Fig.9, we fix the disorder amplitude to the
value Vdis = 2 t0 for which convergence is reached for
the five types of nanoribbon edges discussed until now.
Fig.9 can be seen as the disordered counterpart of Fig.5.
As expected, we find that the role of zigzag or armchair
boundary conditions becomes irrelevant. Moreover, we
find that experimental data 26 for 〈F 〉 fall into the inco-
herent regime (Wp/Lφ & 1) where 〈F 〉 ≈ 〈〈F 〉〉. The
comparison between numerical and experimental data of
the Fano factor displays a good agreement. Let us stress
that black dots and vertical error bars in Figs.9(c) and
(d) correspond respectively to the experimental evalua-
tion of the mean values 〈F 〉 and of the standard devia-
tions σF = (
〈
F 2
〉−〈F 〉2)1/2 obtained in Ref.26 by varying
B and Vg parameters upon keeping (νn, νp) = (2,−2). It
can be argued that the variation of B and Vg modifies the
disordered potential seen by the electronic states so that
it is meaningful to compare our numerical data generated
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FIG. 9. (Color online) Averaged 〈G/G0〉 (a), 〈Q/Q0〉 (b), 〈F 〉
(c), and 〈〈F 〉〉 (d) as a function of Wp/Lφ, for fixed Vdis = 2t0
and different kinds of edges (zigzag A, N = 74 (×); zigzag B,
N = 75 (4); armchair A, N = 65 (); armchair B, N = 64
(#); and armchair C, N = 66 (u)). Each curve has been
obtained with αp = 0.25, by varying Wp from 10 to 60 nm
and tp from 0.01 to 1.7 eV, upon rescaling data using the set
Lφ(tp) extracted in the clean case. Error bars on the mean
values are smaller than symbol size. The black dots in panels
(c) and (d) correspond to the experimental data26 also shown
in Fig.5(c). Inset in (c): standard deviation σF of the Fano
factor as a function of Wp/Lφ.
for various disorder configurations with the experimental
data. In the inset of Fig.9 (c), we also provide a compar-
ison of the numerical and experimental 26 evaluations of
σF and find a good agreement between both within hor-
izontal error bars.64 Thus, the model including disorder
and inelastic effects proves to account within data accu-
racy for the experimental mean values and fluctuations
of the Fano factor measured in Ref.26.
VII. CONCLUSION
Using fictitious voltage probes, we investigated the ef-
fect of inelastic scattering on electronic transport across
a graphene n-p junction in the quantum Hall effect
regime. We computed the conductance G, the noise Q,
and the Fano factor F of the junction at filling factors
(νn, νp) = (2,−2). In the coherent limit, the three quan-
tities are found to depend on the edge boundary condi-
tions in accordance with analytical predictions reported
in Ref.36. In the opposite incoherent limit, for long in-
terface lengths, the choice of nanoribbon edges becomes
irrelevant. We provided the numerical curves describing
the behavior of G, Q and F between those two limits.
In the incoherent regime, we recover the experimen-
9tal conductance plateau at e2/h predicted in the sem-
inal work of Abanin and Levitov28 and reproduced in
various studies,29–33,38 notably by a numerical approach
similar to ours.43 Our main result concerns the behav-
ior of the noise and the Fano factor as a function of
the interface length. Contrary to the conductance which
saturates when the interface length is increased above
the system coherence length, Q and F are found to
be exponentially suppressed. The inclusion of disorder
induces marginal corrections in the incoherent regime
while it tends to suppress edge effects in the coherent
regime. We compared our numerical results to experi-
mental data 26 and found a semi-quantitative agreement
without adjustable parameter, demonstrating the crucial
contribution of incoherent processes to interface mode
mixing. The role of disorder in graphene samples was also
discussed and we reproduced with a disordered model
Fano factor fluctuations measured in Ref.26. Our work
motivates further experimental studies investigating the
crossover from the quantum coherent regime to the in-
coherent one. This would require additional data for
shorter interface lengths and cleaner samples (e.g. in
boron nitride encapsulated graphene layers).
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