This thesis provides a case study on how the wind direction plays an important role in the amount of rainfall, in the village of Somió. The primary goal is to illustrate how a meta-analysis, together with circular data analytic methods, helps in analyzing certain environmental issues. The existing GLS meta-analysis combines the merits of usual meta-analysis that yields a better precision and also accounts for covariance among coe cients. But, it is quite limited since information about the covariance among coe cients is not utilized. Hence, in my proposed meta-analysis, I take the correlations between adjacent studies into account when employing the GLS meta-analysis. Besides, I also fit a time series linear-circular regression as a comparable model. By comparing the confidence intervals of parameter estimates, covariance matrix, AIC, BIC and p-values, I discuss an improvement on the GLS meta analysis model in its application to forecasting problem in Environmental study.
Introduction
Climate can be influenced by many variables like wind direction, humidity,
SO
2 or temperature, but most studies investigated by climatology focus on wind direction and related variables [4] such as rainfall amount. A non-parametric method introduced in [3] summarizes that rainfall amount is particularly influenced by wind direction. Motivated by the paper, my goal of this study is to step further and try to model it with a parametric approach in order to determine an association between wind direction and amount of rainfall.
Di↵erently from linear variables, it worth noting that wind direction is a circular variable, which arises when we measure it in the form of angle. Since it is presented as a point on the circumference of the unit circle, it should be dealt quite di↵erently from usual statistical analysis, called Circular Statistics [8] . Also bearing in mind the nature of a time series, some backgrounds on time series [11] is needed, as long as some knowledge about linear-circular regression [7] [6] , where a linear-circular regression refers to a regression with a linear dependent variable and a circular independent variable.
In this thesis, I use a meta-analysis on a linear-circular regression, whose main goal is to provide an estimated overall e↵ect by combining the results from related small studies. A prevalent practice in recent years in a meta-analysis is the rationale for summarizing regression coe cients. A meta-analysis yields a better precision of regression coe cient estimates than the usual linear-regression coe cient estimates in each small study. In [1] , the authors briefly review several existing approaches in meta-analysis and point out the complexities and potential problems in synthesizing coe cients from regression models.
The synthesis of regression coe cients is very di cult for several reasons including nonequivalence of the matrix for the predictors and outcomes across studies, very diverse models across studies and lack of information of raw data. First, considering that Y should be measured similarly across studies is very important, because the raw regression coe cients in each study depends on the scales of that predictor and the outcome. For two-scale coe cients to be comparable across studies, the scales of X and Y must be the same (or proportional). Another problematic assumption is that focal X should be measured similarly across studies. When the index of study results is an elasticity and represents proportional change in X and Y (commonly in economics, such as inflation), the scale of X may not be critical.
Apart from strict measurements, there also exists limitations for existing methods, the article [5] used direct and simple summaries of slopes. By using ordinary least square (OLS) regression analysis for a dummy variable that represented union membership to predict low wage between union and non-union workers, they didn't acknowledge that the errors in their model were likely to be heteroscedastic. This method focuses on a single focal coe cient, while ignores dependence and precision of coe cients. In addition, the weighted least squares (WLS) approach was proposed in [2] . Its method combines slopes by using weights after estimating slopes in each study using method like ordinary least square. The strength of weighted least square approach is that it is relatively simple and has ability to handle regression slopes in which the coe cients are varying. But the weakness is the same as the simple summaries of slopes that it ignores dependence of coe cients.
In [1] , the authors presented a new approach based on generalized least square (GLS) estimation of the synthesis of regression coe cients and outcomes, since previous existing methods ignore dependence among coe cients and the inherent precision of coe cients across studies. It combines the merits in previous metaanalysis and also accounts for covariance among coe cients. An overview of the use of the GLS is given in Chapter 3.
In my proposed model, I employ 12 months as small studies in 240 monthly time series. After confirming a significant association between rainfall amount and wind direction, I combine the results of 12 month studies consisted of 20 years data, in order to determine an overall linear relationship between rainfall and wind direction.
When calculating the overall e↵ect of wind direction on rainfall amount, the metaanalysis proposed in [1] did not consider a possible correlation between adjacent studies, and treated them as independent studies which may threaten the validity of the resulting conclusions. In this thesis, I claim that a meta-analysis that assumes independence of studies has a limitation due to an apparent dependent structure present among related small studies. Hence, in the proposed meta-analysis, a new form of covariance matrix is utilized, where the correlations between adjacent studies are taken into account and GLS method is employed.
Additionally, given the nature that the rainfall data form a monthly time series of successive measurements made over twenty years, I also fit a time series linear-circular regression of rainfall amount (linear) on wind direction (circular), and include in a comparison study as a comparable model with the proposed and existing meta-analysis models. Autoregressive moving average (ARMA) model is considered for the dataset.
My thesis is organized as follows. In Chapter 2, data preparation is given along with data description. In Chapter 3, I provide a review of the existing methods in meta-analysis. In Chapter 4, I propose an improved model from the existing model.
In Chapter 5, I build the regression model using both existing and proposed models.
The results show some di↵erences and similarities. In Chapter 6 and Chapter 7, I discuss the results from the three models: proposed GLS model, existing GLS model, and time series linear-circular regression model, where I also summarize their main strengths and limitations. Due to what I am interested in is the wind direction when orographic rain is produced, I select the data from the rainy days only and calculate the monthly average of the amount of rainfall, as well as the circular mean of wind direction in each month. The circular mean of wind direction is calculated in the following way [8] .
Data Preparation
Consider a random sample of circular observations of size n, denote ✓ 1 , . . . , ✓ n . Then, we obtain
where arctan ⇤ is quadrant specific as shown below, and✓ denote the circular mean.
arctan ( In Figure 2 .3, it is shown that the density plot of the monthly average of rainfall amount is skewed to the right. In order to meet the assumption that the errors follow a normal distribution, a log 10 -transform is applied to the monthly average of rainfall amount. A more normal looking of the density plot of rainfall amount after log 10 -transform is shown in Figure 2 .4. 
Linear-Circular Association
Following the logic of Spearman's rank correlation coe cient [10] , Mardia proposed a rank-based analogue [9] , where x 0 j s and ✓ 0 j s are replaced by their ranks and uniform scores, respectively. Although ranks are not well defined on a circle, the rank correlation measure is origin-invariant and provides a useful measure.
To calculate the correlation coe cient, the original data vector, x 1 , . . . , x n , are first reordered by
, where x (i) is the i th largest value among x 1 , . . . , x n , i = 1, . . . , n. Next, the uniform scores of the associated ✓ i are computed, which is given by 2⇡r 
where
A test of independence based on U n rejects the independence of linear and circular variables, if the observed value of U n is large compared to the percentiles of its sampling distribution under the independence. For large n, the sampling distribution of U n under the independence is approximately chi-squared with two degrees of freedom.
Chapter 3 Existing Methods

Meta-Analysis
For a simple linear regression, consider a model in study i relating predictor X to an outcome Y for observation j, i.e
. . , k studies and j = 1, 2, . . . , n i cases. The usual assumptions of normality and homoscedasticity of errors apply such that e ij ⇠ N (0, 2 i ). The generalized least square (GLS) method is used to combine ordinary least square (OLS) estimates of slopes and intercept from each of the k studies. The
Usually 2 i is unknown, so it is estimated by s 2 i , the mean square error (MSE) of the regression in study i. After stacking k coe cients. The GLS estimation is given in the following.
First, the coe cient estimates vector is given by , and ⌃, the 2k ⇥ 2k block diagonal matrix, is given by ⌃ = 2 6 6 6 6 6 6 6 4
The following model is used in order to get the OLS estimates of 0 and 1 , 
and
With a large sample and under typical regularity conditions,
Thus confidence intervals for each element of are available, usingˆ
is the upper tail 1 ↵ 2 critical value of the standard normal distribution and C pp is the (p + 1) th diagonal element of the Cov(ˆ ) matrix, the variance ofˆ , for p = 0, 1. 
Time Series Linear-Circular Regression
p are linear parameters of the model, c is a constant, and " t is an white noise. A moving average term in a time series model is a past error. The notation MA(q) refers to the moving average model of order q. The MA(q) model is defined as
where the 1 , . . . , q are linear parameters, µ is the mean of the series (often assumed to equal 0), and the " t , " t 1,... are white noise error terms. ARMA(p, q) refers to the model with p autoregressive terms and q moving-average terms. This model contains the AR(p) and MA(q) models,
where given by
where Y t is the linear response variable, µ is the sample mean direction, 0 and 1 are the regression coe cients, ✓ t is the circular independent variable subject to time t, " 0 t s are white noises. Choosing a good model is an important step in the analysis of a time series regression in the later chapter. The method of linear least squares is applied to the parameter estimation.
Chapter 4 Proposed Method
A meta-analysis is used to get overall parameter estimates by combining many results from related small studies. However, the problem with the existing metaanalysis described in Section 3.1 is that the o↵-diagonal entries of the block diagonal matrix in (3.1) are equal to zero, indicating independence of k included small studies. Synthesizing regression coe cients with block diagonal elements only can be potentially misleading the outcome of a meta-analysis due to apparent dependent structure present among small studies.
In our example, we consider a model in study i relating the predictor cos(✓ t µ) to an outcome Y for case j. Specifically, in study i, 
Therefore, the error covariance matrix takes the following form 
refers error covariance between adjacent month in our example, t 1 , t 2 = 1, 2, . . . , 12. Using (3.3) and (3.4), I obtain the vector of GLS estimates of the regression coe cients and its covariance matrix aŝ
where b is a 24 ⇥ 1 vector, W is a 24 ⇥ 2 design matrix give in (3.2). Then employing a large sample theory,ˆ ⇤ ⇠ N ( , Cov(ˆ ⇤ )), similarly to the covariance matrix of error, the covariance structure of coe cients estimates in our example is obtained in the following. However, in the proposed model, one can assume a more complicated covariance structure.
Chapter 5 Results
In this chapter, I use 240 monthly observations of amount of rainfall and wind we fit the proposed meta-analysis model, the traditional meta-analysis model and a time series linear-circular regression model.
Meta-analysis
The regression model with cos(✓ t µ) as predictors of Y t was estimated within each month. The coe cient estimates are shown in Table 5 .1. Inspection of the models for 12 months yields some variation in the slopes and intercepts.
Existing Method
In our example, the combined regression coe cients are estimated using 12 regression models of each study. The design matrix W is in (5.1), the OLS estimates of 0 i s, i = 1, . . . , 12 are =in 
With 12 studies in total, there are 12 within-study covariance matrix. The within study covariance matrices for study 1 through 12 are: The covariance matrix ⌃ for meta-analysis is a 24 ⇥ 24 matrix like in (3.1) as:
After substituting an estimate of covariance matrix, we computeˆ ⇤ and its covariance as equation (3.3) where µ is overall sample mean direction.
Proposed method
In the presence of serial correlation, the covariance term across di↵erent time periods is no longer zero. Our covariance matrix should look like (4.1), where any covariance between two consecutive month is calculated by
The o↵-diagonal terms within covariance matrix for study 1 through 12 are: Hence the full estimated model using our proposed model is given bŷ
where µ is overall sample mean direction.
Time Series Linear-Circular Regression
After log 10 -transformation, the time series of rainfall amount (See Figure 5 .1) appears to be stationary. In order to identify important features on it, first, I
obtain the autocorrelation function (ACF) and the partial autocorrelation function (PACF) plots to investigate any lagged forms for rainfall amount or white noise. Table 6 .1 presents the coe cients estimated using two meta-analyses. The first set of results was obtained by eliminating all o↵-diagonal elements from Cov(b) matrix.
The second one was obtained by the proposed method which utilizes correlation between adjacent studies, by including corresponding o↵-diagonal elements in the covariance matrix. The 95% confidence intervals (95% CI) are provided in the table. Table 6 .1: Estimated coe cients and corresponding 95% confidence intervals given by the existing meta-analysis and the proposed meta-analysis It is somewhat problematic that the length of 95% CI of the reported coe cients from the proposed model is a little bit larger than the values from existing method.
proposed ( 1 ) = 0.081) However, it wouldn't be generally true, simply because from one application it is not possible to determine whether this is a result of the particular nature of the example data. Table 6 .2, from which we can learn that the proposed model is a better-fit to the dataset. Table 6 .3 shows that the proposed GLS meta-analysis has the least MSPE, which indicates that the prediction bias is smallest for the proposed method. Table 6 .3: Predicted values and MSEPs from the time-series linear-circular regression, the existing GLS meta-analysis and the proposed GLS meta-analysis and an in-sample prediction plots to compare the goodness of the three models.
It was shown that the proposed model provides a better fit for the relationship between wind direction and rainfall amount. I claim that it is mainly due to taking a general covariance structure into consideration. However, obtaining the estimate of the full covariance matrix of Cov(b) is considered to be computationally involved.
I provided the full calculation for o↵-diagonal entries in Chapter 4. In my example, I
only included the covariances between adjacent months for simplicity after examine ACF and PACF plots.
The proposed model retains the advantages of usual meta-analysis that accounts for covariation, and also overcome the weakness of ignoring the dependence among coe cients. Future work will focus on how to apply the improved GLS meta-analysis on a multiple linear regression or on an occasion when samples do not all assume the same model (i.e., some models use fewer than the full set of p predictors). sigma< as.matrix(rbind(s1,s2,s3,s4,s5,s6,s7,s8,s9,s10,s11,s12)) t(sigma)
#Design Matrix# a< diag(1, 2, 2)
w< rbind (a,a,a,a,a,a,a,a,a,a,a,a) #Parameter Estimates# sigmainverse< ginv(sigma) wsigmaw< t(w)%⇤%sigmainverse%⇤%w covbeta< ginv(wsigmaw) beta< covbeta%⇤%t(w)%⇤%sigmainverse%⇤%b
