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We present a method to measure and reconstruct the full 4D transverse phase space of a particle beam.
The method assumes that it is possible to freely and independently rotate the separate 2D transverse
phase spaces in the horizontal and vertical directions. Using images of the beam that would be captured
on a screen, we develop a mathematical procedure that will reconstruct the full 4D particle distribution.
We simulate this procedure for a hypothetical distribution and show that the reconstruction agrees with
the actual distribution. Finally, we demonstrate for the practical case of a two-quadrupole setup that it is
indeed possible to adjust the quadrupole strengths so that the separate 2D transverse phase spaces can
be rotated independently. However, in this setup, the rotation angles are restricted to smaller ranges.
Even so, the reconstructed results reproduce the actual distribution clearly.
& 2013 Elsevier B.V. Open access under CC BY license.1. Introduction
Distribution of particles in phase space characterises the beam
in an accelerator. The coordinates of a particle in this phase space
consists of the actual position and momentum of the particle
relative to those of a particle in the ideal trajectory. As there are
three dimensions of position and three dimensions of momentum,
the combination is a six dimensional space. In this paper, we focus
on the transverse phase space. This refers to the horizontal x and
vertical y directions that are perpendicular to the longitudinal z
direction of the beam. The transverse phase space consists of four
coordinates ðx; x′; y; y′Þ. x′ is Px=P0 and y′ is Py=P0, where P0 is the
particle momentum, and Px and Py are its components in the x and
y directions respectively. This 4D phase space is the focus of
this paper.
Knowledge of the distribution of these coordinates of the
particles in a beam is useful for accelerator design [1–7] and for
phase space manipulation [8–14]. Measurement techniques gen-
erally involve ﬁnding emittances and Twiss parameters, and
reconstructing phase space distributions. Reconstruction of phase
space distribution uses tomographic techniques [15–22]. However,
most of the published works in this area are on measurements of
separate 2D ðx; x′Þ, ðy; y′Þ or ðz; δÞ phase spaces [23–32]. There is
some work on the measurement of the full 4D ðx; x′; y; y′Þ phase
space. These include measurement of full beam sigma matrix and
Twiss parameters [33], and full 4D distribution using the peppersbury Laboratory, Warrington
ck).
Y license.pot technique [34,35]. There is also some work on inferring the 4D
distribution from separate ðx; x′Þ and ðy; y′Þ measurements using
the Maximum Entropy Technique (MENT) and Monte Carlo tech-
nique [36–38]. The ðx; x′Þ distribution may be reconstructed from a
series of beam images on a scintillating screen using tomographic
techniques. However, as far as we know, no direct solution to the
problem of reconstructing the full 4D phase space from screen
images of a beam has yet been developed.
In Section 2, we present a solution to this problem using the
Filtered Back Projection (FBP) technique. FBP and MENT are used
in tomographic reconstructions [40,41]. We derive the formulae
relating the 4D phase space to the screen images. In Section 3, we
show that steps used in the derivation can be directly translated
into a computer code, and demonstrate that the code gives correct
results for a hypothetical distribution. In Section 4, we design an
experiment using a setup that consists of two quadrupoles and
show that reliable reconstruction is possible in spite of practical
limitations.2. Method
Consider a beam of particles. Suppose that its transverse phase
space distribution at a point A along a beamline is described by the
number density f ðx; x′; y; y′Þ. Point A is the place where we hope to
reconstruct the 4D distribution, so we shall call it the “reconstruc-
tion location”.
Suppose that further along the beamline at point B is a
scintillating screen on which the beam falls. We assume that there
is no emittance growth and nonlinear effects from focussing or
space charge. The beam produces an intensity distribution of light
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projection of the 4D distribution on the ðx; yÞ plane of the screen
Iðx; yÞ ¼∬ f Bðx; x′; y; y′Þ dx′ dy′ ð1Þ
where fB is the distribution at the screen. The integral is over all
nonzero values of the density function f. This intensity would be
recorded by a camera. We shall call B the “measurement point”.
Suppose that it is possible to freely rotate the ðx; x′Þ phase space
by adjusting some magnets between A and B. So when the beam
reaches B, its ðx; x′Þ phase space is rotated relative to the phase
space at A. For example, if ðx; x′Þ is rotated by 901 clockwise, it
becomes ðx′;−xÞ. Then fB is given by f ðx′;−x; y; y′Þ. The projection
from 4D to the screen becomes
Iðx′; yÞ ¼∬ f ðx′;−x; y; y′Þ dx dy′: ð2Þ
The intensity on the screen then becomes in effect a projection of
the 4D distribution at A on the ðx′; yÞ space.
By developing this idea and with the help of the Filtered Back
Projection (FBP) formulae given in Appendix A, the full 4D phase
space distribution of f ðx; x′; y; y′Þ can be derived from the screen
images Iðx; yÞ.
As a ﬁrst step, we shall look at how to use this idea to
determine the distribution in the 3D phase space ðx; x′; yÞ
gyðx; x′Þ ¼
Z
f ðx; x′; y; y′Þ dy′: ð3Þ
We have placed y in the subscript to make it easier to focus on the
ðx; x′Þ variables for now. For a rotation angle θx in ðx; x′Þ phase
space, the rotated coordinates are given by
x1
x′1
 !
¼
cos θx −sin θx
sin θx cos θx
 !
x
x′
 
: ð4Þ
In general, it could be a transfer matrix of some beamline
elements. To simplify the argument, we shall assume a rigid
rotation for now and reconsider this when we develop the
calculations for an actual beamline in Section 4.
The distribution on the screen is then
Iðx1; yÞ ¼∬ f ðx1; x′1; y; y′Þ dx′1 dy′: ð5Þ
So for each value of y, Iðx1; yÞ is the projection along the θx
direction in the horizontal phase space at A.
For each value of y, by recording the screen image Iðx1; yÞ for a
range of θx between 01 and 1801, gyðx; x′Þ can be reconstructed
using FBP. Using the formulae given in Appendix A, we could write
Iðx1; yÞ in the form
Pyθx ðx1Þ ¼ Iðx1; yÞ; ð6Þ
where the subscripts specify the angle θx and coordinate y.
Compared to the notation used in Appendix A for projection,
there is an additional y in the subscript here. This is to remind us
that the projection here also depends on y. For the reconstruction
in the next step, we shall ignore y for now.
Applying the FBP formulae, we Fourier transform the projection
Syθx ðwÞ ¼
Z ∞
−∞
Pyθx ðx1Þe−i2πwx1 dx1; ð7Þ
ﬁlter and invert the Fourier transform
Qyθx ðx1Þ ¼
Z ∞
−∞
Syθx ðwÞjwjei2πwx1 dw; ð8Þ
and then compute the back projection
gyðx; x′Þ ¼
Z π
0
Qyθx ðx1Þ dθx: ð9Þ
The 3D phase space ðx; x′; yÞ is a projection from the 4D phase
space ðx; x′; y; y′Þ. To determine the 4D distribution, we now rotatethe ðy; y′Þ phase space—assuming for now that this can be done
independently of the rotation in ðx; x′Þ.
For a rotation angle θy in ðy; y′Þ, the rotated coordinates are
given by
y1
y′1
 !
¼
cos θy −sin θy
sin θy cos θy
 !
y
y′
 !
: ð10Þ
The distribution in ðx; x′; yÞ phase space then becomes
gy1 ðx; x′Þ ¼∬ f ðx; x′; y1; y′1Þ dy′1: ð11Þ
So for each set of ðx; x′Þ values, gy1 ðx; x′Þ is the projection of ðy; y′Þ in
the θy direction. θy was previously assumed to be zero. For each
ðx; x′Þ, the projection gy1 ðx; x′Þ could be determined for a range of θy
between 01 and 1801. We write the projection in a form with
which we could apply the FBP formulae directly
Pxx′θy ðy1Þ ¼ gy1 ðx; x′Þ; ð12Þ
where gy1 ðx; x′Þ is derived using the above procedure and is
understood to depend on θy.
FBP can then be used to reconstruct the ðy; y′Þ distribution for
each ðx; x′Þ. Applying the FBP formulae, we Fourier transform the
projection
Sxx′θy ðwÞ ¼
Z ∞
−∞
Pxx′θy ðy1Þe−i2πwy1 dy1 ð13Þ
ﬁlter and invert the Fourier transform
Qxx′θy ðy1Þ ¼
Z ∞
−∞
Sxx′θy ðwÞjwjei2πwy1 dw ð14Þ
then compute the back projection
hyy′ðx; x′Þ ¼
Z π
0
Qxx′θy ðy1Þ dθy: ð15Þ
This gives the full 4D distribution
f ðx; x′; y; y′Þ ¼ hyy′ðx; x′Þ: ð16Þ3. Simulation
To apply the 4D reconstruction method, we ﬁrst develop a
numerical procedure to demonstrate 4D reconstruction by simula-
tion. The procedure we have developed is as follows.
Consider the same hypothetical setup in a beamline as in the
previous section, with reconstruction location at A and measure-
ment point at B. First, we have to generate a distribution of
particles at A. We want a distribution that is simple and asym-
metric for easy comparison when we get the reconstructed results.
For this purpose, we used two Gaussian beams side by side, with
one beam narrower than the other. We also like this distribution to
have some correlation between ðx; x′Þ and ðy; y′Þ so as to highlight
the usefulness of knowing the full 4D distribution. We obtain this
by transforming the two Gaussian beams using a FODO cell rotated
by 451 about its axis. The resulting distribution is shown in Fig. 1.
Without going into the details, we just assume here that we have
generated the coordinates ðx0n; x′0n; y0n; y′0nÞ at A of N particles,
where n¼ 1;2;…;N. In the following simulation, we use
N¼125 000.
Assuming that the elements between A and B can freely and
independently rotate the horizontal and vertical phase spaces, the
coordinates of a particle at B is related to a particle at A by
x1n
x′1n
y1n
y′1n
0
BBBB@
1
CCCCA¼
cos θx −sin θx 0 0
sin θx cos θx 0 0
0 0 cos θy −sin θy
0 0 sin θy cos θy
0
BBBB@
1
CCCCA
x0n
x′0n
y0n
y′0n
0
BBBB@
1
CCCCA ð17Þ
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Fig. 1. Original 4D distribution.
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θy is the angle of rotation in the vertical phase space.
We can now simulate the screen image. Suppose that the
screen occupies a square area of size b b at B, deﬁned by
−b=2oxob=2 and −b=2oyob=2. Divide this into a 2D array of
square pixels each of size a a. The centre of a pixel is at ðia; jaÞ,
where i and j are integers. Call this pixel (i, j). Count the number of
particles whose coordinates ðx1n; y1nÞ fall within pixel (i, j). Let this
number be Nij. Assuming that the intensity distribution Iðx; yÞ of
the beam image at the screen is given by the number density of
particles falling on the screen, we get
Iðxi; yjÞ ¼
Nij
a2
ð18Þ
Having thus set up our numerical experiment, we can now collect
the data and process them to reconstruct the 4D phase space.
First, we need to specify the projection angles. Suppose that
θx ¼ kπ=K and θy ¼ lπ=K , where k and l are integers and K is the
number of uniform angular intervals between 0 and π radians. For
each k and for each l, we compute and record the intensity
distribution on the screen. We store the computed intensity
distribution of all θx and θy
Sijkl ¼ Iðxi; yjÞ ð19Þ
where Iðxi; yjÞ is understood to depend on the angles θx and θy. Sijkl
is then the full set of experimental data.
For each yj, the projection at angle θx ¼ kπ=K is
pkðxiÞ ¼ Sijkl; ð20Þwhere pkðxiÞ is understood to depend on yj and θy ¼ lπ=K . The
projection data pkðxiÞ is reconstructed using a computer code for
Filtered Back Projection, based on the algorithm in Ref. [40]. The
ðx; x′Þ distribution at yj is reconstructed over a grid of ðxr ; x′sÞ that
we must deﬁne. Denote this distribution by Dj;lðxr ; x′sÞ.
In this case, we already know the answer so we could just use
same grid as Fig. 1. In practice, deﬁning the grid is done by trial
and error until we get a clear reconstruction. It is a simple
extension of what we would do in 2D phase space measurement.
For example, we could reconstruct over an arbitrary region centred
about the origin. At ﬁrst, the distribution may either ﬁll the image
or appear as a very small spot. We can then double or half the size
of the grid and repeat this until the distribution is clear. It is like
focussing a camera on an object. The procedure would only take a
few reconstructions. In the case of 4D reconstruction, we could do
separate 2D reconstructions for ðx; x′Þ and ðy; y′Þ ﬁrst, and then
combined the two grids directly for ðx; x′; y; y′Þ in 4D.
For each ðxr ; x′sÞ, Dj;lðxr ; x′sÞ is the projection in direction
θy ¼ lπ=K in the ðy; y′Þ phase space. Denote this projection by
plðyjÞ ¼Dj;lðxr ; x′sÞ: ð21Þ
Applying the FBP code, the distribution in ðy; y′Þ is then recon-
structed. Deﬁning the reconstruction grid to be ðyt ; y′uÞ, we obtain
the reconstructed distribution Fr;sðyt ; y′uÞ.
This gives the full 4D distribution
f ðxr ; x′s; yt ; y′uÞ ¼ Fr;sðyt ; y′uÞ: ð22Þ
To carry out this numerical experiment, we choose the screen
size at B to be 10 mm by 10 mm, and the number of pixels to be
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Fig. 2. Reconstructed 4D distribution.
Fig. 3. ALICE tomography section.
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reconstruction area to be 10 mm by 10 mrad, and the grid size to
be 5050. We choose the intervals of projection angles to be 21
for rotations in both ðx; x′Þ and ðy; y′Þ. The resulting 4D reconstruc-
tion is shown in Fig. 2. It agrees with the actual distribution in
Fig. 1. Some background is visible in Fig. 2. This is due to the
nonzero sampling intervals for the projection angles and camera
pixels at the screen. The background would decrease if the sizes of
these intervals are reduced.
The reconstruction takes about 4.8 min to run in Matlab on our
computer with a 1.60 GHz AMD quad-core processor, 4 GB mem-
ory and Windows 7 operating system. The reconstructed 4D
distribution is represented by a 4D grid with 50505050
points. When we try to increase the grid size to 100 100
100 100, we get an “Out of memory” error message from Matlab.
The code could easily have been rewritten to store the data
directly onto the hard drive with a tolerable increase in computa-
tion time. However, this observation does highlight the fact that
memory size could be a problem if we try to increase the
resolution of the reconstruction.4. Proposed experiment
In practice, it may not be possible to rotate ðx; x′Þ and ðy; y′Þ
freely and independently. For example, one element that is used
for tomographic measurements is the quadrupole [26]. Varying
the strength of a focussing quadrupole rotates mainly in ðx; x′Þ,
but also changes the angle in ðy; y′Þ because the focussing quadru-
pole defocuses in the vertical direction. Also, a single focussingquadrupole (plus drift space) is not able to rotate in ðx; x′Þ by the
full 1801, as we shall see. In this section, we propose an experi-
mental setup using two quadrupoles to overcome some of these
problems, and then show by simulation that a reasonable 4D
reconstruction is possible.
We make use of two quadrupoles and a screen at the ALICE
tomography section [32] shown in Fig. 3. The experiment will
make use of the quadrupoles labelled QUAD-06, QUAD-07 in the
ﬁgure and the screen labelled YAG-02. The parameters of this two-
quadrupole setup are give in Table 1. In our simulation, we model
Table 1
Two-quadrupole setup.
Length of QUAD-06 0.07 m
Drift space to QUAD-07 0.219 m
Length of QUAD-07 0.07 m
Drift space to YAG-02 0.2656 m
Table 2
Quadrupole magnet calibration.
d e
QUAD-06 1.59214 −0.01508
QUAD-07 1.58996 0.000068
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Fig. 4. QUAD-06 current ﬁxed at 1 A.
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include a beam energy of 12 MeV and an emittance of a few
mmmrad. Typical bunch charges are 10–80 pC with a repetition
rate of a few Hz, but this detail is not needed here. The purpose of
our simulation is just to demonstrate that 4D reconstruction is
feasible. It is not meant to prepare for an experiment on ALICE,
which will not be available for tomography measurements in the
foreseeable future.
The method we develop is only valid when space charge effect
is very small, as it is based on the 2D phase space tomography
without space charge [39]. We have shown in Ref. [32] that this is
approximately true for the parameters used in ALICE. In Ref. [41],
we have also shown that the effects of nonlinearity and coupling
in a quadrupole scan is small. The ALICE beam width is a few
millimetres [32], depending on where it is along the beamline. The
good-ﬁeld-region apertures of the quadrupoles have radii of
33 mm or more [42]. So the beam is well within this aperture.
The magnetic ﬁeld gradient ∂By=∂x of each quadrupole is
determined by electrical current I that ﬂows through the coils of
wires in the quadrupole. The relation between gradient and
current has been calibrated by the manufacturer.
∂By
∂x
¼ dI þ e ð23Þ
where d and e are given in Table 2.
Varying the current in a quadrupoles changes the gradient. This
in turn changes the transfer matrix and therefore the projection
angles. QUAD-06 is a defocussing quadrupole. Assuming the hard
edge model, its transfer matrix is
MD ¼
cosh ωDL sinh ωDL=ωD 0 0
ωD sinhωDL cosh ωDL 0 0
0 0 cos ωDL sin ωDL=ωD
0 0 −ωD sinωDL cos ωDL
0
BBBB@
1
CCCCA;
ð24Þ
where
ωD ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
e
P0
∂By
∂x
s
: ð25Þ
∂By=∂x is the quadrupole ﬁeld gradient, P0 is the particle momen-
tum and L is the length of the quadrupole.
QUAD-07 is a focussing quadrupole. Assuming the hard edge
model again, its transfer matrix is
MF ¼
cos ωFL sin ωFL=ωF 0 0
−ω sinωFL cosωFL 0 0
0 0 cosh ωFL sinh ωFL=ωF
0 0 ωF sinhωFL coshωFL
0
BBBB@
1
CCCCA ð26Þwhere ωF is given by the same formula as Eq. (25) (but the
gradient ∂By=∂x could be different).
In between QUAD-06 and QUAD-07 is a drift space. The transfer
matrix is given by
M1 ¼
1 L1 0 0
0 1 0 0
0 0 1 L1
0 0 0 1
0
BBB@
1
CCCA; ð27Þ
where L1 is the length of the drift space. There is a corresponding
matrixM2 for the drift space between QUAD-07 and screen YAG-02.
Deﬁne the reconstruction location A at the entrance to QUAD-
06, and the measurement point B at the screen. The resulting
transfer matrix from A to B is given by
M¼M2MFM1MD: ð28Þ
Each matrix on the right hand side has the same block diagonals:
there are two 22 matrices along the diagonal, and all other off-
diagonal elements are zero. So the same is true for their product
M, which must have this form
x1
x′1
y1
y′1
0
BBBB@
1
CCCCA¼
M11 M12 0 0
M21 M22 0 0
0 0 M33 M34
0 0 M43 M44
0
BBB@
1
CCCA
x
x′
y
y′
0
BBBB@
1
CCCCA:
As a result, there is no coupling between ðx; x′Þ and ðy; y′Þ in this
mapping. The projection angles can therefore be computed from
each 22 block on the diagonal of M using Eq. (B.3)
tan θx ¼
M12
M11
and
tan θy ¼ M34M33
:
To see how we may vary these angles, suppose that there is an
electron beam with energy of 12 MeV. Suppose that we vary the
current in QUAD-07 from 0.1 to 5 A, and ﬁx the current in QUAD-
06 at 1 A. Using the above formulae, the horizontal projection
angle θx and vertical projection angle θy are computed and shown
in Fig. 4. The reason for using currents instead of ﬁeld gradients in
the graph is to determine the whether the two-quadrupole setup
proposed is practical. This is an objective of the paper. Field
gradients could be used in the graph, but we would still have to
convert to currents to determine if they are realistic. For example,
a certain projection angle in Fig. 4 may require a current that is too
large to be practical. If ﬁeld gradients are needed, they can be
calculated from currents using Eq. (23).
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Fig. 5. Ranges of vertical angles.
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The vertical projection angle varies over a range of 501. If we hope
to use this setup to vary θx for 4D reconstruction, there are two
problems. One problem is that θx does not cover the full 1801. The
other problem is that θy is not ﬁxed. So it appears that they cannot
be rotated freely and independently.
For the ﬁrst problem, we could hope that the range of 1601 is
not too small and that reconstruction using a smaller range of
angles can still give an approximate result. This is the case for
the simpler 2D reconstruction [32]. For the second problem, it
may be possible to ﬁx θy by varying the current in the other
quadrupole QUAD-06 to compensate for the variation due to
QUAD-07.
To study the second problem, we need to know the range of
vertical angles that are possible. In Fig. 4, we see that varying the
current up to 5 A covers most of the available angles. To get an idea
of the full range of vertical angles, we compute Fig. 5. This shows
that for any current in QUAD-07 up to 5 A, it is possible to adjust
the vertical angle over a range of about 1501 by varying current in
QUAD-06. This suggests that there should be sufﬁcient ﬂexibility
to ﬁx the vertical angle by adjusting QUAD-06 current as we vary
the vertical angle with QUAD-07 current.
The result in Fig. 6 demonstrates this. In this calculation, we
wish to vary θx whilst ﬁxing θy at 401. We vary QUAD-07 current
from 0.1 A to 5 A. For each QUAD-07 current, we vary QUAD-06
current until θy is 401. This would result in a corresponding change
in θx. The ﬁnal result is shown in Fig. 6. In order to carry out the
experiment, we must record the full set of QUAD-07 current and
the corresponding QUAD-06 current for each θy.
Repeating the above calculation for different angles, we found
that the maximum ranges of θy and θx are 1501 and 1601
respectively.f (
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Table 3
Fractional errors in projections from 4D reconstructions.
Projection Fig. 2 Fig. 7
(x; x′) 0.05 0.11
(y; y′) 0.06 0.16
(x; y′) 0.05 0.25
(y; x′) 0.06 0.33
(x′; y′) 0.07 0.31
(x; y) 0.10 0.64
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transformed to simple rotation for phase space tomography.
Assuming no space charge effects and other nonlinearities, the
two-quadrupole setup is a linear mapping. For the purpose of this
paper, we only need to know what the 4D reconstruction from this
setup would look like. Since we are not actually doing the
experiment, we can without loss of generality replace the two-
quadrupole transfer matrix by the simple rotation used in the
previous section. This would be true provided that the screen size
is large enough to capture a beam expanded by defocussing, and
that the pixels are small enough to resolve a beam contracted by
focussing—when we scan the two quadrupoles. This assumption
has already be validated by previous experiments on the ALICE
tomography section [32].
Therefore to see the results of this two-quadrupole setup, we
only need to reduce the full 1801 range to 1601 for θx and 1501 for
θy. We can then carry out the same simulation described in the
previous section using simple rotation in place of the two-
quadrupole transfer matrix. The simulation is carried out and the
reconstructed result is shown in Fig. 7.
The background in Fig. 7 is higher than in Fig. 2, but the
distribution is clear. For a quantitative comparison, we calculated
the fractional differences of these results from Fig. 1. For each
projection, the errors at all pixel points are calculated. The largest
error for each projection is given in Table 3. The errors are
between 5% and 10% when the full range of angles are sampled
in Fig. 2. (They would be smaller if the pixel sizes at the screen are
smaller.) When the range of angles are reduced in Fig. 7, the errors
increase. They are below about 30% except for ðx; yÞ which has an
error of 64%. Even so, the distribution of the ðx; yÞ projection in
Fig. 7 looks clear. It is not clear why this projection has a
particularly large error. This requires further study. However, it is
useful to note the ðx; yÞ projection is what we would see if we
simply insert a screen at the reconstruction location A. So it can be
easily measured with the right setup.
In actual measurements, there will be errors. From our previous
work [32], we have observed three main types. One is an average
background around the beam image at the screen that is nonzero.
This is systematic and can be subtracted, as explained in Ref. [32].
A second type is high frequency noise in both beam image and
background. This could be removed by ﬁltering if necessary. A
third type comes in the form of very narrow spikes that appear on
the screen. These spikes appear randomly in different places on
the screen image that is captured by the camera. We have
observed that they are partly averaged out in the process of
computing each projection, where the spikes become much
weaker and smaller in number. These do not appear to have
caused obvious degradation to the 2D reconstruction in Ref. [32].
A typical 2D phase space measurement in which only the angle
for one quadrupole needs to be rotated would take 10 min. This is
for a range of 1601 at 21 intervals. For the 4D measurement studied
here, we need to repeat this 2D measurement for each angle of the
second quadrupole. The second angle is sampled over a range of
1501 at 21 intervals. This means a total time of 150/2  10 min, or12.5 h. Since the whole process could be automated, the setup
could be left to run by itself.
The clear reconstruction and the realistic measurement time
demonstrate the feasibility of using the two-quadrupole setup in
actual measurement.5. Conclusion
We have developed a method to reconstruct the full 4D
transverse phase space distribution. The method builds upon the
tomographic measurement technique for 2D transverse phase
space. The method requires beamline elements that can rotate
the vertical and horizontal phase spaces freely and independently.
The measurement is carried out by recording the intensity
distribution of light that is produced when a beam with the
rotated phase space distribution falls on a scintillating screen. It
requires the recording of this beam image formed on the screen
for a range of rotation angles in horizontal and vertical phase
spaces. Using the Filtered Back Projection formula that is used in
2D reconstruction, the method provides a procedure to recon-
struct the full distribution in 4D phase space.
We have validated the 4D reconstruction method by numerical
simulation. We set up a numerical experiment by creating a
distribution of points in 4D phase space, transforming their
coordinates using vertical and horizontal rotation matrices, and
simulating a screen measurement by counting the number of
particles that fall within each pixel on the screen. Treating the
resulting 2D array of pixel values as measured data, we then apply
the 4D reconstruction method and demonstrate that the recon-
structed distribution agrees with the original distribution. This
shows that the method works in theory.
We have studied the feasibility of applying this method to an
actual beamline. We design an experiment using a focussing and a
defocussing quadrupole. The focussing quadrupole mainly rotates
the horizontal phase space, but it also rotates the vertical phase
space by a smaller amount. We show that it is possible to adjust
the defocussing quadrupole to compensate for this rotation in
vertical phase space. This makes it possible to apply the 4D
reconstruction method. A practical limitation is that the quadru-
pole is not able to produce phase space rotation angles over the
full range of 1801. For the quadrupoles that we have considered, a
range of 1501 to 1601 is available. Even so, the reconstruction
clearly reproduces the original distribution. This shows that the
method is feasible in practice.
It may be possible to overcome this problem of limited range of
angles by using more than two quadrupoles. There could also be
issues of beam sizes which could get to large certain directions
when scanning the quadrupoles. Using multiple quadrupoles
could potentially provide more room for adjustments. These issues
would be topics for future work, together with demonstrating 4D
reconstruction experimentally.Acknowledgments
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We summarise here the main formulae expressing a function
f ðx; yÞ in terms of its projections at different angles. Full details of
the derivation are given in Ref. [40]. Fig. A1 shows a schematic
Fig. A1. Projection.
Fig. B1. The x intercept a at A is mapped to point P at B, and y intercept b is
mapped to point Q. Projection variable s at A corresponds to projection variable
xB at B.
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is deﬁned as follows.
Suppose that we wish to ﬁnd the projection in a direction
speciﬁed by θ, the angle between the direction and x-axis. This
direction is indicated by axis t in Fig. A1. Deﬁne another axis s
perpendicular to t. Axes ðt; sÞ are rotated by angle θ with respect to
axes (x, y). The coordinates are related by
t
s
 
¼ cos θ −sin θ
sin θ cos θ
  x
y
 !
:
Consider a line L parallel to axis s and crossing the t axis at position
t. The projection in the θ direction is then deﬁned by:
PθðtÞ ¼
Z
L
f ðx; yÞ ds;
where L is the line of constant t for a given θ. In a measurement, it
would be recorded as a set of values for a range of t's.
Deﬁne the Fourier transform of the projection as
SθðwÞ ¼
Z ∞
−∞
PθðtÞe−i2πwt dt:
Filter the projection by multiplying this frequency distribution
SθðwÞ by the ﬁlter jwj. The ﬁltered projection is obtained by
inverting the Fourier transform
Q θðtÞ ¼
Z ∞
−∞
SθðwÞjwjei2πwt dw:
Consider a 2D function which is equal to Q θðtÞ along any line
parallel to t-axis, but is constant along any line parallel to the s-
axis. We may imagine that Q θðtÞ is a projection that has been
obtained by integrating the 2D function in the s direction, and
spreading the projection back out along the s direction. This 2D
function is called a back projection.
Finally, the original f ðx; yÞ can be recovered by summing up the
back projection for all angles:
f ðx; yÞ ¼
Z π
0
Q θðtÞ dθ:
This is the formula for the Filtered Back Projection (FBP) that is
used in tomography.
Appendix B. Transforming projections
A standard derivation of the equations used in beam tomogra-
phy is given in Ref. [39]. Rather than just summarising the results,we reproduce here an alternative derivation which gives insight
into the geometric nature of the transformation [41].
We need to derive the relation between a projection at B in the
xB direction and the corresponding projection at A. Speciﬁcally, we
want to ﬁnd (i) a formula for the direction θ of the projection at A;
(ii) a formula to relate projection variables s and xB; and (iii) a
formula to relate a projection at B to a projection at A. We assume
that the mapping is given
xB
x′B
 !
¼
M11 M12
M21 M22
 !
xA
x′A
 !
: ðB:1Þ
The effect of this mapping is a geometrical transformation. For a
drift space, it is a shear in the x direction, as illustrated in Fig. B1.
For a thin quadrupole, it is a shear in the x′ direction. For other
elements, it could be some combination of shear, stretch and
rotation.
Consider a ray line 1 at B in Fig. B1 and the corresponding ray
line 1 at A. Line 1 at A is mapped to line 1 at B by the mapping in
Eq. (B.1). The intercepts p and q at A are mapped to points P and Q
at B. The coordinates of P are ðpM11; pM21Þ. The coordinates of Q
are ðqM12; qM22Þ. Since P and Q lie on the same vertical line, they
have the same xB coordinate
xB ¼ pM11 ¼ qM12: ðB:2Þ
From triangle 0pq in Fig. B1, angle θ is equal to angle 0qp. So the
tangent of the angle θ is p=q. From Eq. (B.2), we obtain
tan θ¼ p
q
¼ M12
M11
: ðB:3Þ
This gives the formula for the direction θ of the projection at A.
From Eq. (B.2), the ratio xB=s is equal to pM11=s. From triangle
0pq in Fig. B1, p=s is equal to sec θ. Using the identity
1þ tan2 θ¼ sec2 θ, Eq. (B.3) gives
xB
s
¼ aM11
s
¼M11 sec θ¼M11
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ tan2θ
p
¼M11
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þM
2
12
M211
s
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M211 þM212
q
: ðB:4Þ
This ratio is the scaling factor a relating projection variables s and
xB.
Compare the distance interval between lines 1 and 2 at B, and
the corresponding interval at A. The interval at A is clearly scaled
down by the above scaling factor a. Since the number of particles
within this interval must be the same at A and at B, the projection
pA at A must be scaled up from the projection pB at B by a. This
observation gives the formula to transform a projection at B to a
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pAðsÞ ¼ apBðasÞ ðB:5Þ
where a is xB=s.
This completes the derivation. The full set of equations needed
to transform projections from measurement point to reconstruc-
tion location are
tan θ¼ M12
M11
; ðB:6Þ
a¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M211 þM212
q
ðB:7Þ
pAðsÞ ¼ apBðasÞ: ðB:8Þ
After this transformation, each projection at A corresponds to a
simple rotation by angle θ.
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