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Abstract 
Sonic boom minimization is a challenge faced by the aviation community to enable high- 
speed civilian aircraft flying supersonically over populated land. One of the concepts 
proposed to reduce sonic boom incorporates a high-flow secondary nacelle bypass to 
enclose the engine and its protrusions where the flow is diverted around a gearbox 
through a set of inlet and exit guide vanes.  To assess the flow quality within the bypass, 
computational studies are conducted using traditional RANS-based methods.  Three 
levels of geometric complexity are considered—including the full engine, only the aft 
vane sections, and only one channel from the aft section—to evaluate global and local 
flow characteristics and to evaluate the influence of different turbulence models on the 
flow solutions. The aft vane calculations were conducted in “clean” and “vaned” 
configurations which correspond to experimental models whose data were used for 
validation purposes.  Comparisons between the full engine and detailed single channel 
calculations show a weak dependence on the turbulence model used for the mean flow 
predictions as well as strong turbulence-shock interactions.  The clean and vaned aft 
bypass sections exhibit reasonable agreement with the experimental data but show a 
stronger influence of the turbulence model on predictive accuracy due to a laminar-
turbulent transition affecting the inflow velocity profile. 
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Nomenclature 
A = Area 
AIP = Aerodynamic interface plane 
DNS = Direct numerical simulation 
k = Turbulent kinetic energy, = (1 / 2) !ui !ui  
MFR = Mass flow rate, = !uid! Ai  
P = Thermodynamic pressure 
!  = Thermodynamic density 
T = Thermodynamic temperature 
!u  = Velocity vector, = (u1,u2,u3) = (ux,uy,uz )  
RANS = Reynolds-averaged Navier-Stokes 
SST = Shear stress transport 
TEP = Turbine exit plane 
 
 
Subscripts 
amb = Ambient or free stream 
e = Exit plane 
i = Inlet plane 
T = Total thermodynamic quantity 
 
 
Superscripts 
(!)  = Time-averaged quantity 
(! ")  = Deviation (fluctuation) from time-averaged value 
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Chapter 1.  Introduction 
 The aerospace community has long been interested in developing supersonic 
transport vehicles for civil aviation, but is still struggling to overcome associated 
challenges to make it practical. Two of the most important of these challenges are 1) the 
formation and propagation of a sonic boom to the ground during overland flights, and 2) 
engine emissions generated by the large amount of fuel burnt to produce the required 
thrust. For supersonic flight over land, mitigation of sonic boom is the key to public 
acceptance and government certification.  
 At a simple level, the boom is created when an aircraft travelling at supersonic 
speeds moves faster than the pressure disturbances it generates. Spherical waves emitted 
at successive points along the flight path become tangent to lines sloping backward of the 
plane nose and coalesce into a cone, such as the one depicted in Figure 1 (adopted from 
Ref. 1), across which the pressure changes rapidly.  Each external protuberance on the 
plane results in a separate shock wave front of its own strength which eventually merge 
into a double shock, or “N-wave,” generally associated with bow and tail of the plane. As 
the two shock fronts spread across the ground, the resulting abrupt rise and fall in 
pressure creates an audible “boom” which can have environmental and behavioral 
impact. Studies1 have confirmed that regular occurrences of sonic boom may cause 
increased community annoyance. As a result, strict regulations have been passed by the 
Federal Aviation Administration2 to prohibit supersonic flight over land.  
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 Numerous studies have been conducted to effectively mitigate sonic boom. The 
strength of the boom is dependent on the size, shape, and weight of the aircraft, with 
smaller aircraft generating weaker booms.  Many of the recent studies have thus 
concentrated on achieving acceptable sonic boom for small, supersonic business jets. 
Most of the approaches developed so far rely on improving the aircraft’s external shape 
through wing reconfiguration and fuselage slenderizing. One substantial example of this 
methodology is the ‘Quiet spike’3 program which focused on changing the aircraft’s nose 
geometry and altering its overall planform to achieve sonic boom mitigation. The cone 
was modified such that it resulted in three smaller shocks in contrast to a single, stronger 
shock, which produced less noise as compared to typical supersonic jets.  
1.1 High-flow nacelle bypass concept 
Apart from the fuselage shape, complex three dimensional flows generated 
around the aircraft’s installed propulsion system can also impact the sonic boom.  A good 
rule of thumb, called the “area rule”4, states that the shock strength is proportional to the 
square of the second stream wise derivative of the vehicle’s cross-sectional area, !!A (x) , 
implying that a nearly-constant area results in a weak boom and that proturbances away 
from a constant area will strengthen it. Gulfstream has been working on an approach 
wherein engine-associated items are concealed within an outer cowling, termed the 
“high-flow bypass”5. The concept is practical only when the momentum loss for the flow 
through bypass, i.e., the drag, is minimal. Figure 2 represents the high-flow nacelle 
bypass concept for an asymmetric engine with a blockage. The design proposed by 
Gulfstream uses a relaxed isentropic compression supersonic inlet5 which has a 
significantly reduced cowl drag (wave drag due to the difference between cowl angle and 
the free-stream flow angle). This inlet is comprised of a straight cone in the forward part 
followed by smooth, curved surface which provides an isentropic compression. Further, 
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the blockage is wrapped with smooth fairing to minimize in-bypass losses. The inlet 
vanes are thin and curved to guide the flow around fairing in a streamlined manner. The 
bypass then consists of an axially straight annulus with a reduced cross-sectional area due 
to the presence of a gearbox fairing. The exhaust bypass channels that accelerate the flow 
back to supersonic speed are relatively thick and are located in the aft portion of the 
bypass and create a series of converging-diverging nozzles. The complete intake-to-
exhaust bypass flow path results in a complicated, three-dimensional flow that is 
challenging to numerically predict and to experimentally study. The current study focuses 
on the computational assessment of flow through the aforementioned bypass to examine 
the reliability with which traditional RANS-based can be used to estimate the flow 
through the system.  We proceed by describing existing work on similar or related 
geometries before discussing the methodologies used. 
1.2 Literature Background 
Kim et al.6 conducted a CFD simulation for the flow through an identical high-
flow nacelle bypass using an in-house finite volume solver, called TAS-Flow, with the 
Spalart-Allmaras turbulence model and an unstructured grid. With the objective of multi-
disciplinary optimization, they did not examine the sensitivity of their results to their 
modeling assumptions.  Chiles et al.7 used FLUENT for a simplified, baseline bypass 
model in a wind tunnel configuration, including an in-duct asymmetry due to a gearbox-
induced blockage. Their motivation was to study the blockage-induced flow field and to 
improve the performance of the fairing design to ensure a reasonably uniform exit flow. 
Consequently, the computations focused on the effective diversion of the flow by the 
shape of the fairing that enclosed the blockage and indicated some flow separation at the 
rear of the fairing, but more or less uniform flow.  This conclusion was verified 
experimentally by Yeong et al.8 who used an approximately 1/6th engine model of 
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Gulfstream’s high-flow nacelle bypass (complete with fairing) in their experimental tests. 
Pressure measurements at different radial and azimuthal locations taken by Yeong et al.8 
indicated significant pressure losses behind gearbox fairing accompanied by flow 
separation. 
Later, Herrera et al.9 conducted a detailed experimental study of the flow through 
the inlet half of the bypass while Hortensius et al.10, 11 conducted an experimental analysis 
of the flow through the aft half of the bypass where the fairing gradually closes to return 
to a complete annular profile. Hortensius et al.10, 11 used two models for experiments: a 
“clean” model that only consists of a fairing without guide vanes and a “vaned model” 
with channels. They measured inlet plane radial profiles using radially traversing total 
pressure probes and also obtained pressures through surface static pressure taps within 
each channel of the aft-geometry. Their results showed that strong flow separation 
existed downstream of the fairing in the absence of guiding vanes.  With the vanes the 
separation was dramatically reduced and the convergent-divergent design of the aft 
channels led to choking near the channel entrance, with subsequent acceleration, so that 
the downstream boundary layer development occurred in a favorable pressure gradient. 
 The present geometry is characterized by highly turbulent flow in the aft-bypass 
exhaust channels with non-circular cross-sections and strong flow curvature.  
Specifically, the channel nearest to the fairing, with a highly curved serpentine shape, 
poses a challenging numerical problem for RANS-based predictions of internal flows 
using Boussinesq-based RANS models. Gopaliya et al.12 for example, used a standard k-ε 
model to obtain the flow solution for an “S”-shaped diffuser with a rectangular cross-
section and considerable offset between inlet and exit planes. Their results indicated 
increased loss in pressure with an increase in the flow non-uniformity at the exit. They 
also showed that the Reynolds number had minimal effect on pressure recovery. The S-
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duct geometry used by them resembles qualitatively with the aft-bypass channels of the 
present study.  Sinha et al.13 investigated predictions by RANS models when applied to 
flows involving shocks which are present in the aft-bypass channels once choked. By 
comparison through corresponding DNS results, they found that RANS based equations 
can yield significant errors. As per their study, Boussinesq-based RANS models yield 
high amplification of the turbulent kinetic energy across the shock. They also showed that 
a small modification in the equation for the turbulent kinetic energy of the k-ε model can 
improve the predictions significantly; however, their results are not necessarily valid for 
higher Mach numbers. Jaramillo et al.14 analyzed the accuracy and numerical 
performance of RANS turbulence models when applied to turbulent internal forced 
convection flows. They explored various models including linear, non-linear eddy 
viscosity and explicit algebraic models and compared their results for three different flow 
configurations with the existing DNS and experimental data. For plane channel flow, they 
found that explicit algebraic model showed good predictions. They also found out that the 
overall predictions by models that used the specific dissipation rate ( /ω ε ρ= )-deduced 
length scale quantities were consistently better than k-ε models, especially near the solid 
walls. Iaccarino et al.15 examined the accuracy of RANS based turbulence models amidst 
a complex flow with separation. They conducted simulations for flow around square 
cylinder and compared their results with experimental data. Through their comparison, 
they established that unsteady RANS tends to produce better results when compared to 
steady RANS for flows with significant separation. 
1.3 Research Objective 
The complete bypass, along with its guide vanes and exhaust channels, results in a 
complicated internal flow with flow separation, expected choking, shock formation, and 
shock-turbulence interaction.  Evaluation of the bypass concept as a viable means to 
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reduce the boom from podded engine nacelles depends on accurate flow predictions and, 
as noted in the previous work, turbulence-model based predictions are challenged in these 
environments.  To that end the present work evaluates several commonly-used turbulence 
closures on models of different geometric complexities. The key objectives of this study 
are to (1) assess the sensitivity of the flow solution in high-flow bypass geometries to the 
turbulence model used and (2) validate a particular predictive methodology against a 
corresponding experimental10, 11 measurement campaign. To achieve these objectives and 
to understand their consequences at different levels of flow and geometrical complexity, 
several simulations have been performed.  First, a full engine simulation has been 
conducted for the complete bypass with approximate engine conditions using the industry 
standard, one-equation Spalart-Allmaras turbulence model, and compared to data from an 
independent calculation. After analyzing the predictions from the full scale simulation, 
the focus is then been shifted to the aft portion of the bypass in two configurations—one 
with vanes and one without—each tested experimentally10, 11. Several simulations are 
conducted using different available turbulence models and evaluated against the 
experimental data from Hortensius et. al10, 11. Based on the aft bypass simulation results, 
more highly refined simulations of a single serpentine channel closest to the gearbox are 
used to examine the dependency of the flow solution, in particular the shock-turbulence 
interaction, on the turbulence models investigated. 
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Chapter 2.  Computational Approach 
The equations governing any fluid flow are the Navier-Stokes equations that have 
been known for more than a century. Despite intense efforts, analytical solutions to these 
equations are not available. Consequently, with advances in computing capabilities, the 
analyses of flows are increasingly being carried out using a range of numerical 
techniques which together form the field generally known as CFD, or Computational 
Fluid Dynamics. One of the most important physical phenomenon in fluid dynamics is 
the existence of turbulence. Turbulence is a flow regime characterized by chaotic and 
stochastic property changes. It has crucial influence on heat transfer, drag, vorticity 
distribution, separation and swirl in a flow. Turbulent flows are characterized by 
fluctuating velocity fields.  
One way to simulate them is to use a numerical mesh finer than the smallest 
length scales and time steps smaller than the fastest fluctuations of the flow. This method 
is called Direct Numerical Simulation. It is the simplest approach and is unrivalled in 
accuracy and in the level flow detail it provides. However, since this technique resolves 
the complete range of temporal and spatial scales of turbulence, it requires a very fine 
grid resolution. In addition, very small time steps make the simulations extremely long. 
The computational requirement also increases rapidly with Reynolds Number. Therefore 
the applicability of DNS is limited to low or moderate Reynolds number flow which is 
not the case in the present study.  
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The exact governing equations can be time averaged, ensemble averaged or 
otherwise manipulated to remove the small scales, resulting in equations that are 
computationally less expensive to solve. However, the modified equations contain 
additional unknown variables and thus turbulence models are needed to determine these 
variables in terms of known quantities. Both the Reynolds-averaged Navier-Stokes 
approach (RANS) and the Large Eddy Simulation (LES) approach can be employed to 
transform the Navier-Stokes equations in such a way that the small scale turbulent 
fluctuations do not have to be directly simulated. In LES, only the “large” eddies are 
simulated directly on computer while modeling is done for small eddies. LES assumes 
that macroscopic structures are the main characteristics of turbulent flow and hence they 
are simulated directly. Because LES does not simulate small eddies directly, the length 
scales can be larger than the Kolmogorov length and much larger time steps can be taken 
in comparison to DNS. However, for the current study, only the Reynolds-averaged 
approach is considered in the initial phase because even the LES approach will use 
substantial computational resources to resolve the energy-containing turbulent eddies.  
2.1 Reynolds Averaging  
The Reynolds averaged approach, which has been proven to be suitable for 
industrial fluid simulations, describes transport within an averaged flow, with the 
complete range of scales of turbulence modeled computationally. The equations needed 
to describe unsteady compressible turbulent flows using the Reynolds decomposition and 
subsequent averaging of flow quantities are the continuity, Navier-Stokes and energy 
equations, which are as follows in Cartesian tensor notation: 
 9 
 
 !!
!t
+
!(! !u j )
!x j
= 0  2.1 
 
( ) ( ) ( )( ) 0i j i j ij iji
j j j j
u u u u pu
t x x x x
ρ ρ δ τρ ʹ′ ʹ′∂ ∂ ∂ ∂∂
+ + + + =
∂ ∂ ∂ ∂ ∂
 2.2 
 ( ) ( ) ( ) ( ) ( ) ( )000 0j j
j j j j
j
j j
jj i ije pu e p qe
t x x x x
u u
x
u
x
u τρρρ ʹ′ ʹ′∂ ∂∂ ∂ ∂∂∂
+ + + + + − =
∂ ∂ ∂ ∂ ∂ ∂ ∂
ʹ′
 2.3 
Turbulence models are necessary to determine the unknown Reynolds stress tensor i ju uρ ʹ′ ʹ′  
appearing in momentum equation 2.2 and similar terms in the energy equation 2.3. This 
can either be accomplished by deriving a transport equation for i ju uρ ʹ′ ʹ′  (which introduces 
further unknown terms to be modeled) or by developing a relationship between i ju uρ ʹ′ ʹ′ and 
known quantities of the turbulent flow. The first method leads to second moment closure 
models while the latter approach leads to algebraic turbulence models (i.e. eddy viscosity 
models) and are discussed briefly in subsequent sections. 
2.2 Boussinesq eddy-viscosity approximation 
Algebraic turbulence models often employ the Boussinesq eddy-viscosity 
approximation16 to compute the Reynolds stress tensor as the product of an eddy 
viscosity and the mean strain-rate tensor. The basis of the Boussinesq eddy viscosity 
comes from the analysis of momentum transport at the molecular level. Consider a shear 
flow in which the velocity is given by ( )U U y i= , where i is a unit vector in the x 
direction. At molecular level, the velocity is decomposed as 
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 U U uʹ′ʹ′= +  2.4 
where U is the average velocity and uʹ′ʹ′  represents random molecular motion. The 
instantaneous flux of any property across horizontal plane is proportional to the velocity 
normal to the plane which, for this flow, is simplyvʹ′ʹ′ . Therefore, the instantaneous flux of 
x-directed momentum, xydp across a differential surface area is given by: 
 ( )xydp U u v dSρ ʹ′ʹ′ ʹ′ʹ′= +  2.5 
Performing an ensemble averaging over all molecules gives: 
 xydp u v dSρ ʹ′ʹ′ ʹ′ʹ′=  2.6 
By definition, the stress acting on horizontal axis is given by /xy xydp dSσ = . Also 
ij ij ijp tσ δ= − , where tij is the viscous stress tensor. Therefore 
 xyt u vρ ʹ′ʹ′ ʹ′ʹ′=  2.7 
This equation clearly resembles the Reynolds Stress Tensor. The only difference is that 
turbulent fluctuations uʹ′ and vʹ′ appear in place of random molecular fluctuations uʹ′ʹ′  and 
vʹ′ʹ′ . This similarity forms the basis of Boussinesq eddy-viscosity approximation. Using 
arguments from kinetic theory of gases, Jeans17 established that 
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 1
2xy th mfp
Ut v l
y
ρ
∂
≈
∂
 2.8 
where thv  (thermal velocity) is the average molecular velocity and is approximately 4/3 
times the speed of sound in air and mfpl is the mean free path. Consequently, the shear 
stress resulting from molecular transport of momentum in a perfect gas is given by: 
 xy
Ut u v
y
ρ µ
∂
ʹ′ʹ′ ʹ′ʹ′= =
∂
 2.9 
where µ is the molecular viscosity defined by 
 1 .
2 th mfp
v lµ ρ=  2.10 
Equation 2.9 thus represent Boussinesq eddy-viscosity approximation which is that the 
Reynolds stresses are approximated by 
 2i j T iju u Sρ µʹ′ ʹ′ =  2.11 
where 1
2
ji
ij
j i
uuS
x x
⎛ ⎞∂∂
= +⎜ ⎟⎜ ⎟∂ ∂⎝ ⎠
is the mean strain rate tensor and Tµ is eddy viscosity. 
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2.3 The Turbulent Kinetic Energy Equation 
The notion of the turbulent kinetic energy, or TKE, is important. Models based on 
the turbulent kinetic energy equation incorporate non-local and flow history effects in the 
eddy viscosity which is important flow characteristic. Note that the transfer of 
momentum caused by turbulent eddies in the flow is modeled by eddy viscosity in the 
same manner as the momentum transfer due to molecular diffusion is modeled using 
molecular viscosity. The eddy viscosity is also commonly referred to as the turbulent 
viscosity. The concept of turbulent kinetic energy came into existence when Prandtl18 
chose it as the basis of his velocity scale, i.e. 
 2 2 21 1 ( ).
2 2i i
k u u u v wʹ′ ʹ′ ʹ′ ʹ′ ʹ′= = + +  2.12 
In terms of the density ρ, turbulence length scale l and k, Prandtl proved dimensionally 
that the eddy viscosity can be expressed as 
 1/2const .T k lµ ρ= ×  2.13 
Therefore, the eddy viscosity can be found easily if the turbulent kinetic energy is known. 
The question now remains is ‘how to determine turbulent kinetic energy?’. The answer is 
provided by taking the trace of Reynolds Stress tensor, which gives 
 2ii i iu u kτ ρ ρʹ′ ʹ′= − = −  2.14 
The quantity k is strictly referred to as specific turbulent kinetic energy, but is often 
referred to as turbulent kinetic energy. The transport equation for the turbulent kinetic 
energy was given by Prandtl18 
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t x x x x
ρ ρ τ ρε µ ρ
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 2.15 
where 
§ ε is the dissipation per unit mass and is defined as i i
k k
u u
x x
ε ν
ʹ′ ʹ′∂ ∂
=
∂ ∂
 
§ The sum of the unsteady term and convection term (first two terms on the left 
hand side) is the familiar substantial derivative of k that gives the rate of change 
of k following a fluid particle 
§ The first term on the right hand side is known as production, and represents the 
rate at which kinetic energy is transferred from the mean flow to the turbulence. 
Rewritten as ij ijSτ , this term is the rate at which work is done by the mean strain 
rate against the turbulent stresses. 
§ Dissipation (second term on the right hand side) is the rate at which turbulence 
kinetic energy is converted into thermal internal energy 
§ The term involving 
j
k
x
µ
∂
∂  
is called molecular diffusion and represents the 
diffusion of turbulence energy caused by the fluid’s natural molecular transport 
§ The triple velocity correlation term is turbulent transport, and is the rate at which 
turbulence energy is transported to the fluid through the fluent turbulent 
fluctuations 
§ The last term on the right hand side is called pressure diffusion which is another 
form of turbulent transport. 
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For the one and two equation turbulence models considered in this report, the validity of 
the Boussinesq approximation is assumed. In this case the Reynolds stress tensor can be 
written as 
 22
3ij T ij ij
S kτ µ ρ δ= −  2.16 
where Sij is the mean strain rate tensor. Note that the second term on right hand side of 
equation 2.16 is needed to obtain proper trace. That is, when Sii = 0 for incompressible 
flow equation 2.16 yields 2ii kτ ρ= −  in accord with equation 2.14. DNS results
19 indicate 
that the turbulent transport and the pressure diffusion terms can be modeled as 
 1
2
T
i i j j
k j
ku u u p u
x
µ
ρ
σ
∂
ʹ′ ʹ′ ʹ′ ʹ′ ʹ′+ =
∂
 2.17 
where kσ is a closure coefficient. In simple flows, it should be noted that there are still 
two unknown parameters, namely, the turbulence length scale l and dissipation ε. If both 
properties are assumed to be strictly functions of turbulence and independent of natural 
fluid properties such as molecular viscosity, pure dimensional arguments will show that 
 3/2 / .k lε :  2.18 
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2.4 Algebraic Turbulence Models 
Algebraic turbulence models based on the equation for turbulent kinetic energy 
are widely used in industrial applications. These models retain the Boussinesq 
approximation. Therefore all algebraic turbulence models are based upon the assumption 
that the Reynolds stress tensor is only a function of the mean velocity gradient, one 
turbulent length scale and one turbulent time scale, therefore 
 , , .ii j t t
j
uu u F l t
x
⎡ ⎤∂
ʹ′ ʹ′ = ⎢ ⎥
∂⎢ ⎥⎣ ⎦
 2.19 
The turbulent length and time scale are expressed in terms of TKE, 1
2 i j
k u uʹ′ ʹ′=  and one 
other parameter (like dissipation rate ε).  The algebraic turbulence models are classified 
in several ways. The one most often used is based on the number of differential equations 
solved in addition to the mean flow equations: zero equation models, one equation 
models, two equation models and Reynolds stress equation models. Most of these models 
use the Boussinesq approximation, except for the Reynolds stress. In the present study, 
each of these categories has been discussed briefly. 
2.4.1 Zero equation models 
Zero equation models use only mean flow equation and no transport equations for 
calculating turbulence quantities. The pioneering model in this category is Prandtl’s 
model which is based on the mixing length hypothesis. It employs the eddy viscosity 
assumption to relate the turbulent terms to the local flow gradients. As an instance, for 
thin shear layers 
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The Prandtl’s mixing length hypothesis calculates the distribution of eddy viscosity by 
relating it to the mean velocity gradient 
 2t m
UC l
yµ
ν
∂
=
∂
. 2.21 
This relation involves a single unknown parameter, the mixing length lm, over the flow 
field which has to be described with the aid of some empirical formulation. The mixing 
length model has been effectively used for thin shear layers and wall boundary layers. 
The major drawback with this model is the evaluation of lm for different flow 
configurations. The evaluation of lm becomes difficult for re-circulating and 3-D flows. In 
the already empirical specification of the mixing length it is difficult to incorporate, in 
any useful manner, the effects of curvature, buoyancy or rotation. The transport and 
history effects of turbulence are not accounted for in the mixing length model because of 
the absence of a dynamical equation. For the aforementioned reasons, the present work 
does not use any zero equation models for simulations. 
2.4.2 One equation models 
One equation models require the solution to the TKE equation (2.15) and, as a result, 
account for its transport. The eddy viscosity is modeled by 
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 1/2t C k lµν =  2.22 
where Cµ is a constant.  The length scale is specified algebraically and, hence, is flow 
dependent. Like zero equation models, it is difficult to incorporate the length scale 
empirically for complex flows with separation, streamline curvature or rotation. Thus, 
original one equation models were not very popular. However, the models evolved and 
improved with time. Wolfshtein20 introduced damping factors in the dissipation and eddy 
viscosity to obtain more satisfactory results. Goldberg21 refined the model further by 
introducing a number of closure coefficients and damping functions. For attached flows, 
the Goldberg model has five closure coefficients, two damping functions and a closure 
function for length scale. More recently, Baldwin and Barth22 and Spalart and Allmaras23 
devised even more elaborate model equations for the eddy viscosity.  The Spalart-
Allmaras model includes eight closure coefficients and three damping functions. The 
transported variable in the Spalart-Allmaras model is ν%, which is identical to turbulent 
kinematic viscosity. The transport equation for ν% is given by24 
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where Gν  is the production of turbulent viscosity, and Yν  is the destruction of turbulent 
viscosity. νσ % and 2bC  are the constants and ν  is the molecular kinematic viscosity. Sν% is 
a user defined source term. The turbulent viscosity tµ  is computed from 
 µt = ! !! f!1  2.24 
where the viscous damping function, 1fν  is given by 
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The additional definitions are given by following equations 
 G! =Cb1" !S !!  2.27 
where 
 22 2 vS S fd
ν
κ
≡ +
%
 2.28 
and 
 2
1
1
1
f
fν ν
χ
χ
= −
+
 2.29 
1bC  and κ  are constants, d  is the distance from the wall, and S  is a scalar measure of 
the deformation tensor. S  is based on the magnitude of the vorticity: 
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 2 ij ijS ≡ Ω Ω  2.30 
where ijΩ  is the mean rate of rotation tensor. The destruction tem is modeled as 
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1wC , 2wC  and 3wC  are constants. The constants have the following default value in the 
standard model 
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Only a modest advantage is gained by using one equation models as compared to mixing 
length models. While the recent developments have improved predictive capability of one 
equation models for some flows, their performance lacks consistency. Still, the Spalart-
Allmaras model has achieved closer agreements with measurements for a limited number 
of separated flows, and is commonly used in industry. 
2.4.3 Two equation models 
This class of models is the most versatile and the most widely used in engineering 
applications. To eliminate the need for specifying a length scale empirically throughout 
the flow, a second differential equation which, in effect, provides the length scale is used. 
In general, one looks for an equation of a quantity that is a combination of TKE and 
length scale, i.e. 
 a bZ k l=  2.36 
Such an equation can also be derived from Navier-Stokes equation just like TKE. The 
equation will have the form 
 
2
2
1 2
t t
z
z t
DZ Z U kZ C C S
Dt y y k y
µ µ
ρ ρ
σ µ
⎡ ⎤⎛ ⎞ ⎛ ⎞∂ ∂ ∂
= + − +⎢ ⎥⎜ ⎟ ⎜ ⎟∂ ∂ ∂⎢ ⎥⎝ ⎠⎝ ⎠ ⎣ ⎦
 2.37 
Here Sz is a secondary source term which appears in some models, and C1 and C2 are 
constants which must be determined by trial-and-error. With time, several different types 
of two equation models have evolved according to the flow problem of interest. Popular 
models are standard k-ε and k-ω models and their variations. In the present study two 
equation models have been used extensively. Their application and justification for their 
use will be discussed in next chapter in detail. 
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Chapter 3.  Turbulence Modeling 
As mentioned earlier, an extensive family of turbulence models exists in the 
literature, each with its own flows for which it is best suited. Nonetheless, standard k-ε 
model25, standard k-ω model16, SST k-ω models26 are versatile and popular turbulence 
models used in commercial problems. Most of these models are based on the Boussinesq 
assumption. Consequently, the relation between the Reynolds stresses and the velocity 
gradient is linear. A more general model than those based on Boussinesq approximation 
is the Reynolds stress model27, which solves a separate transport equation for each 
component of Reynolds stress.  
Strictly speaking, it is the turbulence modeling that most often causes deviation of 
the predictions from the measured data, assuming all boundary and initial conditions are 
properly specified. Therefore turbulence modeling is a key issue in most CFD 
simulations. Virtually, all the flows of practical importance are turbulent and hence 
require turbulence models. Nevertheless no assumption has been made that any of these 
models can be applied to all turbulent flows. Each model has its advantages, 
disadvantages, and appropriate flow regimes. The present study is specifically focused on 
bypass internal flows that involve channels of non-circular cross section. These curved 
channels are known to be challenging for most of one and two equation turbulence 
models due to streamline curvature and flow effects. Therefore, it becomes necessary to 
simulate the flow using various turbulence models and assess their flow predictions. The 
effectiveness of the high-flow bypass will depend on the mass flow rate through it, which 
in turn depends on the flow quality attained in its aft and fore portions of the bypass. 
Therefore precise identification of phenomenon like shock formation and flow separation 
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within the aft channels becomes important as they may cause inflow distortions within 
the bypass resulting in reduced mass flow rates and, thus, in poor efficiency. The flow 
computations through some of the aft channels are a particularly challenging task for 
CFD due to potential separation, shock-turbulence interaction, and streamline curvature. 
The separation will be highly dependent on local turbulence level, viscous wall effects, 
and velocity gradients, all of which will be functions of the complex physical geometry. 
Thus turbulence modeling and geometry meshing become dominant factors that affect the 
ability of CFD to accurately predict the flow through the bypass. Therefore, the goal of 
this study is to examine selected turbulence models in terms of accuracy, convergence 
and computational cost. In addition, comparisons are made between the predictions and 
experimental data10, 11 for some of these turbulence models. 
3.1 FLUENT flow solver 
Different versions of the commercial ANSYS FLUENT software packages, 
FLUENT 6.3.26, FLUENT 12.0 and FLUENT 13.0, were used for solving the set of 
governing equations. The numerical method is based on finite volume approach. The 
simulations were conducted using mostly the density-based solver with RANS 
formulation and different grids – structured, hybrid and unstructured. The density based 
solver was used to account for compressibility effects which were prominent because of 
the high Mach number flow. FLUENT provides flexibility in choosing discretization 
schemes for each flow problem. The discretized equations along with initial and 
boundary conditions were solved. Turbulence models such as Spalart-Allmaras model, 
standard k-ε model, standard k-ω model, shear stress transport k-ω model and the 
Reynolds stress model were used. All these models are available directly in FLUENT. 
The complexity and robustness varies as one moves from one equation models to 
different two equation models and to other, more elaborate, turbulence models. As 
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mentioned earlier, all of the one- and two-equation turbulence models are based on 
Boussinesq approximation in which the Reynolds stress tensor is computed from the 
effective viscosity formulation. Mathematically 
 2 2
3ij ij t ij
kτ δ ν δ= −  3.1 
where k is the turbulent kinetic energy,  δij is the Kronecker delta and νt denotes turbulent 
kinetic viscosity. In order to obtain the turbulent viscosity other transport equations are 
needed. These equations differ from one model to another. 
3.1.1 The Standard k-ω model16 
The starting point for virtually all two equation models is the Boussinesq approximation 
and TKE equation. It is good to recall that there is no unique way in which the second 
equation is defined. Kolmogorov pointed out that a second transport equation is needed to 
compute the so called specific dissipation rate ω. This quantity has dimensions of time 
inverse. From dimensional analysis it can be shown 
 1/2
/
/
T k
l k
k
µ ρ ω
ω
ε ω
:::  3.2 
In Kolmogorov’s k-ω model, ω satisfies a differential equation similar to TKE equation. 
Kolmogorov postulated this equation recognizing that there are fairly small number of 
physical processes commonly observed in the motion of fluid (which are unsteadiness, 
convection, production, diffusion, dissipation and dispersion). Combining physical 
reasoning with dimensional analysis Kolmogorov arrived at following equation for ω 
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 3.3 
This equation became the basis of modern day k-ω models. Launder and Spalding27 
offered an improved version of the Kolmogorov’s model that removed some of its flaws. 
Wilcox et al.16 have pursued further development and applications of k-ω models. The 
form of equation has changed as the model evolved through decades. The standard k-ω 
model is one of the most common turbulence models. The specific dissipation ω can also 
be thought of as the ratio of ε to k. The model incorporates modifications for low-Re 
effects, compressibility and shear flow spreading. Hereby presented is the Wilcox’s16 
version of k-ω model which is also used by FLUENT: 
Eddy Viscosity formulation 
 /T kµ ρ ω=  3.4 
TKE equation 
 ( )* *ij ij T
j j j j
Uk k kU k
t x x x x
ρ ρ τ β ρ ω µ σ µ
⎛ ⎞∂∂ ∂ ∂ ∂
+ = − + +⎜ ⎟⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠
 3.5 
Dissipation rate ω equation 
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 3.6 
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Auxiliary relationships 
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3.1.2 The Standard k-ε model16 
Instead of ω, Chou28 proposed modeling the exact equation for ε. In terms of this 
formulation 
 
2
3/2
/
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l k
µ ρ ε
ω
::  3.9 
The central paper however is that by Jones and Launder29. The model by Jones and 
Launder is referred to as the standard k-ε model. It is by far the most popular two 
equation model. Most research use the form of model presented in paper by Launder and 
Sharma30 which is  
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Eddy Viscosity formulation 
 2 /T C kµµ ρ ε=  3.10 
TKE equation 
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 3.11 
Dissipation rate ε equation 
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Closure Coefficients 
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Auxiliary relationships 
  
 
3/2
/ ( )
/
C k
l C k
µ
µ
ω ε
ε
=
=
 3.14 
Note that this model was derived by assuming that the flow is fully turbulent and the 
effects of molecular viscosity are negligible. For locations near wall, the standard k-ε 
model requires an additional model which comprises the effects of molecular viscosity. 
In such a situation, wall functions based on semi-empirical formulas and functions are 
employed. These wall functions are also available in FLUENT directly. 
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3.1.3 The Reynolds stress model 
The Reynolds stress model (RSM) is a higher level, elaborate turbulence model. It is 
usually called a second order closure. This modeling approach originates from the paper 
by Launder and Spalding27. In RSM, the eddy viscosity approach has been discarded and 
the Reynolds stresses are directly computed. The exact Reynolds stress transport equation 
accounts for the directional effects of the Reynolds stress fields. Detailed derivations for 
the closure equations are provided in the FLUENT User manual24.  
3.1.4 The Shear stress transport model 
The SST k-ω model was developed by Menter31. It combines the robustness of k-ω model 
near walls with capabilities of k-ε model away from the walls. A blending function 
ensures smooth transition between the two models. The definition of the turbulent 
viscosity is modified to account for the transport of turbulent shear stress. Although, 
turbulence levels predicted by this model are a bit too high in regions of normal strain 
and regions of strong acceleration, the concept works particularly well for flows 
involving adverse pressure gradients and separation. The model equations are available in 
detail in paper by Menter. The SST model performance has been studied in a large 
number of cases. In a NASA technical memorandum32, SST was rated the most accurate 
model for aerodynamic applications. In essence, it offers significant advantages for non-
equilibrium turbulent boundary later flows including heat transfer predictions.  
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Chapter 4.  Implementation details  
This chapter focuses on the different methods and techniques that were used to 
transform externally-acquired CAD models into their corresponding computational 
domain by generating appropriate grids. The chapter also discusses how boundary 
conditions for different models were determined and evolved based on the flow solutions 
obtained from progressively more complex simulations.  
For complex geometries like the full engine and aft bypass model simulations, an 
unstructured grid methodology was chosen in the ANSYS FLUENT package. Both 
steady state and transient time integrators were used with the density based flow solver 
with the various turbulence models discussed in chapter 3. The simulations performed 
assumed a calorically perfect gas behavior for air with temperature-dependent transport 
coefficients modeled with Sutherland’s law. Hybrid unstructured grids were also used 
with hexahedral elements near solid surfaces, to resolve the boundary layers, which 
transitioned to a tetrahedral mesh for the remaining volume. The surface and volume 
meshes were created with GAMBIT and ANSYS ICEM CFD after fixing the CAD 
geometry. Gradient based grid adaptions were used to increase the near wall resolution.  
Flow characteristics for the complete high-flow bypass were computed in an 
organized manner by analyzing the flow through three major model geometries in order. 
These geometries are: “Full engine geometry”, “Clean and Vaned model,” and “Single 
channel.” Each of these geometries is discussed in detail in the following sections.  
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4.1 Full engine geometry 
4.1.1 Description and Boundary Conditions 
The full engine geometry is the complete bypass geometry including inlet vanes 
and exhaust channels/nozzles but excluding the turbomachinery. The CAD model of the 
geometry, shown in Figure 2, was developed by Gulfstream Aerospace and was made 
available by Dr. Meng-Sing Liou of the NASA Glenn Research Center along with initial 
solution data.  The target application of the bypass geometry is a small supersonic 
business jet based on a Rolls-Royce turbofan engine configured with a secondary bypass, 
operating at 50,000 feet with a cruising Mach number of 1.6, with installation effects 
(e.g., nacelle, fuselage and wing influence) increasing the local Mach number to 1.7. The 
free stream conditions for the computational domain were obtained from the actual flight 
Mach number at altitude. Since the turbomachinery was not included, conditions at the 
AIP and TEP were also needed. The positions of the AIP and TIP are clearly shown in 
Figure 3. The NASA solution, which included these planes, was used to obtain estimates 
for the static pressure at the AIP and the exit total temperature and total pressure at the 
TEP. These conditions have been summarized in Table 1 below. 
Table 1: Full engine geometry: Boundary conditions obtained from NASA solution 
AIP	   Free-­‐stream	   TEP	  
P	  =	  54090.85	  Pa	   P	  =	  14830.00	  Pa	   P	  =	  93767.18	  Pa	  
	  T	  =	  320.56	   T	  =	  216.70	  K	   T	  =	  555.78	  K	  
	  M	  =	  0.57	   M	  =	  1.70	   M	  =	  0.41	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4.1.2 Grid generation  
The complete bypass CAD geometry, owing to its complicated nature, was first 
analyzed in detail in order to convert it into meshable model. The geometry comprised 
several edges of various sizes which were merged wherever needed. During the analysis 
it was also identified that some entities were missing, possibly because of importing the 
geometry from a CAD software package into GAMBIT. Figure 4 shows one of the 
missing surfaces created using GAMBIT. The geometry was then completed by creating 
missing surfaces, edges and vertices, and was cleaned using built-in tools available in the 
GAMBIT package. Further, the original CAD geometry had gaps between some of the 
surfaces that made it unsuitable for creating a CFD mesh. Through cleanup, these 
unconnected face gaps/holes were eliminated along with duplicate entities, which greatly 
simplified the meshing process.  
After the geometrical anomalies were removed, the entire geometry was 
converted to a single, water-tight volume (shown in Figure 3) by stitching all of the faces 
together. Once the volume defined by the bypass geometry was ready, a computational 
domain (brick) was created around the full engine geometry with one of its faces 
coinciding with the symmetry face of the bypass geometry. To obtain the fluid domain, 
the bypass geometry was then subtracted from the brick. The resulting computational 
domain is shown in Figure 5. The meshing process for the computational domain was 
then started. It was ensured that each edge was meshed appropriately based on its size. 
The complete edge meshing and initial face meshing is shown in Figure 6. There are 
options in GAMBIT that allow user to create incremental meshes by means of size 
functions. These size functions ensured a refined mesh in the region of small gaps, while 
maintaining an overall coarse mesh. However the meshing failed when efforts were made 
to mesh the volume using size functions. Therefore, for the task of volume meshing, 
another meshing tool, called TGrid, was used. TGrid is a specialized preprocessor from 
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ANSYS and is used to create unstructured tetrahedral and hexcore meshes for complex 
and very large surface meshes. Within TGrid, the surface mesh of each of the face was 
analyzed in detail. A few cases were found where the mesh was overlapping, such as 
depicted in Figure 7. Recreating the appropriate surfaces where overlapping occurred 
eliminated the issue allowing the entire volume (along with computational domain) to be 
meshed with an unstructured tetrahedral mesh. There was a small number of elements 
with undesirable skewness eliminated using TGrid. The completed volume mesh is 
shown in Figure 8. 
4.1.3 Solution Strategy and Convergence 
The simulation of the flow through the engine was started in FLUENT using the 
one equation Spalart-Allmaras turbulence model. The boundary conditions in the free-
stream and at the AIP and TEP, as given in Table 1, were spatially uniform. Instead of 
starting the simulation with the final boundary conditions, all boundaries (including the 
AIP and TEP) were set to free-stream conditions and then changed by small steps to build 
the solution. These precautions were necessary because the required boundary conditions 
varied significantly from one bounding surface to another, and specifying the required 
boundary conditions directly would have resulted in computational divergence. To 
establish convergence of the simulation, first the solution residuals were examined. Once 
it was confirmed that the residuals are below an intermediate limit (~10-3), the bypass 
mass flow rate was computed at several axial locations of the engine. The simulation was 
continued till the bypass mass flow rate became consistent throughout the axial distance 
of the engine. The average value of bypass mass flow rate was also validated using 
NASA data once the converged solution was obtained. Details on the full engine 
simulation and the mass flow rate are given in Chapter 5. 
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4.2 Clean Model and Vaned Model 
4.2.1 Description 
The full engine calculations suggested that it was the aft bypass portion that would 
most strongly influence the performance of the secondary bypass.  To understand this 
flow in more detail, additional analysis was performed on the subsystem comprising the 
second half of the gearbox and the aft vanes.  Two models were constructed—one with 
vanes and one without (the “clean” model)—for comparison purposes and to provide 
validation-quality data. 
4.2.2 Computational domain 
The CAD geometry of both the models in wind tunnel configuration, as shown in 
Figure 9, was provided by Hortensius et. al.10, 11. The clean model comprising the exhaust 
portion of the bypass without any vanes was extracted from the complete experimental 
set up using the ICEM CFD package of ANSYS and is shown in Figure 10. In a similar 
manner, the vaned model consisting of the exhaust portion along with the vanes was 
extracted and is shown in Figure 11. Because of the symmetry of computational domain 
along a vertical plane, the entire domain was split into half as shown in Figure 12.  
In the experimental setup11, the model exit diffused into a larger opening, which 
exhausted to the atmosphere. On this entire model, a viscous simulation was started with 
identical static pressures (equal to atmospheric pressure taken from experiments by 
Hortensius et. al.11) at inlet and exit. Using the Mach of 0.7 at inlet, the value of 
stagnation pressure was obtained using the isentropic pressure ratio. The solution from 
simulation exhibited evident flow separation at the converging part of the fairing itself. 
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However it also predicted a high Mach number at the inlet. Nonetheless, it became clear 
from the simulation results that, there will be no significant change in flow characteristics 
through the diffuser and it need not be modeled computationally. Therefore, on the basis 
of information and feedback from Hortensius et. al.10, 11 and preliminary simulation 
results, the computational domain ranging from section A to section B was proposed 
(depicted in Figure 13). Section B is a diameter downstream of the sudden contraction 
region (also shown in Figure 13), excluding the diffuser but comprehensively including 
the zone of flow separation. Section A is located slightly upstream of the location where 
the vanes begin (and the fairing starts to converge back) and had a traversing probe 
available. The inner, and outer annulus surface of the domain comprised of diffusive cone 
and viewing chamber, respectively. The resulting geometry was repaired and gaps were 
filled to make the domain mesh ready. Then a single fluid volume was created for the 
entire setup by stitching all surfaces together. 
4.2.3 Model development and boundary conditions 
For the clean model, Hortensius et. al.10, 11 conducted experiments with a Mach 
number of 0.7 near section A (inlet). A preliminary unstructured mesh was generated to 
conduct an inviscid simulation on the proposed computational domain. This simulation 
provided with approximate inflow (section A) and outflow (section B) boundary 
conditions. Based on the results from the inviscid simulation, regions of critical 
importance were identified and the mesh was refined in those regions. The refined mesh 
is shown in Figure 14. Before starting the viscous simulations, it was necessary to make 
sure that computational resource were utilized optimally and that simulations converged 
in minimal time. Therefore, an optimal Courant number was determined for the 
simulations for which time-to-solution would be least. By running test simulations for the 
clean model with different Courant numbers for the same amount of physical time, a plot 
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of average time/iteration vs. Courant number as shown in Figure 15 was obtained. From 
the figure, it was observed that CFL = 4.6 (approximate) was optimal. Viscous 
simulations were then started on the refined mesh with the optimal CFL. For these 
simulations, the stagnation chamber pressure of 19.5 psi (obtained from experiments by 
Hortensius et. al.10, 11) was used as inlet stagnation pressure. Later, experimental data11 
obtained from a traversing stagnation probe located near section A indicated that the flow 
suffered considerable losses as it moved from chamber through flow straightening vanes, 
to the traversing probe location. Thus the total pressure obtained directly from the 
traversing probe (after filtering out the data affected by boundary layer growth) was used 
as new inlet stagnation pressure.  
Experiments11 were conducted as a series of runs for a given boundary condition. 
The ambient conditions were observed to vary significantly from one run to another. To 
nullify the effect of the variation in ambient properties, a pressure recovery factor was 
calculated first for each series. By measuring the total pressure at the traversing probe 
location and the chamber pressure for all the runs in the series, a pressure recovery factor 
was obtained by averaging pressure ratio of all runs. The new stagnation pressure at inlet 
was calculated by multiplying the chamber pressure with the recovery factor. This 
stagnation pressure came out to be 19.176 psi. This value was more accurate in the sense 
that it accounted for both the pressure losses and local ambient variations.  
Note that there was no provision available in the experiments to take 
measurements near the domain exit. Thus, the static pressure at exit was constantly 
adjusted to achieve the desired inflow Mach number of 0.7 at the inlet. Nonetheless, Pitot 
probes, wall static pressure taps, and flow visualization data was available throughout the 
length of model which were used extensively to compare with computational data.  
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The experimental data from Hortensius et. al.10, 11 indicated a significantly 
developed boundary layer even before the flow reached the inlet of the model. This 
boundary layer growth was due to the presence of constant area passage extending from 
the screens to the model inlet in the experimental setup. No such passage and thus no 
boundary layer existed for the original computational domain since it started from the 
model inlet itself. To include the effects of the boundary layer, the computational domain 
was extended upstream all the way up to the end of the constant cross-section portion, 
which was the end of the converging nozzle.  This integrated clean model is shown in 
Figure 16, where a constant area passage connecting the tunnel stagnation chamber to the 
model precedes a vane less expansion around the gearbox. The domain was re-meshed 
with relatively coarse unstructured grid because of the sheer size of the domain. To 
capture the boundary layer with greater accuracy, the mesh near the walls of the 
integrated domain was refined using velocity gradient mesh adaption feature of the 
FLUENT. Figure 17 depicts the mesh after two levels of refinement. Still, the flow 
solutions from Spalart-Allmaras and transition SST model exhibited diffused boundary 
layer profiles indicating that mesh was not refined enough. To investigate the effects of 
turbulence models on the boundary layer growth accurately and quickly, a separate 
domain comprising only the constant area passage was used. Because this domain was 
simple, highly refined structured mesh, resolved up to the laminar sub layer (of the 
turbulent flow) was created. The thickness of the laminar sub layer was computed using 
previous existing viscous flow solutions obtained by conducting simulations on two level 
adapted grid of integrated clean model. The structured mesh of the constant area passage 
is shown in Figure 18. The boundary conditions at exit of constant area passage were 
made identical to the boundary conditions at the inlet of the clean model. The boundary 
conditions at inlet of the passage were monitored continuously to achieve the required 
boundary conditions at its exit. Various flow models were tested on the constant area 
passage in relatively less time. Once these simulations were completed and models 
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shortlisted, a hybrid mesh was generated for the integrated clean model using ANSYS 
ICEM CFD. Prism meshing was provided near the inlet portion of the model to record the 
boundary layer efficiently. This hybrid mesh is shown in Figure 19 
Identical to integrated clean model, an integrated vaned model was generated, but 
with vanes. Based on NASA data and full engine simulation results, it was expected that 
channels will choke early and the flow throughout the rest of vanes will be turbulent with 
significant secondary flow (accompanied by flow separation in some of the channels). It 
was thus required to mesh inner surfaces channels with greater degree of refinement and 
quality. Therefore, similar to the hybrid meshing of the clean model, an appropriate grid 
was generated for the integrated vaned model. The generated hybrid mesh is shown in 
Figure 20. Further, Figure 21 shows the cross-section of generated boundary layer for one 
of the exhaust channels. The vaned model was more challenging than clean model in 
terms of flow predictions because of differential blockages created by the aft-channels as 
well as the expected choking and supersonic flow expansion. Hortensius et. al.11 
conducted runs with different chamber total pressures that drove the flow through the 
vaned model with different speeds. Two of the higher chamber pressure cases resulted in 
choking of the model. Boundary conditions corresponding to one of the un-choked cases 
were taken to start the vaned model simulation. Through consistent monitoring of the exit 
static pressure, the average value of Mach number at inlet was matched to experimental 
value of 0.481. Later, another simulation for choked case was conducted which 
corresponded to experimental Mach number of 0.538 at the model inlet.   
Details for the clean and vaned model simulations are provided in Chapter 5. 
 37 
 
4.3 Single Channel 
4.3.1 Description and boundary conditions 
The single channel that was investigated is one of the exhaust channels of the 
bypass nearest to the fairing with maximum curvature. The CAD model of the channel 
was extracted from the full engine geometry itself. The location of the channel with 
respect to the entire bypass is shown in Figure 22. Since the channel geometry was 
simple, an unstructured mesh was generated for the channel quickly using GAMBIT. The 
initial area-averaged boundary conditions used for the channel were obtained from the 
available NASA data and their values are shown in Table 2. 
Table 2: Boundary conditions for detailed channel 
Inlet	   Exit	  
P	  =	  57088.11	  Pa	   P	  =	  10435.57	  Pa	  
T	  =	  334.92	  K	   T	  =	  241.03	  K	  
M	  =	  0.33	   M	  =	  1.40	  
 
4.3.2 Model development 
The first turbulence model used to solve for the time averaged turbulent flow was 
the Spalart-Allmaras (SA) model, the same that was used in the NASA simulation. The 
model in its standard form is available directly in FLUENT. A closer look at the 
simulation data suggested that the flow was not sufficiently resolved to draw reliable 
conclusions. Therefore, a more refined structured mesh with 1.4 million nodes was 
created that attempted to better resolve the shock and the channel wall boundary layers. 
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This structured mesh was generated using boundary layer function of the GAMBIT that 
enabled high resolution near the channel surface. Figure 23 compares the unstructured 
mesh and the structured mesh. From the examination of the y+ values (200~250) in 
preliminary solutions it became clear that even the original structured mesh was not 
sufficiently resolved to capture flow features reliably. Consequently, the y+ grid adaption 
feature of the FLUENT was used to refine the mesh. The values of y+ used for adaption 
were based on preliminary solutions of k-ε model with boundary conditions matching 
with full engine simulation data. After first adaption the y+ values were in 40~70 ranges 
and the number of nodes increased to 2.4 million. However, to capture flow 
characteristics in the laminar sub-layer of the bounded turbulent flow (y+ ≤ 5), one more 
y+ grid adaption was performed using FLUENT. Figure 24 shows the quality of the mesh 
after two levels of grid adaption. The domain then consisted of 6 million nodes. 
Subsequent simulations were conducted on this final, twice adapted structured mesh. 
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Chapter 5.  Results and discussions 
5.1 Full engine simulations 
For the full engine, the unstructured grid was generated and the flow was modeled 
using the Spalart-Allmaras model, as described in Chapter 4. The convergence of the 
simulation was established through consistency of the bypass mass flow rate at different 
axial stations. Figure 25 shows the overall solution, as well as the location of the seven 
axial locations where the bypass mass flow rate was computed. The final flow solution is 
also shown in Figure 25 in contours of streamwise velocity.  The inlet and terminating 
shocks are visible along the beginning of the aft guide vanes as evident in Figure 26 .  
The static pressure set at the AIP creates most of the flow spillage, and its shock, visible 
near the “station 1” marker (Figure 25) while the total temperature and pressure set at the 
TEP is responsible for the high-velocity stream, approximating the engine core, at the 
downstream portion of the domain.  Several shocks and expansion fans are visible near 
the bypass termination and where it meets the engine core flow (also shown in Figure 
25). 
Figure 27 shows the bypass mass flow rate at different axial stations plotted against 
number of iterations to establish consistency. The final bypass MFR was obtained to be 
29.0 ± 0.2 kg s-1 after running the simulation for about 0.51 million iterations.  These 
values agree with those obtained from NASA to within 4%, but some residual iteration-
dependence on the mass flow rate is observed.  Moreover, the mass flux is not completely 
uniform across the seven measuring stations, possibly indicating residual unsteadiness in 
the solution and/or numerical error in computing the mass flux from the flow data.  
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Near the gearbox, the aft bypass channel undergoes the largest flow curvature and 
area change and is expected to be the first to choke with the largest total pressure loss due 
to the normal shock induced by the channel’s back pressure being approximately 
atmospheric. Therefore, this channel was analyzed in detail and its simulations results 
will be discussed later in this Chapter.   Along a streamline through this channel the full 
engine solution was compared with the NASA solution in Figure 28 using the Mach 
number.  Overall, the two simulations predict roughly the same Mach number 
distribution, with the current results having a Mach number of 0.5 through the gearbox 
region relative to the 0.4 value predicted by NASA.  The shock strength, location, and 
flow recovery post-shock are very similar in the two simulations. 
5.2 Aft-bypass simulations 
5.2.1 Aft-bypass simulations—“Clean model” 
All the viscous simulations on clean model predicted expected flow separation at region 
where the fairing started to converge. However, the Mach number of 0.7 was also 
required at inlet to match the computational flow conditions with experiments. The first 
viscous simulation predicted a very high Mach number at the model inlet. However, 
when the simulation was conducted on the proposed computational domain (ranging from 
section A to section B) with chamber pressure used for the inlet total pressure, there was 
improvement in the resulting inlet Mach predictions. But the values were still high (~ 
0.83). The Mach values improved further when the filtered probe data, as discussed in the 
previous Chapter, was used as the inlet boundary condition. The predicted Mach number 
was then 0.78, which was still significantly higher than 0.7. When the filtered probe data 
and the pressure recovery factor were used, leading to a 19.176 psi inlet stagnation 
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pressure, the average Mach number at inlet came out to be approximately 0.7. The Mach 
number axial slices for both the solutions is shown in Figure 29 
A sketch of the integrated clean model is shown in Figure 30 with the locations 
for the computational-experimental comparison of the radial Mach number profile, the 
results of which are shown in Figure 31. The centerline Mach number predicted by 
Spalart-Allmaras model with boundary mesh was close to the experimental values11, 
while transition SST model predicted higher Mach number. However, the flow solutions 
from the S-A model appeared highly diffused, possibly because of coarse mesh and no 
reliable deduction could be made from these results.   
Simulations were conducted for the constant area passage for which the wall static 
pressure data were combined with a Pitot probe survey to estimate the local Mach 
number. Initially, the Spalart-Allmaras one equation turbulence model was used based on 
the results from the full engine simulations observed earlier.  However, as evident from 
Figure 32, a strongly different inlet velocity profile resulted where the predicted profile 
was fully turbulent while the experimental profile11 had an undisturbed core region.  It 
was supposed that the experimental boundary layer developing in the constant area 
passage (Figure 30) was initially laminar after the flow straightening screens, 
transitioned, but did not have sufficient length to fully develop the channel. In essence, 
transition was occurring before the comparison location. This may be the major cause of 
the poor predictions by Spalart-Allmaras model as one equation turbulence models are 
not very good at handling laminar to turbulent transition. Further, laminar model greatly 
under predicted the boundary layer thickness which also highlighted the impact turbulent 
transport has on the mean velocity profile. 
A quick literature survey suggested that the SST turbulence model performs 
significantly better for non-equilibrium turbulent boundary layer flows. Experimental 
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data11 obtained for flow through clean model exhibited clear flow separation when flow 
encountered sudden area expansion (due to the fairing with strong curvature). Therefore, 
it was expected that transition SST model would provide a more accurate flow solution. 
The four equation transition SST model indeed yielded improved boundary layer 
predictions, matching both the thickness and the core Mach number well (see Figure 32). 
Further evidence of the partially developed passage can be seen in Figure 33 
where surface oil streamlines taken from experiments conducted by Hortensius et. al.10, 11 
are compared with computational predictions using the Transition SST and S-A models.  
There is a clear difference in the separation prediction between the S-A model and the 
experimental data11, which is substantially improved when the SST model is used. The 
predicted surface streamlines were determined by computing the streamlines associated 
with the surface tangential shear stress vector field. 
5.2.2 Aft-bypass simulations—“Vaned model” 
The integrated vaned aft bypass model differs from the clean model only by the 
addition of the bypass vanes visible in the right panel.  All other details are the same.  
The presence of the vanes causes differential flow blockage and choking not seen in the 
clean model. Hortensius et. al.11 conducted un-choked experimental runs with an inlet 
Mach number of 0.481. The corresponding computational velocity profiles were obtained 
by using the transition SST model based on results from the clean model. The 
experimental profiles11 as well as the computational profiles were uniform across the 
radius and had nearly same azimuthal variation. Although the boundary layer profiles 
matched very closely at the outer annulus surface of the model, there was a significant 
difference in boundary layer thickness at the inner annular surface of the vaned model, as 
shown in Figure 34. The reason for such a deviation lies in the experimental 
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configuration. In the experiments by Hortensius et. al.11, the inner annular surface started 
from the screens directly, giving sufficient flow length for the boundary layer to develop 
and grow thicker.  For the outer annulus, the flow passes through the screens before 
entering an axisymmetric converging nozzle, which accelerates the flow and thins the 
boundary layer.  The nozzle was not included in these calculations. 
5.3 Single channel simulations 
An investigation into the bypass channel adjacent to the gearbox was performed 
since it choked early and involved significant shock-turbulence interaction. The flow 
results from the Spalart-Allmaras model simulation of the flow through channel (Figure 
35) depicted a rather strong shock with inflow Mach number approaching 1.5 in the 
middle of the second bend. Later, the flow expanded through the nozzle portion of the 
channel. A comparison was performed for different turbulence models along the center 
streamline of the channel. The center streamline is shown in Figure 36. The strength of 
the shock was found to be moderately sensitive to the turbulence model used (see Figure 
37) with a velocity jump ranging from 250 to 300 m/s between the single equation 
Spalart-Allmaras, two equation k-epsilon and k-omega, and six equation Reynolds stress 
model.  The jump ratios for pressure, temperature and velocity magnitudes for different 
turbulence models have been summarized in Table 3. 
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Table 3: Jump ratios of different flow variables for different turbulence models 
Jump	   k-­‐ω	  model	   k-­‐ε	  model	   RSM	   S-­‐A	  Model	   NASA	  Data	  
Maximum	  Static	  Pressure	  (Pa)	   29350.271	   32159.700	   32036.764	   33507.400	   33220.988	  
Minimum	  Static	  Pressure	  (Pa)	   8736.489	   8349.788	   7983.829	   7359.138	   7185.007	  
Static	  Pressure	  Jump	  Ratio	   3.360	   3.852	   4.013	   4.553	   4.624	  
Maximum	  Static	  Temperature	  (K)	   290.695	   306.391	   293.847	   307.723	   317.377	  
Minimum	  Static	  Temperature	  (K)	   200.298	   195.796	   191.193	   186.775	   185.158	  
Static	  Temperature	  Jump	  Ratio	   1.451	   1.565	   1.537	   1.648	   1.714	  
Maximum	  Velocity	  Magnitude	  (m/s)	   533.587	   543.013	   551.646	   559.699	   561.881	  
Minimum	  Velocity	  Magnitude	  (m/s)	   318.666	   293.355	   313.024	   263.849	   233.593	  
Velocity	  Magnitude	  Jump	  Ratio	   1.674	   1.851	   1.762	   2.121	   2.405	  
Maximum	  Mach	   1.881	   1.933	   1.990	   2.042	   2.060	  
 
Figure 37 and Figure 38 compare static pressure and velocity magnitude respectively, 
predicted by different turbulence models with NASA data The flow expansion in the post 
shock region of the channel is clearly evident in Figure 38.Although the centerline 
predictions of the four models are similar, the RSM predicts that most of the channel 
remains laminar while the 1- and 2-equations models assume a fully turbulent channel. 
Figure 39 illustrates the difference observed in the flow behavior in the channel, 
depending on turbulence model used.  In the left pane of Figure 39, the k-ε model 
predicts that an (assumed to be) initially laminar channel quickly develops turbulence 
because of the strong mean flow strain rate induced by the channel curvature.  In contrast 
the right pane of Figure 39 shows that the Reynolds stress model remains laminar 
throughout most of the channel with strong turbulence predicted just before and after the 
normal shock. 
A comparison was also performed along a streamline extracted very near to one of 
the surfaces of the channel with two level y+ adapted grid. The surface streamline is 
shown in Figure 40. Figure 41 and Figure 42 compare velocity magnitude and TKE 
respectively, predicted by different turbulence models. No significant differences 
between the predictions by 1-equation, 2-equation and RSM models were found for the 
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surface streamline. Further, the surface streamline predictions by different turbulence 
models were also insensitive towards grid refinement (as evident in Figure 43 which 
shows velocity magnitude predictions for k-ε model)  
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Chapter 6.  Conclusion 
Through this study, a high-flow nacelle bypass concept was investigated 
computationally. The purpose of the bypass is to lower the sonic boom generated by the 
engine by placing an outer nacelle to enclose the asymmetric engine’s external 
protuberances to more effectively isolate the flow from the area changes induced by the 
engine. To increase the efficiency of the bypass, guided vanes and channels were used at 
the inlet and the exhaust, respectively, to regularize the flow around the external 
protuberance/fairing which created a highly complex 3-D flow within the bypass, the 
accurate numerical modeling of which is necessary to improve its performance. Through 
a literature study, it was identified that curved channels with rectangular cross-section, 
such as those represented by aft channels of bypass, are challenging for most one and 
two-equation RANS turbulence models. It was therefore necessary to obtain the RANS 
turbulence model most suited for the flow configuration in question. Thus the objective 
of this study was to assess the sensitivity of predictions by different turbulence models 
when applied to the flow through the aft-bypass vanes of high-flow nacelle bypass. 
The turbulent flow through the bypass and its subsections was investigated 
numerically using the Commercial CFD solver FLUENT.  Various turbulence models, 
including the one equation Spalart-Allmaras Model, the two equation standard k-ε model, 
the two equation standard k-ω model, the four equation transition SST model, and the 
Reynolds stress model were considered for this purpose. The performance of the 
aforementioned turbulence models were compared with available experimental results by 
Hortensius et. al.11. The simulations were carried out on different types of grid 
(unstructured, structured and hybrid) having different spacing for the near wall points and 
 47 
 
different volume resolutions. An optimal CFL number was also determined for certain 
simulations to minimize the computational time as much as possible. 
The investigation of the flow characteristics began by developing a computational 
domain for the full engine. The geometry was acquired from Gulfstream Aerospace and 
was repaired using the GAMBIT preprocessing tool. The geometry was meshed with an 
appropriate unstructured grid using GAMBIT and TGrid and the required boundary 
conditions were specified. The turbulent flow through the complete bypass was modeled 
using the Spalart-Allmaras turbulence model which is available in the commercial CFD 
solver ANSYS FLUENT in its standard form. The simulation suggested that flow quality 
in most of the aft-channels of the bypass is non-ideal with early choking accompanied by 
regions of separation and shock. The results from the full engine simulations were also 
cross-verified against similar data from NASA. The bypass mass flow rate predicted by 
full engine simulation was in fair agreement (within 4%) with the bypass mass flow rate 
obtained from the NASA results. 
Based on the conclusions from the full engine simulation, emphasis was then 
given to the aft-channels of the bypass. Two geometries considered for the analysis were:  
- A clean model comprising the aft segment of the bypass with the converging 
fairing but without the guiding channels  
- A vaned model which is exactly same as the exhaust portion of the bypass, 
including the exhaust channels 
The clean model analysis was necessary to understand general behavior of the flow 
separation through the annular duct and to evaluate the impact on the flow characteristics 
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when guided channels were introduced in the Vaned model. Geometries for both of the 
models were obtained from the Hortensius et. al.11 by including most of the experimental 
facilty, except for the long diffuser exit, and most of the setup upstream of the models 
from the domain. Initially an unstructured mesh was generated for the clean model. 
Preliminary simulation was conducted using Spalart-Allmaras Model of the FLUENT. 
Based on its results, two levels of velocity gradient-based adaption were performed to 
refine mesh near the surface and capture the boundary layer efficiently. Experiments11 
showed thicker boundary layer from the very upstream of the model when compared to 
numerical results. To accurately simulate the boundary layer in the experiments of 
Hortensius et. al.11, computational domain for both the models was extended in upstream 
direction by adding a constant area passage. The predictions however were still not good 
because of the poor mesh quality. Highly refined structured mesh was thus generated for 
the passage domain and different turbulence models were employed to model the flow 
through it. The accuracy of the predictions of the flow through the passage was examined 
with respect to experiments11 based on two criteria: 
- The prediction of zone of flow separation: Based on this criterion, the transition 
SST turbulence model predicted best results. The point of flow separation 
estimated by transition SST model was in fair agreement with the experimental 
results by Hortensius et. al.11 
- The boundary layer profile:  With this criterion also, the predictions by transition 
SST model were closest to experimental data11. The Spalart-Allmaras model 
predicted a highly diffused boundary layer which was thicker than the 
experimental results11, while laminar model greatly under predicted the boundary 
layer thickness. 
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It was also concluded that apart from the turbulence model used, mesh quality is an 
important factor affecting numerical predictions of boundary layer. Therefore, a hybrid 
mesh comprising a prism mesh at the surface and a relatively refined unstructured hex 
core mesh was generated for the vaned model and later on for clean model. Because of 
good results from the transition SST turbulence model, the turbulent flow through vaned 
model was also modeled using this model. The un-choked conditions in the experiments 
by Hortensius et. al.11 were simulated computationally and reasonable results were 
obtained.  
For detailed analysis of the flow through the aft-channels at cruise conditions, one 
of the channels was isolated from the full engine and was investigated in detail. The 
channel closest to fairing had the maximum curvature and was chosen for the analysis 
because of its complex non-circular shape and extreme flow characteristics (which were 
evident in full engine simulation and NASA data). A structured grid was generated using 
GAMBIT. A preliminary simulation was conducted using the standard k-ε model in 
FLUENT. Based on its results, two levels of y+ value based grid adaption were 
performed using the inbuilt adaption feature of FLUENT. Various turbulence models 
were tested on a structured grid, one level and two level adapted grids. Inspection was 
performed along the center streamline of the channel and along a streamline in the 
viscous sub layer of the channel. When compared along the centerline of the channel, the 
RSM predicted mostly laminar flow in the channel with all three meshes, whereas one 
equation and two equation turbulence models predicted fully turbulent flow in the 
channel. The results from the turbulence models were also compared based on their 
predictions of flow parameters like velocity, TKE, pressure and temperature. Grid 
convergence was also established when results for two adapted meshes were similar. 
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From the results of the RANS based simulations, it was concluded that 
Boussinesq-based turbulence models are not well suited to predict high Reynolds number 
flow through rectangular channels of strong curvature that involved significant flow 
separation and shock formation.  It was found by comparison to experiments11 or by 
comparison to other, presumably more complex non-Boussinesq models that that the 
commonly used Spalart-Allmaras model may not be appropriate for such an internal flow 
because of the mean flow strain rates induced by the internal curvature do not lead to 
turbulence production, as assumed by the Boussinesq model.  These observations imply 
that performance metrics, such as drag, may not be accurately predicted by one- or two-
equation turbulence models and will require independent confirmation. 
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Figures 
 
Figure 1: Mach cone produced by aircraft moving at Mach number of 2.92 calculated from cone 
angle of 20 degrees. (Adopted from Ref 1.) 
 
 
Figure 2: High-flow nacelle bypass enclosing the asymmetric engine.  Image courtesy Gulfstream 
Aerospace. 
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Figure 3: Flow volume derived from CAD data. 
 
 
Figure 4: Creation of surface missing (shown in red) due to import of the model from CAD software 
package to GAMBIT 6.3.26 
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Figure 5: Computational domain obtained by subtracting bypass volume from the brick domain 
 
 
Figure 6: Full engine geometry: Complete edge mesh and initial face mesh 
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Figure 7: Mesh overlapping highlighted using TGrid 
 
 
Figure 8: Unstructured mesh created for full engine computational domain using GAMBIT and 
TGrid 
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Figure 9: Aft-bypass portion with complete experimental setup. 
 
 
Figure 10: Clean Model extracted from the complete wind tunnel configuration 
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Figure 11: Vaned Model extracted from the complete wind tunnel configuration 
 
 
Figure 12: Experimental-setup split by a vertical symmetry plane 
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Figure 13: Initially proposed computational domain for the aft-bypass simulation 
 
 
Figure 14: Clean model mesh refined based on inviscid solution 
 58 
 
 
 
Figure 15: Average time/iteration vs. Courant number to determine optimal CFL number 
 
 
Figure 16: Integrated clean model along with constant area passage 
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Figure 17: Two levels of mesh refinement performed on integrated clean model using velocity 
gradient based adaption 
 
 
Figure 18: Structured mesh generated for constant area passage with well resolved boundary layer 
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Figure 19: Hybrid mesh with prism boundary layer for integrated clean model 
 
 
Figure 20: Hybrid mesh generated for the vaned model 
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Figure 21: Prism boundary layers in one of the channels of the vaned model 
 
 
Figure 22: Detailed channel extracted from the full engine geometry 
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Figure 23: Highly refined unstructured and structured mesh generated for the channel for detailed 
analysis 
 
 
Figure 24: Channel grid resolution after two levels of y+ grid adaption 
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Figure 25: Streamwise velocity through full engine obtained from converged flow solution and the 
location of axial stations where bypass mass flow was computed 
 
 
Figure 26: Full engine simulation results: Visible shocks at the beginning of the aft-channels 
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Figure 27: Bypass mass flow rate at different axial stations plotted against the number of iterations 
 
 
Figure 28: Mach number comparison between Full engine solution and NASA data 
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Figure 29: Two sets of solutions were obtained for the clean model when 19.176 psi was used as 
stagnation pressure at inlet 
 
 
Figure 30: Integrated Clean model showing azimuthal comparison locations 
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Figure 31: Mach number profiles obtained using Spalart-Allmaras and four equation SST model 
compared with experimental data11 at different azimuthal locations for clean model 
 
 
Figure 32: Inlet velocity profile comparison at “Probe location” of Figure 30 
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Figure 33: Comparison of surface streamlines for the integrated clean model just downstream of the 
gearbox fairing 
 
 
Figure 34: Mach number comparison at five azimuthal locations between numerical and 
experimental data11 for an un-choked flow through vaned model. 
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Figure 35: Mach number distribution in channel closest to gearbox obtained using Spalart-Allmaras 
turbulence simulation 
 
 
Figure 36: Extracted streamline very near to the centerline of the channel along which flow solution 
by different turbulence models was compared 
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Figure 37: Static pressure predicted by different turbulence models along the center streamline 
compared with NASA data 
 
 
Figure 38: Velocity magnitude predicted by different turbulence models along the center streamline 
compared with NASA data 
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Figure 39: Contours of TKE along axial slices using the k-ε model (left) and RSM (right) 
 
 
Figure 40: Streamline extracted very near to the lower surface of the channel 
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Figure 41: Velocity Magnitude predicted by different turbulence models along the surface streamline 
for two level y+ adapted grid 
 
 
Figure 42: TKE predicted by different turbulence models along the surface streamline for two level 
y+ adapted grid 
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Figure 43: Velocity magnitude predicted by k-ε model compared for three grids - structured coarse 
grid, one level y+ adapted grid and two level y+ adapted grid (along surface streamline) 
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