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ABSTRACT
We present a new path description for the states of the non-unitary M(k + 1, 2k + 3)
models. This description differs from the one induced by the Forrester-Baxter solution, in
terms of configuration sums, of their restricted-solid-on-solid model. The proposed path
representation is actually very similar to the one underlying the unitary minimal models
M(k + 1, k + 2), with an analogous Fermi-gas interpretation. This interpretation leads to
fermionic expressions for the finitized M(k + 1, 2k + 3) characters, whose infinite-length
limit represent new fermionic characters for the irreducible modules. The M(k + 1, 2k + 3)
models are also shown to be related to the Zk graded parafermions via a (q ↔ q−1) duality
transformation.
1 Introduction
A fermionic character formula in conformal field theory reflects a description of the space
of states in terms of quasi-particles subject to restriction rules, a description which directly
accounts for their manifest positivity [33, 34]. Originally, an important source of inspiration
for many conjectured fermionic characters comes from the representation of the conformal
model under consideration as the scaling limit of a spin chain or a statistical model. In the
goal of providing intrinsic conformal-field-theoretical derivation of these fermionic formulae,
such representations do provide important hints.
∗patrick.jacob@durham.ac.uk, pmathieu@phy.ulaval.ca. This work is supported by EPSRC (PJ) NSERC
(PM).
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A particular example we have in mind is the representation of the unitary minimal models
M(k + 1, k + 2) in terms of the Andrews-Baxter-Forrester restricted-solid-on-solid (RSOS)
model [2].1 The solution via the corner-transfer-matrix method leads to the representation
of every state, in a finitized version of an appropriate irreducible Virasoro module, in terms
of a configuration. Instead of the configuration itself, we can consider its contour, which
defines an integer-lattice path.2 This leads then to a RSOS path representation of every
basis state in the conformal theory. As demonstrated in [40], this path description embodies
a natural one-dimensional Fermi-gas description that leads to a fermionic expression of the
characters [40]. The quasi-particle description underlying this path description of the unitary
models should capture essential aspects of the yet to be framed conformal-field-theoretical
quasi-particle formalism.
Along that line, we can ask to which extend such path descriptions are known for the
other minimal models. There is actually a lattice path description of the space of states
for all minimal models M(p′, p) (p > p′) via the generalization of the Andrews-Baxter-
Forrester RSOS models due to Forrester and Baxter [21].3 Again, these paths are simply the
contour description of the Forrester-Baxter RSOS configurations. More explicitly, a RSOS
path is a sequence of North-East (NE) and South-East (SE) edges lying within the strip
x ≥ 0 and 0 ≤ y ≤ p − 2 of the integer (x, y) lattice. The weight of a path, related to the
conformal dimension of the corresponding state, is the sum of the weight of all its vertices.
The weighted sum of all paths of length L (with specified boundary conditions) provides thus
a finitized expression of the character of the irreducible Virasoro modules (specified by the
path boundary conditions). The full characters are recovered in the limit L→∞.
For the Forrester-Baxter models, the weight function turns out to be a rather complicated
expression. Indeed, each vertex – of coordinates (x, y) – contributes x/2 to the weight except
at local extrema, where the weight is rather ±x⌊(y±)(p − p′)/p⌋ (with the + for a minimum
and the − for a maximum), with y− = y and y+ = y + 2 [21]. The relative complexity
of the weight function for the generic case makes this path representation hard to manage
combinatorially [19, 20, 43].
When considered from the point of view of the general case, the M(k + 1, k + 2) models
present a radical simplification: the local extrema have zero weight so that only the straight-
up and the straight-down segments contribute to the weight of the path. And every weight-
contributing vertex contributes simply to x/2 (independently of their height).4
1The identification of these RSOS models with the unitary minimal models has first been pointed out in
[26]. The parameter r defining the different models in [2] is k + 2.
2 Let us recall that the configurations are those of height variables σi ∈ {0, 1, · · · , k}, where i ranges from
0 to L, the finitization parameter. Adjacent heights are subject to the restriction |σi − σi+1| = 1 and the two
boundary values σ0 and σL are fixed. The configuration-sum then takes the form
Xσ0,σL(q) =
kX
σ1,··· ,σL−1=0
|σi−σi+1|=1
q
PL−1
i=1
w(i) , (1)
where the weight function w(i) is 0 if i is a local extremum and i/2 otherwise (cf. below). If we plot all the
vertices (i, σi) of a given configuration and link adjacent vertices by an edge, we obtain a path we call a RSOS
path [40, 19, 20]. In the following, we trade the pair (i, σi) for (x, y).
3References [39, 38] are early studies of the relation between these generalized RSOS models and the
non-unitary minimal models.
4There is also a simple path description for the M(2, 2k + 1) models but it is not formulated directly in
terms of RSOS paths of [21]; it is expressed in terms of a different type of paths, the so-called Bressoud paths
[8], to be introduced below.
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Let us stick to the unitary case for a moment. Note first that if all vertices had contributed
to the same value x/2, the path generating function would have been trivial. Now, that some
vertices do not contribute to the weight suggests a very simple and natural way of defining
dual paths in terms of a dual definition of the weight. This dual weight function is defined
by setting the weight of the vertices at local extrema equal to x/2 and that of all the others
equal to 0. In the path generating function, where the weight is coded in the exponent
of a formal variable q, the duality transformation amounts to interchanging q by 1/q [2].
Somewhat remarkably, in this very sense, the finitized M(k + 1, k + 2) models are dual to a
finitized version of the Zk parafermionic theory [44] – see e.g., [4, 40, 13, 18]. In other words,
the dual to the M(k + 1, k + 2) quasi-particles are of the parafermionic type (following the
parafermionic path interpretation of [32]).
Quite surprisingly, we have found that there exists a simple deformation of the M(k +
1, k+2) path description that describes theM(k+1, 2k+3) models. These new paths share
the key simplifying property of the M(k + 1, k + 2) ones which is that only the straight-up
and straight-down segments need to be considered for the evaluation of the weight. However,
they differ from their unitary relatives in that they are defined on a lattice with half-integer
spacing. A constraint on the peaks, which are forced to have integer coordinates, make these
new paths different from the rescaled version of the ones pertaining to the unitary case.
These paths are described more precisely in the next section. However, we stress at
once that they differ radically from the standard RSOS paths appropriate to this class of
non-unitary models [21, 20]. In addition, they are presented in a somewhat ad hoc fashion,
without any underlying statistical model representative.
As pointed out previously, theM(k+1, k+2) characters are related to theZk parafermionic
models by a duality transformation. The instrumental properties of theM(k+1, k+2) path
weight function underlying this result have been identified, which are that not all vertices
contribute and the contributing ones do it uniformly as x/2. But these features are also
present for the newM(k+1, 2k+3) paths. Their dual version are then expected to be well-
defined conformal theories of the parafermionic type. And this is indeed so: the characters
of theM(k+1, 2k+3) models are shown to be dual to those of the Zk graded parafermionic
models (introduced in [12] and whose characters have been obtained in [24, 3, 23]). This is
an unexpected duality.
The structural similarity between the path description of the M(k + 1, 2k + 3) and the
M(k+1, k+2) models allows us to generalize rather immediately the combinatorial analysis
of the latter models by Warnaar [40, 41] and derive the generating function for the former
paths in the form of a positive multiple sum. This happens to generate novel fermionic
expressions.
The article is organized as follows. The new paths are introduced in Sect. 2. Their
generating function is calculated in Sect. 3 for the special class of paths that pertains to the
vacuum module. The resulting generating function is the candidate finitized character of the
vacuum module for theM(k+1, 2k+3) in fermionic form. Given that this differs from other
previously obtained fermionic forms for these characters, this identification needs to be sub-
stantiated. This has been done first by q-expanding the infinite length limit and comparing,
to high order, the result with the usual bosonic characters implementing the subtraction of the
singular vectors (see e.g., [14]). A more direct test amounts to evaluating the central charge
by the asymptotic form of the resulting femionic expression [37, 33, 34]. This computation is
presented in Sect. 3.7. These results are then generalized to the other irreducible modules in
Sect. 4. The different modules are singled out by suitable boundary conditions on the paths.
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Section 5 is devoted to the analysis of the dual models. By implementing the transformation
q → q−1 directly at the level of the (vacuum) character, we readily recover the (vacuum)
character of the Zk graded parafermionic model. This remarkable duality transformation
between the M(k + 1, 2k + 3) and graded parafermionic characters is then generalized (in
the rest of this section) to a precise one-to-one correspondence between the dual paths and
the parafermionic states. Complementary combinatorial results are reported in Appendix
A. Finally, in Appendix B, we identify still another class of conformal models whose states
are naturally represented by paths on a half-integer lattice: these are the superconformal
minimal models SM(2, 4κ).
2 Paths for the finitized M(k + 1, 2k + 3) models
2.1 Description of the finitized M(k + 1, 2k + 3) paths
The paths representing theM(k+1, 2k+3) models, calledM[k] paths, are defined as follows:
M[k] paths are defined on a lattice with half-integer spacing, in the first quadrant of the (x, y)
plane and within the rectangle 0 ≤ y ≤ k, (where k is a positive integer and 0 ≤ x ≤ L). An
edge from x to x+ 12 is either up (NE or +) or down (SE or −). An essential constraint is
that the x and y coordinates of any peak must both be integral. In addition, the initial height
y0 is forced to be integer (where yx stands for the height at x). Every path of fixed length L is
supposed to end at the height yL ∈ {12 , 32 , · · · , k− 12}, with a SE edge. In the following, we set
y0 = a and yL = b and denote paths with boundary conditions (a, b) as M[k](a,b). The weight w
of a M[k] path is
w =
L− 1
2∑
x= 1
2
w(x) where w(x) =
x
2
∣∣∣ yx+ 1
2
− yx− 1
2
∣∣∣ . (2)
The crucial simplifying aspect of these paths, compared with a typical RSOS path for a
non-unitary minimal model, is that the cusps (local extrema) in the path do not contribute
to its weight. An example is displayed in Fig. 1.
The objective is to determine the generating functions of theM[k](a,b) paths graded by their
weight, which is encoded in the exponent of a formal variable q. These will be the candidate
of the finitized characters for theM(k+1, 2k+3) irreducible modules, the different modules
being specified by the path boundary conditions.
2.2 Paths of the vacuum module; charge of a path
An important characteristic of a path is its charge content, that is, the charge assignment
of each of its peaks. To introduce this notion, it suffices to consider paths starting from the
origin. Let us first extend the path with a sequence of 2yL SE edges to make the path reach
the horizontal axis and refer to this extension as the augmented path.
The charge of a peak with coordinates (x, y) is the largest number c such that we can
find two vertices (x′, y− c) and (x′′, y− c) on the augmented path with x′ < x < x′′ and such
that between these two vertices there are no peak of height larger than y and every peak of
height equal to y is located at its right [7]. Figure 1 illustrates this definition.
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Figure 1: An example of a M[2] path starting at a = y0 = 0 and ending at b = yL = 12 with L =
35
2
. Recall
that the upper index 2 inM[2] refers to the maximal height (i.e., maximal value of y). The position (both the
x and y coordinates) of the peaks are integers but there are no constraint on the position of the local minima.
The weight of this path is half the sum of the x-coordinate of the indicated dots (w = 345
4
). The charge of
the peaks from left to right is 1
2
, 2, 1, 1
2
, 3
2
, 1, 1
2
, 2. A dotted line indicates the line from which the height must
be measured to give the charge. The total charge is thus m = 9. There are three charge complexes in the
augmented path (that terminates on the x-axis): these are delimitated by the x positions: 0, 11, 13 and 18.
1 3 5 7 9 12 14 16
1
2
b
b
b b b b
b b
b b
b
b b b b
b
b b
b
Denote by nj the number of peaks of charge j. The charge m of a path is the sum of the
charge of all its peaks
m =
∑
j= 1
2
,1, 3
2
,...,k
jnj . (3)
In the summation, it has been made explicit that the sum runs over all integer and half-
integer entries between 12 and k. An increment of
1
2 in summations will always be assumed
from now on unless specifically indicated. The total charge is related to the length L of the
path (ending at height b) as
L = 2m− b, (4)
(so that 2m is the length of the augmented path).
2.3 Paths and gas of charged particles
In the terminology of [40], a peak of charge j is interpreted as a particle of charge j. Such
a particle is a localized object of finite size, its diameter being twice its charge. This size-
charge relationship is clear when the particle is isolated, that is, when it is delimitated by
two vertices on the horizontal axis. In that case, a particle of charge j is represented by a
triangle of height j so that the distance between the two vertices on the horizontal axis is
2j – which distance is referred to as the particle diameter. But this charge-diameter relation
is also preserved (in a ‘composite’ way) within a charge complex. A charge complex is a
sequence of peaks that is delimitated by two vertices on the horizontal axis of the augmented
path [40]. For instance, for the path in Fig. 1, there are three charge complexes.
We have already indicated how we can read off the charges of the different particles of a
complex. If the total charge of the complex is n, its diameter is 2n.
The notion of particle is convenient because it embodies the idea of size finiteness (while
the peak refers either to the whole triangle or its center position). It also allows us to
reinterpret the generating function for all paths with given boundaries as the grand-canonical
partition function for a gas of charged particles. The energy E is then related to the weight
w through the variable q as follows [40]:
− βE = w ln q, (5)
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with β is the Boltzmann constant times the temperature.
3 Generating function for paths in the vacuum module
3.1 The ground-state configuration
To simplify the presentation, we first consider those paths that contribute to the finitized
vacuum module. Such paths start at vertical position a = 0 and end at height b = 12 .
The objective of this section is to evaluate the generating function of such paths with
fixed charge content, that is, fixed values of the individual nj, and graded by their weight.
Our analysis follows closely that of [40]. The first step amounts to determine the minimal-
weight configuration and calculate its weight. This is the subject of the next subsection. This
minimal-weight configuration is defined to be the configuration of lowest weight with all nj
fixed. The second step (considered in Section 3.3) is to determine the number of configurations
that do contribute for a given charge content, and calculate their weight. Ultimately, we will
sum over all possible values of nj for a given fixed total charge
∑
j jnj . This yields the
generating function for finite paths. The generating function for infinite paths is obtained by
taking the limit where the total charge becomes infinite.
Before plunging into the details of the analysis just outlined, let us point out that the
weight of the different configurations appropriate to a specific module (here, the vacuum
module) must always be evaluated with respect to the weight of the module’s ground-state,
which we now define. Among all possible configurations of a fixed length, that is, irrespective
of the individual values of the nj but for a fixed value of
∑
j jnj , there is one configuration
with lowest weight. It is called the ground state. The ground state corresponding to the
vacuum module for all M(k+1, 2k+3) models is presented in Fig. 2. The actual number of
peaks of charge 12 is determined by the length of the path, or equivalently, its total charge.
With L = 172 , the charge content of the ground state is n1 = 1 and n 12
= 7. The ground-
state path has only one vertex contributing to its weight, which is the one at x = 12 and it
contributes for 14 . When comparing the weight of a path to that of the ground state, we need
to subtract the weight of the latter. An example is given in Fig. 3.
Figure 2: The ground-state path in the vacuum module of all M(k + 1, 2k + 3) models (here for L = 17
2
).
The single vertex contributing to the weight is indicated by a dot. The charge content is n1 = 1 and n 1
2
= 7.
1 2 3 4 5 6 7 8
1
b
Let us point out at once that for these boundary conditions, (a, b) = (0, 12), the require-
ments of an integral x-coordinate for a peak position implies that
nj− 1
2
6= 0 (j ∈ N) ⇒ min (nj, nj+1, · · · , nk) ≥ 1. (6)
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Figure 3: A M[2] path with charges (from left to right) 1, 2, 1
2
, 1
2
. The vertices contributing to the weight
are indicated by dots. The relative weight of this path (relative to the ground state of Fig. 2) is 17.
1 4 6 8
1
2
b b b
b
b b
b
b b
In other words, if there is at least one peak of given half-integer charge j − 12 , there must be
at least one peak of integer charge ≥ j. In particular, it is impossible to define a path (with
a = 0) only with peaks of half-integer charge. For the ground state, it means that there must
be one peak of charge 1 before the sequence of peaks of charge 12 as illustrated in Fig. 2.
3.2 The minimal-weight configuration
We now characterize the minimal-weight configuration. The configuration of lowest possible
weight, with all nj fixed, is the one whose longest straight-up and straight-down segments
are as close as possible to the origin. This immediately implies that this configuration is
the one with peaks as far apart as possible, that is, forming charge complexes by themselves
whenever this is allowed by the integrality of the peak positions, and ordered, from left to
right, by decreasing values of the charge.
More explicitly, the minimal-weight configuration is the one with all the nk particles of
charge k at the left followed by the sequence of nk − 12 particles of charge k − 12 and so on,
ending with the sequence of n 1
2
charge-12 particles. Note that the initial vertex of the leftmost
particle of charge k− 12 is not on the x-axis but at the vertex with coordinates (2knk− 12 , 12).
Similarly, the initial and final vertices of particles of charges k − 12 have height 12 . After the
sequence of peaks of charge k − 12 , the path reaches the x-axis. It then describes the set of
particles with charge k− 1 and so on. When a sequence of peaks of integer charge is followed
by a sequence of peaks of half-integer charge, the latter sequence together with the last peak
of the integer charge sequence form a charge complex. In other words, the path reaches the
x-axis only when the charge of the peaks change from integer to integer or half-integer to
integer. This is neatly illustrated in Fig. 4.
Let us determine the weight of this minimal-weight configuration. An isolated particle of
charge j that starts at x0 (with the understanding that j + x0 is integer) has weight
w(j, x0) = (2j − 1)(j + x0). (7)
This result is easily verified: the contribution of any pair of vertices in the straight-up and
straight-down segments that are symmetric with respect to the center of the triangle con-
tributes to j + x0 to the weight and there are 2j − 1 such pairs (see Fig. 5). For a sequence
of nj particles of charge j (each particle having diameter 2j), again starting at x0, this is
nj−1∑
i=0
(2j − 1)(j + 2ji + x0) = j(2j − 1)n2j + (2j − 1)nj x0. (8)
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Figure 4: The minimal-weight configuration for k = 2 with (n 1
2
, n1, n 3
2
, n2) = (2, 2, 1, 2). Observe that the
path does not reach the x axis in-between particles of charge 2 and 3
2
(at x = 15
2
) and in-between particles of
charge 1 and 1
2
(at x = 29
2
). The relative weight of this path is 62, in agreement with the result of eq. (14).
2 6 9 12 14 15 16
1
2
b
b
b b
b
b b
b
b b
b b
b b
b
b b b b
The value of x0 is fixed by the number of particles of charge higher that j, namely
x0 = −ǫj +
k∑
l=j+
1
2
2lnl, with ǫj = j − ⌊j⌋, (9)
where ⌊a⌋ is the largest integer smaller than a (while ⌈a⌉, to be used later, is the smallest
integer larger than a). In other words, ǫj =
1
2 if j is half integer and 0 otherwise.
Figure 5: An isolated particle of charge j with peak at horizontal position at x0+ j. Pairs of opposite points
with respect to the center contribute to x0 + j to the weight.
bc
bc
bc bc
bc
bc
x+ j
(2j − 1) points on each side
Let us denote the weight of the minimal-weight configuration of the finitizedM(k+1, 2k+
3) model as compared to the ground state by W(k). If all particles were isolated (so that
every particle would form a charge complex by itself), this weight would be the sum of the
weight of all the particles, that is,
k∑
j=1
[j(2j − 1)n2j + (2j − 1)njx0] . (10)
Note that n 1
2
does not contribute to this expression. But we need to introduce a correction
factor ∆ that takes care of the fact that particles with half-integer charge have their initial
and final vertices at height 12 and also subtract the ground-state contribution. We thus have:
W(k) =
k∑
j=1
[j(2j − 1)n2j + (2j − 1)njx0] + ∆. (11)
We now derive the expression of ∆. Subtracting the ground-state contribution is simply
taken into account by removing the contribution of the first straight-up segment (that is, the
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vertex at x = 12). Next, since the particles of half-integer charge do not start on the horizontal
axis, one must delete the contribution of the last vertex in the straight-down segment of the
rightmost adjacent particle with integer charge. Moreover, the last (right-most) particle of
half-integer charge has one extra contributing vertex due to the extra edge that is needed
because the path must reach the horizontal axis before the sequence of isolated particles of
lower integer charge.
Taking care of all these factors, the explicit expression of ∆ is seen to be
∆ =
1
2
{
−1
2
−
(
2knk − 1
2
)
+
(
2knk + 2(k − 1
2
)nk− 1
2
− 1
2
)
− · · · −
(
2knk + · · ·+ 2n1 − 1
2
)}
=
1
2

k∑
i=1
(−1)2i+1
 k∑
j=i
2jnj − 1
2
− 14 . (12)
Because the factors nj with j half-integer occur an even number of times and with alternating
signs, their contribution add up to zero. All nj factors with j integer occur an odd number
of times and the non-canceled factor is negative. We have thus
∆ = −
k∑
j=1
j∈N
jnj . (13)
(That only the number of particles of integer-charge do contribute to ∆ is indicated by the
restriction j ∈ N in the summation.)
Let us return to the evaluation of W(k). Using the above expressions for x0 and ∆, one
has
W(k) =
k∑
j=1
{
j(2j − 1)n2j + (2j − 1)nj
[− ǫj + k∑
l=j+ 1
2
2lnl
] }− k∑
j=1
j∈N
jnj
=
k∑
j=1
{
j(2j − 1)n2j + (2j − 1)nj
k∑
l=j+ 1
2
2lnl
}− k∑
j=3/2
j∈N+ 1
2
(j − 12)nj −
k∑
j=1
j∈N
jnj
=
k∑
i,j=1
niBijnj −
k∑
j=1
⌊j⌋nj . (14)
In the last line, we have introduced the symmetric matrix B with entries
Bij = (2i− 1)j for i ≤ j. (15)
As already indicated, the weight of this configuration is independent upon the number n 1
2
of
particles with charge 12 .
3.3 Counting the different configurations for a fixed charge content
For a fixed charge content, all possible contributions can be obtained from the minimal-weight
configuration by displacing the particles subject to the following two constraints [40]:
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1. Configurations producing equivalent paths are identified.
2. Particles of different charges can interpenetrate.
The first condition implies that the ordering of particles with the same charge remains
unchanged. This can be interpreted as a hard-core repulsion between particles of the same
type [40].
In relation with the second condition, consider two particles of charge l and j, with l > j.
If the particle with the largest charge is at the left, their minimal distance (the separation
between their peak position) is 2j. However, if the largest charge is at the right, this minimal
distance is 2j + 1. Indeed, in this case, a distance of 2j would correspond to a configuration
where the two peaks are at the same height, a configuration that has already been considered
(and associated to the inverted ordering). Equivalently, the prescription previously given for
determining the particle content of a path implies that whenever two peaks have the same
height, it is the leftmost one which is attributed the largest charge. However, as far as the
next-to-be-considered left-displacements of the smallest particle will be concerned, once the
distance 2j is reached, before the subsequent move, it will be supposed that the two particles
get interchanged so that the next move is counted from the position of the leftmost peak
[8, 40].
The displacement of the particles are always by two half-integer steps and toward the left.
These are subject to the following rules [40]:
1. Particles of charge k remain fixed.
2. Particles of charge k− 12 are moved one by one toward the left, starting from the leftmost
one up to the rightmost one.
3. The process is repeated for particles of charge k − 1, . . . , 12 treated successively.
If we label the particles of charge j by 1, 2, · · · , nj , from left to right and denote the
displacement of the i-th one by µi, we have:
µi ≥ µi+1 and µ1 ≤ pj . (16)
The first condition reflects the hard-core repulsion between identical particles. The upper
bound pj on the first displacement of the particle of charge j is determined below.
Any displacement of 1 toward the left increases the weight of the path by 1. Indeed, the
weight of the path before the move is
w =
1
2
∑
all vertices
x− 1
2
∑
cusps
x. (17)
Displacing a particle by 1 toward the left implies that the peak-position of that particle, as
well as the minimum just before it, are both displaced toward the left by 1. Therefore, the
effect of a particle move by 1 toward the left is thus:∑
cusps
x→
∑
cusps
x− 2 ⇒ w→ w + 1 . (18)
Different cases are illustrated in Figs 6 and 7.
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Figure 6: Two displacements of distance 1 toward the left of a particle of charge 1
2
through a larger particle
of half-integer charge, here 3
2
. In the intermediate configuration, the left-most peak is the one of charge 3
2
.
However, before the next move, the particle identities are interchanged: the subsequent move is performed by
considering the left-most peak to be the particle of charge 1
2
. The vertices that are affected in evaluating the
weight difference between each successive configurations are indicated as follows: black dots are sent to open
circles in the resulting configuration. This makes clear that the weight changes by 1 in each step.
b
b b
b bc
bc bc
bc
i i+ 2 i i+ 1 i− 1 i+ 1
Figure 7: Similar displacements (as described in Fig. (6)) of distance 1 toward the left of a particle of charge
1
2
through a larger particle of integer charge, here 2.
b
b b
b bc
bc bc
bc
i i+ 2 i i+ 1 i− 1 i+ 1
The combinatorial problem of counting the possible configurations while keeping track of
their weight amounts to evaluating the following multiple summation [40]:
C(pj, nj) ≡
pj∑
µ1=0
µ1∑
µ2=0
· · ·
µnj−1∑
µnj=0
qµ1+···µnj
This is indeed equivalent to q-enumerate the partitions (µ1, · · · , µnj ) of n = µ1+· · ·+µnj into
at most nj (nonzero) parts, each part being at most equal to pj (i.e., µ1 ≤ pj) and with each
partition being weighted by qn. Denote this number as P(pj , nj, n). Its generating function
is well-known to be (cf. [1] Theorem 3.1):
C(pj, nj) =
∑
n≥0
P(pj , nj, n) qn =
[
pj + nj
nj
]
(19)
where [
a
b
]
=
(q)a
(q)a−b(q)b
, with (q)a = (1− q) · · · (1− qa). (20)
It remains to determine pj, the maximal displacement of the leftmost particle j through
all particles of higher charges. Consider first the problem of displacing a particle of charge
j within a particle of larger charge l. We start with the minimal configuration appropriate
to this sequence of two particles and determine the number of possible moves of the charge-
j particle. For this we need to identify (i): all vertices within the straight-down part of
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the triangle representing the charge-l particle at which the starting vertex of the particle of
charge j could be located. Similarly, we must determine (ii): the number of vertices on the
straight-up part of the charge-l particle where the charge-j particle could terminate.
(i): In all cases (meaning all parities of 2l and 2j) but one (treated in the following paragraph),
there are l − j available vertices on the down part of the triangle of height l which are
allowed candidates for the starting vertex of the triangle of height j. Recall that two adjacent
accessible vertices must differ by an integer. The difference l−j takes into account the minimal
distance between the two peak positions, which is 2j in this case.
This counting is modified when l is integer and j half-integer. Then, in the minimal-weight
configuration, the first vertex of the charge-j particle is already within the larger triangle. In
that case, there are thus one point less available for a move. All cases are thereby accounted
for if we replace l−j by l−j−(2ǫl−1)2ǫj . However, in view of generalization, is important to
notice that this additional subtraction occurs only for the interpenetration of the rightmost
integer-charge particle by the leftmost particle of lower half-integer charge and not for the
remaining ones.
(ii): In all cases, there are l − j available vertices on the straight-up part of the triangle of
height l which can coincide with the ending vertex of particle of type j. Again, this takes
into account the minimal distance between the particles when the lowest-charged one is at
the left of the largest one; this distance is 2j + 1. In this counting, we have also included
the very first vertex of the larger triangle as a possibility (when it is allowed by the integral
peak-position constraint). This takes into account the case where the particles are isolated
(that is, they do not intepenetrate) but with their ordering interchanged.
The different situations are exemplified in Fig. 8.
The total number of moves of j within l (including the configurations were the particle
of charge j (< l) is in front) is thus 2(l − j)− (2ǫl − 1)2ǫj .
Summing over all charges larger than j (and recalling that (2ǫl − 1)2ǫj is to be counted
not more than once and that it does need to be counted once due to (6)) yields
pj = −2ǫj +
k∑
l=j+ 1
2
2(l − j)nl. (21)
The presence of the −1 in pj when j is half-integer necessitates a precision on the definition
of the q-binomial which must be augmented by the condition:[−1
0
]
= 1 . (22)
Finally, we illustrate the construction of a generic path from the corresponding minimal-
weight configuration in Fig. 9.
3.4 Examples: the M(2, 5) and the M(3, 7) models
The M[1]
(0, 1
2
)
paths describe the space of states of the finitized version of the vacuum module
in the M(2, 5) minimal model. Paths in that case only have peaks of charge 12 or 1. The
states in the finitized module with L = 112 are displayed in Fig. 10. The charge content of
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Figure 8: The different vertices, within a larger particle of charge l, where a particle of lower charge j can
start or finish. The starting (finishing) positions are on the straight-down (-up) part of the larger charge
particle. An open circle indicates a point within the particle of charge l where the starting or the final point
of the particle of charge j can be located. The crossed circle indicates a point that is excluded because the
resulting configuration has already been considered. The total number of possible configurations – excluding
the one that is drawn – is the number of open circles and it is given by 2(l − j) − (2ǫl − 1)2ǫj . The different
cases illustrate all the possible parities of 2l and 2j. In case (a), l and j are both integers, l = 3 and j = 1,
and the number of configuration is 4. In case (b), the two particles have half-integer charge: l = 7
2
and j = 1
2
.
The number of configurations is 2( 7
2
− 1
2
) = 6. The case where l is half-integer (= 7
2
) and j integer (= 1) is
illustrated in (c), with 2(l − j) = 5. Finally, an example where l is integer (= 3) and j half-integer (= 1
2
) is
illustrated in (d): the number of configurations is now modified to 2(l − j)− 1 = 4.
bc
bc
bc
bc
bc+
b
b
b b
b
b b b
a)
bc
bc
bc
bc bc
bc
bc
+
b
b
b
b
b
b
b
b)
bc
bc
bc bc
bc
bc
+
b
b
b b
b
b
b b b
c)
bc
bc
bc bc
bc
+
b
b b
b
b
d)
each path is also given and the number of paths with same charge content exemplifies the
combinatorial factor (
p 1
2
+ n 1
2
n 1
2
)
=
(
n 1
2
+ n1 − 1
n 1
2
)
. (23)
For instance, there are three paths with charge content (n 1
2
, n1) = (2, 2). The paths of weight
0, 2 and 6 are the minimal-weight configurations with their given charge content and these
values of the weight match the generic expression for W(1) obtained from (14):
W(1) = n21 − n1. (24)
For k = 2, the corresponding minimal model is M(3, 7). The peaks are now allowed to
have charge up to 2. Consider again L = 112 . It is clear that all the M
[1]
(0, 1
2
)
paths form a
subset of the M[2]
(0, 1
2
)
ones (and this illustrates the natural embedding of states as k → k + 1
in this path description). The additional paths pertaining to the case k = 2 are presented in
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Figure 9: Various configurations obtained from the minimal-weight configuration in Fig. 4 by successive
displacements toward the left of the peaks of charge lower that 2. The successive displacements are as follows:
the peak of charge 3
2
is moved by 1 unit in (a); the leftmost peak of charge 1 is moved by 5 units in (b); the
other peak of charge 1 is moved by 2 units in (c); the leftmost peak of charge 1
2
is moved by 7 units in (d);
the last peak is moved by 3 units in (e). The total number of displacements is 18 so that the relative weight
of the last path is 62 + 18 = 80.
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
a)
b)
c)
d)
e)
Fig. 11. The number of configurations with the charge content specified is now
3
2∏
j= 1
2
(
pj + nj
nj
)
=
(
n 1
2
+ n1 + 2n 3
2
+ 3n2 − 1
n 1
2
)(
n1 + n 3
2
+ 2n2
n1
)(
n 3
2
+ n2 − 1
n 3
2
)
. (25)
For the two minimal-weight configurations appearing in the figure, the values of the weights
agree with those obtained from following expression read off (14):
W(2) = 6n22 + 3n23
2
+ n21 + 8n2n 3
2
+ 4n2n1 + 3n 3
2
n1 − 2n2 − n 3
2
− n1. (26)
The other configurations are obtained (successively) by displacing by one unit toward the left
a peak of charge < 2.
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Figure 10: The variousM[1]
(0, 1
2
)
paths with L = 11
2
. For each path, we indicate the relative weight w together
with the charge content in the form (n 1
2
, n1).
2 41 3 5
w = 0, (4, 1)
w = 2, (2, 2)
w = 3, (2, 2)
w = 4, (2, 2)
w = 6, (0, 3)
3.5 The m-n system
It is convenient to attribute a special name to pj + 2ǫj ; we call it mj:
mj =
k∑
l=j+ 1
2
2(l − j)nl. (27)
This definition ensures that mj is integer. In [40], mj is interpreted as the number of antipar-
ticles with charges −j. Note that mj is independent of n 1
2
and that there are no antiparticles
of charge −k. The above relation can be reverted:
nj = mj− 1
2
− 2mj +mj+ 1
2
+ 2mδj, 1
2
, (28)
with the understanding that m0 = mk = 0. The expression for W(k) in (14) takes the
following equivalent form:
W(k) = 1
2
k− 1
2∑
i,j= 1
2
miCijmj +
k− 1
2∑
j= 1
2
(−1)2jmj , (29)
with
Cij = −δi,j− 1
2
+ 2δi,j − δi,j+ 1
2
. (30)
This is precisely the Cartan matrix of the A2k−1 Lie algebra but with all the root labels
divided by 2. The combinatorial factor can also be expressed in terms of the variables mj as:
mj + nj = mj− 1
2
−mj +mj+ 1
2
+ 2mδj, 1
2
(31)
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Figure 11: The M[2]
(0, 1
2
)
paths with L = 11
2
which are not included in the M
[1]
(0, 1
2
)
set (already displayed in
Fig. 10). The charge content is presented in the form (n 1
2
, n1, n 3
2
, n2).
1 2 3 4 5 1 2 3 4 5
w = 4,(2, 0, 0, 1)
w = 5,(2, 0, 0, 1)
w = 6,(2, 0, 0, 1)
w = 6,(2, 0, 0, 1)
w = 7,(2, 0, 0, 1)
w = 8,(2, 0, 0, 1)
w = 8,(0, 1, 0, 1)
w = 9,(0, 1, 0, 1)
w = 10,(0, 1, 0, 1)
We can write the right hand side in matrix form as
mj + nj =
k− 1
2∑
l= 1
2
Jjlml + 2mδj, 1
2
, (32)
with
Jjl = δj,l− 1
2
− δj,l + δj,l+ 1
2
. (33)
This matrix J is related to C as J = I − C where I is the identity matrix.
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3.6 Generating function for all paths
Collecting the results of the previous sections, we have obtained the following generating
function of all paths starting at (0,0) and ending at (L, 12), with fixed charge content:
G(k)(n 1
2
, · · · , nk; q) = qW(k)
k− 1
2∏
j= 1
2
[
mj + nj − 2ǫj
nj
]
, (34)
where W(k) is defined in (14) or in (29) and mj in (27). Summing over all configurations
with fixed total charge m =
∑
jnj yields
G(k)m (q) =
∞∑
n 1
2
,n1,··· ,nk=0
P
jnj=m
qW
(k)
k− 1
2∏
j= 1
2
[
mj + nj − 2ǫj
nj
]
. (35)
This is an expression for the finitized version of theM(k+1, 2k+3) vacuum character. This
can equally be written solely in terms of the mj variables as
G(k)m (q) =
∞∑
m 1
2
,m1,··· ,mk− 12
=0
qW
(k)
k− 1
2∏
j= 1
2
[
(Jm)j + 2mδj, 1
2
− 2ǫj
mj − 2ǫj
]
(36)
In the second expression, the finitized version is not manifest from a constraint as an upper
bound in the summation variables but rather by the presence of the term 2m in the q-binomial
coefficients. Recall in that regard that:[
N
n
]
6= 0 only when 0 ≤ n ≤ N or n = 0, N = −1 . (37)
This also makes manifest the constraint mj ≥ 2ǫj .
The conformal limit is obtained by setting m→∞ via n 1
2
→∞. Using
lim
n→∞
[
n
p
]
=
1
(q)p
, (38)
we get
χ
(k+1,2k+3)
1,1 (q) = limn 1
2
→∞
G(k)m (q) =
∞∑
n1,n 3
2
,··· ,nk=0
qW
(k)
(q)m 1
2
k− 1
2∏
j= 1
2
[
mj + nj − 2ǫj
nj
]
, (39)
or equivalently,
χ
(k+1,2k+3)
1,1 (q) =
∞∑
m 1
2
,m1,··· ,mk− 12
=0
qW
(k)
(q)m 1
2
k− 1
2∏
j= 1
2
[
(Jm)j − 2ǫj
mj − 2ǫj
]
. (40)
For instance, for k = 1, with m 1
2
= n, we have
χ
(2,5)
1,1 (q) =
∞∑
n=1
qn
2−n
(q)n−1
=
∞∑
n=0
qn
2+n
(q)n
(41)
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where in the last step we have replaced n → n + 1. This agrees with the known vacuum
character of the M(2, 5) model [16]. For k = 2, this yields
χ
(3,7)
1,1 (q) =
∑
m 1
2
,m1,m 3
2
≥0
qW
(2)
(q)m 1
2
−1
[
m 1
2
−m1 +m 3
2
m1
][
m1 −m 3
2
− 1
m 3
2
− 1
]
(42)
This fermionic form is quite different form the specialization to p = 7 of the general expression
obtained in [11, 28, 29] for the vacuumM(3, p) characters (which have no q-binomial factors
and a different set of quasi-particles). Similarly, this expression for the vacuum character of
the M(k + 1, 2k + 3) models for k ≥ 2 differs structurally (by the number of modes that
are summed and the form of the q-binomial factors) from the previously found expressions
in [34, 17].
3.7 Computation of the central charge
The identification of the above generating function with the vacuum character of theM(k+
1, 2k + 3) minimal model relies, for k > 1, on the comparison of its q-expansion to high
order with a standard form of the character. It is thus of interest to provide an asymptotic
confirmation of this correspondence and this is the subject of this subsection.
As shown in [37] (further illustrated in [33, 34] and reviewed in [35]), the fermionic expres-
sion of the characters codes the information concerning the central charge. This connection
comes from the comparison of (1): the asymptotic expression of the character (of any ir-
reducible module) in the limit q → 1− obtained by a saddle-point analysis of the positive
multiple sum, with (2): the leading term of the character obtained by a modular transfor-
mation of the expression in the limit q → 0−. For the type of fermionic character obtained
here, in particular, in the form (36), the appropriate saddle-point analysis is performed in
[34]. We thus only quote the dilogarithmic summation formula that needs to be checked.
Let
L(z) = −1
2
∫ z
0
dt
ln(1− t)
t
+
1
2
ln(z) ln(1− z) , (43)
and xi, yi be defined by the relations (cf. (eqs (5.5) in [34]):
1− xi =
k− 1
2∏
j= 1
2
x
Cij
j and 1− yi =
k− 1
2∏
j=1
y
Cij
j . (44)
Note that the two set of equations are identical except that the second one does not involve
y 1
2
, which is forced to be 1. We recall that C stands for the A2k−1-Cartan matrix with all
the node labels divided by 2. The general solution of these equations is known to be5
xi = S[i; 2k + 3] i =
1
2
, 1, · · · , k − 1
2
, (45)
and
yi+ 1
2
= S[i; 2k + 2] i =
1
2
, 1, · · · , k − 1 , (46)
where
S[i;κ] ≡ sin
π
κ
sin (2i+1)πκ
sin 2πκ
sin (2i+2)πκ
. (47)
5This solution was pointed out to us by O. Warnaar.
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The M(k + 1, 2k + 3) effective central charge
ceff = c− 24hmin = 1− 6
(k + 1)(2k + 3)
, (48)
must be related to the following sums of dilogarithms [34]:
k− 1
2∑
i= 1
2
[L(1− xi)− L(1− yi)] = π
2
6
ceff =
π2
6
(3 + k)(2k − 1)
(k + 1)(2k + 3)
. (49)
For k = 1, this reduces to the well-known identity (cf. [35] Eq 1.10):
L
(
1
2
(
√
5− 1)
)
=
π2
10
. (50)
(since the relations (44) become simply 1− x = x2 with x ≡ x 1
2
).
The relation (49) has been checked explicitly for very high values of k. This provides an
indirect test of the new character expression of the M(k + 1, 2k + 3)) models. Note that the
dilogarithmic identity (49) reduces to (expressing the right-hand side as f(k)− f(k − 12)):
k− 1
2∑
i= 1
2
L(1− xi) = π
2
6
2k (2k − 1)
(2k + 3)
. (51)
4 Other modules
4.1 Characterization of the irreducible modules in terms of boundary con-
ditions
The irreducible character of the highest-weight module |φr,s〉, with 1 ≤ r ≤ k and 1 ≤ s ≤
2k+1, with s odd, is the generating function of the paths with boundary conditions prescribed
by r and s:
r = b+
1
2
, s = 2a+ 1 . (52)
The path is still required to terminate with a SE edge. There are thus k + 1 values of s and
k values of r, making a total of k(k + 1) distinct fields, as it should.
Note that the path description does not generate two different descriptions of the same
module, one for φr,s and the other for φk+1−r,2k+3−s (and recall that φr,s = φp′−r,p−s).
Modifying the boundary conditions affects the path generating function in two ways: the
minimal weight configuration is modified (which thereby affects its weight) and the combina-
torial factor is modified. The analysis of these separate effects is considered in the following
two subsections.
4.2 Dependence of the minimal-weight configuration upon the boundary
conditions
Our first goal is to determine the modification in the expression of the minimal-weight con-
figuration when the boundary conditions are changed from (0, 12) to (a, b). Let us denote this
modified expression as W(k)(a,b) (with W
(k)
(0, 1
2
)
≡ W(k)).
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Let us first consider the effect of modifying the vertical position of the initial vertex from 0
to a 6= 0. Figure 12 (a) displays the minimal-weight configuration for a = 2 (and here we can
take k = 2). It is clear from the figure that increasing y0 from 0 to a induces a displacement
of all the peaks by a. (Of course, here we suppose that L→ L+ a). Since a peak of charge
j centered at x contributes (2j − 1)x to the weight, one has
W(k)
(a, 1
2
)
=W(k)
(0, 1
2
)
+ a
k∑
j=1
(2j − 1)nj . (53)
Let us next return to the case where a = 0 and consider next the effect resulting from
changing the final height from 12 to b. Take for instance b =
3
2 . We see from Fig. 12 (b) that
the minimal-weight configuration has some edges removed (here, the two ones that previously
connected the last peak of charge 32 to the x-axis). As a result, the peaks of charge 1 and
1
2
are displaced toward the left by one unit each. This illustrates the general pattern: increasing
b by one unit, two edges need to be removed at the end of the sequence of peaks of charge b
and all the peaks with charge lower than b get displaced by one unit. These two effects are
captured in the expression:
W(k)(0,b) =W
(k)
(0, 1
2
)
−
(
b− 1
2
) k∑
j=b
2jnj +
b∑
b′= 1
2
b′∈N+ 1
2
b′− 1
2∑
j=1
(2j − 1)nj . (54)
The first correction term is related to the removing of two edges each times b increases by 1
and the double sum describes the effect of moving the peaks of charge < b toward the left.
(Here we assume that L→ L− (b− 12).)
Figure 12: The minimal-weight configurations (as modified from Fig. 4) in the case where a is changed from
0 to 2 in (a) and when b is changed from 1
2
to 3
2
in (b). In the second case, the two edges that are removed
are indicated by dotted lines.
2 4 6 8 10 12 14 16 18
1
2
1
2
a)
b)
Combining these two modifications (which do not influence each other), we arrive at the
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following expression:
W(k)(a,b) =W
(k)
(0, 1
2
)
+
k∑
j=1
(
j(2a − 2b+ 1)− a+max (⌈b− j⌉, 0))nj
=
k∑
i,j=1
niBijnj +
k∑
j=1
(
j(2a − 2b+ 1)− a− ⌊j⌋+max (⌈b− j⌉, 0))nj , (55)
where Bij is defined in (15).
As usual with fermionic expressions, we see that the boundary conditions only affect the
linear terms in the expression of the weight.
4.3 Dependence of the number of configuration upon the boundary con-
ditions
The combinatorial factor is also modified by a constant term that depends upon the values
of a and b. Let us write the modified q-combinatorial factor as[
nj + pj
nj
]
≡
[
nj +mj + u
(0, 1
2
)
j
nj
]
→
[
nj +mj + u
(a,b)
j
nj
]
, (56)
with u
(0, 1
2
)
j = −2ǫj and mj is defined in (27).
Again the effect of the two boundary terms can be studied independently and an analysis
similar to the preceding one yields:
u
(a,b)
j = −2ǫj −max (⌈b− j⌉, 0) +min (⌊k +
1
2
− j⌋, a). (57)
4.4 Examples
To illustrate the two key formulae (55) and (57), we have displayed in three tables, for k = 1, 2
and 3, the coefficients of the linear terms (identified by the mode nj they multiply) and the
correcting combinatorial factors uj , for the different boundary conditions (a, b).
Table 1: M(2, 5) data
φrs a b n1 u 1
2
φ11 0 1/2 -1 -1
φ13 1 1/2 0 0
These tables indicate that the path characteristics for the field of lowest conformal dimen-
sion, i.e., φk,k+1, have the simplest possible form in that there are no linear terms in W(k)
and all the uj factors are zero. Let us check that this is generic and not simply a special
feature of the lowest values of k. Set then a = k and b = k − 12 , with j ≤ k. Denote by αj
the coefficient of nj. We have, using
max (⌈k − 1
2
− j⌉, 0) = k − ⌈j⌉ and 2j = ⌊j⌋ + ⌈j⌉ , (58)
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Table 2: M(3, 7) data
φrs a b n1 n 3
2
n2 u 1
2
u1 u 3
2
φ11 0 1/2 -1 -1 -2 -1 0 -1
φ21 0 3/2 -2 -4 -6 -2 -1 -1
φ13 1 1/2 0 1 1 0 1 0
φ23 1 3/2 -1 -2 -3 -1 0 0
φ15 2 1/2 1 3 4 1 1 0
φ25 2 3/2 0 0 0 0 0 0
Table 3: M(4, 9) data
φrs a b n1 n 3
2
n2 n 5
2
n5 u 1
2
u1 u 3
2
u2 u 5
2
φ11 0 1/2 -1 -1 -2 -2 -3 -1 0 -1 0 -1
φ21 0 3/2 -2 -4 -6 -7 -9 -2 -1 -1 0 -1
φ31 0 5/2 -3 -6 -9 -12 -15 -3 -2 -2 -1 -1
φ13 1 1/2 0 1 1 2 2 0 1 0 1 0
φ23 1 3/2 -1 -2 -3 -3 -4 -1 0 0 1 0
φ33 1 5/2 -2 -4 -6 -8 -10 -2 -1 -1 0 0
φ15 2 1/2 1 3 4 6 7 1 2 1 1 0
φ25 2 3/2 0 0 0 1 1 0 1 1 1 0
φ35 2 5/2 -1 -2 -3 -4 -5 -1 0 0 0 0
φ17 3 1/2 2 5 7 10 12 2 2 1 1 0
φ27 3 3/2 1 2 3 5 6 1 1 1 1 0
φ37 3 5/2 0 0 0 0 0 0 0 0 0 0
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that
αj = 2j − k +max (⌈k − 1
2
− j⌉, 0) − ⌊j⌋ = ⌈j⌉+ ⌊j⌋ − k + k − ⌈j⌉ − ⌊j⌋ = 0 . (59)
Similarly, using
min (⌊k + 1
2
− j⌋, k) = ⌊k + 1
2
− j⌋ = k − ⌊j⌋ and 2ǫj = ⌈j⌉ − ⌊j⌋ , (60)
we have that
u
(k,k− 1
2
)
j = ⌈j⌉ − ⌊j⌋ − k + ⌈j⌉ + k − ⌊j⌋ = 0 . (61)
To complete this discussion, let us show how these boundary-dependent data can be very
easily obtained by a simple case-by-case method, for a fixed value of k. Consider, for an
illustrative purpose, the case (a, b) = (2, 12 ), with k = 3. The ground state is as follows:
− − − + − + − . . . + − (with + and − denoting NE and SE edges respectively). Consider
the case of a single peak of charge 12 . There are two allowed configurations: − −−+− and
−+−−−. This readily fixes u(2,
1
2
)
1
2
:
n 12 + u(2, 12 )12
n 1
2
 = (1 + u(2, 12 )12
1
)
= 2 ⇒ u(2,
1
2
)
1
2
= 1 . (62)
Consider now the following configuration with n 3
2
= 1: −−−+++−−−. This configuration
is the one of minimal weight among the two possible configurations, the other one being
−+++−−−−−. That there are two allowed configurations shows that u(2,
1
2
)
3
2
= 0. With
respect to the ground state, the weight of the minimal-weight configuration is 6. The only
non-zero nj being n 3
2
, the sole contributing quadratic term in W(3)
(2, 3
2
)
is 3n23
2
. Writing the
(sought for) coefficient of the linear term as α 3
2
, we have 3n23
2
+ α 3
2
n 3
2
= 3 + α 3
2
= 6, so that
α 3
2
= 3.
4.5 Character formulae for all the irreducible modules
The expressions ofW(k)
(a,b)
and u
(a,b)
j , given in (55) and (57) respectively, are all what is required
in order to write the expression of the finitized character for any module. The result is:
χ(m)r,s (q) = χ
(m)
b+ 1
2
,2a+1
(q) =
∞∑
n 1
2
,...,nk=0
P
jnj=m
q
W
(k)
(a,b)
k− 1
2∏
j= 1
2
[
nj +mj + u
(a,b)
j
nj
]
, (63)
As stressed previously, for k > 1, these are completely new expressions for the finitized
characters of theM(k+1, 2k+3) minimal models. As for the vacuum module, the conformal
characters are obtained by setting n 1
2
→∞.
23
5 Duality transformation: recovering the characters of graded
parafermions
5.1 Introducing the duality transformation
Let us now consider the formal analogue of the path duality transformation that relates the
M(k + 1, k + 2) and the usual Zk parafermionic models [2, 4, 40, 13, 18]. The duality is
actually formulated at the level of the respective weight functions: the dual paths are the
very same paths considered so far but weighted differently. The weight of a path appropriate
to the description of the M(k + 1, 2k + 3) models is given by (2). In the dual case, its
expression is
w∗ =
L− 1
2∑
x= 1
2
w∗(x) where w∗(x) =
x
2
[
1−
∣∣∣ yx+ 1
2
− yx− 1
2
∣∣∣] . (64)
For paths weighted by the function w∗, only the local extrema are found to contribute, and
each contributes x/2.
The duality relation between the weight functions w(x) and w∗(x) can equally be formu-
lated as the statement that that every vertex of the path contributes x/2 to either function:
w(x) + w∗(x) =
x
2
. (65)
For the corresponding generating functions of paths of lenght L
G(q) =
∑
paths
qw and G∗(q) =
∑
paths
qw
∗
, (66)
the duality transformation reduces to the interchange q ↔ 1/q, up to an L-dependent overall
factor:
G(q) = qL(L−1)/4G∗(q−1) . (67)
The bottom line is that, up to a L-dependent correcting factor, the dual characters are
obtained by the simple transformation q → 1/q.
5.2 The dual characters
The question we want to tackle is that of determining which finitized characters do correspond
to the set of states associated to paths of the M(k + 1, 2k + 3)-type but weighted by w∗.
With this goal in mind, let us first notice that the resulting finitized characters should have
a smooth infinite length limit. And if for the minimal models the m → ∞ limit is done
by taking n 1
2
→ ∞, for paths weighted by the function w∗(x), the limit is rather achieved
by setting nk → ∞. Indeed, the ground state configuration (as it will be detailed below) is
essentially obtained for paths with as many peaks of charge k as possible. And a tail of peaks
of charge k should not contribute to the weight of a path relative to the ground state. In
other words, the correcting factor should eliminate all dependence upon the mode nk in the
q exponent. 6
6We stress that the necessity of defining the weight relative to the ground state and the qL(L−1)/4 factor
identified before are the two sources of the correcting L factor needed to ensure a well-defined m→∞ limit.
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To analyze this more precisely and within the simplest possible context, let us again focus
on the vacuum case and consider the duality transformation of the expression (35), where we
replace mj − 2ǫj by pj. This yields:
G(k)m (q
−1) =
∞∑
n 1
2
,n1,··· ,nk=0
P
jnj=m
q
−W(k)−
Pk− 12
j=12
njpj
k− 1
2∏
j= 1
2
[
nj + pj
nj
]
(68)
where we used the simply derived transformation:[
n+ p
n
]
q−1
= q−np
[
n+ p
n
]
q
≡ q−np
[
n+ p
n
]
(69)
Let us now introduce a L- orm-dependent multiplying correction factor of the form qa1m
2+a2m
and fix the value of the constants a1 and a2 to be such that the exponent of q no longer depends
upon nk. Making explicit the dependence on nk of W(k) +
∑k− 1
2
j= 1
2
njpj, we have
W(k) +
k− 1
2∑
j= 1
2
njpj = k(2k − 1)n2k + 2knk
k− 1
2∑
j= 1
2
(2j − 1)nj − knk + 2nk
k− 1
2∑
j= 1
2
(k − j)nj + . . .
=
2k − 1
k
k2n2k + 2knk k−
1
2∑
j= 1
2
jnj
− knk + . . . (70)
This is to be compared with a1m
2 + a2m, with m =
∑k
j= 1
2
jnj , which fixes the value of the
two constants to
a1 =
2k − 1
k
and a2 = −1 . (71)
The resulting q-exponent can then be reexpressed as qh
(k)
0 (where the 0 reminds that this
holds for the dual vacuum), that is
h
(k)
0 = 2m
2 −m− m
2
k
−W(k) −
k− 1
2∑
j= 1
2
njpj
=
1
2
k− 1
2∑
i,j= 1
2
rijninj +
1
2
k− 1
2∑
j= 1
2
j∈N+ 1
2
nj − m¯
2
k
, (72)
with
m¯ =
k− 1
2∑
j= 1
2
jnj = m− knk . (73)
An even more concise expression uses the inverse of the Cartan matrix C defined in (30):
h
(k)
0 =
k− 1
2∑
i,j= 1
2
niC
−1
ij nj +
1
2
k− 1
2∑
j= 1
2
j∈N+ 1
2
nj , (74)
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with
C−1ij = min (i, j) −
ij
k
. (75)
For instance, we have:
h
(1)
0 =
1
4
(n21
2
+ 2n 1
2
)
h
(2)
0 =
1
8
(3n21
2
+ 4n21 + 3n
2
3
2
+ 4n 1
2
n1 + 2n 1
2
n 3
2
+ 4n1n 3
2
+ 4n 1
2
+ 4n 3
2
) (76)
The renormalized dual form of the vacuum character reads thus
q2m
2−m−m2/kG(k)m (q
−1) =
∞∑
n 1
2
,n1,··· ,nk=0
P
jnj=m
qh
(k)
0
k− 1
2∏
j= 1
2
[
nj + pj
nj
]
(77)
Its conformal limit is obtained, as said before, by setting nk →∞. This implies that pj →∞
for all j. Using
lim
p→∞
[
n+ p
n
]
=
1
(q)n
, (78)
one gets
lim
m→∞
q2m
2−m−m2/kG(k)m (q
−1) =
∞∑
n 1
2
,n1,··· ,nk−12
=0
qh
(k)
0
(q)n 1
2
· · · (q)n
k− 12
(79)
The right-hand side is precisely the expression for the vacuum character for the graded Zk
parafermionic models [12] in a form involving 2k − 1 quasi-particles [27].
Even if we did not know this particular expression of the graded parafermionic vacuum
character, there are notable features of the resulting multiple sum which readily indicated
a connection with parafermionic theories. A first one is the symmetry of the q-exponent,
h
(k)
0 , with respect to the interchange of nj and nk−j – which is manifest when this factor is
expressed in terms of the inverse Cartan matrix in (74) (see also the above expression for
h
(2)
0 ). Another clear parafermionic signature is the presence in the correcting factor of the
term m2/k, which is related to the ‘fractional dimension’ of the parafermionic modes (and
this will be made explicit below).7
Summarizing the result of this brief analysis, we have thus shown, at the level of the
(vacuum) character that the M(k + 1, 2k + 3) and the graded Zk parafermions are dual to
each other! In the remaining of this section, this conclusion will be much strengthened. It
will indeed be shown that the paths dual to the M[k] ones are in one-to-one correspondence
with the graded parafermionic basis states. The outline of the argument is presented in the
next subsection.
7On second thoughts, this latter point raises a delicate issue. As said above, this character expression
reflects a quasi-particle formulation in terms of 2k − 1 quasi-particle types (cf. the different factors (q)nj
in the denominator of (79)). But the correcting factor m2/k also involves the nk modes (as it should: it is
intended to cancel undesired terms of that sort). This means that the dual paths involve (in a sense to be
made precise) 2k parafermionic modes (since there is the extra nk mode in addition to the expected 2k − 1
modes). In other words, the dual paths do not have an immediate interpretation in terms of the parafermionic
quasi-particle basis states. This subtle issue will be fully clarified in the sequel.
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5.3 Statement of the results: dual paths vs parafermionic states
Let us first define the dual paths in a precise way. In the dual case, it will be understood
that all paths terminate on the x-axis (the sequence of SE edges added to a path to reach
the x-axis from yL do not contribute to the weight). The different classes of paths are thus
completely characterized by the initial (integer) vertical position ℓ, with 0 ≤ ℓ ≤ k.
From now on, we will refer to a P∗[k] path as a path with the following characteristics:
P∗[k] paths are defined in the strip x ≥ 0 and 0 ≤ y ≤ k in the (x, y) half-integer lattice,
with their peaks at integer positions. They terminate on the x-axis and are weighted by the
functions w∗ defined in (64). A path with specified initial point will be denoted P∗
[k]
ℓ .
Our main result in relation to the dual path description can thus be restated more precisely
as follows. We provide a one-to-one correspondence between a P∗
[k]
ℓ path and a basis state in
the graded parafermionic module headed by the highest-weight state of parafermionic charge
ℓ. This is done in two steps.
1. We first provide a bijection between the P∗[k] paths to a different type of paths, namely
the (k − 12)-restricted (Bressoud-type [8]) paths defined in the reduced strip 0 ≤ y ≤
k − 12 , but for which horizontal edges are allowed if they lie on the x-axis and whose
weight is the sum of the x-position of the peaks.
2. These new lattice paths are shown to be in one-to-one correspondence with the states
of the graded Zk parafermionic models.
The first step is a natural extension of the bijection presented in [32] for the two known
path descriptions of the usual Zk parafermions. The second one puts together results from
[30] and [27].
An immediate corollary of this result is that, after a simple adjustment of the weight (to
be explained below), the generating function for the P∗
[k]
ℓ paths with a fixed total charge is
equivalent to a finitized version of the character of the Zk graded parafermionic irreducible
module parametrized by ℓ.
5.4 Paths and multiple partitions
We start by describing a canonical rewriting of the P∗[k] paths [31]. Note at first that for
fixed boundary conditions (that is, the specification of ℓ in the present context), a path is
fully determined by the sequence of its peak positions and their charge. It will be understood
that the sequence of peaks is to be read from right to left (that is, in decreasing values of x).
Moreover, a peak of charge i at position x will be denoted as x(i) (and recall that x is integer
but i can be half-integer and, for P∗[k] paths, it is bounded by 12 ≤ i ≤ k).
We next introduce a formal operation which interchanges the ordering of two peaks [31]:
x(i)x′
(j) → (x′ + rij)(j)(x− rij)(i) , (80)
where rij is defined as
rij = 2min (i, j) , (81)
After an interchange, the peak interpretation is lost and it is convenient to refer to x(i) as a
cluster of charge i. This interchange operation preserves the charges and the integrality of
the new ‘x-coordinates’.
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The announced canonical rewriting of the path is the following: using (80), we reorder the
path clusters (the original sequence of peaks) in increasing values of the charge and, within
each subsequence of fixed-charge clusters, with decreasing value of x. The result is essentially
a sequence of the form
γ
( 1
2
)
1 γ
( 1
2
)
2 · · · γ
( 1
2
)
n 1
2
γ
(1)
1 · · · γ(1)n1 · · · γ
(k)
1 · · · γ(k)nk , (82)
with the ordering γ
(i)
l ≥ γ
(i)
l+1. The label ni indicates the number of peaks of charge i in the
original path. This sequence is equivalent to the following set of 2k ordered partitions:
Γ(2k) ≡ (γ( 12 ), · · · , γ(k)), with γ(j) = (γ(j)1 , · · · , γ(j)nj ). (83)
The basic characteristics of a path imply that the parts within each partition satisfy
stronger conditions than the stated one γ
(i)
l ≥ γ
(i)
l+1. The characteristics referred to are
essentially that there must be a minimal distance between two peaks of given charge, a
distance that depends upon their individual charge as well as the charge content of the peaks
in-between. Indeed, if between two peaks x(i) and x′(j) there are peaks all with charge lower
than min (i, j) and whose total charge sums to c, then [31]:
x− x′ ≥ rij + χi>j + 2c , (84)
where rij is given in (81) and χb = 1 if b is true and 0 otherwise. To be explicit, let us
stress that if there are peaks of charge larger that min (i, j) between a given pair x(i) and
x′(j), the condition does not apply to this particular pair. However, such a minimal distance
condition is applicable at least to all pairs of adjacent peaks, where the adjacency condition
corresponds to the case where c = 0.8 In addition, the initial condition (y0 = ℓ) induces the
following bound on the left-most peak, say of charge j and position x0:
x0 ≥ ⌈j⌉+max(⌊j⌋ − k + ℓ, 0) . (85)
The conditions (84) and (87), that are necessary satisfied by a path, imply that [31]:
γ
(j)
l ≥ γ(j)l+1 + 2j , (86)
and
γ(j)nj ≥ ⌈j⌉ +max(⌊j⌋ − k + ℓ, 0) + 2j(nj+1 + · · ·+ nk). (87)
As an example, the path of Fig. 1 corresponds to the following sequence
16(2) 14(
1
2
) 12(1) 9(
3
2
) 7(
1
2
) 5(1) 3(2) 1(
1
2
) (88)
whose reordering yields
15(
1
2
) 10(
1
2
) 6(
1
2
) 12(1) 8(1) 8(
3
2
) 6(2) 2(2) . (89)
8This minimal distance condition between adjacent peaks has already been encountered in Sect 3.3. It can
also be illustrated with some of the previous figures. For instance, in Fig. 8, the open circles closest to the
center of the largest charged particle from either side, corresponds to the closest possible initial or final vertex
of the lower charged particle, from which the minimal distance – measured from one peak to the other – is
easily found to match the above result. Also, in the configuration of Fig. 4, the distance between adjacent
peaks is everywhere minimal except between the third and the fourth peak (at respective position 9 and 12).
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The conditions (86) and (87) are easily verified for all γ
(j)
l . The correponding multiple
partition is (γ(
1
2
), γ(1), γ(
3
2
) γ(2)), with
γ(
1
2
) = (15, 10, 6), γ(1) = (12, 8), γ(
3
2
) = (8), γ(2) = (6, 2). (90)
After having reordered the peaks of the path in increasing values of the charge, the next
step amounts to displacing all clusters of charge k to the left using the exchange relation
(80). This modifies the parts of all the partitions, which are then denoted by λ
(j)
l . Next, the
charge-k clusters are removed. This transforms the set of 2k ordered partitions Γ(2k) into a
set of (2k − 1) ordered partitions as follows:
Γ(2k) = (γ(
1
2
), · · · , γ(k))→ (λ(k), λ( 12 ), · · · , λ(k− 12 ))
→ (λ( 12 ), · · · , λ(k− 12 )) ≡ Λ(2k−1) . (91)
The modified expression of the parts is
λ
(k)
l = γ
(k)
l + 2
k− 1
2∑
j= 1
2
jnj and λ
(j)
l = γ
(j)
l − 2jnk (j < k) . (92)
Now, the multiple partition Λ(2k−1) is the canonical rewriting of the k− 12 Bressoud lattice
path [8], denoted P¯[k−
1
2
], and defined as follows:
P¯[k−
1
2
] paths are defined on a half-integer lattice, within the strip x ≥ 0 and 0 ≤ y ≤ k − 12 ,
with peaks at integer positions; a path is composed of NE, SE and WE edges, with the WE
edges allowed only if restricted to the x-axis.9 They are weighted by [8, 30]:
w¯ =
L− 1
2∑
x= 1
2
w¯(x) where w¯(x) = xδx,peak , (93)
that is, w¯(x) is zero unless x is a peak position, where the weight is x.
A P¯[k−
1
2
] path is reconstructed from the multiple partition Λ(2k−1) by means of the ex-
change relations (80). The ordering of the clusters that corresponds to the actual path is
uniquely fixed by ensuring the conditions (84) to be everywhere satisfied [31]. For instance,
the path of Fig. 1 becomes the P¯[k−
1
2
] one in Fig. 13. A more algorithmic description for
reconstructing the P¯[k−
1
2
] path is described in Appendix A.
We have thus shown how to relate a P∗[k] path to a P¯[k−
1
2
] one. The inverse procedure
is also well defined [32]: we reorder the peaks of the path P¯[k−
1
2
] to get Λ(2k−1) and add to
its right a sequence of nk cluster of charge k all with the minimal values of λ
(k)
l allowed and
reorder the sequence to reconstruct a P∗[k] path. The value of nk is fixed as follows: this is
the minimal number of clusters of charge k that needs to be introduced for the resulting path
to be free of horizontal edges.
We have thus found the following sequence of one-to-one correspondences:
P∗[k] ↔ Γ(2k) ↔ Λ(2k−1) ↔ P¯[k− 12 ] . (94)
9The bar in P¯[k−
1
2
] is intended to remind of the possibility of horizontal edges. We also stress that this
actually describes a deformation of the Bressoud paths, originally defined for an integer lattice [8].
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Figure 13: The Bressoud path P¯[
3
2
] that corresponds to the M[2] path of Fig. 1.
1 3 5 7 10 13
1
2
The only point that needs to be clarified is the relation between the weight functions. This
is addressed in the next subsection.
Actually, in order to make contact between the paths P∗[k] and the parafermionic basis of
states, we only require the connection P∗[k] ↔ Λ(2k−1). However, extending this connection
to the Bressoud paths clarifies the relation between the weigh of a P∗[k] path and that of a
parafermionic state.
Let us point out that the original basis of states for graded parafermions has been formu-
lated in terms of jagged partitions [24]. The various links between jagged partitions, P¯[k−
1
2
]
paths and multiple partitions are presented in Appendix A. This actually provides a combi-
natorial proof of the equivalence of two bases of states for graded parafermions (jagged vs
multiple partitions) via a bijective relation between the states. In contrast, the proof in [27]
relies on a conformal-field-theoretical argument, supported there by the demonstration the
equivalence of the generating functions.
5.5 Basis for graded parafermions
Recall that the graded parafermionic conformal theory is defined by an extension of the
usual Zk parafermionic algebra by a Z2 grading, that is, by adding a new parafermion ψ1/2
of conformal dimension 1− 1/4k and such that ψ1/2 × ψ1/2 ∼ ψ1, where (ψ1)k ∼ I [12]. The
corresponding central charge is −3/(2k+3). The parafermionic primary fields φℓ are labeled
by an integer ℓ with 0 ≤ ℓ ≤ k. The corresponding highest-weight states are written |φℓ〉 and
their conformal dimension is
hℓ =
ℓ(2k − 3ℓ)
4k(2k + 3)
. (95)
The normalization for the parafermionic charge is fixed by setting that of ψ1/2 to be 1 and
the charge is defined modulo 2k (since (ψ1/2)
2k ∼ I).
The mode decomposition is defined on a generic field of charge q as follows:
ψj(z)ϕq(0) =
∞∑
m=−∞
z−jq/k−m−2j+⌊j⌋A
(j)
j(j+q)/k+m ϕq(0) , (96)
Observe that the charge of the field (or the state) on which the mode acts affects its conformal
dimension, which is minus its mode index. In the following, we omit the fractional part and
write
A(j)m ≡ A(j)j(j+q)/k+m . (97)
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The following basis of states has been obtained in [27]:
A(
1
2
)
−λ
( 12 )
1
· · · A(
1
2
)
−λ
( 12 )
n 1
2
A(1)
−λ
(1)
1
· · · A(1)
−λ
(1)
λn1
· · · A(k−
1
2
)
−λ
(k− 12 )
1
· · · A(k−
1
2
)
−λ
(k−12 )
n
k− 12
|φℓ〉 , (98)
with
λ
(j)
l ≥ λ
(j)
l+1 + 2j , (with
1
2
≤ j ≤ k − 1
2
) , (99)
and the boundary conditions:
λ(j)nj ≥ ⌈j⌉ +max (⌊j⌋+ k − ℓ, 0) + 2j(nj+ 12 + nj+1 + · · ·+ nk− 12 ) , (100)
These are precisely the conditions satisfied by the parts λ
(j)
l of Λ
(2k−1) as obtained from the
relations (86), (87) and (92).
The weight of the parafermionic state (98) (relative to its highest-weight state) is
h = |Λ| − h(m¯)frac , (101)
where
|Λ| =
k− 1
2∑
j=1
mj∑
l=1
λ
(j)
l , (102)
while h
(m¯)
frac stands for the contribution to the conformal dimension that comes from the
removed fractional part. This depends solely upon the total charge m¯ (defined in (73)) of
the descendant state. This fractional dimension is easily found to be
h
(m¯)
frac =
m¯(m¯+ ℓ)
k
. (103)
The peak described by the cluster x(i) is thus associated to a parafermionic mode A(i)−x. Note
that the charge of the peak (i) is half the parafermionic charge of the corresponding mode
A(i) (which is 2i).
The rearrangement of the multiple partition Λ(2k−1) into a P¯[k−
1
2
] path is done by means
of the exchange relation (80) and this operation preserves the value of |Λ|. In other words
the weight of the corresponding P¯[k−
1
2
] path is
w¯ = |Λ| . (104)
Therefore, to a P¯[k−
1
2
] path of charge m¯, one associates a parafermionic state of parafermionic
charge 2m¯ and conformal dimension
h = w¯ − h(m¯)frac . (105)
The bijection between P∗[k] and P¯[k−
1
2
] paths entails a natural correspondence between a
P∗[k] path and a parafermionic state, or equivalently, between a multiple partition Γ(2k) and a
parafermionic state. But the resulting parafermionic state appears in an unusual form in that
it contains a sequence of A(k) modes at the right (which are superfluous in the parafermionic
context as A(k) ∼ I). More explicitly, Γ(2k) is associated to the state:
A(
1
2
)
−γ
( 12 )
1
· · · A(k−
1
2
)
−γ
(k− 12 )
n
k− 12
A(k)
−γ
(k)
1
· · · A(k)
−γ
(k)
nk
|φℓ〉 , (106)
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where the γ
(j)
l satisfy (87) and (86). The relative conformal dimension of this state (whose
total parafermionic charge is 2m) is
h = |Γ| − h(m)frac . (107)
But |Γ| (the sum of the parts of the multiple partition Γ) is simply the weight w¯ of the P∗[k]
path, so that the corresponding parafermionic conformal dimension is
h = w¯ − m(m+ ℓ)
k
. (108)
We stress that this is w¯ and not w∗ that appears in this expression: the weight of a
parafermionic state associated to a P∗[k] path is now directly expressed in terms of the sum
of the peak x-positions.
5.6 The generating function of P∗[k] paths
We are now in position to construct the generating function of P∗[k] paths starting at y0 = ℓ
and weighted by the relative parafermionic conformal dimension of the corresponding state.
This expression will be interpreted as a finitized version of the graded parafermionic character
of the irreducible module headed by |φℓ〉.
The construction of the generating function will be done in two steps. We first identify
the minimal-weight configuration for a given charge content and calculate its weight. The
second step amounts to determining all the configurations that contribute for a fixed charge
content and evaluating their relative weight.
The minimal-weight configuration for y0 = ℓ for a given charge content has already been
identified; its weight has also been determined in [30].10 It corresponds to the configuration
with peaks ordered in decreasing values of the charge (although a peak of charge 1 has to
precedes the peaks of charge 12 to respect the integer x-position for the peaks). Its weight is
wmwc(ℓ) =
1
2
k∑
i,j= 1
2
rijninj +
1
2
k− 1
2∑
j= 1
2
j∈N+ 1
2
nj +
1
2
k∑
j=1
j∈N
max(j − k + ℓ, 0)nj . (109)
The corresponding parafermionic (relative) conformal dimension is thus
hmwc(ℓ) = wmwc(ℓ) −
m(m+ ℓ)
k
. (110)
With m = m¯+ knk, we have
hmwc(ℓ) =
1
2
k− 1
2∑
i,j= 1
2
rijninj +
1
2
k− 1
2∑
j= 1
2
j∈N+ 1
2
nj +
1
2
k−1∑
j=1
j∈N
max(j − k + ℓ, 0)nj − m¯(m¯+ ℓ)
k
. (111)
10The result of Sect. 4 of [30] is expressed in terms of an integer lattice with peaks at even x-positions.
Also, the paths considered there are Bressoud-type paths. However, because the minimal-weight configuration
has no WE edges, the result can be directly lifted to the present context. We simply let K → K + 1, with
K = 2k and divide all mode labels by 2. The weight w¯ of the minimal-weight configuration for a fixed charge
content is read off the exponent of q in the numerator of the right-hand side of the multiple sum in Prop. 4
there, with the adjustment indicated.
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We note that this expression no longer depends upon nk.
Consider then the enumeration of all possible configurations and the determination of
their weight relative to minimal-weight configuration just identified. This number is the very
same number of configurations identified for the M(k+1, 2k+3) paths. The only difference
is that these are now obtained from the minimal-weight configuration described above by
displacing the peaks toward the right. But the net effect is the same: all these configurations
contribute to a factor
k− 1
2∏
j= 1
2
[
pj(ℓ) + nj
nj
]
(112)
where pj(ℓ) = u
(ℓ, 1
2
)
j defined in (57).
The finitized character of the irreducible module of dimension hℓ in the graded parafermionic
theory is thus
χ
(m)
ℓ (q) =
∑
nj≥0,
P
jnj=m
qhmwc(ℓ)
k− 1
2∏
j= 1
2
[
pj(ℓ) + nj
nj
]
. (113)
This is a new result.
The conformal characters are recovered by taking the limit where m→∞ through nk →
∞. This yields the expression
χℓ(q) =
∑
nj≥0,
1
2
≤j≤k− 1
2
qhmwc(ℓ)
(q)n 1
2
· · · (q)n
k− 12
, (114)
a result that is implicit in [27].
6 Conclusion
We have presented a new path description for the non-unitary M(k + 1, 2k + 3) minimal
models. It differs from the path representation defined by the contour of the configuration of
the Forrester-Baxter RSOS model [21]. This novel description shares with theM(k+1, k+2)
paths the crucial simplifying feature that all vertices except the local extrema contribute x/2
to the weight. But in contrast, these paths are defined on a lattice with half-integer spacing.
Moreover, the peaks are forced to lie at integer positions – a constraint that makes the
resulting paths different from the usual integer-lattice paths rescaled by a factor 2.11
This new M(k + 1, 2k + 3) path description poses an immediate problem which is to
unravel the underlying statistical-model description, that is, the RSOS models whose local
state-probabilities can be expressed in terms of sums of configurations whose contours match
the paths described here. In fact, it is fair to say that the M(k + 1, 2k + 3) paths have been
introduced here without much rationale.
The similarity of theM(k+1, k+2) andM(k+1, 2k+3) path descriptions allowed us to
lift rather directly the analysis of [40, 41] and derive finitized versions of theM(k+1, 2k+3)
11We have then the following situation: the two classes of models M(k + 1, α(k + 1) + 1) for α = 1, 2 are
described by similar paths on a lattice with unit step 1/α, with peaks at integer positions. This naturally
calls for a quick analysis of the naive but appealing generalization for α > 2, by comparing the enumeration
of the corresponding paths with the q-expansion of candidate Virasoro characters. Unfortunately, no sensible
such irreducible characters are generated in this way.
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fermionic characters. The novelty of the resulting expressions calls for another immediate
natural problem which is to demonstrate their genuine equivalence with known fermionic
forms or with the bosonic expression.
The present description of the M(k +1, 2k + 3) minimal models has another noteworthy
property that makes them very similar to that of the unitary models: by a duality trans-
formation, their characters are related to those of a theory of the parafermionic type. The
dual models are actually the graded Zk parafermions [12, 24]. Note that our result goes
beyond establishing the duality at the level of the characters since the dualM(k+1, 2k+3)
paths have been shown to be in a one-to-one correspondence with the graded parfermionic
states. Note however that we have not succeeded in explaining this duality transformation
in terms of some sort of level-rank duality transformation between the coset representatives
of the related conformal models (for the graded parafermions, the coset representation is
ôsp(1, 2)k/û(1)).
Finally, given the existence of a massless renormalization group flow from the (ultraviolet
fixed points) Zk models to the (infrared fixed points) M(k + 1, k + 2) minimal models [15]
and that they are both related by duality, the present results might suggest similar integrable
flows between the graded Zk parafermionic theories and theM(k+1, 2k+3) minimal models.
If confirmed, this would raise the issue of the meaning of (path) duality in the context of
integrable flows.
A Multiple partitions, h-partitions, jagged partitions and the
Bruge correspondence
A.1 Multiple partitions and h-partitions
To a multiple partition Λ(2k−1) of total charge m¯, i. e.,
m¯ =
k− 1
2∑
i= 1
2
jnj (115)
we associate a special ‘partition’ (a1, · · · , a2m¯) with 2m¯ non-increasing parts, some of which
being half-integer, but with the restriction that all half-integer parts must have even fre-
quency. We call such a partition a h-partition (where the ‘h’ reminds of possible half-integer
parts). In addition, we enforce the following difference 1 condition at distance 2k − 1:
ai ≥ ai+2k−1 + 1 . (116)
Equivalently, if fai is the frequency of the part equal to ai, we have the following frequency
condition:
fai + fai+ 12
≤ 2k − 1 . (117)
The ℓ-dependent part of the boundary condition on the last part of each partition in Λ(2k−1),
which results from combining (87) and (92), translates into the simple requirement that there
must be at most k − ℓ pairs of parts equal to 12 in (a1, · · · , a2m¯).
The correspondence between a multiple partition Λ(2k−1) and a h-partition is described
as follows (which is an adaptation of the presentation in [31]). We start by writing the
multiple partition Λ(2k−1) as the partition (λ
( 1
2
)
1 · · ·λ
( 1
2
)
n 1
2
) followed by the sequence of clusters
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λ
(1)
1 · · ·λ(j)ℓ · · · λ
(k− 1
2
)
n
k−12
. Each cluster is then inserted successively within the partition, starting
with λ
(1)
1 up to λ
(k− 1
2
)
n
k− 12
and by using the interchange rule (80) and treating each part of the
partition as a cluster of charge 12 . Once inserted within the partition (at a position to be
determined below), the cluster, say p(j), is unfolded into 2j parts, as
p(j) → (al, · · · , al+2j−1) , with an ≥ an+1 , (118)
and such that:
1. The parts sum to p, i.e.,
∑2j−1
n=0 al+n = p.
2. The parts differ at most by 12 .
3. Every half-integer part appears with even frequency.
This decomposition is unique. Indeed, setting [8]
p = js + r, with 0 ≤ r < j , (119)
the decomposition is
p(j) → ( s+ 1
2
, · · · , s+ 1
2︸ ︷︷ ︸
2r
,
s
2
, · · · , s
2︸ ︷︷ ︸
2j−2r
)
. (120)
That the parts obtained from the unfolding operation all have even frequency ensures that it
is so in particular for any resulting half-integer part. For instance, we have
13(3) →
(
5
2
,
5
2
, 2, 2, 2, 2
)
. (121)
The only parts which are not unfolded are the clusters of charge 12 and they are necessarily
integer.
The position at which the cluster p(j) is inserted within the partition and unfolded is
determined by two criteria:
1. The resulting sequence of numbers must be non-increasing.
2. The frequency condition fai + fai+ 12
≤ 2j must be satisfied for all parts ai of this
resulting h-partition. Equivalently, the generated h-partition must satisfy
ai ≥ ai+2j + 1 ∀ i . (122)
Obviously, because j ≤ k − 12 , (122) ensures the validity of the condition (116) at every
intermediate stage of the construction (and recall that the inserted clusters have charge
ranging from j = 1 up to k − 12). Take for instance, the following multiple partition:
λ(
1
2
) = (4) , λ(1) = (8, 4) , λ(
3
2
) = (3) . (123)
The corresponding h-partition is reconstructed by the following sequences of cluster insertions
and unfolding:
(4) 8(1) 4(1) 3(
3
2
) → (9(1), 3) 4(1) 3( 32 ) →
(
9
2
,
9
2
, 3
)
4(1) 3(
3
2
) →
(
9
2
,
9
2
, 3, 4(1)
)
3(
3
2
)
→
(
9
2
,
9
2
, 3, 2, 2
)
3(
3
2
) →
(
9
2
,
9
2
, 3, 2, 2, 3(
3
2
)
)
→
(
9
2
,
9
2
, 3, 2, 2, 1, 1, 1
)
. (124)
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This procedure is clearly invertible. In order to associate a multiple partition to a h-
partition (a1, · · · , a2m¯) satisfying (116), we first identify the sequences of 2k − 1 adjacent
parts such that the first part and last part of each sequence differ by at most 12 . Each such
sequence is then replaced by a cluster of charge k − 12 , say p(k−
1
2
), where p is the sum of
the clustered parts. Once all clusters of charge k − 12 are constructed, they are moved to
the right of the sequence formed by the remaining parts. This displacement is done using
the interchange operation (80), by treating all crossed parts as clusters of charge 12 . For
the resulting smaller h-partition, we redo the previous analysis but with k − 12 replaced by
k− 1. Once all clusters of charge k− 1 are identified, they are also moved to the right of the
h-partition. This procedure is repeated for the identification of lower-charge clusters (always
in decreasing value of the charge) until all clusters of charge 1 are formed and moved to the
left extremity of the sequence of ordered clusters of charge 32 , · · · , k− 12 . The remaining parts
of the partition are the clusters of charge 12 . The result is an ordered set of 2k − 1 partition
Λ(2k−1), where the parts of λ(j) are the weights of the clusters of charge j. Here is an example:(
3, 3, 3,
5
2
,
5
2
, 2,
3
2
,
3
2
, 1, 1,
1
2
,
1
2
)
→
(
14(
5
2
), 2,
3
2
,
3
2
, 1, 1,
1
2
,
1
2
)
→
(
3,
5
2
,
5
2
, 2, 2,
3
2
,
3
2
)
7(
5
2
)
→
(
3,
5
2
,
5
2
, 3(2)
)
7(
5
2
) →
(
3,
5
2
,
5
2
)
3(2) 7(
5
2
) → 8( 32 ) 3(2) 7( 52 ) . (125)
A.2 Jagged partitions and h-partitions
Let us now display the connection between h-partitions subject to the restriction (116) and
those restricted jagged partitions in terms of which the graded parafermionic basis has first
been formulated [24]. The relation is easily described: in a h-partition, we simply replace
every pair of half-integer parts as follows:
(· · · , 2r + 1
2
,
2r + 1
2
, · · · )→ (· · · , r, r + 1, · · · ) . (126)
The result is a jagged partition, namely, a sequence of non-negative integers (n1, · · · , n2m¯)
such that [22]:
nj ≥ nj+1 − 1 , nj ≥ nj+2 , n2m¯ ≥ 1 . (127)
The restriction (116) is transformed into the following restrictions:
nj ≥ nj+2k−1 + 1 or nj = nj+1 − 1 = nj+2k−2 + 1 = nj+2k−1 , (128)
for all values of j ≤ 2m¯− 2k + 1. For instance, with k = 3,(
3, 3, 3,
5
2
,
5
2
, 2,
3
2
,
3
2
, 1, 1,
1
2
,
1
2
)
→ (3, 3, 3, 2, 3, 2, 1, 2, 1, 1, 0, 1) . (129)
We see explicitly with this example that the parts of a jagged partition are not necessarily
non-increasing: an increase of 1 between two successive parts is allowed by the first condition
in (127) but the second condition prevents two such successive increases. The difference 1
condition at distance 5 (= 2k−1) is verified in all cases except for the last one, where n7 = n12
but then, the in-between difference 2 condition is verified: n8 = n11 + 2.
The results of this section demonstrates, at the combinatorial level, the equivalence of
two bases for graded parafermions previously demonstrated at the level of their generating
functions [27].
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A.3 Paths and h-partitions: the Bruge correspondence
The Burge correspondence [10] provides a remarkable bijection between a partition with
frequency condition and a (Bressoud-type) lattice path. We present the adaptation of this
correspondence to the case of a restricted h-partition and a P¯[k−
1
2
] path. The correspondence
relies on the characterization of a partition in terms of non-overlapping pairs of adjacent
frequencies (fj, fj+ 1
2
) with fj+ 1
2
> 0, starting the pairing from the largest part. For instance,
for the following h-partition of 23, (with satisfies the condition (116) for k ≥ 3) we have the
following pairing:(
3, 3, 3,
5
2
,
5
2
, 2,
3
2
,
3
2
, 1, 1,
1
2
,
1
2
)
:
i : 0 12 1
3
2 2
5
2 3
fi : 0 (2 2) (2 1) (2 3).
(130)
We then define a sequence of two operations, α and β on the set of paired frequencies.
This sequence will be interpreted as a binary word (with letters α and β) whose graphical
representation is the desired path.
Let us then describe these two operations. If (f0, f 1
2
) is not a pair, we act with α defined
as follows:
α : (fj , fj+ 1
2
)→ (fj + 1, fj+ 1
2
− 1) ∀ j ≥ 1
2
. (131)
If (f0, f 1
2
) = (0, f 1
2
) is a pair, we act with β defined as follows:
β :
{
(0, f 1
2
)→ (0, f 1
2
− 1)
(fj, fj+ 1
2
)→ (fj + 1, fj+ 1
2
− 1) ∀ j > 12 .
(132)
After each operation, the pairing is modified according to the new values of the frequencies.
We then act successively with α or β on the h-partition until all frequencies become zero.
The ordered sequence of α and β so obtained is then reinterpreted as a P¯[k−
1
2
] path starting
at a prescribed initial position, by considering α to be an horizontal or a SE step, and β
a NE step [8]. The sequence is completed by adding the number of α needed to reach the
horizontal axis.
For the above example (130), the sequence is αβ3α4β4α11β5 and we add α5 at the end to
make the corresponding path reaches the x-axis, assuming that the path starts at the origin.
In terms of the sequence of peaks and their charge, the path is 14(
5
2
) 6(2) 2(
3
2
).
This procedure makes the correspondence Λ(2k−1) → P¯[k− 12 ] more algorithmic than the
mere statement that the clusters of Λ(2k−1) are to be reordered such that the conditions
(84) is everywhere satisfied. The correspondence has now an intermediate step, which is the
construction of a h-partition, and it is completed by the Burge correspondence, relating the
h-partition to the path.
B Other models described by paths on half-integer lattice the
SM(2, 4κ) superconformal models.
In this work, we have identified two classes of models that have a natural description in terms
of paths defined on a half-integer lattice: theM(k+1, 2k+3) minimal models and the graded
Zk parafermions. Although it falls a bit off our main theme, we identify yet another class of
models – the superconformal minimal models SM(2, 4κ) – with a similar representation.
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The superconformal minimal models are labeled by the integers p′, p, with 12(p− p′) and
p′ relatively coprime. The primary fields φˆr,s are further labeled by the integers (r, s) with
1 ≤ r ≤ p′ − 1 and 1 ≤ s ≤ p − 1, with the fields φˆr,s and φˆp′−r,p−s identified. Fields with
s+ r even are said to belong to the Neveu-Schwarz (NS) sector, while those for s+ r odd are
in the Ramond (R) sector.
For the SM(2, 4κ) models, the value of r is fixed to 1 and a set of independent fields
is specified by 1 ≤ s ≤ 2κ. The space of states of these models is described in terms of
(2κ − 1)-restricted jagged partitions, that is, jagged partition restricted by (128) but with
2k replaced by 2κ − 1. This description leads to a fermionic form of the characters [25]. A
second fermionic form is displayed here which reflects naturally the path interpretation to be
described below and which relies on an expression of the generating function for restricted
jagged partitions that differs from that given in [25].
With i − 1 representing the maximal number of pairs of 01 (i.e., 2i − 2 is the maximal
number of times 12 appears in the corresponding h-partition), the following expression for the
generating function for (2κ− 1)-restricted jagged partitions has been found in [30]:
J2κ−1,i(z; q) =
∞∑
n 1
2
,n1,n 3
2
,··· ,nκ−1=0
q
1
2
(N21
2
+N21+N
2
3
2
+···+N2κ−1+M)+Li
zN
(q)n 1
2
(q)n1 · · · (q)nκ−1
, (133)
where
Nj = nj + nj+ 1
2
+ · · ·+ nκ−1 M = n 1
2
+ n 3
2
+ · · · + nκ− 3
2
Li = Ni +Ni+1 + · · ·+Nκ−1 N = n 1
2
+ 2n1 + · · ·+ 2(κ− 1)nκ−1 . (134)
The exponent of z is the length of the jagged partition. Note that the expression (133) has
the following multi-variable deformation (to be needed below):
J2κ−1,i(z 1
2
, z1, · · · , zκ−1; q) =
∞∑
n 1
2
,n1,n 3
2
··· ,nκ−1=0
q
1
2
(N21
2
+···+N2κ−1+M)+Li ∏κ−1
j= 1
2
z
nj
j
(q)n 1
2
(q)n1 · · · (q)nκ−1
. (135)
With zj = z
2j , the z factor reduces to zN .
We now adapt this generating function to the SM(2, 4κ) context, producing an expression
for the irreducible character specified by i, and spell out its lattice-path interpretation.
Let us start with the R sector. It has been demonstrated in [25] that its basis of states
is specified by the 2κ− 1 restricted jagged partitions having at most i− 1 pairs of 01 at the
rightmost end, with 1 ≤ i = s/2 ≤ κ (s is even in the R sector). Equivalently, these are
specified by 2κ− 1 restricted h-partitions (a1, · · · , aN ):
ai ≥ ai+2κ−2 + 1 , (136)
having at most s− 2 copies of 12 .
The corresponding (half-integer lattice) path formulation of the space of states is the
following: every state can be represented by a Bressoud-type path starting at y0 = κ− s/2,
whose maximal height is ≤ κ− 1 and with peaks at integer positions. As before, the weight
of such a path is the sum of the x-coordinates of the peaks. This expression of the weight is
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precisely the (relative) conformal dimension of the corresponding state in the superconformal
irreducible module.
The expression (133) for the generating function for restricted jagged partitions leads to
the following expression for the R characters:
χˆ
(2,4κ)
1,2i (q) = J2κ−1,i(1; q) (137)
This is precisely the second fermionic form of Melzer’s R characters (cf. the first line of eq
(2.6) in [36]).
In the NS sector, every state is associated to a (2κ − 1)-restricted jagged partition made
of half-integers, with a tail containing at most s−1 parts equal to 12 (and s is now odd) [25].12
The associated h-partition is made of half-integers and integers but now with the frequency
of integers forced to be even.
Now, how does this characterization of states can be rephrased in terms of paths? The
correspondence between paths and h-partition obtained in Appendix A shows that the po-
sition of the peaks with half-integer charge must now be shifted to half-integer x-positions,
while that of peaks with integer charge remain located on integer x-positions.
This statement is proved as follows using the relation between a cluster p(j) and the parts
of a h-partition that results from unfolding the cluster as in (120), with p = js + r. Let ≡
means an equality modulo 1. If s/2 ≡ 0, the frequency condition on integers forces j− r ≡ 0.
Suppose then that j ≡ 0. This implies r ≡ 0 and as a result p ≡ 0. On the other hand, if
j ≡ 12 , then r ≡ 12 and since s is even, it follows that p = sj + r ≡ 12 . Suppose next that
(s + 1)/2 ≡ 0. The frequency constraint requires r ≡ 0. Again, if j ≡ 0 this implies that
p ≡ 0, while if j ≡ 12 , since s is now odd, p ≡ 12 . In all cases, we see that h ≡ p. Now this
result has been established for a generic cluster p(j) and not necessarily for a peak within a
path. However, since a sequence of peaks describing a path is obtained from a sequence of
clusters by the interchange operation (80) and that this operation preserves the value of the
weight modulo 1, the result for clusters can be applied to peaks.
Note finally that the initial position of the path in the NS sector is fixed to y0 = κ− (s−
1)/2.
The first three states in the vacuum module of the SM(2, 8) models are presented in Fig.
14 and the 6 states at level 152 are given in Fig. 15.
Figure 14: The first three paths pertaining of the vacuum module of the SM(2, 8) model, representing the
first three terms in the vacuum character χˆ
(2,8)
1,1 = 1 + q
3
2 + q2 + . . .. .
3/2 2
1 1 1
12Recall that in the NS sector, the weight of a partition, that is, the sum of its parts, which is also the
conformal dimension of the corresponding descendant state, can be integer or half-integer.
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Figure 15: The 6 paths that describe the states of the vacuum module of the SM(2, 8) models at level 15
2
.
15/2
2 11/2
3/2 6
3/2 5/2 7/2
3 9/2
5/2 5
1 1
1 1
1 1
Let us now see how this shift in the position of the peaks with half-integer charge modifies
J2κ−1,i. For this, we start with its multi-parameter deformation given in (135). The simplest
way of implementing a shift by 1/2 for all the peaks with half-integer height without affecting
the other ones, is to set
zj = 1 if j ∈ Z+
zj = q
− 1
2 if j ∈ Z+ + 1
2
. (138)
The effect of this transformation is simply to remove the factor M in the numerator exponent
of q in (133) (and the z dependence). But the action of repositioning a number of peaks affects
also the linear terms. We easily find it to be changed as follows:
Li → Li− 1
2
= mi− 1
2
+mi + 2(mi+ 1
2
+mi+1) + · · · . (139)
We end up with
χˆ
(2,4κ)
1,2i−1(q) = J
′
2κ−1,i(1; q) , (140)
where
J ′2κ−1,i(1; q) =
∞∑
n 1
2
,n1,n 3
2
··· ,nκ−1=0
q
1
2
(N21
2
+N21+···+N
2
κ−1)+Li− 12
(q)n 1
2
(q)n1 · · · (q)nκ−1
. (141)
This is the second fermionic form of Melzer’s NS characters (cf. the first line of eq (2.6) in
[36]).
Both forms (R and NS characters) can be written under a single formula as
χˆ
(2,4κ)
1,s (q) =
∞∑
n 1
2
,n1,n 3
2
··· ,nκ−1=0
q
1
2
(N21
2
+N21+···+N
2
κ−1)+
1
4
(1+(−1)s)M+L s
2
(q)n 1
2
(q)n1 · · · (q)nκ−1
. (142)
40
These expressions were conjectured in [36] and were later proved in [9, 42]. The present
approach constitutes a new proof of these fermionic formulae starting from the basis of states
obtained in [25], in addition to dress them with a new lattice-path interpretation.13
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