The single-continuum approach employing effective permeability is one of the practical methods for simulating naturally fractured reservoirs.
Sensitivities of the flow behavior to the assumed region for effective permeability calculations, and to the scale of simulation grid-blocks were studied to examine the equivalent single-continuum system.
A flux-continuous full-tensor model was used to deal with permeability tensors resulting from upscaling of fractured systems.
The representative elementary volume (REV) for stochastic fracture distributions was evaluated to examine the behavior of the effective permeability with change in the area of the calculating region.
The REV for effective permeability was established for fracture systems of mean fracture length (ml) 0.02, 0.06, and 0.2 within the domain of unit area. Variations in effective permeability are small even for the upscaling sizes lower than the REV in the case of short fractures with ml=0.02. Therefore, homogeneous models can correctly simulate tracer test performances.
For medium and long fractures of mean length 0.06 and 0.2 respectively, effective permeability corresponding to the upscaling sizes lower than the REV indicates large fluctuations reflecting significant local heterogeneity. Local heterogeneity of small scale must be incorporated in permeability distributions to obtain good simulation results. For modeling local heterogeneity, a grid-block should be assigned a specific effective permeability tensor and should be as coarse as the order of ml, followed by refinement of the coarse grids to avoid numerical dis-Introduction Two main approaches are currently available for simulating the behavior of naturally fractured reservoirs, the dual porosity or dual permeability model1), and the single continuum model with effective permeability2)-5).
In the dual continuum models, matrix blocks are divided by regular fracture patterns. However, field characterization studies have shown that fracture systems are very irregular, often disconnected, and occur in swarms6)-9). Estimation of the shape factor1) which represents the interference between the fractures and the rock matrix is another problem with the dual continuum approach.
In the single continuum models, the flow through both the fracture and matrix systems as well as the interference flow is represented by the effective permeability4),5) The effective permeability is estimated by solving the flow equations reflecting the coupled matrix and fracture flow. In our previous study10), we applied the complex variable boundary element method11) (CVBEM) to semi-analytically solve the coupled potential problem for matrix and fracture flow under periodic boundary conditions.
Effective permeability resulting from flow calculations is generally of tensor form. Diagonal and off-diagonal elements of the effective permeability tensors can be correlated with the distribution parameters for stochastic fracture systems10)
Simulation of a naturally fractured reservoir by the single continuum approach with effective permeability introduces two different scales, i. e. upscaling size and simulation grid-block size relative to the mean fracture length, which may cause problems with correctly char-acterizing and simulating reservoirs.
Effective permeability of a fracture system is a function of the rock volume over which the flow calculations are performed12). Measurement of a property of heterogeneous rock generally exhibits fluctuations in value with increasing sample volume caused by the heterogeneity of the micro and macro scales. Such fluctuations tend to minimize as the sample volume is increased from the macro to mega scales. As the sample volume is further increased, a gradual change is observed reflecting the heterogeneity of the mega to giga scales. The representative elementary volume (REV) is the notion that a representative value of a rock property is to be measured with sample volumes with which measurements exhibit negligible variations13). Long12) did REV studies on fractured rock and found that a megascopic continuum could be defined when the averaging region was large enough.
The grid-block size for simulation directly affects the accuracy and efficiency of computation.
In the present case, we also need to consider the proper grid-block size relative to the mean fracture length. In this regard, Lee et al.4) developed a hierarchical approach to model flow in a naturally fractured reservoir with multiple length-scale fractures.
They considered three classes of fractures to contribute to flows: short disconand lg are the fracture length and grid-block length scales, respectively. The short-scale fractures are modeled into the effective matrix permeability by an analytical method, and then the medium-length fractures in grid-blocks are modeled to generate effective permeability tensors by the boundary element method. The long-scale fractures are accounted for explicitly as conduit or wells.
Objectives of this paper are to examine the equivalent single-continuum system for flow performance prediction of naturally fractured reservoirs by studying the sensitivities to the region for effective permeability calculations, and to the scale of simulation grid-blocks. To determine the permeability tensors for flow simulation, we developed a flux-continuous full-tensor model based on the mixed finite volume element method (MFVEM) 14) In this paper, fractures are assumed to be discrete and distributed regularly or randomly in two dimensions in an otherwise isotropic and homogeneous mD). Individual fractures are assumed to be infinitely thin and infinitely conductive, to be perpendicular to the bedding, and to terminate at the bedding surfaces. tion is sought by the non-parametric regression analysis method ACE15). Given independent variables X, and a dependent variable Y, ACE discovers the optimal transformation functions f and g with zero mean so that the
The correlation model is Y* is an estimate of Y, i.e. g is linearly correlated with fi's. The components of the effective permeability, kxx, kxy, and kyy, can be correlated with three parameters, L, of these permeability components with L, and ml are almost linear because the transformations f(L), f(ml), g(lnkxx), g(lnkxy), and g(lnkyy) are almost linear functions except for small values of the variables5). These geometric parameters have approximately equal influences on both diagonal and off-diagonal elements.
are small and can be ignored. Eqs. (1) and (2).
Here S=Sw and we define the global pressure and total velocity as Referring to Fig. 5 (a) , Eq. (1) is written as Equation (2) yields the two components system, Eqs. (6) and (7), for the x and y directions, respectively:
The discrete version of Eq. (5) is expressed with the size of the regular grids h as
Equations (6) and (7) are discretized as Ti+1/2,j;Aux;i-1/2,j+Ti+1/2,j;Dux;i+1/2,j +Ti+1/2,j;Gux;i+3/2,j+Ti+1/2,j;Cuy;i,j-1/2 +Ti+1/2,j;Buy;i,j+1/2+Ti+1/2,j;Fuy;i+1,j-1/2 +Ti+1/2,j;Fuy;i+1,j+1/2+pi+1,j-pi,j=0 The coefficients in Eq. (9) are given as follows:
The coefficients in Eq. (10) are analogous to Eq. (11). Equations (8), (9) , and (10) give rise to asymmetric linear equations to be solved for the pressures at the gridblock centers and the velocities across the edges.
where Mxx and Myy are tri-diagonal matrices, Nx and Ny bands. Ux, Uy, and P are the vectors of unknowns.
Rux, Ruy, and Rp are associated with boundary conditions of ux, uy, and p, respectively.
Tracer Performance
The full-tensor flow model was first examined by simulating tracer slug tests in several synthetic media.
The flow domain is a square of unit area to model one 40 uniform grids. An injection well is located at the grid (1, 1), and a production well at (40, 40). The slug size of the tracer solution is 0.5 pore volume injected into the single-phase reservoir fluid and displaced by the same fluid, and balanced production and injection rates of fluids of unit mobility ratio are assigned to the wells. First, the effects of permeability tensors were evaluated running the model with an isotropic and diagonal tensor (kxx=kyy=km, kxy=kyx=0), an anisotropic and diagonal tensor (kxx=km, kyy=0.5km, kxy=kyx=0), and an isotropic full tensor (kxx=kyy=km, kxy=kyx=0.5km) assigned to all the grid-blocks uniformly.
Here km= trations in the effluent versus the pore volumes injected (PVI) for three cases. The tracer concentration shows a sharp rise after the breakthrough, which describes the flow behavior of the leading edge of the tracer slug, and then a turndown representing the flow behavior of the trailing edge of the tracer slug. Theoretically, the initial breakthrough occurs at 0.718 PVI for a five-spot pattern in homogeneous media16). Isotropic and diagonal tensors should generate a unique curve of concentration regardless of permeability values, if it is plotted against PVI. The tracer performance for the isotropic diagonal tensor yields the correct breakthrough time at 0.718 PVI, whereas the anisotropic diagonal tensor tends to delay the breakthrough and distorts the profile. On the other hand, the curve for the full tensor permeability is shifted to the left side, which shows the early breakthrough due to the off-diagonal components.
In Figs. 7 (a) and 7 (b), the effects of the grid size are evaluated for the isotropic diagonal and isotropic full tensors, respectively.
Numerical dispersion is more pronounced yielding an earlier breakthrough in both cases, as the number of grid-blocks is reduced er).
Next, we applied the full-tensor model to tracer slug tests in two fracture systems that contain 25 thin fractures spaced regularly, parallel and perpendicular to the flow direction as depicted in Figs. 8 (a) and 9 (a) , respectively.
The effective permeability tensors were separately calculated by the CVBEM code and assigned The breakthrough curve for the homogeneous matrix without fractures computed by the CVBEM is also shown for reference.
As seen in Fig.  8 (d) for the parallel fracture case, the CVBEM and full-tensor model yield breakthrough at 0.349 and 0.604 PVI, respectively.
These breakthrough times are much earlier than 0.718 PVI of the homogeneous non-fractured matrix. The early breakthrough and non-sharp peaks are due to fingering caused by the parallel fractures.
Compared with the semi-analytical result of CVBEM, the full-tensor model produced a These characteristics reflect the differences in fingering computed by the two models as depicted in Figs. 8 (b) and 8 (c) . On the other hand, the fractures perpendicular to the flow direction do not cause any fingering, but only allow flow to spread laterally as shown in Fig. 9 (d) . Therefore, the tracer breakthrough curves are nearly the same as those of the non-fractured system. These tensor components correspond to B=0.1m2 as marked in Fig. 1 , and their values are listed in Table 1 (a). The three curves are identical and also close to the CVBEM curve. Therefore, the REV (0.1m2) evaluated by Fig. 1 is also valid for flow simulation.
Based on these results, it is inferred that very short fractures can be satisfactorily upscaled by homogeneous representation with anisotropic effective permeability. The cross terms may be ignored for very short fractures, though more studies are to be conducted for fracture distributions of higher density.
Figures 11(a) and 11(b) display the tracer performances for ml=0.06m.
The effective permeability values for A=0.95m2 and B=0.1m2 are listed in Table 1 (b).
The overall characteristics of the 'A_ avg' curve are similar to the CVBEM solution, though the turndown decreases more slowly than CVBEM.
However, the 'A_avg' curve exhibits some deviations as seen in Fig. 11(a) .
First, the breakthrough of 'A_avg', which occurs at 0.65 PVI reflecting the effect of the cross terms, is slightly later than that of the semi-analytical solution. The reason is that the effects of the anisotropy (kxx=1.669km versus kyy= 1.089km) causing predominant flow in the horizontal direction overcome the effects of the cross terms (kxy= kyx=0.244).
Secondly, the homogeneous permeability incorporated in the full-tensor model does not explicitly reproduce the second hump that reflects flow in matrix, but only effectively shows the double-porosity behavior.
The three curves 'B_max', 'B_avg', and 'B min' drawn in Fig. 11 (b) are almost the same as 'A_avg', but the effects of differences in anisotropy caused slightly different heights of the peak concentration. Based on these results, the homogeneous and anisotropic representation according to the REV (0.5m2) evaluated by Fig. 2 can provide acceptable flow simulation. Local heterogeneity shown as the large scattering in Fig. 2 needs to be incorporated into the model in order to further improve performances.
4.2.
Long Fractures Tracer simulations were repeated for a longer fractures of ml=0.2m
with the same mean orientation the computed performances for the effective permeability for A=0.95m2 and B=0.1m2 (see Fig. 3 Second, the curves are smooth and do not reflect any heterogeneous behavior.
The late breakthrough is due to the strong anisotropy (kxx=5.241km and kyy=1.582km for the 'A_avg' curve, also see Table 1 (c) for the B curves) and relatively small cross terms (kxy=1.563km for 'A_avg').
In Fig.  12 (b) , three curves, 'B_max', 'B_avg', and 'B_min' show the same breakthrough time and distinct heights of the concentration peak. The difference in height demonstrates the effects of the different degrees of anisotropy.
Homogeneous modeling with effective permeability evaluated at REV does not yield satisfactory results for severe anisotropy as this case. Local heterogeneity needs to be taken into account.
The tracer simulation was repeated for mean fracture
Figures 13 (a) and 13 (b) are the results for the effective permeability for A and B, respectively, as marked in Fig. 4 . The flow systems in this case are characterized by isotropic permeability (kxx=3.101km versus kyy =3.107km for the 'A_avg' curve, also see Table 1 (d) for the B curves) and relatively large cross terms (kxy= 2.101km for 'A_avg'). Overall performance of the 'A_a vg' curve agrees well with the semi-analytical solution.
In Fig. 13 (b) , however, the three 'B' curves line up showing the same performance with different breakthrough times. This is due to different magnitude of the cross terms with isotropic tensor components.
These tracer performances demonstrate the defect of homogeneous models with effective permeability at REV, and the need to model local heterogeneity in flow simulation. This can be compared to the performance m) systems are equally optimized to correctly reflect heterogeneity, though the latter includes higher numerisuffer from even higher numerical dispersion yielding smoothed curves and shifting them to the origin side.
In the case of ml=0.06m, the heterogeneous representation can produce better tracer performances (Fig.  15 ) than the homogeneous description (Fig. 11) 'A_avg' curve in Fig, 12 (a) , the former better reflects the flow behavior caused by heterogeneity, though the breakthrough time is not improved.
As the grid size lg is equal to 1/40 (0.025m), much smaller than the mean fracture length ml, the effective permeability for each grid cell is not correctly evaluated, in particular the value of the cross term is too low. Pore Volume Injected tive permeability requires local heterogeneity to be modeled.
(5) To model local heterogeneity, the size of a gridblock to which its own effective permeability tensor is assigned should be of the same order as ml, and the coarse grids should be refined to avoid numerical dispersion.
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The effective permeability k* is defined with the averfollows:
Equation (A-1) needs to be solved twice by applying the unit pressure drop across the grid-block in one direction only. The solution of Eq. (A-1) with the unit pressure drop in the x direction provides a pressure distribution in the grid-block, from which the velocity distribution u is computed.
The average velocity through the grid-block can be obtained as follows: The internal boundary condition along the fracture is based on continuity of flow such that the flow rate at any point in the fracture is equal to the net inflow at the both sides.
The complex potential at an arbitrary point in the grid-block is expressed as the summation of three components, i.e. non-singular, fracture, and fracture crossing complex potentials.
where nf and nc are numbers of fractures and crossings,
