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SHIFTED LAPLACIAN MULTIGRID FOR THE ELASTIC
HELMHOLTZ EQUATION
ERAN TREISTER∗
Abstract. The shifted Laplacian multigrid method is a well known approach for preconditioning
the indefinite linear system arising from the discretization of the acoustic Helmholtz equation. This
equation is used to model wave propagation in the frequency domain. However, in some cases
the acoustic equation is not sufficient for modeling the physics of the wave propagation, and one
has to consider the elastic Helmholtz equation. Such a case arises in geophysical seismic imaging
applications, where the earth’s subsurface is the elastic medium. The elastic Helmholtz equation
is much harder to solve than its acoustic counterpart, partially because it is three times larger,
and partially because it models more complicated physics. Despite this, there are very few solvers
available for the elastic equation compared to the array of solvers that are available for the acoustic
one. In this work we extend the shifted Laplacian approach to the elastic Helmholtz equation, by
combining the complex shift idea with approaches for linear elasticity. We demonstrate the efficiency
and properties of our solver using numerical experiments for problems with heterogeneous media in
two and three dimensions.
Key words. Elastic wave modeling, elastic Helmholtz equation, shifted Laplacian multigrid,
elasticity equation, full waveform inversion, parallel computations.
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1. Introduction. The Helmholtz equation is used to model the propagation of
a wave within a heterogeneous medium. Its acoustic version is given by
ρ ∇ · (ρ−1∇p)+ ω2κ2p = q, (1.1)
where p = p(~x), ~x ∈ Ω is the Fourier transform of the wave’s pressure field, ω = 2pif
is the angular frequency, κ = κ(~x) > 0 is the “slowness” of the wave in the medium
(the inverse of the wave velocity), and ρ = ρ(~x) > 0 is the density of the medium.
The right-hand-side q(~x) incorporates sources into the equation. The equation is
discretized on a finite domain and is accompanied with some absorbing boundary
conditions that mimic the propagation of a wave in an open domain. This is usually
achieved by some complex valued absorbing boundary layer [16, 31, 46], which is
related to modeling the attenuation of the wavefield.
The acoustic equation (1.1) is usually discretized by a finite-difference scheme on a
regular grid, resulting in a large and indefinite linear system, which is complex-valued
due to the absorbing boundary conditions and possible attenuation. If the frequency
ω (or the wavenumber κω) is high, the problem requires a very fine mesh and a large
number of unknowns [3, 25]. In this common case, solving the discretized equation at
large scale 3D scenarios is challenging, and is still considered to be an open problem.
One of the main applications that include the Helmholtz equation is Full Wave-
form Inversion [39, 60, 34, 50], which is a process used to estimate the wave velocity
and rock structure of the earth’s subsurface. The inversion process (in the frequency
domain) includes many repeated solutions of Helmholtz equations for modeling the
wave propagation. These solutions are used to iteratively estimate the unknown wave
velocity in the earth’s subsurface. However, because the earth is an elastic medium,
the acoustic equation in (1.1) does not fully capture the physics of the wave propaga-
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tion, and research is advancing towards elastic waveform inversion, in which the elastic
Helmholtz equation is solved for modeling the wave propagation [18, 9, 8, 5, 27].
The elastic Helmholtz equation, which we formulate later, is a system of partial
differential equations (PDEs). While (1.1) models pressure waves only, the elastic
Helmholtz equation also models shear waves. Similarly to (1.1), the linear system
that results from discretizing the elastic equation is indefinite and complex valued.
Moreover, because the equation is a system of PDEs, then the associated linear sys-
tem is three times larger (in 3D) than the acoustic one for the same mesh size. In
addition, the discretization requires the mesh to be finer than in the acoustic (1.1),
because the modeled shear waves have higher wavenumber than the pressure waves
[33]. Altogether, we get a huge linear system which is more difficult to solve than the
acoustic one and an iterative method is required for its solution. However, while the
solution of the acoustic equation (1.1) has been heavily studied in the literature with
a variety of methods [17, 38, 25, 32, 6, 35, 23, 51, 49, 21, 11], the elastic version has
very few available iterative solvers known to us. One recent “elastic solver” is [30],
which is an extension of [23] to the elastic case. This method, which involves a hybrid
parallel Kaczmarz preconditioner, is quite simple and generic, and hence requires a
lot of iterations to solve the system at large scales.
One of the most common solvers for the discretized acoustic equation (1.1) is the
shifted Laplacian multigrid method [20, 19, 55, 36, 53, 10, 1, 14, 13, 40], where an
attenuated version of (1.1) is used as a preconditioner for the true system inside a
Krylov method. The attenuated system, which is the same system with a complex
shift, can be easily solved by multigrid, if the attenuation is high enough. However,
as we add more attenuation, the efficiency of preconditioner deteriorates. This is a
tradeoff that methods try to balance.
The shifted Laplacian multigrid approach seems to be naturally extendable to the
elastic case. However, experiments show that the standard shifted Laplacian multigrid
is not efficient for the elastic Helmholtz equation, and some specialized treatment
is necessary. Indeed, the recent [41] suggests such a multigrid method, using line-
relaxation instead of point-wise relaxation. However, this method is only presented
for 2D problems and does not seem to achieve the same efficiency compared to the
acoustic case. In particular, the authors use a significantly higher attenuation (shift)
parameter than what is usually used in the acoustic case, and the line relaxations in
2D extend to relatively expensive plane relaxations in 3D. These two properties leave
room for improvement.
In this work, we present a new shifted Laplacian multigrid method for the elastic
Helmholtz equation. Our method adopts approaches that are suitable for linear elas-
ticity to better treat the elliptic “elastic part” of the elastic Helmholtz equation, which
in some sense plays the same role as the weighted Laplacian in (1.1). This elliptic
part is essentially the elasticity operator, and is known to cause difficulties to standard
multigrid methods in cases of nearly incompressible material. The shifted Laplacian
method is no exception, and to solve (1.2) using multigrid, we require to apply the
mechanisms for both the elasticity and the acoustic Helmholtz equation together. To
this end, we write the elastic equation using a mixed formulation [22] and use a local
cell-wise “Vanka” relaxation to treat the elastic part of the elastic Helmholtz equation
[61]. The indefiniteness of the problem is treated by shifted Laplacian in the same
way that the indefiniteness of (1.1) is treated. We demonstrate that our method per-
forms similarly to standard shifted Laplacian for (1.1), only with respect to the shear
wavenumber instead of the pressure wavenumber.
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Our paper is organized as follows: in the next two subsections we present the
elastic Helmholtz equation, discuss its discretization, and briefly present the general
shifted Laplacian method. In Section 2 we present our method, and discuss the
relation between the acoustic and elastic equations in the case of fully incompressible
material. Finally in Section 3 we demonstrate the properties and efficiency of our
method in a few numerical examples in two and three dimensions.
1.1. Problem formulation and discretization. The elastic Helmholtz equa-
tion has several formulations. Here we focus on the equation in isotropic medium,
which is formulated by either of the following equivalent equations
∇λ∇ · ~u+∇ · µ (∇~u+∇~uT )+ ω2ρ~u = (1.2)
∇(λ+ µ)∇ · ~u+∇ · µ∇~u+ ω2ρ~u = ~qs
The unknown ~u = ~u(~x) is a displacement vector which has three components at each
location in the domain. µ = µ(~x) and λ = λ(~x) are the Lame parameters, and ρ is
the density of the medium as in (1.1). These parameters determine the pressure and
shear wave velocities by Vp =
√
λ+2µ
ρ , and Vs =
√
µ
ρ , respectively [29]. The term
(∇~u+∇~uT ) =
 ∂u1∂x1 ∂u1∂x2 ∂u1∂x3∂u2∂x1 ∂u2∂x2 ∂u2∂x3
∂u3
∂x1
∂u3
∂x2
∂u3
∂x3
+
 ∂u1∂x1 ∂u2∂x1 ∂u3∂x1∂u1∂x2 ∂u2∂x2 ∂u3∂x2
∂u1
∂x3
∂u2
∂x3
∂u3
∂x3
 (1.3)
is the strain tensor (factored by two) and is a symmetric tensor of nine scalar quanti-
ties in 3D. The divergence that operates on the strain tensor (1.3) in (1.2) essentially
operates on each row or column of the tensor, making each row/column into a scalar
quantity. The term ∇·µ∇~u is the weighted diffusion operator ∇·µ∇ applied on each
of the components of the vector ~u separately. In the case of ω = 0, (1.2) become the
elasticity operator. In the case where µ = 0 the material is incompressible. Then,
as we show later, the elastic equation can be reduced to the acoustic equation (1.1),
modeling only pressure waves, with Vp as the pressure wave velocity. Other richer
elastic formulations may include more parameters than λ and µ, e.g. the orthorhom-
bic formulation has 9 parameters and also models anisotropy [30]. In principle, the
method that we present in this paper is suitable for anisotropic cases as well as long
as the anisotropy is not too strong. If the anisotropy is strong, our method will re-
quire adaptations similar to those that are needed for the standard shifted Laplacian
method for an anisotropic Laplacian operator in (1.1), e.g. semi-coarsening. Such
extensions are beyond the scope of this paper.
For simplicity we focus on a discretization using finite-differences schemes on a
regular rectangular mesh. To discretize (1.2) one has to choose between two main
approaches:
1. A node-based discretization where all the components u1, u2 and u3 are placed
at the same locations on the nodes of the grid cell.
2. A staggered grid approach where the components u1, u2 and u3 are placed on
different faces or edges of the grid cell.
The advantage of the nodal approach (option 1) is that one can formulate high-order
or optimally weighted second-order discretizations using a compact 27-point stencil
[26, 48, 24] at each component. The reasons for using this approach are (1) such
discretizations leads to low dispersion error and (2) the 27-point stencil is a favorable
sparsity pattern for numerical solvers. This pattern leads to fast memory access
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Fig. 1.1. The staggered grid discretization of a cell in 3D.
to a vector u when applying a matrix-vector multiplication, and low fill-in when
using direct solvers such as MUMPS [2] or PARDISO [44]. For the same reasons,
similar nodal discretization schemes are also used for discretizing the acoustic (1.1)
in [37, 45, 47, 54]. On the other hand, the disadvantage of the nodal approach for
discretizing the elastic equation (1.2) is that there are relatively large errors in cases
of nearly incompressible materials when µ  λ [41]. The situation in the staggered
discretization (option 2) is the opposite from the one in the nodal discretization. On
the one hand, the staggered discretization is stable for nearly incompressible materials
[59, 28]. On the other hand, compact high-order finite difference discretizations are
currently not available. For example, the fourth order schemes of [28, 29] create
stencils that are wider than the 27-point stencil block, because the gradient itself is
approximated by a fourth order operator. This leads to relatively high memory access
time in matrix-vector products, and relatively high fill-in using direct methods. Still,
the high order schemes are important for minimizing the dispersion error that is
significant in standard second order schemes, if the mesh is not fine enough.
In this work we focus on a multigrid solver for (1.2), and we use a standard
staggered grid discretization, illustrated in Figure 1.1. This discretization is similar
to the one used in [59, 41], and suggested in [52] to discretize similar systems of
PDEs. We place the components of ~u on the faces of the cell, and denote its discrete
components in boldface, i.e., the vector ~u has the discrete values of ~u on the mesh.
Similarly, ρ, µ, λ are placed on the cell center and their discrete vectors are denoted
by ρ,µ,λ.
We discretize the first derivatives using central differences
∂v
∂x
(x) ≈ v(x+ h/2)− v(x− h/2)
h
.
This way, the numerical derivative of each component ui with respect to each variable
xj ends up at a different place in the cell. For example, the first derivative of u1 with
respect to x1 ends up in the cell center, at the same location as the discrete µ,λ.
The derivative of u1 with respect to x2 ends up on the middle of an edge, and on this
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same edge we also get the first derivative of u2 with respect to x1. This property is
necessary, because the discrete components of the strain tensor (1.3) need to end up
at the same locations.
The linear system that results from discretizing the bottom formulation in (1.2)
is given by
He~u =
(
∇hDc(λ + µ)∇Th + ~∇ThAe(µ)~∇h − ω2M
)
~u = ~q (1.4)
where ∇h is the cell-centered gradient operator that operates from the cell centers
to the faces, where the components ui are placed. The matrix −∇Th is used for
the discrete divergence operator. The operator Dc(µ+ λ) = diag(µ + λ) generates a
diagonal matrix with the values of µ+λ on the cell centers. The operator ~∇h is a block
diagonal gradient matrix, which includes three gradient matrices on its diagonal—one
for each of the components u1,u2,u3—using central difference schemes. This operator
computes one of the terms in Eq. (1.3) (which one depends only on the ordering of
the strain tensor). Ae(µ) averages the values of the cell-centered µ to the edges,
and creates a diagonal matrix to hold the averaged values. Altogether, the term
~∇ThAe(µ)~∇h ends up being the weighted Laplacian operator which is applied on each
of the components ui separately. We choose the mass matrix
M = Af (ρ (1− iγ/ω)), (1.5)
where Af (ρ) is a diagonal matrix with the averaged values of a cell-centered ρ onto
the cell faces. The symbol  is the Hadamard product, and the vector γ > 0 is a
physical attenuation vector. We also use γ to incorporate the absorbing boundary
conditions, using a function that quadratically goes from zero to one towards the do-
main boundaries [12]. The attenuation can be equivalently modeled by using complex
frequency-dependent Lame parameters [48], which can also be used to model different
attenuation factors for the shear and pressure wave velocities [24]. We place γ on the
cell-center and assume that the physical attenuation is very small.
One nice feature of the staggered discretization is that both the equations in (1.2)
are equal even after the discretization (up to boundary conditions). That is, we get
two identical linear systems for each one of the formulations, up to small differences
that result from averaging the coefficients and boundary conditions only. That is
not the case with nodal discretizations. Finally, it is worthy to note that we use
this second order scheme, as in [59, 41], to demonstrate our solver, but expect that
it will also be effective for the high-order staggered discretizations [28, 29]. That is
similarly to [20] and [55] which show that the shifted Laplacian methods works with
similar efficiency for both second order and high-order nodal schemes for the acoustic
Helmholtz case.
1.2. Multigrid methods and the shifted Laplacian framework. In this
section we describe the general shifted Laplacian multigrid framework that we adopt
in this paper. Multigrid methods aim at solving linear systems
Hu = q (1.6)
iteratively by using two complementary processes. The first process is the relaxation,
which is obtained by a standard local iterative method like Jacobi or Gauss-Seidel.
Such methods are typically effective at reducing only part of the error in the iterative
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solution process. The other part of the error, called “algebraically smooth”, is not
reduced well by the relaxation and is typically defined by vectors e s.t.
‖He‖  ‖H‖‖e‖. (1.7)
To reduce such errors, multigrid methods use a “coarse grid correction”. In this
correction, the error e for some iterate x(k) is estimated by solving a coarser system
Hcec = rc = P
>(q−Hu(k)),
where the matrix Hc is an approximation of the matrix H on a coarser mesh (the
subscript c denotes coarse components). The matrix P is the so called prolongation
operator that is used to restrict the residual onto the coarser grid, and to interpolate
the solution of the coarse system, ec, back to the fine grid:
e = Pec. (1.8)
The coarse operator Hc can be obtained by either re-discretizing the problem on a
coarser grid or by the Galerkin operator
Hc = P
THP. (1.9)
Algorithm 1 summarizes the process using two grids. By treating the coarse problem
recursively, we obtain the multigrid V-cycle, and by treating the coarse problem re-
cursively twice (by two recursive calls) we obtain a W-cycle. This multigrid process
is effective if all smooth errors e satisfying (1.7) are represented in the range of the
prolongation P . For more information see [7, 52] and references therein.
Algorithm: u← TwoGrid(H,q,u).
1. Apply pre-relaxations: u← Relax(H,u,q)
2. Compute and restrict the residual rc = P
T (q−Hu).
3. Compute ec as the solution of the coarse-grid problem Hcec = rc.
4. Apply coarse grid correction: u← u+ Pec.
5. Apply post-relaxations: u← Relax(H,u,q).
Algorithm 1: Two-grid cycle.
To solve Helmholtz problems like (1.1) efficiently, the process above requires some
modification, like in the shifted Laplacian framework. To apply this framework, one
introduces a shifted matrix
Hs = H − iαω2Ms, (1.10)
where H is a matrix defined by a discretization of a Helmholtz operator, Ms is some
mass matrix, and α > 0 is a shifting parameter. Usually, Ms is defined as a mass
matrix that is used for modeling attenuation in Helmholtz systems. In the acoustic
case Ms = diag(κ
2), and in our elastic case Ms = Af (ρ). The advantage of the shifted
system is that it can be efficiently solved by multigrid methods. Hence, in the shifted
Laplacian framework, the shifted Helmholtz matrix (1.10) is used as a preconditioner
for a Helmholtz linear system (1.6) inside a suitable Krylov method like (flexible)
GMRES [43] or BiCGSTAB [56]. The preconditioning is obtained by approximately
inverting the shifted matrix (1.10) using a multigrid cycle.
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When modeling waves with an attenuated Helmholtz problem (with Hs instead
of H), the waves decay rapidly if α is large. As we add more attenuation (larger
α in (1.10)), we can invert the shifted matrix more easily, but the performance of
the shifted Laplacian preconditioner deteriorates. This is a tradeoff that methods try
to balance, and the common compromise chosen in [20] for the acoustic equation is
to use α = 0.5. [10] and [50] suggest using less attenuation, but invest more effort
in the multigrid cycles. In [41] the elastic equation (1.4) is solved, and the authors
use a high shift parameter (α = 1.5) in (1.10), which results in a much less efficient
preconditioner regardless of the multigrid ability to invert the shifted matrix.
The prolongation P is usually chosen to be a bilinear interpolation operator, or
an operator induced prolongation like AMG [20]. As relaxation, the damped Jacobi
method [50] or the GMRES method [15, 10, 14], are often chosen for the acoustic case.
For the elastic case, line-relaxation may be used [41]. Beside the relaxation, one has
to choose the number of levels used in the multigrid hierarchy. Unlike other scenarios,
the algebraically smooth error modes of the Helmholtz operator are not represented
well on a very coarse grid because of their sign-changing patterns. As a result, the
performance of the solver deteriorates as we use more levels at high frequency. The
common choice is using three levels only [10, 50, 19], but invest more work on solving
the second grid. However, using only three levels is problematic in large 3D cases,
as we get a rather large coarsest grid problem, which is usually solved by a direct
solver. Factorizing these matrices is highly memory consuming and limiting, and it is
even more so for the elastic systems. The work in [10] suggests an inexact solution of
the coarsest grid using GMRES (for the acoustic case). We elaborate on our choices
of relaxation, interpolation and other parameters when we present our method for
solving (1.4) in the next section.
2. Shifted Laplacian for the elastic Helmholtz equation. It is clear that
if we wish to solve a Helmholtz equation, whether (1.1) or (1.2), we first need to be
able to solve the equation for a low frequency ω ≈ 0. In (1.1), we are left with the
elliptic weighted Poisson equation, which is considered to be the “bread and butter”
of multigrid methods and can be easily solved even in cases of jumping coefficients
and anisotropy. On the other hand, if we set ω = 0 in (1.2) we get the linear elasticity
equation which is also elliptic, but more difficult to solve than the Poisson equation.
Thus, the idea that guides us is: if we wish to solve (1.2) or invert its shifted version,
then our solver must be able to handle the elasticity problem efficiently.
Linear elasticity problems can be solved by multigrid methods, but they require
some special treatment in the nearly incompressible case when λ  µ. In this case,
the linear elasticity problem has a dominating grad-div operator, which has a rich
null-space. Indeed, because ∇ · (∇× ) = 0, then any vector function ~v which is a curl
of another vector function ~u is in the null-space of the grad-div operator [22]
~v = ∇× ~u⇒ ∇∇ · ~v = 0.
This equality also holds in discrete space using staggered discretization. This requires
a special treatment, because a simple prolongation operator cannot not approximate
this rich null space well in its range, causing simple multigrid methods to be inefficient.
There are several approaches to handle this rich near null-space. One is by using a
prolongation that has this null-space in range, e.g. a prolongation based on smoothed
aggregation which includes all the rigid body modes as basis functions [57]. This re-
sults in a rather large coarse grid matrix, but does not require further modifications to
the relaxation or other multigrid ingredients. A different family of approaches involves
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Fig. 2.1. A two dimensional example of the variables that are relaxed together in a red-black
cell-wise relaxation.
rather standard transfer operators, but also involves reformulating the system (1.4)
into an equivalent one, called “mixed formulation” [22, 62]. The mixed formulation,
which is the approach that we choose in this work, is achieved by introducing a new
pressure variable p = (λ+ µ)∇ · ~u. In discrete form
p = Dc (λ + µ)∇Th ~u, (2.1)
where the operator Dc() is the cell-centered diagonal matrix operator defined right
after (1.4). We then reformulate the linear system (1.4) as the coupled system[
~∇ThAe(µ)~∇h − ω2M ∇h
∇Th Dc(− 1λ+µ )
] [
~u
p
]
=
[
~q
0
]
. (2.2)
This linear system is equivalent to (1.4), because by construction, the system (1.4) is
the Schur complement of (2.2) when eliminating the p block.
Using the reformulated system is the first step in tackling the problem. The
second step is to use a special relaxation scheme. Here there are two options: either
the so-called “distributive relaxation” [22, 62], or the cell-wise “Vanka” relaxation
[61]. The latter was originally developed for the Stokes equation [58], which has a
similar structure as (2.2) but with a zero block for the p variable. Both options are
suitable for handling the problem, and in this work we choose the cell-wise relaxation
[61] which in our opinion is simpler to implement and to parallelize in multicore
computations than the distributive relaxation.
In the cell-wise relaxation, we sweep through all the cells in the domain, and
for each cell we invert the local matrix composed of the block of (2.2) for that cell.
In 3D, each cell has two variables for each displacement component ui on each of
the faces, and the pressure variable at cell-center—a total of 7 variables, that leads
to a 7 × 7 block of the matrix. To apply this in parallel, we use the red-black cell
wise relaxation, where the all the cells in the domain are divided according to a
checkerboard pattern into “reds” and “blacks”, and we first simultaneously sweep
through all the red cells, and then simultaneously sweep through all the black cells.
Figure 2.1 shows an example of the cell-wise relaxation in two dimensions.
Summary of the method. To solve the elastic Helmholtz equation we first reformu-
late the system (1.4) to an equivalent mixed formulation system (2.2). In our multigrid
cycles we use standard bilinear transfer operators that are suitable for face-based stag-
gered discretization [52]. As relaxation we use red-black cell-wise relaxation with a
damping parameter of 0.5. The multigrid hierarchy is defined for a shifted version of
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(a) Horizontal wavefield component (b) Vertical wavefield component
(c) The pressure
Fig. 2.2. A two-dimentional wavefield for a point source, using an elastic medium with param-
eters λ = 2, µ = ρ = 1. The images show the horizontal and vertical components of the wavefield
(u1,u2), and their divergence - the pressure waveform p = −∇>h ~u.
(2.2), which is added with the zero-padded shift matrix
Mˆs =
[
Af (ρ) 0
0 0
]
.
That is, the artificial attenuation that we add involves only the ~u block, just as we
would have done for the original formulation (1.4). The attenuation is not involved
with the pressure variable resulting from the mixed formulation. Finally, the system
(2.2) is solved using a Krylov method with a multigrid cycle for the shifted operator
as a preconditioner.
The relation between the acoustic and elastic Helmholtz equations. As noted be-
fore, if µ = 0, then the elastic equation models only pressure waves. Interestingly,
the formulation (2.2) encapsulates this. The pressure variable introduced in (2.1) is
in fact the same pressure waveform function that appears in the acoustic (1.1), up to
a diagonal scaling. Indeed, if we set µ = 0 and ignore the attenuation parameter γ in
(1.5), then the Schur complement of (2.2) when eliminating the ~u block ends up as
a cell-centered discretization of (1.1). This means that if we have a problem that is
part acoustic and part elastic we can formulate the problem using one discrete system
(2.2), but treat both parts separately using the conversions in (2.1) and
~u = − 1
ω2
M−1(~q−∇h~p),
that is coming from the top block in (2.2). This will result in a domain-decomposition
type of solver, where the acoustic part is solved using standard shifted Laplacian,
and the elastic part with elastic shifted Laplacian. The acoustic solver is obviously
cheaper than the elastic version. Such scenarios of mixed elastic and acoustic media
are common in marine full waveform inversion, where the sea is and acoustic medium
and the rock under it is an elastic medium.
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A remark on implementation:. The cell-wise relaxation involves sweeping through
all cells, and inverting an essentially dense 7 × 7 matrix for each one. That may be
a costly operation. Instead, in our implementation we extract these local matrices
and invert them at the setup phase. In the solve phase which includes quite a few
applications of the cell-wise relaxation, we only multiply the values of the inverted
matrices instead of extracting and inverting the local matrices on-the-fly. This results
in a storage of 49 × ncells variables in 3D (note that the number of cells in approxi-
mately one fourth of the matrix variables). To handle the storage issue, we convert
and save the inverted matrices in a low 16-bit half precision. This results in quite fast
application of the cell-wise relaxation in the price of a moderate storage requirement.
Other ingredients like the coarsest grid factorization, and the vectors needed for the
Krylov method are much more memory consuming in our experience.
3. Numerical Results. In this section we demonstrate the shifted Laplacian
solver for the elastic Helmholtz equation. We present examples that appear in geo-
physical applications, where typically the length of the domain is quite high (about
20km) compared to its depth (about 5km). We first perform a few experimental com-
parisons in 2D, and then perform 3D experiments. Note that the 2D experiments are
done only for illustrating the behavior of the solver for 3D problems at those scales.
The first experiment compares the shifted Laplacian method based on standard for-
mulation vs the mixed formulation. The second one compares the performance of
shifted Laplacian for the acoustic equation using the shear velocity versus shifted
Laplacian for the elastic equation using mixed formulation. The third one shows the
effect using three vs. four levels in the multigrid cycles. The last experiment shows
some 3D performance. Our code is written in the Julia language [4], and is written as
part of the jInv.jl package [42]. Using this package, our code can be easily used as
a forward solver for three dimensional elastic full waveform inversion in the frequency
domain.
In all the examples we use the preconditioned GMRES(5) Krylov solver [43], and
seek a solution with relative residual accuracy of 10−6, starting from a zero initial
guess. The right hand side ~q is chosen to be a point source located at middle of
the top row of the domain, similarly to Fig. 2.2. Unless stated otherwise, we use
the shifted operator (1.10) as preconditioner, using a shift parameter of 0.2. This
shift parameter was used in [50, 51] for solving the acoustic equation (1.1). In all
the experiments that concern the solution of the reformulated system (2.2), we use 3-
level W (1, 1) cycles using red-black cell-wise relaxation, with a damping parameter of
0.5. In the multigrid framework, we define our coarse grid problems by the Galerkin
product (1.9). These are our ”default” parameters that we found to be the most
effective. In all the examples, we use an absorbing boundary layer of 20 cells, and
add a small artificial attenuation by adding 0.005ω to γ in (1.5).
3.1. Standard vs. mixed formulations. In our first experiment we use a
two-dimensional constant coefficients example, and monitor the influence of λ and ω
on the performance of the shifted Laplacian method, while keeping ρ and µ fixed.
The case of nearly incompressible material correspond to a case where λ  µ, or
when the Poisson’s ratio
σ =
λ
2(λ+ µ)
approaches 0.5. On the one hand we show a standard shifted Laplacian approach
without using the mixed formulation, applying W(2,2) cycles with damped Jacobi
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Shifted Laplacian: standard vs. mixed formulation
λ = 1 λ = 2 λ = 4 λ = 8 λ = 16
ω σ = 0.25 σ = 0.33 σ = 0.4 σ = 0.44 σ = 0.47
2pi 35 (35) 35 (35) 35 (35) 38 (35) 125 (35)
4pi 41 (38) 43 (38) 45 (37) 51 (37) 122 (37)
6pi 58 (44) 66 (44) 79 (44) 110 (44) > 250 (43 )
8pi 110 (67) 138 (69) 179 (69) > 250 (71) > 250 (71)
10pi 220 (108) > 250 (112) > 250 (117) > 250 (115) > 250 (120)
Table 3.1
Number of preconditioning cycles needed for convergence with shifted Laplacian multigrid for
2D elastic Helmholtz with constant coefficients: µ = ρ = 1, and changing λ and ω. σ denotes the
Poisson’s ratio. The grid size 800×260. Left numbers refer to the standard shifted Laplacian method
and numbers in (parentheses) refer to the Shifted Laplacian method using mixed formulation. The
highest frequency corresponds to 10 grid points per shear wavelength.
Fig. 3.1. The elastic linear model. Velocity units are in km/sec. Poisson’s ratio: λ
2(λ+µ)
.
relaxation as preconditioner. On the other hand, we show the shifted Laplacian
approach using the mixed formulation (2.2) using W(1,1) cycles with red-black cell-
wise relaxation. Table 3.1 summarizes the experiments. It is clear that the standard
shifted Laplacian method performs reasonably well in cases when λ ≈ µ. Similarly
to the acoustic Helmholtz, difficulties are observed when the frequency is high. This
behavior is expected. However, the standard method also deteriorates as λ gets larger
(µ is fixed), while the proposed approach using the mixed formulation (2.2) does not
deteriorate at all as λ grows. This is exactly what our method aims to achieve.
3.2. Shifted Laplacian for elastic vs. acoustic Helmholtz. Our second set
of experiments aims to demonstrate our main message: the new shifted Laplacian
method solves the elastic (1.2) with approximately the same performance of the stan-
dard shifted Laplacian for the acoustic equation (1.1), only with respect to the shear
wavenumber instead of the lower pressure wavenumber. To demonstrate this we use
the linear velocity and density models in Fig. 3.1.
We use three grid-sizes, for which we solve both the acoustic and elastic equations
using 10 and 15 grid-points per wavelength with respect to the shear velocity. The
acoustic equation is defined with the shear velocity instead of the pressure velocity.
Both equations are solved with 3-level W cycles, and shift parameter α = 0.2. The
acoustic equation is solved with W (2, 2) cycles with weighted Jacobi as relaxation
(weight of 0.8) as in [50]. Table 3.2 summarizes the results. It is clear that the
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Shifted Laplacian: acoustic (using shear velocity) vs. elastic
Points per Acoustic Elastic
Grid size ω wavelength #it #it
400× 128 2.4pi 15 25 27
3.5pi 10 40 37
800× 256 4.7pi 15 45 47
7.1pi 10 86 78
1600× 512 9.4pi 15 75 79
14.2pi 10 196 148
Table 3.2
Number of preconditioning cycles needed for convergence with acoustic and elastic shifted Lapla-
cian multigrid for 2D linear model.
Fig. 3.2. The Marmousi2 elastic model. Velocity units are in km/sec. Poisson’s ratio: λ
2(λ+µ)
.
performance of the shifted Laplacian in the two scenarios is comparable, even though
the problems are different, and the discretization and relaxation methods are different.
This shows that the main difficulty of the problem lies only in the indefiniteness of
the linear systems to be solved.
3.3. Performance comparison of three vs. four levels. In this set of ex-
periments we demonstrate the performance of our solver on the highly heterogenous
Marmousi2 elastic two-dimensional model [33], which appears in Fig. 3.2. This is a
2D model, but as said before, we consider it as a case study for real 3D scenarios.
Since the model is shallow (3 km deep), we extend it by half a km at the bottom to
accommodate the absorbing boundary layer. In these experiments we try to address
one limitation of our method - the need to exactly solve the coarsest grid problem,
which at three levels is still quite large in three dimensions. That is also a problem
when solving the acoustic equation, only now the system is much larger (for the same
mesh), especially when using the mixed formulation. To reduce the size of the coars-
est grid, we inevitably use four levels in our multigrid hierarchy. A similar effort was
performed in [10] for the acoustic equation, where the authors show that four levels
can be used, but with a lower damping parameter for the relaxation on the third grid.
We apply a similar strategy here, using a damping parameter of 0.5 for the Vanka
relaxation on the first two grids, and 0.2 on the third. In addition, we also increase
the shift parameter to α = 0.4, simply because the 4-level approach failed to con-
verge for α = 0.2. The rest of the parameters are the same as the default parameters
mentioned earlier.
Table 3.3 shows the results for the Marmousi2 model, where we choose the fre-
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Shifted Laplacian: three vs. four levels
3 levels 3 levels 4 levels
Grid size ω α = 0.2 α = 0.4 α = 0.4
544× 112 1.8pi 57 86 93
1088× 224 3.6pi 84 133 157
2176× 448 7.0pi 139 193 236
Table 3.3
Number of preconditioning cycles needed for convergence for the 2D elastic Marmousi2 model.
Fig. 3.3. The SEG Overthrust pressure velocity model (Vp). Units are in km/sec. The model
corresponds to a domain of 20× 20× 4.65 km. For the shear velocity we use Vs = 12Vp.
quency ω to correspond to 10 grid-points per shear wavelength. In terms of iteration
counts it is clear that using 3 levels is much more effective than 4 levels, which is
also the conclusion of [10] for the acoustic case. It is also clear that the choice of α
is significant as the preconditioner using α = 0.2 is more effective than the one with
α = 0.4. Given α = 0.4, the multigrid cycles with 3 and 4 levels yield comparable
performance.
3.4. Three-dimensional experiments. In this set of experiments we demon-
strate our ability to solve the problem in three dimensions. We use a three-dimensional
version of the linear model in Fig. 3.1, and in addition use the heterogenous Over-
thrust model in Fig. 3.3. Because the model is shallow, we add 16 grid points at
the bottom of the domain to accommodate the absorbing boundary layer. Since this
model is only acoustic and includes only pressure velocity, we set the shear velocity
to be Vs =
1
2Vp and set the density to be constant ρ = 2.
The linear systems (2.2) are huge in 3D, and hence for these experiments we use
much smaller grid sizes than in the 2D experiments. We use the four-level hierarchy
and a shift of α = 0.5, and also use single precision in the multigrid preconditioner
computations to save memory. The tests were computed on a workstation with Intel
Xeon Gold 5117 2GHz X 2 (14 cores per socket) with 256 GB RAM, running on
Centos 7 Linux distribution.
Table 3.4 summarizes the results. Generally, the iteration counts are comparable
to those obtained in the 2D results in Table 3.3 using four levels. Here again we note
that the four levels and the large shift significantly hurt the performance of the solver.
4. Conclusions and future work. In this paper we present a new shifted
Laplacian multigrid approach for solving the elastic Helmholtz equation, which has
less solvers available in the literature than its acoustic counterpart. The main idea of
our approach is that in the case of zero frequency the elastic Helmholtz problem is
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The 3D linear model The 3D Overthrust model
Grid size ω #it Grid size ω #it
128× 128× 48 1.13pi 36 128× 128× 48 1.52pi 35
192× 192× 72 1.69pi 36 192× 192× 64 2.10pi 50
256× 256× 96 2.26pi 79 256× 256× 80 2.79pi 67
384× 384× 144 3.36pi 134 384× 384× 112 4.15pi 97
Table 3.4
Three dimensional experiments for the linear and Overthrust models, using 4-level cycles and
shift of α = 0.4. The reported grid size is the number of cells in the domain—the mixed formulation
has four times the number of unknowns.
essentially the linear elasticity problem, which is known to cause difficulties to stan-
dard multigrid methods. Hence, our method combines the shifted Laplacian approach
with approaches for linear elasticity. That is, with some specialized components in
the multigrid cycles, such as mixed formulation and cell-wise relaxation, the elastic
Helmholtz equation can be solved with the same efficiency as the acoustic Helmholtz
equation, only with respect to the shear wavenumber instead of the pressure wavenum-
ber. We verify this property in our experiments, and in addition show that our solver
is robust with respect to the Poisson’s ratio - a property that is important in real life
scenarios.
In our research we aim to solve the elastic Helmholtz problem in large scale 3D
scenarios. However, the linear systems that result from the discretization are huge.
Even after coarsening twice, the linear systems (on the third grid) are too large for
direct solvers, especially in mixed formulation which does not have a favorable sparsity
pattern. In this work we inevitably used four levels in 3D to solve the problem in
reasonable resolution using our resources. We showed that this choice is inferior to
using three levels.
We aim to solve the 3D problem at larger, more realistic scales, and we need
more ways to deal with the problem size. In our future research we will explore
ways to efficiently distribute and solve the problem using many computing nodes. In
addition, we will explore options to combine the multigrid approach with adaptive
discretization, as the shear velocity tend to be much higher in the upper regions of
the domain (requiring a finer mesh) than in the lower ones.
Overall, this work demonstrates that besides the size, there is no real “added
difficulty” to the elastic Helmholtz equation compared to the acoustic one, and that
the two problems have a lot in common. The real question still remains: how to better
deal with the indefiniteness of the Helmholtz problems (acoustic or elastic). This is
also part of our future research. We think that most approaches for the acoustic
equation can be extended to the elastic equation as well.
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