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ABSTRACT

OBSERVATIONAL STUDIES OF FRAGMENTATION IN
MOLECULAR CLOUDS
SEPTEMBER 2019
RIWAJ POKHREL
B.Sc., TRICHANDRA COLLEGE, NEPAL
M.Sc., TRIBHUVAN UNIVERSITY, NEPAL
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Robert A. Gutermuth

In this dissertation, I explore fragmentation physics in multiple scales in nearby
molecular clouds and discuss some implications of fragmentation for cloud structure
formation and star formation, primarily by analyzing multi-wavelength observations
of dust emission. First, I tested the complete thermal and combined thermal and
nonthermal support mechanisms that balance gravitational contraction at multiple
scales in the Perseus molecular cloud. I found that the observed multiscale structures
in Perseus are consistent with an inefficient thermal Jeans fragmentation, where the
Jeans efficiency increases from the largest scale (&10s of pc) to the smallest scale
(∼10s of AU). Next, I studied the effect of the formation of dense self-gravitating
structures and star formation on the gas distribution in terms of its column density
distribution function (N-PDF). I found that the evolutionary effect of clouds has

viii

corresponding changes on the N-PDF functional form, with a lognormal shape in
diffuse regions that have negligible star formation, a lognormal and two power-laws
in denser regions with moderate star formation, and a lognormal and one power-law in
the densest regions with highly efficient clustered star formation. Finally, I explored
the variations of star and gas surface densities in twelve molecular clouds using various
techniques. I found that the stellar mass surface density of the recently formed stars
varies as the square of the gas mass surface density in all twelve clouds. Also, I do
not find any evidence of a column density threshold for efficient star formation.
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CHAPTER 1
STAR FORMATION AND STAR-GAS EVOLUTION

Star formation is a subject of prime interest for astronomers. Every element
(except primordial Hydrogen, Helium, and Lithium) that built everything around us
including ourselves was formed in stars. Without stars, nothing around us would ever
exist. The formation of the first massive stars ionized our young Universe and formed
galaxies. Understanding star formation helps us understand the history, dynamics,
and composition of the galaxies. Also, the formation of planets, asteroids and comets
are all linked with the formation of stars. Thus, the study of star formation is pivotal
to the field of astronomy, and understanding star formation helps us understand
other aspects of astronomy from the larger scale galaxy formation and evolution to
smaller-scale planetary astrophysics.
Our understanding of star formation has increased immensely over the last few
decades. We now understand that stars typically form in groups within dense regions of the interstellar medium called molecular clouds. However, the details of
star formation are still poorly understood (see reviews by McKee & Ostriker, 2007;
Kennicutt & Evans, 2012; Dobbs et al., 2014; Heyer & Dame, 2015). The physical
processes responsible for forming stars in the molecular clouds are still debated (for
example, Ballesteros-Paredes et al., 2018). The density structure of the molecular
clouds are speculated to be linked with recent star formation (for example, Stutz &
Kainulainen, 2015), yet works are limited to explore further. Star formation also involves the evolution of recently formed stars in their birth sites with the surrounding
gas and dust. This co-evolution of stars and gas has been recently approached (for
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example, Gutermuth et al., 2011) but still not explored in great detail. Such studies are only now becoming tenable with recent advancements in observational and
computational capabilities.
In this dissertation, we present an observational study of star formation related
to both its cause and follow-on effects. First, we explore the physics of fragmentation
in the nested sub-structures in the Perseus molecular cloud that eventually leads
to star formation. Second, we study the effect of star formation in cloud density
structure, as well as the co-evolution of the recently formed stars with the embedding
gas. Before we begin, it’s imperative to discuss the basics of star formation, including
general definitions, background information, and introductions to specialized topics
that we will discuss in detail in further chapters. In §1.1, we present brief background
material on formation sites of stars, including how the observables such as density and
temperature in such regions are calculated. In §1.2, we discuss the nested multiscale
structures in clouds and the related fragmentation physics. The basics regarding
the co-evolution of recently formed stars and gas are discussed in §1.4, followed by
the basics of the H2 column density probability distribution function in §1.3. The
classification system of recently formed stars is discussed in §1.5. Finally, §1.6 explains
the flow of the rest of the dissertation.

1.1

Molecular clouds: Maternity ward of stars

Stars hold the clues about our genesis, but where do stars themselves form? Over
the last century, it has been established that stars form in dense regions of the interstellar medium called molecular clouds. Such clouds are made up of mostly (>90%)
molecular hydrogen and dust, and they are the sites for the formation of stars and
planets. Molecular clouds are huge in size, &10 pc (1pc = 3.086 × 1018 cm) and are
dense, ∼300 cm−3 . For comparison, the typical density in the interstellar medium
is ∼1 cm−3 . High densities of molecular clouds provide shielding from outside inter-

2

stellar radiation; hence, the temperature is very low in the inner parts of the clouds.
These clouds are also efficient coolant as the thermal radiation from dust and line
emission from other molecules escape the cloud at longer wavelengths, further decreasing the clouds’ temperature. The temperature of molecular clouds is usually
<40 K. Such high density and low temperature is required for gravity to dominate
over outward pressure, thereby collapsing into stars. See Stahler & Palla (2005) for
further details of molecular clouds.
Spectral line observations of molecular clouds show large velocity linewidths that
are much greater than the sound speed. Such large linewidths are characteristic of
supersonic turbulence in the clouds. Larson (1981) compiled observations for molecular cloud complexes and derived an empirical relation that the size of the cloud is
correlated to their velocity dispersion, also known as Larson’s linewidth-size relation.
Such turbulence can cause shocks that create localized density enhancements along
the path of shocks. As turbulence dissipates over time, the density enhancements
cool and become unstable and collapse due to gravity.
In Figure 1.1, we show the far-IR view of the Cygnus-X star-forming complex
located ∼1400 pc away. In the figure, red, green and blue color shows Herschel
emission at 500, 350 and 160 µm respectively. The figure shows the variety of intricate
structures in the star-forming complex. Stars form embedded in cold, dense regions
in such molecular clouds. Below we discuss how the observables such as density and
temperature are calculated in molecular clouds.

1.1.1

Column density and temperature measurement

In astronomical observations, the density of gas in a molecular cloud is measured
in terms of column density, which is a measure of gas particles along the line-ofsight. Higher column densities along the line-of-sight quickly fill the telescopic beam
and prevent us from observing the gas and dust at a larger distance. In such a
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Figure 1.1 False-color RGB image of Cygnus-X star-forming complex with observations from Herschel Space Observatory. In the image, the blue color represents PACS
160 µm, green represents SPIRE 350 µm, and red represents SPIRE 500 µm.
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case, the cloud is said to be ‘optically thick’. Similarly, the ‘optically thin’ medium is
transparent to the radiation at our observing wavelength. For spectral line transitions,
the optical depth depends on the abundance of the molecule. For example, if CO is
abundant in molecular clouds, they quickly become optically thick when observing
with CO. This case is true for most molecular clouds. Similarly, for dust continuum
emission the optical depth depends on the abundance of dust along the line-of-sight
as well as the observing wavelength (Stahler & Palla, 2005). Since we can’t observe
the material beyond the optically thick surface, we need optically thin observations
if we want to study the physics of entire molecular clouds.
Molecular clouds are composed of more than 90% of molecular hydrogen gas.
Direct observation of H2 gas is, however, not possible because H2 is a symmetric
molecule with no permanent dipole moment. There are quadrupole transitions of H2
at temperature >500 K, however, molecular clouds don’t have regions with such high
temperatures. The next most abundant molecule in molecular clouds after H2 is CO.
Fortunately, CO is easily excited by collisions at cold temperatures and its emission
is correlated with H2 emission. Thus CO is widely used to study molecular clouds.
Since CO is highly abundant, it quickly becomes optically thick at densities >103
cm−3 . In such cases, isotopologues of CO, such as 13 CO and C18 O can be used which
are more optically thin tracers. Another problem with CO is that it freezes with dust
grains at temperatures .20 K, so it cannot be used to reliably measure gas properties
in such low-temperature regions.
Another way of observing molecular clouds is by using the properties of dust
particles contained by the clouds. In astronomy, ‘dust’ refers to (sub)-µm size complex grains mostly composed of Carbon and Silicon. Dust grains block the shorter
wavelength radiation (UV to near-IR) from background sources, thereby diminishing
the amount of background radiation. The amount of diminished radiation is called
‘extinction’. If the extinction is measured in terms of visual wavelength, it is called

5

visual extinction (AV ). Thus a region with high AV refers to dense and dusty clouds
and using AV we can study the density of intervening clouds. The problem with
this method is that if the background stellar sources are weak, we do not get a reliable estimate of the column density of the foreground cloud. Also if the foreground
molecular cloud is too dense (optically thick), the background stellar light may be
completely blocked and AV cannot be estimated.
The second property of dust that is used to study gas column density is its thermal
emission. The cold dust grains in molecular clouds emit most of their thermal emission
at longer far-infrared wavelengths (i.e., &100 µm) as black body radiation. Dust
grains with different temperatures emit at different wavelengths. For reference, the
dust emission at 50 K has a continuum peak at ∼60 µm, whereas dust emission at 10
K has a continuum peak at ∼300 µm. Thanks to the Herschel Space Observatory,
we can detect such dust emission in the far-IR regions and study column density of
gas in molecular clouds with a wide dynamic range. Herschel Space Observatory
(Pilbratt et al., 2010) provides unprecedented angular resolution and sensitivity in
the far-IR, which has enabled dust emission mapping of substantially greater quality
than has been previously available over large areas of the sky.
For a comparative study of column density estimation using all three methods, i.e.,
CO line intensity, near-IR extinction maps, and thermal dust emission, see Goodman
et al. (2009a).

1.2

Cloud fragmentation

In simple terms, fragmentation is a process that produces smaller and denser
“fragments” or child structures from the parent structure. Recent reviews by Dobbs
et al. (2014) and Heyer & Dame (2015) mention nested structures in molecular clouds,
which are thought to be produced by some sort of hierarchical fragmentation of clouds.
They show the presence of a wide range of structures in molecular clouds, from large
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scale clumps (Sadavoy et al., 2014) and filaments (André et al., 2010) to smaller-scale
cores (Sadavoy et al., 2010) and disks (Tobin et al., 2016a). Thus, molecular clouds
seem to fragment in multiple steps, thereby forming nested multiscale structures in
an intrinsically hierarchical process. Fragmentation occurs on almost all scales in this
hierarchy, from the large-scale molecular clouds with sizes of several ten to hundred
pc, down to protostellar disks of a few tens of AU (astronomical unit) (for example,
Beuther et al., 2019).

1.2.1

Hierarchical structures

One of the first studies of nested hierarchical structures in the interstellar medium
was reported by Scalo (1985). Large molecular clouds of scale ∼1-100 pc are at the top
level of the hierarchy. Next in the hierarchy are the pc scale denser gas regions that are
often characterized by column densities > 5 × 1021 cm−2 , widely known as “clumps”.
Most of the stars form within clumps. Most clumps contain elongated denser gas
regions with an aspect ratio (ratio of the major axis to the minor axis) greater than
three, which are called “filaments”. Some studies (for example, Arzoumanian et al.,
2011, 2019) report that the typical width of such interstellar filaments is constant,
∼0.1 pc. See reviews by André et al. (2014) for observational studies of interstellar
filaments in nearby molecular clouds using the Herschel space observatory.
The dust extinction catalogs based on the Palomar Sky Survey (for example,
Lynds 1962) and from the molecular line surveys (for example, Myers, 1980; Benson
& Myers, 1989) revealed very cold (∼10 K), very dense (>104 cm3 ), small (∼0.1 pc)
objects, often called dense cores (or simply cores). Dust continuum maps find the
cores to be embedded in clumps and mostly along filaments (Di Francesco et al.,
2007; André et al., 2014). Cores are very important stages of star formation. They
are the precursors for new stars. The physical conditions of the dense cores impact the
properties of their stellar products. Dense cores typically have masses similar to the
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Figure 1.2 A cartoon of isolated star formation due to fragmentation of a molecular
cloud from parsecs of scale to a few tens of AU. Panel (a) shows a parsec scale clump
with the formation of sub-pc denser structures due to gravitational collapse of the
larger structure. Panel (b) zooms into a sub-pc dense structure called prestellar cores.
Panel (C) zooms further show the deeply embedded hydrostatic core candidate ready
to form a star. Panel (d) shows Class 0 protostar with bipolar outflow. Panel (e) shows
Class I protostar with a protostellar disk that forms as a result of the conservation
of angular momentum. Panel (f) shows an evolved protostar with a recently formed
planetary system. Cartoon adapted from Shu et al. (1987) and Shu et al. (1993).
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Sun, as measured by the optically thin dust emission at submillimeter wavelengths
(Di Francesco et al., 2007; Sadavoy, 2013). Dense, inner envelopes or protostellar
disks surrounding a central young star are often found inside the cores. Disks have a
range of sizes from ∼10 AU to & 200 AU (see Yen et al., 2015; Tobin et al., 2016a).
Figure 1.2 shows a cartoon of the isolated star formation process, where pc scale
clumps in clouds gradually fragment into smaller and denser structures until stars
form at AU scales. Panel (a) of Figure 1.2 shows parsec scale structures. Other
panels zoom-in on denser structures until eventually a pre-main sequence star with a
planetary system forms in panel (f). During the process, nested multiscale structures
are formed. However, the role of different physical processes responsible for the
fragmentation at each scale is still poorly understood. Below we briefly discuss some
of the relevant physical processes.

1.2.2

Fragmentation physics

Nested structures observed in molecular clouds can be produced by various fragmentation processes, such as turbulence, self-gravity of the gas and magnetic fields.
See Vázquez-Semadeni et al. (2019) for a detailed description of the role that these factors play in the global hierarchical collapse of molecular clouds. Two of the most popular fragmentation theories include those based on turbulence regulation (for example,
Krumholz & McKee, 2005) and gravity regulation (for example, Ballesteros-Paredes
et al., 2011). In turbulence regulated star formation theory, supersonic turbulence
creates a series of density fluctuations, where long-lasting high-density fluctuations
can gravitationally collapse. In self-gravity regulated star formation theory, cloud
fragmentation is dominated by gravity, and gravity rather than turbulence is responsible for the hierarchy of structures. It can very well be a combination of both of
these effects, where on large scales the colliding clouds produce initial turbulence
that creates a non-uniform density distribution, and the densest of those structures
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become dominated by gravity inducing further collapse. Fragmentation this way is
often termed as gravo-turbulent fragmentation (Klessen et al., 2005).
A cloud collapses when gravitational contraction that pulls the cloud towards its
center exceeds outward support. Outward supports include gas thermal pressure,
turbulent (non-thermal) pressure, or magnetic pressure (for example, Klein et al.,
2007). Gas thermal pressure is expected to be one of the most important factors
against gravitational collapse on the smaller scales relevant to the formation of individual stars. At these scales, cloud fragmentation is expected to follow the classical
Jeans instability that is obtained by balancing gravity with thermal pressure (Jeans,
1929). An ideal gas has a pressure that depends on its temperature and density. In a
simplified gas cloud, assumed to have constant density, that pressure must be strong
enough everywhere to balance the force of gravity, even in the center of the cloud,
where the inward gravitation-induced push of all the surrounding matter is strongest.
Balancing between the gas pressure and gravitational pull, we find that any such
constant-density cloud can only have a maximum size. If a cloud is larger than this
maximum, which is called the Jeans length, the cloud will fragment and collapse. A
similar collapse scenario can be deduced for mass, which is termed Jeans mass. Fragmentation of such nature is called thermal Jeans fragmentation. Another prevailing
view is that self-gravitating clouds are supported against collapse by non-thermal
motions rather than by thermal support, and the non-thermal motions provide the
pressure necessary to balance the inward pull of gravity (Clark & Bonnell, 2005).
While nested multiscale structures have been observed in molecular clouds since
Scalo (1985), not much effort has been given in understanding the physics of fragmentation at each scale. An unbiased investigation for such a study requires observation
of a single cloud from > 10s of pc scale down to a few AU. Thus it faces an observational constraint even for the nearest clouds. Such works are possible only recently,
thanks to the large surveys at high angular resolution with interferometric arrays. In
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Chapter 2, we will present the first of such studies that will address fragmentation
physics at each level of a cloud hierarchy.

1.3

H2 column density probability distribution function (NPDF)

Star-forming molecular clouds show a wide range of structural complexity that is
characterized by large contrasts in gas density and velocity. Cloud structures seem
to be connected with their ability to form stars, however, the roles of processes and
parameters that control the cloud structure remain a fundamental open topic in the
physics of star formation (see reviews by Mac Low & Klessen, 2004; McKee & Ostriker,
2007).
One of the diagnostics often used to study the structure formation by various
physical processes includes the probability distribution function (PDF) of H2 (for
example, Burkhart et al., 2013). A PDF describes the probability that a volume dV
has a density between [ρ, ρ + dρ]. In the current analytical models of star formation,
PDFs are used to explain the initial mass function of stars and the star formation rates
and efficiencies of molecular clouds. This is because the PDFs constrain the fraction
of dense gas within molecular clouds. In most cases, observational capabilities restrict
the direct measure of ρ, hence PDFs are computed for 2-dimensional observations,
i.e., column density, now called the N-PDF (for example, Kainulainen et al., 2009;
Stutz & Kainulainen, 2015).
The shape of the N-PDF is expected to be related to the underlying physics of the
cloud and linked to the kinematics and chemistry of the gas (for example, Federrath &
Banerjee, 2015). Thus, N-PDFs are used to understand the properties of galactic gas
dynamics, from the diffuse ionized medium to dense star-forming clouds (for example,
Maier et al., 2017). In molecular clouds, gas motions dominated by different physical
processes show a different functional form of N-PDFs. Low column density regions
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Figure 1.3 N-PDF fits for quiescent and star-forming clouds. N-PDFs are shown in two
quiescent molecular clouds Lupus V and Coalsack (upper panel) and two star-forming
molecular clouds Taurus and Lupus I (lower panel). The N-PDFs for quiescent clouds
show lognormal nature, whereas for actively star-forming clouds the N-PDFs show a
power-law tail in addition to the lognormal part. Figure is taken from Kainulainen
et al. (2009).
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with little or no star formation activity show the lognormal distribution of column
densities (Kainulainen et al., 2009). The lognormal nature is often attributed to the
application of the central limit theorem to the hierarchical turbulent density field.
The width of this lognormal component, if measured robustly, can be used to infer
the sonic Mach number of the cloud (Burkhart et al., 2013). The Mach number gives
an indirect measure of how turbulent the cloud is. Precautions must be taken while
estimating lognormal N-PDF widths though, as they are likely to be biased by the
sensitivity limit, projection effects, and spatial incompleteness caused by the choice
of contour level, among other things.
In clouds with active star formation, N-PDFs show a prominent power-law tail at
the high-density regime, in addition to having a lognormal shape at the low-density
regime (Kainulainen et al., 2009). The power-law tail is reported in both analytic
theory and numerical simulations, as well as in observations where self-gravitating
clouds are known to exist. The slope of the N-PDF power-law tail depends on selfgravity and magnetic pressure and is shown to have correlations with the fraction of
recently formed Class 0 protostars in one cloud (Stutz & Kainulainen, 2015).
Figure 1.3 shows some examples of N-PDFs for some clouds in the solar neighborhood. Lupus V and Coalsack in the upper panels are both quiescent clouds with
little to no star formation activity. Taurus and Lupus I in the lower panel are both
self-gravitating star-forming molecular clouds. The N-PDFs for the quiescent clouds
show lognormal nature, whereas for star-forming active clouds the N-PDFs show a
power-law excess tail in addition to the lognormal part. See Kainulainen et al. (2009)
for N-PDFs in other quiescent and star-forming molecular clouds. A more detailed
study of N-PDF and the relation between the functional form of the N-PDF and
gas distribution requires analysis of a relatively young star-forming region, where the
initial seeds of star formation are not perturbed by the dynamics of the region. In
Chapter 3 we will present such an analysis in the Mon R2 giant molecular cloud.
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1.4

Star-gas correlations

Nearby molecular clouds with similar masses show a varying amount of star formation activity, indicating that their star formation rates can vary considerably (Lada
et al., 2010). For example, consider the Ophiuchus cloud and Pipe nebula. Both are
at the same distance from the Sun, with similar mass and spatial extent. Yet, the
star formation rate (SFR) is high for Ophiuchus whereas it is negligible for the Pipe
nebula. Similarly, the Orion-A giant molecular cloud (GMC) and California GMC
have similar physical parameters, but the SFR in the California GMC is an order
of magnitude less than in the Orion-A GMC (Lada et al., 2010). What controls the
rate, duration and eventual yield of star formation in molecular clouds is still an open
question in Astronomy.
Stars form embedded in a dense cloud of H2 gas and dust so some kind of relationship between the available dense gas and the rate of star formation can be
speculated. It should be noted that the star formation does not necessarily depend
only on available dense gas, but other factors may play roles as well such as turbulence and magnetic fields. The idea of the relationship between the distribution of
gas and recently formed stars dates back to Schmidt (1959, 1963) and is commonly
known as the “Schmidt law”, which states that the star formation rate density varies
with the square of the gas mass volume density. The Schmidt law is based on volumetric measurements, but our observations are made in terms of surface densities
along the line-of-sight. Later Kennicutt (1989) generalized Schmidt laws in terms of
surface densities of stars and gas. According to this formulation, star formation rate
surface density is a power-law function of gas mass surface density. Using a sample
of external galaxies, Kennicutt (1998) found that this power-law index is ∼1.4. This
formulation is more widely known as the “Kennicutt-Schmidt relation”.
Different formulations of Schmidt laws have been studied for more than half a
century now, using different methodologies. Kennicutt-Schmidt laws were obtained
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by averaging over galaxy disks on > kpc scale. Other studies include sub-kpc radial
or pixel-wise measurements that find the power-law indices vary between 1 and 2.
Further studies in ∼100s of pc scale and with dense gas tracers report a linear relation
between the star formation rate and dense gas mass (Gao & Solomon, 2004).
Stars form on a much smaller scale, < 1 pc. Thus, the correlations based on
large scale extragalactic measurements may not directly apply to the smaller scales
where stars form. Such studies on smaller scales are recently possible- thanks to
the spectacular imaging capability of the Spitzer Space Telescope in the near and
mid-infrared regime. These studies also claim a power-law index between 1 and 2 for
the Schmidt scaling relations. All the studies so far show some kind of correlation
between the surface densities of stars and gas. We refer to this correlation as “star-gas
correlation”. Some of the variations in the power-law index can be attributed to the
systematics in data and analysis, such as spatial resolution, fitting techniques, SFR
tracer, uncertainties in conversion quantities, etc. However, the underlying physics
for a power-law dependence is still an open question.
Some recent studies of star-gas correlations reported that star formation is negligible below a certain value of molecular hydrogen column density and has a power-law
above it (for example, Heiderman et al., 2010; Lada et al., 2012). The value is often
referred to as “column density threshold” and is usually reported to be equivalent to
visual extinction AV ∼ 7-8 mag. Various other studies do not agree with the existence
of such threshold (for example, Gutermuth et al., 2011; Burkert & Hartmann, 2013).
The idea of a star formation threshold makes sense since stars form only in denser
regions of molecular clouds, but we do find recently formed stars in regions with AV <
7-8 mag (although with a lesser total number). The lesser number of recently formed
stars in low AV may be a direct consequence of the superlinear power law that has
been reported in the literature, where the role of gravity in forming stars increases
with increasing density of the gas.
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Figure 1.4 Star-gas scaling relations from Heiderman et al. (2010). Variation of the
star formation rate surface density with the gas mass surface density for Galactic
clouds, and comparison with extragalactic scaling relations. The range of gas surface
densities for the spirals and circumnuclear starburst galaxies in the Kennicutt (1998)
sample is denoted by the gray horizontal lines. The gray-shaded region denotes the
range for the column density threshold Σth = 129 ± 14 M pc−2 . Figure adapted
from Kennicutt & Evans (2012), originally from Heiderman et al. (2010)
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Figure 1.4 shows the variation of the surface densities of star formation rate and
gas mass from Kennicutt & Evans (2012), which is originally adapted from Heiderman
et al. (2010). The figure compares Galactic (in the Milky Way Galaxy) and extragalactic relations. Heiderman et al. (2010) claim the existence of a density threshold
at Σth ∼ 129 M pc−2 . They report a steep relation at Σgas < Σth (slope of ∼4.6)
and a linear relation at Σgas > Σth with a slope of ∼1.1. Later studies ascribe the observed power-law indices and density threshold to the different nature of data used in
the plot (for example, Gutermuth et al., 2011; Burkert & Hartmann, 2013). Thus an
in-depth study of these scaling relations with uniformly treated data in a wide range
of cloud environments is required to constrain the underlying star-gas correlations.
We will present such an investigation in Chapter 4.

1.5

Classification of young stars

A molecular cloud fragments into smaller regions which rotate faster due to the
conservation of angular momentum thereby creating a disk morphology surrounding
the central density enhancement where stars are eventually born.
Gas and dust accrete via a circumstellar accretion disk into the central object and
a substantial bipolar outflow is observed that facilitates the ejection of angular momentum (for example, Bontemps et al., 1996; Gueth & Guilloteau, 1999). The central
object is now a Class 0 protostar (Andre et al., 1993). A Class 0 protostar is deeply
embedded in a thick, dusty envelope, which contains more mass than the protostar.
Due to the thick envelope, the protostar is not observed directly. Instead, the YSO
is identified by reprocessed dust emission at far-infrared wavelengths. Observationally, these objects are virtually undetectable except at mid-infrared to sub-millimeter
wavelengths, where the surrounding optically thick spherical envelope emits most of
its thermal radiation as a cool blackbody. The Class 0 protostellar phase lasts ∼104
years for most low mass stars.

17

Figure 1.5 A graphical overview of different Classes of YSO evolution. The left
column shows typical SED for each Class, and the right column shows a cartoon of
the corresponding geometry for each Class of YSO. The figure is adapted from Andrea
Isella’s thesis (2006).
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As the protostar contracts and accretes material, its mass increases. When the
protostar mass is comparable to the envelope mass, the protostar is called a Class
I protostar (Myers et al., 1987; Muzerolle et al., 1998). Its thermal emission is
still largely reprocessed by the surrounding envelope and growing disk. Most of the
light an observer might detect is still dominated by the mid-infrared and far-infrared
radiation. Class I protostars have a rising spectral energy distribution (SED) from
2 µm through ∼50 µm, the usual peak of a Class I SED. This phase lasts for ∼105
yr for low mass stars. During the Class I stage, the parent envelope infalls onto the
disk, and the protostar accretes this material through the disk (White et al., 2007).
By the end of the Class I stage, the YSO is surrounded by a thick, dusty disk with
no surrounding envelope. These sources often show significant excesses at mid-to-far
infrared wavelengths (for example,Weintraub, 1989). The sources are then called
Class II YSOs or Classical T-Tauri stars (Andre & Montmerle, 1994). Observationally, the emission short ward of 2 µm from these sources is photosphere dominated,
so they are usually detectable at visual and near-IR wavelengths. They have significant Hα emission, a signature of accretion, and excess emission from the surrounding
accretion disk at wavelengths of 2 µm or longer. The Class II phase lasts up to a few
Myr in low mass stars.
Eventually, radiation from the central YSO and planet formation processes within
the disk will both dissipate the disk, resulting in the final phase, the Class III phase,
also known as weak-line T-Tauri stars (Andre & Montmerle, 1994). The YSO now
has narrow Hα line emission and strong X-ray emission with no near-IR to midIR excess. Observationally, they are difficult to distinguish from field stars, except
for Hα emission and substantial X-ray activity. These stars continue to contract,
following stellar evolutionary tracks, eventually reaching hydrostatic equilibrium and
thus becoming zero-age main-sequence stars after approximately 10 Myr for the case
of low mass stars (see Stahler & Palla, 2005; White et al., 2007).
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Figure 1.5 shows the different evolutionary stages of young stellar sources. The
panels in the left column correspond to the panels in the right column. The left
column shows the typical SED (Spectral Energy Distribution) for each Class of YSO,
and the right column shows the cartoon of that YSO. YSOs are classified into different
Classes by measuring the power-law index of SEDs in the left column. Thus, the YSO
classification is determined empirically from observations and may not necessarily
reflect the true physical evolutionary state of the YSO. For example, inclination effects
can result in improper classifications based on the observed SED (for example, Crapsi
et al., 2008).

1.6

Dissertation flow

Observations of nearby molecular clouds reveal nested structures at multiple scales.
A large molecular cloud first fragments into multiple dense structures. Each of these
structures later fragments into further sub-structures. The process repeats again and
again until either fragmentation is halted by some phenomenon (for example, strong
wind from a nearby high mass star) or stars form at the smallest scale. This hierarchical fragmentation process forms a series of multiscale structures in molecular
clouds. By studying them we can infer different fragmentation mechanisms induced
by the dominant support physics in each level of the hierarchy.
Star formation is highly inefficient. After forming, stars remain enshrouded by a
thick layer of dust and gas. The radiation from the central protostar is reprocessed
by enshrouding dust and emitted in longer infrared wavelengths. Thus detection of
protostars was not possible until the observational capabilities in the longer infrared
regime were improved. The inefficient star formation process also means that plenty
of fuel is still available to form more stars. By studying the distribution of recently
formed stars and gas in clouds, we find out how the star formation rate depends on
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the available gas reservoir. By analyzing the distribution of gas and its N-PDF, we
also constrain the factors responsible for gas motion in the clouds.
This dissertation addresses three topics of star formation. First, we discuss the
multiscale structures of a cloud and the dominant physics of fragmentation in each
scale. Second, we discuss the effect of density structures in star formation through
N-PDF analysis. Third, we discuss the co-evolution of recently formed stars and gas
in dense molecular clouds. The following are the key questions that we address in
this dissertation.
• What physical processes govern the fragmentation of a cloud at different levels
of the hierarchy?
• How does N-PDF analysis relate with density structure in clouds?
• What is the underlying star-gas correlation that governs the co-evolution of
recently formed stars and surrounding gas?
To address the first objective, we studied the observed multiscale structures in the
Perseus molecular cloud using different telescopes and interferometric arrays. The
study focuses on fragmentation over multiple scales in the same cloud, rather than
combining observations from various clouds so that we can have a uniform sampling
region and the same physical conditions at each scale. Also, the study covers the entire
cloud at >10 pc down to the scale of protostellar objects ∼15 AU. Previous analyses
were unable to probe these small scales well because of limitations in observational
techniques. This is the first study to investigate a detailed picture of hierarchical
fragmentation in a single molecular cloud from the scale of the entire cloud to the
scale of protostellar objects. The details are published in Pokhrel et al. (2018), and
are presented in Chapter 2.
To address the second objective of this dissertation, we used Herschel derived
gas column densities to analyze the N-PDF in the entire Mon R2 GMC, as well as
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in its localized regions. We characterized different functional forms of the N-PDF for
different regions and discussed their physical significance. The study further relates
the functional form of the N-PDF with density structures in localized regions. The
details of this study are published in Pokhrel et al. (2016) and it is discussed in detail
in chapter 3.
To meet the third objective, we studied the star-gas correlations in twelve nearby
molecular clouds using data from the Herschel and Spitzer space telescopes. We
studied the variation of the YSO mass surface density with the gas mass surface
density in all the clouds. Such relations are widely known as the “Schmidt law”.
We implemented two different techniques to explore the star-gas density correlation
and find consistent results. With a sample consisting of Milky Way molecular clouds
with different mass, area, star formation rate, distance, and age, we found that the
star formation rate surface density changes with the square of the gas mass surface
density. Star-gas correlations are measured and appear consistent from sub-pc scales
to the scales of entire clouds. The details of the study, which are soon going to be
published in an astronomy journal, are included in Chapter 4.
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CHAPTER 2
HIERARCHICAL FRAGMENTATION IN THE PERSEUS
MOLECULAR CLOUD: FROM THE CLOUD SCALE TO
PROTOSTELLAR OBJECTS
Published version: Pokhrel et al. 2018, ApJ, 853, 5
Riwaj Pokhrel1,2 , Philip C. Myers2 , Michael M. Dunham3,2 , Ian W. Stephens2 ,
Sarah I. Sadavoy2 , Qizhou Zhang2 , Tyler L. Bourke2,4 , John J. Tobin5,6 , Katherine I.
Lee2 , Robert A. Gutermuth1 , Stella S. R. Offner7

Abstract: We present a study of hierarchical structure in the Perseus molecular
cloud, from the scale of the entire cloud (&10 pc) to smaller clumps (∼1 pc), cores
(∼0.05-0.1 pc), envelopes (∼300-3000 AU) and protostellar objects (∼15 AU). We use
new observations from the Submillimeter Array (SMA) large project “Mass Assembly of Stellar Systems and their Evolution with the SMA (MASSES)” to probe the
envelopes, and recent single-dish and interferometric observations from the literature
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for the remaining scales. This is the first study to analyze the hierarchical structure
over five scales in the same cloud complex. We compare the number of fragments
with the number of Jeans masses on each scale to calculate the Jeans efficiency or
the ratio of observed to the expected number of fragments. The velocity dispersion
is assumed to arise either from purely thermal motions or from combined thermal
and non-thermal motions inferred from observed spectral line widths. For each scale,
thermal Jeans fragmentation predicts more fragments than observed, corresponding
to inefficient thermal Jeans fragmentation. For the smallest scale, thermal plus nonthermal Jeans fragmentation also predicts too many protostellar objects. However
at each of the larger scales thermal plus non-thermal Jeans fragmentation predicts
fewer than one fragment, corresponding to no fragmentation into envelopes, cores,
and clumps. Overall scales, the results are inconsistent with complete Jeans fragmentation based on either thermal or thermal plus non-thermal motions. They are more
nearly consistent with inefficient thermal Jeans fragmentation, where the thermal
Jeans efficiency increases from the largest to the smallest scale.

2.1

Introduction

Fragmentation in molecular clouds has been well studied over many years (Larson,
1978; Miyama et al., 1984; Monaghan & Lattanzio, 1991; Rodrı́guez, 2005; Contreras
et al., 2016; Li et al., 2017). Fragmentation is a process that produces “fragments”
or structures in a molecular cloud. A hierarchy of nested structures is often created
by the process of hierarchical fragmentation as seen in some recent observation and
simulation studies (see Dobbs et al., 2014 and Heyer & Dame, 2015 for recent reviews).
These studies show that clouds, which are typically &10 pc in size have a wide range
of structures from larger filaments and clumps to dense cores and disks.
Figure 2.1 summarizes the scales and terms we utilize for this analysis in a cartoon
of the hierarchical structures in a molecular cloud. We use “cloud” to identify the
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Figure 2.1 A cartoon display of a molecular cloud showing hierarchical structures
inside a cloud. The figure shows the cloud, clumps, filaments, cores, envelopes, and
protostellar systems that we consider in this study. The image is not drawn to scale.

largest structure of our interest on scales of &10 pc. A cloud fragments into “clumps”
which are ∼1 pc in size (Ridge et al., 2006; Sadavoy et al., 2014). Inside the clumps,
we observe elongated gaseous filaments that are ∼0.1 pc wide (Arzoumanian et al.,
2011). Inside the filaments, we find ∼0.05-0.1 pc cores (Di Francesco et al., 2007)
which are the sites where new stars can form. In this paper, we report the detection of
further dense condensations of size scale ∼300-3000 AU which we term “envelopes”.
Dense, inner envelopes or protostellar disks surrounding a central young star are often
found inside the envelope. Disks have a range of size from <10 AU (B335; Yen et al.,
2015) to >200 AU (L1448IRS3B; Looney et al., 2000; Tobin et al., 2016b).
Figure 2.2 displays the hierarchical structures in the Perseus molecular cloud from
actual observations. The figure includes 5 panels where each panel represents structures of varying size scales starting from the largest structure in our study, the whole
cloud, and moving subsequently towards smaller structures such as clumps, cores,
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Figure 2.2 multiscale structures in the Perseus molecular cloud. In each panel, beam
size is shown in lower left and scale is shown in lower right. The five different panels
are explained below. Cloud: The entire Perseus cloud at 350 µm obtained from
Herschel. Yellow contours correspond to AV = 7 mag (see Sadavoy et al., 2014)
and are derived from the opacity map from Zari et al. (2016). The coordinates of
the center of map are R.A.(J2000) = 3h35m06.08s & Dec(J2000) = +31d24m10.61s.
The FWHM beam size is 24.900 . Clump: One of the clumps from Herschel 350 µm
map, L1448 is magnified to show the details. Yellow contour shows AV = 7 mag (see
Panel Cloud). The coordinates of the center of map are R.A.(J2000) = 3h25m25.91s
& Dec(J2000) = +30d38m47.91s. The FWHM beam size is 24.900 . Core: SCUBA
850 µm map of one of the cores (J032536.1+304514) that resides in L1448 (map
from Di Francesco et al., 2008). Yellow contour represents a 5σ level where σ = 0.1
Jy/beam. The coordinates of the center of map are R.A.(J2000) = 3h25m35.77s &
Dec(J2000) = +30d45m25.49s. The FWHM beam size is ∼2300 . Envelopes: SMA
1.3 mm map of the region that is shown by magenta box in Panel Core. The yellow
contours represent 6σ detection, where σ = 0.012 Jy/beam. The coordinates of the
center of map are R.A.(J2000) = 3h25m31.15s &1 Dec(J2000) = +30d45m23.89s.
The angular resolution of this map is ∼400 × 300 . Protostellar object: VLA map
from VANDAM survey (Tobin et al., 2016b) for one of the envelope ‘Per-emb-33’.
Yellow contours represent 15σ limit (see Lee et al., 2015) where σ = 7.25 µJy/beam.
The coordinates of the center of map are R.A.(J2000) = 3h25m36.34s & Dec(J2000)
= +30d45m15.07s. The FWHM beam size is 0.06500 .
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envelopes, and protostellar objects. The first panel “Cloud” shows the larger scale
Herschel 350 µm emission map where 7 clumps are detected (see Sadavoy et al.,
2014; Mercimek et al., 2017). In one of the clumps, L1448 (Terebey & Padgett,
1997; Looney et al., 2000; Kwon et al., 2006), Sadavoy et al. (2010) found the presence of four cores (three protostellar and one starless) from SCUBA observations
(Di Francesco et al., 2008). One of the cores, J032536.1+304514 inside L1448 when
observed with the SMA revealed three envelope scale fragments. Observations from
the VLA show the presence of three protostellar objects in one of the SMA detected
envelopes, Per-emb-33 (Lee et al., 2015; Tobin et al., 2016a).
The multiscale structures in a molecular cloud can be produced by a variety
of fragmentation processes. Some of these processes include magnetohydrodynamic
turbulence (for example, Mac Low & Klessen, 2004, Hennebelle & Falgarone, 2012),
self-gravity of the gas (for example, Heyer et al., 2009; Ballesteros-Paredes et al., 2011,
2012) and ionization radiation (for example, Whitworth et al., 1994,Dale et al., 2009).
According to the turbulence regulated star formation theory (Padoan & Nordlund,
1999; Mac Low & Klessen, 2004; Krumholz & McKee, 2005), supersonic turbulence
creates a series of density fluctuations, where long-lasting high-density fluctuations
can gravitationally collapse. In self-gravity regulated star formation theory, cloud
fragmentation is dominated by gravity, and gravity rather than turbulence is responsible for the structure hierarchy (for example, Hoyle, 1953, Zinnecker, 1984, Heitsch &
Hartmann, 2008, Ballesteros-Paredes et al., 2011). In some cases, the colliding clouds
produce initial turbulence which creates non-uniform density distribution, and then
gravity takes over (gravo-turbulent fragmentation; Klessen & Ballesteros-Paredes,
2004). Although what controls the fragmentation process is still debated, it is likely
some combination of gravitational instability, turbulence, magnetic fields, and stellar feedback (for example, Padoan & Nordlund, 2002, Hosking & Whitworth, 2004,
Machida et al., 2005, Girart et al., 2013).
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In terms of support, gas thermal pressure is expected to be the most important
factor against gravitational collapse on the smaller scales relevant to the formation of
individual stars (Larson, 2006). At these scales, cloud fragmentation is expected to
follow classical Jeans instability that is obtained by balancing gravity with thermal
pressure (Jeans, 1929). If the actual mass of a cloud is greater than its Jeans mass,
self-gravity wins over the thermal support and the cloud fragments. Another prevailing view is that self-gravitating clouds are supported against collapse by non-thermal
motions (Heitsch et al., 2000; Clark & Bonnell, 2005) rather than the thermal support. In this case, the non-thermal motions provide the pressure necessary to balance
the inward pull of gravity.
This study stands out when compared to other similar studies regarding cloud
fragmentation for mainly two reasons. First, we focus on hierarchical fragmentation
over multiple scales in the same cloud, rather than combining observations from
various clouds. Thus we have a uniform sampling region and the same physical
conditions at each scale. Second, this study covers the entire cloud down to the scale
of protostellar objects. Previous analyses were unable to probe well these small scales
because of limitations in observational techniques. Hence, this is the first study to
investigate a detailed hierarchical fragmentation picture in a single molecular cloud
from the scale of the cloud to the scale of protostellar objects.
We explain our observations in §2.2 where we describe our new SMA observations
as well as the complementary data from the literature. In §2.3 we present the newly
identified SMA sources. In §2.4, we present the Jeans analysis for each level of the
hierarchy. In §2.5, we combine all the hierarchies for a comprehensive study. We
discuss our results in §2.6 and finally we present our conclusions in §2.7.

28

2.1.1

Target selection

The Perseus molecular cloud (d = 230 pc, Hirota et al., 2008a, 2011) is an ideal
target for this analysis. It is one of the best-studied nearby star-forming regions with
ample data available in the literature, including observations at mid-IR (Spitzer ),
far-IR (Herschel ) and sub-mm (JCMT, CSO) wavelengths. These observations probe
the warm dust emission from young stars as well as cooler dust from the ambient
cloud and its dense clumps and cores. The Perseus protostars have also been probed
with the VLA Tobin et al. (2016b) at the scales of protostellar disks. Finally, Perseus
has a relatively large population of young stars compared to other nearby molecular
clouds. Since we want to focus on the hierarchical structure, it is advantageous to
examine younger populations that are still embedded in their natal environment.
Thus, Perseus provides a large, unbiased sample necessary to obtain the statistics for
this study.

2.2

Observations

2.2.1

Archival Data

Our study spans spatial scales from &15 AU to &10 pc. To observe this multiscale structure, we require data from multiple telescopes including both single-dish
telescopes and interferometers.
For the cloud scales, we used global properties of Perseus from near-infrared extinction maps in Sadavoy et al. (2010). For clump scales, we used the physical properties determined in Sadavoy et al. (2014) from observations with the H erschel Space
Observatory (Pilbratt et al., 2010) at far-IR wavelengths.
For core scales, we used the source lists provided in Sadavoy et al. (2010) and Mercimek et al. (2017) at submillimeter wavelengths from the Submillimeter CommonUser Bolometer Array (SCUBA; Holland et al., 1999) at the James Clerk Maxwell
Telescope. The cores were initially identified from the SCUBA Legacy Catalogue
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(Di Francesco et al., 2008) and classified as starless or protostellar using infrared
observations from Spitzer (see Sadavoy et al., 2010 for details).
Finally, for disk scales, we used the results from the “VLA Nascent Disk and Multiplicity” survey (VANDAM; PI: J. Tobin) undertaken with the Karl G. Jansky Very
Large Array (VLA; Thompson et al., 1980) at 8 mm (Tobin et al., 2016b). These
data probed all protostars in Perseus at a common, high resolution of 15 AU. At this
spatial resolution, VANDAM sources probe the dense gas and dust immediately surrounding the protostars. The VLA sources represent scales from protostellar vicinity
to compact dust disks. For this study, we term all such VLA sources as “protostellar
objects”. Thus by “protostellar objects” we encompass the size scales from protostars
to compact disks.
As noted above, we have literature data for the scale of the entire cloud, clumps,
cores and disks for the Perseus molecular cloud. However, we lack the data for the
envelope scales. The MASSES data from the SMA (see §2.2.2) fill that gap and
enables us to study envelope scale structures.

2.2.2
2.2.2.1

SMA observations
MASSES

We used observations from the large-scale SMA project (∼600 observing hours,
3-4 years) “Mass Assembly of Stellar Systems and Their Evolution with the SMA”
(MASSES; co-PIs: M. Dunham and I. Stephens). MASSES targeted all known 73
protostars in Perseus in dust continuum and spectral line emission at 230 and 345
GHz. The data were taken in the sub-compact (SUB) and extended (EXT) array
configurations. The SUB configuration has an angular resolution of ∼400 at 230 GHz,
which corresponds to a spatial scale of ∼1000 AU at the distance of Perseus. The
EXT configuration has an angular resolution of ∼100 at 230 GHz (∼200 AU). The
MASSES observations include line emission at
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12

CO (2-1),

13

CO (2-1), C18 O (2-1) &

N2 D+ (3-2) at 230 GHz. We do not include the line data in this study. We also do
not discuss the 345 GHz (0.87 mm) data at this time and instead focus on the 230
GHz (1.3 mm) results.
The VANDAM and MASSES projects target the same protostars in Perseus and
complement each other. Nevertheless, the MASSES data at 1.3 mm are better able
to trace the envelope emission than the VANDAM data at 8 mm, because thermal
dust emission is brighter at 1.3 mm than 8 mm by two orders of magnitude. Due
to this limitation, the VANDAM data will primarily trace material associated with
the very inner envelope and disk (Tobin et al., 2016b) where the densities are highest
rather than the surrounding envelope. Thus, the SMA data presented here are key
to trace the envelope scales of our analysis.
For this study, we used only 230 GHz continuum data observed in the SUB configuration. The data were observed with the ASIC correlator with 2 GHz bandwidth
in each of the lower and upper sidebands. Each 2 GHz band has 24 chunks with
82 MHz usable bandwidth. Our correlator setup includes 8 chunks with 64 channels
in each chunk for continuum observations. The remaining chunks are used for line
observations. We averaged the chunks with 64 channels per chunk to generate the
continuum. The continuum thus generated has an effective bandwidth of 1312 MHz
considering both the upper and lower sidebands.

2.2.2.2

SMA Data Reduction

We used the MIR software package8 with standard calibration procedures to reduce and calibrate the visibility data. First, we did the baseline correction on the
visibility dataset and flagged the bad data points. We then corrected the amplitude and phase data with the system temperature. We calibrated bandpass using
antenna-based solutions for the bandpass calibrator which is then followed by the
8
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gain calibration and ultimately the flux calibration using bright quasars or planets.
Typically we used the quasar 3c84 for gain calibration, either 3c84, 1058+015, 3c454.3
or a similar bright quasar for bandpass calibration, and Uranus for flux calibration.
The uncertainty in the flux calibration is ∼25% (see Lee et al., 2015).
We used the MIRIAD software package (Sault et al., 1995) to image the calibrated
visibility data. After taking the inverse Fourier transform of the visibility data, the
image was obtained using the robust parameter = 1 with MIRIAD task clean. This
provided the midway solution of both the natural and uniform weighting, enabling
the detection of both small scale structures and extended emission. The images were
cleaned and restored until finally they were corrected for primary beam attenuation
using an image of the primary beam pattern.

2.3
2.3.1

SMA Results
SMA source identification

For the purpose of this study, we defined an SMA source (envelope) as a source
that is detected at > 5σ, where σ is the noise in the background image. Figure
2.3 shows an example of SMA sources at 5σ level that is detected in the region
of Per-emb-11. We overplotted the higher resolution VLA sources in the reduced
SMA tracks, which are shown as purple stars. The figure shows two SMA sources,
“IC348 MMS1” and “IC348 MMS2”. The first source “IC348 MMS1” contains two
VLA sources, Per-emb-11-A and Per-emb-11-B. The second source “IC348 MMS2”
contains only one VLA source, Per-emb-11-C. The nomenclatures IC348 MMS1 and
MMS2 for SMA sources are adopted from Lee et al. (2016). Images corresponding to
all the SMA-detected sources will be publicly available in the FITS (Flexible Image
Transport System) format in the online version of this paper.
We found a total of 73 SMA sources in the Perseus molecular cloud. To avoid
duplications of the same source from different tracks, we excluded the detections that
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Figure 2.3 The VLA detected sources overplotted in the SMA image for Per-emb11. Protostellar objects shown by purple stars and SMA envelopes are shown by
5σ orange contours. The two SMA sources are IC348 MMS1 and IC348 MMS2,
and the three VLA sources are Per-emb-11-A, Per-emb-11-B, and Per-emb-11-C. The
angular resolution size is shown at lower left and the scale bar is shown at lower right
respectively. The dashed circle represents the primary beam of the pointing.
are far from the center of the primary beam. After excluding the duplicated sources,
we had a total of 56 unique SMA sources (53 sources at > 5σ and 3 sources at > 6σ
level). We list these sources in Table 2.1. There are also 3 unique detections at >
4σ give in Table 2.1 which we consider robust enough detections for further analysis.
Thus, we identify 59 distinct sources with the SMA in the Perseus molecular cloud.

2.3.2

SMA Source fitting

We calculated SMA source sizes by fitting models of each source in the visibility
plane. The reason we chose to fit in the visibility plane instead of the image plane is
that some of the SMA sources had extended structure. These structures are better
seen in the visibility plane and in some instances are not adequately recovered after
we inverse Fourier Transformed the visibility data and deconvolved the dirty image
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from the dirty beam. For example, we found that source sizes were generally underestimated when fitting in the image plane over the visibility plane because of spatial
filtering. Thus, we calculated the source sizes in the visibility plane.
To determine the best fit model that describes the nature of the source, we inspected plots of the amplitude with uv distance (amp versus uvdist). If the variation
of amplitude with u-v distance showed a Gaussian nature, we fitted a Gaussian model
to the source since the Fourier transform of a Gaussian function is also a Gaussian
function (but of a varying width). Similarly, if visibility amplitude is constant across
the range of uv distance, we fitted the source with a point source as the Fourier
transform of a uniform function is a point source. Finally, if the variation showed
a Gaussian nature with a uniform tail, we fitted a combined model of a point and
a Gaussian function. Figure 2.4 shows an example of a combined fit in the case of
IC348 MMS1 (one of the two SMA detected sources in Per-emb-11 in Figure 2.3).
In the cases of multiple sources in the same field, we need to specify the location
and flux of each source separately in the visibility plane. To estimate such source
properties, first, we used the MIRIAD routine imf it to find source position and flux
in the image plane. Then we used them as initial guesses while using MIRIAD task
uvf it to fit the sources in the visibility plane. Our technique of source fitting works
in MIRIAD as long as there are fewer than 20 initial free parameters because of
restrictions in uvfit. If there are more than 20 initial free parameters, we reduced the
number of sources by subtracting a source in the image plane and again obtained the
fits for the residual u − v data in the visibility plane. In brief, first, we transformed
the actual visibility data to the image plane. Then we cleaned the data and restored
the clean map by deconvolving with the dirty beam. We identified the source that we
want to subtract. After subtracting the source, we Fourier transformed the residual
image data back to the visibility plane and fitted the remaining continuum sources.
We repeated the process by subtracting other sources to cross-check the consistency
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in values of fitted parameters. We plotted the best fit models on top of the continuum
images and visually confirmed that these were indeed good fits.
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Fitting model

B1-bN
Point + Gaussian
IC348 MMS1(f ) Point + Gaussian
IC348 MMS2(f ) Point + Gaussian
IRAS4B0
Point + Gaussian
L1448IRS3(g)
Point + Gaussian
L1448NW(g)
Point + Gaussian
L1451-MMS
Point
Per-bolo-45-SMM(h) Point + Gaussian
Per-bolo-58
Gaussian
Per-emb-1
Point + Gaussian
Per-emb-2
Point + Gaussian
Per-emb-3
Point
Per-emb-5
Point + Gaussian
Per-emb-8
Point + Gaussian
Per-emb-9
Point + Gaussian
Per-emb-10
Point + Gaussian
Per-emb-10-SMM Point + Gaussian
Per-emb-12
Point + Gaussian
Per-emb-13
Point + Gaussian
Per-emb-14
Point + Gaussian
Per-emb-15
Point + Gaussian
Per-emb-16
Point + Gaussian
Per-emb-17
Point + Gaussian
Per-emb-18
Point + Gaussian
Per-emb-19
Point
Per-emb-19-SMM(h)
Point
Per-emb-20
Gaussian
Per-emb-20-SMM
Gaussian

SMA source
name(a)
03:33:21.198
03:43:57.055
03:43:57.735
03:29:12.825
03:25:35.675
03:25:36.464
03:25:10.241
03:29:06.764
03:29:25.417
03:43:56.770
03:32:17.915
03:29:00.554
03:31:20.931
03:44:43.975
03:29:51.876
03:33:16.412
03:33:18.470
03:29:10.490
03:29:11.993
03:29:13.517
03:29:04.207
03:43:50.999
03:27:39.120
03:29:11.261
03:29:23.476
03:29:24.331
03:27:43.199
03:27:42.778

R.A.(b)
(J2000)
+31:07:43.931
+32:03:04.669
+32:03:10.098
+31:13:06.962
+30:45:35.163
+30:45:21.425
+30:23:55.013
+31:17:22.297
+31:28:14.205
+32:00:49.865
+30:49:48.033
+31:11:59.849
+30:45:30.334
+32:01:34.968
+31:39:05.516
+31:06:52.384
+31:06:33.629
+31:13:31.369
+31:13:08.137
+31:13:57.754
+31:14:48.642
+32:03:23.858
+30:13:02.526
+31:18:31.326
+31:33:28.940
+31:33:22.569
+30:12:28.962
+30:12:25.936

Dec.(b)
(J2000)
152.7 ± 3.7
195.6 ± 2.6
23.1 ± 3.4
227.1 ± 166.0
51.9 ± 2.7
105.1 ± 2.8
39.1 ± 3.1
7.5 ± 3.9
24.3 ± 5.2
118.7 ± 2.7
350.6 ± 9.0
59.5 ± 3.0
206.3 ± 3.5
111.2 ± 2.7
15.8 ± 3.4
13.6 ± 1.9
4.9 ± 1.8
1484.0 ± 14.8
687.0 ± 13.6
87.0 ± 4.6
8.2 ± 4.0
11.0 ± 2.3
47.7 ± 3.0
117.4 ± 4.0
14.7 ± 2.5
8.9 ± 2.6
1.1 ± 1.0
7.2 ± 0.9

Peak flux(c)
(mJy)
248.7 ± 11.4
477.9 ± 7.6
78.8 ± 6.7
311.6 ± 232.6
337.4 ± 12.2
218.8 ± 9.5
39.1 ± 3.1
108.6 ± 24.1
94.5 ± 24.4
331.6 ± 6.9
764.7 ± 12.0
59.5 ± 3.0
329.0 ± 6.4
183.1 ± 10.7
174.2 ± 25.0
58.8 ± 8.9
19.1 ± 4.0
4093.0 ± 22.8
1173.5 ± 18.1
123.3 ± 7.9
69.2 ± 12.1
93.6 ± 10.8
116.5 ± 11.4
217.9 ± 16.6
14.7 ± 2.5
8.9 ± 2.6
53.8 ± 16.7
14.8 ± 16.4

6.41 ± 1.24
6.71 ± 0.22
5.41 ± 0.72
1.97 ± 2.6
12.96 ± 0.48
10.87 ± 1.0
...
14.21 ± 2.39
14.27 ± 1.41
6.65 ± 0.25
3.54 ± 0.12
...
5.98 ± 0.39
8.91 ± 1.88
13.3 ± 1.47
9.42 ± 1.57
4.01 ± 2.43
4.4 ± 0.05
4.1 ± 0.18
4.24 ± 1.35
8.34 ± 1.6
9.12 ± 1.17
9.65 ± 1.6
8.71 ± 1.57
...
...
9.56 ± 1.25
3.59 ± 1.31

6.04 ± 1.53
5.56 ± 0.22
3.13 ± 0.77
0.51 ± 2.6
4.77 ± 0.23
3.48 ± 1.0
...
9.44 ± 2.39
7.54 ± 0.99
4.64 ± 0.25
2.89 ± 0.08
...
3.85 ± 0.39
7.71 ± 1.88
10.76 ± 1.47
7.58 ± 1.57
3.99 ± 2.43
3.28 ± 0.04
3.24 ± 0.15
1.22 ± 1.35
5.24 ± 1.36
7.73 ± 1.17
6.24 ± 1.59
7.67 ± 1.38
...
...
3.93 ± 0.91
0.02 ± 84.0

A
A
B
B
A
A
B
A
A
A
B
B
A
A
A
A
B
B
B
B
A
A
A
A
B
B
A
B

Integrated flux(c) Major axis(d) Minor axis(d) Group(e)
(mJy)
(00 )
(00 )

Table 2.1. SMA source properties obtained by fitting the source
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+ Gaussian
+ Gaussian
+ Gaussian
Point
+ Gaussian
+ Gaussian
+ Gaussian
+ Gaussian
Point
+ Gaussian
+ Gaussian
+ Gaussian
+ Gaussian
Point
+ Gaussian
+ Gaussian
Point
Point
+ Gaussian
+ Gaussian
+ Gaussian
Point
Point
Point
Point
Point
Point
Point

Fitting model

Per-emb-21 Point
Per-emb-22 Point
Per-emb-23 Point
Per-emb-25
Per-emb-26 Point
Per-emb-27 Point
Per-emb-28 Point
Per-emb-29 Point
Per-emb-30
Per-emb-33(g) Point
Per-emb-35 Point
Per-emb-36 Point
Per-emb-37 Point
Per-emb-40
Per-emb-41 Point
Per-emb-44 Point
Per-emb-47
Per-emb-50
Per-emb-51 Point
Per-emb-53 Point
Per-emb-54 Point
Per-emb-56
Per-emb-57
Per-emb-58(h)
Per-emb-61
Per-emb-62
Per-emb-63
Per-emb-64

SMA source
name(a)
03:29:10.688
03:25:22.353
03:29:17.249
03:26:37.492
03:25:38.872
03:28:55.562
03:43:50.987
03:33:17.860
03:33:27.302
03:25:36.324
03:28:37.124
03:28:57.363
03:29:18.936
03:33:16.646
03:33:21.338
03:29:03.719
03:28:34.513
03:29:07.764
03:28:34.521
03:47:41.577
03:29:02.828
03:47:05.422
03:29:03.322
03:28:58.361
03:44:21.301
03:44:12.973
03:28:43.279
03:33:12.848

R.A.(b)
(J2000)
+31:18:20.151
+30:45:13.213
+31:27:46.336
+30:15:27.904
+30:44:05.299
+31:14:37.167
+32:03:07.967
+31:09:32.307
+31:07:10.187
+30:45:14.771
+31:13:31.236
+31:14:15.610
+31:23:13.109
+31:07:54.808
+31:07:26.439
+31:16:03.295
+31:00:50.702
+31:21:57.162
+31:07:05.467
+32:51:43.745
+31:20:41.321
+32:43:08.330
+31:23:14.338
+31:22:16.811
+31:59:32.526
+32:01:35.289
+31:17:33.248
+31:21:23.950

Dec.(b)
(J2000)
43.6 ± 4.1
92.8 ± 3.9
12.4 ± 1.9
87.8 ± 3.7
180.1 ± 2.3
259.6 ± 2.8
12.0 ± 2.0
144.2 ± 3.6
50.9 ± 3.9
495.1 ± 5.8
43.6 ± 2.9
129.3 ± 1.9
12.0 ± 2.0
25.3 ± 13.5
285.5 ± 4.1
333.4 ± 3.2
9.2 ± 2.4
96.4 ± 2.9
12.1 ± 5.4
24.9 ± 4.0
21.7 ± 4.6
14.1 ± 6.1
23.3 ± 1.4
7.7 ± 1.6
11.6 ± 3.9
75.8 ± 3.1
18.2 ± 2.9
45.7 ± 24.3

193.6 ± 14.3
400.4 ± 13.0
78.5 ± 8.8
87.8 ± 3.7
480.6 ± 13.0
709.7 ± 7.8
58.8 ± 12.0
468.2 ± 11.7
50.9 ± 3.9
1050.7 ± 8.8
127.2 ± 10.4
220.8 ± 11.5
59.1 ± 7.3
25.3 ± 13.5
374.6 ± 11.4
759.1 ± 17.7
9.2 ± 2.4
96.4 ± 2.9
115.4 ± 10.7
74.3 ± 9.9
197.4 ± 13.0
14.1 ± 6.1
23.3 ± 1.4
7.7 ± 1.6
11.6 ± 3.9
75.8 ± 3.1
18.2 ± 2.9
45.7 ± 24.3

7.14 ± 1.37
8.28 ± 0.48
12.57 ± 1.49
...
11.62 ± 0.46
6.85 ± 0.15
11.89 ± 2.89
7.88 ± 0.3
...
5.1 ± 0.13
9.7 ± 2.13
13.69 ± 1.45
10.63 ± 1.45
...
5.86 ± 1.65
9.16 ± 0.44
...
...
5.77 ± 0.84
6.9 ± 1.67
10.48 ± 0.68
...
...
...
...
...
...
...

6.41 ± 1.28
6.2 ± 0.47
7.2 ± 1.04
...
7.28 ± 0.25
5.61 ± 0.14
8.12 ± 2.2
5.98 ± 0.26
...
3.47 ± 0.13
6.14 ± 1.65
6.83 ± 0.82
5.5 ± 1.21
...
5.56 ± 1.65
4.56 ± 0.22
...
...
3.69 ± 0.71
5.02 ± 1.26
5.9 ± 0.52
...
...
...
...
...
...
...

A
A
A
B
A
A
A
A
B
A
A
A
A
B
A
A
B
B
A
A
A
B
B
B
B
B
B
B

Peak flux(c) Integrated flux(c) Major axis(d) Minor axis(d) Group(e)
(mJy)
(mJy)
(00 )
(00 )
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Point
Point + Gaussian
Point + Gaussian

Per-emb-65
SVS13B
SVS13C

03:28:56.301
03:29:03.032
03:29:01.969

R.A.(b)
(J2000)
+31:22:27.693
+31:15:51.362
+31:15:38.199

Dec.(b)
(J2000)
27.5 ± 2.6
248.6 ± 3.2
55.1 ± 3.1

27.5 ± 2.6
774.5 ± 19.3
189.0 ± 11.1

...
8.97 ± 0.44
12.12 ± 0.97

...
6.75 ± 0.18
3.49 ± 0.97

B
A
A

Peak flux(c) Integrated flux(c) Major axis(d) Minor axis(d) Group(e)
(mJy)
(mJy)
(00 )
(00 )

The reported uncertainties are statistical and they exclude any calibration/systematic error.

Deconvolved FWHM size estimates with the model synthesized beam.

(c)

(d)

Nomenclature adopted from Lee et al. (2016).

Source is detected at 6σ contour.

Source is detected at 4σ contour.

(f )

(g)

(h)

Group “A”: Size estimates in both image and visibility plane agree, axes size / axes error > 3. The group “B”: Either one or both
of these conditions are not met.

(e)

R.A. and Dec. refers to the peak position of SMA source obtained by fitting a model to the source (see §2.3.2).

(b)

The SMA source names are adopted from Tobin et al. (2016b) for consistency with previous nomenclature. For some of the Per-emb
sources, we detected a secondary source with the SMA that could not be found in the literature. For these sources, we added the suffix
“SMM” to the end of the name. For example, Per-bolo-45-SMM does not lie in the same region as Per-bolo-45. All the SMA sources are
detected at 5-σ contour unless otherwise stated.

(a)

Fitting model

SMA source
name(a)

Figure 2.4 Radial profiles of amplitude with u-v distance for IC348 MMS1. The green
circles represent actual visibility data with 3-σ error bars on noise (before taking flux
calibration error into account). The data is fit by a model that is a combination of
a Gaussian function and a point function. This model is shown in magenta squares.
The position of the source is determined by fitting the source in the image plane
before fitting them in the visibility plane.
Not all SMA sources are robust even if they are detected at > 5σ. For example,
the sources that we fit with only a point function are unresolved point sources and
thus do not have size estimates, we use the resolution limit as an upper limit on size.
Other sources are not well fit by the models and have large uncertainties in their
axis ratios. Based on these possible sources of errors, in Table 2.1 we divided the
SMA sources into 2 groups, “A” where the fitting results are trustworthy and can be
considered for further analyses, and “B” where the fitting results may have systematic
errors and are not robust. There are 34 SMA sources that belong to group “A” and
25 SMA sources belong to group “B”. For the sources that belong to group “A”, the
sizes estimated in both the image plane and the visibility plane are within 10 percent
of each other. For our main analyses, we focus on the group “A” sources.
To calculate the peak and integrated flux of an SMA source, we fitted the same
model (that we obtain for that source in the visibility plane) in the primary beam
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corrected SMA map. These flux estimates are used to determine the masses of the
SMA sources in §2.4.4.1.

2.3.3

SMA versus VLA multiplicity

Figure 2.3 shows an example where multiplicity is seen at the scale for both SMA
envelopes and VLA protostellar objects. The observed multiplicity at different scales
raises an important question of whether or not the multiplicity seen at the larger
scales in the previous generation (envelopes) is transferred to the smaller scales in the
next generation (disk scale and protostellar objects). To study this, we have counted
the multiplicity for both SMA envelopes and VLA protostellar objects for all the
available samples.
The number counting of SMA and VLA sources are defined by the resolution limit
and the primary beam of the observation. Hence the SMA sources are counted within
1,000 AU and 10,000 AU and the VLA sources are counted within 15 AU and 1,000
AU. To count the sources, each SMA field is centered at the center of the primary
beam (c.f., Figure 2.3). We consider only those SMA and VLA sources that lie within
the primary beam of the SMA image to have consistency in the number of sources.
For the sources that lie in more than one primary beam (overlapping beams), we only
include the source what is close to the center of the primary beam and discard the
ones that are away from the center of the primary beam, as those regions are prone
to be less sensitive and noisier. This way we do not end up counting the same source
more than once and have a consistent sample of sources.
The multiplicity at scales of both the SMA and VLA sources are shown in Figure
2.5. In Figure 2.5, we have differentiated the SMA and VLA sources into four categories. The first category contains the isolated SMA source that has an isolated VLA
source inside. We had 25 such cases. The second category includes isolated SMA
sources that have multiple or grouped (>1) VLA sources. We had 9 such sources.
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The third category contains SMA sources that are grouped within 1,000-10,000 AU
but single isolated VLA sources in them. We had 12 such cases. The fourth category contains grouped SMA sources that have multiple VLA sources. We had 5
such cases. For an isolated SMA source, there is an average of 1.32 VLA sources,
and for the grouped SMA sources there is an average of 1.47 VLA sources (shown by
green cross in Figure 2.5). The isolated and grouped SMA objects show relatively
equal numbers of VLA objects (within errors), although there are hints it could be
increasing. Hence, the trend in Figure 2.5 is limited by statistical uncertainty.

Figure 2.5 Isolated and grouped SMA and VLA sources. The x-axis shows the number
of SMA sources between 1,000 AU and 10,000 AU that are either single (isolated) or
multiple (grouped), and the y-axis shows the number of VLA sources between 10 AU
and 1,000 AU that are either isolated or grouped. The SMA sources are detected with
at least 5σ contour. The scale in each axis is determined by the resolution limit and
the primary beam of the respective telescope array. The sizes of the yellow circles are
proportional to the number of SMA envelopes (written inside yellow markers). The
dash green line connects the average number of VLA sources per SMA source.

2.4

multiscale Jeans Analysis

As discussed in §2.1, the most accepted means of external support to a cloud structure against the gravitational pull is the thermal support, the turbulent support, and
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the support due to magnetic fields. For the foregoing SMA and VLA sources, and for
the larger regions which enclose them, we tested the observed hierarchical structures
under two possible Jeans fragmentation cases. First, we assume that the structures
are supported entirely by thermal gas motions. Next, we assume that the structure is
supported by the combined effect of both thermal and non-thermal motions. These
two cases are useful because they may be considered simple lower and upper limits to
the true level of support against gravitational fragmentation and collapse. The nonthermal motions adopted here from observed line widths are simpler than those in
numerical simulations of MHD turbulent fragmentation, which are more anisotropic,
time-varying, and scale-dependent (Padoan & Nordlund, 1999, 2002; Hennebelle &
Chabrier, 2011; Hopkins, 2013). Although the terms “non-thermal” and “turbulent”
are often used interchangeably, to avoid confusion in this paper we refer to the motions inferred from line widths as “non-thermal” motions. Our non-thermal Jeans
analysis simply tests whether turbulence can act as an isotropic pressure, rather than
testing turbulence fragmentation models.
A gas cloud is said to be stable against fragmentation when the outward pressure
balances the inward gravitational pull of the cloud. If the outward pressure is due to
thermal pressure exerted by gas motions and if the inward gravitational force wins
over the outward thermal pressure, the system becomes unstable and can fragment.
A quantity “thermal Jeans length” is the wavelength of small density perturbations
which can grow fastest in an isothermal medium which is uniform in at least one
dimension (Larson, 1985). The Jeans mass (MJ ) is defined as the density times the
cube of the Jeans length, which gives the stability criterion for the cloud. We used
Equation 2.1 to calculate the Jeans mass assuming a spherical geometry at all the
levels of the cloud hierarchy and also assuming that the Jeans length represents the
diameter of the sphere (Binney & Tremaine, 1987b), i,e.,
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MJ =

π 5/2 3 −1/2
c ρ
,
6G3/2 eff eff

(2.1)

where ceff is the ‘effective sound speed’, G is the universal gravitational constant, and
ρeff is the average density of the region assuming spherical geometry.
For the first case of a pure thermal support to a cloud structure, thermal Jeans
mass MJth is calculated assuming ceff same as the thermal sound speed, cs , which is
calculated as,
s
cs =

γkB T
,
µH2 mH

(2.2)

where γ is the adiabatic constant which is unity for an isothermal medium, kB is
the Boltzmann constant, T is the average temperature of the region, µH2 is the
mean molecular weight per hydrogen molecule (∼2.8 for a cloud with 71% molecular
hydrogen, 27% helium and 2% metals; Kauffmann et al., 2008), mH is hydrogen mass.
For the second case, we applied an upper limit to the thermal fragmentation.
Here, we adopted “effective temperatures” based on the combined support from both
thermal and non-thermal gas motions. We used different molecular line tracers from
the literature to trace gas motions at all scales. For each tracer, we used the observed
velocity dispersion of the line (σ obs ), which is comprised of both thermal (σ th ) and nonthermal (σ nth ) components. We then calculated the non-thermal component of the
p
lines by subtracting out the thermal velocity dispersion, i.e., σ nth = (σ obs )2 − (σ th )2 ,
p
using kB T /µmH for the thermal velocity dispersion and the appropriate molecular
weight, µ, for each tracer (for example 29 for

13

CO, 17 for NH3 ). Finally, we added,

in quadrature, the non-thermal line widths to the thermal sound speed, i.e., σ th,nth
p
= c2s + (σ nth )2 , and used this combined velocity dispersion (σ th,nth ) to calculate the
Jeans mass in Equation 2.3. For the system that is supported by both thermal and
non-thermal motions, the Jeans mass is given as (see Palau et al., 2014, 2015),
"

MJth,nth
M

#

"

σ th,nth
= 0.8
0.19 kms−1

43

#3 "

nH 2
5
10 cm−3

#−1/2
(2.3)

For both conditions of support, the expected number of fragments that are produced in a structure in any generation is given by the ratio of the total mass of the
structure to the Jeans mass of the same structure. This ratio is also called the Jeans
number (NJ ) and is calculated as,

NJ =

Mtotal
.
MJ

(2.4)

The Jeans number gives the maximum number of fragments if the medium undergoes complete Jeans fragmentation. The estimation of the Jeans number from
observations assumes that the temperature and the mean density of the region today
is the same as in the hypothetical smooth medium at the time when fragmentation
began.
We have studied the possibility of Jeans fragmentation for the observed multiscale
substructures in the Perseus molecular cloud. We performed this analysis in a hierarchical fashion from the cloud-scale to the scale of protostellar objects in Perseus (the
approximate size-scale of each structure is shown in Figure 2.1). The fragmenting
scale is hereafter called the parent structure and its subsequent fragments are hereafter child structures. For example, if the cloud is the parent structure then clump is
the child structure, and so on.
We define the formation efficiency of fragments as the ratio of the number of child
or child structures to the Jeans number of the parent structure. This definition is
similar to the core formation efficiency (CFE), which is defined as the ratio of the
number of cores detected in a clump to the Jeans number of that particular clump
(Bontemps et al., 2010; Palau et al., 2015). Since the children are formed from the
available mass of the parent structure, the formation efficiency of a child structure
can not be greater than one.
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2.4.1

Cloud to Clump

For the Perseus molecular cloud, the largest scale fragmentation is the cloud to
clump scale. Perseus has a mass of 3.3 × 104 M and covers an area of roughly 66
deg2 above extinction AV = 1 (Sadavoy et al., 2010). These measurements assume
a different distance to the cloud and hence for consistency the measurements are
corrected for 230 pc distance. The cloud has been studied extensively in dust and
molecular line emission to identify its clumps (Ridge et al., 2006; Sadavoy et al., 2014;
Zari et al., 2016). Clumps are relatively dense parsec scale structures that are often
defined as the regions in which most stars form (regions within AV ∼7 mag, André
et al., 2010; Lada et al., 2010; Evans et al., 2014). Based on this definition, there are
seven clumps in the Perseus cloud (Sadavoy et al., 2014; Mercimek et al., 2017).
For our Jeans analysis of the Perseus cloud, we first assumed that only thermal
pressure is supporting the cloud against its self-gravitation. Zari et al. (2016) gives a
line-of-sight average temperature map for the Perseus cloud from modified blackbody
fits to thermal dust emission. Based on this temperature map, we adopted the average
dust temperature of 18 K to use in our Jeans analysis. The transition between
atomic and molecular form takes place between AV ∼1 and 2, so we perform the
Jeans analysis in the cloud where AV > 2. The corresponding density for AV = 2 in
Perseus molecular cloud is 200 cm−3 (Evans et al., 2009). Using these parameters, we
get thermal Jeans mass ∼35 M for the Perseus cloud. The corresponding mass at
Av > 2 is ∼4000 M which gives thermal Jeans number ∼120 using the cloud mass
above. This Jeans number far exceeds the observed number of clumps (7) and leads
to a clump formation efficiency in Perseus of only 0.06.
Molecular clouds, however, are unlikely to be supported against fragmentation by
solely thermal pressure. In particular, clouds show substantial non-thermal motions
that can provide additional support. For example,

13

CO observations in Perseus

(Ridge et al., 2003; Kirk et al., 2010) have a typical velocity dispersion of 0.9 kms−1
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whereas the thermal line width of this molecule is expected to be < 0.1 kms−1 . The
non-thermal motions are predominantly present at the cloud-scale as inferred from the
typical velocity dispersion of 0.9 kms−1 from Kirk et al. (2010). The total Jeans mass
using σ th,nth = 0.9 kms−1 is ∼2000 M , assuming a typical cloud density of 200 cm−3
for material at Av > 2, which is appropriate for tracing
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CO (Evans et al., 2009).

Similarly, we find a Jeans number of 2 and a Jeans efficiency of 3.8. This efficiency
greater than unity is not physical. There are additional factors like magnetic fields
that can provide support in the low-density environment of clouds that have not been
considered in this analysis.

2.4.2

Clump to Core

For the second level of the hierarchy, we explored the scale from clumps to cores.
Cores of size scale ∼0.1 pc reside in the clumps. Sadavoy et al. (2010) used SCUBA
(850 µm) and Spitzer Space Telescope (3.6-70 µm) to explore the dense cores in
Perseus. They classified the sub-mm cores that were found with SCUBA as starless
or protostellar using point-source photometry from Spitzer wide-field surveys (see
Sadavoy et al., 2010 for details). The details of individual starless and protostellar
cores in each clump are presented in Sadavoy et al. (2010). Mercimek et al. (2017)
characterized the distribution of these cores inside the clumps.
Similar to the previous hierarchy, first we tested the expected number of thermal
Jeans fragments against the observed number of fragments. To calculate the Jeans
number of the clumps, we used the line-of-sight averaged temperatures and mass
derived in Sadavoy et al. (2014). Table 2.2 gives the Jeans masses, numbers, and
efficiencies for each clump assuming pure thermal support. We use the mass and
areas from Mercimek et al. (2017) to determine the average density of each clump for
AV > 7 mag and the dust temperatures from Sadavoy et al. (2014) to estimate the
thermal support.
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The velocity dispersion at the scales where AV > 7 mag can be studied by using
C18 O line width. The typical line width in Perseus from C18 O is 0.4 kms−1 (Hatchell
et al., 2005). We used this average velocity dispersion to find σ th,nth and estimate the
Jeans parameters assuming that both thermal and non-thermal motions are supporting the stability of clumps.
Table 2.2 also gives an estimate of the Jeans mass, Jeans number and Jeans
efficiency for each clump assuming this combined thermal and non-thermal case. We
find the values of th between 0.06 and 0.6, similar to the independent estimates of
CFE by Palau et al. (2015) using a different sample of objects and observations. We
find an average th of 0.2. For the combined support, the CFE is > 1 for most of the
clumps.
Figure 2.6 compares the number of enclosed cores in each clump (N umCORE ) with
the corresponding Jeans number of the clumps (NJ,CLUMP ). The plot shows that the
number of cores increases with the Jeans number of clumps (Pearson’s correlation
coefficient = 0.8). This agreement suggests that thermal Jeans fragmentation may
play a significant role in forming cores. Nevertheless, there are systematically fewer
cores than predicted, which suggests that a complete thermal Jeans fragmentation
is not a sufficient explanation to match the observed numbers. The reason for the
insufficiency could be that the actual initial geometry does not match the assumed
uniform medium (for example, it could have been too filamentary) or that not enough
time has elapsed for the fragmentation to go to completion.
In Figure 2.6, we consider Poisson statistics in estimating the uncertainty in the
number of cores. Thus the uncertainty in the number of cores is given by the square
root of that number, which is an upper limit of uncertainty. For the Jeans number of
the clumps, the sources of uncertainty are mass, temperature, and area of the clump.
However, uncertainty in mass is the dominant source of error (correct within a factor
of a few). We propagated uncertainty on the dependent variables and found that the
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Jeans number is uncertain up to a factor of 3 if we a take factor of 2 as the lower
limit mass uncertainty. This is true for all other levels of hierarchy as well so we have
implemented the same technique for error estimates in other hierarchies.

Figure 2.6 Comparison between the number of enclosed cores with the Jeans number
of the clumps. The error in the number of cores assumes Poisson statistics and the
Jeans number is correct within a factor of 3.

2.4.3

Core to envelope

At the next level of the hierarchy, we explored the scales of cores to envelopes
(see Figures 2.1 and 2.2 for the difference between core and envelope scales). The
properties of cores are discussed in §2.4.2. For the envelopes, we used the SMA
observations from MASSES discussed in §2.3.2 and 2.3.3.
To estimate the number of envelopes present in each core, we examined the spatial
correspondence between the SMA envelopes and the SCUBA cores. Figure 2.7 shows
the distribution of cores and envelopes in IC 348. The mass and area of cores are taken
from Sadavoy et al. (2010). The positions of SMA envelopes are the peak positions
obtained by fitting the sources as explained in §2.3.2. To determine whether or not
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Table 2.2. Jeans analysis in the clumps
Clump
B5
B1-E
L1448
L1455
IC 348
NGC1333
B1

Mass(a) Area(a) MJ th
[M ] [pc2 ] [M ]
62
88
159
251
511
568
598

0.32
0.57
0.48
1.3
2.9
2.0
2.5

3.8
5.1
2.9
4.7
8.7
4.8
5.8

MJ th,nth
[M ]

NJ th

NJ th,nth

NumCORE

41.7
54.3
34.6
57.9
79.3
54.0
62.8

16.2
17.2
55.1
53.1
58.6
119.0
103.9

1.5
1.6
4.6
4.3
6.4
10.5
9.5

1
0
4
7
35
42
23

th(b) th,nth(b)
0.06
0.0
0.07
0.13
0.6
0.35
0.22

0.67
0.0
0.87
1.61
5.43
4.0
2.41

(a)

For the regions that are contoured by an equivalent of Av > 7 mag in Herschel derived
column density maps (Mercimek et al., 2017).
(b)

Efficiency is calculated by taking ratio of the number of cores to the Jeans number of
clumps considering both thermal (th ) and combined (th,nth ) support.

the envelopes are spatially coincident with the dense cores, we used a set of boundary
conditions as outlined below.
First, we found the core that is closest to the given envelope. Second, we used
a minimum distance criterion to identify whether or not the envelope is associated
with its nearest core. For simplicity, we consider an envelope associated with a core
if it is within one core radius of the core center, where the radius is taken to be the
same as the effective radius. This effective radius is calculated from the area of the
p
core by assuming a spherical geometry ( A/π). Applying the selection criteria, we
found either 0, 1, 2 or 3 envelopes inside a single core by counting the number of SMA
sources. If an envelope is expected in a core from pre-existing data (Enoch et al.,
2009) but is not detected with the SMA, we consider that core to have 0 envelopes
for consistency.
The minimum envelope distance is calculated in terms of core radii by dividing the
distance between the centers of the SMA envelope and its nearest core by the radius of
that core. Figure 2.8 represents the histogram of the minimum envelope distance. The
mean and median of the histogram is ∼0.2 and 0.15, showing that the envelopes lie
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Figure 2.7 Positions of cores and envelopes in IC 348. The cyan circles are protostellar
cores, yellow circles are starless cores and magenta stars are the SMA envelopes.
Background image is 350µm Herschel dust emission map.
mostly around the center of the core. This degree of central concentration is highly
significant compared to a random distribution of envelopes within cores. This is
consistent with Jørgensen et al. (2007) where they find that young stars are primarily
found in the interiors of dense cores.
Rosolowsky et al. (2008a) measured the velocity dispersion in cores and core candidates in the Perseus molecular cloud using the ammonia observations with Green
Bank Telescope (GBT). They find a typical gas kinetic temperature of ∼11 K and
median velocity dispersion of ∼0.18 kms−1 . We used these values and the core properties from Sadavoy et al. (2010) to perform Jeans analysis for the core and envelope
scales.
Table 2.3 summarizes the Jeans instability in the Perseus cores for both thermal
support and combined thermal and non-thermal support. The Table lists only the
cores where envelopes were sampled by the SMA so it doesn’t represent all the cores
in Perseus (see Sadavoy et al., 2010 for all the SCUBA detected cores in Perseus).

50

Figure 2.8 Distribution of the nearest envelope distance between the envelopes and
the cores in terms of the core radii.
The average envelope formation efficiency for a thermally supported core (th ) is ∼0.4,
and for the combined support (th,nth ) it is ∼1.
Figure 2.9 shows the number of enclosed envelopes with the thermal Jeans number
of their parent cores with the same format as in Figure 2.6 for cores in clumps.
The magenta dash line represents th = 1 line where thermal Jeans fragmentation
predicts the exact number of fragments. The relation between the number of enclosed
envelopes and the Jeans number of the cores is hard to constrain because of the
high uncertainties. Nevertheless, the average number of envelopes is less than that
predicted by the thermal Jeans analysis of the cores.
Figure 2.10 represents the box and whisker plot for the distribution of the Jeans
number of cores. The plot is shown for two different populations of cores. The first
population consists of the cores that have either no envelopes or one envelope. The
second population corresponds to cores with two or three envelopes. The p-value
using the K-S test in these two populations is ∼2 percent, so the distributions are
significantly different within the 95 percent confidence limit. Overall, Figure 2.10
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Table 2.3. Jeans analysis in the cores
Core
J032522.2+304514
J032536.1+304514
J032538.9+304402
J032739.2+301259
J032742.9+301228
J032832.2+311108
J032834.5+310702
J032836.9+311326
J032839.2+310556
J032845.2+310549
J032855.2+311437
J032900.3+311201
J032901.3+312031
J032903.6+311455
J032906.9+311725
J032907.4+312155
J032910.1+311331
J032910.7+311824
J032912.0+311306
J032913.4+311354
J032917.4+312748
J032918.7+312312
J032925.4+312818
J032951.4+313904
J033120.7+304531
J033217.6+304947
J033313.2+311956
J033315.9+310656
J033316.4+310750
J033317.8+310932
J033318.2+310608
J033321.0+310732
J033327.1+310707
J034351.0+320321
J034356.7+320051
J034357.2+320303
J034401.4+320157
J034412.7+320133
J034421.0+315923
J034443.9+320132

(a)

Mass(a) Area(a) MJ th
[M ]
[pc2 ]
[M ]
3.6
17.3
4.9
2.0
2.1
2.0
0.4
3.7
3.1
1.4
12.4
0.8
15.1
7.5
1.5
5.9
24.5
10.8
15.2
4.6
3.3
1.4
0.9
1.4
3.4
7.2
2.1
14.6
6.2
17.8
1.4
17.5
3.0
6.1
10.0
6.9
3.4
0.1
2.3
3.5

0.00478
0.00985
0.0043
0.00283
0.00385
0.00694
0.00102
0.00724
0.00785
0.00454
0.01208
0.00212
0.01094
0.00817
0.00229
0.00817
0.00636
0.01169
0.00754
0.00528
0.0095
0.00264
0.00246
0.00342
0.00608
0.0095
0.00581
0.01496
0.00916
0.02488
0.00478
0.01327
0.00785
0.01057
0.01094
0.00694
0.00554
0.00021
0.00882
0.00754

0.5
0.4
0.4
0.5
0.6
0.9
0.5
0.7
0.8
0.8
0.5
0.6
0.5
0.5
0.4
0.6
0.2
0.6
0.3
0.5
0.9
0.5
0.6
0.6
0.6
0.6
0.7
0.6
0.6
0.8
0.8
0.5
0.8
0.7
0.6
0.5
0.6
0.4
1.0
0.7

MJ th,nth
[M ]

NJ th

NJ th,nth

NumENVELOPE

1.2
1.0
1.0
1.1
1.4
2.2
1.2
1.7
1.9
1.9
1.3
1.5
1.1
1.3
1.1
1.4
0.6
1.4
0.8
1.2
2.2
1.3
1.5
1.5
1.5
1.5
1.9
1.4
1.5
1.9
2.0
1.2
2.0
1.7
1.4
1.2
1.4
1.0
2.5
1.8

7.4
44.1
12.5
4.3
3.8
2.3
0.7
5.4
4.0
1.7
23.0
1.3
33.3
14.5
3.5
10.1
103.6
19.2
44.5
9.7
3.8
2.7
1.6
2.3
5.4
12.3
2.9
25.1
9.9
23.0
1.7
36.0
3.8
8.7
18.0
14.5
5.9
0.1
2.3
4.9

3.0
17.8
5.0
1.7
1.5
0.9
0.3
2.2
1.6
0.7
9.3
0.5
13.4
5.8
1.4
4.1
41.7
7.7
17.9
3.9
1.5
1.1
0.6
0.9
2.2
4.9
1.2
10.1
4.0
9.3
0.7
14.5
1.5
3.5
7.3
5.8
2.4
0.1
0.9
2.0

1
3
1
1
2
0
1
1
0
0
2
1
1
1
1
1
1
2
2
1
1
1
1
1
1
1
0
1
1
1
1
2
1
2
1
2
0
1
1
1

th(b) th,nth(b)
0.14
0.07
0.08
0.23
0.53
0.0
1.38
0.18
0.0
0.0
0.09
0.79
0.03
0.07
0.28
0.1
0.01
0.1
0.04
0.1
0.27
0.37
0.63
0.44
0.18
0.08
0.0
0.04
0.1
0.04
0.6
0.06
0.26
0.23
0.06
0.14
0.0
7.92
0.44
0.2

0.34
0.17
0.2
0.57
1.31
0.0
3.42
0.46
0.0
0.0
0.22
1.96
0.07
0.17
0.71
0.24
0.02
0.26
0.11
0.26
0.66
0.92
1.56
1.1
0.46
0.2
0.0
0.1
0.25
0.11
1.49
0.14
0.65
0.57
0.14
0.34
0.0
19.65
1.08
0.5

Sadavoy et al. (2010).

(b)

Efficiency is calculated by taking ratio of the number of envelopes to the Jeans number of cores considering both
thermal (th ) and combined (th,nth ) support.
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Figure 2.9 Comparison of the number of enclosed envelopes with the Jeans number
of the parent cores considering pure thermal Jeans analysis. The green circles have
Jeans number>1 and the hollow squares have Jeans number<1. The magenta dash
line represents th = 1 relation. The uncertainty in the number of enclosed envelopes
follows Poisson statistics, which is an upper limit uncertainty. Jeans number of cores
is uncertain within a factor of 3.
shows an increase in the number of enclosed envelopes with an increase in Jeans
number of the cores.

2.4.4

Envelope to protostellar objects

The envelope scale structures were probed with the SMA as part of the MASSES
project. The protostellar objects were probed with the VLA as part of the VANDAM
project. Below we explain the procedure in estimating the mass and temperature of
the SMA envelopes that are used to perform Jeans analysis in the envelopes.

2.4.4.1

Envelope mass estimation

The mass of the SMA envelopes are estimated from the integrated flux of the SMA
sources using Equation 2.5 (Jørgensen et al., 2007; Lee et al., 2015) which converts
1.3 mm thermal dust emission into mass assuming that the emission is optically thin
at 1.3 mm.
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50
44.10
38.03

40
NJ, CORE

30
25.11

24.23
21.12

10.67
10.63
4.63
2.29
1.27
NumENVELOPE = 0,1

13.04

20
10
0

8.73
NumENVELOPE = 2,3

Figure 2.10 Box and Whisker plot showing the distributions of the Jeans number
of cores for two different population of enclosed envelopes. The first population
constitutes the cores that have either 0 or 1 envelopes inside them. The second
population constitutes the cores that have either 2 or 3 envelopes inside them. The
numbers at the right side of the box and whisker diagram represent the 95th percentile,
3rd quartile, mean, median, 1st quartile and the 5th percentile going from the top to
bottom respectively. Inside the box plot, the red square shows the value of the mean
and the red line shows the value of the median.

M1.3

mm

!
!2
D
F1.3 mm
= 1.3 M
1 Jy
200 pc
( "
!#
)
30 K
× exp 0.36
−1
Td

(2.5)

where F1.3mm is the integrated flux density emitted by the source at 1.3 mm, D is
the distance to the source (230 pc) and Td is the dust temperature of the envelopes.
Equation 2.5 assumes the power law dust opacity which is calculated from Ossenkopf
& Henning (1994) with the models that have thin ice mantles coagulated at 106 cm−3 .
We also assume the canonical gas-to-dust ratio of 100 (Predehl & Schmitt, 1995).
To estimate Td , we used the model described in Equation 2 of Chandler & Richer
(2000). In brief, this model assumes a spherically symmetric envelope surrounding a
central protostar and the temperature profile follows the power-law, T ∝ r−q where
54

q is a function of dust emissivity (β), q = 2/(4 + β), and r is the distance of envelope
from the central protostar. If Lbol is the bolometric luminosity of the protostar, the
temperature of the envelope at a distance r is,

T (r) = 60

r
2 × 1015 m

!−q

Lbol
105 L

!q/2
K

(2.6)

Limited by the resolution of the SMA data, we calculated envelope temperature at
a distance of 1000 AU from the central protostar. Similarly, consistent with the value
of dust emissivity while calculating masses of the SMA sources, we used q = 0.33. For
Lbol , we used the values from Tobin et al. (2016b). Table 2.4 gives the temperature
measurements at 1000 AU and the resulting masses for each envelope. The table
also shows the group of envelopes with unreliable source fits. For these objects, the
measured source properties such as mass, Jeans mass, etc are also unreliable. Such
groups are designated as “B” in Table 2.4. In contrast, parameter estimates for the
envelopes that belong to group “A” are more robust. For the further analysis below,
we consider the envelopes that belong to group A only.
2.4.4.2

Jeans Mass of Envelopes

Table 2.4 gives the Jeans instability parameters for envelopes when they are supported by pure thermal motion and when they are supported by a combined thermal
and non-thermal motion. For the pure thermal support, we used the mass and temperature estimates given in Table 2.4. For the combined thermal and non-thermal
support, we used N2 H+ linewidth measurements from Kirk et al. (2007). The critical
density of N2 H+ is ∼105 cm−3 and so it is suitable for studying the line width of envelopes in Perseus. We calculated the typical velocity dispersion at envelope scales as
∼0.13 km/s from linewidth measurements presented in Table 3 of Kirk et al. (2007).
Figure 2.11 compares the number of VLA sources with the Jeans number of the
SMA envelopes, assuming pure thermal support. The green solid circles in Figure 2.11
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represent the envelopes for which NJ > 1 and the hollow square markers represent the
envelopes for which NJ < 1. The median of the Jeans number of envelopes increases
with the number of enclosed protostellar objects. Nevertheless, the robustness of
this relationship is limited by large uncertainties. There is a significant population
of envelopes with NJ < 1, which are less likely to fragment and form further stars.
Hence, for further analysis, we are only interested in the envelopes with NJ > 1.

Figure 2.11 Comparison of the number of protostellar objects with the Jeans number
of the parent envelopes with thermal Jeans analysis. The green solid circles have NJ >1
and the hollow squares have NJ <1. The magenta dash line represents th = 1 line
for perfect thermal Jeans fragmentation. Uncertainties in both axes are calculated
similarly to Figure 2.6.
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Mass
[M ]

B1-bN
0.365
IC348 MMS1(f )
0.504
IC348 MMS2(f )
0.083
IRAS4B0
0.269
L1448IRS3(g)
0.252
L1448NW(g)
0.163
L1451-MMS
0.088
Per-bolo-45-SMM(h) 0.245
Per-bolo-58
0.213
Per-emb-1
0.337
Per-emb-2
0.897
Per-emb-3
0.079
Per-emb-5
0.357
Per-emb-8
0.172
Per-emb-9
0.223
Per-emb-10
0.075
Per-emb-10-SMM 0.024
Per-emb-12
3.16
Per-emb-13
1.013
Per-emb-14
0.153
Per-emb-15
0.097
Per-emb-16
0.131
Per-emb-17
0.1
Per-emb-18
0.202
Per-emb-19
0.021
Per-emb-19-SMM(h) 0.005
Per-emb-20
0.058
Per-emb-20-SMM 0.016

Envelope(a)
3.785798
3.648606
1.365433
1.299492
6.037167
3.69774
1.240456
13.109837
10.513288
3.011857
1.390417
2.858335
2.248882
6.709789
13.97958
6.983227
1.399501
1.586092
1.299492
1.590404
4.269399
6.885163
5.881426
6.523647
1.362548
1.362548
3.666573
1.366165

Area (×10−5 )
[pc2 ]
17
22
22
26
29
29
12
12
12
23
20
18
22
24
19
19
19
29
26
19
18
18
26
25
17
35
22
22

T1000AU
[K]
0.08
0.1
0.12
0.08
0.32
0.27
0.05
0.16
0.15
0.11
0.03
0.16
0.08
0.31
0.33
0.34
0.18
0.03
0.04
0.08
0.19
0.23
0.42
0.29
0.17
0.92
0.3
0.27

0.11
0.12
0.15
0.09
0.36
0.31
0.07
0.25
0.23
0.14
0.04
0.21
0.1
0.37
0.43
0.44
0.23
0.04
0.05
0.1
0.25
0.3
0.49
0.34
0.22
0.99
0.36
0.33

4.3714
4.9748
0.6963
3.3
0.7893
0.5953
1.9028
1.5006
1.4362
2.9991
27.6627
0.4888
4.4256
0.5501
0.6707
0.2213
0.1364
99.6786
24.1226
1.8672
0.5156
0.5668
0.2367
0.7003
0.1262
0.0059
0.1947
0.0591

3.2674
4.0686
0.5695
2.8329
0.6998
0.5278
1.2451
0.9819
0.9398
2.4762
22.0026
0.3756
3.592
0.4626
0.5211
0.1719
0.106
87.7338
20.7087
1.464
0.3909
0.4297
0.2037
0.5911
0.095
0.0055
0.1587
0.0482

1
2
1
1
1
1
1
0
1
1
2
1
2
1
1
1
0
2
1
1
0
1
2
2
1
0
1
0

MJ th(b) MJ th,nth(b) NJ th(c) NJ th,nth(c) NumPROTOSTAR
[M ]
[M ]

Table 2.4. Jeans analysis in the envelopes

0.23
0.4
1.44
0.3
2.53
1.68
0.53
0.0
0.7
0.33
0.11
2.05
0.68
1.82
1.49
4.52
0.0
0.02
0.04
0.54
0.0
1.76
8.45
4.28
7.93
0.0
5.13
0.0

0.31
0.49
1.76
0.35
2.86
1.89
0.8
0.0
1.06
0.4
0.14
2.66
0.84
2.16
1.92
5.82
0.0
0.02
0.05
0.68
0.0
2.33
9.82
5.07
10.52
0.0
6.3
0.0

A
A
B
B
A
A
B
A
A
A
B
B
A
A
A
A
B
B
B
B
A
A
A
A
B
B
A
B

th(d) th,nth(d) Group(e)
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Area (×10−5 )
[pc2 ]
4.469851
5.013858
8.834424
0.951497
8.273704
3.754182
9.434481
4.606372
0.673948
1.731601
5.822
9.135532
5.711896
1.597658
3.179652
4.083969
1.498126
1.509439
2.081363
3.384611
6.045196
1.137566
1.517082
1.489637
1.440329
1.473029
1.557983
1.592964

Envelope(a) Mass
[M ]

Per-emb-21 0.18
Per-emb-22 0.353
Per-emb-23 0.094
Per-emb-25 0.097
Per-emb-26 0.358
Per-emb-27 0.451
Per-emb-28 0.082
Per-emb-29 0.41
Per-emb-30 0.052
Per-emb-33(g) 0.784
Per-emb-35 0.093
Per-emb-36 0.18
Per-emb-37 0.079
Per-emb-40 0.027
Per-emb-41 0.464
Per-emb-44 0.871
Per-emb-47 0.01
Per-emb-50 0.059
Per-emb-51 0.24
Per-emb-53 0.062
Per-emb-54 0.128
Per-emb-56 0.018
Per-emb-57 0.046
Per-emb-58(h) 0.01
Per-emb-61 0.018
Per-emb-62 0.077
Per-emb-63 0.018
Per-emb-64 0.041

25
26
20
21
30
34
18
26
23
29
30
27
18
22
19
21
21
35
13
27
33
19
14
19
16
23
23
25

T1000AU
[K]
0.23
0.19
0.39
0.08
0.34
0.2
0.37
0.17
0.09
0.07
0.52
0.46
0.27
0.24
0.08
0.08
0.35
0.3
0.05
0.36
0.53
0.17
0.09
0.3
0.17
0.14
0.3
0.23

0.27
0.22
0.49
0.1
0.38
0.22
0.49
0.2
0.11
0.08
0.59
0.53
0.36
0.29
0.1
0.09
0.43
0.33
0.07
0.42
0.58
0.22
0.13
0.38
0.23
0.17
0.36
0.27

0.7787
1.8501
0.2429
1.2157
1.0524
2.2002
0.223
2.4561
0.5724
11.0661
0.1786
0.3908
0.2876
0.1125
5.8805
11.4903
0.0293
0.196
5.3183
0.1717
0.2412
0.1073
0.5252
0.0327
0.1079
0.5601
0.061
0.1798

0.6573
1.5805
0.1919
0.9825
0.9335
2.0156
0.1691
2.1009
0.4712
9.8107
0.159
0.3398
0.221
0.092
4.6105
9.1933
0.0237
0.1809
3.5728
0.1485
0.2199
0.0828
0.3596
0.0255
0.0792
0.4624
0.0505
0.1527

1
2
1
1
1
2
1
1
1
3
2
2
1
2
1
3
1
1
1
1
0
1
1
1
0
1
1
1

MJ th(b) MJ th,nth(b) NJ th(c) NJ th,nth(c) NumPROTOSTAR
[M ]
[M ]
1.28
1.08
4.12
0.82
0.95
0.91
4.48
0.41
1.75
0.27
11.2
5.12
3.48
17.78
0.17
0.26
34.07
5.1
0.19
5.82
0.0
9.32
1.9
30.58
0.0
1.79
16.4
5.56

1.52
1.27
5.21
1.02
1.07
0.99
5.92
0.48
2.12
0.31
12.58
5.89
4.52
21.74
0.22
0.33
42.16
5.53
0.28
6.73
0.0
12.07
2.78
39.24
0.0
2.16
19.8
6.55

A
A
A
B
A
A
A
A
B
A
A
A
A
B
A
A
B
B
A
A
A
B
B
B
B
B
B
B

th(d) th,nth(d) Group(e)
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0.047
0.889
0.199

1.489332
5.917212
4.127341

Area (×10−5 )
[pc2 ]
15
21
22

T1000AU
[K]
0.1
0.1
0.18

0.14
0.12
0.22

0.485
8.9669
1.1279

0.3461
7.1743
0.9224

1
1
1

MJ th(b) MJ th,nth(b) NJ th(c) NJ th,nth(c) NumPROTOSTAR
[M ]
[M ]
2.06
0.11
0.89

2.89
0.14
1.08

B
A
A

th(d) th,nth(d) Group(e)

Jeans number considering thermal (NJ th ) and total support (NJ th,nth ).

(c)

Refer Table 2.1. A: Reliable fits, B: Unreliable fits.

Nomenclature adopted from Lee et al. (2016).

SMA envelope is detected at 6σ contour.

SMA envelope is detected at 4σ contour.

(e)

(f )

(g)

(h)

Efficiency is calculated by taking ratio of the number of protostellar objects to the Jeans number of envelopes considering both
thermal (th ) and combined (th,nth ) support.

(d)

Jeans mass considering thermal (MJ th ) and total support (MJ th,nth ).

(b)

Envelopes are the SMA sources and their nomenclature is adopted from Tobin et al. (2016b) for consistency. We could not
find some sources in the literature so we designated them “SMM” at the end of their name. For example, Per-bolo-45-SMM is a new
detection that does not lie in the same region as Per-bolo-45. All the envelopes are detected at 5-σ contour, unless otherwise stated.

(a)

Per-emb-65
SVS13B
SVS13C

Envelope(a) Mass
[M ]

Figure 2.12 shows the distribution of the Jeans number of envelopes that belong
to group “A” in a box and Whisker plot. For this plot, we have two populations of
envelopes, with the first population have 0 or 1 protostellar objects while the other
population has 2 or 3 protostellar objects. The median values are ∼0.67 for the first
population and ∼1.85 for the second. The representation of statistics at the right
of the box diagram is the same as Figure 2.10. The p-value obtained from the K-S
test for these two populations is ∼50 percent. Thus, unlike the previous hierarchy,
we cannot statistically distinguish between the distributions of the Jeans numbers for
the two envelope populations.

Figure 2.12 Box and Whisker plot showing the distribution of the Jeans number
of envelopes for two different population of enclosed disk scale objects. The first
population constitutes the envelopes that have either 0 or 1 disk scale objects inside
them. The second population constitutes the cores that have either 2 or 3 disk scale
objects inside them. The numbers at the right side of the box and whisker diagram
represent the 95th percentile, 3rd quartile, mean, median, 1st quartile and the 5th
percentile going from the top to bottom respectively. Inside the box plot, the red
square shows the value of the mean and the red line shows the value of the median.
The p-value obtained from the K-S test is ∼50%, implying that these two populations
are not significantly different.
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2.5

Combining all hierarchies

We examined the hierarchical structure in Perseus from cloud scales to protostellar
objects in §2.4. In general, we find a correlation between Jeans number and the
number of children objects, where parent structures with higher Jeans numbers have
more substructure. To illustrate the multiscale correlation, Figure 2.13 combines the
results in each hierarchy in a single plot. Figure 2.13 compares the Jeans number of
each parent structure with their number of children objects, with both values shown
as a surface density. If we plot the number of child objects with the Jeans number of
parent objects for all the scales without dividing by area, the data overlap with each
other because of the small range of Jeans number of parent objects and the number of
child objects (see Figures 2.6, 2.9, and 2.11). In such a plot, different physical scales
from cloud to protostellar objects cannot be visualized, which motivated the need to
separate them by dividing by the area. Since the five scales of hierarchy vary widely
in terms of their physical scale, we used a surface density plot to visualize each scale
distinctly.
In Figure 2.13, the solid circles represent structures with NJ > 1, and the hollow
squares show the data for which NJ < 1 for the parent population. The typical
uncertainty is shown in the lower right region of Figure 2.13. The dash line shows
the th = 1 relation for perfect thermal fragmentation. The solid line represents the
best fit line for all the data for the scales of cloud, clump and core, and NJ > 1 data
for the envelopes as noted in §2.4.4.2. The best fit results do not change if we include
NJ > 1 criteria for fitting at all scales as there are only two other cores that have NJ
< 1. We used the Markov Chain Monte Carlo (MCMC) method (van Dyk, 2003) to
fit a linear model to the data. MCMC uses random numbers from a Markov Chain
to characterize a probability distribution. We fit the relation within the uncertainties
for the different scales. For the details of the use of MCMC in fitting astronomical
data, see Pokhrel et al. (2016). For the underlying assumption and choice of priors,

61

we followed Pokhrel et al. (2016) and we used the PYTHON package pymc (Patil
et al., 2010) to apply the MCMC method.
Figure 2.13 assumes that the thermal gas motions are solely responsible for the
stability of the structure against gravitational collapse. The slope of the best fit line
is 1.03 ± 0.02, with a Pearson correlation coefficient of 0.95. The best fit line is close
to but offset from the th = 1 line relation which implies that only a fraction (< 1)
of the mass in the parent structure has been converted into children structures. This
lower efficiency is similar to the result seen for individual hierarchy levels in Figures
2.6, 2.9 and 2.11, and is similar to the result of Palau et al. (2015) for cores.
We estimated the formation efficiency of children objects for each level of hierarchy
(th ) using the process described in §2.4. We found average values of th as 0.06, 0.2,
0.4 and 0.5 for the formation of clumps, cores, envelopes and protostars respectively
(see Figure 2.13), but these scales can also have a broad range. For example, we found
CFEs between 0.04 and 0.6 assuming their parent clumps are thermally supported (see
§2.4.2) which is similar to the value of CFE from other independent measurements
(Bontemps et al., 2010; Palau et al., 2013, 2015). If we exclude the two cores for
which NJ < 1, the th for cores is ∼0.2, however the power-law relation stays the same.
Thus, we find that thermal support alone cannot predict the amount of fragmentation
detected on cloud or clump scales, while there is better agreement on the scales of
cores and envelopes. Nonetheless, the tendencies for th < 1 and for th to increase
with decreasing size scale remain to be explained.
Figure 2.13 shows an increasing trend in thermal efficiencies towards smaller scales.
To test the robustness of this trend, we calculated the uncertainty in typical thermal
efficiency with a Monte Carlo approach. Since efficiency is the ratio of the number
of children objects to the Jeans number of the parent object, the uncertainty in the
efficiency is dominated by the uncertainty in the Jeans number. The Jeans number
is certain within a factor of ∼3, whereas the number count of children objects follow
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Poisson statistics as an upper limit uncertainty. Thus the efficiencies are varied randomly within a factor of 3-4 to simulate a range of datasets within the errors. We
used 5000 iterations for each level and for each iteration we calculated the average
efficiency. Finally, we computed the standard deviation of all the simulated average
efficiencies to find the uncertainties at each scale. The thermal efficiencies have uncertainties of 0.05, 0.08, 0.16 and 0.11 for the clumps, cores, envelopes, and protostars
respectively.

Figure 2.13 Surface density plot combining all the hierarchies for pure thermal support. The x-axis shows the Jeans number surface density of the parent structure
(Jeans number of parent/ area of the parent) and the y-axis shows the number surface density of the child structure (number of children objects/area of the parent).
The data shown in different colors represent clumps in the cloud, cores in clump,
envelopes in the core, and the protostellar objects in envelopes. The solid circles have
NJ >1 and hollow squares have NJ <1. The dashed line represents a th = 1 line, where
the number of children objects are equal to the Jeans number of parent objects. The
solid line shows the linear best fit for all the data for cloud, clump, and cores, and
for NJ >1 data for envelopes. The slope of the best fit line is ∼1.
As a companion to Figure 2.13, Figure 2.14 assumes that the means of support
for cloud stability is the combination of both thermal and non-thermal motion of
the gas. We performed Jeans analysis for the combined support using the process
described in §2.4. The best fit is performed on the structures with NJ > 1. For the
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combined support, the formation efficiency th,nth decreases while going from large
to small scales. We found th,nth as 3.8 ± 2.9, 2.1 ± 0.8, 1.0 ± 0.4 & 0.5 ± 0.1 for
the formation of clumps, cores, envelopes and protostellar objects. The uncertainties
in th,nth are obtained using the Monte Carlo method similar to the pure thermal
case. Thus the combined thermal and non-thermal support follow a different (and
opposing) trend as the thermal only case.
It is interesting to note that for the formation of protostellar objects inside envelopes, the case with combined thermal and non-thermal support gives a very similar
efficiency as the thermal only case. This implies that the non-thermal motions are
relatively insignificant at these scales and fragmentation is entirely driven by the competition between gravity and thermal support. As we move towards the larger scales,
the combined efficiency is greater than unity and hence unphysical.
Finally, we performed best fit in Figures 2.13 and 2.14 by including all the data.
This includes that data with NJ > 1 and also NJ < 1. The hierarchy level concerning
envelope to protostellar objects has the most data with NJ < 1. Thus the values of
th and th,nth are changed for the envelope scale. th changes from 0.5 (with NJ > 1
data only) to 2.1 (including all data) and th,nth changes from 0.5 to 2.6. These values
are similar within their uncertainties. However the results with efficiencies greater
than unity are unrealistic to explain.
The good correlation in Figure 2.13 and 2.14 is due largely to the fact that the
range of th is much smaller than the range of area or surface density. We stress that
the point of making these surface density plots is not to claim any kind of correlation
between the Jeans number of parent objects and the number of child objects. Rather,
we include these plots only to show that there is sub-thermal efficiency at each scale.
The dependence of th on size scale, without normalization by area, is shown in Figure
2.15.
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Figure 2.14 Surface density plot similar to Figure 2.13, now considering the combined
support of both the thermal and non-thermal motions against gravitational collapse.

To remove the possible degeneracy introduced by area in the surface density plot,
in Figure 2.15 we plotted the thermal efficiency of each parent object with their
effective radius. For cloud, clump and core scale we calculated the effective radius
by assuming spherical geometry of the structures. For envelope scales, the effective
radius is the geometric mean of major and minor axes of the source. The solid line in
Figure 2.15 represents the best fit line with a slope of a power-law -0.26 ± 0.08. The
data for the best fit is taken to be the same as in Figure 2.13. If we fit the data with
NJ > 1 for all the scales, the slope is -0.23 ± 0.07 which is within the uncertainty
range of -0.26 ± 0.08. The plot explicitly depicts the increasing trend of thermal
efficiency value for smaller objects. The th is maximum for protostars and gradually
decreases when we probe larger scales. Thus we can conclude that as the size scale
decreases in structures in a molecular cloud, the efficiency of thermal fragmentation
increases.
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Figure 2.15 Comparison of the thermal efficiency with the size of parent structures.
The size is represented in terms of an effective radius assuming a spherical geometry.
Symbols are the same as in Figure 2.13. The typical error bar on the data is shown
on the lower left side of the plot.

2.6

Discussion

Our study shows that fragmentation is a scale-dependent process. The mass of
the structures in the upper-level hierarchy such as cloud and clumps are higher than
the thermal Jeans mass. In contrast, masses are around thermal Jeans mass for
the envelope and disk scales which provides further support to the idea of thermal
fragmentation at smaller scales. This provides a further clue that we may be reaching
the coherence level while going from the cores to envelope when the role of thermal
fragmentation starts dominating.
In the later stage, the fragmentation process in low mass star-forming regions
seems to be controlled mostly by the gravitational contraction with the decrease of
the thermal Jeans mass with an increase in density during contraction. However to
conclude this statement we need to analyze the magnetic field contribution as well
in the future. Nevertheless, our work supports the view that the thermal motion can
provide support against gravity and stabilize the cloud sub-structure, especially at
smaller scales.
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Our results are consistent with some recent studies for cores (Miettinen et al.,
2012; Palau et al., 2015; Busquet et al., 2016) that supports the notion of thermal
Jeans fragmentation over non-thermal fragmentation. Miettinen et al. (2012) detected
low mass class 0 protostellar fragments inside the SMM6 core in the B9 region of the
Orion molecular cloud and conclude that the origin of the substructure is due to
thermal Jeans fragmentation. Similarly, Palau et al. (2015) studied 19 dense cores
in nearby molecular clouds and found that most of the fragments detected in their
sample are around the thermal Jeans limit. A more recent study by Palau et al.
(2017) in the Orion Molecular Cloud 1 South (OMS-1S) shows that fragmentation
from 100 AU to 40 AU is also consistent with thermal Jeans processes. Thus, Jeans
fragmentation seems to be a viable process in some high mass star-forming regions
as well (for example, Samal et al., 2015).
On the other hand, our results do not appear to agree with some studies of higher
mass IRDCs (Zhang et al., 2009; Pillai et al., 2011; Wang et al., 2014; Lu et al.,
2015). They find that the fragments have masses much larger than the thermal Jeans
mass and are consistent with the non-thermal Jeans mass. However, this is similar to
our results in massive clumps. Hence thermal fragmentation may be dominant only
in low-intermediate star-forming regions. This suggests that although non-thermal
motion seems important for fragmentation and the formation of massive cores in a
cluster, the low mass cores may be produced by thermal fragmentation. Indeed,
Zhang et al. (2015) reported a population of low mass cores in a protocluster using
more sensitive observations with ALMA, which appears to be consistent with thermal
fragmentation. In another study, Lu et al. (2015) find cores more massive than Perseus
cores in clumps with th = 0.01 - 0.02 and th,nth = 0.2 - 0.3. In contrast, in their
simulation work, Offner et al. (2016) reported that fragmentation was less common in
lower mass cores, where thermal pressure was more important (relative to turbulence
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and magnetic pressure). It is important to compare Jeans fragmentation in high and
low mass clouds in more detail.
We performed Jeans analysis at all the scales in the hierarchy, comparing the Jeans
number of parent objects with the number of child objects. An alternative procedure
would be to compute the effective critical Bonnor-Ebert (BE) mass (Ebert, 1955;
Bonnor, 1956) for each parent structure. This mass has the same dependence on
temperature and density as the Jeans mass, but its value is less by a factor of 2.47
(McKee & Ostriker, 2007). We calculated the BE efficiencies considering BE mass
and we found th as 0.02 ± 0.02, 0.08 ± 0.03, 0.16 ± 0.06 and 0.35 ± 0.08 from
the cloud-scale to protostellar objects, which are within the uncertainty limit of th
that we obtained with Jeans analysis. Moreover, using the BE mass would be less
convenient for comparing results with many previous studies that rely on the Jeans
mass (for example Zhang et al., 2009; Pillai et al., 2011; Miettinen et al., 2012; Lu
et al., 2015; Palau et al., 2015; Busquet et al., 2016; Palau et al., 2017). Therefore in
this paper, we use the Jeans mass rather than the BE mass.
Our use of non-thermal velocity dispersion derived from line widths provides a
comparison between the Jeans number based on this velocity dispersion, the Jeans
number based on the gas kinetic temperature and the number of observed fragments.
This comparison is a test of which velocity dispersion gives better agreement with
observed fragment numbers, but it is not a test of fragmentation in MHD turbulenceregulated star formation models and simulations (for example by Padoan & Nordlund,
1999, 2002; Mac Low & Klessen, 2004; Hennebelle & Chabrier, 2011, etc). Such
numerical models represent more anisotropic motions, time-varying, magnetized, and
scale-dependent than those analyzed here with simple models of Jeans fragmentation.
Similar observational works on hierarchical fragmentation in other nearby molecular clouds are needed to further test our results. These works should be further
extended to the massive star-forming regions where the relative importance of non-
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thermal motions may be different from Perseus. Also, a detailed comparison with
simulations of low mass star-forming regions is necessary to further constrain the role
of thermal and non-thermal support in both the smaller scales such as protostars and
disks and the larger scale such as the cloud and clumps.

2.7

Conclusion

In this study, we examined the multiscale structure in the Perseus molecular cloud
from the scale of the cloud (≥ 10pc) to the scale of dust and ionized gas around
protostars (∼15 AU). To study the scales of the cloud, clump, core, and disk scale
objects, the data is derived from the available literature, and for the scale of envelopes,
we used new SMA data from the MASSES project. This breadth of scale is unique
to this study and reveals how clouds themselves are structured from large to small
scales.
We traced 5 distinct scales and compared the number of fragments seen in each
child structure with the expected number that could be produced by the parent structure according to Jeans fragmentation. We first considered purely thermal Jeans fragmentation. For such a system we found a positive correlation between the number of
children objects and the Jeans number of their parent objects at all scales. This trend,
however, is not one-to-one. The average number of children objects is always less than
the Jeans number of the parent object. Under pure thermal support, the efficiency
of the structure formation is 0.06, 0.2, 0.4 and 0.5 for clumps, cores, envelopes, and
protostellar objects. Thus thermal motions are least efficient in providing support at
larger scales such as the whole cloud and most efficient at smaller scales such as the
protostellar objects.
Considering the combined support of both thermal and non-thermal motions,
the efficiency of formation is largest and unphysical (>1) for the clumps, cores and
envelopes, and least for the protostellar objects. We quantified the combined efficiency
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as 3.8, 2.1, 1.0 and 0.5 for the formation of clumps, cores, envelopes, and protostellar
objects. For the protostellar objects, both th,nth and th have value ∼0.5, which shows
that the thermal support is significant at these scales, however, this doesn’t rule out
the possibility of other means of support such as magnetic pressure.
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CHAPTER 3
A HERSCHEL-SPIRE SURVEY OF THE MON R2 GIANT
MOLECULAR CLOUD: ANALYSIS OF THE GAS
COLUMN DENSITY PROBABILITY DENSITY
FUNCTION
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Abstract: We present a far-IR survey of the entire Mon R2 GMC with Herschel −
SP IRE cross-calibrated with P lanck − HF I data. We fit the SEDs of each pixel
with a greybody function and an optimal beta value of 1.8. We find that midrange column densities obtained from far-IR dust emission and near-IR extinction
are consistent. For the entire GMC, we find that the column density histogram, or
N-PDF, is lognormal below ∼1021 cm−2 . Above this value, the distribution takes
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a power-law form with an index of -2.16. We analyze the gas geometry, N-PDF
shape, and YSO content of a selection of subregions in the cloud. We find no regions
with pure lognormal N-PDFs. The regions with a combination of lognormal and one
power law N-PDF have a YSO cluster and a corresponding centrally concentrated
gas clump. The regions with a combination of lognormal and two power-law N-PDF
have significant numbers of typically younger YSOs but no prominent YSO cluster.
These regions are composed of an aggregate of closely spaced gas filaments with no
concentrated dense gas clump. We find that for our fixed scale regions, the YSO
count roughly correlates with the N-PDF power-law index. The correlation appears
steeper for single power-law regions relative to two power-law regions with a high
column density cut-off, as a greater dense gas mass fraction is achieved in the former.
A stronger correlation is found between the embedded YSO count and the dense gas
mass among our regions.

3.1

Introduction

Stars form within the dense regions of diffuse molecular clouds, but the physical
processes that determine the locations, rate, and efficiency of star formation are poorly
understood. Based on preliminary results of the recent Herschel Gould Belt survey
(HGBS), André et al. (2010) summarized the current picture of structure formation
in clouds as a two-step process: first, a network of dense filaments are formed due
to large-scale magneto-hydrodynamic turbulence, and then fragmentation occurs as
gravity wins over turbulence thereby forming prestellar cores. The structure of the
dense gas is affected by motions induced by supersonic turbulence (Padoan et al.,
1997), self-gravity of gas (Klessen et al., 2000) and magnetic fields (Molina et al., 2012)
inside the cloud. However, the role of each physical process in structure formation is
still debated (McKee & Ostriker, 2007).

72

Recent work suggests that aggregate column density diagnostics, such as the column density probability distribution function (N-PDF), which gives the probability of
a region to have a column density within [N , N + dN ], are key to the identification of
structure formation caused by different dominant physics (for example, Kainulainen
et al., 2009; Brunt et al., 2010). The cloud regions dominated by different physical phenomena exhibit N-PDFs of differing functional form. Aggregate N-PDFs of
quiescent clouds with very little star formation activity display a lognormal form,
suggestive of structures formed by supersonic turbulence (Brunt et al., 2010). Active
star-forming regions exhibit some evidence of lognormal distribution at low densities
as well, but also tend to have a power-law excess from medium to high column densities, where gas self-gravity may be the dominant physics driving the cloud structure
formation (Kainulainen et al., 2009). This mixed picture has been brought forward
both by observations (for example, Hill et al., 2011) and theory (for example, Padoan
et al., 2014), but only recently have datasets reached the degree of quality necessary
to allow discriminating tests of this picture.
Among a few methods to map the distribution of column densities are mm-line
emission features, extinction of background stars by dust, and thermal dust emission
(c.f., Schnee et al., 2005). There are advantages and pitfalls to each process (Goodman et al., 2009a). For using line emission features, molecular tracers are mostly
constrained by the optical depth effect of clouds, chemistry, and abundance variations more broadly. On the other hand, dust extinction suffers from selection effects
as it depends on the detection of background stars. Thus, the lack of good photometry of weak stellar sources in high extinction regions can make this process biased
towards lower density regions. In contrast, dust emission is free of these biases and
allows us to make column density maps with a very wide dynamic range. The advent
of Herschel, with its unprecedented angular resolution and sensitivity in the far-IR,
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has enabled dust emission mapping of substantially greater quality than has been
previously available over large areas of sky (André et al., 2010).
Dust emission in the ISM is best modeled by an ensemble of emitting particles that spans a substantial range of sizes, compositions, and temperatures (Draine,
1978). For each line of sight, there can be different emissivity properties for these
emitting particles (dust grains) with different properties. Depending upon the availability of data, different methods can be used to estimate emissivity for each line of
sight (Sadavoy et al., 2013). Recent efforts to estimate column density, temperature,
and dust emissivity generally adopt a modified blackbody (greybody) model with
wavelength-dependent emissivity to represent the aggregate dust emission along each
line of sight (for example, Wood et al., 1994).

3.1.1

Mon R2 Giant Molecular Cloud

The Mon R2 region was originally identified as a group of reflection nebulae in
the constellation of Monoceros. Seares & Hubble (1920) initially identified stars that
may be exciting the nebulae and are responsible for the extended emission of the
cloud. The first detailed spectroscopic and photometric study of Mon R2 nebulae
was done by Racine (1968) who discovered that the illuminating associated stars are
mainly B-type stars. Racine (1968) estimated the distance to the cloud as 830±50 pc
which was later re-confirmed by Herbst & Racine (1976) by fitting the zero-age main
sequence locus from Johnson (1963) to dereddened U BV photometry.
Loren et al. (1974) reported the first 12 CO (J=1-0) detection in Mon R2 and Kutner & Tucker (1975) showed that at least five of the reflection nebulae are associated
with local maxima in 12 CO maps. The cloud was first mapped in its entirety in 12 CO
by Maddalena et al. (1986) who surveyed ∼3◦ × 6◦ (44 pc × 55 pc) region of the
GMC. Peaks in molecular emission corresponding to the location of reflection nebulae
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are traced by

13

CO (Miesch et al., 1999). Xie (1992) estimated the mass 4 × 104 M

for the cloud using

12

CO.

Carpenter (2000) used the 2M ASS point source catalog to identify compact stellar
clusters, finding four clusters based on enhancements in stellar surface density relative
to the field star population. These four clusters are associated with the Mon R2 core,
GGD 12-15, GGD 17, and IRAS 06046-0603 as shown in figure 3.1. More recent
works include the analysis of stellar distributions by K-band number counts and
structure analysis, using near-IR data obtained with FLAMINGOS on the MMT and
including SCUBA 850 µm data (Gutermuth et al., 2005). Hodapp (2007) used the
Wide-Field Camera on UKIRT in the 2.12 µm filter centered on the H2 1-0 S(1)
emission line and discovered 15 H2 jets in Mon R2, confirming most of the discoveries
using archival Spitzer-IRAC 4.5 and 8.0 µm. This work further asserted that the
jets may be associated with an episode of star formation in Mon R2 triggered by the
large central outflow. Further analysis by Gutermuth et al. (2011) reports a powerlaw correlation with a slope 2.67 for the Mon R2 cloud between the local surface
densities of Spitzer identified YSOs (∼1000) and the column density of gas as traced
by near-IR extinction.

3.2

Data Reduction and Analysis

We surveyed the entire Mon R2 GMC with parallel scan-map mode with the ESA
Herschel Space Observatory (Pilbratt et al., 2010) using both the Photoconductor
Array Camera and Spectrometer, P ACS, (Poglitsch et al., 2010), and the Spectral
and Photometric Imaging REceiver, SP IRE, (Griffin et al., 2010). The target name
as designated in the Herschel Science Archive (HSA) is Mon R2-3 with corresponding
OBSIDs 1342267715 and 1342267746. For our analysis, we used only SP IRE data as
we could not recover large scale structure in the P ACS 160 µm map reliably because
it was found to be harshly contaminated. At large scales, P ACS 70 µm can not
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be used for studying extended emission. Herschel observed Mon R2 on 15 March
2013 covering the area of 4.30◦ by 4.36◦ and centered on 06h 08m 46.90s RA(J2000),
- 06◦ 230 12.3300 Dec(J2000) with position angle of 268.09◦ . We obtained level-2
SP IRE data products at 250 µm, 350 µm & 500 µm in both in-scan and crossscan mode, i.e., in orthogonal scan directions to help with mitigation of scanning
artifacts, at the scanning speed of 6000 s−1 . We reduced SP IRE observations using
Herschel Interactive Processing Environment (HIP E) (Ott, 2010a), version 11.0.1.
We adjusted standard pipeline scripts to construct combined maps recovering the
extended emission from the two sets of scans.
We used P lanck High Frequency Instrument (HF I) (Planck HFI Core Team et al.,
2011) maps to obtain an absolute calibration for the SP IRE maps. P lanck-HF I is a
bolometric detector array designed to produce high sensitivity measurements covering
the full sky in the wavelength range 0.3 to 3.6 mm. Herschel-SP IRE detectors are
only sensitive to relative variations and absolute brightness can not be known but
P lanck-HF I sets an absolute offset to its maps. Both SP IRE and HF I share two
channels with overlapping wavebands. This is an advantage in calibrating SP IRE
maps (c.f., Bernard et al., 2010). We used P lanck HF I-545 and HF I-857 for this
purpose, each with an angular resolution of 50 . We used the standard HIP E method
to calibrate Herschel maps. For this, HIP E convolves the SP IRE maps with the
P LAN CK beam in the area of interest and sets the median SP IRE image flux level
to be equal to the median P LAN CK level in the same area. All three SP IRE
maps are absolute calibrated using the HF I emission to greybody conversion and
colour correction for SP IRE assuming a greybody source spectrum, IS ∼ ν β Bν (T )
(see SP IRE handbook10 for details). For the SP IRE reduction, we applied relative
gains, ran the de-striper in each band and then applied the zero-point correction using
10

http : //herschel.esac.esa.int/Docs/SP IRE/html/spire om.html
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Figure 3.1 False colour RGB image of the final set of SP IRE images for Mon R2
where B = 250 µm, G = 350 µm & R = 500 µm respectively, after calibrating with
P lanck-HF I.
the standard HIP E technique. Then we combined the final data for each bandpass
into three mosaics used in the analysis discussed below. The RGB image of these
three wavebands is shown in figure 3.1.
The three bands in SP IRE have angular resolutions of 1800 , 2500 and 3600 . To
fit a modified blackbody function to the data from these images, we convolved the
higher resolution images with a 2D Gaussian kernel of an appropriate full width at
half maximum (FWHM) to the resolution of the 500 µm data using the recipe from
Aniano et al. (2011). It provides appropriate kernels for most of the space and groundbased telescopes to match the resolution in two sets of images. The convolved images
were then regridded to 1400 pixel size corresponding to SP IRE 500 µm using the
hastrom routine from the Interactive Data Language (IDL) Astronomy Users Library
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(Landsman, 1993) so that a given pixel position in each image corresponds to the
same position on the sky.
In figure 3.2, we present the resulting flux vs. uncertainty plots for all SP IRE
bands as 2D histograms, with the fiducial signal to noise ratio (SNR) lines overplotted.
The vast majority of our data have high SNR. Our basis for the selection of highquality data points for subsequent analysis includes a requirement of SNR > 10 in all
three bands and good observing coverage based on the HSA-provided coverage maps.

3.2.1

Estimating dust properties

Cold dust emission in nearby molecular clouds is a thermal process and is generally
modelled with a blackbody spectrum modified by a frequency-dependent emissivity
(for example, Hildebrand, 1983). In general, the radiative transfer equation governing
the emission Iν for a modified blackbody spectrum is:

Iν = Bν (T ) × (1 − e−τν ) + Iνback e−τν + Iνfore

(3.1)

where Bν (T ) is the Planck function for a perfect blackbody of temperature T in
Kelvin and τν is the opacity of the cloud at corresponding frequency ν. Equation 3.1
for the optically thin case takes the form:

Iν = Bν (T ) × τν + Iνcom

(3.2)

where Iνcom is the combined foreground and background emission which can be
neglected in our case due to the position of the cloud, several degrees away from the
Galactic plane. Since, τν = κν Σ; Σ being the mass surface density and κν ∝ ν β
where β is the dust emissivity power law index, equation 3.2 takes the following form:

Iν = κν0 (ν/ν0 )β Bν (T )Σ
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(3.3)

Figure 3.2 Flux vs. Error plot for SP IRE wavebands showing the actual flux values
with their 1-σ uncertainties, presented in the form of a 2D histogram. Synthetic lines
for different SNR values are overplotted for each waveband.
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where κν0 is a reference dust opacity per unit gas and dust mass at a reference
frequency ν0 . We took κν0 = 2.90 cm2 /gm for ν0 corresponding to the longest observed
wavelength, 500 µm, following the OH-4 model (Mathis et al. (1977) distribution for
dust grains in the ISM: f (a) ∝ a−3.5 , with thin ice mantles on dust grains and no
coagulation) from Ossenkopf & Henning (1994). T is the dust temperature and Σ =
µmH N (H2 ) where µ is the mean molecular weight per unit hydrogen mass ∼2.8 for
a cloud with 71% molecular hydrogen, 27% helium and 2% metals (Sadavoy et al.,
2013), mH is the mass of single hydrogen atom and N (H2 ) is the gas column density.
Hence, we are observing the dust emission and using it as a probe to compute the
gas column density. We assume the canonical gas-to-dust ratio of 100 (Predehl &
Schmitt, 1995) for our purpose.

3.2.1.1

Dust spectral index, β

Our goal is to fit the spectral energy distribution (SED) of individual pixels with
equation 3.3. Since we could not rely on the P ACS data, it limited the available data
to three SP IRE wavebands only. This led to the problem of fitting the observations
with three data points with an equation of three unknowns. André et al. (2010),
Sadavoy et al. (2012) and Arzoumanian et al. (2011) assume β to be a constant
between 1.5 (hotter regions) and 2 (colder regions). We used the SP IRE flux ratios
to estimate the most appropriate value of β so that it best represents the whole cloud
complex.
In Figure 3.3 we plot the ratio of fluxes between 250 µm and 350 µm on the x-axis
and the ratio of fluxes between 350 µm and 500 µm on the y-axis. Equation 3.3 is
used to compute the reference flux ratios at different wavebands for a given choice
of β and temperature. To our benefit, the column density and emissivity calibration
constant cancel in this ratio-space. For frequencies ν1 and ν2 , the equation reduces
to a simple form:
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Iν1
=
Iν2

ν1
ν2

!β

Bν1 (T )
Bν2 (T )

(3.4)

We used equation 3.4 to plot the flux ratio for SP IRE wavebands for different β
and temperatures, as shown in figure 3.3. We found that the colder region seems to
peak at β ∼2 and the warm regions are more accurately defined by β ∼1.6, giving
a value of β ∼1.8 as an intermediate value that can be used to explain the whole
cloud. We have bracketed the extremes of the data with β of 1.0 and 2.5 models. The
black error cross represents the typical flux ratio uncertainty derived from the errors
in each flux as 1-σ uncertainty.
The correct estimation of β is crucial because the greybody fit calculations for a
different value of β can give a different estimation of temperature and column density.
Thus we tested the effect of the β uncertainty on the physical measurements that we
derive from the data. Figure 3.4 shows the distribution of N(H2 ) and the temperature
for β = 1.8. It also includes the possible fluctuation of β from 1.8 to 1.5 (hotter
regions) or 2.0 (colder regions). We found that the values shift by 30% in those cases,
relative to the values derived using β = 1.8. The plot also shows that if we choose
a higher (or lower) β values, we will be over-determining (or under-determining) the
column density and under-determining (or over-determining) the temperature.

3.2.2

Modified blackbody fits

After fixing β to 1.8, we fitted the SED for each pixel position using the PYTHON
program curvef it which finds the best fitting parameter values for a particular model
by doing an iterative least-squares comparison between data and the theoretical
model. 1-σ flux uncertainty values for each data point are accessible from the data
archival pipeline. Thus, we obtained the temperature and column density maps with
1-σ uncertainties in each. The temperature is distributed between 11 K and 43 K
and the N(H2 ) vary between 3 × 1020 cm−2 and 9 × 1022 cm−2 . The uncertainty in
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Figure 3.3 F250 /F350 Vs. F350 /F500 plot as a 2D histogram, overlaid with theoretical
greybody plots for different β and temperature ranges, showing unique values for
both β and temperature for each pixel. The data are best matched across the entire
space with β = 1.8. The black cross in the plot represents the typical error, which is
the median error of the overall distribution of flux ratio points.
the canonical gas-to-dust ratio is ∼30% and figure 3.4 shows the typical uncertainty
in the selection of β as ∼30%. Similarly, the propagated uncertainties in N(H2 ) and
the temperature values when best fitted are between 0.1% and 5%. This gives the
overall error in the estimation of final N(H2 ) and temperature values to be ∼40%.
The mass-weighted mean temperature is ∼17 K. We calculated the total mass of the
GMC to be 4 × 104 M , which is calculated over 2 × 103 pc2 projected area. This
mass estimate is similar to the value previously calculated by Xie (1992).
Figure 3.5 shows the temperature-column density map. Column density in the
map is shown in terms of intensity and temperature is shown by color, where the
redder areas are colder (<10 K) and bluer areas are hotter (>20 K). Just upon
visual inspection, the map clearly shows a variety of structures from diffuse regions
to filaments and clumps. We can see the variation in structures, from sub-parsec
scales to tens of parsec scales. Some of the structures resemble elongated filaments
whereas some resemble relatively round clumps, with varying column density contrast.
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Figure 3.4 Column density and temperature distributions in Mon R2 after greybody
fitting, for different β values.
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Figure 3.5 Temperature-Column density map of Mon R2 obtained after performing
modified blackbody fits to the SP IRE data. Intensity is mapped as column density
and color is mapped as the temperature where the redder areas are colder (<10 K)
and bluer areas are hotter (>20 K). The typical temperature of the dust is ∼17 K.
Multiple filaments can be seen radiating towards the central Mon R2 clump-forming
hub-spoke like structure (Myers, 2009). Also, filaments seem to be associated with
GGD 12-15 and other clumps (c.f. figure 3.1).

3.2.3

Rayleigh-Jeans limitation

Being limited to the SP IRE wavebands, our temperature dynamic range is more
constrained on the high end than some comparable Herschel surveys (André et al.,
2010). Here, we explore the pixels for which the SED lies in the Rayleigh-Jeans
(R-J) tail of the greybody spectrum. We use equation 3.3 to reliably estimate the
temperature and column density for the data points for which the deviation in fluxes
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is sufficient enough to constrain the peak of the SED. For the points where the
SP IRE bands fall on the R-J tail, equation 3.3 can not give a reliable estimate of
the parameters. Hence, here we examined the region of color-color space where the
SP IRE data would indicate that they are on the R-J regime of the SED.
In figure 3.3, we show the loci of colors for SP IRE data in the limit that the
temperatures are high enough that they fall on the R-J tail. Figure 3.3 represents a
2D histogram of actual flux ratios and the grey dashed line represents the R-J locus.
The typical 1σ uncertainty in flux ratios is represented by a black error cross on
the plot, though we note that the flux ratio uncertainties vary substantially among
pixels. To gauge the R-J locus proximity for each pixel, we calculated the distance
to the nearest R-J point in units of sigma (cf. figure 3.3) and plotted them with the
temperature for each pixel. Figure 3.6 shows the histogram of the number of sigmas
required to reach the nearest point on the R-J locus and a plot of temperature with
those number of sigmas. The vast majority of pixels have a large number of sigma.
The high-temperature pixels mostly have a low number of sigma implying a higher
probability of being R-J limited.
We want to estimate the temperature threshold where the emission could be warm
enough to be consistent with an R-J spectrum through the SP IRE bands. For this,
we binned the pixels by temperature and calculated the fraction of pixels less than a
given number of sigma away from the R-J locus for each bin (see Figure 3.7). Pixels
found to be less than a few sigma have a non-negligible probability of being consistent
with an R-J limited SED and thus may lack an upper boundary on their temperature
estimate. Thus to minimize such unconstrained fits, we picked only those pixels for
which the number of sigma is greater than 5 and temperature <28 K for studying
the column density distribution (§.3.3). There are ∼500 pixels out of 105 that do not
meet these requirements. We found that their exclusion doesn’t significantly change
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Figure 3.6 Rayleigh-Jeans analysis for Mon R2. The top panel shows the distribution
of the number of sigma away from the R-J locus. Smaller numbers of sigma represent
the points that are closer to the R-J locus and may be consistent with an R-J SED.
Larger numbers of sigma represent those that are distinct from the R-J limit and
thus are more reliably explained by the greybody emission. We overplotted another
histogram for T > 28 K which shows that these are the pixels with a low number of
sigmas. The bottom panel is a 2D histogram of the number of sigma for each pixel
versus its greybody fit temperature.
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Figure 3.7 The fraction of pixels less than a given number of sigmas vs. temperature.
For temperatures greater than ∼28 K, the fractions begin to increase sharply. Thus,
we adopt 28 K as a boundary to separate the pixels with emission lying near the R-J
regime from those that follow greybody emission.
the shape of the N-PDF of the whole cloud (figure 3.9), nor of the affected subregions
(§. 3.3.2 and figure 3.13).

3.2.4

Emissivity calibration offset

The column density values obtained by assuming a greybody emission can also be
biased according to our assumed reference dust opacity. We used Ossenkopf & Henning (1994) to find the reference dust opacity corresponding to a reference frequency.
The paper provides theoretical estimates of the dust opacities. Using dust emission
maps we simultaneously calculate the column density and temperature. In contrast,
the column densities obtained using extinction maps are temperature independent,
providing a valuable check of our fits to the dust emission.
Gutermuth et al. (2011) used the near-IR extinction of background stars to map
the dust distribution in the Mon R2 cloud over an area similar to our Herschel maps.
They used 2M ASS photometry of background stars for this purpose. We regridded
the extinction maps to cover the same area and pixel positions as in the Herschel
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Figure 3.8 Comparison between Herschel and near-IR derived N(H2 ) maps. N(H2 )
values obtained from a 2M ASS-derived extinction map vs. the ratio of N(H2 ) values
obtained from SP IRE dust emission map to the N(H2 ) values obtained from the
extinction map. N(H2 ) values obtained from 2M ASS data have a lower limit of
1021 cm−2 as the extinction values below 1 Av are consistent with background noise,
shown by the green dashed line. Beyond the dashed magenta line, the N(H2 ) values
from the 2M ASS data are becoming saturated, as the high opacity of clouds obscure
most background stars. Within the reliable zone enclosed by two dashed lines, the
median ratio is ∼0.95. This consistency in the column density values obtained by two
different methods gives additional confidence in our calibration assumptions.
maps. Figure 3.8 shows the ratio of N(H2 ) values obtained from SP IRE emission
maps to those obtained from the 2M ASS extinction map, assuming the conversion
factor of N(H2 ) = 0.94 × 1021 Av (Bohlin et al., 1978), vs. the 2M ASS-derived N(H2 )
values. The red diamonds represent the median ratio for each column density bin.
The green dashed line represents the lower limit of the reliability zone for the 2M ASSderived N(H2 ) values. Below this line, the values are consistent with noise. Similarly,
the magenta dashed line represents the higher limit for 2M ASS-derived N(H2 ). Above
this limit, the opacity of dust obscures most background stars, effectively saturating
the extinction map. In the reliable zone between these limits, the median offset in
N(H2 ) values obtained from two different methods is ∼5%. Thus, ∼95% of the N(H2 )
values are rather consistent, and our dust opacity calibration assumptions appear to
yield N(H2 ) values that are consistent with another commonly used technique.
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Figure 3.9 The N-PDF of the entire Mon R2 GMC. A lognormal distribution is
seen for Log N (H2 ) < (21.041 ± 0.001) cm−2 pertaining to the region dominated
by supersonic turbulence. A power law nature is seen for values greater than this
value with a power law index (-2.158 ± 0.002) pertaining to the regions dominated
by self-gravity of gas. The y-axis represents the log of the number of 1400 × 1400 pixels.

3.3
3.3.1

Column density distribution
Column density distribution function, N-PDF

Many cloud simulations predict a lognormal distribution of column densities for a
cloud dominated by turbulence whereas a power law is expected to emerge when gas
self-gravity wins over turbulence (Klessen, 2000; Federrath et al., 2008). Recently this
has been simulated and studied by Lee et al. (2014). These two different natures of
the probability distribution function (PDF) have been commonly observed. However,
Kritsuk et al. (2011) recently put forward the idea that the power-law nature is
due to regions that collapse under self-gravity and the density profiles of collapsing
regions determine the power-law exponent. Lee et al. (2014) checked this suggestion
by plotting the PDF of the regions undergoing gravitational collapse, regions largely
unaffected by the gravity of the stars, and the entire simulation region before and after
turning on the gas self-gravity. In their simulation, a star refers to the sink particle
which is formed at a grid point at which the Jeans length falls below four grid cells
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(Truelove et al., 1997). They found that the density PDF of the non-collapsing regions
matches the PDF of the entire region before the inclusion of gravity. In other words,
the PDF was lognormal without a power-law tail at high densities. The implication
was that regions that do not undergo collapse retain the character of pure supersonic
turbulence whereas the density PDFs of collapsing regions develop a clear power law
at high density. The importance of self-gravity was realized by considering several
scenarios of the gravitational interaction in the molecular cloud: self-gravity of gas
on gas, self-gravity of stars on stars and the gravity between gas and stars. Lee et al.
(2014) demonstrated that gravity due to stars does not have a significant effect on
the star formation rate and gas self-gravity is the only dominant mechanism.
While N-PDFs have been recognized as a powerful analysis tool, it is important
to note that the observed shapes of N-PDFs can be impacted by effects other than
gas physics. Beam smoothing of complex projected gas geometries is the largest potential concern. In particular, small, closely spaced, high-density features embedded
within lower density surroundings that are smoothed by a large beam can result in
a substantial shift of low-density pixels upward and high-density pixels downward.
Generally, the reduction of the densities of the less numerous high column density
pixels will have a stronger impact on the high column density portion of the N-PDF.
Our high data quality and emphasis on relative differences in the regional N-PDF
of one cloud should minimize the impact of these effects on our broader analysis,
however.
Given the ongoing star formation in the MonR2 cloud, we expected to see both
components, i.e., self-gravitating structures embedded within a larger, diffuse, turbulent region within a given projected region (Kainulainen et al., 2009). However,
along with these two possibilities of a pure lognormal function and a combination of a
lognormal and a power-law function model, we found it necessary to consider a third
model. Upon carefully studying the column density distributions of several subre-
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Figure 3.10 Example plots of MCMC convergence verification. Upper left: Fluctuation of the best-fitted slope in later iterations. The range of fluctuation is very small.
Lower left: Autocorrelation degree of best-fitted slope values. In a longer time gap,
the autocorrelation goes to zero showing that the initial and final parameter values
are not related. Right: Histogram of the best-fitted slope values with the peak value
marked by a dark black line. Black dotted lines represent the values within a 1-σ
limit.
gions (see §3.3.2, below), the column density distributions of some seem to have two
power laws instead of just one. The possibility of two power laws has been reported
recently in other studies as well (Schneider et al., 2015a). Hence, we considered the
possibility of a third model with a lognormal and two power-law components.
With different possible models for the nature of an N-PDF, we generalized our
fitting process to fit for the three different empirical scenarios, a lognormal function
with zero to two power laws at higher column densities. If p(x) is the probability
distribution function, we fit the N-PDF for the whole region as well as for selected
subregions (§3.3.2) using the following different models:

For the pure lognormal:
"
pG (x) = Log A exp
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(x − x0 )2
−
2σ 2

!#
(3.5)

where x = log(N ), N is the column density. A is the peak, x0 is the mean and σ is
the standard deviation of the distribution in log units. We have taken the log of the
lognormal function because we are fitting logarithmic data (cf. figure 3.9).
For the combination of a lognormal with one power law:

pG+1 (x) =




pG (x),

if x ≤ xbrk1

(3.6)



α1 x + pG (xbrk1 ), if x > xbrk1
xbrk1 is the value of log(N ) after which the distribution takes power-law form.
This value is determined by the fitter itself by using it as a free parameter. The fitter
is designed to look for two different subsets of data with a breaking point and fits
them with the above function, considering every N value in the sample space as the
breaking point. Finally, xbrk1 is selected by optimizing the least squares for each of
the considered data. α1 is the index of the power law. The y-intercept is constrained
so that the power-law function is continuous with the lognormal.
For the combination of a lognormal with two power laws:

pG+2 (x) =





pG (x),





if x ≤ xbrk1

α1 x + pG (xbrk1 ),
if xbrk1 < x ≤ xbrk2






α2 x + pG+1 (xbrk2 ), if x > xbrk2

(3.7)

Similarly, xbrk2 is the value of log(N ) from where the second power law (of index α2
develops. These values are also used as free parameters so that we can be unbiased
in our selection of the breaking points.

We used a Monte Carlo analysis to estimate the uncertainties in each bin. We
randomly sampled column density values assuming that the uncertainty in column
density follows a Gaussian distribution. The spread in the values for each bin gives 1-σ
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uncertainty for that particular bin. We have 7 free parameters in our models and the
models themselves are the combination of different functions. Hence, we need a robust
fitter that can give the best fitting values from the parameter space along with reliable
uncertainties. For this, we used the Markov Chain Monte Carlo (MCMC) method
(van Dyk, 2003). We have followed the Metropolis-Hastings algorithm in which the
samples are selected from an arbitrary “proposal” distribution. These samples are
kept or discarded according to the acceptance rule. The whole process is repeated
until we get a “transition” probability function so that the algorithm can transit
from one set of parameter values to a more probable set. Based on the transition
probability where the current point depends only on the previous point but yet can
still span over the whole parameter space, an ergodic chain of positions in parameter
space is formed, known as the Markov Chain. The Markov Chain samples from the
posterior distribution ergodically assuming the detailed balance condition. MCMC
estimates the expectation of a statistic in a complex model by doing simulations that
randomly select from a Markov Chain. We have used the PYTHON package P ymc
for this purpose (Patil et al., 2010).
We fitted all N-PDFs using equations 3.5, 3.6 & 3.7 and accepted the model that
has the minimum reduced chi-square value. For the whole Mon R2 GMC region,
pG+1 (x) with a lognormal and a single power-law fits the distribution best (see figure
3.9). We see the lognormal nature below a critical value of column density, log N(H2 )
= (21.041 ± 0.001) cm−2 . The lognormal behaviour is centered at log N(H2 ) = (20.957
± 0.001) cm−2 , with a characteristic peak, log(n) = (4.923 ± 0.001) and width of (0.13
± 0.001). For log N(H2 ) > (21.041 ± 0.001) cm−2 , a very prominent power law with
index (-2.158 ± 0.002) emerges. We note a caveat that the N(H2 ) values derived from
Herschel data for AK < 0.1, or N(H2 ) . 1021 cm−2 may not be securely determined
due to large foreground/background emission superpositions (Lombardi et al., 2015).
However, for our study, we limit this possibility because of the location of the cloud.
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Figure 3.11 The best fitting models overplotted on the column density distribution in
region 7 for all three fitting scenarios. The top panel shows the best fit using pG (x)
(pure lognormal), the mid panel shows pG+1 (x) (lognormal and one power law) and
the bottom panel shows pG+2 (x) (lognormal and two power laws). The 1-σ error in
the model fits is shown in shaded grey. ‘N (H2 )brk1 ’ is the value where the first power
law tail appears (in log units) with slope of ‘Slope1’. ‘N (H2 )brk2 ’ is the value where
the second power law tail begins (also in log units) with slope of ‘Slope2’. The y-axis
represents the log of the number of 1400 × 1400 pixels.

94

Furthermore, they show that the N-PDF shape below AK ∼ 0.1 changes according
to our selection of the boundary and choice of baseline subtraction. Hence, for the
remaining of this paper, we are characterizing the low end of the N-PDF for the sake
of completeness and we do not analyze the lognormal portion of the fit results.
In the MCMC chain, we discarded the first 50% of the iterations in the so-called
“burn-in” period and examined the other half of the iterations to see whether the
parameter values converge. The convergence of parameter values as estimated by
the posterior probability distribution function is robust as we can see in figure 3.10.
We plotted the trace of the best fitted parameter values for an acceptable period of
iteration (second half period for our case), the autocorrelation degree in the parameter
values in different time lags, and invested the distribution of parameter values by
plotting the histogram to check the parameter convergence to assure a strong goodness
of fit. In figure 3.10, we have shown such plots for one of the parameter values, the
slope of the power-law portion of figure 3.9. The plots for the other parameters are
similar.
The emergence of two different PDFs (lognormal and power-law) for possibly
two different scenarios has been invoked by recent observational studies (Lombardi
et al., 2008; Schneider et al., 2015a). Generally, the clouds with active star formation
show a power-law tail for higher column densities along with lognormal nature for
lower column densities. In contrast, almost all quiescent clouds have PDFs that are
either well described by a lognormal function over the entire column density range
or else they only show relatively low excess (power-law tail) at high column densities
(Kainulainen et al., 2009). However, it has also been suggested that the low column
density feature for star-forming molecular clouds might well be the residuals caused
by other physically distinct clouds lying along the line of sight or a manifestation of
the uncertainties in low extinction estimations (Schneider et al., 2015b). In our case,
the Mon R2 GMC lies ∼11◦ below the galactic plane, thus such chance superpositions
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Figure 3.12 Overlay of the 15 regions (cyan squares) for which we studied the NPDF, plotted on the temperature-column density image of figure 3.5. The regions
are defined according to the prevalence of high and low column density gas and the
presence of YSOs. We have overplotted Class I (red circles) and Class II (green
circles) YSOs along with the IRAC coverage contour (magenta).
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are unlikely, as seen in the study of molecular line data by Xie (1992). Furthermore,
our effort to cross-calibrate with Planck data has resulted in a reasonable signal to
noise at low column densities (Figure 3.2).

3.3.2

Regional N-PDF analysis

In addition to studying the global characteristics of the N-PDF as shown in figure
3.9, we checked if similar behavior is seen if we do the same study on smaller scale
subregions within Mon R2. Similar work has been done by Stutz & Kainulainen
(2015) in Orion A where they find that the power-law slopes of the regional N-PDFs
are correlated with the fraction of Class 0 protostars in that region. For our case, we
selected 15 regions in the cloud that sample the range of YSO density environments
(Gutermuth et al., 2011). We want to explicitly study the N-PDF behavior for diffuse
regions with no or very little YSOs and the regions with dense YSO clusters. The
selected regions are all equal-area (6.5 pc × 6.5 pc) to facilitate fair comparison at a
fixed size scale.
The possible models are: the lognormal function (equation 3.5, G), the combination of a lognormal and a single power-law function (equation 3.6, G + 1) and the
combination of a lognormal and two power-law functions (equation 3.7, G + 2). We
fitted each region’s N-PDF with all three models and computed the resulting reduced
χ2 values. As an example, the best fitting plot using all three models for region 7
is shown in figure 3.11. All other regions are treated similarly. The acceptance of
a particular model is set based on the reduced χ2 values. Theoretically, for a good
fit, the reduced χ2 value should be close to ∼1. For each region, the accepted model
is the one whose reduced χ2 value doesn’t decrease by more than 20% while going
from simplest to the most complex model. Table 3.1 contains all of the reduced χ2
values. The values for the accepted models are highlighted in bold. The best-fitted
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Figure 3.13 The accepted models (c.f. table 3.1) overplotted on the column density
distributions for each of the region shown in figure 3.12. The best fitted parameter
values with their uncertainties as obtained from MCMC are listed in table 3.2. We see
that the regions with stellar cluster cores in them are best fitted by the combination
of lognormal and one power law model (Lognormal + 1PL). The regions that lack a
central core and mostly contain over dense filamentous gas structures are described by
the combination of lognormal and two power law functions (Lognormal + 2PL). The
region with very few YSOs and mostly diffuse gas is described by the pure lognormal
function. Some regions are poorly fit regardless of model (c.f. region 14), and this
effect is quantified in the reduced χ2 in table 3.1. The y-axis represents the log of the
number of 1400 × 1400 pixels.
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Region χ2Lognormal
1
104.46
2
83.36
3
19.20
4
102.03
5
16.47
6
66.37
7
32.53
8
245.28
9
59.90
10
34.38
11
96.56
12
82.52
13
18.17
14
129.26
15
53.27

χ2Lognormal+1P L
7.34
12.82
6.46
31.79
4.60
17.98
7.22
13.53
45.70
6.66
8.50
15.12
8.91
44.91
5.54

χ2Lognormal+2P L
7.68
11.52
3.82
31.37
2.75
11.80
4.98
11.68
5.12
6.97
6.35
6.12
6.80
26.35
7.33

Table 3.1 Reduced χ2 value for the three models that we considered. From the simple
to complex models: lognormal; lognormal and one power law; lognormal and two
power laws. If the reduced χ2 value in a more complex model doesn’t decrease by
more than 20%, we accept the simpler model as the representative model. The values
corresponding to the accepted model according to this acceptance rule are shown in
bold font.
parameter values with their uncertainties as estimated using MCMC for the accepted
models are shown in table 3.2.
Figure 3.12 shows our adopted sub-division of the Mon R2 column density map
into 15 different regions and we have overplotted Class I and class II YSOs on the
map along with the Spitzer-IRAC mid-IR coverage contour from Gutermuth et al.
(2011). The accepted model is overlayed on the N-PDF for each region in figure 3.13.
We did not find a region with a minimum reduced χ2 for a G model (equation 3.5) as
the most favorable model. We expect a pure lognormal behavior for non-star-forming
turbulent gas, whereas all of our regions have at least a few YSOs, except region
5 where we have incomplete Spitzer sampling. Even regions were chosen for their
low gas density and a dearth of YSOs exhibit some small N-PDF excess above the
lognormal. The regions that are best fitted by a G+1 model (equation 3.6) include all
of the well-known embedded YSO clusters (for example, the central Mon R2 cluster is
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in region 8, GGD 17 in region 2, and GGD 12-15 in region 4; Gutermuth et al., 2009)
centered on visually obvious gas “hubs” with filamentary structures radiating outward
(Myers, 2009). Finally, the G + 2 model (equation 3.7) regions visually appear to be
aggregates of several distinct filamentary gas structures with no dominant dense gas
hubs, as seen in region 6, 7, 9, 11 and 12. Detailed characterizations of the radial
profiles of gas filaments in nearby clouds show a spatially resolved maximum in the
column density along the spine of the filaments (for example, Arzoumanian et al.,
2011). Thus, in the N-PDFs of regions which consist of an aggregate of filaments,
we see a downturn of the N-PDF near the maximum density of the most massive
filament. These regions correspond to relatively diffuse and young YSO distributions
and will be discussed further below.
To understand how the star formation properties depend on the gas properties,
we compare the number of sources to both the power-law exponent and the mass,
all of which are tabulated in Table 3.3. For studying the variation of the powerlaw index with the YSO count, we have considered the power-law index from both
G + 1 and G + 2 models. For the N-PDFs with two power laws, we use the first
index because the second power-law index generally seems to represent a cut-off at
some near-maximal N(H2 ) value, likely set by the peak column density of the densest
filament in the aggregate. The total gas mass is calculated by integrating masses
over every positive pixel value for each region. Lombardi et al. (2015) have called
into question the robustness of Herschel derived N(H2 ) values below AK ∼ 0.1 mag
(∼1021 cm−2 ). The upper limit to the effect this may have on our masses is given by
a hypothetical box of 6.5 × 6.5 pc with a mean extinction of 0.1 AK ; this box has a
total mass of ∼673 M . This is a substantial fraction of the reported total mass in
the regions with low mean N(H2 ), such as regions 3 and 5. Finally, YSOs are counted
by the data presented in Gutermuth et al. (2011) for each of the 15 regions; we only
include YSOs superimposed on gas column densities above N (H2 ) > 1022 cm−2 (for
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example, Battisti & Heyer, 2014). We note that a few regions (3, 5, 10, 15) are not
fully surveyed by Spitzer, however, the preponderance of low column density gas in
the missed areas suggests that at most a few YSOs would be omitted from those
regions (Gutermuth et al., 2011).
In previous studies, it has been shown that the exponent of the power-law component relative to the lognormal component of an N-PDF correlates with more active
star formation (Kainulainen et al., 2009). We find this same correlation within the
Mon R2 cloud. In figure 3.14, we see a correlation between YSO count and the first
power-law index (α1 ) when these data are separated by the N-PDF model type (Pearson coefficient 0.91 and 0.93 for G + 1 and G + 2 types, respectively). The correlation
is steeper in the case of the single power-law models, while it is shallower for those
with two power laws. Since the single law power laws PDFs have a higher fraction of
gas mass at higher column densities, the higher number of YSOs in these regions may
result from a higher star formation rate density and more efficient star formation at
these high gas densities (Gutermuth et al., 2011).
We also find a clear correlation between YSO mass and the total gas mass when
we integrate over the N-PDF within the high column density regime. In figure 15, we
plot the dense gas mass of each region versus its embedded YSO mass, tallying the
gas and the number of YSOs within the N (H2 ) > 1022 cm−2 contour (for example,
Battisti & Heyer, 2014). The YSO mass is calculated by assuming that each YSO
is 0.5 M . The resulting integrated star formation efficiency (SFE) in this column
density range is 5% to 10% as we progress from low dense gas to high dense gas
masses. However, the requirement that the YSOs are observed coincident with the
dense gas means that 30-80% of all YSOs are ignored in a given region. The slope of
the best fit line in figure 3.15 is ∼1.12 ± 0.11, and the correlation is quite strong with
a Pearson coefficient of 0.96. A constant dense gas SFE would give a slope near unity
(for example, Lada et al., 2010), while an SFE that rises with gas column density
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Figure 3.14 Total number of YSOs vs. first power-law index of the best fitted N-PDF
model by region. Uncertainties in YSO count follow Poisson statistics whereas the
power-law index uncertainties are obtained from Markov Chain Monte Carlo fits. The
numbers associated with the data points refer to the region number (cf. figure 3.12).
A steep correlation is seen for the regions that are defined by G + 1 models. The
dependence is present, but shallower, for the regions defined by G + 2 models.

Figure 3.15 Mass of embedded YSOs vs. dense gas mass for different regions. Labels
show the region numbers for each point, and regions that have no gas above 100
M pc−2 (and thus no “dense gas” nor “embedded YSOs”) have been omitted. The
overplotted dash lines are the lines of constant star formation efficiency, and the solid
line is the best fit line to the data.
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when integrated over the box would give a slope above 1 (Gutermuth et al., 2011;
Lada et al., 2013). An SFE that rises with gas column density would result from a star
formation law where the star formation per area, Σstar , increases as a power (index >
1) of the gas surface density, Σgas . Gutermuth et al. (2011) found that Σstar ∝ Σ2gas
in eight molecular clouds using the same Spitzer YSO data shown in this paper and
using extinction maps derived for 2MASS to measure the gas column density. If we
apply this law to the column densities shown for figure 3.3 and then integrate to
find the total mass of stars in each region, we find that this value gives a higher SFE
(∼15% to 30%) than that found for Mon R2 in figure 3.15. However, we can reproduce
the SFE between dense gas mass and embedded YSO mass in figure 3.15 (∼5% to
10%) if we adopt the Gutermuth et al. (2011) star-gas density correlation fit result for
1.8
the Ophiuchus cloud where Σstar ∝ Σgas
. There are two reasons why the Ophiuchus

value may be more appropriate. First, the 2M ASS near-IR data may have under
predicted the gas column densities toward the densest regions of Mon R2, therefore
biasing the power-law exponent derived by Gutermuth et al. (2011) power-law index
for Mon R2. Second, the physical beam size of the Herschel-derived column density
map of Mon R2 is both much smaller than the corresponding beam size for the Mon
R2 near-IR extinction map and similar in size to the beam size of the Ophiuchus
near-IR extinction map. From this analysis, we find the observed correlation between
the mass of stars and mass of gas in Mon R2 is consistent with both a constant dense
gas SFE and SFE that rises with column density, and uncertainties in these data are
too large to distinguish these models.
Other interesting correlations are apparent. The regions with aggregates of filaments (i.e. those fit by the G + 2 N-PDFs) have large xbrk2 or shallow α2 (> -3) and
we see quite young stellar distributions relative to those with cluster-forming hubs
(G + 1 N-PDFs). The Class II/Class I star count ratio is ∼3 for regions 6, 7, & 9
(those with G + 2 PDFs), in contrast to ∼5 for regions 2, 4 & 8 (those with G + 1).
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The Class II/Class I ratios of 3 are a signature of comparative youth, although they
are not as low as that for the extremely young cluster Serpens South (Class II/Class
I ratio of 0.77, Gutermuth et al., 2008b). This result suggests either a longer protostellar lifetime or a later time since the onset of star formation in filament aggregate
regions relative to regions containing cluster-forming hubs in Mon R2. It remains
an open question whether some filaments in a given aggregate could consolidate into
cluster-forming hubs at a later epoch.
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Region
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15

Center (RA; Dec)
[hh:mm:ss; hh:0 :00 ]
Model
6:14:41.530; -6:20:53.64 G + 1
6:12:45.773; -6:11:43.99 G + 1
6:11:22.797; -5:43:43.26 G + 2
6:10:48.660; -6:11:46.46 G + 1
6:11:10.362; -7:11:03.16 G + 2
6:07:37.387; -5:10:43.81 G + 2
6:08:37.250; -5:54:02.27 G + 2
6:07:45.800; -6:21:43.55 G + 1
6:08:04.324; -6:59:00.28 G + 2
6:09:00.134; -7:32:00.99 G + 1
6:05:54.363; -6:19:55.49 G + 2
6:06:24.493; -5:52:14.65 G + 2
6:05:54.207; -6:47:36.88 G + 2
6:05:42.597; -7:16:00.39 G + 2
6:03:42.738; -6:41:09.54 G + 1
Log A
3.272 ± 0.037
3.105 ± 0.005
2.926 ± 0.005
3.205 ± 0.006
2.873 ± 0.005
3.102 ± 0.029
3.007 ± 0.003
3.048 ± 0.003
3.051 ± 0.034
2.919 ± 0.005
3.105± 0.084
3.231 ± 0.004
2.894 ± 0.005
3.108 ± 0.005
2.952 ± 0.004

Log x0
[cm−2 ]
21.133 ± 0.017
21.078 ± 0.002
21.007 ± 0.001
21.049 ± 0.002
21.011 ± 0.001
20.963 ± 0.005
21.279 ± 0.002
21.409 ± 0.008
21.245 ± 0.007
21.243 ± 0.003
21.142 ± 0.069
21.231 ± 0.003
21.142 ± 0.002
21.135 ± 0.005
21.077 ± 0.001
Log σ
0.136 ± 0.007
0.104 ± 0.002
0.065 ± 0.001
0.058 ± 0.003
0.087 ± 0.001
0.074 ± 0.004
0.126 ± 0.003
0.167 ± 0.007
0.105 ± 0.005
0.131 ± 0.003
0.071± 0.006
0.076 ± 0.003
0.078 ± 0.004
0.118 ± 0.004
0.120 ± 0.001

α1
-2.575 ±
-1.609 ±
-4.408 ±
-1.476 ±
-0.678 ±
-1.112 ±
-3.645 ±
-1.486 ±
-0.701 ±
-3.965 ±
-1.621 ±
-1.849 ±
-3.929 ±
-2.894 ±
-2.459 ±
0.018
0.015
0.094
0.008
0.582
0.008
0.243
0.038
0.042
0.093
0.054
0.088
0.006
0.025
0.158

Log xbrk1
Log xbrk2
[cm−2 ]
α2
[cm−2 ]
21.032 ± 0.002
—
—
21.190 ± 0.006
—
—
21.049 ± 0.007 -9.092 ± 0.399 21.238 ± 0.003
21.061 ± 0.004
—
—
21.205 ± 0.002 -12.414 ± 1.164 21.282 ± 0.005
20.911 ± 0.006 -8.323 ± 1.099 22.086 ± 0.041
21.287 ± 0.076 -6.739 ± 0.642 21.588 ± 0.008
21.627 ± 0.008
—
—
21.171 ± 0.019 -2.518 ± 0.083 21.637 ± 0.005
21.401 ± 0.018
—
—
21.220 ± 0.004 -2.37 ± 0.003 21.535 ± 0.056
21.162 ± 0.004 -3.142 ± 0.064 21.468 ± 0.002
21.197 ± 0.013 -7.223 ± 0.008 21.371 ± 0.015
21.227 ± 0.037 -0.901 ± 0.005 21.667 ± 0.010
21.359 ± 0.005
—
—

Table 3.2 Best fitted parameter values corresponding to different accepted models for all 15 regions, as obtained using MCMC
method.
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Region ClassI YSOs ClassII YSOs
1
1
46
2
12
63
3a
0
3
4
23
127
5a
0
0
6
11
36
7
4
12
8
53
304
9
19
46
10a
1
0
11
7
36
12
3
14
13
1
4
14
8
7
15a
2
3
a
Incomplete Spitzer coverage

Total YSOs
47
75
3
150
0
47
16
357
65
1
43
17
5
15
5

YSO ratio
ClassI YSOs ClassII YSOs
ClassII/ClassI Embedded
Embedded
46
0
1
5.25
9
17
∞
0
0
5.52
20
75
∞
0
0
3.27
4
10
3
0
0
5.74
45
114
2.42
9
9
0
0
0
5.14
4
3
4.67
0
0
4
0
0
0.88
6
1
1.5
0
0

Table 3.3 Star-gas contents in each region.
Total YSOs Dense gas mass Total gas mass Dense gas mass fraction
Embedded
[M ]
[M ]
Dense gas / Total gas
1
9.71
958.84
0.01
26
146.7
1384.96
0.11
0
0
748.7
0
95
467.95
1773.22
0.26
0
0
719.86
0
14
115.75
1392.83
0.08
0
0
1308.05
0
159
978.74
2998.21
0.33
18
178.98
2009.66
0.09
0
0
1300.25
0
7
38.6
1392.27
0.03
0
2.61
1433.23
0
0
0
1027.29
0
7
92.28
1276.31
0.07
0
0
870.22
0

3.4

Conclusions and future work

We present an analysis of the dust emission in the Mon R2 GMC using Herschel.
Data is reduced using HIP E version 11.0.1 using P lanck − HF I for calibrating
SP IRE images. We performed a single temperature greybody fit to the 250 µm, 350
µm and 500 µm SP IRE data. The emissivity (β) can be used as a free parameter for fit but generally β and temperature are degenerate unless we include higher
wavelength data (∼mm range). For this reason, generally in analyses like this β is
fixed beforehand and fits are performed for the remaining parameters. We used the
flux ratio comparison plot to constrain a proper value of β as a representative value
for the whole cloud. We found this value to be 1.8. The flux ratio plot also gives
a possibility of the β values being scattered up to ∼1.5 on the lower limit and up
to ∼2.0 on the upper limit. To constrain the systematic uncertainties of adopting a
fixed β, we studied the variation in derived column densities and temperatures for
taking these two extreme values of β. We found that the shift would be ∼30%, consistent with other dust continuum studies. We used a NIR extinction map (Gutermuth
et al., 2011) to check the gas column density values that we derive from the dust
emission maps, finding median gas density ratios of 0.95 and thus good agreement at
intermediate column densities. We presented an analysis of the statistical confidence
that our SED fits are distinct from the R-J limit, finding that those pixels with T
> 28K have a non-negligible probability of being on the R-J tail of the SED. These
pixels are discarded from our N-PDFs.
We studied the PDF of column densities in the whole cloud and found that the
distribution is lognormal for regions with column density < 1021 cm−2 and changes
to a power-law form with slope -2.15 otherwise. Theoretically, supersonic turbulence
is the responsible mechanism dominant over large scales in mostly diffuse low column
density regions. This implies that the lognormal nature that we see for low column
densities may be a consequence of supersonic turbulence. Similarly, on smaller scales,
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the gas self-gravity wins over turbulence giving rise to a power-law tail as seen in
simulations. Hence, below the critical limit of ∼1021 cm−2 in the Mon R2 cloud,
the regions may be better explained as turbulence-dominated regions and above this
value, the power-law tail may be the consequence of the prevalence of self-gravity.
We extended our study further by selecting 15 sub-regions for N-PDF characterization to see if we observe similar behavior in regional N-PDFs as in the whole
Mon R2 GMC. The regions were fixed in size and selected to span a range of YSO
density environments. For all regions that contain dense YSO cluster cores, the NPDF is a combination of a lognormal and one power-law function. We do not see the
power law excess in the high column density region of the Mon R2 cluster core, as
reported by Schneider et al. (2015a). The regions with moderate numbers of YSOs
and dense filamentary structures are better explained by a lognormal with two power
laws.
We studied how the power-law index of N-PDFs, often claimed to be a defining
factor of star formation, varies with the YSO count in several regions of Mon R2. For
the regions defined by a single power law, we found that the correlation is steeper
than for the regions defined by two power laws. In the latter case, the absence of
high column density gas signifies lower star formation efficiency and thus fewer YSOs.
While doing the regional analysis, we estimated the dense gas mass in each region and
did a qualitative study of their relationship with the YSO count that are embedded
in the dense gas. We see a clear correlation of the dense gas mass with the embedded
YSO count, but we lacked sufficient statistical constraint to differentiate between
models that suggest the SFE is constant or rising with higher dense gas mass.
The emergence of the single power-law in N-PDFs is often related to high star
formation in those regions, but the presence of the second power law is still not fully
understood. However, looking at the gas geometry in those regions, it seems to be
related to the presence of dense filament aggregates. This leaves us with further

108

open questions. Are these filament aggregates, which are represented in N-PDF by
a shallow power-law with a steep cut-off at intermediate density, distinctly different
structures from seemingly more monolithic clustered star-forming sites that exhibit
single power-law N-PDFs? Do the filament aggregates coalesce into the more monolithic cluster-forming sites, thereby evolving to reach a geometry where higher gas
densities are achieved and stars can be formed considerably more efficiently? A more
detailed work that incorporates other nearby molecular clouds is required to address
these questions and is beyond the scope of this paper.
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CHAPTER 4
STAR-GAS CORRELATIONS IN TWELVE NEARBY
GIANT MOLECULAR CLOUDS

Pokhrel et al. (in prep.)
Abstract: We explore the correlations between the star formation rate density and
the mass surface density of molecular hydrogen gas in twelve nearby molecular clouds
located at <1.5 kpc distance. The sample clouds are selected based on the variation of
their distance, mass, size, evolutionary stage and star formation rates to remove the
bias induced by any of these factors. We used thermal dust emission from Herschel
maps to probe the gas content and the young stellar objects from the most recent
SESNA catalog to probe the stellar content. With our observations, we probe the
star-gas density correlations at the cloud (∼10s of pc) to clump (∼0.5 pc) scales. We
explored the relation between the surface densities of stars and gas using two independent techniques. The first method is based on the star-sampled nearest neighbor
method and the second approach is based on gas-sampled extinction contours. For
extinction contours, we analyze the star-gas density correlations based on both the
integrated as well as differential contours. In all the analyses, we found consistent
results with an average power-law index of ∼2, which is consistent with the prediction
from thermal Jeans fragmentation for an isothermal layer of gas. At these scales, we
do not see the existence of a column density threshold for efficient star formation.
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4.1

Introduction

The physical processes that govern the conversion of interstellar gas to stars have
been long investigated in both Galactic (e.g., Schmidt, 1959, 1963; Lada et al., 2010,
2012; Evans et al., 2014) and extragalactic (e.g., Sanduleak, 1969; Hamajima & Tosa,
1975; Kennicutt, 1998; Wong & Blitz, 2002; Gao & Solomon, 2004; Suzuki et al., 2010)
contexts. Schmidt (1959, 1963) gave one of the first results on the relation between
star formation rate and properties of interstellar gas using distributions of local HI
gas and stars orthogonal to the Galactic plane. The explored relation is popularly
known as the “Schmidt law”, which states that the star formation rate density is
proportional to the square of the density of the gas. Similar super-linear power-law
indices were later reported for nearby galaxies (e.g., Sanduleak, 1969; Hamajima &
Tosa, 1975). Later works were further expanded to include molecular hydrogen and
larger samples of galaxies (e.g., Kennicutt, 1989), and the Schmidt law was further
generalized in terms of the surface densities of star formation rate (SFR) and gas
mass as follows:

ΣSFR ∝ ΣN
gas

(4.1)

Kennicutt (1998) used galaxy averaged measurements of ΣSFR and Σgas using
normal spirals and starburst galaxies and found N = 1.4 ± 0.15. This formulation
is widely known as the “Kennicutt-Schmidt relation”. The power law index does
not change significantly after including more samples with wider galaxy types (see
Kennicutt & Evans, 2012 for a review). However, the power law index of 1.5 is often
credited to a simple explanation (see Elmegreen, 1994; Wong & Blitz, 2002; Krumholz
& Tan, 2007). In a spherical geometry, free fall time depends on the gas density as
tff ∝ ρ−0.5
gas . Assuming that the star formation time scale is the same as the free fall
time scale, ρ̇SFR = M∗ /tff ∝ ρ1.5
gas . If we further assume that ρ ∝ Σ, this power law
index is the same as in the Kennicutt-Schmidt relation.
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Apart from the galactic disk-averaged studies, other efforts of constraining the
power-law index N are concentrated on radial or point-by-point measurements on
sub-kpc scales (e.g., Kuno et al., 1995; Zhang et al., 2001; Wong & Blitz, 2002; Heyer
et al., 2004; Schuster et al., 2007) and they report values of N between 1 and 2. On
the spatially resolved 0.1-2 kpc scales, N is found to be around 0.8-1.6 (e.g., Kennicutt
et al., 2007; Bigiel et al., 2008; Braun et al., 2009; Verley et al., 2010). Bigiel et al.
(2008) studied spatially resolved observations of nearby galaxies at the scale of ∼750
pc and confirmed that the star formation rate is better correlated with molecular
hydrogen than atomic. They found a linear relation between ΣSFR and molecular
hydrogen surface density over the range of 3-50 M pc−2 . Suzuki et al. (2010) studied
the scaling laws in M 81 and M 101 and found that N can vary between 1 and 2
within a galaxy. Gao & Solomon (2004) used the dense gas tracer HCN to trace
cold molecular gas and total far-IR luminosity for star formation rate. They found
a linear correlation between star formation rate and the mass of dense molecular
gas (not in terms of their surface densities). Similarly varying N has been reported
for even smaller scales of 100-500 pc (see reviews by Kennicutt & Evans, 2012 for
details). Some of the variations in N can be attributed to the systematics in data
and analysis, such as spatial resolution, fitting techniques, SFR tracer, uncertainties
in conversion quantities, etc. Because of these inconsistencies, the underlying physics
for a power-law dependence is still an open question.
The extragalactic measurements give star-gas scaling relations based on integrated
star formation and gas across multiple clouds. Studies of hierarchical fragmentation
(c.f. Pokhrel et al., 2018) show that stars form in cores (∼0.05 pc), cores form in
clumps/filaments (∼1 pc), and clumps form in clouds (&10 pc). Hence, to have a
better understanding of star formation, scaling laws such as Equation 4.1 need to
be explored at pc/sub-pc scales for clouds in the Milky Way Galaxy. Among such
studies, Evans et al. (2009) found that the SFR for local clouds lies about a factor

113

of ∼20 above the extragalactic Kennicutt-Schmidt relation, and slightly above the
extrapolated relation from a study of massive dense clumps in the Milky Way (Wu
et al., 2005). The study by Evans et al. (2009) is further extended by Heiderman
et al. (2010) and they found similar results. Later, Lada et al. (2010) suggested a
surface density threshold of 116 ± 28 M pc−2 (∼8 AV ) above which the SFR varies
linearly with the mass of dense gas. Similarly, Heiderman et al. (2010) reported
a steep increase in ΣSFR with increasing Σgas up to ∼ 130 M pc−2 , above which
they reported a linear scaling relation. Lada et al. (2012) further showed that the
dispersion between SFR and gas mass is minimized for the cloud above a threshold
of 8 AV . This picture of low dispersion above 8 AV is further supported by Evans
et al. (2014).
On the other hand, Gutermuth et al. (2011) found that ΣSFR ∝ Σ2gas up to several
100 M pc−2 , and they did not find any evidence of a column density threshold for
star formation. Burkert & Hartmann (2013) argued that the correlations reported by
Lada et al. (2010) and Heiderman et al. (2010) do not require any density threshold,
but is an effect of increasing gravitational effect with increasing density. Clark &
Glover (2014) found that the clouds in their simulation can still form stars at cloud
averaged densities that are lower than ∼7 AV . They further suggest that the reports
on the threshold of star formation are more likely a consequence of the star formation
process, rather than a pre-requisite for star formation. On a study of the Ophiuchus
cloud, Johnstone et al. (2004) found that cores do not form below 7 AV and suggested
it to be the threshold extinction for the formation of stars. However this has been
refuted by Sokol et al. (2019) who found a substantial number of sub-mm cores below
7 AV in Mon R2 GMC, with no distinct extinction threshold for star formation (also
see Benedettini et al., 2018 for Herschel results in the Lupus Cloud complex).
This study aims to improve the quality of star-gas correlation constraints derived
from nearby clouds. The study is superior to previous works due to the following
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three reasons. First, to minimize bias in our characterization of the nature of star-gas
correlation, our sample consists of twelve molecular clouds with a huge range of mass,
size, distance, evolutionary stage, and star formation rate. Second, we use uniformly
reduced datasets for young stellar objects (YSO) and gas. We probe molecular gas
using Herschel emission maps that have better sensitivity and angular resolution
while covering more than an order of magnitude wider range of gas density than
near-IR extinction maps used in the literature (e.g., by Lada et al., 2010; Heiderman
et al., 2010; Gutermuth et al., 2011). For the YSOs, we use a new, uniformly reduced
catalog from SESNA (Spitzer Extended Solar Neighborhood Archive) (Gutermuth et
al. in prep.). Third, we use three measurement techniques to explore star-gas density
relations that span the size scale from sub-pc to entire clouds. These methods include
the star-sampled nearest neighbor technique (e.g., Gutermuth et al., 2011; Masiunas
et al., 2012; Rapson et al., 2014; Li et al., 2019), gas-sampled integrated AV contours
(e.g., Lada et al., 2012; Evans et al., 2014), and gas-sampled differential AV contours
(e.g., Heiderman et al., 2010).
In §4.2 we explain our observations and data reduction methods for obtaining
H2 gas column density maps and the YSOs catalog. In §4.3, we explain the nearest
neighbor technique used to study star-gas correlations and present its results. Another
independent analysis using AV contours is explained in §4.4, including analysis of both
integrated and differential AV methods. The results are discussed in §4.5 and finally
a brief conclusion of the study is presented in §4.6.

4.2

Observations and data reduction

We require two kinds of observation to explore the star-gas correlations: one to
probe the gas column density distribution in the molecular clouds, and another to
probe the YSOs that directly trace star formation rate surface density at a wide
range of spatial scales over ∼0.5 and ∼2.5 Myr time scales. We used observations
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from Herschel to probe the gas content in clouds, and observations from 2MASS,
Spitzer and UKIDSS to probe and classify the stellar sources.

4.2.1

N(H2 ) maps using Herschel

In the past, star-gas correlations have generally been studied using near-IR extinction maps to characterize the spatial distribution of gas column density (Lada
et al., 2010; Heiderman et al., 2010; Gutermuth et al., 2011; Lada et al., 2013). Despite its popularity, the angular resolution of such a map depends on the density of
background stars that are detected. Also, for dense foreground clouds with AV &
20 mag, faint background stars are often extinguished beyond detection so we are
not able to correctly estimate the dust column density for high extinction regions
without deeper photometry. Thus this method can effectively saturate toward highdensity regions. The YSOs are bright at mid-IR, which makes it much harder to use
for extinction mapping. The Herschel space observatory provides an unprecedented
angular resolution and sensitivity in the far-IR, enabling dust emission mapping of
substantially greater quality than has been previously available over large areas of
sky, along with a wide dynamic range of column densities (c.f., André et al., 2010).
See Goodman et al. (2009a) for a comparative study of gas column densities using
different techniques. To ensure uniformity in gas column density for all the clouds,
we use the gas maps derived from Herschel observations only. Herschel OBSIDs for
all the clouds utilized in this study are listed in Appendix B.1.
For the Gould Belt clouds that are <500 pc away, we obtained the gas column
density maps from the Herschel Gould Belt Survey (HGBS) archive 1 , including Ophiuchus, Perseus, Orion-A (Stutz & Kainulainen, 2015), Orion-B, Aquila North and
Aquila South. For the clouds located beyond the Gould Belt (>500 pc), viz. NGC
2264, S140, AFGL 490, Cep OB3, Mon R2, and Cygnus-X, their far-IR emission was
1

http://www.herschel.fr/cea/gouldbelt/en/Phocea/Vie des labos/Ast/ast visu.php?id ast=66
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mapped with parallel scan-map mode with the ESA Herschel space observatory (Pilbratt et al., 2010) using both the Photoconductor Array Camera and Spectrometer,
PACS, (Poglitsch et al., 2010) and the Spectral and Photometric Imaging REceiver,
SPIRE, (Griffin et al., 2010). For Mon R2, Cep OB3 and Cygnus-X, we have reduced
the Level 1 Herschel observations to obtain the final flux calibrated dust emission
maps using Herschel Interactive Processing Environment (HIPE; Ott, 2010b). For
S140, NGC 2264 and AFGL 490, we used level 2.5 and level 3 reduced Herschel
observations from the ESA Herschel Science Archive (HSA2 ). We followed Pokhrel
et al. (2016) to reduce the observations and obtain column density and temperature
maps. The process is explained briefly from §4.2.1.1 to §4.2.1.3.
Table 4.1 provides the global properties for individual clouds. The central coordinates, size and mass above 1 AV that are listed in Table 4.1 are calculated using
the column density maps that we used for this study. For distances to the clouds,
recent Gaia results are used where available. For the clouds where Gaia distances are
not available, we have used the distances obtained using maser parallaxes and stellar
photometry. The references to the column density maps and distances to the clouds
are provided.
For the Mon R2 giant molecular cloud (GMC), the historically popular distance
that is widely used in the literature is 830 pc (for example, Pokhrel et al., 2016;
Rayner et al., 2017; Sokol et al., 2019, etc). Racine (1968) estimated the distance
to Mon R2 as 830 ± 50 pc using stellar photometry. Other recent studies found the
distance to Mon R2 to be 905 ± 37 pc (Lombardi et al., 2011), and more recently
893+44
−40 pc by Dzib et al. (2016) using VLBI techniques. These estimates are not far
off from the original distance of 830 pc. Moreover, in §4.5.1, we compare our star-gas
study with core-gas study of Sokol et al. (2019) who use the distance of 830 pc. To

2

http://archives.esac.esa.int/hsa/whsa/
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maintain consistency in comparison, and since the updated distances do not vary by
much, we adopt 830 pc for the distance to Mon R2. However, the observed star-gas
correlations for Mon R2 do not change by more than 3-σ uncertainty limit if we use
the distance from Dzib et al. (2016).

118

119

16h27m31.2s -24d12m39.6s
03h35m40.8s +31d31m55.2s
05h39m24s -07d18m21.6s
05h47m36.96s +00d06m00s
18h34m59.04s +00d00m00s
18h29m42.72s -02d46m48s
06h41m07.92s +10d01m33.6s
22h21m15.84s +63d42m46.8s
03h08m07.44s +59d31m04.8s
22h56m15.36s +62d10m55.2s
06h08m46.8s -06d23m13.2s
20h28m34.8s +39d31m37.2s

Ophiuchus1,2
Perseus1,3
Orion-A4
Orion-B1,5
Aquila North1,3
Aquila South1,6
NGC 2264
S140
AFGL 490
Cep OB3
Mon R2
Cygnus-X
4.8
6.2
6.8
6.8
6.2
4.4
1.9
1.3
1.5
4.9
4.3
5.8

×
×
×
×
×
×
×
×
×
×
×
×
5.0
5.0
8.4
8.6
5.0
4.7
3.2
1.3
1.5
3.3
4.4
6.7

Angular size
(deg. × deg.)
11.5
31.6
49.3
49.2
46.9
32.7
24.4
17.0
21.0
69.5
62.4
142.2

×
×
×
×
×
×
×
×
×
×
×
×
12.0
25.3
60.9
62.4
37.5
35.4
40.7
18.0
21.0
47.5
63.6
163.7

Physical size
(pc × pc)
3
6
55
17
34
50
19
5
16
79
33
1796

Mass
(×103 M )

1377
2948
4189
4189
4367
4367
73810
76411
80012
82013
83014
140015

Distance
(pc)

References. — (1) André et al., 2010; (2) Ladjelate et al. in prep; (3) Pezzuto et al. in prep; (4) Stutz
& Kainulainen, 2015; (5) Konyves et al. in prep; (6) Könyves et al., 2015; (7) Ortiz-León et al., 2018; (8)
Zucker et al., 2019; (9) Yan et al., 2019; (10) Kuhn et al., 2019; (11) Hirota et al., 2008b; (12) Obonyo et al.,
2019; (13) Kun et al., 2008; (14) Racine, 1968; (15) Rygl et al., 2012

R.A., Dec.
J(2000)

Clouds

Table 4.1. General properties of clouds

4.2.1.1

Preliminary reduction with HIPE

In Pokhrel et al. (2016), we used Herschel-SPIRE 250, 350 and 500 µm dust
emission maps to obtain the column density and temperature maps for the Mon R2
GMC. As a synopsis of the work of Pokhrel et al. (2016), we used a flux ratio plot,
specifically F(350)/F(500) versus F(250)/F(350), to constrain the emissivity index
(β). With this constant β assumption we performed a modified black body fit on a
pixel-by-pixel basis to obtain column density and temperature maps. We used the
flux uncertainties, flux ratio plot and variation of temperature with column density to
set a limit on temperature above which the pixels are generally consistent with being
Rayleigh-Jeans limited and masked them out. The pixels that are saturated due to
bright emission at shorter wavelengths are also excluded from further analysis. The
excluded pixels are very low in number (for example, <0.5 % for Mon R2 from Pokhrel
et al., 2016) and are mostly high-temperature pixels so the amount of mass lost in
such pixels is also quite low. Finally, we compared the column densities obtained by
the Herschel and near-IR extinction map to verify their consistency. We followed
the same procedure for NGC 2264, S140, AFGL 490 and Cep OB3. The procedure
is a bit different for Cygnus-X, hence below we explain the data reduction procedure
for Cygnus-X.

4.2.1.2

Cygnus-X data reduction

Cygnus-X star-forming complex is the most distant (d = 1400 pc), most massive
(∼1.8 × 106 M above 1 AV ) and covers the biggest area (∼ 140 pc × 160 pc) in
our sample of clouds. The huge area imposes the possibility of different distances to
different sections of the cloud. However, line observations have shown the relatively
consistent distance to the overall star-forming complex (Schneider et al., 2006, 2007;
Rygl et al., 2012). Despite its large area, slight variances in the regional distance in
Cygnus-X cause a negligible effect on our analysis because of its large distance.
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The large area of Cygnus-X required reducing a large number of observations (see
Appendix B.1 for the details of each observation). We used HIPE, version 15.0.1 to
reduce PACS and SPIRE observations and finally mosaic them. The raw data were
obtained in both in-scan and cross-scan (orthogonal) mode to help mitigate scanning
artifacts. We adjusted the standard pipeline scripts to construct combined maps recovering the extended emission from the two sets of scans. All three SPIRE maps
are absolute calibrated using the P lanck-HFI emission maps, followed by applying
relative gains, de-striping in each band and applying the zero-point correction using
the standard HIPE technique (see Pokhrel et al., 2016 for details). We follow Lombardi et al. (2014) to reduce PACS observations, with the exception that we use the
“JScanam” map maker instead of Scanamorphous to remove the low-frequency noise.
JScanam is the HIPE implementation of the Scanamorphos algorithm which removes
the low-frequency noise while recovering extended emission by using the “galactic”
option (Graciá-Carpio et al., 2017).
The PACS data products are not calibrated for absolute flux density and only
provide relative photometry. While this is not a problem for doing point source
photometry, it poses a serious problem for obtaining gas column density maps. We
follow Lombardi et al. (2014) to calibrate PACS observation, and also to do a sanity
check based on the calibration of the Planck-calibrated SPIRE observations. We
highly recommend going through the recipe provided in §3 of Lombardi et al. (2014)
for the details of the calibration process. Repeating the procedure is beyond the scope
of this paper. However, in brief, the procedure consists of the following steps:
1. For each cloud, extract optical depth, temperature, and spectral-index maps
from the P lanck Legacy Archive3 for regions corresponding to Herschel emission maps,
3

https://pla.esac.esa.int/#home
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2. For each Herschel passband, calculate the expected emission assuming a modified blackbody model to make fiducial Herschel maps from P lanck maps obtained in step 1,
3. Degrade the original Herschel emission maps to match the resolution of P lanckderived fiducial Herschel maps,
4. Linear fit the relation between the original Herchel maps with fiducial Herschel
maps for each wavelength. The offset of the linear fit provides the absolute
photometric calibration of the original Herschel maps.
4.2.1.3

Modified blackbody fits

In this section, we briefly explain the procedures we employ to derive the column
density and temperature maps and suggest that readers look into §.2 of Pokhrel
et al. (2016) for more details. First, we matched all the Herschel observations to a
common resolution and grid that are equivalent to the 500 µm SPIRE map. Thermal
dust emission is modeled by a blackbody spectrum that is modified by a frequencydependent emissivity (Hildebrand, 1983). Assuming that the dust emission is optically
thin in the far-IR region, emission Iν for a modified blackbody spectrum can be
approximated as:

Iν = κν0 (ν/ν0 )β Bν (T )Σ

(4.2)

where κν0 is a reference dust opacity per unit gas and dust mass at a reference
frequency ν0 . We took κν0 = 2.90 cm2 /gm for ν0 corresponding to the longest observed
wavelength, 500 µm, following the OH-4 model (Ossenkopf & Henning, 1994). β is the
dust emissivity power-law index. Bν (T ) is the Planck function for a perfect blackbody
of temperature T . Σ is the mass surface density which is defined as Σ = µmH N (H2 ).
µ is the mean molecular weight per unit hydrogen mass ∼ 2.8. mH is the mass of
single hydrogen atom. N (H2 ) is the gas column density. We assumed the canonical
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gas-to-dust ratio of 100 (Predehl & Schmitt, 1995) for converting dust measurements
to gas.
Pokhrel et al. (2016) utilize SPIRE maps to make column density and temperature
maps, which we follow for the clouds in this study too. For Cygnus-X however, the
combined SPIRE 250 µm map suffers from a poorly matched background in different
individual regions of the mosaic. So we could not use the SPIRE 250 µm map for our
analysis. Instead, we used the PACS 160 µm map, along with SPIRE 350 and 500
µm for studying dust/gas properties in the Cygnus-X star-forming complex.
Equation 4.2 contains three unknown parameters, dust emissivity β, dust temperature T and H2 column density N(H2 ). We used a flux ratio plot similar to Pokhrel
et al. (2016) to find a representative β that is typical in the cloud. The left panel
of Figure 4.1 shows that β = 1.5 is a representative value for Cygnus-X. Similarly,
for other clouds, we constrained β between 1.5 and 1.8. After fixing β, we performed
modified black body fits in three Herschel wavebands using equation 4.2, to obtain
the column density and temperature maps.
Temperature estimation using Herschel emission depends on the enclosure of the
peak emission by the sampling of the dust’s Spectral Energy Distribution (SED).
Pixels with high-temperature estimates are prone to lie on the Rayleigh-Jeans (R-J)
tail of the modified black body spectrum, rendering those estimates unconstrained
toward higher values. This also affects column density estimation, as underestimating
(overestimating) temperature in the modified black body fits overestimates (underestimates) column density (see Pokhrel et al., 2016). We examined the flux ratio plot
to find the pixels where emission may be R-J limited and excluded such pixels for
further analysis. Table 4.2 shows the list of emissivity and band ratio that we utilized
for greybody fits, along with the R-J limited temperatures for each cloud.
The final step is a sanity check for the Herschel derived column density maps.
We compared the Herschel derived column density maps with the near-IR extinction
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Table 4.2. Greybody fit and YSO content for clouds
Clouds

Band
(µm)

β

TRJ
(K)

NYSO,total

NClassI

NClassII

NClassII
NClassI

Ophiuchus
Perseus
Orion-A
Orion-B
Aquila North
Aquila South
NGC 2264
S140
AFGL 490
Cep OB3
Mon R2
Cygnus-X

(160, 250, 350, 500)
(160, 250, 350, 500)
(160, 250, 350, 500)
(160, 250, 350, 500)
(160, 250, 350, 500)
(160, 250, 350, 500)
(250, 350, 500)
(250, 350, 500)
(250, 350, 500)
(250, 350, 500)
(250, 350, 500)
(160, 350, 500)

2.0
2.0
2.0
2.0
2.0
2.0
1.7
1.5
1.5
1.8
1.8
1.5

27
27
40
40
40
35
26
35
35
24
26
40

351
452
2394
544
403
911
558
531
319
2188
931
21387

70
100
294
91
67
160
100
61
45
205
165
2152

281
352
2100
453
336
751
458
470
274
1983
766
19235

4.01
3.52
7.14
4.98
5.01
4.69
4.58
7.71
6.09
9.67
4.64
8.94

derived column density maps within the range probed by the latter. The column
densities obtained using extinction maps are temperature independent, providing a
valuable check of our fits to the dust emission. We compared our Herschel derived
gas column density values to near-IR extinction maps from Gutermuth et al. (2011)
and Rapson et al. (2014) and found reasonable agreement in all the clouds. Some
of the extinction maps like Cygnus-X are unpublished but are made with the same
technique as those in Gutermuth et al. (2011). The right panel of Figure 4.1 shows
the comparison between the column density map obtained using our method and the
extinction based method for Cygnus-X star-forming complex and shows a reasonable
agreement. Plots for other clouds look similar and thus are omitted.
We combined the column density and temperature maps of the clouds to visualize them in Figures 4.2 and 4.3. In both figures, the intensity in each panel is a
representation of column density, and the color is a representation of temperature.
For all clouds except S140, AFGL 490 and Cygnus-X, the regions that have <10 K
temperature are colored red and the regions that are >20 K are colored blue. Any
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Figure 4.1 Showing the flux ratio plot and column density comparison between 2MASS
and Herschel for Cygnus-X. Left: Flux ratio plot for Cygnus-X star-forming complex,
showing the variation of F350 /F500 with F160 /F350 as a 2D histogram. Theoretical
greybody model showing different β and temperature tracks are overplotted. The
distribution in the flux ratio plot is best represented by β=1.5. Right: Comparison
between the column density values obtained from dust emission with Herschel (this
work) and from extinction maps using 2MASS and UKIDSS (Gutermuth et al., 2011).
The distribution shows consistency with y-axis = 0, showing a consistency in the
column density values obtained by these two different methods.
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other color between red and blue show the regions that are between 10 and 20 K. For
S140, AFGL 490 and Cygnus-X, blue colors represent the regions that are >25 K.

4.2.2

SESNA YSO catalog using 2MASS, Spitzer & UKIDSS

Astronomers have been using Spitzer observations to identify and classify the
young stellar systems for a long time (for example, Gutermuth et al., 2004; Harvey
et al., 2007). The method consists of comparing the mid-IR excess emission to a
photospheric reference and calculating the slope of the SED to distinguish different
types of YSOs. Spitzer has surveyed over 90% of known molecular clouds in the
nearest 1 kpc and provided some fundamental results about the young stellar sources.
See Evans et al. (2009) and Dunham et al. (2015) for results regarding protostellar
evolution, Gutermuth et al. (2009), Bressert et al. (2010) and Megeath et al. (2016)
for demographics of YSO clustering, and Heiderman et al. (2010), Lada et al. (2010)
and Gutermuth et al. (2011) for Spitzer results on the gas-origins of YSO clustering.
The YSO catalogs made with different techniques and by different groups differ
to various degrees. The initial examinations of YSO tallies derived for the same
targets in c2d/GB Legacy Surveys (Evans et al., 2009; Dunham et al., 2015) and
Gutermuth et al. (2009) suggested 10-20% discrepancy. Moreover, full catalog crossmatching reveals larger disagreements among YSO tallies by region. YSO recovery
is also biased by evolutionary class, leading to substantial differences in the ratio of
Class II to Class I YSOs, a useful star-forming region evolutionary indicator.
Hence, while Spitzer-based surveys of star-forming clouds were a revolutionary
step forward in their simultaneous extremely wide coverage and excellent mass completeness to dusty YSOs, many of these surveys were analyzed by independent groups
that emphasized differing primary science goals and demonstrate clear discrepancies
when compared. To mitigate these discrepancies, SESNA provides uniform retreatment of 92 (+16 for extragalactic contamination) sq. deg. of archival Spitzer cry-
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Figure 4.2 False color image showing column density and temperature distribution
in Ophiuchus, Perseus, Orion-A, Orion-B, Aquila North and Aquila South. Column
density is shown in terms of intensity of map and temperature is shown in terms of
color, where < 10 K regions are colored red and > 20 K regions are colored blue in
all the maps.

127

Figure 4.3 Same Figure 4.2, for NGC 2264, S140, AFGL 490, Cep OB3, Mon R2 and
Cygnus-X. For all clouds, pixels <10 K are colored red. For NGC 2264, Cep OB3,
and Mon R2, pixels >20 K are colored blue. For S140, AFGL 490 and Cygnus-X,
pixels with >25 K temperature are colored blue.
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omission surveys of nearby star-forming regions and clouds. SESNA combines Spitzer
observations with the Two Micron All Sky Survey (2MASS) observations to cover a
range of 1-24 µm to identify and classify YSOs with dusty circumstellar material.
For the Cygnus-X star-forming complex, SESNA also uses deeper UKIDSS (UKIRT
Infrared Deep Sky Survey; Lawrence et al., 2007) near-IR observations.
The SESNA YSO catalogs are relatively uniform in their observing parameters
and data treatment including mosaic construction, source extraction algorithms, photometric measurement techniques, and source classification technique. In Table 4.2
we include the number of Class I and Class II YSOs in the SESNA catalog for different clouds. More details of the catalog with the public release of the YSO census
will be included in an upcoming paper (Gutermuth et al. in prep).

4.2.2.1

Edge-on disk contamination

Using mid-IR photometry in classifying the YSOs, there is a chance of misclassifying edge-on Class II YSOs as Class I protostars (Crapsi et al., 2008). The radiative
transfer models show that most flat spectrum YSOs (sources between Class I and
Class II, Greene et al., 1994) can be explained as inclined pre-main-sequence stars
with disks as opposed to protostars (for example, Robitaille et al., 2007). Crapsi
et al. (2008) argued that of an ensemble of pre-main-sequence stars with disks, >39%
would be confused as flat-spectrum sources if classified by the slope between their
fluxes at 2 and 24 µm.
The SESNA catalog utilizes 1 - 24 µm photometry in classifying YSOs and group
flat-spectrum sources with Class I protostars. The technique emphasizes reddeningsafe color criteria that are demonstrably less susceptible to reddening or edge-on
classification confusion (Gutermuth et al., 2009). Still, any YSO class ambiguity can
yield a large systematic uncertainty in the Class II and Class I source counts and
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their ratios. Since the color-coding approach in Figure 4.6 is based on that ratio, we
corrected for the Class I contamination caused by edge-on Class II YSOs.
Gutermuth et al. (2009) estimated edge-on disk confusion in two well-populated
and relatively evolved young clusters, assuming that all protostars identified in those
regions must be edge-on disk contaminants. They found that the likelihood of confusion from inclined disks is small, 3.6% ± 2.6% (2/56) for IC 348 Core-1 and 3.1%
± 1.8% (3/96) for IC 5146 Core respectively. Thus, if all those protostars are indeed
edge-on Class IIs, then <1/30 Class II YSOs may be misidentified as Class I YSOs
due to an edge-on disk orientation. This corresponds to a Class II/ Class I ratio of
30, whereas the median value for the ratio in their survey is 3.7. Hence, to remove
the possible effect of edge-on contamination on the ratio of Class II and Class I, we
used the estimate that edge-on disks contaminate the Class I protostar tally by 3.5%
of the Class II YSO tally. The assignment is performed statistically in terms of the
total count of each class of YSOs, rather than individually.

4.2.2.2

Extragalactic contamination

Another source of contamination is residual background extragalactic contamination. The most common is the Active Galactic Nuclei (AGN) that mimic the SEDs
of flat-spectrum YSOs (see Gutermuth et al., 2009; Großschedl et al., 2019). Likely
broad-line AGN are removed with a color-magnitude cut, however, some residual
AGNs still contaminate the YSO population. Based on the SESNA analysis of 16
sq. deg. of Spitzer archival observations of two so-called “blank” fields used for
extragalactic studies, Boötes and Elias-N1, there are 9 ± 1 residual extragalactic
contaminants per sq. deg. in the SESNA YSO catalogs. These are nearly uniformly
divided between the Class I and Class II SED classes. For a given area of a cloud, we
estimate the number of possible AGN candidates in that area and remove that from
the total number of each class of YSOs.

130

4.2.2.3

YSO completeness correction for Cygnus-X

For our study, we selected large clouds with projected area >100 pc2 and containing >100 young stellar sources with their local YSO surface densities ranging by at
least an order of magnitude. Although a uniform sample of YSOs, the wide range of
distances to the clouds causes a slightly different level of mass completeness. Also,
the presence of bright sources and bright, structured nebulosity near the centers of
some clusters can alter the completeness relative to regions of lower YSO density
(Gutermuth et al., 2011; Megeath et al., 2012; Gutermuth & Heyer, 2015). These
effects have a minimal effect on our sample of clouds, except for Cygnus-X which is
the farthest (d = 1400 pc) and the largest (∼140 pc × 160 pc) star-forming complex
(see Table 4.1).
The YSO sensitivity for the SESNA catalog is ∼ 0.1 M for the clouds that are
<1 kpc distance. The sensitivity drops for more distant clouds. For Cygnus-X, field
stars are denser, regions of bright nebulosity are more common, and the IRAC data
are shallower (3/4 of the integration time of the closer cloud surveys). Thus, the YSO
sensitivity in Cygnus-X is intrinsically lower (∼1 M ). So for Cygnus-X, we corrected
for the number density of YSOs to make a uniform sensitivity catalog using initial
mass function (IMF) characterization.
We adopted the group IMF of Chabrier (2003) to estimate a correction for the
missing low mass YSOs in Cygnus-X. We calculated the integrated IMF for two values
of minimum mass, 0.1 M
R 150M
1M

R 150M
0.1M

IM F
IM F

and 1 M , and a maximum of 150 M . The fraction,

gives the fraction of YSOs that are detected in the SESNA catalog for

Cygnus-X star-forming complex. We found this fraction to be 0.163. Thus, we divided
Σ∗ by this fraction to get the corrected population down to the sensitivity of 0.1 M ,
equivalent to the other clouds in our sample.
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4.3
4.3.1

Star-gas correlations using nearest neighbors
Calculation of Σ∗ and Σgas

We implemented an nth nearest neighbor surface density analysis of the SESNA
YSO catalog in each cloud. The analysis is similar to the one employed in e.g.,
Gutermuth et al. (2009, 2011); Bressert et al. (2010); Li et al. (2019) where the
nearest neighbor distance (dn ) is calculated as the distance between a particular YSO
and its nth nearest neighbor. A YSO in a less crowded region will cover a bigger area
than a YSO in a more crowded region, but the number of YSOs in both areas are
equal. The YSO mass surface density is calculated as (c.f. Casertano & Hut, 1985):

Σ∗ =

!
n−1
M∗
πd2n

(4.3)

The mean mass of YSOs, M∗ , is assumed to be 0.5 M (Evans et al., 2009). To
assess the effect of YSO clustering at different smoothing scales, we have performed
the nearest neighbor analysis for n = 4, 6, 11 & 18, similar to Gutermuth et al. (2008a)
and Sokol et al. (2019). The fractional uncertainty in Σ∗ is (n - 2)−0.5 . Higher values
of n result in poorer spatial resolution but smaller fractional uncertainty (Casertano
& Hut, 1985; Gutermuth et al., 2011).
We used k-dimensional trees (Maneewongvatana & Mount, 1999, or k-d trees in
short) to find the nearest neighbor distances for four different values of n. A K-d tree
is a binary tree where each node specifies an axis and splits the set of data based
on whether their coordinate along that axis is greater than or less than a particular
value. The axis and splitting point are chosen by the “sliding midpoint” rule, which
ensures that the cells do not all become long and thin. The tree can be queried for
the n closest neighbors of any given point. We first converted the YSO positions to
Cartesian coordinates, then used k-d trees to find dn and hence Σ∗ using Equation
4.3.
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We calculated the corresponding gas mass surface density Σgas using Herschel
derived gas column density maps. To directly compare the mass surface densities of
YSO and gas, we sample the gas density at areas enclosed by a circle of radius dn
centered on each YSO position. The average column density N (H2 ) is then converted
to Σgas using the following relation (c.f. Bohlin et al., 1978; Gutermuth et al., 2011).

Σgas = N (H2 )

15
M /pc2
0.94 × 1021

(4.4)

The left panel of Figure 4.4 shows the variations in star-gas correlation plots by
different choice of n for the Mon R2 GMC. Similarly, the right panel of Figure 4.4
shows the variation of smoothed distance to the nth neighbor (dn ) with Σgas in the
region enclosed by a circle of radius dn . Uncertainties in Σ∗ are calculated based
on their fractional uncertainty, whereas typical uncertainty in Σgas is ∼30% (based
on column density uncertainty analysis for Mon R2 in Pokhrel et al., 2016). The
range of dn for Mon R2 vary from ∼0.05 pc to ∼5 pc for n = 4, and from ∼0.15 pc
to ∼8 pc for n = 18. The higher column density regions have lower dn , thus they
are more densely populated with YSOs. As we increase n, the smoothing size scale
increases to include larger areas and thus lower spatial resolution. Each panel on
Figure 4.4 shows a similar locus of points and a clear correlation between our star
and gas density measures, as reported in Gutermuth et al. (2011). We do not find
any change in the character of the locus for 4 ≤ n ≤ 18. We selected n=11 for all
further analysis because of its good compromise between resolution and uncertainty
in the star density (e.g., Gutermuth et al., 2011).

4.3.2

Star-gas correlations

There are ample studies in the past that show a spatial alignment of YSOs in the
projected dense gas structures (Megeath et al., 2004; Gutermuth et al., 2005, 2008a,
2009, 2011; Allen et al., 2007; Evans et al., 2009; Li et al., 2019). These studies show
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Figure 4.4 Plots showing the systematic affect of varying n in our measured quantities
for Mon R2 cloud. The left panel shows the change in Σ∗ with Σgas for n=4, 6, 11
and 18. The right panel shows the variation of distance to the nth neighbor with Σgas
of region enclosed by the circle with radius dn .
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that most of the clouds contain a higher concentration of YSOs in the region of higher
gas densities. To quantify the apparent correlation between the distribution of the
young stellar sources and gas, in Figure 4.5, we plot the stellar mass surface density
Σ∗ versus the gas mass surface density Σgas for twelve molecular clouds.
Figure 4.5 shows a star-position-sampled star-gas density for both Class I protostars and Class II YSOs. The observed star-gas correlations in Figure 4.5 can be
empirically divided into three types. The first type (Type-A) is defined by a single,
distinct star-gas correlation locus (only a primary branch). Examples of this type
are Ophiuchus, Aquila North, NGC 2264 and Mon R2. The second type (Type-B)
is similar but includes further correlation branches (secondary branches) in addition
to the primary branch. We assign Perseus, Orion-B, Aquila South, S140, AFGL 490
and Cep OB3 to Type-B. The third kind (Type-C) does not have a clear primary
branch and exhibits a much wider span of points in the plot space. The two largest
star-forming clouds in our sample, Orion-A, and Cygnus-X fit this third type. This
variety of morphological types has been reported before (Gutermuth et al., 2011), but
our uniform datasets and analysis give us sufficient confidence in these differences to
analyze them in more detail.

4.3.2.1

Regional evolution based on CII/CI ratio

Gutermuth et al. (2011) reported that the morphological variations in star-gas
correlations are due to YSO build-up over time, gas dispersal by outflows and noncoevality in each cloud. The presence of non-coeval regions in the clouds is demonstrated by variations in the ratio of the numbers of Class II to Class I YSOs (further
designated by CII/CI). Based on the histograms of Σ∗ /Σ2gas for both classes, Gutermuth et al. (2011) reported a common evolutionary trend between 3 × 10−4 and 5 ×
10−3 pc2 M−1 that contained greater than half of all YSOs with excess IR emission
in every cloud. The approach was useful in visualizing different morphologies in the
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Figure 4.5 YSO mass surface density versus gas mass surface density for our sample of
clouds. The YSO mass surface density is calculated for the nearest 11th neighboring
YSOs sampled at each YSO, and the gas surface density is derived from the corresponding identical area in the column density map. Class I protostars are shown in
magenta and Class II YSOs are shown in light green. The black cross in each panel
shows a typical error bar.

136

star-gas correlations. We took a similar approach in this study by defining regional
age variances based on the CII/CI ratio.
Figure 4.6 is similar to Figure 4.5, but adds color-coded cells representing the
evolutionary stage in that region, based on CII/CI ratio. Black solid lines represent
isochrones of a model that we will discuss in detail in §4.3.4. We will focus on the
colored cells only in this section. Each panel is uniformly sampled into grid cells in
such a way that the spacing between the grids in Σgas is ∼0.2 M /pc2 and in Σ∗ it
is ∼0.4 M /pc2 . The grid sampling is uniform across all the clouds. Grid cells with
CII/CI < 3 represent the youngest population in the group and are colored red. If
3 < CII/CI < 10, the cells are colored green indicating an intermediate evolutionary
stage with a mixture of young (protostars) and old (disks) stellar sources. If CII/CI
> 10, the box is colored blue, representing an older evolutionary stage in the group.
Thus, in Figure 4.6, red cells are protostar-rich with a very recent rise in their star
formation rates; green cells contain a more evolved population than red cells, and
blue cells contain the most evolved YSO population.
Most of the red cells in Figure 4.6 lie in the higher Σ∗ and Σgas regimes, indicating high star formation rate and a predominantly young stellar population in the
densest parts of molecular clouds. Similarly, the lower end of the star-gas locus with
lower Σ∗ and Σgas contains a mixture of different colored cells, indicating multiple
star formation epochs. Regions that have higher Σ∗ and lower Σgas are predominantly blue, indicating the most evolved regions with low current star formation and
a higher concentration of older YSOs. In §4.3.3, we constrain the correlation power
law index values based on their regional evolutionary state and after correcting for
contamination.
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Figure 4.6 Surface density plots shown in Figure 4.5, now overlaid with model
isochrones and color-coded to indicate relative YSO evolution. Uniform grids are
created in the surface density data and are color-coded based on the ratio of Class II
YSOs to Class I protostars. Red cells have CII/CI < 3, green cells have 3 < CII/CI
< 10, and blue cells have CII/CI > 10. Black isochrone lines represent star-gas locus
at a particular evolutionary time, in Myr (discussed in §4.3.4).
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4.3.3

Constraining underlying power law index

Given the brief protostellar lifetime, the initial conditions of star formation are
imprinted in Class I protostars, while Class IIs may be evolved and impacted by the
external environment in some clouds. Hence, Class I protostars are used widely in the
literature to study star-gas correlations (Heiderman et al., 2010; Evans et al., 2014;
Willis et al., 2015) to reduce uncertainty in the ages of the stars and their proximity
to their birth sites at the expense of substantially reduced source counts. For our final
version of the star-gas correlation plots, we follow the trend of including only Class
I protostars, although we measure their densities among both Class I and II YSOs.
Also, using Figure 4.6, we found highly evolved regions with CII / CI > 30 (see
§4.2.2.1) and excluded them to reduce the influence of edge-on disk contaminants.
This ensured the inclusion of regions with recent star formation only so that the
underlying star-gas correlations are not contaminated by evolutionary effects.
Figure 4.7 shows the resulting star-gas correlation, i.e., the variation of Σ∗ with
Σgas , for Class I protostars. The protostars in the regions with CII/CI > 30 are shown
in grey open circles. These objects are projected on more evolved YSO clusters with
low star formation activity. Similarly, the protostars in the regions with CII/CI < 30
are shown as magenta circles and represent recently formed stars. To fit the underlying
star-gas correlations, we fit the observations relevant to bona fide protostars, i.e.,
magenta circles. The linear fits in each panel are obtained using the Orthogonal
Distance Regression method, which accounts for uncertainty along both axes. The
best fit power-law indices range between 1.8 and 2.3 (listed in Table 4.3), with an
average index of ∼2. The range of power-law indices in Gutermuth et al. (2011) is
between 1.4 and 3.8. Thus with Herschel observations and SESNA YSO catalog,
we obtain a much narrower distribution of power-law indices. The consistency of
the power-law index in our analysis of star-gas correlations is a remarkable result,
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considering that our sample of clouds has a varying range of distance, mass, size, age,
and star formation rates.
Note that Σ∗ in Figure 4.7 can be readily converted into ΣSFR by dividing by
the average lifetime of Class I protostars, 0.5 Myr (Evans et al., 2009). Thus, the
correlation is the same when plotting in terms of ΣSFR and Σgas . However, to be consistent with other efforts that implement the nearest neighbor technique (for example,
Gutermuth et al., 2011), we plot Figure 4.7 in terms of Σ∗ .
4.3.4

Gas depletion model with disk decay

With confident identification of a consistent power-law star-gas locus in all twelve
clouds, we confirm one assumed aspect of the interpretive model of Gutermuth et al.
(2011), hereafter referred to as the G11 model, namely that ΣSFR ∝ Σ2gas . Now
we revisit that model and refine it to improve agreement with our observational
constraints.

4.3.4.1

Star-gas correlation prediction via Jeans fragmentation

Consider the formation of stars due to thermal fragmentation of the dense gas in
an isothermal, self-gravitating layer of gas cloud (sheet-like geometry). From Larson
(1985), the Jeans mass in such a system is given by,

MJ =

Aσ 4
Σgas G2

(4.5)

where A = 4.67 for an isothermal, self-gravitating layer of gas (Larson, 1985), σ is the
gas velocity dispersion, Σgas is the gas mass surface density, and G is the gravitational
constant.
The number surface density of Jeans masses is defined as,

NJ =

Σgas
MJ

140

(4.6)

Figure 4.7 Surface density plots for the YSOs and gas for Class I protostars. Following
Figure 4.6, the data that belong to the cells where CII/CI > 30 are excluded from
these plots as they include highly evolved YSO cluster that may not hold the initial
conditions of star formation. Such data are shown as grey open circles. The remaining
data where CII/CI < 30 are shown as magenta circles. The best fit values for magenta
data are noted in each panel, the average of which is ∼2.
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We assume that one Jeans mass of cloud forms one star, i.e., NJ = N∗ , where N∗
= Σ∗ /M∗ . For the case of thermal fragmentation, σ is just the sound speed (0.2 km/s
for 10 K gas). Using these relations and combining Equations 4.5 and 4.6, we get the
dependence of Σ∗ on Σgas ,

Σ∗ ∝ Σ2gas

(4.7)

Thus, a simple thermal Jeans fragmentation in a self-gravitating, isothermal layer
of gas predicts that the stellar mass surface density varies as the square of the gas
mass surface density. Modulated layers of gas are (meta)-stable and fragment like a
uniform sheet, thereby allowing for a wider range of column densities in a single cloud
than a uniform layer (Myers, 2009).
Stars form more efficiently at high column densities than at low column densities.
Thus, as the cloud evolves, gas at high Σgas depletes faster and the star-gas correlation
steepens. This explains the variation in star-gas correlation indices seen in some
clouds. The steeper star-gas power law index is consistent with the stellar build-up
and local gas mass depletion at higher column density locations. Below, we present
a semi-analytic model of star formation based on the depletion of available gas.

4.3.4.2

Model

Gutermuth et al. (2011) proposed a simple semi-analytic model of star formation
and gas depletion to explain the different branches observed in Type-B and Type-C
star-gas correlation plots in Figure 4.6. The G11 model shows that different branches
in the star-gas density space are caused by regional cloud evolution. However, that
model needs adjustment to describe our new data.
The foundation of the G11 model is a star formation law where the star formation
rate per area varies with the power law of the local instantaneous gas mass surface
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densities. They made the following assumptions to simplify and analytically solve the
model.
1. The YSOs do not move significantly from their birth site to within the scale of
our measurements (∼1 pc scale),
2. The molecular gas is not flowing into or within the molecular cloud at ∼1 pc
scale; gas is either being converted into stellar mass or is being ejected via
outflows,
3. There is no effect on the parsec-scale gas distribution by large-scale feedback
such as from supernova or local winds and radiation from high mass stars.
The first assumption is supported by two observations: that even in dense configurations many YSO groupings show relatively little dynamical evolution (Gutermuth
et al., 2009), and that the typical initial velocity dispersion of YSOs is small (.0.4
km/s; Walsh et al., 2007; Muench et al., 2007). The second assumption is adopted for
simplicity and may not be true for smaller scales <1 pc with gas infall (e.g., Walsh
et al., 2006; Kirk et al., 2013). The third assumption is based on the fact that such
large scale processes affect the gas distribution in longer timescales (>10 Myr) than
we are considering, with the exception of high mass star feedback which we ignore
for simplicity. These processes may also be more influential on GMC formation (e.g.,
atomic to molecular transition).
The model adopts a general star formation law where the star formation rate
density is a power-law function of the gas mass surface density:
∂Σ∗
= ckΣαgas
∂t

(4.8)

Here, Σ∗ and Σgas are the mass surface density of YSOs and gas respectively, α
is the power law dependence, c is the mass conversion efficiency that accounts for
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how much mass is ejected (Mejected ) from outflows and defined as c =
and k is the gas depletion rate which is defined as

∂Σgas
∂t

M∗
,
M∗ +Mejected

= −kΣαgas . An extensive

analytical solution for G11 model is provided in Gutermuth et al. (2011) and is not
worth repeating here. In Figure 4.7, we show that the underlying power law index
for star-gas correlation for the entire diversity of clouds in our sample is ∼2. So, we
proceed with α = 2 in the G11 model. Equation 4.8 can then be reduced to,
Σ∗
t
=
ckt
1
+
Σ2gas
t0

!
(4.9)

where t0 is the gas depletion time scale (see Gutermuth et al., 2011 for details).
The stellar density obtained by infrared observations refers to the YSO population
that has circumstellar disks. Optically thick disks are known to disperse with time,
as the fraction of stars with disks declines with increasing mean stellar age (e.g.,
Haisch et al., 2001; Hernández et al., 2008). Typically the fraction of young stars
with optically thick primordial disks and/or those which show spectroscopic evidence
for accretion appear to approximately follow an exponential decay with characteristic
time ∼2.5 Myr or a half-life of ≈ 1.7 Myr (see Mamajek, 2009 for details, especially
their Figure 1).
The G11 model does not consider the exponential decay of disks. Looking back
to Figure 4.6, Herschel observations show a mixed population at the lower Σ∗ and
lower Σgas region, which can be explained in terms of disk decay of YSOs at higher
evolutionary age. In this work, we add the recipe for disk decay to the G11 model
−t
), where
for estimating stellar density. This change is modeled as Σ∗ → Σ∗ exp( tdisk

tdisk is the characteristics time scale for disk decay which is adopted as 2.5 Myr from
Mamajek (2009). With this addition to the model, the YSO populations with >2.5
Myr age exhibit decreasing stellar density at lower Σ∗ and Σgas values. This effect
causes an overlap with less evolved isochrones. This agrees with the observed mix of
regions at lower gas and stellar density with intermediate and varying CII/CI ratio.

144

4.3.5

Comparing model and star-gas plots

The model isochrones are overplotted in Figure 4.6. Different realizations of Equation 4.9 are considered for star formation age of 0.05, 0.4, 1.6 and 6.4 Myr. We have
adopted a mass conversion efficiency c=0.3, gas depletion rate k=0.002 Myr−1 pc2 M−1 ,
and tdisk =2.5 Myr. These values are similar to Gutermuth et al. (2011), but are tuned
to match the ages inferred from the ratio CII /CI in our cloud sample, the inclusion
of disk decay, and also for better high column density sensitivity and dynamic range
of the Herschel observations.
The initial structure-inducing physics of YSO clustering is consistent with the
thermal fragmentation of a modulated sheet gas geometry (Myers, 2009), which predicts a power-law index of 2 for star-gas correlations as seen in §4.3.4.1. In Gutermuth
et al. (2011) two out of eight clouds show a power-law index of ∼2 with Type-A stargas morphology. In §4.3.3 we switched to Class I only to remove the influence of any
evolved Class II population and corrected for edge-on disk contamination in that sample, which gave a power-law index of ∼ 2 for all twelve clouds. Thus, Type-A star-gas
morphology is described by a power-law index of 2, and all clouds have evidence of a
Type-A-like locus in their Class I populations.
The G11 model predicts steepening in some of the secondary branches as seen
in Type-B star-gas morphology, but it fails to explain the overlap at low to medium
Σgas . Such an overlapping feature is prominent in Type-B morphology clouds, such
as Aquila-South. The robustness of the Herschel data ensures higher confidence in
such features in Type-B clouds, which can be justified by adding disk decay to the
G11 model. In Figure 4.6, after adding the disk decay in the G11 model we see the
isochrones overlap at low to medium Σgas as in observed star-gas correlations.
Type-C star-gas morphology is like Type-B, but so extreme in terms of the number
of star-forming events that they have many secondary branches that overlap and blur
the distinct loci. Both Type-C clouds in our sample, Orion-A, and Cygnus-X, have
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high mass stars and evidence of strong feedback as well. The model is not built to
handle such feedback, so this is left for future work. Feedback may shift Σgas to the
left in Figure 4.6, as gas is dispersed away, leaving stars behind and reducing the gas
column density relative to the star density.
The model star-gas correlation isochrones show that different branches seen in the
observed star-gas correlation plots can be explained by systematic evolution of the
star-gas system from the initial correlation caused by thermal fragmentation of a gas
layer (c.f. §4.3.4.1). Given that several assumptions go into the model and there are
uncertainties associated with the observed star-gas measurements, the model does a
good job of explaining the regional evolution in the correlation plots. More work is
required to incorporate feedback effects that are still very poorly understood (e.g.,
Krumholz, 2014).

4.4

Star-gas correlations based on AV contour

Another popular method to study the star-gas correlations is performed by measuring mean star and gas density values within extinction contours in column density
maps (see Heiderman et al., 2010; Lada et al., 2010; Evans et al., 2014). Extinction
contour sampling considers all gas of a particular range of column density, not just
gas hosting YSOs. This technique and the nearest neighbor YSO sampling technique
described above are complementary and can provide different results in situations
where the gas column and gas volume density are not well correlated (for example
Sokol et al., 2019).
We converted column density values from our Herschel maps to equivalent AV
values using Equation 4.4. AV contours are equivalent to H2 column density contours
so we use AV here to facilitate comparison to previous studies. We used two different
methods to calculate ΣSFR and Σgas within AV contours. First, we used integrated
AV contours where we calculated surface densities of gas and YSOs within the entire
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area enclosed by the selected contour, similar to the approach of Lada et al. (2010,
2012). Second, we used differential AV method where we computed ΣSF R and Σgas
for constant steps of AV , similar to the approach of Heiderman et al. (2010).
4.4.1

On the basis of integrated AV contours

In this method, Σgas is calculated for the region enclosed by a certain AV contour.
Similarly, ΣSFR is calculated by including the stellar sources that are projected on the
area defined by the contour level.

4.4.1.1

Estimation of ΣSFR and Σgas

As discussed in §4.2.1.3, high-temperature regions in the gas column density maps
obtained from the modified black body fits are prone to being R-J limited. First, we
mask such pixels that are suspicious of being R-J limited as shown by our R-J analysis.
Next, for each cloud, we determine the baseline AV which is a closed contour in each
Herschel map that overlaps with the Spitzer IRAC four-band coverage map for the
SESNA catalog. We mask the region outside the minimum AV so that the results are
not biased by such regions. To showcase the detail in these data, Figure 4.8 and 4.9
show 5 × 5 pc regions of the Herschel column density maps with the minimum AV contour level that we select for each cloud, along with the Spitzer IRAC four-band
coverage map and positions of Class I protostars and Class II YSOs.
To calculate Σgas , we compute the mean column density of gas inside each contour
and used Equation 4.4. To calculate the ΣSFR , we converted the enclosed stellar count
to mass assuming a constant 0.5 M per YSO, and protostellar phase lifetime of 0.5
Myr when only Class I protostars are used, and 2.5 Myr when both Class I protostars
and Class II YSOs are used.
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Figure 4.8 Herschel 5 pc × 5 pc box column density maps of Ophiuchus, Perseus,
Orion-A, Orion-B, Aquila-North and Aquila-South. Magenta stars are Class I protostars and green stars represent Class II YSOs. Blue contours mark Spitzer IRAC
four-band coverage regions. White contour represents AV = 8 mag and yellow contour shows the minimum AV for a closed contour in both Herschel maps and Spitzer
contour. These minimum AV values are 3 AV for Ophiuchus, 2 AV for Perseus, 3 AV
for Orion-A, 3 AV for Orion-B, 4 AV for Aquila-North and 3 AV for Aquila-South.

148

Figure 4.9 Herschel 5 pc × 5 pc box column density maps of NGC 2264, S140,
AFGL 490, Cep OB3, Mon R2 and Cygnus-X. Magenta stars are Class I protostars
and green stars represent Class II YSOs. Blue contours mark Spitzer IRAC fourband coverage regions. White contour represents AV = 8 mag and yellow contour
shows the minimum AV for a closed contour in both Herschel maps and Spitzer
contour. These minimum AV values are 3 AV for NGC 2264, 2 AV for S140, 4 AV for
AFGL 490, 3 AV for Cep OB3, 2 AV for Mon R2 and 3 AV for Cygnus-X. Cygnus-X
does not show either of the white or yellow contour, because the column density in
all pixels in the box is >8 AV .
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4.4.1.2

Star-gas correlation between different clouds

Gao & Solomon (2004) compared luminosities between infrared and HCN for
external galaxies and found them to be linearly correlated. A corresponding linear
relation is noted between SFR and dense gas mass if we convert the infrared luminosity
to the SFR and HCN luminosity to dense gas mass (for conversion relations see Gao
& Solomon, 2004). A similar linear correlation is found for Galactic clouds using
infrared extinction maps by Lada et al. (2012). They further combine their results for
the Galactic clouds with extragalactic studies from Gao & Solomon (2004) and show
that they can be explained by a single linear power law if the SFR for extragalactic
measurements is increased by a factor of 2.7.
Our analysis with the Herschel H2 column density maps and SESNA YSO catalog
is timely because of the better data quality and the insights they can provide. In Figure 4.10, we combine our local GMC measurements with extragalactic measurements
from Gao & Solomon (2004) and present them in a single plot. The figure shows the
relation between the SFR and dense gas mass for i) Class I protostars only on the left
panel, and ii) combined Class I and Class II YSOs on the right panel. In both panels,
the Galactic clouds are plotted for 3 AV and above, as it is the minimum AV for most
of the clouds. Extragalactic studies include spiral galaxies, LIRGS and ULIRGs. We
find a common linear fit for both the Milky Way clouds and external galaxies. In
both panels, the best fit linear slope is ∼1.0 ± 0.1. Furthermore, with our observations, we do not need to adjust the scaling for extragalactic SFR to obtain the linear
relation as in Lada et al. (2012). If we plot the Galactic clouds above the putative
star-formation threshold of 8 AV , the best-fit slope changes to 0.9 ± 0.1. Thus, we
do not find any significant change in the SFR versus dense gas mass relation if we
measure them either above 3 AV or above 8 AV .
Although Figure 4.10 may seem to indicate the existence of a global star formation
relation in terms of fundamental quantities like SFR and mass, it is important to
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Figure 4.10 Log of SFR vs Log of gas mass for the Galactic clouds in our study above
3 AV and for extragalactic clouds from Gao & Solomon (2004). The best fit linear
relation has a slope ∼1.
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realize the degeneracy in these two quantities. SFR is the product of star formation
rate density and area, and mass is the product of gas mass surface density and area.
Over sufficiently large areas, both the mean star formation rate density and mean gas
mass surface density in GMCs are confined to a relatively narrow range. In such a
circumstance, plotting SFR with mass is equivalent to plotting simply an area with
itself. Thus the relation between SFR and mass with a power-law index of ∼1 is not
surprising and is a manifestation of the limited range of SFR and gas surface densities
in molecular clouds.
To remove the degeneracy caused by area, we divided both SFR and gas mass
by area and plotted them in terms of their surface densities. Figure 4.11 shows the
variation of SFR surface density with the gas mass surface density. The first panel
shows Class I protostars only, whereas the second panel includes Class II YSOs as
well. In both panels, the data are plotted for 3, 8, 20 and 50 AV . We see no correlation
between the clouds when we plot in terms of surface densities for a particular value
of AV . However, the data are correlated across different AV values. The linear fit for
different values of AV gives a power-law index of 2.0 ± 0.1, which is the same as the
average power-law index we obtained from the NND technique. The power-law fit for
star-gas correlation for Class I protostars using the integrated AV technique can be
quantified as:
"
ΣSFR

#
"
#
M
M
= (0.021 ± 0.006) Σ(2.0±0.1)
gas
pc2 Myr
pc2

(4.10)

The right panel in Figure 4.11 is the same plot but with both Class I protostars
and Class II YSOs. The best fit power-law index is shallower, 1.5 ± 0.1. The Class II
YSOs are dominant in low AV regions, but the high AV regions contain predominantly
Class I protostars. Since we are dividing by an increased lifetime of 2.5 Myr for both
Class I and Class II YSOs, the net effect is an apparent reduction of SFR surface
density at higher AV regions, thus decreasing the value of the power-law index. We
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Figure 4.11 SFR and gas mass in terms of their surface densities. The first panel
includes only Class I protostars and the second panel includes both ClassI and Class
II YSOs. The data is plotted for four values of AV at 3, 8, 20 and 50 mag. Orange
line represents the best fit linear relation in both panels and the power law index is
shown in the legend.
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Figure 4.12 Variation of the logarithm of star formation rate density with the logarithm of gas mass surface density for Class I only and Class I + Class II YSOs using
integrated AV method. The average of slopes using only Class I protostars is ∼2, and
for Class I + Class II YSOs the average slope is ∼1.5.
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will examine how this systematic variation in Class II to Class I ratio with gas column
density can address the difference in the integrated star-gas power-law indices in §4.5.4
below.

4.4.1.3

Star-gas correlations in individual clouds

In Figure 4.12, we show the variation of ΣSFR with Σgas for individual clouds,
including only Class I protostars (left panel) and both Class I protostars and Class
II YSOs (right panel). Since we consider a constant average lifetime of Class I protostars, the left panel of Figure 4.12 shows equivalent correlations to Figure 4.7 but
in integrated AV contours based on gas-sampling instead of a star-sampling. Slopes
for each cloud correspond to the best fit for < 30 AV contour limit, as for some of
the clouds the sampling area drastically reduces with high uncertainties in the observables beyond 30 AV . For Class I protostars, the correlations are consistent with
power laws of indices between 1.7 and 2.3 and a mean value of 2.0 ± 0.1. It should
be noted that even when we sample all values of AV up to 50 mag, the power-law
index stays the same to within 3-σ. The results are remarkably similar to NND based
results to within 1-σ for some of the clouds. We do not see any evidence of a column
density threshold of star formation around 8 AV using this method.
4.4.2

On the basis of differential AV contours

Finally, we calculated ΣSFR and Σgas in equally spaced steps of AV rather than
integrating everything within the AV contour. This is the approach taken by Heiderman et al. (2010). Similar to the integrated AV method, we selected a minimum AV
as the contour that overlaps our Spitzer YSO coverage map and Herschel gas map
and is a closed contour. Our maximum AV for each cloud is selected based on the
inclusion of at least one stellar source in the contour. We partitioned our AV space
with equal spacing of 5 AV for all the clouds. As an example, for Mon R2, the AV
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Figure 4.13 Star-gas correlation plots using differential AV method. The first panel
includes Class I protostars only, whereas the second panel includes both Class I
and Class II YSOs. Σgas and ΣSFR are calculated at fixed steps of AV , rather than
integrating above a certain AV . Clouds are color coded and and the best fit slopes
are included in legends. The best fit slope for the entire dataset for Class I protostars
is 2.3 ± 0.2, and for the combined Class I and Class II YSOs, the best fit is 1.5 ±
0.1. The bent power law fit from Heiderman et al. (2010) is overplotted in black.
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steps are 2-7 mag, 7-12 mag, and so on. Both ΣSFR and Σgas are computed for the
regions in these AV steps.
We refer to §4.4.1 for details regarding computation of ΣSFR and Σgas . Figure 4.13
shows the resulting star-gas correlation plots when Σgas and ΣSFR are calculated for
differential AV , both for Class I only and combined Class I and Class II YSOs. Red
lines in both panels represent the best fit lines for all the data. For both panels, the
average power-law indices are similar to the results from the integrated AV method.
The star-gas correlation for individual clouds is generally steeper in the differential
AV method than in the integrated AV method. This will be discussed in more detail
in §4.5.2.
Figure 4.11 and 4.13 both use AV defined contours to estimate Σgas and ΣSFR .
However, our approach to defining AV -limited regions in both methods are completely
different. For Figure 4.11, for any AV we calculate the surface densities of gas and
stars by integrating them from the selected AV to the maximum AV . In Figure 4.13,
we calculate the surface densities of gas and star in constant intervals of AV , thus
differential AV . Despite the differences in approach, the power-law index for Class I
only protostars is within 1-σ uncertainty limit in both methods, which is similar to
the power-law index obtained by the star-sampled NND method. The consistency
in the power-law indices of the star-gas correlation plots in all three methods is
noteworthy. This suggests that the probability density function for most clouds are
not that different from each other, and thus mean measures are reasonably reliable
representations of typical cloud properties at smaller scales within the structures.

4.5
4.5.1

Discussion
Fragmentation in Mon R2: cloud, cores and YSOs

Various studies report star formation as a consequence of multiscale hierarchical
fragmentation of molecular clouds (for example, Wang et al., 2014; Pokhrel et al.,

157

2018; Beuther et al., 2019). If fragmentation dictates the density of protostars, a
concern arises on whether the cores that form protostars exhibit the same correlation
as for the protostars. Though observations are still limited for exploring such core-gas
correlations for all the clouds in our sample, it is explored in detail for one particular
cloud, Mon R2. Sokol et al. (2019) studied core-gas correlations in Mon R2, analogous
to the star-gas correlations in this study. They used AzTEC/LMT identified cores at
a resolution of 0.05 pc for Mon R2 and Herschel maps from Pokhrel et al. (2016) to
study the gas distribution. The authors found that the core mass surface density is
correlated with the square of the gas mass surface density in Mon R2, similar to the
correlation between surface densities of protostars and gas.
Sokol et al. (2019) used the nearest neighbor technique to investigate the core-gas
correlation in Mon R2. They present their results for n = 11, which shows that the
best fit linear slope between the logarithms of Σcore and Σgas is 1.99 ± 0.03. In our
study, we explored the star-gas correlations for Mon R2 and found the best fit linear
slope of 2.1 ± 0.1 for n = 11. The power-law index between the core-gas correlation
and the star-gas correlation for Mon R2 is consistent to within 1-σ and consistent with
the prediction of thermal Jeans fragmentation for a modulated isothermal layer of gas.
Thus, for Mon R2, a similar correlation with the same power-law index exists between
the surface densities of cores and gas, as for protostars and gas. Further observations
similar to the AzTEC/LMT observation of Mon R2 are required for other clouds to
see whether such agreement is common or not. Large single dish surveys such as the
Clouds-to-Cores Legacy Survey with TolTEC are required for such studies.
The similarity in the power-law indices in core-gas correlation in Sokol et al.
(2019) and star-gas correlation for Mon R2 indicates that the initial conditions of
fragmentation of clouds in forming cores have remained intact while forming stars.
This suggests that the Mon R2 cloud is kinematically young enough that primordial
structure has yet to be erased by dynamical interactions at >1 pc scales.
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Table 4.3. Power law indices of star-gas correlations using different methods
Clouds
Ophiuchus
Perseus
Orion-A
Orion-B
Aquila North
Aquila South
NGC 2264
S140
AFGL 490
Cep OB3
Mon R2
Cygnus-X

4.5.2

Nearest neighbor
1.9
2.1
2.2
2.3
1.8
2.3
1.8
1.8
1.8
2.2
2.1
1.9

±
±
±
±
±
±
±
±
±
±
±
±

Integrated AV

0.1
0.1
0.1
0.2
0.1
0.2
0.1
0.2
0.3
0.1
0.1
0.1

1.9
1.9
1.9
2.0
2.2
2.2
1.8
2.2
1.7
2.3
1.9
2.3

±
±
±
±
±
±
±
±
±
±
±
±

0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1
0.1

Differential AV
2.1
2.3
2.4
2.6
2.8
2.6
2.2
2.6
2.1
2.7
2.4
2.2

±
±
±
±
±
±
±
±
±
±
±
±

0.1
0.1
0.1
0.1
0.2
0.1
0.2
0.2
0.4
0.1
0.2
0.2

On the power-law index of star-gas correlations

Nearby molecular clouds are perfect laboratories for resolved star-gas correlation study in a wide variety of environments. We used both star-sampling and gassampling techniques and explored star-gas correlation at sub-pc to 10s of pc scales
by three methods. We found a consistent correlation of star formation rate surface
density with gas mass surface density with an average power-law index of ∼2. More
precisely, the average power-law index using the nearest neighborhood method is 2.0 ±
0.2, the integrated AV method gives a power-law index of 2.0 ± 0.1 (see Figure 4.11),
and the differential AV method gives a power-law index of 2.3 ± 0.2 (see Figure 4.13).
The variance in the spread of power-law indices in our sample of molecular clouds is
dramatically reduced compared to previous studies, despite the range spanned in the
age, distance, mass, SFR, and size of the clouds. Our results agree with the previous
claim by Gutermuth et al. (2011) that the primordial power-law index for star-gas
correlation is ∼2. In table 4.3 we list the power-law indices and their 1-σ uncertainty
for all the clouds using all three techniques.
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For some of the individual clouds, power-law indices measured wiht the differential AV method are relatively higher than those measured from either of the NND
or integrated AV methods. Similarly, the power-law index for Spitzer observations
in Heiderman et al. (2010) is steeper than the power-law indices in Gutermuth et al.
(2011). Furthermore, Figure 18 in Sokol et al. (2019) shows that the global core
formation efficiency (CFE) is steeper than the local CFE at .8-10 AV , and overlaps
at &8-10 AV . The global CFE in Sokol et al. (2019) is equivalent to our differential AV based method and the local CFE is equivalent to our NND based method.
The discrepancy at the lower AV can simply be because the volume density and column density are less well correlated in low column density regions than at higher
column density regions. Thus, differences in the star-gas correlations that have been
characterized in earlier work can entirely be a consequence of projection effects with
diminishing significance as we look to higher column densities.

4.5.3

On the density threshold of star formation

The notion of the existence of a column density threshold for efficient star formation has been invoked numerous times (e.g., Heiderman et al., 2010; Lada et al., 2012;
Evans et al., 2014), although each group approached the idea of the threshold from
a different direction. Heiderman et al. (2010) claimed a changing power-law slope,
like a power law knee around ∼8 AV (not a binary threshold) with the differential
AV method and the inclusion of a distinct high column density dataset. Lada et al.
(2012) claimed convergence to a linear power law at a similar AV when the authors
plotted SFR versus gas mass. However, in all our methods of exploring star-gas correlations here, we do not find any evidence for a change in how stars and gas are
correlated from 3 to >30 AV . This result is consistent with a growing tally of recent
studies that refute the existence of a gas density threshold for star formation (e.g.,
Gutermuth et al., 2011; Krumholz et al., 2012; Khullar et al., 2019).
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Gutermuth et al. (2011) fitted Spitzer-only data in Heiderman et al. (2010) and
found that it was fitted by a single power law, which was within the uncertainty limit
of their results. Also, they did not find any evidence of a threshold with Spitzer-only
fits (see Gutermuth et al., 2011 for more discussion on this). Although Lada et al.
(2012) argues that the threshold of 8 AV is equivalent to >3 × 104 cm−3 where HCN
effectively traces the dense gas, studies have shown that HCN traces gas at much
higher densities (>106 cm−3 , see Gaches et al., 2015) and thus is less likely to trace
the same densities as the near-IR extinction maps. Lada et al. (2012) further reports
a lesser variance in SFR versus gas mass when computed above a threshold of ∼8
AV . We do not find such a change in scatter in our observations (see Appendix B.2).
A larger fraction of cores are often reported in some clouds at regions >7-8 AV ,
thereby invoking the idea of a core formation threshold (e.g., Johnstone et al., 2004;
Könyves et al., 2015). However, other clouds show a considerable number of cores
in lower AV regions too (e.g., Benedettini et al., 2018; Sokol et al., 2019). So while
the lower limit AV for core detection varies from cloud to cloud, the generally lower
number of cores in lower AV may be a direct effect of the core-gas correlation with
power-law index ∼2 as seen in Sokol et al. (2019). Similarly, lower numbers of YSOs
in lower AV and considerably more YSOs in higher AV is a direct manifestation of
the super-linear star-gas correlation that we explored in this study, rather than a
particular threshold around which the star-gas characterization changes abruptly.

4.5.4

Star-gas correlation using CII/CI for star-forming age

As discussed above, star formation rates are computed from YSO number densities
by dividing by an assumed star-formation timescale, and above we chose two constant
values depending on if we include Class II YSOs or not. One refinement to this
process would be to measure ages of the young stars, such as by placing them on
the HR diagram and inferring their ages from model isochrones (e.g. Da Rio et al.,
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2009; Reggiani et al., 2011). That method works in more exposed clusters, however,
it cannot give a robust estimate of the age of younger clusters where a large fraction
of cluster members are still embedded in dense gas and inaccessible to optical to
near-IR spectroscopy. For such regions, Myers (2012) gives an analytical model to
estimate the age of star-forming regions. The authors show that, for Orion-A, the
model prediction agrees with the HR diagram isochronal age estimation. Also, since
the typical CII/CI ratio varies with the gas column density, it is more relevant to
estimate ΣSFR based on differing ages as a function of gas column density rather than
a constant value.
The model by Myers (2012) uses protostellar mass and luminosity evolution in
clusters to estimate the ages of star-forming regions. The model assumes constant
protostar birthrate, core-clump accretion, and an accretion stopping timescale. Its
parameters are set to reproduce the initial mass function and to match protostar
luminosity distributions in nearby star-forming regions. It obtains cluster ages and
birthrates from the observed numbers of Class I protostars and Class II YSOs and
from the model value of the protostar luminosity. This method of age estimation is
much simpler than doing optical spectroscopy and is effective in estimating the age
of young star-forming regions. The model relates the fraction of Class I protostars to
the age of the star-forming region. The protostellar fraction, fCI , is defined as:

fCI =

NCI
NCI + NCII

(4.11)

where NCI and NCII are the number of Class I and Class II YSOs respectively.
This fCI is related to the star-forming age (t) as:

fCI =

1 − exp(−t/a)
t/a

(4.12)

where a is the accretion age for a given accretion model that sets the mass of a
YSO.
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In our analysis of star formation rates, we use an average star formation time
scale of 0.5 Myr for Class I protostars and 2.5 Myr when we consider both Class I
and Class II YSOs. Our sample clouds have a wide variety of evolutionary age, from
less evolved Aquila North to more evolved Orion-A and Cygnus-X. So it makes sense
to use the model from Myers (2012) to estimate ages for each cloud to account for
the differing ages. So we reproduced Figure 4.11 by estimating ages for each cloud
and each value of AV using Equation 4.12. Since we used both Class I and Class II
YSOs in estimating the age, both are used in the calculation of SFRs here.
We used a = 0.2 Myr as prescribed in Myers (2012) and Li et al. (2019), and
obtained a relation similar to Figure 4.11 (left panel) for Class I protostars with the
best fit slope, m = 2.3 ± 0.2 (see Figure 4.14). The best-fit slope is within 1-σ of the
slope in the left panel of Figure 4.11 which shows that our studies using an average
0.5 Myr are robust. Moreover, we found that a sets only the y-intercept of the best
fit relation but the best-fit slope does not depend on a. Thus we calibrated a using
different values from 0.1 to 1.0 Myr and compared the resulting best fit line with the
best fit line of the left panel of Figure 4.11. We found that the average separation
between both best fit lines is minimum when a = 0.6 Myr. This is not surprising as
we calibrated a against the original analysis that assumed Class I age of 0.5 Myr.
Figure 4.15 shows the systematic variation of age and AV in each cloud. Ages are
estimated using the model from Myers (2012) for each AV contour. If the change in
slope from 1.5 to 2.3 is a result of the systematic variation of Age with extinction
contours, this would result in the power-law index of 1.5 - 2.3 = -0.8 for the clouds
in Figure 4.15. The slopes in Figure 4.15 vary from -0.27 to -1.04, with an average of
-0.66. Thus, while some clouds do show a systematic variation of age with AV that
gives the power-law index of 2.3 for star-gas correlation plot in Figure 4.14, such a
simple treatment is not sufficient for all clouds. Further consideration of disk decay
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Figure 4.14 Star-gas correlation plot when the age of the star-forming region is calculated using the model from Myers (2012) for each cloud and each AV limit. The data
is plotted for four values of integrated AV contour at 3, 8, 20 and 50 mag. Orange
line represents the best fit linear relation
and gas feedback is likely required to fully account for local evolution effects within
a given cloud.

4.6

Summary

In this study, we investigated the dependence of the star formation rate surface
density (ΣSFR ) on the gas mass surface density (Σgas ) in molecular clouds at sub-pc
to 10s of pc scales. The relation between ΣSFR and Σgas is referred to as a star-gas
correlation, following Gutermuth et al. (2011).
We explored the star-gas correlations for twelve molecular clouds at varying distance, mass, evolutionary stage, size and star formation rates. The variation in our
sample enables a robust quantification of correlation over a wider range of physical
conditions than prior work has achieved to date. To further expand upon the robustness of our results, we have analyzed star-gas correlations using two distinct and
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Figure 4.15 Age versus AV for different clouds. Ages are estimated based on the
number of Class I and Class II YSOs in each AV contour using the model from Myers
(2012).
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complementary techniques. First, we used the star-sampled nearest neighbor technique (similar to Gutermuth et al., 2011) where the surface densities of stars and
gas are measured at the location of each stellar source. Second, we compute mean
surface densities of gas and stars within various AV contour intervals (integrated AV
contours, Lada et al., 2010; differential AV contours, Heiderman et al., 2010).
We used Herschel large scale maps in all the molecular clouds for estimating Σgas .
This gave improved sensitivity and angular resolution and a much wider dynamic
range of densities than near-IR extinction maps used in these kinds of analyses in the
literature. For analyzing stellar sources, we used the new SESNA catalog that uses
1-24 µm 2MASS, Spitzer and UKIDSS photometry to identify and classify Class I
protostars and Class II YSOs.
Below, we list the key conclusions of this study:
1. Star formation rate surface density is correlated with the gas mass surface density for all of our sample clouds. With little variation in some clouds, most of
the correlations obey ΣSFR ∝ Σ2gas .
2. The scatter in power-law indices across the clouds is reduced drastically by
using Herschel derived H2 column density maps and contaminant-filtered Class
I protostars from the uniformly reduced SESNA YSO catalog.
3. Filtering highly evolved regions based on CII/CI effectively reduces edge-on
disk contamination, revealing the underlying correlation between star and gas
surface densities in all clouds.
4. Power-law indices are consistent using both integrated and differential AV based
gas-sampled techniques at a few pc scales and the nearest neighborhood technique based on star-sampling at sub-pc scales.
5. At all scales, we do not see a column density threshold below which the gradual
decline in star formation efficiency suddenly changes character. Also, we do not
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find a column density threshold that improves the correlation between SFR and
gas mass.
6. The power law index of ∼2 for the observed star-gas correlation for Class I
protostars is consistent with the prediction of thermal Jeans fragmentation for
a sheet-like isothermal layer of gas.
7. The power law index is still recovered within 1σ if we use both Class I and Class
II and star-forming age is estimated using the model from Myers (2012) instead
of using the average value for Class II stars with disks.
We gratefully acknowledge funding support for this work from NASA ADAP
awards NNX11AD14G (RAG), NNX13AF08G (RAG), NNX15AF05G(RAG, RP),
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CHAPTER 5
CONCLUSION AND FUTURE WORKS

5.1

Summary of dissertation

This dissertation addresses different aspects of the cause and effect of fragmentation in molecular clouds. The cause of fragmentation is analyzed by studying the
nested multiscale structure in the Perseus molecular cloud. The effect of fragmentation is analyzed by studying the distribution of gas and stars by investigating the
N-PDFs and by studying star-gas correlations in the molecular clouds in the solar
neighborhood. This dissertation is an attempt to investigate the origin of structure
in star formation and co-evolution of the recently formed stars and gas throughout
that process. Below, we summarize the key conclusions of this dissertation.
5.1.1

Hierarchical fragmentation in Perseus

In Chapter 2, we presented our work regarding hierarchical fragmentation in the
Perseus molecular cloud in five different scales that vary over five orders of magnitude.
This is the first study to analyze hierarchical structure from >10 pc down to ∼15
AU in the same cloud complex. We used observations from Herschel to study the
large scale cloud (>10 pc) and smaller clumps (∼1 pc), SCUBA/JCMT observations
for cores (∼0.05-0.1 pc), SMA observations for envelopes (∼300-3000 AU), and VLA
observations for protostellar objects (∼15 AU). We reduced and analyzed new observations from the MASSES survey to probe the envelopes and used observations from
the literature for remaining scales. The goal of the study was to explore the contribution of thermal and non-thermal motions to support structures against gravitational
collapse in each level of the structural hierarchy in Perseus.
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We found that thermal Jeans fragmentation predicts more fragments than observed in each scale, which corresponds to inefficient thermal Jeans fragmentation.
For the envelopes, the over-prediction remains even after accounting for the nonthermal motions. However, this is not true for the larger scales of cloud, clumps,
and cores. There the combined thermal plus non-thermal fragmentation predicts
negligible fragmentation at those scales. This is ruled out because we observe fragmentation at all scales. Thus, our results are not consistent with complete Jeans
fragmentation based on either thermal or thermal plus non-thermal motions. Rather
than a complete thermal fragmentation, our results show that thermal fragmentation
is inefficient. Furthermore, the efficiency of thermal Jeans fragmentation increases as
we go from the largest to the smallest scales. The role of thermal support against
gravitational contraction increases for the smaller scale fragments.

5.1.2

N-PDF analysis in Mon R2

In Chapter 3, we discussed different functional forms of the N-PDF in the Mon
R2 GMC. The physics of fragmentation is imprinted in the distribution of gas and
recently formed stars in molecular clouds. The shape of the N-PDF provides the
means to show the evolution or progression of the star formation process and/or the
gas morphology. We presented a far-IR survey of the entire Mon R2 GMC with
the Herschel space observatory and showed that an optimal emissivity value of 1.8
shows consistency between mid-range column densities obtained from far-infrared
dust emission and near-infrared extinction maps. For the entire cloud area, we found
that the N-PDF shows a lognormal nature below 1021 cm−2 . Above this value, the NPDF consists of a power-law tail with an index ∼-2. The development of a prominent
power-law tail at high column density implies the presence of self-gravitating regions
with active star formation. We tested if this stands true in localized regions of Mon
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R2. For this, we divided the cloud into equal-area regions based on the presence of
YSO clusters and dense gas structures.
We found that the regions with a combination of lognormal and one power-law
N-PDF have a YSO cluster and a corresponding centrally concentrated gas clump.
We reported that the N-PDFs of some regions are composed of a lognormal and two
power-laws, the second declining much more steeply than the first. Such regions have
the common property of having significant numbers of typically younger YSOs but
no prominent YSO cluster. These regions are composed of an aggregate of closely
spaced gas filaments with no concentrated dense gas clump. To our knowledge, it is
the first time that the existence of two power laws was reported in an observational
study. Furthermore, we found that for our fixed scale regions, the YSO count roughly
correlates with the N-PDF power-law index. The correlation appears steeper for single
power-law regions relative to two power-law regions with a high column density cutoff. Also, a correlation is found between the embedded YSO count and the dense gas
mass among our regions.

5.1.3

Star-gas correlations

In Chapter 4, we explored the scaling laws between properties of recently formed
stars and gas, corresponding to the more widely known Kennicutt-Schmidt relation
in extragalactic studies. While for extragalactic studies we rely on secondary means
of estimating the star formation rate, in nearby clouds we can directly access the
recently formed stars and get a more reliable estimate of the star formation rate. We
investigate the correlations between mass surface densities of molecular hydrogen gas
and star formation rate in twelve nearby molecular clouds that are located at <1.5 kpc
distance. All the clouds have a wide range of physical properties such as mass, size,
age, distance and star formation rates. The observations of H2 gas surface density
are obtained from Herschel and the catalog for young stellar sources is prepared by
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uniformly reducing Spitzer observations for all clouds. With these observations, the
star-gas correlations can be measured down to (sub)-pc scale.
We implemented two different techniques and used three methods to characterize the star-gas correlations in nearby clouds. The surface density of gas and stars
are calculated based on the nearest neighbor estimator technique and based on gas
column density contours. For the contour-based method, first we explored star-gas
correlations based on mean densities of stars and gas derived via integration from low
to maximum gas column density. Then we revisited the analysis with densities that
are measured within fixed gas column density contour intervals. All three methods
are used in the literature by different authors in a mutually exclusive way. In our
work, we combine all three methods so that our results are not biased by the choice
of method that we implement. Using all three methods, we found consistent results
in all the molecular clouds. We found that the YSO mass surface density changes
as a power law of the gas mass surface density, where the power-law index is ∼2.
The results are consistent with a scenario of thermal Jeans fragmentation at (sub)-pc
scales. Also, regardless of analysis method, we do not see evidence of a star formation
threshold in H2 gas column density, as has been previously reported in some studies.

5.2

Future work

Following the extensive work on this dissertation, the following studies are imminent.

5.2.1

Envelope kinematics and stellar multiplicity of protostars

Pokhrel et al. (2018) showed that stars form in dense gas structures called envelopes that typically have a size of ∼300-3000 AU. They also showed that complete
thermal Jeans fragmentation over predicts the number of fragments by almost a factor
of 2. This drives a question on the contribution of non-thermal support in envelopes.
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To reliably constrain the role of thermal and non-thermal motions in supporting the
cloud against gravitational contraction, a proper constraint on envelope temperature
and velocity dispersion is required, both of which can be obtained by observation of
a dense gas tracer such as ammonia (NH3 ). So we proposed an observation with the
VLA (Very Large Array) to observe the envelopes in Perseus (Project ID: VLA/17A349; PI: R. Pokhrel). We were granted 18 hrs observing time with the VLA to observe
such envelopes. We will use at least both (1,1) and (2,2) transition lines of NH3 to
constrain gas temperature, which we will convert to dust temperature assuming local
thermodynamic equilibrium conditions. Upper transitional lines are also helpful to
further constrain the kinetic temperature and total velocity dispersion. By studying
the hyperfine transition of these lines, we will constrain the gas kinetic temperature,
excitation temperature, NH3 column density, velocity dispersion, velocity centroid of
the structure, and ortho-to-para fraction of NH3 . We will combine the high resolution and small field-of-view VLA NH3 observations with low resolution and large
field-of-view complementary observations from the Green Bank Telescope (for example, Friesen et al., 2017) to investigate the role of thermal and turbulent fragmentation
at a wide range of scale. The following are the main objectives of the project.
We will use the gas kinetic temperature in the envelopes to estimate their thermal
Jeans number, which we will compare with multiplicity at lower scales (obtained from
the VANDAM survey). The purpose is to test whether the observed multiplicity is
consistent with thermal fragmentation. Similarly, we will estimate the combined
thermal and nonthermal velocity dispersion from the observed velocity dispersion
obtained by NH3 fitting and use it to test the nonthermal fragmentation scenario.
Using another fitted parameter, the centroid velocity, we will estimate the velocity
gradient in the region which is often a characteristic of rotation. In this way, we will
constrain the contribution of rotational support on envelopes. Furthermore, we will
use the data on gas temperature and velocity dispersion from the NH3 spectral lines,
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Figure 5.1 Preliminary view of VLA NH3 (1,1) map. The gray scale map represents
the integrated intensity map of NH3 (1,1) for Per-emb-11. The cyan contours show
1.3 cm continuum at 5-σ level from the VLA ammonia survey. The yellow stars are
the protostellar objects from the VANDAM survey.
combined with the mass and size estimates from continuum measurements to estimate
the virial states of dense envelopes in Perseus. The virial parameter tells us whether
or not the envelopes are massive enough to be bound by gravity against support. We
will use the NH3 observations from the Greenbank Ammonia Survey (GAS; Friesen
et al., 2017) to estimate the weight of the ambient medium around the envelopes and
additional pressure terms to find out if the envelopes are pressure-confined.
Preliminary results from the project VLA/17A-349 show significant ammonia
emission in all the envelopes. Figure 5.1 shows the integrated intensity ammonia
map for one of the targets ,Per-emb-11, that shows the presence of two envelopes,
MMS1 and MMS2, as cyan contours. MMS1 has fragmented into two protostellar
objects, whereas MMS2 has formed only one star based on the VANDAM survey. Us-
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ing ammonia observations for the full sample, I will investigate why some envelopes
fragment into multiple systems while others do not. Similarly, using temperature
and non-thermal width estimates from ammonia lines, we will explore whether the
envelopes are supported by thermal, non-thermal or rotational support.

5.2.2

Fragmentation of a Class 0 protostellar disk: Serpens-FIRS1

Stars and planets can also form by fragmentation of massive protostellar disks.
Much less is known about the formation of stars via disk fragmentation, but theoretical predictions suggest that disks will only fragment if the disk-to-protostar mass
ratio is quite high (>50%, Vorobyov, 2010). Serpens-FIRS1 (d = 430 pc) is an
intermediate-mass Class 0 protostar that is surrounded by a protostellar disk massive enough to meet the theoretical criteria for disk fragmentation. By studying the
fragmenting disk, Serpens-FIRS1, we plan to accomplish the following goals.
1. Directly image a fragmenting disk around an intermediate-mass protostar.
2. Study the rotation profile of the protostellar disk.
3. Constrain the mass of the central protostar.
A previous attempt to study the fragmenting disk in Serpens-FIRS1 included
ALMA (Atacama Large Millimeter Array) Cycle 3 observations at 1.3 mm. Figure
5.2 shows a comparison of the ALMA Cycle 3 observations at 1.3 mm continuum
and recent simulations of a disk of comparable mass from Meyer et al. (2018). The
continuum map shows the presence of multiple clumps and elongated structures that
are strikingly similar to the simulations. The study showed hints of fragmentation of
an intermediate-mass protostellar disk. However, the fragments in the central disk
are only marginally resolved, and the emission in the inner 200 AU region is optically
thick. Also, the spectral lines were self-absorbed in the same region, so we could not
reliably use the 1.3 mm ALMA observations as a tracer of the disk structure and
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Figure 5.2 Comparison between ALMA Cycle 3 1.3 mm continuum image of SerpensFIRS1, and simulation. Left: 1.3 mm continuum ALMA observations of SerpensFIRS1 Class 0 protostellar disk at 0.1500 angular resolution. Right: RADMC-3D
simulation for a fragmenting disk that mimics Serpens-FIRS1 in terms of distance,
age and mass. The simulations show both the binary and isolated clumps such as
SMM1b and SMM1c that are seen in observations.
fragmentation. Additional observations of optically thin dust at longer wavelengths
were required. Hence, we proposed for additional observations at 100 GHz (longer
wavelength) with ALMA during Cycle 6 in both continuum and spectral lines of
different isotopologues of CO (Project ID: 2018.1.01242.S; PI: R. Pokhrel).
The Cycle 6 proposal was accepted but the target was observed in one array
configuration only, rather than the required two. The resolution of the Cycle 6 observations is not sufficient to resolve the central fragmenting disk. Thus we have
proposed new observations in the missing configuration in current Cycle 7 (Project
ID: 2019.1.00494.S; PI: R. Pokhrel). We will combine the new observations with
observations from the older Cycle, which will enable us to achieve the goals of this
project. When complete, it will be the first-ever study of a fragmenting protostellar
disk on an intermediate-mass protostar and will provide important clues on how stars
and planets form by fragmentation of protostellar disks.
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5.2.3

Star-gas correlation and free fall efficiency

After constraining the power-law dependence in our star-gas correlation study
in Chapter 4, the next step is to account forr differing free-fall times in different
cloud structures in our analysis to ultimately reach a global star formation law. Star
formation can be characterized by a quantity known as the star formation efficiency
per free-fall time, ff (Krumholz & McKee, 2005), which measures the fraction of the
gas that is converted to stars per free-fall time. Freefall efficiency is defined as (c.f.
Khullar et al., 2019),

εff =

0.5 M NYSO /tYSO
Mgas /tff

(5.1)

where NYSO is the number of YSOs, tYSO is the star formation time scale, Mgas is
the gas mass and tff is the free-fall time scale. At the scale of molecular clouds (>10
pc), star formation is very inefficient. In such regions observational studies show ff
∼ 1%. However, as we probe smaller scales (<1 pc to few AU) and higher densities
(>107 cm−3 ), star-gas correlation simulations (for example, Khullar et al., 2019) show
that the amount of stars being formed for a linear increase in gas is considerably
greater (square dependence). Thus the star formation efficiency increases. As a
follow-up study of star-gas correlations, we are incorporating free fall efficiency in our
calculations to see its effect on the correlations.
Preliminary analysis shows that the dispersion in star-gas correlation loci for our
twelve cloud sample is reduced if we normalize the gas mass surface density by the
free-fall time. The best fit for such a plot shows a linear relation. Interestingly,
for all twelve clouds the free fall efficiency remains constant from ∼10 pc scales
down to 0.5 pc (see Figure 5.3). At scales <0.5 pc, the free fall efficiency decreases,
which is attributed to the migration of young stars and YSO incompleteness in high
column density regions. We do not find any correlation of free fall efficiency with
N-PDF properties, such as the N-PDF slope, the width of the lognormal portion and
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Figure 5.3 Variation of the free fall efficiency with gas mass surface density for twelve
molecular clouds. The free fall efficiency stays flat in the range of ∼10 pc to ∼0.5 pc.
the breaking point between lognormal and power-law functions. Finally, we plan to
compare the free fall efficiencies with the velocity dispersions and the Mach numbers
of clouds.

5.3

Final statement

Star formation is a long-studied subject in astrophysics, yet fundamental progress
toward a predictive theory of star formation has been stubbornly out of reach to date.
New observational capabilities including Spitzer, Herschel, SMA and VLA have
been used in this dissertation to provide strong new constraints on the structure and
star-forming yield of nearby molecular clouds to constrain the coming generation of
models and simulations. Understanding the formation and evolution of stars in dense
molecular clouds helps us to understand the formation and evolution of both galaxies
on larger scales and planets on smaller scales. Saying that this dissertation solved
the problem of cloud fragmentation and star-gas co-evolution would be ludicrous.
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However, I feel proud to have made an important contribution to tackling some of
the issues in star formation that opened doors for further analyses in the future.
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APPENDIX A
MON R2: STRUCTURAL ANALYSIS

A.1

Introduction

Large scale filamentary structures were already identified in nearby molecular
clouds like Taurus long ago (Schneider & Elmegreen, 1979), but a major advance
in filament analysis came with the advent of Herschel. Recent Herschel surveys
not only confirmed the ubiquity of parsec-scale filaments in cold ISM but also provided evidence for these filaments being associated with the formation of pre-stellar
cores (André et al., 2010). Multiple filaments are observationally found to be associated with young embedded star-forming systems in a “hub-spoke” geometry (Myers,
2009). The idea of filaments channeling gas onto a forming star cluster has also been
suggested by Kirk et al. (2013). Thus Herschel results connect observations with
a growing theoretical consensus that the ISM should be highly filamentary and the
unstable self-gravitating filaments are responsible for star formation.
Herschel results also give the quasi-universal inner width of filaments as ∼0.1 pc
(Arzoumanian et al., 2011), but the cause of this commonality is not yet understood.
The common speculation is that this width represents the sonic scale within a factor
of ∼2, where the transition between supersonic and subsonic turbulent motions occur
(Goodman et al., 1998). It may also refer to the state when the change in the slope of
linewidth-size relation is observed (Federrath et al., 2010). Also, the Herschel results
imply that dense and self-gravitating filaments undergoing radial contraction (for
example, Inutsuka & Miyama, 1997) maintain a constant central width of ∼0.1 pc if

179

they accrete additional mass from their surroundings while contracting (Arzoumanian
et al., 2011; Palmeirim et al., 2013; Kirk et al., 2013).
Herschel Gould Belt survey (HGBS) observations not only show the ubiquity of
filaments but also highlight the location of prestellar cores confirming that they are
in the densest filaments for which the mass per unit length exceeds the critical value
(Inutsuka & Miyama, 1997). André et al. (2010) summarizes core formation as shown
by Herschel in two main steps. A network of filaments is formed due to large scale
magneto-hydrodynamic turbulence first and then fragmentation occurs as gravity
wins over turbulence thereby forming prestellar cores from the densest filaments due
to gravitational instability.

A.2

Use of dendrogram for identifying structures

An important property of molecular clouds that has always been put forward by
simulations and proved especially after the advent of Herschel is that they are hierarchical in nature (Rosolowsky et al., 2008b). Here, we use the word “hierarchy” to refer
to the nesting of overdense substructures within larger, less dense parent structures
in the cloud, and that nesting is found over multiple levels and all size scales. This
nesting character demands a scheme to trace out the hierarchical structure, which
cannot be done using standard local segmentation algorithms, such as CLUMPFIND
(Williams et al., 1994). Hence, we used another technique called dendrograms, which
is a modification of structure trees (Houlahan & Scalo, 1992) to represent the hierarchy in the Mon R2 cloud. Dendrograms reduce complex structures in a large dataset
down to essential features so that the study of a large region becomes convenient
(Rosolowsky et al., 2008b).
A dendrogram is a tree diagram, a graphical representation of the hierarchical
structure present in the data. It is a scaffold of the data with information about
structures and sub-structures as a function of contour level in the main data. It
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consists of one or many trunks (with no parent structure), branches (with a parent
structure and containing other sub-structures) and leaves (with parent structure but
have no sub-structure). Trunks and branches can split into other branches or leaves
forming a tree-structure. We used the astrodendro program, a python based algorithm (www.dendrograms.org) to construct and study the dendrogram of the Mon
R2 column density map.
The algorithm starts making structures from the brightest pixels (local maxima)
and continuously proceeds towards fainter pixels. The local maxima in the data
completely determine the dendrogram structure. A local maximum has no immediate
surrounding value greater than itself and corresponds to a “leaf”. Thus leaves are the
set of planar curves (in the case of two-dimensional data) that contain single local
maxima. Depending on the parameter values, the algorithm determines whether
to continue the existing structure or to make a new structure. As it approaches
fainter pixels, the structures keep growing until a pixel is reached which is not a local
maximum and is adjacent to more than one existing structure. At that point, the
two are merged, making a “branch”.
Observations are limited by noise, thus one can choose a minimum threshold
value below which the dendrogram doesn’t form a new structure. Also, one can
set a minimum difference (min-δ) between the pixel values to determine whether to
continue with the same structure or to form a new one. Careful measures must be
taken when setting min-δ value as we may miss important sub-structures when min-δ
is too high and we may get a lot of noise in our dendrogram if min-δ is set too low.
Thus dendrograms can characterize the merging of local maxima as a function of the
threshold parameter in one-dimensional (1D), two-dimensional (2D), as well as threedimensional (3D) spaces. While determining the local maxima and merging points,
a scanning test (see figure A.1) intersects with the flux at one or many points in 1D,
it intersects along a planar curve in 2D and an iso-surface in 3D.
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Detailed astrophysical introduction and description of the use of dendrograms in
astronomy can be found in Rosolowsky et al. (2008b) and Goodman et al. (2009b).
Most of the structure finding algorithms such as CLUMPFIND don’t give the hierarchy of the structure, but instead, decompose the structure according to the data
resolution. The main idea behind applying such a watershed segmentation algorithm
was to identify “clumps” within the clouds (Williams et al., 1994), whereas dendrogram is a statistical approach for characterizing structures that span a range of size
scales and contain nested substructures.

A.3

Using dendrogram for column density map of Mon R2

We studied the dendrogram of the column density map using the procedure described in §A.2. To minimize the foreground emission contamination and any false
detection so that none of the detected “structures” are due to noise contribution, we
set the threshold value for minimum column density as 5 × 1020 cm−2 . We made sure
that this is an appropriate threshold value and we are not losing any structure by
studying the column density distribution map. The δ parameter required for deciding
whether a structure is to be retained or a new structure is to be formed is also set to
5 × 1020 cm−2 . Also, we specified a minimum size for structures of 10 pixels (1 pixel
corresponds 1400 × by 1400 and the angular resolution of the data is 3600 full-width at
half-maximum (FWHM), so we are not resolution limited in identifying structures).
As a demonstration, a portion of the dendrogram tree and the corresponding
nested structures isolated in the northern filament of the Mon R2 cloud are shown
in figure A.2. The top panel of figure A.2 shows a structure contoured in orange
color that contains three other substructures contoured in red, green and blue colors
respectively. The dendrogram shows every possible structure as a separate identity as
they are limited by the column density parameters described above. The correspond-
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Figure A.1 An illustration of a dendrogram forming structure for an arbitrary onedimensional emission profile. The profile is shown in blue and consists of four local
maxima (max1 to max4) and three merging points or the local minima (min1 to min3).
A test-scan is used and based on the threshold values of minimum emission level and
δ to account for noise. It identifies all the local maxima and merging points (nodes).
A dendrogram obtained in this way for given emission is shown in green which can
be changed by changing δ-value. The δ-value as we defined is (max1-max2). If any
structure that is about to form and has a height less than δ, it doesn’t form a new
structure (as max3-min1, shown as a red vertical line), but instead the structure
is merged to the existing structure. A new structure forms only when the height
of the structure is more than δ (eg, max4-max3). The structures corresponding to
thus identified local maxima are the leaves which are further merged in nodal points
forming branches and which in turn form trunks.
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ing tree-structure is shown in the bottom panel. It illustrates how a bigger structure
incorporates smaller ones as its “branches”.
Overall, 569 structures were isolated from our map, altogether giving 287 leaves
and 282 branches. We estimated the structural properties of all the regions like
the exact area enclosed by a particular structure, the area of the ellipse defined
by the second moments for each of those structures, major and minor axis length
(for ellipsoidal area), position angle, radius (geometric mean of major and minor
axis length), the integrated, minimum, maximum & mean column density as well
as minimum, maximum, mean & mass averaged temperature. On the large size,
since many small structures are peeled off a small number of large structures, we saw
considerable numbers of nearly degenerate entries for main structures. We identify
them using the ratio of areas between the current and parent structure. By studying
the histogram of this ratio, we set this limit as ratio > 0.9. Hence the chain of
structures belonging to the same branch with a ratio between their areas > 0.9 is
considered to be a set of degenerate structures. Such chains are represented in figure
A.3 by magenta lines. Finally, we had 483 distinct non-degenerate structures.
If we want to extract all possible structures, there is a high probability that we
end up with some degenerate structures. In figure A.3, magenta lines show the chain
of such degenerate structures. The top panel of Figure A.3 shows the distribution of
minor axis length and aspect ratio for the ellipse fitted to each structure. We assume
an aspect ratio >3 for filaments. Similarly, the bottom panel of Figure A.3 shows
the mass and effective radius of each structure given by the dendrogram. Masses are
correlated with the area of those regions. Over-plotted lines are the lines of constant
mean column density. Most structures are confined to a limited range of mean column
density, regardless of their size.
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Figure A.2 Example of use of dendrogram on filaments. Left: Column density map of
a small segment of Mon R2 in the coordinates as labeled. Four regions are highlighted,
that is given by dendrogram- three sub-structures in red, green and blue contour and
one parent structure shown in black contour that includes all 3 sub-structures. The
image Scale and beam angle are shown in bottom-left and bottom-right respectively.
Right: Dendrogram for the column density map for the region contoured in left. The
red, green and blue structures are incorporated within the parent structure shown in
orange.
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Figure A.3 Plots showing minor axis Vs aspect ratio and mass Vs effective radius for
the structures obtained from dendrogram analysis. Magenta lines represent the chain
connecting degenerate structures as explained in §.A.3.
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A.4

Critical mass and gravitational collapse

The collapse schemes of spherical objects and an infinite, non-spherical structure
have been long studied (Stodólkiewicz, 1963; Nakamura et al., 1993; Myers, 2009) but
those of finite, non-spherical objects have only been studied more recently and are
much less understood (Burkert & Hartmann, 2004; Hsu et al., 2010). Free-fall times
of a circular sheet and filamentary structures depend strongly on the geometry of
the cloud and are larger than a uniform sphere with the same volume density (Toalá
et al., 2012; Pon et al., 2012). As more non-spherical structures are seen in clouds,
especially after the advent of Herschel, the use of spherical free-fall timescale in such
structures will underestimate the collapse timescale and overestimate star formation
rates (Toalá et al., 2012). We did an analysis of critical masses in our structures under
scrutiny, considering all possible scenarios of one-dimensional, two-dimensional and
three-dimensional cases. A symmetric spherical cloud is the most widely assumed
3D model for molecular clouds. The collapse scenario of a sphere is a well-studied
problem (Binney & Tremaine, 1987a).
As a synopsis, if the acceleration at a distance r from the center of a spherical
cloud, is a = 4πGρr/3, representing a homologous collapse of a sphere with volume
density ρ, then the governing differential equation for the collapse of a sphere is,
GM
dv0 (t)
=
dt
R(t)2

(A.1)

where v0 (t)is the velocity of the edge at time t, R(t) is the total radius of the
sphere at time t, and M is the total mass of the sphere. Equation A.1 is a well known
differential equation and can be solved for the classical free-fall time for a spherical
cloud,
s
τsphere =

3π
32Gρ(0)

where ρ(0) is the volume density at t=0.
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(A.2)

In two dimensions, the problem becomes that of a circular sheet case which is
elaborately explained in Toalá et al. (2012). Considering some deviation from a
perfectly circular shape with some aspect ratio A, where A=1 for a circular sheet,
the collapse timescale is given as,
r
τsheet ≈

4A
τsphere
3

(A.3)

showing that the collapse timescale of a circular sheet is proportional to the square
root of the aspect ratio.
In one dimension, clouds are best described by filaments and the collapse timescale
is given by Pon et al. (2012). In short, the collapse time of a one dimensional filament
can be related with that of sphere as:
r
τf ilament =

2
Aτsphere
3

(A.4)

where τsphere is the classical free-fall time of a uniform density sphere with the same
volume density as the cylinder. This collapse timescale is derived for a homologous
collapse and shows that it is linearly proportional to the aspect ratio.
Similar to the collapse timescales, we approached the critical mass, the limiting
mass of a cloud exceeding which the cloud collapses, for all three cases following
Larson (1985). In short, the critical mass for a spherically symmetric 3D object is,

Mcsphere = 8.53

γ 3/2 c3s
G3/2 ρ1/2

(A.5)

where, γ is the adiabatic constant (different values of γ for different physical
conditions are given in Larson, 1985), cs is the velocity of sound assuming massaverage temperature, G is the universal gravitational constant and ρ is the average
volume density. Similarly for sheets,
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Mcsheet =

A(γ)cs (0)4
G2 µ

(A.6)

where A(γ) is a constant for different γ (values of A are listed in Larson, 1985),
cs (0) is the sound speed at the central plane and µ is the corresponding average
surface density. Similarly for 1D filaments,

Mcf ilament =

B(γ)cs (0)4
G2 µ(0)

(A.7)

where again B(γ) is the constant for filaments (values of which are listed in Larson,
1985) and µ(0) is the central filament surface density.
Observational studies with only position-position information are limited when
it comes to structure identification. An elongated object can either be a filament
or edge-on view of a sheet, but it can not be a sphere. Similarly, an object with a
nearly equal aspect ratio can either be a spherical object or a face-on circular sheet
but there is a very low probability that it can be a filament observed pole-on. We
studied the spread in critical masses and free-fall times of the structures assuming
all the possible configurations, shown in figure A.4. Sheets represent an intermediate
geometry based on both their merit for a given column density and their capacity to
be a viable geometry for all projected elongations.
The fragmentation possibilities for different shaped structures can be studied via
comparison between the Jeans number density (defined as the Jeans number per
area of the particular structure, where Jeans number is the ratio between the actual
mass and the Jeans mass in the same structure) and the sub-structure number density
(defined as the number of sub-structures that a particular structure may have, divided
by the area of that structure). The Jeans number density compares in a one-to-one
way with the sub-structure number density as shown in figure A.5. The structures
are differentiated as the ones with aspect ratio > 3 and the ones with aspect ratio
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Figure A.4 Distribution of Jeans mass and free-fall time scales considering different
geometries. Our calculation shows that the typical shift in the values based on the
choice of geometry or the mean uncertainty in Jeans masses between filament or sheet
is ∼40%, whereas between sheet and sphere it is ∼70%. Similarly, the mean uncertainty between the free-fall times between filament and sheet is ∼17% and between
sheet and sphere, it is ∼37%.
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Figure A.5 Comparison between the Jeans number density in each structure and
the sub-structure number density. The one-to-one correspondence shows that the
fragmentation of clouds occurs when the mass exceeds critical mass in that region.
The regions plotted are separated as the ones with an aspect ratio greater than 3
resembling elongated filaments and the ones with an aspect ratio less than 3. The
plot shows that the fragmentation of a region is independent of the aspect ratio.
< 3, the same pattern is seen for both cases showing that fragmentation is equally
possible for elongated as well as non-elongated structures.
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A.5

Radial column density profile for filaments

Detailed analysis of resolved filamentary column density profiles derived from
Herschel data (Arzoumanian et al., 2011; Palmeirim et al., 2013) suggest that the
shape of filament radial profiles is quasi-universal with characteristic width of 0.1
pc and a power law at large radii. We checked this behavior by studying 17 visually
selected filaments for which the filament boundary is identified by dendrograms. Table
A.1 includes the parameters related to these filaments. The procedure, along with a
detailed explanation of one of the profile fits is discussed below.
We used the column density map to figure out the central ridge of filaments with
peak density. We did horizontal cuts along each pixel of the ridge inside the boundary
of the filament as given by dendrogram. To make sure that we include the strongest
emission of that particular filament we included the data up to 4 pixels outward
from each boundary but were careful not to include the emission associated with
surrounding filaments. The average radial column density profile is then obtained
in a similar way to Arzoumanian et al. (2011). The radial column density profiles
obtained for each of the peak ridge pixels are then combined along the length of the
filament to compute the mean profile and its spread.
We compared the average radial column density profiles with an idealized analytical cylindrical model that incorporates the central density characteristics, flat
inner portion of the cylinder as well as shows a power-law behaviour at larger radii.
Such a function is well expressed by a Plummer-like function (Nutter et al., 2008;
Arzoumanian et al., 2011) which for a projected column density profile is,

Σp (r) = Ap 

ρc Rf lat
1 + (r/Rf lat )2

 p−1
2

(A.8)

Σp (r) is the mass surface density at radial separation r, given as Σ = µmH NH2
where µ=2.8 is the mean molecular mass. mH is the mass of a single hydrogen atom
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Table A.1. Summary of derived parameters of filaments
RA(J2000) Dec(J2000)
ρc
Rf lat
−3
IDX No: [hh:mm:ss] [dd:mm:ss] [cm ] [pc]
232
342
485
504
471
493
498
565
475
476
171
054
271
223
317
257
400

06:04:11
06:12:09
06:07:48
06:07:37
06:06:59
06:07:10
06:08:31
06:07:37
06:08:53
06:08:51
06:08:40
06:08:21
06:04:52
06:09:17
06:08:44
06:04:53
06:06:21

-06:39:41
-06:09:09
-05:27:09
-05:34:52
-05:54:41
-05:47:38
-05:43:16
-04:45:10
-05:53:19
-05:53:32
-06:57:38
-07:30:42
-06:31:34
-06:42:42
-06:23:53
-06:30:58
-06:10:11

1500
5500
6300
10000
2800
9500
2500
1600
2900
2000
9000
2300
5300
7100
5100
4600
3200
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0.11
0.08
0.05
0.07
0.08
0.08
0.07
0.06
0.05
0.07
0.08
0.05
0.06
0.06
0.04
0.04
0.05

p

NH2 (×1021 )
[cm−2 ]

T
[K]

1.63
1.62
1.51
1.94
1.52
2.21
1.56
1.70
1.50
1.51
1.83
1.53
1.71
1.82
1.53
1.51
1.50

1.25
1.65
1.36
2.16
1.69
2.49
1.39
0.83
1.47
1.56
2.86
1.28
1.71
1.48
2.01
1.43
1.54

15.14
15.72
16.57
15.82
15.50
14.59
14.21
15.60
15.56
15.51
14.17
15.53
14.87
15.79
14.12
15.19
15.93

and NH2 is the corresponding column density. Ap is a constant that includes the effect
of the filament’s inclination angle to the plane of sky i, and is given by,
1 p−1
1
B ,
Ap =
cos i
2
2

!
(A.9)

where i is assumed to be 0 for simplicity and B is the Euler beta function (cf.
Casali, 1986). Similarly, ρc is the central density of the filament, Rf lat is the radius
that characterizes the inner flat region of the profile, and p is the exponent of the
power-law when r  Rf lat . Ostriker (1964) model of a filament (isothermal, in
hydrostatic equilibrium) is a special case when p = 4. As in Arzoumanian et al.
(2011), we found observed p values between 1.5 and 2.5. The deviation of p from an
isothermal equilibrium filament with p = 4 to p ≈ 2 can be interpreted in terms of
a polytropic, rather than isotropic equation of state. That is, P ∝ ργ with γ . 1
(Palmeirim et al., 2013) which is true for 1.5 < p < 2.5 following the density profile
2

scaling as ρ ∝ r− 2−γ . For γ close to unity, the model density profile thus approaches
ρ ∝ r−2 as shown by our results.
The reason for the nearly constant filament width is not yet understood but it
is thought to represent the sonic scale where the transition between supersonic and
subsonic turbulent motions occur (Goodman et al., 1998). It may also refer to the
state when the change in the slope of the linewidth-size relation (Larson, 1981) is
observed as claimed by Federrath et al. (2010). If large-scale turbulence is the responsible mechanism for filament formation, the fact that prestellar cores are seen to
be forming in gravitationally unstable filaments (André et al., 2010) suggests that ultimately gravity is the driver in the subsequent evolution of filaments. The power-law
shape for the outer density profiles also suggests the role of gravity. The plausible
explanation for observed ρ ∼r−2 profiles is that the filaments are not strictly isothermal and that some of them are collapsing. Nakamura & Umemura (1999) have shown
that a collapsing cylinder has an outer density profile that approaches ρ ∼r−2 when
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the equation of state is not isothermal, but polytropic (P ∝ ργ ) with γ . 1. The dust
temperature profiles for the filaments show anti-correlation with the density profile.
That is, a temperature drop at the center of the filaments (figure A.6) suggesting
that a polytropic equation of state with γ . 1 may indeed be more appropriate than
a simple isothermal assumption (Arzoumanian et al., 2011). While the similarity of
the width of the inner flat portion of filaments with previous studies is suggestive of
a characteristic width, high angular resolution studies with more distant clouds have
to be done to confirm this quasi-universal nature.

A.6

Conclusion and future work

The column density - temperature map (figure 3.5) shows a complex arrangement
of structures with a wide range of aspect ratio. We did a dendrogram analysis of
the column density map to identify and characterize the nested sub-structures in the
cloud. We saw the presence of a range of structures from nearly circular to elongated
regions. While a filament extracting algorithm could be used to extract only the
over-dense filaments, we wanted to include all the possible distinct structures within
MonR2 and study the overall properties. We saw the masses well correlated with
the area of respective regions. Since we are observationally limited in identifying
the geometry of the structures due to position-position data, we considered “sheet”
analysis for the regions with a certain degree of uncertainty if the regions were instead
a filament or a sphere. The comparison between the Jeans number density and
sub-structure number density shows one-to-one correspondence implying that the
fragmentation of structures is related to the mass of that region exceeding the Jeans
criterion.
The radial profile of filaments shows non-isothermal behavior described by a
power-law in outer density profiles, with the spread in the inner-flat region between
0.08 to 0.22 pc. The power-law indices range from 1.5 to 2.5, depending upon the
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Figure A.6 Radial column density and temperature profiles for a filaments. The
characteristic radius for this filament is 0.12 pc and the power-law index of 1.63,
showing its non-isothermal nature. The temperature profile shows opposite nature of
the density profile with a drop at the center of filament.
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density of the filament. The profile is better described by a polytropic equation of
state with γ . 1. The deviation from the Ostriker (1964) model of an isothermal
filament in the equilibrium state suggests that the filament is in a non-equilibrium
state and rather gravitationally unstable.
One area of important future work involves a kinematic analysis of filaments to
estimate the infall rate and velocity. The kinematic data will also help to study the
direction of collapse if it is lengthwise or radial or both. Similarly, probing other more
distant and bigger clouds with much better angular resolution would aid further in the
study of the quasi-universal nature of filaments. Also, the cloud information can be
combined with stellar information to study how gas/dust is linked with star formation.
Further, higher wavelength data with higher resolution than Herschel 500µm, such as
with LMT/AzTEC, can be used to study the clumps in greater detail, to estimate the
core mass function (CMF) of an entire giant molecular cloud, and to seek a relation
between the CMF and the initial mass function (IMF) of stars. The origin of the
Stellar IMF remains a fundamental mystery, and the characterization of the CMF
may help us to better understand how the IMF arises.
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APPENDIX B
STAR-GAS CORRELATIONS: SUPPLEMENTARY
INFORMATION

B.1

Herschel observations

For the Gould Belt clouds, we obtained the column density and temperature maps
from the HGBS group, references for which are provided in table 4.1. For the clouds
that do not belong to the Gould Belt Survey (distance >500 pc), below we provide
the OBSIDs of Herschel observations that we reduced:
NGC 2264: 1342205056 (Level 3), 1342205057 (Level 3)
S140: 1342187331 (Level 2.5), 1342187332 (Level 2.5)
AFGL 490: 1342226619 (Level 3), 1342226620 (Level 3)
Cep OB3: 1342263817 (Level 2.5), 1342263818 (Level 2.5)
Mon R2: 1342267715 (Level 2.5), 1342267746 (Level 2.5)
Cygnus-X:
PACS: 1342247289, 1342247288, 1342211308, 1342196917, 1342196918, 1342211307,
1342257387, 1342257385, 1342257383, 1342257382, 1342257384, 1342257386, 1342244188,
1342244170, 1342244166, 1342244169, 1342244831, 1342244168, 1342244190, 1342244832,
1342244167, 1342244191, 1342244171
SPIRE: 1342247288, 1342247289, 1342196917, 1342196918, 1342211307, 1342211308,
1342257382, 1342257383, 1342257384, 1342257385, 1342257386, 1342257387, 1342244189,
1342244166, 1342244167, 1342244168, 1342244169, 1342244170, 1342244171, 1342244188,
1342244190, 1342244191, 1342244831, 1342244832
For Cygnus-X, all PACS observations are Level 2 processed, and all SPIRE observations are Level 2.5 processed.
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B.2

Mass Vs SFR for different AV

Lada et al. (2012) claim lesser variance and thus a clearer correlation between star
formation rate and cloud mass, when those values are measured above 8 AV rather
than above the minimum AV (their Figure 1). Despite the degeneracy explained in
§4.4.1.2, we replicated this analysis with our data. In Figure B.1, we plotted star
formation rate with mass of the cloud above various AV levels, between 3 and 35
AV at the step size of 6 AV . The lines represent linear best fits in each panel. We
computed chi-squared for each of the AV panels as a measure of the spread, and find
no significant change with increasing AV limit.
An equivalent relation is the number of YSOs versus the dense gas mass. Our SFR
is proportional to the number of YSOs as we are assuming a constant star formation
time scale and mass. Lada et al. (2010) claims a strong correlation between the
number of enclosed YSOs with gas mass above 8 AV . Again, from Figure B.1 we do
not find that to be the case with our observations. In fact, the correlation remains
consistent for different baseline AV .

B.3

Cloud sample

Below we give brief information on the clouds that we used for this study.

B.3.1

Ophiuchus

Ophiuchus is the nearest in our sample of clouds. Ortiz-León et al. (2018) gives an
estimate of the distance to the cloud as 137.3 ± 1.2 pc using radio VLBA observations
of young stars. Ophiuchus is an active, low mass star-forming cloud. The SESNA
YSO catalog contains 351 YSOs in Ophiuchus, among which 70 are Class I protostars.
The cloud contains ∼3 × 103 M of H2 mass above 1 AV and covers ∼140 pc2 spatially,
making it the smallest and least massive cloud in our sample.
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Figure B.1 Variation of the logarithm of star formation rate with logarithm of mass
for a certain AV . Each panel shows increasing AV , and each data represent a cloud
for which SFR and mass are calculated within that AV .
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B.3.2

Perseus

The most updated distance to Perseus is by Zucker et al. (2019) using parallax
measurements as a part of Gaia DR2 (d = 294 ± 17 pc). Perseus hosts low and
intermediate-mass YSOs, which places it roughly between a low-mass star-forming
cloud like Taurus and a high mass star-forming cloud like Orion. The cloud contains
∼6 × 103 M of H2 mass above 1 AV , which is twice the mass of Ophiuchus. The
cloud subtends an area of ∼775 pc2 and nurtures 452 YSOs according to the SESNA
catalog, out of which ∼100 are Class I protostars.

B.3.3

Orion-A

Orion-A is our nearest high mass star-forming region in the Galaxy with a total gas
mass of ∼55,000 M above 1 AV . It harbors a massive HII region popularly known
as M42 inside an “S” shaped massive dense filament, also known as the integralshaped filament. Both the Spitzer and the Herschel observations cover much beyond
the integral-shaped filament above 3 AV contour. Yan et al. (2019) used Bayesian
analyses on parallax and G-band extinction measurements in Gaia DR2 to constrain
the distance to Orion-A with 5% systematic uncertainty. The H2 column density
maps are from Stutz & Kainulainen (2015), which were used to show a correlation
between H2 column density probability density function and protostellar fraction in
Orion-A. The SESNA YSO catalog lists 2394 YSOs in Orion-A, and 294 of them are
Class I protostars.

B.3.4

Orion-B

The Orion B Molecular Cloud (L 1630) is the northern one of the two major GMCs
in the Orion complex. It extends over 40 × 60 pc northward from the Orion Nebula
and contains several well known star-forming regions such as NGC 2071, NGC 2068,
M 78 (HH 1927), NGC 2024, and NGC 2023. The main internal heating source of L
1630 is the H II region (NGC 2024), which is the second most luminous source in the
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Orion region and the only region in the Orion B cloud containing O stars. Orion-B
lies at a similar distance as Orion-A (Yan et al., 2019). Herschel maps show ∼2 ×
104 M above 1 AV . The SESNA YSO catalog shows that there are 544 YSOs in
Orion-B and 91 of them are Class I sources.

B.3.5

Aquila North

Aquila North was observed as part of the Herschel Gould Belt survey (HGBS,
André et al., 2010) which aims at obtaining a complete census of prestellar cores and
Class 0 protostars in the closest star-forming regions. The Aquila molecular cloud is
a ∼6◦ × 5◦ star-forming complex lying close to the Galactic plane. The northern part
of the cloud has a mass of ∼3.5 × 104 M above 1 AV . Varying distances to Aquila
are reported in the literature, but we use the most updated one from Ortiz-León et al.
(2018), ∼436 pc. The authors found the consistent distance by both Gaia and the
VLBA for the mean parallaxes. Aquila North contains 403 YSOs in the SESNA YSO
catalog, out of which 67 are protostellar.

B.3.6

Aquila South

Aquila South lies in the southern part of the Aquila Rift. It was largely unexplored
until Spitzer infrared observations. Aquila South is rich in gas. Herschel observations
show that only ∼33 × 35 pc area contains more than 5 × 104 M of gas above 1 AV
region. Aquila South is known to harbor two cluster-forming clumps (Maury et al.,
2011): Serpens South, a young protostellar cluster showing very active recent star
formation and embedded in a dense filamentary cloud (Gutermuth et al., 2008b), and
W40, a young star cluster associated with an HII region. SESNA contains 911 YSOs
in Aquila South, out of which 160 are protostellar Class I sources.
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B.3.7

NGC 2264

NGC 2264 is a young cluster in the Monoceros OB1 association in Orion’s Arm
of our Galaxy. It contains hundreds of young stars embedded in a large molecular
cloud complex presenting diffuse Hα emission and differential interstellar extinction.
The presence of HerbigHaro objects and molecular flows confirm the active current
star formation (Dahm & Simon, 2005). Using proper motions from Gaia DR2, Kuhn
et al. (2019) constrained the distance to NGC 2264 to be ∼738 pc. The cloud contains
about 2 × 104 M of gas in ∼25 × 40 pc area above 1 AV . The SESNA YSO catalog
contains 558 YSOs, 100 of which are Class I protostars.

B.3.8

S140

Sharpless 140 (S140 in short) is a relatively diffuse HII region at the edge of the
much denser L1204 molecular cloud that harbors several clusters of young B stars
(Crampton & Fisher, 1974). The S140 region displays evidence of several phenomena
associated with massive star formation, such as outflows and strong UV irradiation
from both internal and external heating sources creating photon-dominated regions
(PDRs). Using VLBI techniques, Hirota et al. (2008b) estimated the distance to S140
to be ∼ 764 pc with the help of H2 O masers. The Herschel column density map of
S140 contains ∼ 5 × 103 M of gas above 1 AV . The SESNA YSO catalog contains
531 young sources in S140, out of which 61 are protostellar.

B.3.9

AFGL 490

AFGL 490 was discovered as a bright mid-infrared (MIR) source in the AFCRL
sky survey in the mid-70s and has been a target of numerous studies ever since,
spanning the spectral range from optical to radio wavelengths. The region is known
to show infrared CO absorption lines indicating the presence of a cooler (ca.20 K) and
a warmer (ca. 100 K) gas component and P-Cygni profiles associated with outflowing
gas. The cloud extends over ∼ 20 × 20 pc and has a mass of ∼1.5 × 104 M above
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1 AV . The SESNA YSO catalog shows that AFGL 490 contains 319 YSOs, out of
which 45 are Class I protostars.

B.3.10

Cep OB3

Cep OB3 contains one of the nearest OB associations to our solar system enabling
a good spectroscopic and kinematic study of its brightest members. Sargent (1979)
reported sequential star formation in Cep OB3 from a proper motion survey of the region. Sargent (1979) subdivided the cloud into regions defined by apparently discrete
peaks in the CO distribution, which she designated Cep A, B, C, D, E, and F. Our
Herschel maps and Spitzer catalog contain these subregions and L1211 and cover
∼70 × 50 pc area with mass ∼8 × 104 M above 1 AV . The SESNA YSO catalog
contains 2188 YSOs in Cep OB3, out of which 205 are young Class I protostars.

B.3.11

Mon R2

The Mon R2 region was originally identified as a group of reflection nebulae in the
constellation of Monoceros. The first detailed spectroscopic and photometric study
of Mon R2 nebulae was done by Racine (1968), who discovered that the illuminating
associated stars are mainly B-type stars and also estimated the distance to the cloud
as 830 ± 50 pc. Recently, VLBI and Gaia derived distance estimates agree with the
former estimate within their uncertainties. Herschel column density maps show the
presence of ∼3.5 × 104 M of H2 gas above 1 AV . The SESNA catalog contains 931
YSOs in Mon R2, 165 of which are Class I protostars.

B.3.12

Cygnus-X

The Cygnus X star-forming complex is a high mass star-forming region that contains several dozen OB stars in two associations. The cloud complex is located at
∼1.4 kpc (Rygl et al., 2012) and covers a spatial extent of ∼140 × 160 pc. It is
the closest Milky Way analog of the sorts of star-forming sites that are commonly
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detectable and barely spatially resolved in nearby galaxies. Thus Cygnus-X forms
a bridge for studying star formation between local clouds in the Milky Way Galaxy
and external galaxies. Herschel column density maps show that the Cygnus-X starforming complex has a mass of ∼1.8 × 106 M above 1 AV . Cygnus-X shows a high
star formation activity with 21387 YSOs detected in the SESNA YSO catalog, out
of which 2152 are Class I protostars.
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André, P., Di Francesco, J., Ward-Thompson, D., et al. 2014, in Protostars and
Planets VI, ed. H. Beuther, R. S. Klessen, C. P. Dullemond, & T. Henning, 27
Andre, P., & Montmerle, T. 1994, ApJ, 420, 837
Andre, P., Ward-Thompson, D., & Barsony, M. 1993, ApJ, 406, 122
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Graciá-Carpio, J., Wetzstein, M., Roussel, H., & PACS Instrument Control Centre
Team. 2017, in Astronomical Society of the Pacific Conference Series, Vol. 512,
Astronomical Data Analysis Software and Systems XXV, ed. N. P. F. Lorente,
K. Shortridge, & R. Wayth, 379
Greene, T. P., Wilking, B. A., Andre, P., Young, E. T., & Lada, C. J. 1994, ApJ,
434, 614
Griffin, M. J., Abergel, A., Abreu, A., et al. 2010, A&A, 518, L3

208

Großschedl, J. E., Alves, J., Teixeira, P. S., et al. 2019, A&A, 622, A149
Gueth, F., & Guilloteau, S. 1999, A&A, 343, 571
Gutermuth, R. A., & Heyer, M. 2015, AJ, 149, 64
Gutermuth, R. A., Megeath, S. T., Muzerolle, J., et al. 2004, APJS, 154, 374
Gutermuth, R. A., Megeath, S. T., Myers, P. C., et al. 2009, APJS, 184, 18
Gutermuth, R. A., Megeath, S. T., Pipher, J. L., et al. 2005, ApJ, 632, 397
Gutermuth, R. A., Pipher, J. L., Megeath, S. T., et al. 2011, ApJ, 739, 84
Gutermuth, R. A., Myers, P. C., Megeath, S. T., et al. 2008a, ApJ, 674, 336
Gutermuth, R. A., Bourke, T. L., Allen, L. E., et al. 2008b, ApJ, 673, L151
Haisch, Karl E., J., Lada, E. A., & Lada, C. J. 2001, ApJL, 553, L153
Hamajima, K., & Tosa, M. 1975, PASJ, 27, 561
Harvey, P., Merı́n, B., Huard, T. L., et al. 2007, ApJ, 663, 1149
Hatchell, J., Richer, J. S., Fuller, G. A., et al. 2005, A&A, 440, 151
Heiderman, A., Evans, Neal J., I., Allen, L. E., Huard, T., & Heyer, M. 2010, ApJ,
723, 1019
Heitsch, F., & Hartmann, L. 2008, ApJ, 689, 290
Heitsch, F., Mac Low, M.-M., & Klessen, R. 2000, in ESA Special Publication, Vol.
445, Star Formation from the Small to the Large Scale, ed. F. Favata, A. Kaas, &
A. Wilson (Noordwijk, The Netherlands: ESA), 391
Hennebelle, P., & Chabrier, G. 2011, ApJL, 743, L29
Hennebelle, P., & Falgarone, E. 2012, A&AR, 20, 55
Herbst, W., & Racine, R. 1976, AJ, 81, 840
Hernández, J., Hartmann, L., Calvet, N., et al. 2008, ApJ, 686, 1195
Heyer, M., & Dame, T. M. 2015, ARA&A, 53, 583
Heyer, M., Krawczyk, C., Duval, J., & Jackson, J. M. 2009, ApJ, 699, 1092
Heyer, M. H., Corbelli, E., Schneider, S. E., & Young, J. S. 2004, ApJ, 602, 723
Hildebrand, R. H. 1983, QJRAS, 24, 267
Hill, T., Motte, F., Didelon, P., et al. 2011, A&A, 533, A94

209

Hirota, T., Honma, M., Imai, H., et al. 2011, PASJ, 63, 1
Hirota, T., Bushimata, T., Choi, Y. K., et al. 2008a, PASJ, 60, 37
Hirota, T., Ando, K., Bushimata, T., et al. 2008b, PASJ, 60, 961
Hodapp, K. W. 2007, AJ, 134, 2020
Holland, W. S., Robson, E. I., Gear, W. K., et al. 1999, MNRAS, 303, 659
Hopkins, P. F. 2013, MNRAS, 430, 1653
Hosking, J. G., & Whitworth, A. P. 2004, MNRAS, 347, 1001
Houlahan, P., & Scalo, J. 1992, ApJ, 393, 172
Hoyle, F. 1953, ApJ, 118, 513
Hsu, W.-H., Hartmann, L., Heitsch, F., & Gómez, G. C. 2010, ApJ, 721, 1531
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