In this paper we investigate periodic FPU chains with an even number of particles. We show that near the equilibrium point, any such chain admits a resonant Birkhoff normal form of order four which is completely integrable -an important fact which helps explain the numerical experiments of Fermi, Pasta, and Ulam. We analyze the moment map of the integrable approximation of an even FPU chain. Unlike in the case of odd FPU chains these integrable systems (generically) exhibit hyperbolic dynamics. As an application we prove that any FPU chain with Dirichlet boundary conditions admits a Birkhoff normal form up to order four and show that a KAM theorem applies.
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Introduction
In this paper we consider FPU chains with an even number N of particles of equal mass, normalized to be one. Such chains have been introduced by Fermi, Pasta, and Ulam [5] , as models to test numerically the principle of thermalization as N grows larger and larger. A FPU chain consists of a string of particles moving on the line or the circle interacting only with their nearest neighbors through nonlinear springs. Its Hamiltonian is given by
where V : R → R is a smooth potential. The corresponding Hamiltonian equations read (1 ≤ n ≤ N ) q n = ∂ pn H V = p n , p n = −∂ qn H V = −V ′ (q n − q n+1 ) + V ′ (q n−1 − q n ). * Supported in part by the Swiss National Science Foundation † Supported in part by the Swiss National Science Foundation, the programme SPECT and the European Community through the FP6 Marie Curie RTN ENIGMA (MRTN-CT-2004-5652) 1 2000 Mathematics Subject Classification: 37J10, 37J40, 70H08
INTRODUCTION
Here q n denotes the displacement of the n'th particle from its equilibrium position and p n is its momentum. If not stated otherwise, we assume periodic boundary conditions (q i+N , p i+N ) = (q i , p i ) ∀i ∈ {0, 1}.
Without loss of generality, the potential V : R → R is assumed to have a Taylor expansion at 0 of the form
where κ is the (linear) spring constant normalized to be 1 and α, β ∈ R are parameters measuring the strength of the nonlinear interaction. The minus sign in front of the parameter α in the expansion (3) turns out to be convenient for later computations. Substituting the expression (3) for V into (1), the corresponding expansion of H V is given by
For any FPU chain, the total momentum P = 1 N N n=1 p n is an integral of motion, and therefore the center of mass Q = 1 N N n=1 q n evolves with constant velocity. Hence any FPU chain can be viewed as a family of Hamiltonian systems of 2N − 2 degrees of freedom, parametrized by the vector of initial conditions (Q, P ) ∈ R 2 with Hamiltonian independent of Q. In particular, for N = 2 any FPU chain is integrable, and hence we will concentrate on the case N ≥ 3. Further note that for any vector (Q, P ) ∈ R 2 , the origin in R N −2 is an equilibrium point of the corresponding system. The momentum of such an equilibrium point is given by the constant vector (p 1 , . . . , p N ) = P (1, . . . , 1).
The frequencies (ω The corresponding resonance lattice is given by (see Appendix A of [7] )
and generated by the vectors l (k) , 1 ≤ k ≤ N − 1, defined by l (k) = e k − e N −k , where e i , 1 ≤ i ≤ N − 1, denotes the standard basis in R N −1 . For any point (x, y) ∈ R 2N −2 introduce the variables I = (I k ) 1≤k≤N −1 , where
as well as M = (M k ) 1≤k≤N −1 , J = (J k ) 1≤k≤N −1 , and L = (L k ) 1≤k≤N −1 . They are defined on R 2N −2 with values in R N −1 and given by
Note that for any 1
i.e. M k , J k , L k are the Hopf variables expressed in x k , y k , x N −k , y N −k . They describe the image of the Hopf map from the three-dimensional sphere of radius where
and let 
Note that for α, β ∈ R with β = α 2 -referred to as Toda case -, R α,β vanishes. In [7] we proved that even FPU chains admit a resonant normal form near the equilibrium point. 
with α, β ∈ R as in (3) and where H α,β (I) and R α,β (J, M ) are given by (8) and (10) , respectively.
, can be proved to be completely integrable. The form of the resonance lattice introduced above suggests that I k +I N −k (1 ≤ k ≤ 
where
α,β (I) = 1 4N
By (7), one has
where the latter term is defined to be 0 if 
where given by (13) is completely integrable. If the expansion of V in (3) satisfies (α, β) = (0, 0), then the following N − 1 quantities are functionally independent integrals in involution:
.
Remark:
In the case β = α 2 , the integrals K k (I, J, M ) only depend on the action variables I, as
In sections 3 and 4 we present a detailed analysis of the geometry of the moment map of the integrable system of Theorem 1.2. In particular we show that whenever β = α 2 , then this integrable system exhibits hyperbolic dynamics. In section 5, we will use Theorem 1.1 to show that any FPU chain with Dirichlet boundary conditions admits a Birkhoff normal form up to order 4 by recognizing such a system as an invariant submanifold of a periodic FPU chain. Consider a chain with N ′ (N ′ ≥ 3, not necessarily even) moving particles and Hamiltonian given by
Assume that its endpoints are fixed, i.e. 
where I = (I 1 , . . . , I N ′ ) is given by (5) , α, β are as in (3) , and
only if Denote by Q for β < 0
Applications: Theorems 1.3 and 1.5 allow to apply for any given α ∈ R the classical KAM theorem (see e.g. [9] ) near the equilibrium point to the FPU chain with Hamiltonian H D V and Dirichlet boundary conditions for a real analytic potential
(α), one can apply Nekhoroshev's theorem (see e.g. [10] ) near the equilibrium point to the FPU chain with Hamiltonian H D V for V with such β's. These perturbation results confirm long standing conjectures -see e.g. [3] .
In subsequent work we plan to compare orbits of the FPU chain with Hamiltonian H V with the ones of its integrable approximation H trunc V , with the intention to explain the numerical experiments of Fermi, Pasta, and Ulam.
Related work: Theorem 1.2 and Theorem 1.3 improve on earlier results of Rink in [11] and [13] , respectively, where the case α = 0 has been treated. Our approach has been shaped by our work on the Toda lattice [6] . The latter one, introduced by Toda [14] and extensively studied in the sequel, is a special FPU chain which is integrable (i.e. the original Hamiltonian H V -not only H trunc V -is integrable). It turns out that the same canonical transformations which near the equilibrium bring the Toda lattice into Birkhoff normal form can be used for any FPU chain. If N is odd, this transformation brings H V into Birkhoff normal form up to order 4; we have studied this case in detail in [7] .
One of the most important open problems in the field of FPU chains is the investigation of the dynamics of these chains when the number of particles gets larger and larger. It is likely that our results on FPU chains with Dirichlet boundary conditions can be used for this purpose. For recent contributions in this direction see e.g. [1] , [2] .
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Proof of Theorem 1.2
Denote by {·, ·} the standard Poisson bracket on R 2N −2 . In a straightforward way one computes the Poisson brackets between the variables I, M, J, L ∈ R N −1 , given by (5) and (6) 
As a consequence, one obtains the following relations between the variables
First note that the list of functions of Theorem 1.2,
contains N − 1 terms regardless whether Proof. The functions in (24) depend on only one of the N 4 +1 pairwise disjoint sets of variables. As the Poisson brackets between terms depending on variables of different sets vanish, it remains to check that functions of (24) with the same k are in involution with each other. In view of the definitions (16) and (17) of K l and K N/4 , respectively, and taking into account that (I k ) 1≤k≤N −1 are pairwise in involution, this amounts to proving that for any 1 ≤ l < N 4 ,
and {J
First we note that by (21) and (22) one has for any 1
and
Since the right hand sides of (29) and (30) are invariant under exchanging l and N 2 − l, the same must hold for the left hand sides, and we conclude that
The identities (25)-(27) now follow from the appropriate combinations of (29)-(32). In the same fashion, one concludes that (28) holds.
Proof of Theorem 1.2. In view of Lemma 2.2, it remains to check that the quantities listed in (24) are functionally independent integrals. The independence is easy to verify, and the fact that they are conserved quantities follows from the formula (15) , showing that H trunc V
can be written as a function of them.
Foliation by Liouville tori
In the next two sections we describe the geometry of the moment map of the truncated resonant normal form (13) for any even periodic FPU chain H V with potential V whose expansion (3) satisfies (α, β) = (0, 0). The case β = α 2 is special as in this case the normal form (13) is the Birkhoff normal form of order four of the Toda chain. Its foliation is well known -it is the one of uncoupled harmonic oscillators. Hence we will concentrate on the case β = α 2 only. The special case α = 0 has been partially studied by Rink [12] . Surprisingly, it turns out that many of his results continue to hold in the general case. Using the notationk ≡k(k) = N 2 − k, the integrals of Theorem 1.2 can be grouped as follows:
where for 1 ≤ k < N 2
(Here we used that
Using the assumption β − α 2 = 0, we rewrite the integrals (K l ) 1≤l≤
as follows. Introduce the bifurcation parameter
and note that
For any 1 ≤ k < N 4 , one has
In the sequel, we will for simplicity omit the factor s 2k (α 2 − β) in K k , since it does not influence the geometry of the level sets of the integrals (K k ) 1≤k≤ given by (13) is the direct sum of invariant symplectic subspaces
The foliation of T * R N −1 by level sets of the integrals (33) is the Cartesian product of the foliations of the P k .
We now analyze the foliations of P 0 , P N
4
, and P k for 0 < k < N 4 separately. Note that P 0 and P k (0 < k < N 4 ) can be canonically identified with T * R and T * R 4 , respectively, and
Foliation of P 0 One easily sees that I N 2 foliates T * R by circles, centered at the origin. (6),
Then the moment map M = (H, K) takes the form
As already remarked in (7) one has
Further, we may replace K by K γ given by
The critical points (x, y) ∈ T * R 2 \ {(0, 0)} with rank(d (x,y) M) = 1 are analyzed by symplectic reduction via the Hamiltonian vector field of H. On the sphere S
. The fibers of F are circles obtained by the S 1 -action of H. The reduced system is then given by (S 2 r , X γ ) where X γ denotes the reduced Hamiltonian vector field induced by K γ . To compute X γ , note that the equations of motion in the reduced system corresponding to the Hamiltonian K γ are given by
Indeed, following the procedure of reduction in section I.5 of [4] , formula (35) follows fromẇ
and the commutation relations of the variables (w 1 , w 2 , w 3 ) = (M, J, L) given by Lemma 2.1. We then obtain
It turns out that the foliation of S where two of them are hyperbolic and the remaining four elliptic. Note that the corresponding values of K γ are (1 + γ)r 2 , γr 2 , and 0, respectively, and that the two hyperbolic fixed points are contained in the same connected component of the inverse image of K γ in S 2 r . This component consists of two great circles where each of the four half circles is a heteroclinic X γ -orbit connecting the two hyperbolic fixed points.
hyperbolic fixed points critical value
Let us verify the claimed classification of the two fixed points (0, 0, εr) with ε ∈ {±}. The other four fixed points are treated in a similar fashion. Near (0, 0, εr) we choose M, J as coordinates of S 2 r . The equations of motion induced by X γ on S 2 r in these coordinates reaḋ
If linearized at (0, 0, εr) the corresponding linear system is given by the 2 × 2-matrix εA where
The eigenvalues of A are given by
As −γ(1 + γ) > 0 iff −1 < γ < 0 it follows that λ 1,2 are in R \ {0} and hence that (0, 0, ±r) are both hyperbolic fixed points for −1 < γ < 0 whereas they are both elliptic if γ < −1 or γ > 0. For −1 < γ < 0, the inverse image
The foliation of P k for 0 < k < N 4 is more complicated than in the case k = N 4 . We describe it in detail in the subsequent section.
Integrable system (H
In this section we present a detailed study of the geometry of the moment map M : T * R 4 → R 4 defined by the integrable system P k with commuting integrals
. As in section 3 we restrict to FPU chains with potential V whose expansion (3) satisfies β = α 2 . We show that in this case the vector field induced by K k exhibits hyperbolic dynamics. It is convenient to introduce the following notation. Denote the standard coordinates of T * R 4 by (x, y) with x = (x i ) 1≤i≤4 and y = (y i ) 1≤i≤4 , and introduce the action variables
By Lemma 2.1, the Poisson brackets between the variables (
whereas all other brackets vanish.
The moment map M then takes the form
and where K γ is a scalar multiple of K k , given by
with the coefficients d 1,γ , d 2,γ defined by
(The definition of the integral G above differs from the one given earlier by a multiple of the integral
), hence they are functions of I 1 , I 2 alone and M| T * R 2 ×{0} may be replaced by the map (x, y) → (I 1 , I 2 , 0, 0). The geometry of the latter map is the one of two uncoupled harmonic oscillators. The subspace {0} × T * R 2 is treated similarly. It remains to study the restriction of M to
). The Hamiltonian vector fields of H 1 and H 2 induce a torus action on T * R 2 . The corresponding symplectic reduction is given by the product of two Hopf maps,
. The fibers of F are 2-dimensional tori, obtained by the
, where Y and X γ denote the reduced Hamiltonian vector fields induced by G and K γ , respectively. To compute Y and X γ , note that the equations of motion in the reduced system, corresponding to a Hamiltonian H, are given by
-see section 3 for details. We then obtain
Further introduce the reduced moment map
We now study the critical points of M γ with rank (dM γ ) = 0, i.e. points of S 2 r1 × S 2 r2 which are fixed points of both, Y and X γ . From the expressions for Y and X γ derived above, one easily sees that there are only four such critical points,
where ε ∈ {±}. The value of the critical point ε(0, 0, r 1 , 0, 0, −r 2 ) by M γ is (ε(r 1 + r 2 ), 0) and
Computing the Jacobian of the reduced vector field X γ at the critical points one sees that they are elliptic fixed points of X γ . The values of the other two critical points ε(0, 0, r 1 , 0, 0, r 2 ) by M γ are (ε(r 1 − r 2 ), 0). The inverse image of (ε(r 1 − r 2 ), 0) might have several connected components, depending on the values of γ and the additional bifurcation parameter
Our main results concerning the critical points ε(0, 0, r 1 , 0, 0, r 2 ) are collected in the folloing theorem. 
Otherwise it is an elliptic fixed point of X γ . If (39) is satisfied, the stable and unstable manifolds of ε(0, 0, r 1 , 0, 0, r 2 ) both have dimension two. In the case r < 1, γ {(ε(r 1 −r 2 ), 0)} is invariant under the action of the vector field Y . The orbits of this action can be easily described, where R φ (u, v) denotes the image of (u, v) ∈ R 2 of the rotation R φ by the angle φ in counterclockwise orientation. Hence given L 1 and L 2 with |L i | < r i for i = 1, 2 there exists a unique point (M i ,Ĵ i , L i ) 1≤i≤2 on such an orbit with the property that
As G and K γ commute, K γ is invariant along any orbit of the vector field Y and we conclude that
Let us now determine M 
then L 2 = r 2 and (M i , J i ) = (0, 0) for i = 1, 2, contradicting our assumption on the point considered. Hence in the expression for K γ displayed above we can factor out r 1 − L 1 and the equation K γ = 0 reads
Next let us consider the case where
To investigate the solutions of (45) we distinguish between three cases: r = 1, [γ + c 
which is independent of L 1 . (ii) By the discussion preceding Proposition 4.2 it follows that the inverse image M
Hence (X γ ) 3 = −(r γ {(0, 0)} = N 0 and one verifies in a straightforward way that ±(0, 0, r 1 , 0, 0, r 1 ) are elliptic fixed points of X γ . According to (48), the third component (X γ ) 3 of X γ vanishes identically on N 0 . Further, 2γ + 1 = −2s 2k implies that 1 + d 2,γ = −1 − d 1,γ . In view of (47) it then follows that
The claimed statements for the case 2γ + 1 = 2s 2k are proved in a similar fashion.
Next we consider the case where r < 1 and γ + c 
Note that 0 < c 2k < 1 as 1 ≤ k < (ii) If √ r ≤ 2s 2k /c 2k , then
where for any |L 1 | ≤ r 1 , α L1 is the unique angle satisfying (ii) Again by the discussion preceding Proposition 4.2 it follows that the inverse image M −1 γ {(r 1 − r 2 , 0)} is given as claimed. Again by a straightforward computation one sees that (0, 0, r 1 , 0, 0, r 2 ) is a hyperbolic fixed point of X γ if √ r < 2s 2k /c 2k , and an elliptic one if √ r = 2s 2k /c 2k . Next consider a point
where |L 1 | < r 1 . Then the third component of X γ is given by (cf (48))
Hence (X γ ) 3 = (X γ ) 6 < 0. It follows that the X γ -orbit passing through such a point originates at (0, 0, r 1 , 0, 0, r 2 ) and then reaches a point of the form (0, 0, −r 1 , M 2 , J 2 , L 2 ) with
cos(π +φ), sin(π +φ)). (50)
At this point the vector field X γ is given by (−r 1 J 2 , −r 1 M 2 , 0, 0, 0, 0).
Note that this vector does not vanish as
and |L 1 | < r 1 one has
Hence (X γ ) 3 = (X γ ) 6 > 0. It follows that the X γ -orbit passing through such a point ends up at (0, 0, r 1 , 0, 0, r 2 ) and passes through a point of the form 
Note that lim qց0 |f (q)| = ∞. (ii) If |f ( √ r)| < 2s 2k , then there exists −r 1 < l γ,r < r 1 so that the connected 
is a critical point of M γ with rank dM γ = 1. 
The conditions
ri , i = 1, 2 then imply that λ satisfies
Substituting (56) into (53)-(55) one sees, again using (
or, taking squares,
or, after dividing by r 2 1 r 4 2 one gets, using the bifurcation parameter r and the normed variables l i := L i /r i ∈ (0, 1) (i = 1, 2),
Note that for given r and 0 < l 1 < 1, the left hand side of (59) is a polynomial in l 2 of degree four, (l
2 ). Summarizing, we have shown that for any given point ( (52)- (55) is given by (M 2 , J 2 ) = λ(M 1 , J 1 ) and L 2 = r 2 l 2 with λ and l 2 satisfying (57), respectively (59). As a consequence the set of solutions of (52)- (55) is an algebraic subset of S of dimension at most two. In order to analyze the critical points of M γ with rank(dM γ ) = 1, we perform another symplectic reduction. First we pass to the orbit space of the flow of Y on S 2 r1 × S 2 r2 and then to the level sets of G. In view of (40), the Y -flow is an S 1 -action. Note that besides L 1 and L 2 , the quantities σ and τ are invariant under this S 1 -action,
They are related by the identity
Define
The fibers of F (3) are the orbits of the Y -action onṠ In particular, K γ and G factor through O r . In fact, K γ and G, when expressed in the variables L 1 , L 2 , σ, τ , are polynomials, given by
By reducing the system (G, K γ ) by the Y -action one obtains a family of integrable systems with one degree of freedom parametrized by the value c of G.
Denote by X γ,c the Hamiltonian vector field induced by K γ . The fixed points of X γ,c can then be characterized in terms of the bifurcation parameters γ, r, and k. Note that by (52), the rank-1-points of the reduced moment map M γ satisfy τ = 0, and by (56)-(57),
. Hence the image of the set of the rank-1-points by F (3) is an algebraic subset of O r of dimension at most one -see (59).
By (60), σ and τ are located on a circle of radius (
where φ ∈ R/2πZ. The phase spaces, reduced by the Y -action, are now obtained by taking subsets of O r corresponding to level sets of G, i.e. by replacing L 2 by L 1 − c, where c is the value of G. The restriction K γ,c of K γ to the reduced phase space corresponding to the value c of G is then given by
with L 1 ∈ ((−r 1 , r 1 ) ∩ (c − r 2 , c + r 2 )) and φ ∈ R/2πZ. The reduced Hamiltonian vector field induced by K γ,c is given by
Note that
cos φ.
where we treat L 2 = L 1 − c as a dependent variable.
By (67), the fixed points of the vector field X γ,c with |L
Note that (68) and the square of (69) are equivalent to the system of equations (52)- (59) derived above. In order to determine the type of the fixed points (L 1 , φ), i.e. points satisfying (68)-(69) for a given value c of G, one computes the Jacobian of X γ,c ,
at these points. Note that at such points h 11 = 0 and h 22 = 0 and thus det(H) = −h 12 h 21 . Hence such a fixed point is an elliptic or hyperbolic fixed point of X γ,c if h 12 h 21 is positive, respectively negative. We omit a more detailed analysis of these points.
Chains with Dirichlet boundary conditions
In this section we consider a FPU chain with N ′ (N ′ ≥ 3, not necessarily even) moving particles and fixed endpoints, i.e. with boundary conditions (18).
It has been observed that such a chain can be treated as an invariant subsytem of a periodic lattice with N = 2N ′ + 2 particles -see [13] : Let T * R N be endowed with the canonical symplectic structure and consider the linear map S :
Then S is a canonical linear involution satisfying H V • S = H V . Denote by Fix(S) the fixed point set of S. Then Fix(S) is the subset of all elements (q, p)
In particular, on Fix(S), q N = q N ′ +1 = 0 and p N = p N ′ +1 = 0. Note that on Fix(S), both the center of mass coordinate Q = 
We endow M with the symplectic structure induced from T * R N . The phase space of an FPU chain with N ′ moving particles satisfying Dirichlet boundary conditions is T * R N ′ , endowed with the canonical symplectic structure N ′ i=1 dq i ∧ dp i . It can be embedded into M by the map Θ :
Θ is a parametrization of Fix(S) and the pullback of the canonical symplectic form on M by Θ is N ′ i=1 dq i ∧ dp i , which means that Θ is canonical. It then follows that Fix(S) is a symplectic submanifold of M.
We now express the equations defining Fix(S) locally near 0 as a subset of M in terms of the canonical coordinates (x k , y k ) 1≤k≤N −1 provided by Theorem 1.1, or even more conveniently, in terms of the associated complex coordinates (ζ k ) 1≤|k|≤N −1 , defined for 1 ≤ k ≤ N − 1 by
Denote by Z the linear subspace of C 2N −2 consisting of such vectors (ζ k ) 1≤|k|≤N−1 . In the sequel we also write (ζ k ) 1≤k≤N −1 for the element (ζ k ) 1≤|k|≤N −1 ∈ Z and use the notations (n ∈ Z) c n := cos nπ N , s n := sin nπ N .
Define the map S Z : Z → Z, given by
Like the map S : M → M, S Z is a canonical linear involution. In fact, the maps S and S Z are conjugate to each other under the coordinate change of Theorem 1.1. Before making this statement more precise, let us introduce a parametrization of the fixed point set Fix(S Z ) of the map S Z . Introduce
endowed with the canonical symplectic structure induced from C 2N ′ , and the
Using the explicit construction in [7] of the canonical transformation Ψ of Theorem 1.1 one verifies the following lemma. 
In particular, for k = N ′ + 1 (= N/2) we get ζ N ′ +1 = 0 and therefore
Moreover
Proof. In terms of the complex variables (
showing (75). The identity (77) follows from ζ N 2 | F ix(S Z ) = 0. To prove (76), we first conclude from (73) that on Fix(S Z ), for any 1 ≤ k ≤ N − 1,
Hence on Fix(S Z ),
This completes the proof of Corollary 5.2.
From the definitions (6), (11) , and (12) Proof of Theorem 1.3. We start with the resonant normal form (13) for even chains,
, where H α,β (I) and R α,β (J, M ) are given by (8) and (10), respectively. Using the identity I k = I N −k , the terms in the decomposition (14) of H α,β , when restricted to Fix(S Z ), are given by
and 1 2N
From Corollary 5.3, we conclude that on Fix(S Z ),
Formula (19) is then obtained by adding up (78)-(81), noting that d
, and replacing I k by its pullback 
(ii) For any β = 0, H 
where ∆ 
, where we used that s 2k = 2s k c k = 2s k s N ′ +1−k and, if
In order to see that P D is nonsingular, observe that detP D ∈ Z. For N ′ even we show that det P D ≡ 1 mod 2. Note that in this case the diagonal of P 2 ), −3 (with multiplicity
2 ), and
negative eigenvalues. These facts are verified in Appendix A. The claim of the lemma now follows.
We now turn to the case α = 0. 
and listed in increasing order, they satisfy A Spectrum of the matrix P
D
Here we compute for any integer N ′ ≥ 3 the eigenvalues of the contribute which are determinants of matrices containing at most one column consisting of entries all equal to four. We obtain
where L 
More generally, for any 1 < j <
It remains to compute det L Hence, if N ′ is odd, the zeroes of det(P D − λId) are µ = 2 (with multiplicity
2 ), µ = −2 (with multiplicity
(each with multiplicity 1). Transforming back to λ = −1 − µ, we obtain the claimed formulas for the eigenvalues in the case where N ′ is odd. This completes the proof of Lemma A.1.
