We obtain integral boundary decay estimates for solutions of second-and fourth-order elliptic equations on a bounded domain with smooth boundary. These improve upon previous results of this type in the second-order case and, we believe, are new in the fourth order case. We apply these estimates to obtain stability bounds for the corresponding eigenvalues under small perturbations of the boundary.
Introduction
Let Ω be a bounded region in R N and let H be a second-order, self-adjoint, uniformly elliptic operator on L 2 (Ω) subject to Dirichlet boundary conditions on ∂Ω. In [D1] Davies obtained boundary decay estimates on functions in Dom(H), of the form
for α > 0 in some interval (0, α 0 ). Here α 0 is an explicitly given constant which depends on the boundary regularity and the ellipticity constants of H; see (3) below. As an application of (1) stability estimates were obtained on the eigenvalues {λ n } of H under small perturbations of the boundary ∂Ω. More precisely, ifΩ ⊂ Ω is a domain such that ∂Ω ⊂ {x ∈ Ω : dist(x, ∂Ω) < ǫ} and if {λ n } are the corresponding Dirichlet eigenvalues (the operatorH being defined by form restriction), then it was shown that (1) implies 0 ≤λ n − λ n ≤ c n ǫ 2α
for all n ∈ N and all ǫ > 0 small enough. Inequality (2) was subsequently improved in [D3] , where ǫ 2α , α < α 0 , was replaced by ǫ 2α 0 , for the same α 0 . For results analogous to those of [D3] for the p-Laplacian together with applications we refer to Fleckinger et al. [FHT] . See also [EHK] where estimates of this type were first obtained for eigenfunctions of second-order operators. Let us also note here that (2) has obvious applications in the numerical computation of eigenvalues; see [D1] for more on specific examples.
Our aim in this paper is, firstly, to improve the range of α for which (1) is valid and, secondly, to obtain integral decay estimates analogous to (1) for fourth-order operators. The latter can be applied to obtain stability bounds of the same type as (2) for the corresponding eigenvalues. We note in particular that our results disprove a conjecture made in [D3] concerning the optimality of α 0 for (2) in the second-order case.
More precisely let H be a second-order operator as above, and let λ, Λ be its ellipticity constants. Assume also that a weak Hardy inequality is valid on Ω, that is there exist h > 0 and a ∈ R such that
It was shown in [D1] that (1) is then valid for all α ∈ (0, √ λΛ −1 h). In Theorem 13 we improve this showing that (1) is valid for all α ∈ (0, √ h). In the case of smooth boundary this gives α ∈ (0, 1/2), and touches the sharp value α = 1/2. See [D2] for more on the best value of h in (3) for several specific examples.
Concerning the fourth-order operators, we are forced for technical reasons to make a stronger regularity assumption on the boundary of Ω, which we assume to be smooth so that d(x) is smooth near ∂Ω. For a fourth-order uniformly elliptic operator H we then prove that
for all α ∈ (0, 1/2). This in turn implies the stability estimate analogous to (2) for all such α. In this case too the value α = 1/2 is optimal for the validity of (2).
Generally we follow the main idea of [D1] , our main contribution being some additional results guaranteeing the independence of α 0 above from the ellipticity ratio Λ/λ. The main tools are a stability theorem together with a continuation argument. These are complemented by some calculations specifically for the bilaplacian.
We present in detail the results concerning fourth-order operators (Sections 1-4) and we are more brief regarding the second-order ones (Section 5). More precisely, the structure of the paper is as follows: in Section 1 we provide a sufficient condition (P α ) for the validity of (4). In Section 2 we prove an invariance property for (P α ). In Section 3 we establish the range of α for which (P α ) is valid. In Section 4 we briefly present the application to eigenvalue stability for the fourth-order case. Finally, in Section 5 we describe how the approach works for second order operators.
Setting.
We fix some notation. Given a multi-index α = (α 1 , . . . , α N ) we write α! = α 1 ! . . . α n ! and |α| = α 1 + · · · + α n . We write γ ≤ α to indicate that γ i ≤ α i for all i, in which case we also set c α γ = α!/γ!(α − γ)!. We use the standard notation D α for the differential expression (∂/∂x 1 ) α 1 . . . (∂/∂x N ) α N and we denote by ∇ 2 f the vector (D α f ) |α|=2 .
We now describe our setting. We assume that Ω is a bounded domain in R N with smooth boundary ∂Ω (the smoothness is only needed for the fourth-order case). Then there exists θ > 0 such that the associated distance function dist(x, ∂Ω) is smooth on {dist(x, ∂Ω) < θ}. Moreover the following Hardy-Rellich inequalities are valid for all v ∈ C ∞ c (Ω):
(Note that (iii) is actually a consequence of (i) and (ii)) For more on Hardy-Rellich inequalities with optimal constants as well as improved versions of such inequalities we refer to [BFT, BT] and references therein.
We will consider operators of the form
subject to Dirichlet boundary conditions on ∂Ω. More precisely we start with a matrixvalued function a(x) = {a αβ (x)} which is assumed to be measurable and to take its values in the set of all real, N (N + 1)/2 × N (N + 1)/2-matrices (N/(N + 1)/2 is the number of multi-indices α of length |α| = 2). We assume that {a αβ (x)} is symmetric for all x ∈ Ω and that there exists λ, Λ > 0 such that
in the sense of matrices. We define a quadratic form Q(·) on the Sobolev space H 2 0 (Ω) by
and denote by H the associated self-adjoint operator on L 2 (Ω), so that Hu, u = Q(u) for all u ∈ Dom(H).
Boundary decay
In the sequel we shall often need to twice differentiate dist(x, ∂Ω). Since this function is not smooth outside {dist(x, ∂Ω) < θ}, and in order to avoid splitting integrals in two, we define d(x) to be a smooth and positive function on Ω such that d(x) = dist(x, ∂Ω) in {dist(x, ∂Ω) < θ} and d(x) ≥ dist(x, ∂Ω), x ∈ Ω. In relation to this we emphasize that throughout the paper what really matters is what happens near the boundary ∂Ω.
Let α ∈ (0, 1/2) be fixed and let us define
We regularize ω defining
We note that u ∈ H 2 0 (Ω) implies ω n u ∈ H 2 0 (Ω), n ∈ N. It is crucial for the estimates which follow that, while they contain the functions d n and ω n , they involve constants that are independent of n ∈ N.
Lemma 1 Let α ∈ (0, 1/2). There exists a constant c which is independent of n ∈ N such that
Proof. Let u ∈ C ∞ c (Ω) be given and let v = ω n u, a function also in C ∞ c (Ω). Using (5) we have
Similarly,
Finally, since d and d n differ by a constant,
and therefore
Since d n ≥ d, the first three terms in the brackets are smaller than c Ω (∆v) 2 dx by (5). The same is true for the last term since the eigenvalues of the Hessian matrix of d are bounded near ∂Ω [GT, p354] ; this concludes the proof. // Lemma 2 Let α ∈ (0, 1/2) and ω n = d −α n . Then there exists a constant c > 0 which is independent of n ∈ N, such that
uniformly on n ∈ N. Hence ω 8 n ≤ cH in the quadratic form sense, which implies ω 4 n ≤ cH 1/2 . Hence, given u ∈ Dom(H),
which is the stated inequality. // Proposition 3 Assume that for some α ∈ (0, 1/2) there holds
for some k > 0 and all n ∈ N. Then there exists c > 0 such that
Proof. Let u ∈ Dom(H) be given. Combining Lemmas 1 and 2 and using (9) we conclude that there exists a constant c such that for any n ∈ N there holds
Letting n → +∞, applying the Dominated Convergence Theorem and using the fact that the spectrum of H is bounded away from zero we obtain (9). // 2 The property (P α )
Our aim in this section is to determine a range of α > 0 for which assumption (9) is valid. We always work in the context described at the begining of Section 1. We recall that for α ∈ (0, 1/2) we have defined ω n = d −α n . For α ∈ (0, 1/2) we define the property (P α ) as
There exists a constant k > 0 such that
for all n ∈ N and u ∈ C ∞ c (Ω).
In Theorem 6 we shall prove that (P α ) is valid for all α ∈ (0, 1/2) and for all operators H under consideration.
We denote by M + the cone of all coefficients matrices for the operators under consideration, that is
a αβ symmetric, real valued and measurable
equipped with the uniform norm
We shall need the following
Lemma 4 There exists a constant c > 0 depending only on Ω such that for all α ∈ (0, 1/2) there holds
Proof. For any β ∈ R we have
Writing this first for β = α, then for β = −α and multiplying, d α n cancels with d −α n and we conclude that there exists a constant c = c(N ) such that
The proof is easily concluded by using the Hardy-Rellich inequalities (5) and thealready noted -boundedness of the eigenvalues of the Hessian matrix ∇ 2 d near ∂Ω. //
We next prove a stability theorem on the validity of (P α ). We recall that λ,λ, etc, denotes the lower ellipticity constant for the matrices a,ã, etc. We have
Theorem 5 Let α ∈ (0, 1/2) be fixed. Assume that (P α ) is valid for the matrix a ∈ M + and let
be the corresponding best constant. Then there exists a constant c > 0 which depends only on the dimension N such that ifã
is also satisfied forã and, moreover, the corresponing best constantk is estimated byk
Proof. We first note that there exists a constant c > 0 (which depends only on the dimension N ) such that
Moreover, setting v = ω n u we have from Lemma 4,
where c > 0 again depends only on the dimension N . From (11) and (12) we conclude that for any n ∈ N and u ∈ C ∞ c (Ω) we havẽ
from which the two statements of the lemma follow. // Theorem 6 Let α ∈ (0, 1) be fixed. If (P α ) is satisfied for some coefficient matrix a ∈ M + , then it is satisfied for all matrices a ∈ M + .
Proof. Assume that (P α ) is valid for the matrix a ∈ M + and letã ∈ M + be given. We consider the segment that joins a andã, defining
We note that the lower ellipticity constants λ t of a t are bounded away from zero uniformly in t ∈ [0, 1]. Since for the rest of this proof we are going to restrict our attention entirely on this segment, for the sake of simplicity we absorb the constant λ −1 of Theorem 5 in c and we have the following: Fact. There exists a constant c depending only on a andã such that if (i) (P α ) is satisfied for some a t , t ∈ [0, 1], and k t is the corresponding best constant, and if (ii) a s ,
is also satisfied for a s and the corresponding best constant k s is estimated by
We proceed with the proof using an inductive argument. Let k denote the best constant for (P α ) for the matrix a. If a −ã ∞ < [c(1 + k)] −1 , then we conclude immediately that (P α ) is valid forã and the proof is complete. Assume instead that
We then define t 1 > 0 by c(1 + k) a − a t 1 ∞ = 1/2, that is
Then (P α ) is valid for a t 1 and the correpsonding best constant k t 1 is estimated by
Note that t 1 ≤ 1/2 by (13).
We proceed similarly, starting now from t = t 1 instead of t = 0. Hence, if a t 1 −ã ∞ < [c(1 + k t 1 )] −1 , then (P α ) is valid forã and the proof is complete. Hence we assume the contrary, that is c(1
We then define t 2 > t 1 by requiring that c(1 + k t 1 ) a t 1 − a t 2 ∞ = 1/2, that is
Then (P α ) is valid for a t 2 and the correpsonding best constant k t 2 is estimated by
We note that (14) and (15) imply t 2 − t 1 ≤ (1 − t 1 )/2 and hence
Once again, if a t 2 −ã ∞ < [c(1+ k t 2 )] −1 , then the proof is complete. Hence we assume that c(1
We then define t 3 > t 2 by requiring that c(1 + k t 2 ) a t 2 − a t 3 ∞ = 1/2. Then (P α ) is valid for a t 3 and k t 3 is estimated by
We then have t 3 − t 2 = [2c(1 + k t 2 ) a −ã ∞ ] −1 ≤ (1 − t 2 )/2 and hence t 3 ≤ 7/8. We proceed in this way. If for some n we have c(1 + k tn ) a tn −ã ∞ < 1 , then (P α ) is valid forã and the proof is complete. We claim that this is indeed the case, and to establish this we argue by contradiction. We assume to the contrary that
Then, as has already been indicated and is easy to prove, we have
On the other hand, the infinite sequence (t n ) n has been defined by t 0 = 0 and
Moreover, by construction we have k tn ≤ k t n−1 + 1 for all n ≥ 1, and hence
Summing (17) over n = 1, 2, . . . , m and using (18) we obtain
But the last series diverges as m → +∞, contradicting (16); this completes the proof.
//
Remark. It is not difficult to modify the above proof avoiding the contradiction argument and thus obtaining an estimate onk in terms of k and a −ã ∞ . We have not done this since the theorem will be applied in a context where we have not good control on k anyway.
The bilaplacian
In view of Theorem 6, in order to find the range of α for which (P α ) is valid it suffices to examine what happens with a simple operator. As such we choose the bilaplacian H 0 and we shall prove that (P α ) is valid for all α ∈ (0, 1/2). We denote by
the associated quadratic form.
Lemma 7 For any β ∈ (0, 1/4) there exist constants γ ∈ (0, 1) and c ′ > 0, both independent of n ∈ N, such that
. (19) Proof.
Claim. It suffices to establish (19) for all v ∈ C ∞ c ({d(x) < θ}). Proof of Claim. We only present a sketch of the proof. Suppose (19) is valid for all functions in C ∞ c ({d(x) < θ}) and let v ∈ C ∞ c (Ω) be given. Let φ 1 , φ 2 be non-negative smooth functions on Ω such that
The terms T 2 and T 3 are easily accomodated since they are smaller than ǫ 2 Ω (∆v) 2 dx+ c ǫ 2 Ω v 2 dx by (5). Moreover, we note that
Since supp(φ 1 v) ⊂ {d(x) < θ}, for any β ∈ (0, 1/4) there exists γ ∈ (0, 1) such that
The second term in the last expression appears in the right-hand side of (19), while the third is also acommodated. From the above considerations we conclude that it suffices to show that
This is easily verified by means of
, together with the fact that φ 2 1 + φ 2 2 = 1, and the Claim has been proved. So let β ∈ (0, 1/4) be fixed and let v ∈ C ∞ c ({d(x) < θ}). For γ ′ ∈ (0, 1) we set
We switch to a function w defined by v = d 3/2 n w. Then on {d(x) < θ} we have
Substituting, expanding the squares, using the fact that |∇d n | = 1 and collecting similar terms we obtain
We integrate by parts the terms involving w∇w, w∆w and (∆w)∇w ; we also use the Cauchy-Schwarz inequality |∇d n · ∇w| ≤ |∇w|; after some more calculations we arrive at
where A
(1)
consists of the first three terms in the last expression and A
n [v] of the remaining three. Now, as has already been noted, the eigenvalues of the Hessian matrix of d are bounded near ∂Ω. This implies that
But, using (5),
and
The first of the last two terms has already been estimated in (21). For the second we have from (5)
Hence given ǫ > 0 we can choose δ and η appropriately so that
Combining (20), (21) and (22) we conclude that
note that c ǫ does not depend on n ∈ N. We consider now the coefficients of the three terms that make up A
n : the fact that β ∈ (0, 1/4) implies that there exists γ ′ ∈ (0, 1), sufficiently close to one, such that each of these coefficients is positive. For such a γ ′ we therefore have
Choosing ǫ > 0 small enough so that γ ′ + ǫ < 1, we obtain the stated result with
Lemma 8 There exists a constant c independent of n such that each of the terms
Proof. From the fact that the eigenvalues of the Hessian matrix of d (and hence of d n ) are bounded near ∂Ω we obtain the estimate for the first two terms above. The estimate for the second term implies the estimate for the third one if we use integration by parts and note that the relation ∆|∇d
Proposition 9 For the Dirichlet bilaplacian H 0 property (P α ) is valid for all α ∈ (0, 1/2).
Proof. Similarly to the proof of Lemma 7, it suffices to consider the case where u ∈ C ∞ c ({d(x) < θ}).
Step 1. Let α ∈ (0, 1/2) be fixed. We set B n [u] = Q 0 (ω n u) − Q 0 (u, ω 2 n u). To estimate B n [u] we first set v = ω n u and then substitute in B n [u] . The fourth-order terms cancel and after collecting similar terms we obtain
We next integrate by parts to symmetrize the non-symmetric terms, that is, those involving v∇v and v∆v. After some further calculations we obtain
We now substitute ω n = d −α n and calculate on {d(x) < θ}:
Substituting in (24) we thus obtain
Step 2. We now write B n [u] = B
(1) 
On the other hand, from Lemma 7 there exists γ ∈ (0, 1) and c ′ > 0, both independent of n ∈ N, such that
Using the fact that d −3 n < ǫd −4 n + c ǫ d 2α n we thus obtain
where for the last inequality we have used Rellich's inequality (5) and we have rescaled ǫ > 0.
Recalling the definition of B n [u] and the fact that v = ω n u, we see that what we have shown is
The proof is concluded by choosing ǫ small enough so that γ + ǫ < 1. // 4 An application: eigenvalue stability
In this section we are going to apply the results of the last section to obtain eigenvalue stability bound on the eigenvalues {λ n } of H under small perturbations of the boundary ∂Ω. The proof uses the decay estimates of the last section. It follows very closely the corresponding proof in [D1] for the second-order case, however we include it here for the sake of completeness.
For ǫ > 0 we define Ω ǫ = {x ∈ Ω : d(x) > ǫ}. We assume that ǫ < θ/2 so that d(x) is smooth on Ω \ Ω 2ǫ and we consider a domainΩ such that
We denote by {λ n } the eigenvalues of the operatorH on L 2 (Ω), which is defined by restricting Q on H 2 0 (Ω). Let us defined(x) = dist(x, ∂Ω), x ∈Ω. Also, let φ be a non-negative, smooth function on R such that φ(t) = 0, t ≤ 0, 1, t ≥ 1.
We define a smooth, cut-off function τ on Ω by
τ (x) = 0, x ∈ Ω \Ω, φ(d(x)/ǫ), x ∈Ω ; note that τ (x) = 1 when d(x) > 2ǫ.
Proof. We fix n ≥ 1. SinceL n ⊂ H 2 0 (Ω), we havẽ
Now, let u ∈ L n be given. It follows from Lemma 10 (i) that for any u ∈ L n , Q(τ u) ≤ Q(u) + cǫ 2α 
Assumimg in addition that u 2 = 1 we thus obtain from (26) and (27) 
Second order operators
In this section we describe how our approach works for second-order elliptic operators and improve upon the results of [D1, D3] in relation to the validity of (P α ) and eigenvalue stability respectively. Let Ω be a bounded domain in R N and let a ij = a ij ∈ L ∞ (Ω), i, j = 1, . . . , N , be real-valued functions such that λI ≤ {a ij } ≤ ΛI , x ∈ Ω , for some λ, Λ > 0. Let us consider the operator
∂ ∂x i a ij (x) ∂u ∂x j subject to Dirichlet boundary conditions, and the associated quadratic form
a ij (x) ∂u ∂x i ∂u ∂x j dx , u ∈ H 1 0 (Ω) .
Property (P α ) can be defined in this context exactly as in Section 2, and it has been proved in [D1] that its validity implies an estimate similar to that of Proposition 3, namely including estimates related to the heat kernels and the spectral measure of H, see [D3] . Analogues of those can be obtained for fourth-order operators.
Remark. The results of Sections 1 and 2 can be adapted without much difficulty to the case of higher-order elliptic operators of order 2m. What appears to be more involved in that case is to determine a good range of α > 0 for which (P α ) is valid for (−∆) m (the existence of such a range can easily be shown, but the relevant constant is far from optimal).
