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摘要  以中国古典诗词为研究对象, 首次尝试将自然语言处理、计算诗学和计算机动画等相关研究成果相结
合来解决古典诗词的动画自动生成。首先使用基于 SVM 和协同学习的分类器对古诗风格、题材以及时间进
行自动判定。随后在使用 Flash Actionscript 3.0 脚本实现动画自动生成的基础上, 利用共现关系对生成的动
画进行动画元件的补充, 并提出古诗场景划分方法。实验表明, 提出的方法初步解决了古典诗词的动画自动
生成问题, 也为后继的相关研究提供了理论依据和实验基础。 
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Study of Intelligent Multimedia Display System for Classic Chinese Poetry 
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Abstract  Focusing on classical Chinese poetry, the authors firstly achieve the combination of NLP, computing 
poetics and computer animation to solve the automatic animation generation of classical poetries. The authors 
firstly automatically determine the poetry style, subject matter and the time using SVM-based and collaborative 
learning classifier. After the achievement of automatic animation generation by using Flash Actionscript 3.0 script, 
using co-occurrence relationship supplies animation elements and gives poetry scene classification method. The 
results show that the proposed methodology initially solves the automatic generation of classical poetry animation, 
and provides a theoretical basis and experimental foundation for subsequent research. 
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中国古典诗词源远流长, 博大精深, 是中华民
族文化艺术宝库中的瑰宝。在信息化高度发展的今
天 , 如何运用新的技术形式来展现中国古典诗词 , 
对于传统文化的传承与发展至关重要。古典诗词的














研究[2]。就动画生成而言, Sproat 研究小组于 2001
年开发的 WordsEye 系统[3]利用自然语言处理技术
对故事的场景进行分析 , 用于确定动画角色的特
征 、 方 位 和 动 作 等 , 从 而 指 导 三 维 场 景 的 构 建 。
2002 年, 陆汝钤等[4]提出故事的全过程计算机辅助
动 画 生 成 技 术 。 Akerberg 等 [5] 在 2003 年 提 出 的
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图 1  古典诗词动画自动生成系统总体流程 
Fig. 1  Flow chart of intelligent multimedia display system for classic Chinese poetry 
CarSim 系统通过对交通事故场景的文字描述进行
自动分析, 提取实体、方位、时间等信息来构建交
通事故的模拟场景。曹存根等 [6]在 2008 年开发  











1  古典诗词动画生成系统架构 
本文所构建的古典诗词动画生成系统的整体架
构及主要处理流程如图 1 所示。其中, 句法语义分
析模块先对诗词的标题及正文进行分词和词性标








充合适的元件; 脚本生成模块负责基于 Flash Ac-
tionscript 3.0 的动画脚本编写。 
2  基于 SVM 的古典诗词题材、风格
与时间判定 
支持向量机(support vector machine, SVM)[8]是
在统计学习理论基础之上发展起来的一种机器学习
算法, 较传统算法而言, 很好地克服了“维数灾难” 
和“过拟合”的问题。本文在对古典诗词进行题材、
风格和时间分类判别时, 主要采用 SVM 分类器。 
在诗词题材判定方面, 本文结合相关文献及语
料库分析将诗词题材分为写景、咏物及抒情 3 类, 
并提取标题及正文中的相关句法语义信息作为特
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征, 利用 SVM 分类器对诗词进行分类, 自动判别
诗词题材。我们针对不同诗词题材设计几种不同的
Flash 动画脚本模板, 例如写景诗的模板大致分为 3
层: 最下层为底色层 , 用于呈现总体情境背景 , 如
白天或夜晚、远景等; 中间为背景层, 用于放置较


















2.1  训练样本获取 
本文将诗词中的每一单句作为分类判定的基本
单位, 将季节判定分为春、夏、秋、冬和季节特征






















2.2  SVM 分类器的构建 
本文的 SVM 训练采用目前比较流行的 SVM





其基础上构建相应的 SVM 分类器。 




器过少 , 容易引入噪声 , 影响分类器的整体性能 , 
因此我们对算法进行改进, 将算法中的分类器增加
至 4 个。实验表明, 这样既可降低未标记样本分类
结果的错误率 , 又可较好地保持算法的执行效率。
算法流程如下, 其中 x 表示待分类的样本，Ki(x)表
示用第 i 个分类器判定样本 x 的结果。 
算法: 改进的 Tri-training (Qua-training) 
输入: 未标记样本集 U, 已标记样本集 L, 某种分类
算法 K。 
输出: 协同学习后得到的带标注样本 new_L, 即将 4
个分类器的训练集合并得到 new_L。 
迭代:   
1) 随机抽取样本 L, 分成 4 份, 得到 4 个训练集 L1, 
L2, L3, L4, 分别用于同一种学习算法训练出分类器 C1, 
C2, C3, C4;  
2) 对于任意一个由算法 K 训练出的分类器 Ci, 维护
其对应训练集 Li, 将满足{x|x∈U, 且 Kl(x)=Km(x)=Kn(x), 
l, m, n≠i}的样本加入到 Li 中, 遍历 U 后, 得到更新后的
iL ;  
3) 对于每个 iC , 若| iL |>| iL |, 则利用新的训练集 iL
重新训练, 得到新的分类器 iC ;  
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终止条件: 4 个分类器都不再更新。 
3  动画脚本的生成 



















体的方法如下, 其中 J1~J5 依次对于应春、夏、秋、
冬和季节特征不明显 5 类 , Z1~Z3 依次对应于昼、
夜和昼夜特征不明显 3 类。 
输入: 各个单句的季节判定结果{aj|aj=J1 or J2 or J3 
or J4 or J5 且 j=1, 2, …, n}和昼夜判定结果{bj|bj=Z1 or 
Z2 or Z3 且 j=1, 2, ..., n} 
输出 : 根据对仗原则处理好的判定结果{ |j ja a  =J1 
or J2 or J3 or J4 or J5 且 j=1, 2, .., n}和{ |jb b  =Z1 or Z2 
or Z3 且 j=1, 2, ..., n} 
for (i=1; i<=n; i++)  { 
if  (ai=J5) 
       if  ((i+1)/2==0)  ai1= ai ;     
else  ai = ai 1 ; 
          if  (bi=Z3)     
             if  ((i+1)/2==0)  bi1=  
bi ;     else  bi = bi1 ; 
}  } 
然后, 根据优先级依次将属于同一类的诗句合
并, 具体方法如下。 
输入: 处理好的季节判定结果{ ja | ja =J1 or J2 or 
J3 or J4 or J5 且 j=1, 2, .., n}和昼夜判定结果{ jb | jb=Z1 
or Z2 or Z3 且 j=1, 2, .., n} 
输出: 基于季节判定的古诗场景划分结果 
For (i=1; i<=n; i++) 
If ( ia = 1ia  && ib= 1ib  ) 
合并第 i 句与第 i+1 句 


















其中 cij 表示词 i 和词 j 的共现频率, ci 和 cj 分别表
示词 i 和 j 单独出现的次数。E 指数消除了文本总
数 N 的限制, 而且分子分母乘以相同的数对结果也
没有影响。如果两个词总是同时出现, 那么它们的
共现频率 E 值等于 1, 相反, 如果两个词毫无联系, 
那么 E 值为 0。 
根据上述原则, 我们对《全唐诗》数据库中的















4  动画素材库的建立 
动画素材库是动画自动生成中不可或缺的重要








并逐一经过人工剪切加工 , 制成 Falsh 动画元件。
为了便于动画生成过程中古典诗词意境的展示以及
动画元件素材的自动提取, 对每个动画元件均标注















5  实验结果及分析 
5.1  题材、风格与时间判定结果分析 
本文中古典诗词题材和风格判定的语料主要来
自相关书籍及古诗网站上人类专家分类结果, 时间
判定的语料即 2.2 节中训练得到的大规模熟语料, 
其中, 不同题材的古诗共 1678 首, 不同风格的古诗
共 1305 首, 不同季节的古诗单句共 34975 句, 不同
昼夜的古诗单句共 22083 句。我们将上述语料分别
按 2:1 的比例分为训练集与测试集, 分别训练得到
相应的 SVM 分类器。对这些 SVM 分类器分别进
行封闭测试和开放测试, 评价指标选择常用的准确
率 (Precision) 和 召 回 率 (Recall), 实 验 结 果 如 表 1 
所示。 









季节分类器相比, 昼夜分类器的测试结果波动较大,  
表 1  各 SVM 分类器测试结果 
Table 1  Testing results of each SVM classifier 
分类 
封闭测试 开放测试 
准确率/% 召回率/% 准确率/% 召回率/%
题材
写景 88.49 90.10 80.87 86.26 
咏物 78.67 78.32 76.44 76.11 
抒情 86.08 84.34 84.07 77.27 
风格
豪放 96.58 94.95 94.25 92.13 
婉约 92.15 94.63 87.93 91.07 
季节
春 97.69 93.39 95.92 89.44 
夏 97.97 86.38 92.43 82.50 
秋 99.52 99.03 99.13 98.48 
冬 97.64 95.32 95.95 95.26 
季节特征 
不明显 
87.18 97.55 80.87 93.81 
昼夜
昼 96.69 84.28 98.57 81.57 
夜 97.67 95.87 89.08 86.44 
昼夜特征 
不明显 
83.96 97.30 76.59 93.29 
 
 








78%。我们从中选取 4 首作为示例, 详见表 2, 其
中 S1~S8 分别表示古诗中的每一个单句。 
表 2 中, 对第 2 首古诗, 系统自动将“春眠不觉
晓 , 处处闻啼鸟。”划分为一个白天场景 , 而将“夜
来风雨声, 花落知多少?”划分为一个夜晚场景。对
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表 2  古诗场景划分测试结果 






渡远荆门外, 来从楚国游。 J5, J5 Z3, Z3 
场景一: S1, S2, S3, S4 
山随平野尽, 江入大荒流。 J5, J5 Z3, Z3 
月下飞天镜, 云生结海楼。 J5, J5 Z2, Z3 场景二: S5, S6 
仍怜故乡水, 万里送行舟。 J5, J5 Z3, Z3 场景三: S7, S8 
2 
春眠不觉晓, 处处闻啼鸟。 J1, J1 Z1, Z1 场景一: S1, S2 
夜来风雨声, 花落知多少？ J5, J5 Z2, Z2 场景二: S3, S4 
3 
好雨知时节, 当春乃发生。 J1, J1 Z1, Z1 场景一: S1, S2 
随风潜入夜, 润物细无声。 J5, J5 Z2, Z2 
场景二: S3, S4, S5, S6 
野径云俱黑, 江船火独明。 J5, J5 Z3, Z2 
晓看红湿处, 花重锦官城。 J1, J1 Z1, Z1 场景三: S7, S8 
4 
两个黄鹂鸣翠柳, 一行白鹭上青天。 J1, J5 Z1, Z1 场景一: S1, S2 
窗含西岭千秋雪, 门泊东吴万里船。 J4, J5 Z1, Z3 场景二: S3, S4 
 
 














标, 采用 5 分制打分。表 3 给出评测结果。 
测试结果表明: 该系统的古诗动画自动生成质
量还是比较令人满意的, 基本上能够表现古诗内容
和意境, 达到预期的效果。并且, 该系统的动画生 
表 3  系统性能评测结果 





1.691 3.26 3.18 3.44 
 
 
图 2  古诗动画生成系统示例 
Fig. 2  Examples of intelligent multimedia display system for classic Chinese poetry 
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