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Abstrakt 
Dokument se věnuje problematice prokládání video obrazu a jeho odstraňování. Je zde popsáno 
samotné prokládání, jeho historie a důvody pro jeho používání. Dále dokument uvádí důvody pro 
nutnost odstraňování prokládání a základní metody, které se pro to používají. Popisuje navržený 
algoritmus deinterlacingu, jeho implementaci včetně popisu použité techniky inpaintingu a 
porovnávání bloků. Jsou zde uvedeny dosažené výsledky testů kvality a rychlosti. Na závěr je 
popsána implementace ve formě programu pro příkazovou řádku a DLL knihovny.  
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Abstract 
This documents elaborates on the subject of video interlacing and its removal. It describes the 
interlacing of video, its history and the reasons that led to its use. The document also explains why it 
is necessary to remove interlacing and the basic methods that are used for it. It describes the proposed 
deinterlacing algorithm and its implementation, including description of inpainting and block 
matching. Included are also test results of both quality and speed of my deinterlacing algorithm. The 
final chapter describes the implementation as a console application and a DLL library. 
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1 Úvod 
Když se ve 30. letech 20. století začalo rozšiřovat televizní vysílání a první přijímače, začala se 
logicky řešit i otázka co nejefektivnějšího přenosu obrazového signálu. V roce 1932 přišel Randall C. 
Ballard s technikou prokládání video obrazu (interlacingu), kdy se obraz nepřenáší po celých 
snímcích, ale po dvou půlsnímcích za sebou s lichými a sudými řádky. Prokládání umožnilo přenos 
televizního obrazu v na svou dobu vysoké kvalitě co se týče plynulosti i rozlišení, při zachování na 
tehdejší dobu technicky zvládnutelných nároků na přenosovou kapacitu. 
 V posledních desetiletích ale začíná nabývat na významu odstraňování prokládání (tzv. 
deinterlacing). Souvisí to mimo jiné s rozvojem počítačů, jejichž monitory nedokáží prokládaný 
obraz zobrazovat. Objevily se sice pokusy o počítačové monitory, které zobrazovaly prokládaný 
obraz, ale delší práce s nimi byla kvůli blikání obrazu ergonomicky nepřijatelná a vedlo to k zavržení 
této technologie pro počítačové monitory (a také k zavedení nálepky Non-Interlaced na monitorech 
pro uklidnění zákazníků). V současné době také zažívají velký rozvoj LCD a plasmové televize (a 
také samozřejmě LCD monitory pro počítače), pro které platí to samé – nedokáží zobrazovat obraz 
prokládaně, pouze celé snímky najednou (tzv. progresivní mód). Je tedy nutné mít k dispozici rychlé 
a přitom dostatečně kvalitní postupy pro převedení prokládaného obrazu na neprokládaný. Základním 
problémem při takovém převodu je fakt, že jednotlivé půlsnímky nejsou každý pořízeny ve stejném 
časovém okamžiku a případné pohybující se objekty se potom na každém půlsnímku nachází v jiné 
pozici. 
Existuje několik základních typů algoritmů, které převod na neprokládaný obraz provádí. 
Navzájem se od sebe liší rychlostí a s ní související náročností hardwarové implementace, která je 
nutná hlavně v profesionálních studiích a televizních společnostech. Dále každá z metod poskytuje 
odlišné výsledky a výběr vhodné metody tak záleží hlavně na oblasti použití, resp. typu daného video 
obrazu. 
Tato práce popisuje problematiku prokládání, jeho historii a důvody, které vedly k jeho 
zavedení. Dále se věnuje stávajícím metodám, které se používají pro jeho odstranění. Popisuje moji 
implementaci algoritmu pro odstranění prokládání s využitím techniky inpaintingu a porovnávání 
bloků. Na závěr jsou uvedeny dosažené výsledky a srovnání. 
Práce navazuje na Semestrální projekt Deinterlace filter, který byl zároveň projektem do 
předmětu Počítačové vidění a kde byl výsledkem jednoduchý filtr pro program VirtualDub, 
využívající pouze porovnávání bloků. 
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2 Interlacing 
Interlacing neboli prokládání je technika pro zlepšení kvality video obrazu na zobrazovacích 
zařízeních typu CRT při zachování přijatelných nároků na šířku pásma přenosového pásma. Tato 
kapitola se zabývá historií jeho vzniku a jeho podrobným popisem. 
2.1 Historie 
Když se na přelomu 19. a 20. století začala rozvíjet technologie filmu, zjistilo se, že pro plynulé 
zobrazení bez známek výraznějšího blikání je potřeba promítací plochu osvítit minimálně 40-krát za 
sekundu. Tato minimální nutná hodnota se navíc zvětšuje s přibývajícím světlem v místnosti a 
rozměry promítací plochy. První filmy se natáčely rychlostí 16 snímků za sekundu a řešením tedy 
bylo promítnout každý snímek opakovaně 3-krát za sebou přes trojitou clonu. Výsledkem tak bylo 
osvětlování promítací plochy s dostačující frekvencí 48 Hz. Později se přešlo na natáčení filmů 
s rychlostí záznamu 24 snímků za sekundu (tato hodnota přetrvala dodnes, neboť je pro subjektivní 
vnímání plynulosti pohybu ve scéně ve většině případů dostačující) a to umožnilo použití pouze 
dvojité clony pro dosažení stejné výsledné frekvence osvitu promítací plochy. 
Takové řešení ale nebylo použitelné pro zobrazování na televizní obrazovce, protože by 
vícenásobné zobrazení jednoho snímku na obrazovce televizoru vyžadovalo dočasné uchování celého 
snímku v nějakém typu paměti (dnešní frame buffer), což bylo v době rozšiřování televize (30. léta 
20. století) technicky nerealizovatelné. Přenášet 40 a více plných snímků zase nebylo možné z 
důvodu příliš velké náročnosti na šířku přenosového pásma. Posledním limitujícím faktorem byla 
technologie katodové trubice (CRT) televizí, která kvůli omezení rušení vyžadovala zobrazovací 
frekvenci shodnou s frekvencí střídavého napětí v elektrické síti , což je 50Hz v Evropě a 60Hz 
v USA. 
Řešením bylo použití prokládání – nepřenáší se celý snímek, ale dva půlsnímky, jeden 
z lichých a druhý ze sudých řádků. Každý půlsnímek je zaznamenám v jiném časovém okamžiku. 
Tyto půlsnímky jsou pak přeneseny za sebou, celkem 50 (nebo 60) půlsnímků za sekundu. První 
televizní standard definoval 405 řádků, každý půlsnímek tedy obsahoval 202,5 řádků. Tak bylo 
dosaženo plynulosti pohybu i relativně vysokého vertikálního rozlišení. S dalším rozvojem televizní 
technologie ve 20. století přišly i nové televizní standardy. V USA se začal používat standard NTSC 
(525 řádků, 60Hz) a ve většině Evropy PAL (625 řádků, 50Hz). Francie přišla s vlatním systémem 
SECAM, který začalo používat i Rusko a s ním i celý Sovětský svaz včetně ČSSR. Všechny tyto 
dodnes užívané standardy používají prokládání ze stejných výše uvedených důvodů, které vedly 
k jeho zavedení ve 30. letech minulého století. 
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2.2 Popis 
Při prokládání se přenosovým médiem nepřenáší najednou celý snímek (angl. frame) obrazu, ale dva 
půlsnímky (angl. field) za sebou. Každý půlsnímek má poloviční počet řádků oproti původnímu 
celému snímku a tedy i poloviční výšku. Dosahuje se tak dvojnásobného vertikálního rozlišní při 
zachování stávající šířky přenosového pásma.  
 
2.2.1 Přenos a zobrazení 
Jeden půlsnímek obsahuje všechny liché řádky původního snímku, zatímco druhý snímek 
obsahuje všechny sudé řádky. Důležitý je fakt, že každý půlsnímek je kamerou sejmut v jiném 
časovém okamžiku, s konstantním časovým odstupem. Například v případě standardu PAL jsou od 
sebe půlsnímky vzdáleny v čase o 20 ms (zobrazovací frekvence PAL je 50 Hz, tedy 50 půlsnímků za 
1000 ms): 
 
 
Obrázek 1 – půlsnímky ve standardu PAL 
 
Na televizní obrazovce CRT nejdřív elektronový paprsek vykreslí na stínítku první půlsnímek, 
tedy všechny liché řádky. Mezi nimi jsou zatím mezery. Do těch následně vykreslí druhý půlsnímek 
obsahující sudé řádky, které zbývají v aktuálním snímku (viz Obrázek 2). 
Zobrazování na stínítku CRT obrazovky je realizováno rozsvěcováním fosforových bodů 
(luminoforů) za pomoci elektronového paprsku. Luminofory ale nepřestávají svítit hned v momentě, 
kdy je eletronový paprsek přestane osvětlovat, ale po velmi krátkou dobu ještě postupně uhasínají. 
Vznik tak efekt krátkodobého uchování obrazu (angl. image retention). Tento fakt společně 
s podobnou vlastností lidského zraku, který nedokáže reagovat na rychlé změny vnímaného obrazu a  
po krátkou dobu si ho rovněž uchovává, umožnuje vnímání za sebou vykreslovaných půlsnímků jako 
celků, bez zaznamenání vynechaných mezer mezi řádky a výraznějšího blikání. Pokud ale nahradíme 
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lidského pozorovatele fotoaparátem s krátkou dobou expozice, bude postupné vykreslování na 
fotografii velmi dobře vidět. 
 
 
 
Obrázek 2 - vykreslování půlsnímků na obrazovce 
 
Nicméně i tak je určité blikání na klasických 50 a 60 Hz obrazovkách viditelné. Proto výrobci 
CRT obrazovek přišli s technologií, která toto potlačuje – obrazovky obnovují obraz s dvojnásobnou 
frekvencí 100, resp. 120 Hz. Jednodušší zařízení pouze zobrazí jeden obraz dvakrát, zatímco 
pokročilejší zařízení mohou nový snímek dopočítávat (interpolovat), aby se tak vytvořilo zdání 
plynulejšího pohybu. V obou případech je viditelné blikání potlačeno díky dvojnásobné zobrazovací 
frekvenci na minimum. 
Při přenosu, resp. jakékoli manipulaci s prokládaným videem je nutné definovat, který 
z půlsnímků F1 a F2  je tzv. dominantní: 
 
 
Obrázek 3 - dominance půlsnímků 
 
Dominance určuje, které páry půlsnímků k sobě patří a tvoří tedy jeden plný snímek. Po určení 
typu dominance je nutné ji v celém průběhu zpracování videa dodržovat. Pokud by se zkombinovaly 
oba typy dohromady, bude například v momentě střihu na jinou scénu jeden samostatný půlsnímek 
přebývat a nebude k němu žádný druhý na doplnění. Většinou se používá dominance F1. 
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Dále je u videa třeba určit, který řádek z obou půlsnímků se začne vykreslovat jako první (na 
nejvyšší pozici na obrazovce). Standard PAL vykresluje jako první z prvního půlsnímku, u NTSC se 
začíná s daty z druhého půlsnímku. 
2.2.2 Problémy při zobrazování 
Problém vzniká při zobrazení na zařízeních, které zobrazují tzv. progresivní obraz, tedy celé 
snímky najednou bez prokládání. To jsou typicky současné CRT počítačové monitory a hlavně LCD 
panely, které v poslední době začaly výrazně pronikat i do oblasti televizorů v domácnostech a 
společně s technologií plasmových panelů vytlačují starou technologii CRT. Na žádném z těchto 
zařízení není možné nativně zobrazit prokládaný obraz, neboť musí zobrazovat celý plný snímek 
najednou, a proto je nutné nejdřív provést tzv. deinterlacing. Při tomto procesu se půlsnímky 
převádějí na plné snímky a teprve ty se pak zobrazují. 
Tento proces nicméně není dokonalý, a tak může docházet ke ztrátě kvality obrazu, plynulosti  
nebo ke vzniku artefaktů. Obrázek 4 ukazuje hlavní důvod, kvůli kterému dochází při odstraňování 
prokládání k artefaktům. Půlsnímky jsou zaznamenávány za sebou, tím pádem nejsou pohybující se 
objekty na půlsnímcích ve stejné pozici, a to ani ve dvou souvisejících půlsnímcích. Objekt se pak 
v obraze pohybuje například zleva doprava a na druhém půlsnímku je tedy zachycen více vpravo než 
na prvním. 
 
 
 
Obrázek 4 - záznam půlsnímků v čase 
 
Pokud pak při deinterlacingu pouze jednoduše zkombinujeme vždy dva spolu související 
půlsnímky do jednoho snímku plné výšky, dojde ke vzniku artefaktu, nazývaného hřebenový artefakt 
nebo jednoduše „trhání“ (viz Obrázek 5). Projevuje se vysunutými horizontálními liniemi z objektů 
na jejich hranách, což je způsobem právě rozdílnou horizontální pozicí v půlsnímcích. K posunu 
řádků vůči sobě samozřejmě dochází všude, ale právě na hranách je to nejviditelnější. 
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V závislosti na typu videa a jeho obsahu (množství pohybujících se objektů, pohyby kamery 
apod.) nemusí být vždy tento artefakt rušivý, typicky například u pomalých až statických záběrů, 
neboť míra vysunutí čar na hranách závisí na rychlosti pohybu objektu v obraze. Nicméně u prvků, 
jako jsou například pásy s posouvajícím se textem na zpravodajských TV stanicích, je už artefakt 
hodně viditelný a nepříjemný. 
Tento problém se  navíc ještě zvýrazňuje s vyšším rozlišením a kvalitou obrazovky. V dnešní 
době dochází k rozmachu high-definition LCD a plasma televizí. Takto jsou označovány obrazovky, 
které dokáží zobrazit minimálně 720 (HD Ready) až 1080 (Full HD) řádků obrazu. Televizní obraz 
PAL má 576 viditelných řádků a ty se tak musí interpolovat na vyšší rozlišení. Při takovém 
zvětšování ale dochází i ke zvýraznění hřebenového artefaktu na jednotlivých řádcích. Stejně tak 
mnohem lepší podrobnost zobrazení na těchto nových obrazovkách hraje svoji roli a jakákoli 
nepřesnost je mnohem více viditelná. Obecně platí, že jakékoli artefakty v obraze jsou více viditelné 
na LCD obrazovce, která má z principu svého fungování velmi stálý, ostře definovaný obraz. 
 
2.2.3 Konverze filmového materiálu 
Jak již bylo uvedeno výše, filmy určené primárně pro promítání v kinosálech se natáčejí rychlostí 24 
(plných) snímků za sekundu. Pokud chtějí produkční společnosti dostat svůj film k divákům i 
prostřednictvím televize a videa (včetně DVD), potřebují ho převést do formátu PAL nebo NTSC. 
Zde nastává problém, neboť tyto standardy definují jiný počet snímků, resp. půlsnímků za sekundu, a 
je nutné provést speciální konverzi. 
2.2.3.1 2:2 pulldown 
Tento převod se používá pro standard PAL, případně SECAM, které definují 25 snímků za sekundu. 
Rozdíl 25 vs. 24 snímků za sekundu je minimální a proto je v tomto případě převod materiálu 
relativně jednoduchý – původní film se prostě zrychlí o 4%, snímky se pak ještě rozdělí na půlsnímky 
Obrázek 5 - vznik hřebenového artefaktu 
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a dostáváme požadovaných 50 půlsnímků za sekundu. Drobný problém tím ale vznikne u zvukové 
stopy. Ta se kvůli potřebné synchronizaci musí zrychlit společně s obrazem a tím u zvuku stoupá jeho 
výška o zhruba jeden půltón, což už je slyšitelné. To je v dnešní době možné řešit pomocí DSP 
úpravy zvuku tzv. pitch shiftem, který výšku vrací zpět na původní hodnotu bez změny rychlosti. 
Pokud na zvukové stopě hodně záleží a je podstatné, aby se do ní takovýmto způsobem 
nezasahovalo, je možné použít tzv. 2:2:2:2:2:2:2:2:2:2:2:3 pulldown. Při této metodě se každý 12. 
snímek zobrazí na třech půlsnímcích místo dvou. Ve výsledku tak opět dostaneme požadovaných 50 
půlsnímků za sekundu. 
 
2.2.3.2 2:3 pulldown 
Převod tohoto typu se používá pro NTSC a je komplikovanější než předchozí typ. To je způsobeno 
rozdílem v počtu snímků, resp. půlsnímků za sekundu mezi formáty PAL a NTSC. Zatímco PAL 
video je zobrazováno rychlostí 25 snímků za sekundu, u NTSC je to 30 snímků za sekundu (resp. 
29,97). 
V prvním kroku se rychlost filmu zpomalí o hodnotu 1/1001 na 23,976 snímků za sekundu. To 
je zhruba čtyřicetkrát menší změna rychlosti než u 2:2 pulldownu a je tedy naprosto neznatelná jak u 
obrazu, tak u zvuku. Dostáváme tak následující poměr rychlostí: 
 
5
4
97,29
976,23
=  
Na každé čtyři snímky filmu tak vychází pět snímků videa. Obrázek 6 popisuje následný 
převod: 
 
 
Obrázek 6 - převod 2:3 
 
Jak je vidět, tak snímky filmu tvoří střídavě dvojice a trojice půlsnímků videa a od toho je 
odvozen název 2:3 pulldown. Výsledkem je video o požadovaných 60 půlsnímcích za sekundu, bez 
nutnosti zasahovat výrazněji do rychlosti obrazu a zvuku jako v případě PAL a 2:2 pulldownu. 
 
 9 
2.2.3.3 Zobrazení převedeného videa 
Zobrazení filmu, převedeného do videa standardu PAL nebo NTSC, se již výrazněji neliší od 
zobrazování klasického televizního signálu. 
Jeden rozdíl u převedeného videa ale je v tom, že půlsnímky nejsou pořízeny v odlišných 
časových okamžicích jako u klasického prokládaného obrazu. To znamená, že zde nemůže vznikat 
trhání obrazu na hranách. Z tohoto důvodu má většina moderních zobrazovačů (LCD a plasma 
panely) a DVD přehrávačů zabudován speciální mód pro detekci a správné zobrazování takového 
videa. Výrobci ho označují různě, např. „Cinema mode“, „Pure Cinema“ apod. Detekce 
zkonvertovaného filmového materiálu je poměrně jednoduchá –přístroj porovnává půlsnímky a pokud 
mezi nimi nezjistí žádnou změnu, považuje video za převedené z filmového materiálu a přepne se do 
příslušného módu. Ten se dá většinou zapnout i manuálně. Hlavním přínosem tohoto módu je čistota 
a ostrost obrazu, který nemusí procházet obvyklými postupy deinterlacingu, pouze se jednoduchým 
spojováním půlsnímků zrekonstruují původní plné snímky tak, jak byly původně natočeny.  
Pokud se tento mód vynutí u běžného prokládaného obrazu, který obsahuje půlsnímky 
nasnímané v jiných okamžicích (např. TV program), možné trhání obrazu se nijak neodstraňuje a je 
velmi viditelné. V tomto případě se vpodstatě jedná o deinterlacing v nejjednodušším režimu 
weaving. 
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3 Metody deinterlacingu 
Pro odstranění prokládání se používá několik základních metod, které se liší jak kvalitou obrazu, 
který produkují, tak rychlostí převodu. Tato kapitola obsahuje jejich popis. 
3.1 Weaving 
Nejzákladnější metodou deinterlacingu je tzv. weaving, což znamená v angličtině tkaní. To vystihuje 
princip této metody – jednotlivé řádky z prvního a druhého půlsnímku jsou „spleteny“ dohromady 
bez jakékoli úpravy. Do finálního snímku se pouze postupně kopírují střídavě liché a sudé řádky, jak 
ukazuje následující pseudokód: 
 
 
 
Výhodou takového řešení je samozřejmě rychlost, protože obraz se nemusí nijak zpracovávat, 
pouze se přesouvají data. Nedochází také ke ztrátě vertikálního rozlišení, a tak je tato metoda vhodná 
pro statické scény s minimem pohybu, kde je důležité zachování původní ostrosti (vertikálního 
rozlišení) obrazu. Pokud se ale ve scéně něco rychle pohybuje a pozice objektů se tak v prvním a 
druhém půlsnímku liší, na výsledném snímku se to projeví typickým hřebenovým artefaktem: 
 
 
Image even, odd;                        // zdrojové půlsnímky 
Image dest;                             // výsledný plný snímek 
for(i=0; i<ImageHeight(dest); i++){ 
    if(i%2==0){                         // sudé řádky se kopírují z even 
        line = GetLine(even,i/2);       // GetLine = načtení 1 řádku z i/2 
        SetLine(dest,i,line);           // SetLine = zapsání 1 řádku na i 
    } 
    else{                               // liché řádky z odd 
        line = GetLine(odd,i/2+1); 
        SetLine(dest,i,line); 
    } 
} 
return dest;                             // výsledkem je plný snímek 
 
Kód 1 - weaving 
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Obrázek 7 - hřebenový artefakt 
 
Tato metoda má tedy poměrně omezené využití hlavně pro statické scény, ale pro scény 
s větším množstvím pohybu je množství artefaktů nepřijatelné. Využívá se ale pro tzv. filmový mód, 
který zobrazovací zařízení a přehrávače používají pro prokládané video převedené z původně 
filmového materiálu, neboť v takovém obraze se neliší související půlsnímky a nevzniká tedy 
hřebenový artefakt. 
 
 
Výhody Nevýhody 
• zachovává vertikální rozlišení 
• rychlost 
• při pohybu v obraze vznik artefaktů 
Tabulka 1 - shrnutí metody weaving 
 
 
 12 
3.2 Blending 
Tato metoda se také nazývá průměrování. Výsledný snímek je vytvořen tak, že se prochází oba 
půlsnímky najednou a ukládá se průměr pixelu z prvního a druhého půlsnímku. Snímek je pak 
zvětšen na plnou výšku. 
 
 
 
Takto sice zamezíme vzniku hřebenových artefaktů, dochází ale ke ztrátě vertikálního rozlišení 
(obraz je rozmazáván a zvětšen). Také vzniká typický efektů duchů (ghosting) kolem pohybujících se 
objektů, jak ukazuje následující obrázek: 
 
 
Obrázek 8 - efekt duchů 
Image even, odd, blend;                      // zdroj. půlsn. a jejich průměr 
Image dest;                                  // výsledný plný snímek 
 
for(i=0; i<ImageHeight(even); i++){          // procházíme půlsn. pixel po pixelu 
    for(j=0; j<ImageWidth(even); j++){ 
        pixel = GetAverage(j, i, even, odd); // průměr z obou pixelů 
        SetPixel(blend, j, i, pixel);        // uložíme do půlsnímku blend 
    } 
} 
for(i=0; i<ImageHeight(dest); i++){         
    line = GetLine(blend, i/2); 
    SetLine(dest, i/2, line);                // každý řádek z blend se objeví ve  
}                                            // výsledném snímku dvakrát 
return dest; 
Kód 2 - blending 
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Tato metoda je vzhledem ke své rychlosti poměrně přijatelným způsobem deinterlacingu, 
neboť ghosting kolem pohybujících se objektů nevnímá typický divák jako tak rušivý jako je 
hřebenový artefakt, naopak rozmazaná stopa vytváří iluzi pohybu. Nicméně kvalita obrazu je při 
použití této metody horší. Celkově se tedy metoda nehodí pro obraz, kde je důležité zachovat ostrost a 
detail. 
 
Výhody Nevýhody 
• zamaskuje artefakty 
• zdánlivě plynulejší 
• snížení vertikálního rozlišení 
• rozmazává i oblasti, které to 
nepotřebují 
• efekt duchů 
Tabulka 2 - shrnutí metody blending 
 
3.3 Pouze jeden půlsnímek 
Anglicky taky discard (zahazování) nebo duplicate (duplikování). Vybere se, který z půlsnímků se 
bude využívat, každý jeho řádek se ve výsledku použije dvakrát (zvětší se výška půlsnímku na 
dvojnásobek) a druhý snímek se zahodí. Obraz tak ale ztratí polovinu svého vertikálního rozlišení. 
Navíc dochází ke ztrátě plynulosti, protože s polovinou obrazové informace ztrácíme i polovinu 
časové informace. 
 
 
 
 
Image even, odd, picked;             // zdrojové půlsnímky, vybraný půlsn. 
Image dest;                          // výsledný plný snímek 
 
if(UseEven)                          // vybere se jeden z půlsnímků 
    picked = even; 
else 
    picked = odd; 
 
for(i=0; i<ImageHeight(dest); i++){  
    line = GetLine(picked, i/2);     // kopírujeme řádky z vybraného půlsn. 
    SetLine(dest, i/2, line);        // každý je ve výsledku dvakrát 
} 
return dest; 
Kód 3 - pouze jeden půlsnímek 
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Je zřejmé, že tato metoda má výhodu jak v rychlosti, tak v naprosté absenci artefaktů. Ztráta 
obrazového (zvětšování půlsnímku) i časového (zahazujeme zbylý půlsnímek) rozlišení je ale 
výraznou nevýhodou. 
 
Výhody Nevýhody 
• rychlost 
• žádné artefakty 
• ztráta plynulosti 
• snížení vertikálního rozlišení 
Tabulka 3 - shrnutí metody jednoho půlsnímku 
 
3.4 Line doubling 
Řádky každého půlsnímku jsou zdvojeny a tím vzniká z půlsnímku snímek o plné výšce, který je 
zobrazen. Na rozdíl od předchozí metody se nezahazuje jeden ze dvou půlsnímků. Je tedy přehráváno 
50 nebo 60 plných snímků za sekundu a tak je dosaženo původní plynulosti. 
 
 
 
  
Nicméně, liché a sudé řádky si neodpovídají co se vertikální pozice týče. Např. první lichý a 
první sudý řádek by byly v původním plném snímku samozřejmě pod sebou, při této metodě ale 
budou ve výsledku zobrazeny každý ve stejné vertikální pozici, totiž na prvním řádku svého plného 
snímku. Ilustruje to Obrázek 9: 
 
Image src;                           // zdrojový půlsnímek (nezáleží na tom který) 
Image dest;                          // výsledný plný snímek 
 
for(i=0; i<ImageHeight(dest); i++){ 
    line = GetLine(src, i/2);        // kopírujeme řádky z půlsnímku 
    SetLine(dest, i/2, line);        // každý je ve výsledku dvakrát 
} 
return dest;                         // výsledný plný snímek vytvořený 
                                     // ze samostatného půsnímku 
Kód 4 - line doubling 
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Je vidět, že páry řádků 1 a 2, 3 a 4 atd. budou ve svých výsledných plných snímcích na stejných 
vertikálních pozicích, i když původně byly sudé řádky o jeden řádek níž. Obraz tak bude hlavně u 
statických nebo pomalu se pohybujících objektů „poskakovat“ nahoru a dolů o jeden řádek, z čehož 
vznikl anglický alternativní název této metody - bob. 
 
Výhody Nevýhody 
• žádné artefakty 
• plynulost 
• „poskakování“ obrazu mezi snímky 
• snížení vertikálního rozlišení 
Tabulka 4 - shrnutí metody line doubling 
 
3.5 Adaptivní deinterlacing 
Tato metoda analyzuje související páry půlsnímků a hledá mezi nimi změnu. Tam, kde nedošlo mezi 
půlsnímky k pohybu, je použita metoda weaving, neboť zachovává maximální rozlišení a 
k hřebenovému artefaktu vzhledem k absenci pohybu nedochází. V oblastech, kde došlo ke změně a 
kde by tedy byl vidět hřebenový artefakt, se použije metoda blending. Tím se artefakt zamaskuje a 
nebude tak nápadný, nicméně tím opět vzniká efekt duchů.  
Tato metoda je poměrně rychlá a poskytuje přijatelné výsledky, nicméně je velmi závislá na 
celkovém typu scény, resp. videa. 
 
Výhody Nevýhody 
• lepší výsledky než samotný weaving 
nebo blending 
• rychlost 
• výsledek závislý na pohybu ve scéně – 
rychlé scény blending, statické 
weaving 
Tabulka 5 - shrnutí metody adaptivní deinterlacing 
Obrázek 9 - tvorba plných snímků z půlsnímků 
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3.6 Kompenzace pohybu 
Kompenzace pohybu je nejpokročilejší ze všech metod deinterlacingu. Sleduje pohyb v obraze mezi 
půlsnímky nebo celými snímky a snaží se tento pohyb ve výsledném plném snímku kompenzovat. To 
znamená, že pokud je např. ve dvou souvisejících půlsnímcích detekován stejný objekt, jen s určitým 
posunutím, tak algoritmus posune pixely objektu z jednoho půlsnímku do druhého o vzdálenost, 
kterou mezi půlsnímky objekt urazil. Zachová se tak vertikální rozlišení a zmizí hřebenový artefakt. 
Na této metodě je založena moje implementace deinterlace filtru. 
 
Výhody Nevýhody 
• nejlepší výsledky ze všech metod 
• zachovává vertikální rozlišení 
• rychlost 
• složitá a drahá HW implementace 
Tabulka 6 - shrnutí metody kompenzace pohybu 
 
 
 
 
 
 Výhody Nevýhody 
Weaving Rychlost, rozlišení Artefakty při pohybu 
Blending Maskuje artefakty, plynulost Rozmazává obraz, efekt duchů 
Discard Rychlost, bez artefaktů Ztráta plynulosti a rozlišení 
Line doubling Plynulost, bez artefaktů Poskakování obrazu, rozlišení 
Adaptivní Rychlost, potenciálně kvalitní Kvalita závisí na typu videa 
Kompenzace pohybu Nejpokročilejší metoda Pomalá, složitá 
 
  
Tabulka 7 - shrnutí metod 
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4 Algoritmus 
Můj algoritmus pro deinterlacing je založený na zvětšování půlsnímků pomocí tzv. inpaintingu a 
následné analýze  a kompenzaci pohybu mezi souvisejícími půlsnímky za využití metody 
porovnávání bloků (block matching). V této kapitole jsou podrobně popsány jednotlivé části 
algoritmu. 
 
4.1 Inpainting 
Při inpaintingu nebo také retušování se rekonstruují poškozené nebo úplně chybějící části obrazu, 
abychom tak dostali původní kompletní obraz. Již po dlouhá staletí opravují zkušení restaurátoři 
poškrábané, oloupané či jinak poškozené části starých maleb tak, aby dílo opět vypadalo jako v době 
svého vzniku. S rozvojem obrazových médií se použití této praxe přeneslo i do oblasti filmu, 
fotografie a samozřejmě nakonec i do oblasti počítačových obrázků. 
V oblasti počítačové grafiky se význam zásadně nemění – jedná se o rekonstrukci poškozených 
nebo chybějících obrazových dat za pomoci řady více či méně složitých algoritmů. Složitost 
algoritmů se odvíjí od řady faktorů, jako jsou nároky na kvalitu výsledného zrekonstruovaného 
obrázku a taky na potřebný čas, což může být zásadní u aplikací pro zpracování video obrazu. 
 
4.1.1 Postup rekonstrukce chybějících řádků 
Pro implementaci inpaintingu v mém deinterlace filtru jsem použil algoritmus uvedený v [3]. 
Inpainting se v něm provádí následovně: 
Mějme zdrojový půlsnímek označený 3]255,0[],[: →hwU . Nejdříve vypočteme strukturní 
tenzorové pole pro U, označené )2(],[: Ρ→hwGσ , kde P(2) označuje matici 2x2. 
)(σσ GaussGG ∗= ,       kde ],[, hwyx ∈∀ ,      ∑
=
∇=
3
1
),(
i
T
iiUUyxG  
Každý prvek pole σG  je tzv. tenzor, což je matice 2x2, která popisuje lokální geometrii 
obrázku U v daném bodě. Potom sestavíme zvětšený obraz 3]255,0[]2,[:' →hwU  s každým druhým 
řádkem dopočítaným následujícím způsobem:                                     
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Hlavní vlastní vektor ),( yxGσ  je zde označen Tyx ),( ΘΘ=Θ . Tento vektor nám v každém 
místě udává směr „toku“ nejvýraznějších pixelů. Dělením složek vektoru pak dostáváme horizontální 
offset, podle kterého dokážeme vybrat správné dva pixely z řádků nad a pod aktuálním (právě 
doplňovaným) řádkem. Tyto pixely se následně zprůměrují a dostáváme výsledný pixel, který do 
řádku uložíme. 
Princip demonstruje následující obrázek: 
 
Obrázek 10 - postup výpočtu při inpaintingu 
 
Prostřední řádek šedého trojúhelníku je ten, který chceme dopočítat, konkrétně pixel na hraně. 
Modrá šipka představuje hlavní vlastní vektor, vypočítaný v daném bodě, a modrá přerušovaná čára 
pak linii, ze které použijeme hodnoty pixelů nad a pod aktuálním řádkem. Tato místa jsou definována 
podílem y-ové složky hlavního vlastního vektoru složkou x-ovou. V tomto případě, kdy je úhel hrany 
45° a složky jsou tedy stejně velké, vychází podíl 1. To znamená, že z horního řádku se použije pixel 
na pozici o 1 doprava a ve spodním řádku pixel na pozici o 1 doleva, tak jak je znázorněno 
oranžovými šipkami. Hodnoty těchto dvou pixelů se zprůměrují a dostáváme výsledný pixel do 
prostředního řádku. 
Je zřejmé že pokud bychom zmenšovali náklon hrany trojúhelníka, vlastní vektor by byl čím 
dál tím více kolmý a s tím by se zvětšoval i podíl složek a tedy i offset. To odpovídá tomu, že při 
sklápění hrany je potřeba získávat pixely ze sousedních řádků z čím dál tím vzdálenějších 
horizontálních pozic. 
Pokud by se jednalo o klasickou lineární interpolaci, tak při stejném způsobu znázornění by 
modrá přerušovaná čára byla svislá a průměrovaly by se tedy pixely přímo nad a pod aktuální pozicí. 
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To by tedy znamenalo v tomto konkrétním případě průměr šedé a bílé barvy, čímž by postupně 
vznikal efekt „zubaté“, rozmazané hrany, místo původně plynulé linie. 
 
4.1.2 Implementace 
Výpočet vlastních vektorů probíhá v několika krocích. Nejprve převedeme vstupní půlsnímek na 
šedotónovou reprezentaci. S tímto obrázkem se pak pracuje v dalších krocích. Následně se postupně 
prochází a pro každý pixel se počítá kovariační matice derivací na okolí zvolené velikost, označená 
M: 






= 2
2
UyUxUy
UxUyUx
M  
 
Při tomto výpočtu se také aplikuje Gaussovské rozmazání, definované velikostí okolí (odlišné 
od velikosti okolí pixelu pro výpočet derivací). V posledním kroku se ze získané matice M vypočítají 
vlastní čísla a vektory. 
Následně dostáváme matici obsahující potřebné vlastní vektory a čísla. Konkrétně jsou zde 
hodnoty obsaženy ve formátu (λ1, λ2, x1, y1, x2, y2) – neseřazené hodnoty vlastních čísel a hodnoty 
složek vlastních vektorů odpovídajícím vlastním číslům λ1 a λ2. Podle velikosti obou vektorů 
vybereme hlavní vlastní vektor, čili ten větší z obou vektorů. Zde už bychom mohli podělit složky 
tohoto vektoru a dostat tak hodnotu horizontálního offsetu, která nás zajímá. Nicméně výstup funkce 
je ještě nutné zkorigovat pomocí filtrů. 
 
4.1.3 Filtry výstupu 
Použití filtrů je nutné z důvodů eliminace šumu ve výsledných datech. Ten se projevuje jako náhodně 
umístěné tečky barvy výrazně odlišné od svého okolí. Důvodem vzniku takového šumu jsou chybně 
vypočtené vlastní vektory v daných bodech. 
První filtr eliminuje špatně vypočtené vlastní vektory na základě velikostí složek vektoru nebo 
jeho délky lambda, což je vlastně váha vektoru. Testováním algoritmu jsem došel k mezním 
hodnotám, které od sebe oddělují špatné a správné vektory. Konkrétně u velikostí složek vektoru se 
tyto špatné vektory poznají podle velmi velkých nebo naopak velmi malých hodnot složek. Například 
může vyjít vlastní vektor (0,01; 0,998). Výsledný podíl je pak samozřejmě příliš velký a nepoužitelný 
pro horizontální offset. 
Druhý filtr eliminuje umístění špatných hodnot do výsledného obrázku tím, že okolí místa, kam 
se chystáme výsledný pixel umístit, prochází a zjišťuje, zda se nová hodnota od okolí příliš neliší. 
Porovnávání se provádí v okolí o velikosti 3x3 a je založeno na počítání výskytu pixelů, které 
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považujeme za shodné (podle daného kritéria, např. maximálně 10% rozdíl jasové hodnoty). Pokud 
počet shod překročí určitou minimální hodnotu, je vektor označen za správný a použit. 
Poslední filtr koriguje případné „přetečení“ – pokud pracujeme s hodnotou na okraji obrazu a 
vyjde nám hodnota, která po přičtení nebo odečtení od aktuální x-ové souřadnice přesahuje meze 
obrazu, tak by se použil pixel z následujícího nebo předchozího řádku. Tomu je potřeba zabránit a 
vektor je tedy odfiltrován. 
Ve všech případech znamená označení vektoru za špatný to, že se nastaví na nulu a tím pádem 
bude i hodnota horizontálního offsetu nulová. Ve výsledku to tedy znamená, že se v tomto místě 
provede klasická vertikální lineární interpolace. 
Testování inpaintingu a jeho filtrů se věnuje sekce v kapitole Testy. 
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4.2 Porovnávání bloků 
Algoritmus porovnávání bloků je jedním ze základních a často používaných algoritmů pro zjištění 
pohybu mezi dvěma snímky. Princip ilustruje Obrázek 13: 
 
 
Obrázek 11 - porovnávání bloků 
 
První snímek je rozdělen na bloky zvolené velikosti. Pro každý blok se pak provádí hledání 
nejlepší shody stejně velikého bloku v druhém snímku. Hledání se provádí do zvolené vzdálenosti od 
původní pozice bloku r. V tomto okolí se pak porovnávají všechny bloky s původním. Po nalezení 
bloku, který se s ním shoduje (dle definovaných kritérií), vrací algoritmus na výstupu pro tento 
konkrétní blok prvního snímku vektor pohybu v, určený jako rozdíl souřadnic těchto dvou bloků. 
Zjišťování pohybu mezi půlsnímky je v mé implementaci prováděno s využitím metody 
porovnávání bloků pomocí funkce cvCalcOpticalFlowBM volně šiřitelné knihovny Intel OpenCV. 
Tato funkce dostává na vstup: 
• dva porovnávané vstupní obrázky o stejných rozměrech a jednom barevném kanálu 
(grayscale) 
• velikost bloků, po kterých se bude porovnávat 
• velikost přírustku souřadnic při hledání shody bloků 
• vzdálenost od původního bloku, do které se má hledání provádět 
• parametr určující, zda se mají při hledaní využívat již vypočtené hodnoty vektorů (při 
minulém průchodu) 
• dvě dvourozměrná pole pro výstupní hodnoty x-ových a y-ových složek vektorů 
 
Vstupní obraz je rozdělen na bloky zvolené velikosti, celkově je počet bloků dán vztahem: 
 
width = (pictureWidth + blockWidth) / blockWidth 
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height = (pictureHeight + blockHeight) / blockHeight 
 
Algoritmus pak postupně prochází všemi bloky prvního obrázku a hledá shodné bloky 
v druhém obrázku. Hledání je v druhém obrázku prováděno ze souřadnic původního bloku, které se 
následně zvětšují o zvolený přírustek tak, aby hledání bylo prováděno ve zvětšující se spirále ve 
směru hodinových ručiček. Samotné porovnávání jednotlivých bloků je prováděno metodou 
nejmenších absolutních odchylek. 
Výstupem funkce jsou dvě dvourozměrná pole obsahující složky x a y pohybových vektorů pro 
bloky prvního obrázku. 
 
4.3 Kompenzace pohybu 
V momentě, kdy dostaneme matici vektorů udávající změny mezi dvěma půsnímky, můžeme daný 
pohyb kompenzovat. To znamená, že si vybereme, který půlsnímek bude základní, a do jeho 
chybějících řádků pak přesunujeme obrazová data z druhého půlsnímku. Ilustruje to Obrázek 14: buď 
prohlásíme první půlsnímek jako základní a v celém snímku pak posuneme modré řádky do žlutých, 
nebo vezmeme druhý půlsnímek jako základní, modré řádky se pak nepohnou a do nich se posunou 
žluté. 
 
Obrázek 12 - ukázka pohybu mezi půlsnímky 
 
Předpokládejme, že si zvolíme jako základní půlsnímek ten s lichými řádky. Podle matice 
pohybových vektorů potom do mezer mezi lichými řádky přesouváme pixely (resp. jejich celé bloky, 
shodné s velikostmi bloků použitých pro block matching) ze sudých řádků. V oblastech, kde nedošlo 
k žádnému pohybu, budou hodnoty složek vektorů nulové. To znamená, že pixely ze sudých řádků 
ani nezmění svou pozici ve finálním snímku. Tam, kde došlo k pohybu, získáme pixely z místa, kam 
se objekt na druhém půlsnímku posunul (tedy posunujeme podle získaného pohybového vektoru 
daného bloku). Tyto pixely svoji pozici změní. 
Nakonec tak dostáváme jeden plný deinterlacovaný snímek vztažený k jednomu z půlsnímků, 
s daty doplněnými z druhého půlsnímku. 
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5 Testy 
Pro testování algoritmu jsem vytvořil sadu testovacích obrázků, obsahujících prokládání. Větší část 
těchto obrázků jsem vytvořil ze dvou snímků z digitálního fotoaparátu, část byla použita ze snímků 
prokládaného videa.  
 
5.1 Vstupní data 
Většina testovacích dat pochází z fotografií z digitálního fotoaparátu, pořízených rychle za sebou (v 
tzv. burst módu) s určitým posunem pro dosažení pohybu mezi dvěma snímky, případně 
s pohybujícím se objektem. Dvojice snímků byla pak následně zmenšena v editoru na velikost 
1024*763 bodů.  
Tyto snímky byly poté vloženy na vstup utilitě interlacer, kterou jsem pro tento účel vytvořil. 
Tento jednoduchý program vytvoří prokládaný obrázek ze dvou vstupních obrázků  tak, že do 
výstupního obrázků kopíruje sudé řádky z prvního obrázku a liché řádky z druhého obrázku. 
Výsledek pak společně se vstupními obrázky zobrazí v okně a uloží pod zvoleným jménem. 
5.2 Metodika testování 
Protože máme u každého testovacího prokládaného obrázku k dispozici i dva původní snímky, ze 
kterých byl vytvořen, tak je možné pro otestování výsledků algoritmu porovnávat deinterlacovaný 
výstup s jedním ze zdrojových obrázků. Konkrétně je to první ze dvou obrázků, protože z tohoto 
obrázku pochází sudé řádky a ty se v mém deinterlace algoritmu berou jako základ a pouze se 
kopírují do výsledného výstupního obrázku. Dá se tedy říct, že algoritmus rekonstruuje tento první ze 
dvou obrázků a my chceme zjistit, jak úspěšný tento proces je. 
Při testování výsledků se porovnávají tyto dva obrázky pixel po pixelu a následně je zobrazena 
statistika. Obsahuje tyto hodnoty: 
• celkový počet pixelů – počet všech pixelů výsledného deinterlacovaného obrázku. 
• počet totožných pixelů – počet pixelů ve výsledném obrázku, jejichž jasová hodnota se přesně 
shoduje s jasovou hodnotou pixelu na stejné pozici ve vzorovém obrázku. 
• počet odlišných pixelů - počet pixelů ve výsledném obrázku, jejichž jasová hodnota se neshoduje 
s jasovou hodnotou pixelu na stejné pozici ve vzorovém obrázku. 
• průměrná chyba – procentuální hodnota udávající, o kolik se průměrně liší jasová hodnota 
odlišných pixelů od jejich vzoru. 
• maximální chyba – procentuální hodnota udávající největší odchylku jasové hodnoty od vzoru. 
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• statistika filtru – procentuální hodnota udávající, kolik pohybových vektorů bylo označeno za 
neplatné. 
 
Další sledovanou veličinou je čas, potřebný pro kompletní proces deinterlacingu obrázku. 
Sleduje se tedy doba trvání zvětšování (inpaintingu) obou půlsnímků a doba samotného 
deinterlacingu. 
Poslední hodnotou, která nás zajímá je počet pohybových vektorů, které byly označeny za 
neplatné, a také jejich umístění v obrázku (subjektivní ohodnocení pomocí vykreslení vektorů do 
výsledného obrázku a označení neplatných žlutou barvou). 
Při testování jsem zkoušel různé hodnoty parametrů tak, abych se dostal k hodnotám 
nejvhodnějším pro daný obrázek. Ty jsou pak zaznemenány v tabulkách výsledků. Dále je u každého 
obrázku graf, který shrnuje závislost průměrné chyby (procentuální hodnota udávající, o kolik se liší 
jasové hodnoty odlišných pixelů) na „standardních“ hodnotách parametrů (z těchto hodnot se vybírá 
v konfiguračním dialogu filtru ve VirtualDubu). 
Všechny testy byly prováděny na PC s touto konfigurací: 
• CPU Intel Core 2 Duo 1.83 GHz 
• 1 GB RAM 
• HDD 5400 ot./min. 
• Windows XP SP2 
 
5.3 Jednotlivé obrázky 
Jednotlivé obrázky, na kterých byl algoritmus testován, jsou obsaženy v příloze. Tato část obsahuje 
popis konkrétních výsledků dosažených na vybraných obrázcích. 
5.3.1 Obrázek 1 – silnice v dálce 
Tento obrázek vzdálené dálnice obsahuje minimum pohybu, a to jak globálního (pohyb celé scény – 
kamery), tak lokálního (pohybující se objekty). Nejvýraznějším pohybujícím se objektem je nákladní 
automobil uprostřed obrázku, o velikosti cca 100 x 20 pixelů. Při nastavení velikosti bloku 32 je 
logicky automobil zachycen pouze na jednom řádku bloků. Filtr vektorů ho ale i tak správně označuje 
za platný. Horizontální vzdálenost automobilu mezi obrázky je zhruba 50 pixelů, proto je nutné 
použít větší dosah. 
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Blok Krok Dosah Ident. pixelů Prům. chyba Neplatných vektorů 
8 1 60 60,87% 1,55% 20,83% 
16 1 60 60,85% 1,57% 16,06% 
32 1 60 61,04% 1,57% 18,75% 
32 2 60 59,89% 1,71% 12,93% 
Line doubling 35,58% 1.21% 0% 
Tabulka 8 - výsledky pro Obrázek 1 
 
 
Tyto výsledky ukazují, že zde je nejvhodnější použít největší velikost bloku 32. Při použití kroku 2 se 
navíc zkrátí čas deinterlacingu o více než polovinu, přičemž procenta identických pixelů a pruměrné 
chyby se změní minimálně. Navíc v obrázku nejsou ani pak viditelné výraznější artefakty. 
Na následujícím grafu vidíme závislost průměrné chyby na hodnotách jednotlivých parametrů. 
U každého sledovaného parametru se mění pouze jeho hodnota, zbylé dva parametry zůstávají na 
standardních hodnotách (blok velikosti 16x16, krok 2 a dosah 50). 
 
Závislost průměrné chyby na parametrech
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Graf 1 - závislost průměrné chyby na parametrech 
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5.3.2 Obrázek 2 – vzdalující se auta 
Tento obrázek opět obsahuje minimum globálního pohybu scény. Naopak velmi výrazný je zde 
lokální pohyb autobusu a předjíždějícího auta (u toho je horizontální pohyb cca 65 pixelů). 
 
Blok Krok Dosah Ident. pixelů Prům. chyba Neplatných vektorů 
8 1 70 63,04% 2,61% 4,90% 
16 1 70 62,98% 2,64% 3,67% 
32 1 70 63,03% 2,67% 5,25% 
32 2 70 63% 2,71% 4,68% 
Line doubling 34,83% 2,11% 0% 
Tabulka 9 - výsledky pro Obrázek 2 
 
Všechny tři velikosti bloků zde produkují podobné výsledky, i když velikosti 16 a 32 jsou rychlejší. 
Nicméně opět nejlepší výsledky vychází při použití největšího bloku a kroku 2. Hlavním problémem 
této scény je ale velmi výrazný pohyb předjíždějícího auta. To znamená, že pro správné zachycení 
tohoto pohybu je nutné použít velký dosah BM algoritmu. Druhým důsledkem je to, že vzhledem 
k tomu, že se auto ve scéně vzdaluje, tak je na druhém půlsnímku logicky menší. Nejedná se tedy jen 
o jednoduchý pohyb, ale i o zmenšení objektu. V deinterlacovaném obrázku se to pak projeví 
„dvojitým“ rámem zadního skla. Ukazuje se tedy, že při vzdalování nebo přibližování objektů ve 
scéně algoritmus selhává a produkuje artefakty. 
 
Závislost průměrné chyby na parametrech
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Graf 2 - závislost průměrné chyby na parametrech 
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5.3.3 Obrázek 3 - zoom 
Obrázek 3 simuluje pohyb mezi půlsnímky způsobený zoomováním kamery, pohybové vektory tedy 
míří směrem ke středu obrázku. 
 
Blok Krok Dosah Ident. pixelů Prům. chyba Neplatných vektorů 
8 1 40 60,17% 2,19% 57,12% 
16 1 40 59,83% 2,39% 54,32% 
32 1 40 60,21% 2,52% 59,94% 
32 2 40 59% 2,85% 55,96% 
Line doubling 32,68% 1,84% 0% 
Tabulka 10 - výsledky pro Obrázek 3 
 
Hlavním problémem takovéto scény je množství ploch, na kterých má block matching algoritmus 
velké problémy, jako jsou silnice nebo obloha. V těchto místech bloky neobsahují dostatečné 
množství detailů, jsou si příliš podobné a to v důsledku vede k velkému množství neplatných vektorů 
a vzniku artefaktů ve výsledném obraze. 
 
Závislost průměrné chyby na parametrech
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Graf 3 -závislost průměrné chyby na parametrech 
 
Na tomto grafu je velmi dobře vidět, jak průměrná chyba výrazně klesá se zvětšujícím se 
blokem. Toto zlepšení je způsobeno již zmiňovaným velkým zastoupením jednolitých ploch 
v obrázku, u kterých je potřeba co největší blok, aby bylo možné správně zjistit jejich posun. 
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5.3.4 Obrázek 4 - zoom 
Tento obrázek opět simuluje zoom kamery, tentokrát ale obsahuje více detailů. 
 
Blok Krok Dosah Ident. pixelů Prům. chyba Neplatných vektorů 
8 1 40 60,09% 1,89% 40,27% 
16 1 40 59,58% 2% 29,14% 
32 1 40 59,42% 2,04% 35,79% 
32 2 40 57,41% 2,38% 32,1% 
Line doubling 37,44% 1,93% 0% 
Tabulka 11 - výsledky pro Obrázek 4 
 
Výsledky se zde hodně podobají předchozímu obrázku, jen neplatných vektorů je méně. To je dáno 
tím, že v tomto případě je k dispozici více záchytných bodů pro block matching. Nejlépe zde vychází 
velikost bloku 16, což je způsobeno zčásti větvičkami na okrajích snímku – tato velikost dokáže 
správně zachytit jejich změnu polohy mezi půlsnímky. 
 
Závislost průměrné chyby na parametrech
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Graf 4 - závislost průměrné chyby na parametrech 
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5.3.5 Obrázek 5 - dálnice 
Tento obrázek rychlostní silnice obsahuje převážně lokální pohyb automobilů směrem ke kameře. 
 
Blok Krok Dosah Ident. pixelů Prům. chyba Neplatných vektorů 
8 1 60 59,08% 2,57% 25,43% 
16 1 60 59,03% 2,63% 20,06% 
32 1 60 58,99% 2,61% 23,29% 
32 2 60 58,43% 2,81% 20,02% 
8 2 60 58,52% 2,61% 20,08% 
Line doubling 30,87% 2,51% 0% 
Tabulka 12 - výsledky pro Obrázek 5 
 
Nejlepších výsledků je na tomto obrázku dosaženo použitím nejmenšího bloku a kroku 2. Ostatní 
kombinace produkují ve výstupu příliš mnoho artefaktů (kvůli špatnému pokrytí pohybujících se aut 
bloky), nebo trvají příliš dlouho. 
 
Závislost průměrné chyby na parametrech
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Graf 5 - závislost průměrné chyby na parametrech 
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5.3.6 Obrázek 6 - dálnice 
Obrázek zachycuje stejnou silnici jako předchozí obrázek, rozdílem je výraznější globální pohyb 
kamery i lokální pohyb aut v obou směrech. 
 
Blok Krok Dosah Ident. pixelů Prům. chyba Neplatných vektorů 
8 1 50 59,28% 2,24% 33,53% 
16 1 50 59,14% 2,36% 22,36% 
32 1 50 59,38% 2,4% 22,15% 
32 2 50 58,4% 2,71% 22,15% 
8 2 50 58,42% 2,31% 39,08% 
Line doubling 27,43% 2,17% 0% 
Tabulka 13 - výsledky pro Obrázek 6 
 
Nejmenší a největší velikosti bloku s krokem 2 zde dávají poměrně rovnocenné výsledky, ale blok 32 
je přece jen vhodnější z důvodů větší rychlosti i menšího počtu chybných vektorů. 
 
Závislost průměrné chyby na parametrech
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Graf 6 - závislost průměrné chyby na parametrech 
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5.4  Vyhodnocení výsledků kvality 
Výsledky testovacích snímků ukazují, že průměrně je přesně zrekontruováno jen kolem 60 procent 
pixelů, nicméně průměrná odchylka jasové hodnoty odlišných pixelů se při správném nastavení 
parametrů pohybuje pouze okolo 2-3 procent. Extrémně rychlý algoritmus line doubling naproti tomu 
zachovává jen zhruba 30 procent pixelů. 
Velikost bloků, které se mezi půlsnímky porovnávají, je jedním z hlavních faktorů při tomto 
způsobu deinterlacingu, jak je ostatně vidět na grafech závislosti chyby na parametrech. Malá velikost 
znamená méně problémů s blokovými artefakty a lepší pokrytí pohybujících se objektů, ale čas 
potřebný k provedení block matchingu výrazně narůstá, a také přesnost s klesajícím počtem pixelů 
v bloku klesá. Naopak velký blok zaručuje vyšší přesnost jeho pohybového vektoru, ale může 
způsobovat problémy s artefakty ve specifických oblastech obrazu, jako. je např. auto projíždějící za 
sloupem, kde by bylo vhodnější pokrytí menším počtem malých bloků. 
Velikost kroku, po kterých se hledání odpovídajících si bloků posunuje, má dramatický dopad 
na rychlost celého algoritmu block matchingu. Při zdvojnásobení kroku z 1 na 2 se čas zkrátí téměř na 
čtvrtinu původní hodnoty. Nicméně je nutné vzít v úvahu, že takto přicházíme o přesnost a i když 
výsledky s použitím hodnoty kroku 2  jsou relativně dobře použitelné, o větších hodnotách už to 
neplatí a vznikají příliš velké nepřenosti. 
Hodnota dosahu má, jak je vidět na grafech závislosti průměrné chyby na parametrech, 
podobný vliv jako hodnota kroku. Stejně tak má výrazný vliv na čas potřebný k výpočtu vektorů. 
Celkově grafy ukázaly, že největší vliv na chybu má bezesporu velikost bloku.  
Ukazuje se, že velmi výrazná část pohybových vektorů produkovaných block matchingem je 
označena za neplatnou. Zapnutí vizualizace těchto vektorů vektorů dokazuje, že se opravdu jedná o 
náhodné, a tedy neplatné vektory. Filtr, který tyto chybné vektory detekuje a označí, je tedy nutností. 
 
5.5 Testy rychlosti 
Testování rychlosti algoritmu jsem prováděl na filtru pro VirtualDub, s využitím statistických 
informací, které VirtualDub zobrazuje při převodu videa. Na rozdíl od předchozích testů jsou 
dosažené výsledky závislé převážně na rychlosti procesoru počítače, na kterém se převod provádí. 
Opět byla použita sestava uvedená v kapitole 6.3. 
K testování jsem použil video, které jsem natočil pomocí videokamery Sony HandyCam. Video 
má 90 prokládaných snímků a obsahuje jeden výrazný globální pohyb celé scény, způsobený 
pohybováním kamerou přes scénu (tzv. panning). Z pohledu algoritmu je to tedy nejsložitější možný 
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případ, protože všechny bloky mají nějaký nenulový pohybový vektor (narozdíl od statické scény, 
kde by se pohyboval pouze jeden objekt). 
5.5.1 Výsledky 
Následující grafy demonstrují závislost rychlosti (FPS – frames per second, počet zpracovaných 
snímků za sekundu) na jednotlivých hodnotách nastavení porovnávání bloků, tedy velikosti bloků, 
kroku a dosahu. 
 
FPS - velikost bloků
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Graf 7 - závislost rychlosti na velikosti bloků 
 
Graf 7 ukazuje, jak rychlost algoritmu stoupá s použitím větších bloků. Nicméně nárust rychlostí 
lineární není, neboť menší počet větších bloků se vykompenzuje vyšším počtem pixelů, které každý 
blok obsahuje. 
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FPS - velikost kroku
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Graf 8 - závislost rychlosti na velikosti kroku 
 
Na Grafu 8 je velmi dobře vidět dramatický dopad hodnoty velikosti kroku na výslednou rychlost. 
Rozdíl mezi dvěma extrémními hodnotami FPS je více než šestinásobný. 
 
FPS - velikost dosahu
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Graf 9 - závislost rychlosti na velikosti dosahu 
 
Dopad nastavení maximální vzdálenosti, do které algoritmus vyhledává pohyb bloků, je opět poměrně 
významný. Podle druhu videa ale může příliš malá vzdálenost způsobit nezachycení pohybu objektu 
mezi půlsnímky. 
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Nejvyšší dosažitelná rychlost je tedy s hodnotami 32x32 / 4 / 30. V testu toto nastavení dosáhlo 
na hodnotu 1 FPS. Je ale zřejmé, že takové nastavení zároveň znamená i nejnižší kvalitu, ale opět zde 
záleží na konkrétním videu. Nejnižší dosažená rychlost je 0,06 FPS při nastavení 8x8 / 1 / 70. 
V konfiguraci filtru je ještě možné zaškrtnout volbu Inpaint only (field 1). Při tomto módu se 
ignoruje ostatní nastavení, provede se pouze inpainting prvního půlsnímku a ten se použije jako 
výsledný deinterlacovaný snímek. Díky přeskočení celého kroku detekce a kompenzace pohybu mezi 
půlsnímky se tak velmi zvyšuje rychlost převodu – až na 2,4 FPS. 
5.5.2 Ostatní metody 
U ostatních metod pro deinterlacing použitých v programu VirtualDub jsem naměřil tyto průměrné 
hodnoty snímků za sekundu: 
 
 PRŮMĚRNÉ FPS 
Blending 5,1 
Duplicate 8,4 
Discard 10,0 
Tabulka 14 - rychlosti dalších metod 
 
Jak je na získaných hodnotách vidět, tyto metody profitují ze své jednoduchosti a dosahují tak 
vysokých rychlostí zpracování. Metoda blending je jediná, kde dochází k nějaké výraznější 
manipulaci s pixely (průměrování hodnot), a tak je nejpomalejší. Rozdíl mezi duplicate a discard je v 
tom, že zatímco duplicate kopíruje první půlsnímek, discard použije jenom ten a druhý zahazuje. 
Proto je discard nejrychlejší. 
 
5.6 Testy inpaintingu 
Testování algoritmu pro inpainting jsem prováděl na pěti různých obrázcích pořízených digitálním 
fotoaparátem. Tyto obrázky jsou obsaženy v příloze a také na přiloženém CD. Snažil jsem se obrázky 
vybrat tak, aby obsahovaly dostatek různých obrazových prvků a lišily se co se týká složitosti, míry 
detailů, typů hran apod. Jedná se o samostatné testování zaměřené pouze na inpainting a efekt 
použitých filtrů, testy tedy nijak nesouvisí s deinterlacingem. 
Dosažené výsledky demonstruji na příkladu obrázku 1_letadlo.jpg (obrázek letadla, který 
obsahuje mnoho různě klopených hran). Při testu byl algoritmu předložen obrázek bez sudých řádků a 
výstup byl pak porovnáván pixel po pixelu s původním plným obrázkem. Dosaženo bylo těchto 
výsledků: 
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Graf 10 - identické pixely 
 
Hodnota Identické pixely udává, kolik procent pixelů z původního obrázku se přesně shoduje 
s pixely výsledného inpaintovaného obrázku. Jak je vidět, počet shodných pixelů se zvyšuje přidáním 
jednoho a posléze obou filtrů. 
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Graf 11 - průměrná chyba 
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Průměrná chyba udává, o kolik procent jasové hodnoty se průměrně liší ty pixely, které se 
v obou obrázcích na stejné pozici neshodují. Opět je zde vidět zlepšení po přidání filtrů. 
Následující obrázky ukazují skutečný efekt použití filtrů na výřezu obrázku: 
 
 
Obrázek 13 - bez filtru 
 
Obrázek 14 - filtr 1 
 
Obrázek 15 - filtr 1+2 
 
Obrázek 10 ukazuje, jak by vypadal výstup algoritmu bez použití filtrů. V oblasti oblohy 
vidíme mnoho šumu, způsobeného špatně vypočtenými vektory. V každém místě, kde je na obloze 
tmavý pixel, místo předpokládaného světlého, byly vypočteny složky vektorů, které při podílu dávají 
nesmyslně veliké číslo. Offset potom vyjde např. 50, a jeden z pixelů pro průměrování se tedy vybere 
z oblasti tmavého křídla letadla, zatímco druhý se vybere ze světlé oblasti oblohy. Výsledný pixel je 
pak na obloze velmi výrazný. 
Na Obrázku 11 vidíme efekt filtru, který tyto špatné vektory potlačuje. Vektor se nepoužije a 
jako hodnota horizontálního offsetu se použije nula, což je ve výsledku klasická svislá lineární 
interpolace. V místech, kde byl šum na prvním obrázku (obloha) to vůbec nevadí, problém by naopak 
vznikl, pokud by toto bylo nutné použít i například na šikmé hraně výškovky, procházející středem 
obrázku. Pak by se projevil typický artefakt takového jednoduchého zvětšování – „zubaté“ 
(pixelované) hrany, které byly původně souvislé a přímé. Zde je ale výrazná hrana a vektory jsou zde 
jasně a správně definovány. Proto není nutné v této oblast filtr použít a hrana ve výsledném obrázku 
je rovná jak má být. Nicméně zde pořád ještě zbývají malé oblasti, kde šum zůstal zachován. 
Obrázek 12 ukazuje výsledek po přidání druhého filtru, kdy už jsou i poslední zbytky šumu 
odfiltrovány. To je typicky potřeba v okolí hran některých, kde vektory projdou prvním filtrem. 
Druhý filtr porovnává výsledný pixel s jeho novým okolím a zjišťuje, zda se od něho výrazně neliší. 
To je očividně případ tmavých teček na obrázku v místě styku výškovky a směrovky, a proto jsou 
tyto ve výsledku odfiltrovány. 
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6 Implementace 
Algoritmus jsem implementoval ve dvou různých provedeních. První je program pro příkazový řádek 
a je spíše pro demonstrační účely. Provádí totiž deinterlace pouze na jednom obrázku, který dostane 
jako parametr na vstupu, s případnou statistikou kvality  deinterlacingu. Druhé provedení je knihovna 
DLL, určená pro program pro úpravy videa VirtualDub. V tomto programu se potom chová jako 
uživatelský filtr video souborů, schopný provést jejich deinterlace. 
Použité algoritmy jsou ale v obou provedeních stejné a implementace se liší jen v detailech, 
které vyplývají z rozdílů mezi spustitelným program pro příkazovou řádku a DLL knihovnou. 
6.1 Program pro příkazovou řádku 
Algoritmus je v tomto případě implementován jako jednoduchý spustitelný program pro příkazovou 
řádku (viz Obrázek 16). Jako parametr na vstupu očekává jméno souboru s obrázkem, který obsahuje 
interlacing. Jedná se o plný snímek, ve kterém liché a sudé řádky tvoří dva různé půlsnímky. Tyto 
obrázky je možné vytvořit jednoduchou utilitou interlacer, kterou jsem pro tento účel naprogramoval. 
Ta do jednoho obrázku kombinuje střídavě řádky ze dvou jiných obrázků.  
Nepovinným parametrem je jméno souboru s obrázkem, ze kterého se braly sudé řádky do 
prokládaného obrázku. Tento soubor se pak využije pro porovnání s výsledkem a statistiku. Syntax 
pro spuštění programu je tedy následující: 
 
intutil.exe prokladany_obrazek.bmp [puvodni_obrazek.bmp] 
 
Podpora formátů obrázků vychází z OpenCV, a je tedy možné použít soubory BMP, JPEG a 
PNG. Po provedení deinterlacing je zobrazen čas, který byl potřeba pro provedení jednotlivých kroků 
procesu, a případně statistické informace o kvalitě deinterlacingu, pokud byl zadán druhý soubor pro 
porovnání. Současně jsou také pomocí funkce OpenCV zobrazena samostatná okna s výsledným 
deinterlacovaným obrázkem a také dalšími obrázky, které byly při deinterlacování postupně potřeba. 
Jak již bylo uvedeno, tento program je určen spíše pro demonstraci a testování algoritmu. Pro 
praktické využití je určena verze v podobě filtru pro VirtualDub. 
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Obrázek 16 - program pro příkazovou řádku 
 
 
6.2 DLL knihovna 
Toto provedení je určeno pro populární program pro jednoduché úpravy a konverze videosouborů 
VirtualDub. Ten již v základu obsahuje mnoho filtrů pro různé úpravy obrazu, které je možné řetězit. 
Další uživatelské filtry je možné přidávat v podobě souborů s příponou .VDF, což jsou ale pouze 
přejmenované DLL soubory. 
Pro zobrazení seznamu aktivních filtrů ve VirtualDub použijeme menu Video – Filters. Seznam 
bude po spuštění programu prázdný a filtry můžeme přidat pomocí tlačítka Add. Zde se zobrazí 
seznam standardních filtrů a také filtrů umístěných v adresáři plugins. Pokud máme náš filtr umístěný 
jinde, můžeme ho otevřít pomocí tlačítka Load. 
Po vybrání filtru (název DP deinterlace) se objeví malé konfigurační okno, kde je možné zvolit 
parametry deinterlacingu, resp. porovnávání bloků. Konkrétně jsou na výběr tři různé hodnoty pro 
velikost bloků, krok prohledávání a vzdálenost prohledávání. Také je zde zaškrtávací políčko, kterým 
můžeme nechat vykreslovat do finálního videa nadetekované vektory. Správné vektory, tedy ty které 
se použily, budou vykresleny tenkou červenou čárou. Vektory vyhodnocené jako nesprávné a tedy 
nepoužité jsou vykreslovány tlustší žlutou čárou. Poslední volbou je možné přeskočit kompenzaci 
pohybu a provádět pouze inpainting prvního půlsnímku. 
Konfigurační okno a celé prostředí VirtualDub ukazuje následující obrázek: 
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Obrázek 17 - VirtualDub a konfigurace filtru 
 
Obrazová data předává VirtualDub do filtru po jednotlivých snímcích. V případě prokládaného 
videa to tedy znamená, že každý plný snímek obsahuje střídavě řádky ze dvou souvisejících 
půlsnímků. Po zpracování filtrem se na výstupu opět očekává jeden plný snímek. 
6.2.1 Interface filtru 
Interface filtru vychází ze specifikace VirtualDubu. Filtr obsahuje tyto části: 
• funkce RunProc – hlavní rutina filtru, která provádí samotné zpracování obrazu. 
• struktura FilterDefinition – obsahuje základní informace o filtru jako jeho jméno a 
popis, velikost uživatelských dat filtru a také adresy použitých funkcí. 
• export funkcí – VirtualDub vyžaduje, aby filtr exportoval funkce 
VirtualdubFilterModuleInit2 a VirtualdubFilterDeinit. 
• struktura MyFilterData – tato struktura je uživatelsky konfigurovatelná a obsahuje 
libovolná data, která je potřeba uchovávat. V našem případě jsou to dvě boolean 
hodnoty určující, jestli se vykreslují vektory a jestli se použije jen inpainting, a tři 
celočíselné hodnoty obshahující parametry pro porovnávání bloků. 
• funkce ConfigProc – funkce se stará o zobrazení konfiguračního dialogu filtru. 
Samotné dialogové okno je vytvořeno pomocí resource editoru v Microsoft Visual C++ 
6.0. 
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6.3 Implementace 
Implementace deinterlacingu je v obou případech až na detaily stejná. Program pro příkazovou 
řádku je klasický spustitelný program, zatímco filtr pro VirtualDub je DLL knihovna. Musí tedy 
exportovat určité svoje funkce a dodržovat jejich názvy, dle specifikace VirtualDubu, a také není 
samostatně spustitelný. 
Začíná se otevřením snímku s prokládáním, ze kterého kopírujeme střídavě liché a sudé řádky 
do dvou obrázků poloviční výšky. Výsledné půlsnímky jsou následně předány funkci provádějící 
inpainting. 
Funkce doubleHeight provádí zdvojnásobení výšky obrázků pomocí inpaintingu. Předaný 
obrázek je nejdříve převeden do šedotónové reprezentace a pak je použit ve funkci 
cvCornerEigenValsAndVecs. Vektory vypočítané touto funkcí jsou potom ještě upraveny pomocí 
dvou filtrů, pro vyhlazení chybných vektorů, které způsobují ve finálním obrázku šum. Pak už 
s pomocí správných vlastních vektorů vytvoříme snímek dvojnásobné výšky, kde každý druhý řádek 
je dopočítáván. 
Dostáváme tedy dva půlsnímky dopočítané na plnou výšku. Ty jsou předány funkci 
deinterlace. Zde jsou převedeny na šedotónovou reprezentaci a použity ve funkci 
cvCalcOpticalFlowBM, která provádí block matching. Výsledkem jsou dvě matice vektorů, jedna pro 
osu x a druhá pro y. Stejně jako v případě inpaintingu, i zde se mohou vyskytovat vektory, které byly 
vypočteny chybně. Při zobrazení se projeví jako vektory, které míří jinam než všichni jejich sousedi a 
také mají jinou velikost. Tyto vektory jsou tedy opět odfiltrovány, resp. označeny jako chybné. 
S pomocí správných vektorů je potom provedena kompenzace pohybu mezi půlsnímky – data prvního 
půlsnímku, tedy řádky 0, 2, 4 atd. se pouze přesouvají do finálního snímku. Chybějící liché řádky se 
doplňují z dat druhého půlsnímku tak, že k aktuální pozici jsou přičteny hodnoty složek 
odpovídajícího pohybového vektoru. Výsledkem je deinterlacovaný plný snímek, do kterého se ještě 
případně mohou vykreslit pohybové vektory pro testovací účely. 
 
6.4 Prostředí 
Program pro příkazovou řádku je vytvořen ve volně šiřitelném vývojovém prostředí Bloodshed Dev-
C++. Knihovna DLL pro VirtualDub je vytvořena v prostředí Microsoft Visual C++ 6.0. 
Obě varianty jsou určeny pro platformu Win32 a využívají volně šiřitelnou knihovnu Intel 
OpenCV pro potřebnou mainpulaci s obrázky. 
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7 Závěr 
Cílem této práce bylo seznámit se s problematikou prokládání video obrazu a jeho odstraňování, a 
návrh vlastního algoritmu pro deinterlacing včetně jeho testů. V rámci Semestálního projektu se 
jednalo o jednoduchý filtr pro VirtualDub s využitím porovnávání bloků, zatímco zde je využita 
pokročilejší technika inpaintingu a je k dispozici více možností nastavní. 
Na úvod tohoto dokumentu jsem shrnul historii používání techniky interlacingu, včetně 
důvodů, kvůli kterým vznikl. Dále jsem popsal, jak se prokládaný obraz přenáší a jaké problémy 
vznikají při zobrazování na zařízeních, které nedokáží prokládaný obraz nativně zobrazovat. Zmíněn 
byl i převod filmového materiálu do prokládaného formátu. 
V další kapitole jsem vyjmenoval a popsal šest základních metod, které se používají pro 
odstranění prokládání obrazu. Charakteristiky jednotlivých metod obsahovaly jejich popis, shrnutí 
výhod a nevýhod a také případný úsek pseudokódu dané metody. Nakonec byla uvedena shrnující 
tabulka s výhodami a nevýhodami všech uvedených metod. 
Ve čtvrté kapitole byl popsán návrh mého algoritmu pro deinterlacing. Zvolil jsem metodu 
kompenzace pohybu, kde pohyb mezi půlsnímky je detekován pomocí algoritmu porovnávání bloků. 
Půlsnímky jsou před tímto porovnáváním ještě zvětšovány na plnou výšku pomocí metody 
inpaintingu, která dopočítává každý druhý řádek. 
V následující kapitole jsem popsal testování algoritmu a dosažené výsledky. Při testech 
deinterlacingu jsem sledoval jeho přesnost, tedy jak úspěšný je algoritmus při rekonstrukci původního 
neprokládaného obrázku, a také rychlost při převodu krátkého videoklipu. Uvedeny zde byly i 
výsledky samostatných testů algoritmu inpaintingu, kde jsem opět sledoval přesnost rekonstrukce 
původního obrázku. 
V poslední kapitole byla popsána implementace deinterlace algoritmu v podobě spustitelného 
programu pro příkazovou řádku a samostatné DLL knihovny pro program VirtualDub. Konzolová 
aplikace je určena hlavně pro testování, neboť provádí deinterlacing pouze na jednotlivých obrázcích. 
Také dokáže zobrazit statistiku, pokud jí předáme i obrázek, ze kterého pochází sudé řádky 
v prokládaném obrázku a který se tedy snažíme rekonstruovat. Knihovna DLL pro VirtualDub, neboli 
uživatelský filtr, umožňuje použití algoritmu na deinterlacing video souborů. Program VirtualDub se 
stará o věci jako je kódování a dekódování videa, přehrávání apod., a filtr se tedy může zaměřit jen na 
samotné zpracování obrazu. Uživatel si může pomocí jednoduchého konfiguračního dialogu zvolit 
parametry pro block matching (velikost bloku, kroku a dosahu), zda se budou kreslit do finálních 
snímků pohybové vektory a zda se má použít „rychlý“ mód, kdy se přeskakuje block matching a 
provede se pouze inpainting prvního snímku, který se použije jako výsledný (deinterlacovaný) 
snímek. 
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Z testování algoritmu vyplynulo několik významných závěrů. Jak inpainting, tak porovnávání 
bloků jsou poměrně časově náročné. Inpainting, resp. hlavní funkce cvCornerEigenValsAndVecs, na 
které je založen, dosahoval na zvoleném rozlišení testovacích obrázků konstantních časů maximálně 
půl sekundy. Naproti tomu funkce pro porovnávání bloků cvCalcOpticalFlowBM dosahují různých 
časů ve velkém rozmezí v závislosti na nastavených parametrech. Hodnoty se tak mohou pohybovat 
od půl sekundy při nejrychlejším, ale také nejméně kvalitním nastavení, až po dvacet sekund při 
nejpomalejším nastavení. 
Dále je podstatný fakt, že obě zmíněné funkce produkují nezanedbatelné množství chybných 
dat. U obou se to projevuje v podobě náhodných vektorů, na kterých je často i při zběžné subjektivní 
vizuální kontrole vidět, že jsou chybné a nepopisují správně danou oblast obrázku, resp. pohyb mezi 
obrázky. Proto je nutné zpracování výstupních polí vektorů pomocí filtrů, které tyto chybné vektoy 
najdou a označí. 
Z pohledu dalšího případného vývoje projektu deinterlace filtru musím konstatovat, že mě 
výsledky dosažené algoritmem porovnávání bloků nepřesvědčily. Přesnost je v jeho případě 
vykoupena vysokými časovými nároky. Navíc má problém například v případě, kdy se objekt ve 
scéně vzdaluje. Pokud bych se tedy měl vývoji deinterlace algoritmu dále věnovat, nepoužil bych už 
metodu kompenzace pohybu na základě zjištění pohybových vekorů metodou porovnávání bloků. 
Místo toho bych se zaměřil pouze na techniku inpaintingu a zdvojnásobování výšky půlsnímků. 
Dopočítané půlsnímky plné výšky by se pak přímo mohly použít a byla by tak dosažena  původní 
plynulost díky zachování počtu půlsnímků za sekundu. Takový postup je tedy analogický s metodou 
line doubling, ovšem bez jejích nevýhod. 
Navíc inpainting dosahuje lepších časů zpracování jednotlivých obrázků, a je tedy vhodnější 
pro aplikaci na video. Dosahovaná rychlost 2,4 snímků za sekundu se samozřejmě nemůže rovnat 
výsledkům jednoduchých metod jako je např. blending, ale kvalita výstupu těchto metod je horší. Při 
použití této metody by ale bylo vhodné opustit prostředí VirtualDubu, neboť ten má jedno omezení 
vycházející ze způsobu manipulace se snímky – poměr vstup-výstup je vždy 1:1, tedy jeden snímek 
do filtru, jeden snímek ven. To znamená, že ačkoli dostáváme v jednom prokládaném snímku dva 
půlsnímky, můžeme uložit jen jeden výsledný plný snímek. Pro zachování plynulosti by tedy bylo 
vhodné použít implementaci, kde můžeme ukládat na výstup oba inpaintované snímky. 
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Přílohy 
Příloha 1 – testovací obrázky pro inpainting 
 
1_letadlo.jpg 
 
2_horizont.jpg 
 
3_kvet.jpg 
 
4_mesto.jpg 
 
5_les.jpg 
 
 
Originální obrázky jsou umístěny na přiloženém CD. 
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Příloha 2 – testovací obrázky pro deinterlacing 
 
 
Obrázek 1 
 
Obrázek 2 
 
Obrázek 3 
 
Obrázek 4 
 
Obrázek 5 
 
Obrázek 6 
 
Originální obrázky jsou umístěny na přiloženém CD. 
 
 
 
 
 
