Mobile robot localization using an omnidirectional camera by Oder, Iztok
Univerza v Ljubljani
Fakulteta za racˇunalniˇstvo in informatiko
Iztok Oder
Lokalizacija mobilnega robota s
pomocˇjo vecˇsmerne kamere
DIPLOMSKO DELO
UNIVERZITETNI SˇTUDIJSKI PROGRAM PRVE STOPNJE
RACˇUNALNISˇTVO IN INFORMATIKA
Mentor: doc. dr. Danijel Skocˇaj
Ljubljana 2014

Rezultati diplomskega dela so intelektualna lastnina avtorja. Za objavljanje ali
izkoriˇscˇanje rezultatov diplomskega dela je potrebno pisno soglasje avtorja, Fakul-
tete za racˇunalniˇstvo in informatiko ter mentorja.
Besedilo je oblikovano z urejevalnikom besedil LATEX.

Fakulteta za racˇunalniˇstvo in informatiko izdaja naslednjo nalogo:
Tematika naloge:
Lokalizacija je ena izmed temeljnih nalog v mobilni robotiki. Za uspesˇno
ciljno usmerjeno navigacijo mora biti mobilni robot sposoben avtonomno
ugotoviti svojo pozicijo v prostoru. V ta namen se najpogosteje uporabljajo
podatki zajeti z globinskimi senzorji. V diplomski nalogi preucˇite drugi pri-
stop, ki temelji na procesiranju slik zajetimi z vecˇsmerno kamero. Na osnovi
tako dobljenih panoramskih slik zgradite zemljevid okolice, ki bo omogocˇal
avtonomno lokalizacijo robota zgolj na osnovi zajete panoramske slike. Za
modeliranje okolja uporabite podprostorske metode kot sta Analiza glavnih
komponent in Analiza kanonicˇne korelacije. Implementirane metode aplici-
rajte na mobilnem robotu ATRV Mini. Razviti sistem naj omogocˇa naviga-
cijo robota po prostoru ter avtonomno lokalizacijo temeljecˇo na panoramskih
slikah. Z robotom izvedite tudi eksperimentalno evaluacijo ter primerjajte
natancˇnost implementiranih metod za lokalizacijo.

Izjava o avtorstvu diplomskega dela
Spodaj podpisani Iztok Oder, z vpisno sˇtevilko 63110328, sem avtor di-
plomskega dela z naslovom:
Lokalizacija mobilnega robota s pomocˇjo vecˇsmerne kamere
S svojim podpisom zagotavljam, da:
• sem diplomsko delo izdelal samostojno pod mentorstvom doc. dr. Da-
nijela Skocˇaja,
• so elektronska oblika diplomskega dela, naslov (slov., angl.), povzetek
(slov., angl.) ter kljucˇne besede (slov., angl.) identicˇni s tiskano obliko
diplomskega dela,
• soglasˇam z javno objavo elektronske oblike diplomskega dela na svetov-
nem spletu preko univerzitetnega spletnega arhiva.
V Ljubljani, dne 12. septembra 2014 Podpis avtorja:

Zahvaljujem se svojemu mentorju doc. dr. Danijelu Skocˇaju za vso stro-
kovno pomocˇ, nasvete in usmeritve pri izdelavi diplomske naloge.
Prav tako se zahvaljujem Jaki Cikacˇu in Anzˇetu Rezelju za vso pomocˇ pri
namestitvi senzorjev na robota.
Prav posebna zahvala gre sosˇolcem, s katerimi smo skupaj gulili sˇolske
klopi, delali razlicˇne projekte in se ucˇili za izpite in kolokvije zadnja tri leta.
Hvala Milutin Spasic´, Ernest Belicˇicˇ, Zˇiga Lesar in Matic Tribusˇon za vso
pomocˇ in deljenje znanja, ki sta me pripeljala tako dalecˇ.
Na koncu bi se rad zahvalil tudi starsˇem, ki me zˇe od otrosˇtva spodbujata
pri ucˇenju in podpirata moralno in financˇno.

Kazalo
Povzetek
Abstract
1 Uvod 1
1.1 Motivacija . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Cilji diplomske naloge . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Zgradba diplomske naloge . . . . . . . . . . . . . . . . . . . . 7
2 Teoreticˇna podlaga 9
2.1 Strojno ucˇenje . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Priprava podatkov . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Ucˇne metode . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Lokalizacija s panoramskimi slikami . . . . . . . . . . . . . . . 32
3 Implementacija 37
3.1 Oris robota in programske opreme . . . . . . . . . . . . . . . . 37
3.2 ATRV mini . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.3 Kinect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4 Vecˇsmerni sistem za zajemanje slik . . . . . . . . . . . . . . . 41
3.5 Robotski operacijski sistem . . . . . . . . . . . . . . . . . . . . 41
3.6 Implementacija programskega dela sistema . . . . . . . . . . . 47
4 Eksperimentalni rezultati 49
4.1 Zajemanje podatkov . . . . . . . . . . . . . . . . . . . . . . . 49
KAZALO
4.2 Rezultati lokalizacije . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 Sistem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5 Zakljucˇek 67
Seznam uporabljenih kratic
kratica anglesˇko slovensko
GPS global positioning sy-
stem
globalni sistem pozicio-
niranja
SfM structure from motion struktura iz gibanja
LIDAR light detection and
ranging
svetlobna detekcija in
merjenje razdalje
RADAR radio detection and
ranging
radijska detekcija in
merjenje razdalje
ROS robot operating system robotski operacijski
sistem
PCA principal component
analysis
analiza glavnih kompo-
nent
KPCA kernel principal com-
ponent analysis
analiza glavnih kompo-
nent z jedri
CCA canonical correlation
analysis
analiza kanonicˇne kore-
lacije
KCCA kernel canonical corre-
lation analysis
analiza kanonicˇne kore-
lacije z jedri
BSD Berkley software distri-
bution
Berkleyeva programska
distribucija
ZPR zero phase representa-
tion
predstavitev z nicˇelno
fazo
KAZALO
SVD singular value decom-
position
dekompozicija na sin-
gularne vrednosti
RBF radial basis function radialno simetricˇna
funkcija
SLAM simultaneous localiza-
tion and mapping
socˇasna lokalizacija in
mapiranje
Povzetek
Roboti bodo v prihodnosti v veliki meri zamenjali cˇlovesˇko delovno silo. Biti
bodo morali cˇimbolj avtonomni, kar vklucˇuje tudi samostojno navigacijo po
prostoru. Za uspesˇno navigacijo je potrebno najprej poznati svojo pozicijo v
svetu.
Obstaja veliko metod, ki se ukvarjajo z lokalizacijo. Obicˇajno te metode
uporabljajo podatke zajete z globinskimi senzorji. V diplomskem delu se
osredotocˇimo na lokalizacijo s pomocˇjo panoramskih slik zajetih z vecˇsmerno
kamero. Lokalizacijo izvajamo s pomocˇjo statisticˇnih metod PCA, KPCA,
CCA in KCCA. Iz ucˇnih slik s temi metodami izracˇunamo nizkodimenzio-
nalne podprostore na katere jih potem tudi projeciramo. Tako dobimo model
okolja, v katerem se robot nahaja. S tem modelom lahko napovemo pred-
videne lokacije testnih slik. Vse metode implementiramo za interaktivno lo-
kalizacijo s pomocˇjo robota ATRV mini. Natancˇnost lokalizacije v delu tudi
ovrednotimo in podamo nekaj predlogov za izboljˇsavo celotnega sistema.
Kljucˇne besede: lokalizacija, panoramske slike, PCA, KPCA, CCA, KCCA,
robot, robotski operacijski sistem, vecˇsmerna kamera.

Abstract
In future, robots will largely replace human labour. They will have to be as
autonomous as possible. This includes the ability to self-navigate through
space. A successful navigation requires the knowledge of one’s location in
space.
Many methods that deal with the problem of self-localization exist. Usu-
ally these methods use data acquired with a depth sensor. In this thesis
we explore the possibilities of self-localization using only panoramic images
obtained with omnidirectional camera. Localization is performed using sta-
tistical methods PCA, KPCA, CCA and KCCA. These methods produce a
low-dimensional subspace from high-dimensional input images. These images
are than projected onto the subspace, which gives us an alternative repre-
sentation of the environment that can be used for predicting the locations of
test images. All methods are implemented for use with mobile robot ATRV
mini. The accuracy of self-localization is evaluated and few suggestions for
the improvement are proposed.
Keywords: self-localization, panoramic images, PCA, KPCA, CCA, KCCA,
robot, robot operating system, omnidirectional camera.

Poglavje 1
Uvod
1.1 Motivacija
Robotski sistemi nas dandanes spremljajo zˇe na vsakem koraku. Cˇlovek si
zˇe od nekdaj prizadeva opraviti dela karseda hitro in s cˇim manj napora.
Robotska natancˇnost, hitrost, neutrudljivost in seveda cena na dolgi rok pa
so glavni razlogi za njihovo uporabo. Zaradi tega so v marsikateri tovarni zˇe
v dobrsˇni meri izpodrinili cˇlovesˇko delovno silo. V prihodnosti bodo roboti
v veliki meri nadomestili ljudi, ki opravljajo fizicˇna dela. Ljudje bodo samo
nadzorovali njihovo delo in ukrepali v primeru napak.
Minimalni posegi v robotovo delo so mozˇni samo, cˇe je robot karseda in-
teligenten in posledicˇno avtonomen. V tovarni avtomobilov lahko naprimer
vidimo, kako robotske roke samostojno sestavljajo avtomobile. Taksˇne roke
so vnaprej sprogramirane za ponavljanje enega opravila. Temu ne moremo
recˇi inteligentni sistem. Se pa med njimi najdejo tudi robotska vozila, ki
so zadolzˇena za prevoz avtodelov iz enega dela tovarne v drugega. Sprogra-
mirana so naprimer, da sledijo cˇrtam razlicˇnih barv. Pri vozˇnji uporabljajo
razlicˇne senzorje za zaznavanje ovir, s katerimi prilagajajo smer vozˇnje. Tak
sistem je zˇe inteligentnejˇsi in posledicˇno avtonomnejˇsi.
Avtonomnost premikajocˇih robotov je mogocˇe dosecˇi le z natancˇno lokali-
zacijo. Cˇe robot ve, kje se v vsakem trenutku nahaja, lahko pride kamorkoli,
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cˇe je to fizicˇno mogocˇe in cˇe zna nacˇrtovati pot od zacˇetka do cilja mimo vseh
ovir na poti. Lokalizacijo je mogocˇe dosecˇi na vecˇ nacˇinov.
Najbolj poznan je seveda globalni sistem pozicioniranja (ang. Global Po-
sitioning System) s kratico GPS. GPS uporablja sˇtiri satelite, ki krozˇijo v
orbiti zemlje, za izracˇun zemljepisne dolzˇine in sˇirine ter nadmorske viˇsine.
Razlika, med cˇasom sprejema signala in cˇasom njegove oddaje, nam pove raz-
daljo med sprejemnikom in satelitom. Ko poznamo vse sˇtiri razdalje do sa-
telitov, je lokacijo sprejemnika enostavno dolocˇiti z matematicˇnimi enacˇbami
[1].
Naslednja mozˇnost je uporaba RADAR-ja (ang. RAdio Detection And
Ranging). Ta sistem dolocˇa pozicijo objektov z oddajanjem radijskih valov
in poslusˇanjem odbitkov. Iz analize prejetih valov lahko ugotovi obliko, smer
potovanja, pozicijo in hitrost objektov. Na podoben nacˇin delujeta SONAR
in LIDAR, pri cˇemer LIDAR uporablja drug del elektromagnetnega spektra,
SONAR pa ultrazvok. Pozicija robota je v tem primeru izracˇunana glede
na okolico [2]. Googlovo avtonomno vozilo naprimer uporablja LIDAR in
RADAR za natancˇno lokalizacijo in izogibanje oviram in GPS globalno loka-
lizacijo. [3, 4]. Na sliki 1.1 so vidni Googlovo vozilo in senzorji, ki jih vozilo
uporablja.
Slika 1.1: Googlovo avtonomno vozilo. Na desni sliki je prikazanih nekaj
senzorjev. Povzeto po [5].
Ljudje taksˇnih senzorjev nimamo. Pri lokalizaciji se zanasˇamo predvsem
na vizualne informacije. Vid je cˇlovekov najpomembnejˇsi cˇut. Preko njega
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dobimo najvecˇ informacij o okolju. Skupaj z mozˇgani, ki te informacije ob-
delajo, lahko enostavno prepoznamo zˇe videne stvari. Vizualna podoba sveta
vsebuje ogromno informacij. Prepoznavanje ljudi in predmetov je za cˇloveka
enostavno opravilo. Prav tako je z lokalizacijo. Opravljamo jo brez posebnih
tezˇav, cˇe smo okolico zˇe videli. Ljudje si zapomnimo znacˇilne karakteristike
okolja v katerem se nahajamo. Zapomnimo si torej izstopajocˇe zgradbe, ce-
ste, naravne pojave, itd. Na podlagi teh informacij, ob novem obisku iste
lokacije, natancˇno vemo, kje se nahajamo.
Ta fenomen ni znacˇilen samo za ljudi. Tudi zˇivali z zgradbo telesa na-
kazujejo pomembnost vida. Marsikateri insekti, naprimer muhe, imajo ocˇi
prilagojene, da zajamejo cˇim vecˇji vidni kot, kot se vidi na sliki 1.2. Vizualna
informacija jim pomaga pri navigaciji in vecˇ informacij, kot jih prejmejo, tem
lazˇje se orientirajo. Najbolj zanimivo je, da kljub majhni zmozˇnosti procesi-
ranja izlocˇijo najpomembnejˇse znacˇilke potrebne za lokalizacijo in navigacijo.
Slika 1.2: Muha lahko s svojimi ocˇmi zajame skoraj 360◦ vidni kot.
Ob uposˇtevanju zgornjih zmozˇnosti zˇivalskih organizmov, lahko predvi-
devamo, da je mozˇno bogatost vizualnih informacij izkoristiti tudi za lo-
kalizacijo robota. Sˇtevilne metode s podrocˇa racˇunalniˇskega vida nam to
omogocˇajo. Za uporabo teh metod potrebujemo le primerno poslikano oko-
lje.
Okolje lahko poslikamo s kamero z navadno lecˇo. Rezultat so slike posnete
pod najvecˇ 100◦ vidnim kotom. Vsak del okolice poslikamo iz vecˇ razlicˇnih
lokacij in rotacij glede na horizontalno ravnino. Tako dobimo mnozˇico slik,
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kjer se isti predmeti lahko pojavijo na vecˇih slikah. Za relativno dobro pred-
stavitev je potrebno zajeti zelo veliko sˇtevilo slik.
Bolj kompaktno predstavitev okolja nam dajo slike, ki so posnete pod
vecˇjim zornim kotom. Z njimi zajamemo vecˇje podrocˇje, kar pomeni potrebo
po manjˇsem sˇtevilu slik. To se lahko dosezˇe z razlicˇnimi sistemi kamer.
Med take sisteme spadajo kamere s takoimenovanim objektivom ribje oko
(ang. fisheye). Z njimi lahko enostavno zajamemo okolico pod 180◦ kotom.
Slike posnete s takimi lecˇami so na prvi pogled popacˇene, kar pa se da z
razlicˇnimi metodami popraviti. Vecˇji zorni kot omogocˇajo tudi vecˇsmerne
kamere. Zrcalo, ki ga posname kamera, zajame tocˇke pod 360◦ vidnim kotom.
Take slike se da razviti v panoramo, kakrsˇna je vidna na sliki 1.6. Napravi,
s katerima lahko posnamemo taksˇne slike, sta vidni na sliki 1.3.
Slika 1.3: Levo: objektiv ribje oko. Desno: vecˇsmerna kamera. Povzeto po
[6, 7].
Lokalizacijo s pomocˇjo slik lahko naredimo tako, da vsako na novo pri-
dobljeno sliko primerjamo s tistimi iz ucˇne mnozˇice. Poiskati je potrebno
znacˇilke v ucˇnih in testnih slikah (kot se vidi na sliki 1.4), ki se kar najbolj
ujemajo [8, 9]. Velik odstotek enakih znacˇilk bomo nasˇli samo v ucˇnih slikah,
ki dejansko vsebujejo predmete iz testne slike. Ko v bazi najdemo slike, ki
so kar najbolj podobne testni sliki, lahko pozicijo izracˇunamo relativno na
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njihove pozicije. Taka lokalizacija je lahko samo tako dobra, kot je natancˇen
GPS, s katerim smo dobili pozicije ucˇnih slik [10, 11].
Slika 1.4: Znacˇilke, ki povezujejo sliki.
Rekonstrukcija strukture iz gibanja (ang. Structure from Motion Recon-
struction) je naslednji pristop, ki omogocˇa lokalizacijo. S tem pristopom je
mogocˇe narediti 3D predstavitev okolice iz ucˇnih slik. Za 2D tocˇke na sli-
kah je potrebno najti njihovo 3D predstavitev. Taksˇno rekonstrukcijo se da,
zaradi napredka na podrocˇju SfM, narediti relativno hitro za scene veliko-
sti celega mesta. Taksˇna predstavitev je precej prostorsko zahtevna, saj 3D
scena vsebuje ogromno sˇtevilo tocˇk. Problem se pojavi ob lokalizaciji nove
slike. Zaradi kompleksnosti scene je iskanje znacˇilk dolgotrajno [12, 13]. Na
sliki 1.5 se vidi kompleksnost rekonstrukcije ene izmed vseh stavb v 3D pro-
storu. Na sliki je samo ena stavba in zˇe tu se vidi ogromno sˇtevilo tocˇk
potrebnih za rekonstrukcijo. Za rekonstrukcijo celotnega mesta je sˇtevilo teh
tocˇ zelo veliko, kar pa upocˇasnjuje iskanje znacˇilk.
Panoramske slike (primer panorame je viden na sliki 1.6) so se prav tako
dobro izkazale pri lokalizaciji. Predstaviti se jih da namrecˇ v nizkodimenzio-
nalnih prostorih. Lokalizacija temelji na primerjanju projekcije nove slike v
tem prostoru z projekcijami ucˇnih slik. Najbolj pogosta metoda, ki se upora-
blja za tako predstavitev je PCA (ang. Principal Component Analysis) [14],
obstajajo pa tudi druge [15].
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Slika 1.5: 3D rekonstrukcija zgradbe. Povzeto po [13].
Slika 1.6: Panoramska slika.
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Lokalizacija samo s pomocˇjo vizualne informacije je zagotovo mogocˇa. V
tej diplomski nalogi se osredotocˇimo na lokalizacijo s pomocˇjo panoramskih
slik.
1.2 Cilji diplomske naloge
Glavni cilj je implementacija sistema za lokalizacijo s pomocˇjo panoramskih
slik zajetih z vecˇsmerno kamero. Lokalizacija temelji na predstavitvi pa-
noramskih slik v podprostorih. Metode uporabljene za ta namen so PCA
(ang. Principal Component Analysis), KPCA (ang. Kernel Principal Com-
ponent Analysis), CCA (ang. Canonical Correlation Analysis) in KCCA
(ang. Kernel Canonical Correlation Analysis). Vse metode implementiramo
za uporabo na mobilnem robotu ATRV mini. Robot omogocˇa samostojno
navigacijo z uporabo globinskega senzorja Kinect in lokalizacijo, ki teme-
lji na panoramskih slikah. Metode tudi evalviramo in primerjamo njihovo
natancˇnost.
1.3 Zgradba diplomske naloge
Diplomska naloga je razdeljena na pet poglavij. V prvem poglavju naredimo
kratek uvod v tematiko, s katero se ukvarja diplomska naloga in definiramo
cilje. Drugo poglavje poda opis principa lokalizacije, ucˇnih metod in priprave
panoramskih slik. V tretjem poglavju predstavimo sestavne dele strojne in
programske opreme in opiˇsemo delovanje implementacije lokalizacijskega sis-
tema. Predzadnje, cˇetrto poglavje, je namenjeno predstavitvi in diskusiji
rezultatov lokalizacije in implementiranega sistema. Zadnje poglavje pred-
stavlja zakljucˇek z nekaj predlogi izboljˇsav.
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Poglavje 2
Teoreticˇna podlaga
2.1 Strojno ucˇenje
Strojno ucˇenje je podrocˇje umetne inteligence, ki se ukvarja s pridobivanjem
znanja na podlagi izkusˇenj. Ucˇenje dejansko predstavlja iskanje pravil in
vzorcev v ucˇnih podatkih.
Pri problemu lokalizacije robota iˇscˇemo vzorce v panoramskih slikah po-
snetih v nekem prostoru. To so visokodimenzijski podatki, ki jih dobimo s
pomocˇjo vecˇsmerne kamere. Slike, ki pri snemanju prostora nastanejo, de-
limo na dve mnozˇici.
Prva je ucˇna mnozˇica. To je mnozˇica slik z oznakami (x, y, α). Oznake
so koordinate (xi, yi) v prostoru, kjer je bila slika posneta, in rotacija kamere
αi v ravnini J dolocˇeni z osema x in y, kot je vidno na sliki 2.1. Slike z
oznakami nam dajo predstavitev prostora.
Iz ucˇnih slik je potrebno zgraditi klasifikacijski ali regresijski model. Na-
loga modela je posplosˇevanje znanja, ki ga dobi iz ucˇne mnozˇice. Model pred-
stavlja zveze med ucˇnimi slikami in oznakami, ki jih definirajo slike. Oznake
predstavljajo razrede, kamor lahko katerokoli novo sliko klasificiramo, cˇe upo-
rabljamo klasifikator. Regresijski model ni omejen samo na zalogo vrednosti,
ki jo predstavljajo oznake ucˇnih slik. Vhodne podatke lahko preslika na zve-
zno podrocˇje vrednosti. Izhod obeh modelov je predvidena lokacija nove slike
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Slika 2.1: Oznake v 3D prostoru.
(xj, yj) in kot rotacije αj v ravnini J .
Druga mnozˇica so takoimenovane testne slike. Teh slik ni v ucˇni mnozˇici.
Uporabljamo jih za preverjanje natancˇnosti modelov za klasifikacijo in regre-
sijo. Prav tako so opremljene z oznakami (x, y, α), vendar se le-te uporabljajo
izkljucˇno za preverjanje natancˇnosti.
2.2 Priprava podatkov
2.2.1 Transformacija v panoramsko sliko
Vecˇsmerna kamera za slikanje okolice, kot je predstavljena v poglavju 3, pre-
slika tocˇke iz okolice na sliko v polarnih koordinatah. Odvisno od namena
uporabe se lahko taksˇne slike transformirajo v bolj razumljive slike. Z ustre-
zno preureditvijo slikovnih elementov originalne slike lahko iz cˇloveku navidez
nerazumljive slike dobimo panoramske ali pa perspektivne slike.
Na sliki 2.2 so prikazane originalne slike. Slike so na prvi pogled precej
nerazumljive. Vidi se, da je posnet prostor, vendar je dokaj tezˇko ugotoviti,
kaj vse se nahaja v prostoru. Panoramske slike, ki jih dobimo s transforma-
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cijo, so vidne na sliki 2.3. Predmete v prostoru je v taksˇni sliki precej lazˇje
razlocˇiti. Za primerjavo je na sliki 2.4 prikazan odsev okolice v zrcalu iz malo
drugacˇne perspektive.
Slika 2.2: Originalne slike.
Slika 2.3: Panoramske slike.
Panoramske slike, kot so vidne na sliki 2.3, dobimo s transformacijo slik
iz polarnega koordinatnega sistema v kartezicˇnega. Metod za tako transfor-
macijo je vecˇ. Najbolj enostavna je direktna transformacija iz enega sistema
v drugega. Bolj kompleksne metode, ki med drugim odpravljajo tudi pro-
blem navpicˇne popacˇenosti vsebine slike, uporabljajo lastnosti zrcala za bolj
natancˇno transformacijo [16]. V nasˇem sistemu smo uporabili kar prvo, eno-
stavnejˇso metodo.
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Slika 2.4: Okolica v zrcalu.
Tocˇka je v polarnem koordinatnem sistemu predstavljena z dvema para-
metroma:
• radijem r, ki meri oddaljenost od izhodiˇscˇa koordinatnega sistema in
• polarnim kotom ϕ, ki ga dolocˇa tocˇka glede na desni del vodoravne osi.
Enolicˇno dolocˇenost s parametroma se vidi na sliki 2.5. Rdecˇa pika predsta-
vlja tocˇko v koordinatnem sistemu.
Slika 2.5: Polarne koordinate.
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Za tako predstavljeno tocˇko v polarnem koordinatnem sistemu je eno-
stavno najti predstavitev v kartezicˇnem koordinatnem sistemu z naslednjima
enacˇbama:
x = r ∗ cos(ϕ) (2.1)
y = r ∗ sin(ϕ). (2.2)
To zvezo med polarnimi in kartezicˇnimi tocˇkami, kot jo opisujeta enacˇbi (2.1)
in (2.2), se vidi na sliki 2.6.
Slika 2.6: Polarne koordinate v kartezicˇnem koordinatnem sistemu.
Transformacijo originalne slike v panoramsko dobimo tako, da polarni
kot originalne slike pretvorimo v vodoravno os panoramske slike in radij
originalne slike v navpicˇno os panoramske slike, kot to prikazuje slika 2.7.
V panoramski sliki je sˇtevilo slikovnih elementov v vseh vrsticah slike
enako. Pri pretvarjanju originalne slike v panoramsko, se slikovni elementi
na krozˇnici, ki je dolocˇena z ro, prepiˇsejo v najviˇsjo vrstico panoramske slike,
slikovni elementi na krozˇnici dolocˇeni z ri, pa se prepiˇsejo v najnizˇjo vrstico.
Dolzˇina krozˇnic je razlicˇna, kar lahko povzrocˇi, da pri predvorbi nekateri
slikovni elementi, ki so blizˇje spodnji vrstici, ostanejo prazni. Zato se trans-
formacija izvaja v obratni smeri. Za vsak slikovni element v panoramski sliki
poiˇscˇemo ustrezen slikovni element v originalni sliki z enacˇbami (2.3) - (2.6).
Tako lahko zagotovimo, da se bo en slikovni element iz originalne slike pre-
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Slika 2.7: Pretvorba med slikama. Povzeto po [17].
slikal v tocˇno dolocˇen slikovni element iz panoramske slike. Hkrati bodo vsi
slikovni elementi panoramske slike zapolnjeni [17].
ϕ =
2 ∗ pi ∗ xp
width
(2.3)
r = ri +
(height− yp) ∗ (ro − ri)
height
(2.4)
xo = r ∗ cos(ϕ) + xc (2.5)
yo = r ∗ sin(ϕ) + yc (2.6)
Parametri zgornjih enacˇb so razlozˇeni v tabeli 2.1 in predstavljeni na slikah
2.7 in 2.8.
Taksˇno enostavno vzorcˇenje slikovnih elementov v originalni sliki lahko
povzrocˇi, da je pridobljena panoramska slika slabsˇe kvalitete. To lahko do-
datno izboljˇsamo z vzorcˇenjem vecˇ sosednjih slikovnih elementov in na njih
izvedemo bilinearno ali bikubicˇno interpolacijo.
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oznaka pomen
ϕ polarni kot tocˇke v originalni sliki
r radij tocˇke v originalni sliki
xo koordinata x slikovnega elementa v originalni sliki
yo koordinata y slikovnega elementa v originalni sliki
xc koordinata x centra originalne slike
yc koordinata y centra originalne slike
ri notrani polmer v originalni sliki
ro zunanji polmer v originalni sliki
xp koordinata x slikovnega elementa v panoramski sliki
yp koordinata y slikovnega elementa v panoramski sliki
height viˇsina panoramske slike
width sˇirina panoramske slike
Tabela 2.1: Tabela prikazuje parametre uporabljene v enacˇbah (2.3) - (2.6).
Slika 2.8: Parametri za transformacijo.
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2.2.2 Izravnava histograma
Pri lokalizaciji s panoramskimi slikami naletimo na problem razlicˇne osve-
tljenosti slik. Pri uporabi katerekoli izmed statisticˇnih metod opisanih v tem
poglavju se lahko zgodi, da se slika posneta na isti lokaciji narobe preslika v
nizˇjedimenzijski prostor. Da omilimo ta problem, je potrebno vsako pano-
ramsko sliko popraviti z neko metodo za odstranitev premajhne ali prevelike
osvetljenosti in izboljˇsanje globalnega kontrasta.
Slika 2.9 prikazuje razlicˇno osvetljene slike iste scene. V levem stolpcu
so originalne panoramske slike. Opazna je razlika v osvetljenosti. Na slikah
stoji cˇlovek. V prvih dveh se ga sˇe vidi, v tretji pa je skoraj neopazen. V
desnem stolpcu so popravljene razlicˇice istih slik. Globalna osvetljenost slik
je v tem stolpcu zelo podobna.
Slika 2.9: Levi stolpec: originalne slike. Desni stolpec: slike popravljene z
izravnavo histograma.
Izravnava histograma je tehnika za izboljˇsevanje globalnega kontrasta.
Na ta nacˇin je mogocˇe omiliti vpliv premajhne ali prevelike osvetljenosti
slike. V sivinski sliki vsak slikovni element zavzema neko vrednost sivine
na lestvici, kjer najmanjˇse mozˇno sˇtevilo predstavlja cˇrno barvo in najvecˇje
sˇtevilo belo. Zaloga vrednosti nivojev sivine je omejena na vrednosti med 0
in L − 1. L predstavlja sˇtevilo mozˇnih vrednosti nivojev sivine in ponavadi
zavzema vrednost 256. Ob zajemu sivinske slike je lahko zaradi razlicˇnih
pogojev v okolju in nastavitev kamere zaloga vrednosti nivojev sivine precej
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bolj skrcˇena in zavzema le manjˇsi del celega intervala. Take slike imajo
majhen kontrast. Izravnava histograma omogocˇi razsˇiritev tega intervala na
celoten mozˇen interval zaloge vrednosti, kot je to vidno na histogramih na
sliki 2.10. Na sliki je vidna tudi sprememba v osvetljenosti in kontrastu po
pretvorbi iz originala.
Naj x predstavlja sivinsko sliko velikosti p × q. Vsak slikovni element
na sliki zavzema vrednost med 0 in L − 1. Verjetnost pojavitve slikovnega
elementa z nivojem sivine xi je predstavljena z P (xi). Torej
P (xi) =
ni
n
, i = 0, 1, 2, .., L− 1, (2.7)
pri cˇemer n = p ∗ q predstavlja sˇtevilo vseh slikovnih elementov in ni sˇtevilo
slikovnih elementov z nivojem sivine enakim xi. Vrednosti P (xi) predstavljo
slikin histogram normaliziran na interval [0, 1].
Izravnavo histograma dosezˇemo z uporabo transformacijske funkcije
T (xi) =
i∑
j=0
P (xj) =
i∑
j=0
nj
n
, i = 0, 1, 2, . . . , L− 1. (2.8)
Sprocesirano sliko dobimo tako, da vsak slikovni element nivojem sivine xi
iz originalne slike, pretvorimo s pomocˇjo transformacijske funkcije v slikovni
element z novim nivojem sivine yi = T (xi) [18].
2.3 Ucˇne metode
2.3.1 Analiza glavnih komponent
Metoda analize glavnih komponent (ang. Principal Component Analysis,
PCA) je statisticˇna metoda, ki je nasˇla svoje mesto v racˇunalniˇskem vidu.
Najprepoznavnejˇsi aplikaciji te metode sta prepoznavanje obrazov in kom-
presija slik. Cˇeprav formulacijo metode pripisujejo H. Hotellingu v delu [20],
zacˇetke uporabe metode lahko zasledimo zˇe leta 1901 v delu K. Pearsona
[21]. Metoda je standardna tehnika za iskanje vzorcev v visokodimenzijskih
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Slika 2.10: Levo zgoraj: slika s slabim kontrastom. Levo spodaj: histogram
slike s slabim kontrastom. Desno zgoraj: popravljena slika z izravnavo histo-
grama. Desno spodaj: histogram popravljene slike. Povzeto po [19].
podatkih in predstavitvi podatkov v obliki, kjer so njihove podobnosti in
razlike opazne [22].
PCA naredi linearno transformacijo visokodimenzionalnih podatkov iz
originalnega prostora v nov nizkodimenzionalni podprostor, ki najbolje pred-
stavi variacijo podatkov od povprecˇja. Ta nov prostor je predstavljen z ba-
znimi vektorji, ki razpenjajo nov koordinatni sistem. Na sliki 2.11 so pri-
kazani dvodimenzionalni podatki. PCA je nasˇel nov podprostor razpet z
baznimi vektorji oznacˇenimi z rdecˇimi pusˇcˇicami.
PCA maksimizira varianco projekcij podatkov v podprostor. Variance
podatkov v smeri posameznega vektorja so razlicˇne. Najvecˇ variance zajema
vektor, ki predstavlja prvo glavno komponento koordinatnega sistema. Drugi
vektor zajema zˇe manj variance, tretji sˇe manj in tako naprej. Zadnji vektorji
zajemajo zelo malo variance in jih za predstavitev podatkov v koordinatnem
sistemu ne potrebujemo, saj jo preostali vektorji zˇe dovolj dobro opiˇsejo.
PCA minimizira rekonstrukcijsko napako med originalnimi projekcijami in
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Slika 2.11: Podatki v originalnem sistemu. Na sliki je viden tudi nov koor-
dinatni sistem. Povzeto po [23].
projekcijami pri uporabi manjˇsega sˇtevila vektorjev [24].
Slika 2.12 predstavlja podatke iz slike 2.11 projecirane v nov podprostor
razpet z dvema baznima vektorjema. Bazna vektorja sta izbrana tako, da je
rekonstrukcijska napaka med projekcijami na vse vektorje in projekcijami na
manjˇse sˇtevilo baznih vektorjev minimalna. Zaradi preglednosti je minimi-
zacija prikazana samo za dve projekciji iz mnozˇice vseh. Napaka je oznacˇena
z zeleno cˇrto. Projekcija na dva bazna vektorja je oznacˇena z modro piko,
projekcija na en bazni vektor pa z rdecˇo piko. Iz slike 2.12 je lahko razbrati,
da je varianca v smeri prvega vektorja vecˇja kot v smeri drugega.
Izracˇun baznih vektorjev
V nasˇi ucˇni mnozˇici imamo N slik velikosti p × q, ki jih predstavimo kot
stolpicˇne vektorje xi ∈ Rn×1, n = p ∗ q. Vse slike zlozˇimo v matriko
X = [x0, x1, x2, . . . , xN−1], X ∈ Rn×N . To matriko je potrebno centrirati
okoli srediˇscˇa trenutnega koordinatnega sistema. To bo povzrocˇilo, da bodo
podatki tudi v novem koordinatnem sistemu centrirani okoli srediˇscˇa. Vsaki
sliki je potrebno odsˇteti povprecˇno sliko, torej vsakemu stolpcu matrike X
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Slika 2.12: Podatki predstavljeni v novem koordinatnem sistemu. Povzeto
po [23].
je potrebno odsˇteti povprecˇni stolpec
µx =
1
N
N−1∑
i=0
xi, µx ∈ Rn×1. (2.9)
Standardni nacˇin za izracˇun baznih vektorjev novega koordinatnega sis-
tema je resˇitev problema lastnih vrednosti
Cui = λiui, (2.10)
kjer λ predstavlja lastne vrednosti, u pa pripadajocˇe lastne vektorje matrike
C. Matrika C je kovariancˇna matrika
C =
1
N
XX>, C ∈ Rn×n. (2.11)
Najvecˇja lastna vrednost predstavlja najvecˇjo varianco, pripadajocˇi lastni
vektor pa pove smer z najvecˇjo varianco.
Enacˇbo (2.10) je mozˇno resˇiti z diagonalizacijo matrike C. To napravimo
z metodo SVD (ang. Singular Value Decomposition) in dobimo
C = ULU>, (2.12)
kjer L ∈ RN×N vsebuje lastne vrednosti na diagonali in U ∈ Rn×N predstavlja
matriko pripadajocˇih lastnih vektorjev.
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Ta nacˇin je, ker imamo opravka z slikami, racˇunsko in prostorsko izje-
mno zahteven. Zato je potrebna malo drugacˇna formulacija enacˇb. Namesto
diagonalizacije kovariancˇne matrike naredimo diagonalizacijo notranjega pro-
dukta matrike X:
O =
1
N
X>X, O ∈ RN×N , (2.13)
ki ima precej manjˇse dimenzije kot kovariancˇna, saj velja N << n. Lastne
vrednosti matrike O so enake lastnim vrednostim kovariancˇne matrike, la-
stne vektorje kovariancˇne matrike, pa lahko izracˇunamo s pomocˇjo lastnih
vektorjev matrike O in enacˇbe:
ui =
Xui
′√
N ∗ λi′
, i = 0, 1, 2, ..., N − 1. (2.14)
Projeciranje in rekonstrukcija
S pomocˇjo izracˇunanih lastnih vektorjev, ki predstavljajo bazne vektorje no-
vega koordinatnega sistema, lahko preslikamo podatke v nov podprostor. Pri
tem obdrzˇimo samo podmnozˇico vektorjev, ki pripadajo najvecˇjim lastnim
vrednostim. Sˇtevilo vektorjev k lahko dolocˇimo s pomocˇjo energije, ki jo
vsebujejo lastni vektorji. Energija prvih k vektorjev se izracˇuna po enacˇbi:
en =
∑k−1
i=0 λi∑N−1
i=0 λi
. (2.15)
Na sliki 2.13 se vidi, da prvih nekaj vektorjev vsebuje najvecˇ energije. Ostali
vektorji doprinesejo zanemarljivo malo energije, zato jih ne potrebujemo.
Ko dolocˇimo sˇtevilo k, s transformacijsko matriko Uk ∈ Rn×k, ki vsebuje
prvih k lastnih vektorjev, projeciramo sliko x v podprostor in dobimo njene
koeficiente.
c = U>k (x− µx) (2.16)
V primeru projeciranja panoramskih slik se lahko zgodi, da se zaradi
nepredvidenih ovir v sliki, le-ta projecira v prostor na drugacˇno mesto od
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Slika 2.13: Energija baznih vektorjev.
pricˇakovanega. Taksˇne ovire se pojavijo v sliki zaradi dinamicˇnosti okolja,
v katerem so bile slikane. V prostoru se lahko sprehajajo osebe, na zrcalu
vecˇsmernega sistema oziroma kameri se lahko pojavi kaksˇna smet, itd. V tem
primeru se testna slika precej razlikuje od ucˇnih, ki so pridobljene v bolj ali
manj kontroliranih pogojih. Zgornja metoda projeciranja je nerobustna, ker
uposˇteva vse slikovne elemente, in zato nenatancˇna. Napako pri racˇunanju
koeficientov lahko odpravimo z robustno metodo predlagano v cˇlanku [25].
Namesto uporabe vseh slikovnih elementov, se omejimo le na l, k < l <<
n, slikovnih elementov, ki jih nakljucˇno izberemo iz mnozˇice vseh slikovnih
elementov. Koeficiente c lahko izracˇunamo kot resˇitev predeterminiranega
sistema linearnih enacˇb. Cˇe oznacˇimo nakljucˇni indeks vrstice vektorja slike
x (x je zˇe centriran) z ri, r ∈ Rl, lahko nastavimo sistem enacˇb:
xri =
k−1∑
j=0
Ukri,jcj, i = 0, 1, 2, . . . , l − 1, (2.17)
kjer xri predstavlja vrednost vektorja x v vrstici ri, Ukri,j predstavlja vre-
dnost matrike Uk v vrstici ri in stolpcu j in cj predstavlja vrednost j-tega
koeficienta.
Resˇitev c dobimo po metodi najmanjˇsih kvadratov, ki minimizira napako
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E(r) =
l−1∑
i=0
(xri −
k−1∑
j=0
Ukri,jcj)
2. (2.18)
Seveda se lahko zgodi, da je znotraj mnozˇice slikovnih elementov xr kaksˇnen
osamelec, ki zaradi svoje vsebine zelo prispeva k napaki. Zato je potrebno
iz mnozˇice slikovnih elementov xr iterativno odstranjevati tiste, ki najvecˇ
prispevajo k napaki, in narediti ponovni izracˇun koeficientov (2.17) in napake
(2.18). To ponavljamo dokler ni napaka dovolj majhna E(r) ≤ θ,
θ =
2
n
N−1∑
i=k
λi, (2.19)
oziroma dokler je sˇtevilo slikovnih elementov, uporabljenih za racˇunanje ko-
eficientov, dovolj veliko. Da povecˇamo verjetnost pravilno izbranih slikovnih
elementov, celoten postopek izbire koeficientov nekajkrat ponovimo. Iz te
mnozˇice hipotez, ki jih predstavljajo vektorji koeficientov, napaka rekon-
strukcije in sˇtevilo slikovnih elementov, iz katerih smo izracˇunali koeficiente,
nato po principu najkrajˇsega opisa izberemo najboljˇso [25].
Pridobljene koeficiente je mogocˇe projecirati nazaj v originalen prostor
z enako transformacijsko matriko Uk in uporabo enacˇbe (2.20). Pridobljena
rekonstruirana slika je linearna kombinacija lastnih vektorjev v matriki Uk
[26].
y = Ukc+ µx (2.20)
Primer rekonstrukcije je viden na sliki 2.14. Prva slika predstavlja ori-
ginal. Vse ostale so produkt rekonstrukcije projekcij pri razlicˇnem sˇtevilu
baznih vektorjev. Sˇtevilo uporabljenih baznih vektorjev za posamezno re-
konstrukcijo si sledi: 1, 2, 5, 10 , 20, 50, 100, 200, 500, 800, 1200. Vidi se,
kako sˇtevilo baznih vektorjev vpliva na kakovost rekonstrukcije. Pri uporabi
enega baznega vektorja slika ni niti malo podobna originalu. Z vecˇanjem
sˇtevila vektorjev pridobivamo vedno boljˇso rekonstrukcijo. Pri uporabi vseh
baznih vektorjev dobimo original.
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Slika 2.14: Rekonstrukcija slik pri razlicˇnem sˇtevilu vektorjev.
2.3.2 Analiza glavnih komponent z jedri
KPCA (ang. Kernel Principal Component Analysis) uporablja prakticˇno isto
idejo kot analiza glavnih komponet. Z njo zˇelimo projecirati neke podatke
iz visokonivojskega prostora, kjer relacije med njimi niso opazne, v nek nov
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nizkonivojski podprostor. Podprostor mora tako kot pri PCA zajemati cˇim
vecˇ variance v podatkih. Pomembna razlika med PCA in KPCA je to, da
PCA naredi linearno transformacijo podatkov, medtem ko KPCA ne. KPCA
najprej pretvori podatke v nek nov visokonivojski prostor F s transforma-
cijsko funkcijo Φ in na teh podatkih naredi linearno transformacijo v nov
podprostor. Tako dosezˇemo nelinearno transformacijo originalnih podatkov
v podprostor. Slika 2.15 prikazuje podatke v 2D prostoru pred transforma-
cijo in podatke v 3D prostoru po transformaciji. Dodatna dimenzija razkrije
mozˇnost linearne razdruzˇitve podatkov.
Slika 2.15: Primer 2-dimenzijskih originalnih podatkov in njihova predstavi-
tev po transformaciji. Levo: podatki v 2D prostoru. Desno: podatki v 3D
prostoru. Po transformaciji je opazna linearna razdruzˇitev podatkov.
Pretvorba podatkov s transformacijsko funkcijo Φ je izjemno cˇasovno in
prostorsko zahtevna, oziroma v nekaterih primerih celo nemogocˇa. Dimenzija
transformiranih podatkov je precej vecˇja kot dimenzija originalnih podatkov,
celo neskoncˇna. Na srecˇo taksˇna pretvorba ni potrebna. Algoritmi, ki se jih
lahko spremeni tako, da uporabljajo le skalarne produkte, lahko uporabijo
takoimenovan trik z jedrom. Namesto pretvorbe podatkov v prostor F in
nato racˇunanja matrike notranjih produktov O, lahko uporabimo funkcijo
imenovano Mercerjevo jedro k(x, y). Dokazano je, da je ta funcija ekvivalen-
tna skalarnemu produktu Φ(x)>∗Φ(y). S to funkcijo, lahko za vse podatke xi
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(v nasˇem primeru slike), izracˇunamo matriko Ki,j = k(xi, xj). Ta matrika je
ekvivalentna notranjemu produktu matrike Φ(X), kjer stolpci matrike pred-
stavljajo Φ(xi) [27].
Obstaja veliko Mercerjevih jedr. Najbolj pogosto pa se pojavljajo gaus-
sovo oziroma RBF (ang. Radial Basis Function) jedro (2.21), polinomsko
jedro (2.22) in sigmoidno jedro (2.23).
k(x, y) = e
−|x−y|2
2∗σ2 (2.21)
k(x, y) = (x>y + c)d (2.22)
k(x, y) = tanh(α ∗ x>y + c) (2.23)
Pri jedrih je seveda izjemno pomembna izbira parametrov, ki jih lahko dolocˇimo
kar eksperimentalno.
Izracˇun baznih vektorjev
Naj bo ucˇna mnozˇica X sestavljena tako kot pri PCA. Od stolpcev je po-
trebno odsˇteti povprecˇni stolpec µx, da bodo podatki centrirani. Tako za-
gotovimo, da bodo po preslikavi s funkcijo Φ tudi podatki v tem prostoru
centrirani
N−1∑
i=0
Φ(xi) = 0. (2.24)
Bazni vektorji so tako kot pri PCA povezani z resˇitvijo splosˇnega pro-
blema lastnih vrednosti
K ∗ ui = N ∗ λi ∗ ui, (2.25)
zato je naslednji korak izbira jedra in izracˇun matrike K
Ki,j = Φ(xi)
> ∗ Φ(xj), K ∈ RN×N . (2.26)
Matrika K je simetricˇna, zato lahko cˇas racˇunanja prepolovimo, saj velja
Ki,j = Kj,i. To precej pospesˇi racˇunanje relativno velike matrike.
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V primeru, da ucˇni podatki niso centrirani, je potrebno matriko K nor-
malizirati
K = K − 2 ∗ 1 1
N
K + 1 1
N
K1 1
N
, (2.27)
kjer 1 1
N
predstavlja matriko velikosti N ×N z elementi 1
N
.
Lastne vektorje dobimo s pomocˇjo metode SVD, ki diagonalizira nasˇo
matriko K.
K = ULU> (2.28)
V primeru, da je sˇtevilo ucˇnih primerov N vecˇje od velikosti n posamezne
slike (N > n), lahko najdemo s PCA najvecˇ n nenicˇelnih lastnih vrednosti.
KPCA jih lahko najde N . Zaradi tega je mansˇanje sˇtevila dimenzij podpro-
stora opcijsko [28].
Projekcija in rekonstrukcija
Projekcija v podprostor, razpet z vektorji v matriki U , prav tako ne potrebuje
eksplicitnega racˇunanja preslikave nove slike x v Φ(x). Projekcije na U lahko
izracˇunamo preprosto z enacˇbo:
c = U>Φ(x) =
N−1∑
i=0
ui ∗ k(x, xi) (2.29)
in tako dobimo koeficiente, ki predstavljajo projekcijo slike v podprostoru.
Pri PCA je bilo mozˇno narediti inverzno projekcijo iz podprostora in tako
dobiti originalne podatke oziroma njihove priblizˇke. Pri KPCA so rezultati
v nekem viˇsjedimenzijskem prostoru in zato ni nujno, da inverzne projekcije
sploh obstajajo. Vseeno obstajajo metode, s katerimi lahko dobimo priblizˇke
originalov [29].
2.3.3 Analiza kanonicˇne korelacije
CCA (ang. Canonical Correlation Analysis) je statisticˇna metoda preucˇevanja
linearnih odvisnosti med dvema mnozˇicama podatkov, ki jo je leta 1936 pre-
dlagal Hotelling. To je metoda nadzorovanega ucˇenja, saj ucˇenje delamo na
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dveh mnozˇicah. Prva mnozˇica je mnozˇica neodvisnih spremenljivk, druga pa
mnozˇica odvisnih spremenljivk. Metoda poiˇscˇe dve mnozˇici baznih vektor-
jev (za vsako originalno svojega), ki razpenjata dva podprostora. Korelacija
med projekcijami podatkov iz prve mnozˇice na prvi podprostor in projekci-
jami druge mnozˇice podatkov na drugi podprostor je pri tem najvecˇja mozˇna.
To prikazuje slika 2.16. Sˇtevilo baznih vektorjev je omejeno z manjˇso od obeh
velikosti dimenzij posameznega ucˇnega primera iz obeh mnozˇic [30, 31].
Slika 2.16: Maksimizacija korelacije med projekcijami.
Izracˇun baznih vektorjev
Pri CCA imamo namesto ene mnozˇice dve. Prva ucˇna mnozˇica je mnozˇica N
slik X = [x0, x1, ..., xN−1], X ∈ Rn×N , kjer stolpci predstavljajo raztegnjene
slike. Druga mnozˇica so pozicije kamere, kjer so bile slike posnete. Vsak
stolpec v tej mnozˇici Y = [y0, y1, ..., yN−1], Y ∈ Rz×N predstavlja lokacijo
v navideznem koordinatnem sistem in rotacijo kamere okoli svoje osi. Od
vsakega primera v obeh mnozˇicah je potrebno odsˇteti povprecˇni stolpec µx
oziroma µy in tako centrirati podatke.
CCA poiˇscˇe bazne vektorje Wx in Wy dveh sistemov tako, da maksimizira
korelacijo med projekcijami W>x X in W
>
y Y . Sˇtevilo vektorjev je v splosˇnem
omejeno z
min(n, z). (2.30)
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V nasˇem primeru je minimalna vrednost vedno z. Vektorje lahko izracˇunamo
z resˇitvijo splosˇnega problema lastnih vrednosti
Awi = λiBwi, (2.31)
kjer velja
A =
[
0 Cxy
Cyx 0
]
, B =
[
Cxx 0
0 Cyy
]
, W =
[
Wx
Wy
]
(2.32)
in
Cxx =
1
N
XX>, Cyy =
1
N
Y Y >,
Cxy =
1
N
XY >, Cyx =
1
N
YX>.
(2.33)
Taksˇna oblika CCA je seveda v nasˇem primeru neprimerna. Velikosti
slik so precej velike in zato je racˇunanje kovariancˇne matrike Cxx izjemno
racˇunsko in prostorsko zahtevno. Zato je, tako kot pri PCA, potrebna malo
drugacˇna oblika racˇunanja W . Sˇe vedno resˇujemo problem (2.31), vendar
namesto zgornjih matrik A in B vzamemo malo drugacˇni
A =
[
0 OY >
Y O 0
]
, B =
[
OO 0
0 Cyy
]
, (2.34)
kjer je
O =
1
N
X>X. (2.35)
Matrika notranjih produktov je po velikosti precej manjˇsa od kovariancˇne,
saj je obicˇajno N << n. Podobno spremembo bi lahko naredili v primeru,
da bi bile dimenzije Cyy prevelike.
Za resˇitev enacˇbe (2.31) je potreben izracˇun inverza matrike B. Zaradi
mozˇnih numericˇnih problemov je pomembno, da sta matriki Cxx in Cyy, ki
sestavljata B, polnega ranga. V nasprotnem primeru pride do singularnosti
matrike B. V izogib teh problemov je potrebna regularizacija te matrike.
To naredimo tako, da matriki B priˇstejemo vecˇkratnik identitete αI, α > 0.
Cˇe je α dovolj velik, matrika B postane pozitivno definitna, kar omogocˇi
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izracˇun njenega inverza. Z regularizacijo se ne izognemo samo numericˇnim
problemom, ampak tudi problemom prevelikega prilagajanja ucˇnim podat-
kom [32, 33].
Zaradi drugacˇne oblike CCA je potrebno pridobljen W ′x pretvoriti v Wx,
podobno kot pri PCA, s projeciranjem na X
Wx = XW ′x. (2.36)
CCA je idealna za regresijske probleme, saj lahko izracˇunamo transfor-
macijsko funkcijo, s katero lahko napovemo vrednost y kamor se preslika
spremenljivka x. Transformacijska funkcija je definirana kot
F = Y T †, (2.37)
kjer C predstavlja matriko koeficientov ucˇne mnozˇice projecirane na podpro-
stor razpet z vektorji iz Wx, torej
T = W>x X, (2.38)
in T † njen moore-penrosov inverz [15].
Za vsako novo sliko x lahko s pomocˇjo zgornje transfomacijske funkcije
izracˇunamo njeno vrednost y po enacˇbi:
y = FW>x (x− µx) + µy. (2.39)
2.3.4 Analiza kanonicˇne korelacije z jedri
KCCA (ang. Kernel Canonical Correlation Analysis) je nelinearna razlicˇica
CCA. CCA je zmozˇna med dvema mnozˇicama podatkov ugotoviti samo line-
arne odvisnosti. Tako kot pri KPCA je mozˇna transformacija obeh mnozˇic
podatkov v nove viˇsjedimezijske podatke. Prvo mnozˇico, mnozˇico neodvi-
snih spremenljivk, pretvorimo s funkcijo Φ, drugo, mnozˇico odvisnih, pa s
Θ. Katerakoli od obeh funkcij je lahko enaka linearnemu jedru, ki producira
matriko notranjih produktov originalnih podatkov. Tako je mozˇno transfor-
mirati le mnozˇico neodvisnih spremenljivk in s tem ohraniti prednost CCA,
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kjer lahko z linearno regresijo izracˇunamo odvisno spremenljivko po (2.39).
Cˇe transformiramo tudi mnozˇico odvisnih spremenljivk, je potrebno pri re-
zultatu pridobljenem z regresijo narediti inverzno preslikavo iz visokodimen-
zijskega prostora v originalen prostor odvisne spremenljivke. Taka preslikava
pa ni nujno obstojecˇa. S KCCA je mogocˇe izracˇunati vecˇ baznih vektorjev,
kot je omejitev pri navadni CCA.
Izracˇun baznih vektorjev
Izracˇun baznih vektorjev Wx in Wy poteka podobno kot pri CCA. Kot pri
CCA imamo dve mnozˇici podatkov X in Y . Vsaki posamezni je potrebno
odsˇteti ustrezen povprecˇni stolpec. Tako bosta obe po transformaciji z Φ in
Θ v viˇsjenivojskem prostoru centrirani okoli izhodiˇscˇa.
Resˇitev splosˇnega problema (2.31) ustreza baznim vektorjem v Wx in
Wy, ki razpenjajo ustrezna podprostora. Pomembna razlika pri racˇunanju je
sestava matrik A in B. Sestavljeni sta iz matrik K1 in K2,
K1i,j = Φ(xi)
>Φ(xj)
K2i,j = Θ(xi)
>Θ(xj).
(2.40)
Matriki A in B tako postaneta enaki
A =
[
0 K1K2
K2K1 0
]
, B =
[
K1K1 0
0 K2K2
]
. (2.41)
Projekcija
Projekcija v podprostor, razpet z vektorji v matriki Wx, prav tako ne po-
trebuje eksplicitnega racˇunanja preslikave nove slike x v Φ(x). Projekcije na
Wx lahko izracˇunamo preprosto z enacˇbo
c = W>x Φ(x) =
N−1∑
i=0
wxi ∗ k(x, xi) (2.42)
in tako dobimo vektor s koeficienti, ki predstavlja podatke v podprostoru.
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2.4 Lokalizacija s panoramskimi slikami
Ucˇne slike je potrebno posneti na dolocˇenih mestih v prostoru, kjer se bo
lokalizacija izvajala. Za vsako posneto sliko moramo poznati, koordinati
xi in yi v navideznem koordinatnem sistemu znotraj prostora, kot to pri-
kazuje slika 2.17. Poleg tega moramo poznati tudi kot αi, za katerega je
zavrtena vecˇsmerna kamera v ravnini J dolocˇeni z osema x in y. Slike je
potrebno posneti v cˇimvecˇih, karseda enakomerno razporejenih tocˇkah, da
cˇimbolj enakomerno zajamemo variabilnost prostora.
Slika 2.17: Zajemanje slike v 3D prostoru z vecˇsmerno kamero. Povzeto po
[34].
Ucˇne slike nato z metodami PCA, KPCA, CCA ali KCCA, ki so opisane
v poglavju 2.3, predstavimo v nekem manj kompleksnem podprostoru. To
naredimo tako, da izracˇunamo bazne vektorje podprostorov, kot je opisano v
poglavju 2.3. Na dobljene podprostore projeciramo ucˇne slike in pridobimo
njihove vektorje koeficientov. Pri CCA je potrebno izracˇunati tudi funkcijo
za linearno regresijo, kot je opisano v poglavju 2.3.3.
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Lokalizacija s CCA je zelo preprosta in hitra. Testno sliko je potrebno
projecirati v podprostor, nato pa s pomocˇjo regresijske funkcije izracˇunati
predvideno lokacijo po enacˇbi (2.39).
Drugacˇe je pri uporabi podprostorov izracˇunanih s PCA, KPCA ali KCCA.
Vsako testno sliko v fazi lokalizacije prav tako preslikamo v ustrezen pod-
prostor in jo primerjamo z ucˇnimi slikami v tem podprostoru. Primerjavo se
naredi z racˇunanjem evklidske razdalje med testno sliko in vsako posamezno
ucˇno sliko. Najmanjˇsa razdalja predstavlja najblizˇjo ucˇno sliko testni sliki v
podprostoru. Lokacija najblizˇje ucˇne slike predstavlja napovedano lokacijo
testne slike.
Taksˇna lokalizacija je natancˇna samo toliko, kolikor so lokacije, kjer so bile
ucˇne slike posnete, razmaknjene ena od druge. Za natancˇnejˇso lokalizacijo
je potrebno vektorje koeficientov ucˇnih slik interpolirati in tako zgenerirati
vektorje koeficientov tudi na vmesnih lokacijah.
Koeficienti ucˇnih slik predstavljajo polje vektorjev v ravnini J . Vektorji
koeficientov so postavljeni v tistih tocˇkah (xi, yi), kjer so bile originalne slike
posnete. Tri sosednje vektorje lahko baricentricˇno interpoliramo in tako do-
bimo gostejˇse polje vektorjev koeficientov. Za interpolacijo vektorjev je po-
trebno najprej poznati baricentricˇne koordinate tocˇk Pi = (xPi , yPi) znotraj
trikotnika, dolocˇenega s tocˇkami A = (xA, yA), B = (xB, yB) in C = (xC , yC).
Te tocˇke predstavljajo lokacije, kjer so bile ucˇne slike posnete. Baricentricˇne
koordinate α, β in γ tocˇke Pi so dolocˇene z enacˇbama:
Pi = A+ β(B − A) + γ(C − A) (2.43)
α = 1− β − γ. (2.44)
Ko so baricentricˇne koordinate vseh tocˇk Pi dolocˇene, lahko za vsako od njih
izracˇunamo interpolirani vektor, kot to prikazuje slika 2.18. Na sliki se vidi,
kako se smer in velikost vektorjev spreminja v odvisnosti od oddaljenosti od
ogljiˇscˇ trikotnika. Interpolirani vektorji predstavljajo priblizˇke projekcij slik,
ki bi jih dobili s projeciranjem pravih slik, posnetih na istih lokacijah.
Po interpolaciji imamo precej vecˇ vektorjev koeficientov, s katerimi lahko
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Slika 2.18: Baricentricˇna interpolacija vektorjev.
primerjamo vektorje koeficientov testne slike. Povecˇanje natancˇnosti lokali-
zacije je odvisno od gostote interpoliranih vektorjev.
Natancˇnost lokalizacije ni samo odvisna od razdalje med lokacijami, kjer
so bile posnete ucˇne slike. Lastnost panoramskih slik je, da imajo neglede na
kot α, pod katerim so posnete, enako vsebino. Problem se pojavi, ko slike
posnete na isti lokaciji vendar pod razlicˇnim kotom preslikamo v podprostor.
Slike z enako vsebino se razlicˇno preslikajo v podprostor in posledicˇno pride
do napacˇne lokalizacije.
Zgornji problem je mogocˇe resˇiti na vecˇ nacˇinov. Ena mozˇnost je, da vse
slike, tako ucˇne kot testne, zarotiramo v neko referencˇno pozicijo. Opravka
imamo s panoramskimi slikami, kar pomeni, da je rotacija slik preprost krozˇni
zamik posameznih vrstic slike za nek kot α oziroma neko sˇtevilo stolpcev.
Kako, oziroma za kaksˇen kot, je potrebno zarotirati lahko izvemo na vecˇ
nacˇinov.
1. Najenostavnejˇsa je uporaba kompasa, cˇe imamo do njega seveda do-
stop. Z njim enostavno ugotovimo za kaksˇen kot α je kamera zaroti-
rana glede na neko referencˇno lokacijo. Sliko enostavno odrotiramo za
ugotovljen kot. Torej vsako posamezno vrstico krozˇno zamaknemo za
n = −α ∗ width
2 ∗ pi (2.45)
stolpcev, pri cˇemer je width sˇirina slike.
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2. Naslednja mozˇnost je uporaba vsebine slike za ugotavljanje referencˇne
orientacije z metodo ZPR (ang. Zero Phase Representation)[35, 36].
Pri tej metodi postavimo sliko v neko referencˇno rotacijo s postavi-
tvijo faze prvega harmonika fourierjeve transformacije te slike na nicˇ.
Metoda je zelo obcˇutljiva na spremembe v okolju.
Pri zgornjem nacˇinu je bilo potrebno tako ucˇne kot testne slike rotirati
v pravilno pozicijo. Druga mozˇnost odpravlja to pomankljivost. Namesto,
da bi slike rotirali v referencˇno pozicijo, vsako ucˇno sliko rotiramo k-krat in
tako iz vsake slike dobimo k slik. Kot rotacije za i-to sliko se izracˇuna po
enacˇbi:
αi =
2 ∗ pi ∗ i
k
, i = 0, 1, 2, ..., k − 1. (2.46)
Iz N ucˇnih slik tako dobimo N ∗ k slik. V podprostoru so predstavljene
razlicˇno rotirane slike iz istih lokacij. Projekcija testne slike je v splosˇnem
bolj podobna projekciji ucˇne slike, ki je enako orientirana kot testna slika,
kot pa projekcijam slik, ki so drugacˇe orientirane [37, 14].
Slika 2.19: Zgoraj: originalni sliki. Spodaj: zarotirani tako, da je kot rotacije
0.
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Poglavje 3
Implementacija
3.1 Oris robota in programske opreme
Za testiranje lokalizacijskih metod je potrebno imeti sistem, s katerim lahko
slikamo prostor z vecˇsmerno kamero. Robot, ki smo ga mi uporabili za ta na-
men, je bil ATRV mini. Na njega je bila namesˇcˇena konstrukcija za vecˇsmerno
kamero, kot je to vidno na sliki 3.1. Vsaka slika potrebuje tudi natancˇno lo-
kacijo, kjer je bila posneta, in kot rotacije, pod katerim je bila posneta. Na
sliki 3.3 je viden Kinect, ki je bil uporabljen za dolocˇanje referencˇnih lokacij
in rotacij.
Kinect se uporablja za snemanje obmocˇja, kjer zˇelimo izvajati lokalizacijo,
v povezavi s sistemom SLAM za grajenje zemljevidov zasedenosti. Zemlje-
vid vsebuje ovire v prostoru, kot je to vidno na sliki 3.2. V istem prostoru
posnamemo z vecˇsmerno kamero ucˇne slike. Za vsako sliko s pomocˇjo zemlje-
vida zasedenosti pridobimo lokacijo in orientacijo robota, kjer je ucˇna slika
posneta. Enako pridobimo pozicijske podatke v fazi testiranja lokalizacijskih
metod. Te podatke lahko nato primerjamo z napovedanimi.
Za upravljanje robota in senzorjev je bil uporabljen robotski operacijski
sistem (ROS). V ROS-u je bil implementiran sistem za interaktivno lokaliza-
cijo. Z njim smo implementirali dele programske opreme, ki so bili zadolzˇeni
za slikanje okolice z vecˇsmerno kamero, navigacijo po prostoru, ucˇenje na-
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Slika 3.1: ATRV mini s Kinectom in z vecˇsmerno kamero.
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Slika 3.2: Primer posnete mape.
povednih modelov iz slik in napovedovanje pozicijskih podatkov na podlagi
testnih slik.
3.2 ATRV mini
ATRV mini je izdelek podjetja iRobot, katerega proizvodnja je bila zˇe uki-
njena. Robot je precej masiven in zmogljiv. Namenjen je za delovanje v
kateremkoli okolju. Ima pogon na sˇtiri kolesa, ki jih lahko neodvisno upra-
vljamo. S tem je omogocˇeno obracˇanje na mestu, ki je nadvse pomembno pri
uporabi v manjˇsih prostorih. Dimenzije robota so: 150cm × 53cm × 63cm.
Mozˇgane robota predstavlja zelo zmogljiv racˇunalnik s specifikacijami poda-
nimi v tabeli 3.1. Nanj je mogocˇe prikljucˇiti razlicˇne senzorje, kot so GPS
sprejemnik, pospesˇkometer, ultrazvocˇni senzor, razlicˇne kamere, itd. Za nasˇe
potrebe smo nanj prikljucˇili senzor Kinect in vecˇsmerno kamero. Robot je
prikazan na slikah 3.1 in 3.3, kjer sta vidna tudi oba senzorja.
3.3 Kinect
Kinect je izdelek podjetja Microsoft. Razvit je bil pod imenom Project Natal
za igralno konzolo Xbox 360. Namenjen je igranju konzolnih iger in zato je
narejen tako, da je dostopen cˇim sˇirsˇi mnozˇici uporabnikov. Pri izdelavi so
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MB ASRock Z77E-ITX
CPU Intel Core i7 3770T 2.5 Ghz, 8MB L3 cache
GPU EvGA Geforce GTX 650 1GB
RAM Corsair vengeance 2 x 4 GB DDR3
SSD Samsung 840 series 120 GB SSD
PSU M4-ATX 6-30V DC/DC (250 Watt)
Tabela 3.1: Komponente racˇunalnika v robotu.
Slika 3.3: ATRV mini.
uporabljene poceni komponente, kar pa se odrazˇa v nenatancˇnosti senzorjev.
Omogocˇa interakcijo z igralno konzolo ali racˇunalnikom z uporabo gest in
glasovno komunikacijo. Prva generacija je bila izdana leta 2010. Na sliki
3.4 je viden primerek prve generacije. Za komunikacijo med racˇunalnikom
in Kinectom je bilo razvitih kar nekaj odprtokodnih gonilnikov. To in nizka
cena sta povzrocˇila uporabo Kinecta v raziskovalne namene [38].
Kinect je podolgovata naprava, ki vsebuje barvno kamero, globinski sen-
zor in vecˇ mikrofonov. Barvna kamera je 8-bitna z locˇjivostjo 640x480 slikov-
nih elementov. Slike lahko zajema s frekvenco 9 - 30 Hz. Globinski senzor
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ima prav tako locˇljivost 640x480 slikovnih elementov, pri cˇemer je vsak sli-
kovni element predstavljen z 11 biti. To omogocˇa 2048 stopenj obcˇutljivosti
za zaznavanje globine. Delovanje Kinecta je omejeno na razdaljo od 0.7 do
6 m, horizontalni vidni kot 57◦ in vertikalni vidni kot 43◦ [38, 39].
Slika 3.4: Kinect. Povzeto po [38].
3.4 Vecˇsmerni sistem za zajemanje slik
Za zajemanje slik okolice robota smo uporabili sistem na sliki 3.5. Z vecˇsmer-
nim sistemom je mogocˇe zajeti 360◦ vidni kot glede na horizontalno ravnino.
Sistem sestavljata vecˇsmerno zrcalo in kamera. Zrcalo je lahko stozˇcˇasto,
sfericˇno, parabolicˇno ali hiperbolicˇno. Oblika zrcala dolocˇa, kako se bodo
tocˇke iz okolja preslikale na posneto sliko [40]. Zrcalo, uporabljeno na nasˇem
robotu, je vidno na sliki 3.5.
Kamera, ki smo jo uporabili na nasˇem robotu, je izdelek podjetja Point
Grey. Imenuje se Chameleon, njene specifikacije pa so vidne v tabeli 3.2.
Upravljanje s kamero je mogocˇe preko prilozˇene knjizˇnice FlyCapture.
3.5 Robotski operacijski sistem
Robotski operacijski sistem je odprtokodno orodje, ki omogocˇa razvoj pro-
gramske opreme za razlicˇne robote. Izdan je pod licenco BSD, ki omogocˇa
zastonj uporabo tako za komercialne kot za raziskovalne namene. Predstavlja
zbirko orodij, knjizˇnic in pravil za enostavnejˇsi razvoj robotov, ki izvajajo
kompleksna, a hkrati robustna opravila. Roboti imajo ponavadi razlicˇno
strojno opremo, kar onemogocˇi prenos programske kode. Potrebne prilago-
ditve zahtevjo poznavanje velikega sˇtevila sistemov in delovanja gonilnikov
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Senzor Sony ICX445 CCD, 1/3”, 3.75 µm
Mega slikovnih elementov 1.3
Locˇljivost 1296× 964
Bitnost slik 8-bitne in 16-bitne
Format slik Y8, Y16 (enobarvne),
8-bitni in 16-bitni Raw Bayer data (barvne)
Upravljanje FlyCapture SDK
Tabela 3.2: Specifikacije kamere Chameleon CMLN-13S2C-CS.
Slika 3.5: Vecˇsmerno zrcalo s kamero.
za strojno opremo. ROS-ov ekosistem vsebuje programsko opremo, ki skrbi
za neodvisnost platforme in prenos sprogramirane programske opreme. Pro-
gramiranje je omogocˇeno v treh jezikih: C++, Python in LISP.
Razvoj se je zacˇel leta 2007 na Stanfordu v laboratoriju za umetno inteli-
genco. Jeseni tega leta je razvoj prevzelo podjetje Willow Garage. Do sedaj
je bilo izdanih zˇe osem razlicˇic. Zadnja je bila izdana 22. julija 2014 pod
imenom Indigo Igloo [41]. Nasˇ sistem je zasnovan na sedmi razlicˇici imeno-
vani Hydro Medusa.
Razvoj zelo kompleksnih robotov vkljucˇuje sodelovanje velike mnozˇice
3.5. ROBOTSKI OPERACIJSKI SISTEM 43
ljudi, kjer je vsak strokovnjak za svoje podrocˇje. Robot pri izvajanju nalog,
ki se ljudem zdijo trivialne, potrebuje veliko mnozˇico pravil in navodil za
uspesˇno opravljanje naloge. Za lazˇje zdruzˇevanje delov programske opreme
je ROS narejen tako, da deluje karseda distribuirano in modularno. Tako
lahko uporabniki ROS-a sami izberejo, katere zˇe narejene komponente bodo
uporabili in katere bodo implementirali sami.
Modularna zasnova operacijskega sistema je pripomogla k nastanku velike
skupnosti razvijalcev programske opreme. Skupnost prispeva veliko repozito-
rijev z velikim sˇtevilom paketov, ki vsebujejo implementacije najrazlicˇnejˇsih
algoritmov s podrocˇja robotike, racˇunalniˇskega vida, itd. Edini problem pri
tako velikem sˇtevilu prispevkov je, da marsikateri del programske kode ni
dobro dokumentiran, kar otezˇuje uporabo [42, 43, 44].
Zgradba sistema ROS je v poglavjih, ki sledijo, opisana tako, kot je pred-
stavljena na uradnih straneh [41] in cˇlanku [43].
3.5.1 Glavni koncepti
ROS ima modularnost implementirano kot racˇunski graf (ang. Computation
Graph). To je P2P (ang. Peer to Peer) omrezˇje procesov, ki skupaj proce-
sirajo podatke. Prednost take zgradbe sistema je dinamicˇnost prikljucˇitve
novega procesa v staro zgradbo. Glavni koncepti, ki so opisani v nadaljeva-
nju, so vidni na sliki 3.6.
• Vozliˇscˇe (ang. Node) procesira podatke. Sistem ponavadi vkljucˇuje
veliko sˇtevilo vozliˇscˇ, pri cˇemer je vsako zadolzˇeno za nalogo manjˇse
tezˇavnosti. Naloge so ponavadi funkcionalno zakljucˇene, zato da imamo
na logicˇnem nivoju lepo organiziranost. Naprimer v sistemu imamo eno
vozliˇscˇe, ki sprejema in procesira podatke iz Kinecta, drugo vozliˇscˇe je
zadolzˇeno za lokalizacijo robota na podlagi procesiranih podatkov iz
Kinecta, tretje je zadolzˇeno za planiranje naslednjega premika robota,
itd.
• Glavno vozliˇscˇe (ang. Master) je zadolzˇeno za spremljanje aktiv-
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nih vozliˇscˇ. Ob zagonu novega vozliˇscˇa se le-to registrira v glavnem
vozliˇscˇu. Glavno vozliˇscˇe si shrani podatke o novem vozliˇscˇu. Glavno
vozliˇscˇe omogocˇa posˇiljanje sporocˇil in uporabo storitev. Ko zˇeli kaksˇno
vozliˇscˇe komunicirati z drugim, ga lahko poiˇscˇe preko glavnega vozliˇscˇa.
Tako je mozˇno dinamicˇno po potrebi ustvarjanje povezav med vozliˇscˇi.
Povezave se vzpostavljajo neposredno med vozliˇscˇi.
• Sporocˇila (ang. Messages) vsebujejo podatke, ki jih zˇeli eno vozliˇscˇe
prenesti drugemu. To je podatkovna struktura, ki vsebuje razlicˇne tipe
podatkov. Vsebuje lahko primitivne tipe, kot so cela sˇtevila, sˇtevila
s plavajocˇo vejico, nizi, itd., in celo kompleksnejˇse podatke, kot so
druga sporocˇila. Kompleksnejˇsa struktura je lahko vgnezdena poljubno
globoko.
• Teme (ang. Topics) so del transportnega sistema, ki deluje po sis-
temu objavi-narocˇi. Vozliˇscˇe objavi sporocˇilo na neki temi. Vsa ostala
vozliˇscˇa, ki bi rada dobila njegove informacije se narocˇijo na temo in
transportni sistem poskrbi, da vsa vozliˇscˇa dobijo enako sporocˇilo. Vo-
zliˇscˇ, ki na neko temo objavljajo podatke, je lahko vecˇ. Nobeno vozliˇscˇe,
ki je povezano na neko temo, nacˇeloma ne pozna drugih, ki so prav tako
povezana nanjo. Sˇtevilo tem, na katere so lahko vozliˇscˇa povezana, ni
omejeno.
• Storitve (ang. Services) omogocˇajo sinhrone transakcije med dvema
vozliˇscˇema, kar s temami ni mogocˇe enostavo zagotoviti. Primerne so
za komunikacijo, kjer eno vozliˇscˇe zahteva neko tocˇno dolocˇeno stori-
tev od drugega. Definirane so s tocˇno dolocˇenim imenom in parom
sporocˇil. Eno sporocˇilo predstavlja zahtevo in drugo odgovor. Celoten
sistem deluje po principu odjemalec/strezˇnik. Vozliˇscˇe (odjemalec), ki
zˇeli izvedbo neke storitve, posˇlje zahtevo vozliˇscˇu, ki storitev izvaja
(strezˇnik) in pocˇaka na odgovor. Strezˇnik zahtevo obdela in posˇlje
odgovor odjemalcu. Ta princip je analogen spletnim storitvam.
• Vrecˇe (ang. Bags) so format za shranjevanje in ponovno posˇiljanje
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sporocˇil na teme, iz katerih je bil original prebran in shranjen. To
je sˇe posebej uporabno v fazi razvoja sistema, ko nujno potrebujemo
podatke za testiranje. Vsakokratno zbiranje podatkov s pomocˇjo sen-
zorjev je dolgotrajno in nepotrebno. S tem konceptom se izognemo
nepotrebnemu zapravljanju cˇasa in omogocˇimo ponovljivost testov.
Slika 3.6: ROS-ovi glavni koncepti.
3.5.2 Viˇsjenivojski koncepti
Transformacije in koordinatni sistemi
Robotski sistem mora slediti razlicˇnim prostorskim odnosom. Pri lokalizaciji
robota s Kinectom je naprimer potrebna pretvorba podatkov iz koordina-
tnega sistema globinske kamere v koordinatni sistem robota. Na sliki 3.7
sta vidna dva izmed mnogih koordinatnih sistemov robota. Robot s ta-
kim sˇtevilom sklepov ima v vsakem sklepu svoj koordinatni sistem. Tako je
mogocˇe enostavno slediti premikom okoncˇin robota. Za enostavno sledenje
koordinatnim sistemom skozi cˇas, je v ROS-u narejen transformacijski sistem
imenovan tf. Koordinatni sistemi so med seboj odvisni, zato so organizirani
v drevesno strukturo. Sistem omogocˇa avtomatsko pretvorbo med koordi-
natnimi sistemi, kar olajˇsa programiranje, saj ni treba pretvorb delati na
roke. Ker sistem sledi koordinatnim sistemom skozi cˇas, je mozˇna pretvorba
v koordinatni sistem v tocˇno dolocˇenem cˇasu, tudi zˇe preteklem. Sistem tf
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lahko deluje tudi v porazdeljenem sistemu. To pomeni, da so vse informacije
o koordinatnih sistemih na voljo vsem komponentam ROS-a, na kateremkoli
racˇunalniku, ki ga porazdeljeni sistem uporablja.
Slika 3.7: Koordinatni sistemi robota. Povzeto po [41].
Vizualizacija in nadzorovanje
Med razvojem robotske programske opreme je velikokrat potrebno opazovati
obnasˇanje sistema. Izpisovanje stanja v terminalu je najpogostejˇsa tehnika
razvijalcev za razhrosˇcˇevanje. Napake je iz takega izpisa vcˇasih tezˇko raz-
brati. Za lazˇje in hitrejˇse odpravljanje napak potrebujemo bolj vizualni tip
informacije. Sama zasnova ROS-a omogocˇa razvoj programov, ki nam vi-
zualno prikazˇejo podatke, ki jih vozliˇscˇa objavljajo na temah. Eden takih
programov je rviz, ki je zˇe del vsake distribucije ROS-a. Omogocˇa vizualiza-
cijo najrazlicˇnejˇsih tipov sporocˇil, ki so zˇe del ROS-a. Poleg tega omogocˇa
tudi povratno komunikacijo z vozliˇscˇi preko nekaj gumbov. Na sliki 3.8 je na
levi strani viden bogat nabor sporocˇil, ki jih lahko vizualiziramo. Vizualiza-
cija se naredi v sosednjem ali v novem oknu. Na sliki sta vidna vizualizacija
mape in robota v rvizu.
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Slika 3.8: rviz.
3.6 Implementacija programskega dela sistema
Programski del sistema je razdeljen na pet delov. V ROS-u to predstavlja
pet vozliˇscˇ, ki so zadolzˇena za razlicˇne naloge. Zaradi specificˇnosti naloge, ki
jo mora sistem opravljati, se sˇtiri vozliˇscˇa obnasˇajo kot storitev. Poleg njih
imamo sˇe eno glavno vozliˇscˇe, ki vse skupaj povezuje v zakljucˇeno celoto. Na
sliki 3.9 je razvidna razdelitev vozliˇscˇ. Vozliˇscˇa so razdeljena in opravljajo
naloge po naslednjem sistemu:
• Primarna naloga glavnega vozliˇscˇa je komunikacija z uporabnikom sis-
tema. Omogocˇa mu testiranje lokalizacijskih metod in snemanje ucˇne
mnozˇice. V primeru, da zˇeli uporabnik posneti ucˇno mnozˇico, lahko to
stori avtomaticˇno z izbiro tocˇk v rvizu ali pa rocˇno z uporabo igralnega
plosˇcˇka in tipkovnice. V primeru testiranja ali avtomaticˇnega snema-
nja ucˇne mnozˇice se vozliˇscˇe opre na takoimenovan navigacijski sklad,
ki pripelje robota s pomocˇjo Kinecta na izbrano lokacijo. Lokacijo, ka-
mor zˇelimo poslati robota, lahko dolocˇimo s kliki v rvizu. Ko testiramo
metode za lokalizacijo, vozliˇscˇe zaprosi druga vozliˇscˇa za panoramsko
sliko trenutne lokacije in lokalizacijo na podlagi te slike. Po pridobitvi
predvidenih pozicij te informacije izriˇse v rvizu.
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• Drugo vozliˇscˇe skrbi za komunikacijo s kamero. Imenuje se capture image.
Nastavlja parametre za zajem slike, kot so odprtost zaslonke, osvetlje-
nost, tip formata slike, itd. Glavnemu vozliˇscˇu ponuja zajem slike
na ukaz. Poleg samega slikanja opravi tudi pomembno transformacijo
originalne barvne slike v sivinsko sliko in transformacijo iz polarnega
koordinatnega sistema v kartezicˇnega.
• Tretje in cˇetrto vozliˇscˇe sta zadolzˇena za lokalizacijo. Imenujeta se
cca based in pca based. Obe vozliˇscˇi najprej iz ucˇnih podatkov, s pomocˇjo
metod PCA, KPCA, CCA in KCCA (poglavje 2), pripravita parametre
za lokalizacijo. Ko glavno vozliˇscˇe posˇlje sliko, izracˇunata predvideno
pozicijo robota in jo posredujeta glavnemu vozliˇscˇu. Pri izracˇunu upo-
rabljata peto vozliˇscˇe, ki je zadolzˇeno za interpolacijo koeficientov, ki
mu jih posˇljeta, in natancˇnejˇso lokalizacijo na podlagi teh informacij.
• Peto vozliˇscˇe izvaja baricentricˇno interpolacijo in izracˇun pozicijskih
podatkov. Imenuje se interpolate in opravlja funkcijo storitve. Na
voljo je tretjemu in cˇetrtemu vozliˇscˇu.
Slika 3.9: Graficˇni prikaz delovanja vseh vozliˇscˇ. Smer pusˇcˇice oznacˇuje
uporabo storitev. Npr. cca based uporablja storitev vozliˇscˇa interpolate.
Poglavje 4
Eksperimentalni rezultati
4.1 Zajemanje podatkov
Z robotom smo na obmocˇju velikem priblizˇno 3.5m × 4m, vidnem na sliki
4.3, posneli zemljevid zasedenosti s pomocˇjo Kinecta, kot se vidi na sliki
4.1. Robota smo rocˇno vozili naokoli in pri tem pazili, da se je zemljevid
pravilno zgradil. Zemljevid nam je sluzˇil kot referencˇni koordinatni sistem.
Na istem obmocˇju smo posneli 24 ucˇnih slik na razlicˇnih razmakih med 40cm
in 60cm, kot je vidno na sliki 4.2. Za vsako sliko smo pridobili tudi lokacijo,
kjer je bila posneta, s pomocˇjo zemljevida zasedenosti in Kinecta. Kinect je
precej nenatancˇen, zato tudi lokacije niso cˇisto natancˇne. Posneli smo slike
velikosti 1296× 964 slikovnih elementov, ki smo jih pretvorili v panoramske
slike velikosti 82×298 slikovnih elementov. Za ucˇno mnozˇico smo vsako sliko
najprej zarotirali tako, da je bil kot rotacije 0, nato pa smo jo zarotirali 50-
krat (rotacijski interval je bil sˇirok 7.20◦) in tako dobili 1200 slik. Na istem
obmocˇju smo posneli tudi testne slike na drugih lokacijah in pod razlicˇnimi
rotacijami. Nekaj posnetih slik se vidi na sliki 4.4. Zgornjih sˇest slik je del
ucˇne mnozˇice. Spodnji dve sta testni sliki. Pri zajemanju slik osvetljenosti
ni bilo mogocˇe cˇisto nadzorovati, zato je opazna majhna razlika med njimi.
V testnih slikah je mogocˇe opaziti tudi nekaj ovir, kot so naprimer ljudje.
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Slika 4.1: Robot pri snemanju zemljevida zasedenosti.
Slika 4.2: Mapa z lokacijami ucˇnih slik.
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Slika 4.3: Ograjeno obmocˇje, kjer smo posneli slike.
Slika 4.4: Panoramske slike posnete na obmocˇju na sliki 4.3.
4.2 Rezultati lokalizacije
V poglavjih, ki sledijo, bodo predstavljeni rezultati lokalizacije na slikah po-
snetih, kot piˇse v poglavju 4.1. Pri vseh metodah, kjer je bila za natancˇno
lokalizacijo uporabljena interpolacija vektorjev koeficientov ucˇnih slik, je bila
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le-ta narejena na mrezˇi 1cm×1cm. Za primerjavo med natancˇimi lokacijami
in predvidenimi z metodami smo uporabili evklidsko razdaljo. Povprecˇno na-
pako kotov smo izracˇunali kot povprecˇje absolutnih razlik med napovedanimi
in tocˇnimi koti. Koti niso nikjer vizualizirani zaradi premajhne povprecˇne
napake.
4.2.1 Lokalizacija s PCA
Pri lokalizaciji s PCA smo uporabili razlicˇne pristope, za racˇunanje podpro-
storov in projeciranje testnih slik nanje. Podprostore smo racˇunali na dva
nacˇina.
1. Pri prvem smo izracˇunali bazne vektorje enega podprostora na mnozˇici
vseh 1200 slik. Na ta podprostor smo projecirali ucˇne slike z navadno
in robustno metodo. Obe metodi sta predstavljeni v poglavju 2.3.1.
2. Pri drugem nacˇinu smo mnozˇico 1200 slik razdelili na 50 podmnozˇic.
V vsaki podmnozˇici je bilo 24 slik, ki so bile enako orientirane. Na
vsaki od teh podmnozˇic smo izracˇunali PCA in tako dobili 50 podpro-
storov s 24 baznimi vektorji. Na dobljene podprostore smo testne slike
projecirali samo z robustno metodo.
Lokalizacija z enim podprostorom
V prvem poskusu smo izracˇunali podprostor s prvim pristopom. Dobili smo
1200 baznih vektorjev, ki razpenjajo ta podprostor. Vseh vektorjev ne po-
trebujemo. Preveliko sˇtevilo baznih vektorjev lahko povzrocˇi preveliko prila-
gajanje testnih slik ucˇni mnozˇici, premajhno pa vsebuje premalo informacije.
V obeh primerih je rezultat nenatancˇna lokalizacija.
Da bi videli, koliko vektorjev je potrebnih za karseda natancˇno lokaliza-
cijo, smo najprej testirali, kako se napaka pri lokalizaciji spreminja v odvi-
snosti od sˇtevila vektorjev. Najmanjˇse sˇtevilo vektorjev, ki smo jih vzeli,
je bilo 10, najvecˇje pa 1180. Za projeciranje ucˇnih slik v podprostor smo
uporabili standardno metodo.
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Slika 4.5: Slika prikazuje povprecˇno napako lokalizacije v odvisnosti od sˇtevila
baznih vektorjev pri uporabi enega podprostora. Rdecˇa cˇrta ponazarja loka-
lizacijo s standardno metodo, zelena pa z robustno metodo.
Iz slike 4.5 je razvidno, kako se povprecˇna napaka spreminja v odvisnosti
od sˇtevila baznih vektorjev. Najmanjˇsa napaka standardne metode je bila pri
uporabi 970 baznih vektorjev in je znasˇala 25cm. Robustna metoda je imela
pri uporabi 580 vektorjev napako 21.4cm. Lokalizacija je bila natancˇnejˇsa pri
uporabi robustne metode v vecˇini primerov. Vecˇji skoki napake, kot jih lahko
opazimo pri robustni metodi, so posledica nestabilnosti zaradi nakljucˇnosti
izbire slikovnih elementov.
Iz slike je razvidno tudi, da se napaka ne spreminja za vecˇ kot nekaj
centimetrov nekje od vektorja sˇtevilka 300 naprej. Iz tega lahko sklepamo,
da vecˇ kot 300 baznih vektorjev ne potrebujemo. Podobno lahko sklepamo
iz opazovanja energije, ki jo vsebujejo lastni vektorji. Slika 4.6 prikazuje
energijo. Pri uporabi 300 baznih vektorjev dobimo povprecˇno napako lokali-
zacije s standardno metodo 25.5cm in 5.2◦. Povprecˇna napaka lokalizacije z
robustno metodo je 23.3cm in 4.8◦.
Slika 4.7 prikazuje napovedane lokacije za vsako testno sliko. Cˇrni krogci
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Slika 4.6: Zelena krivulja prikazuje energijo baznih vektorjev.
predstavljajo lokacije ucˇnih slik, rdecˇi pa tocˇne lokacije testnih slik. Z modro
barvo so oznacˇene lokacije napovedane s standardno metodo, z zeleno pa
lokacije napovedane z robustno metodo.
Lokalizacija z vecˇimi podprostori
Za drugi poskus smo uporabili drugi pristop. Dobili smo 50 podprostorov,
pri cˇemer je bil vsak razpet z 24 baznimi vektorji. Za projeciranje ucˇnih slik
smo uporabili standardno metodo.
Za dolocˇitev sˇtevila potrebnih baznih vektorjev smo izracˇunali povprecˇno
napako lokalizacije v odvisnosti od sˇtevila vektorjev, kot se to vidi na sliki 4.8.
Najmanjˇsa povprecˇna napaka 16.2cm je bila pri uporabi 21 vektorjev. Iz slike
je razvidno, da napaka s sˇtevilom vektorjev pada. Pri sˇtevilu vektorjev 11
se umiri in je povprecˇna napaka podobna napaki robustne metode. Velika je
22.7cm Za zmanjˇsanje prostorskih zahtev, je torej sˇtevilo potrebnih vektorjev
11. Povprecˇna napaka kota je bila pri uporabi 11 vektorjev 5.7◦. Slika 4.9
prikazuje predvidene lokacije, ki so oznacˇene z modrimi zvezdami.
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Slika 4.7: Slika prikazuje napovedane lokacije testnih slik z uporabo enega
podprostora.
Slika 4.8: Slika prikazuje povprecˇno napako lokalizacije v odvisnosti od sˇtevila
baznih vektorjev pri uporabi 50 podprostorov.
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Slika 4.9: Slika prikazuje napovedane lokacije z modro zvezdo. Pri tem testu
je bilo uporabljenih 50 podprostorov, za vsako rotacijo slike svoj.
Komentar
Lokalizacija s PCA se je izkazala za izjemno uporabno. Pri uporabi enega
podprostora za predstavitev vseh rotacij slik sta se tako standardna metoda
kot robustna metoda projekcije v podprostor izkazali za precej dobro. Robu-
stna metoda je delovala malce bolje predvsem zaradi dolocˇenih ovir, ki so se
pojavile v testnih slikah. Teh ni bilo veliko, zato je tudi standardna metoda
delovala precej dobro.
Pri uporabi 50 podprostorov (za vsako rotacijo svojega), je bila napaka lo-
kalizacije podobna kot pri uporabi enega podprostora. Pri uporabi manjˇsega
sˇtevila baznih vektorjev, je bila napaka priblizˇno enaka robustni metodi. Pri
uporabi vecˇjega sˇtevila vektorjev, pa je celo padla pod 20cm. To se pri
uporabi samo enega podprostora ni zgodilo.
Povprecˇna napaka kota je bila neglede na sˇtevilo podprostorov zelo majhna.
Prav tako ovire in osvetljenost niso predstavljale vecˇjih problemov.
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4.2.2 Lokalizacija s KPCA
Pri KPCA je bilo potrebno najprej dolocˇiti, katero jedro bomo uporabili in
njegove parametre. Poskuse smo izvedli na polinomskem, RBF in sigmoi-
dnem jedru. Izkazalo se je, da vsi trije dajejo podobne rezultate. Povprecˇna
napaka je bila pri vseh okoli 75cm pri uporabi vseh 1200 vektorjev. Ta napaka
je precej vecˇja kot pri navadni PCA.
Pri KPCA ponavadi vzamemo vse bazne vektorje prav zaradi visoke di-
menzionalnosti podatkov. Da bi ugotovili, cˇe preveliko sˇtevilo baznih vek-
torjev vpliva na preveliko prilagajanje ucˇni mnozˇici, smo naredili test za
ugotavljanje odvisnosti napake od sˇtevila baznih vektorjev. Uporabili smo
RBF jedro s sˇirino 40, polinomsko jedro s stopnjo 2 in sigmoidno jedro z na-
klonom 4 in zamikom 0. Na sliki 4.10 se vidijo odvisnosti povprecˇne napake
od sˇtevila vektorjev za vsakega od jedr.
Lokalizacija z RBF jedrom je zelo odvisna od sˇtevila vektorjev. Potrebu-
jemo namrecˇ vse za enako natancˇnost kot pri sigmoidnem in polinomskem.
Pri uporabi polinomskega jedra potrebujemo samo 170 baznih vektorjev. Na-
paka se pri vecˇjem sˇtevilu baznih vektorjev prakticˇno ne spreminja. Najboljˇsi
rezultati so se pokazali pri uporabi sigmoidnega jedra in 900 baznih vektor-
jev. Povprecˇna napaka se je tam spustila celo do 63cm. Povprecˇna napaka
kota je bila 9.9◦. Napovedi pri uporabi sigmoidnega jedra so vidne na sliki
4.11.
Komentar
Lokalizacija z metodo KPCA se je izkazala za neprimerno. Transformacija
slik v viˇsjedimenzijski prostor ne naredi locˇnice med slikami, temvecˇ jo za-
briˇse. To vpliva na primerjavo vektorjev koeficientov projekcij, saj se le-ta
naredi z napacˇnimi vektorji koeficientov.
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Slika 4.10: Slika prikazuje povprecˇno napako lokalizacije z metodo KPCA v
odvisnosti od sˇtevila baznih vektorjev. Rdecˇa krivulja prikazuje napako pri
uporabi RBF jedra, zelena napako pri uporabi sigmoidnega jedra in modra
napako pri uporabi polinomskega jedra.
Slika 4.11: Slika prikazuje predvidene lokacije pri uporabi KPCA s sigmoi-
dnim jedrom. Modre zvezde oznacˇujejo predvidene lokacije.
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4.2.3 Lokalizacija s CCA
Pri CCA je potrebna uporaba mnozˇice slik in mnozˇice njihovih pozicij. Di-
menzija obeh koordinatnih sistemov, ki jih pri tem dobimo, je najvecˇ 3. Upo-
rabili smo ucˇno mnozˇico slik, kjer je vsaka slika zarotirana 50-krat. Glede na
to, da zna CCA najti locˇnico samo med linearno odvisnimi podatki, nas je
zanimalo, cˇe uporaba kota v mnozˇici pozicij vpliva na lokalizacijsko tocˇnost.
Izkazalo se je, da neglede na ta podatek dobimo enako lokalizacijsko tocˇnost.
Kota iz tega razloga ni mogocˇe natancˇno napovedati. Povprecˇna napaka kota
je bila kar 110.2◦ Povprecˇna napaka lokalizacije je bila 39.2cm. Napovedane
pozicije robota so vidne na sliki 4.12.
Slika 4.12: Slika prikazuje napovedane lokacije z uporabo CCA. Modre zvezde
prikazujejo napovedi.
Komentar
CCA se kljub privlacˇnosti, zaradi majhnega sˇtevila podatkov, ki jih je po-
trebno shraniti v pomnilniku, ni izkazala za uporabno pri lokalizaciji. Vek-
torji, ki jih pridobimo vsebujejo premalo informacije za natancˇno napove-
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dovanje lokacije robota. Pri istem sˇtevilu baznih vektorjev se PCA izkazˇe
slabsˇe, vendar imamo tam mozˇnost vzeti vecˇje sˇtevilo vektorjev in tako pre-
cej izboljˇsati rezultat.
4.2.4 Lokalizacija s KCCA
KPCA se je slabo obnesel pri uporabi kateregakoli jedra. Zato smo pri KCCA
uporabili jedro samo na mnozˇici znanih pozicij ucˇnih slik. Preizkusili smo po-
linomsko, RBF in sigmoidno jedro. Vsa jedra so, pri uporabi vseh 1200 vek-
torjev, dala podobne rezultate. Povprecˇna napaka se je, pri uporabi razlicˇnih
parametrov, gibala med 36cm in 40cm. Za natancˇnejˇso analizo smo izbrali
RBF jedro, ker je imelo najmanjˇso povprecˇno napako. Testirali smo, kako
se napaka spreminja, pri razlicˇnih sˇirinah jedra. Testirali smo na sˇirinah
med 5 in 95. Povprecˇna napaka se je prav tako gibala med 35cm in 40cm.
Povprecˇna napaka kota rotacije se je gibala okoli 5◦, kar je enako kot pri
PCA.
Ugotoviti je bilo potrebno tudi kako se povprecˇna napaka lokalizacije spre-
minja v odvisnosti od sˇtevila vektorjev. To je pomembno za dolocˇitev sˇtevila
potrebnih vektorjev za karseda natancˇno lokalizacijo. Testi so pokazali, da je
dovolj, cˇe uporabimo samo polovico vseh vektorjev, kot se vidi na sliki 4.13.
Uporabljeno je bilo RBF jedro s sˇirino 15.
Najmanjˇsa povprecˇna lokalizacijska napaka je bila 35.7cm. Povprecˇna
napaka kota je bila v tem primeru 4.8◦. Za lokalizacijo je dovolj, cˇe uporabimo
med 500 in 600 vektorji, ker se od tam naprej napaka ne spreminja vecˇ
veliko. Napovedane lokacije na sliki 4.14 smo dobili z uporabo 500 vektorjev.
Povprecˇna lokalizacijska napaka je bila 37.8cm, napaka kota pa 5.4◦.
Komentar
KCCA se v nasprotju s pricˇakovanji ni odrezala najbolje. Povprecˇna napaka
kota rotacije je bila zadovoljivo majhna, medtem ko je bila napaka lokalizacije
precej velika. Deloma je za to kriva osvetljenost slik, deloma pa ovire, ki so
se pojavile v testnih slikah.
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Slika 4.13: Slika prikazuje povprecˇno napako lokalizacije z metodo KCCA v
odvisnosti od sˇtevila baznih vektorjev.
Slika 4.14: Slika prikazuje napovedane lokacije z uporabo KCCA. Modre
zvezde prikazujejo napovedi.
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4.2.5 Primerjava rezultatov
Za vecˇjo preglednost so vsi rezultati zbrani v tabeli 4.1. V stolpcu Me-
toda so imena metod, s katerimi smo izvajali lokalizacijo. PCA 1prostor std
oznacˇuje uporabo PCA za izracˇun enega podprostora in uporabo standardne
metode za projekcijo testnih slik. PCA 1prostor rob oznacˇuje uporabo PCA
za izracˇun enega podprostora in uporabo robustne metode za projekcijo te-
stnih slik.PCA 50prostor oznacˇuje uporabo PCA za izracˇun 50 podprostorov
in uporabo robustne metode za projekcijo testnih slik.
Metoda Povprecˇna napaka
lokalizacije [cm]
Povprecˇna napaka
kota [◦]
PCA 1prostor std 25.5 5.2
PCA 1prostor rob 23.3 4.8
PCA 50prostor 22.7 5.7
KPCA 63.6 9.9
CCA 39.2 110.2
KCCA 37.8 5.7
Tabela 4.1: Rezultati povprecˇnih napak napovedi lokalizacije.
Iz tabele 4.1 je razvidno, da so se najbolje odrezale metode, ki temeljijo
na PCA. Povprecˇna napaka kota je bila pri uporabi teh metod zelo majhna
in se je gibala med 4◦ in 6◦. Povprecˇna napaka lokalizacije gibala med 22
in 26cm, kar je relativno malo, cˇe gledamo velikost poligona, ki je znasˇala
3.5m× 4m. Najbolje se je sicer odrezala PCA s 50 podprostori, vendar so si
rezultati vseh treh metod precej podobni.
Preostale tri metode so se odrezale precej slabsˇe. KPCA je imela najvecˇjo
povprecˇno lokalizacijsko napako, ki je znasˇala 63.6cm. To je skoraj trikrat vecˇ
kot pri najboljˇsi metodi, ki temelji na PCA. KCCA in CCA sta imeli zelo
podobno povprecˇno lokalizacijsko napako. To nas je malo presenetilo, saj
smo pricˇakovali, da bo povprecˇna napaka lokalizacije s KCCA bolj podobna
povprecˇni napaki lokalizacije s PCA. Povprecˇna napaka kota dobljenega pri
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lokalizaciji s KCCA je bila zadovoljivo majhna, saj je znasˇala tako kot pri
PCA s 50 podprostori le 5.7◦. Povprecˇna napaka kota pri uporabi CCA pa je
bila izjemno velika, saj je znasˇala 110.2◦. V primerjavi s katero koli od osta-
lih metod je imela CCA dalecˇ najvecˇjo povprecˇno napako kota. Povprecˇna
napaka kota pri uporabi KPCA je bila vecˇja kot pri uporabi PCA ali KCCA,
vendar je bila vseeno relativno majhna, saj je znasˇala le 9.9◦.
4.3 Sistem
Sistem smo testirali tudi v interaktivnem nacˇinu. Na zemljevidu, kot jo pri-
kazuje slika 4.2, smo pognali robota. V rvizu smo dolocˇili na katere tocˇke naj
se robot premakne. Rotacijo, na katero se je zavrtel, smo dolocˇili nakljucˇno.
Za lepsˇi prikaz vizualnih rezultatov smo peljali robota samo na sˇtiri lokacije.
Poleg take predstavitve se na koncu izpiˇsejo tudi napovedane pozicije.
Na slikah 4.15 in 4.16 se vidi prikaz v rvizu. Za lepsˇi prikaz ni narisana
napoved CCA, saj so njene pusˇcˇice ponavadi zaradi nenatancˇnosti predolge,
kar pa unicˇi preglednost. Na sliki 4.16 so prikazane pusˇcˇice od blizu. Vecˇje
pusˇcˇice, ki izhajajo iz cˇrne krogle, kazˇejo na predvideno pozicijo, manjˇse
pusˇice, pa predvideno rotacijo. Cˇrna pusˇcˇica prikazuje robotovo dejansko
rotacijo. Marsikatera pusˇcˇica se prekriva zaradi podobnih napovedi.
Pri poganjanju sistema sta se pojavila dva vecˇja problem. Prvi problem,
je natancˇnost Kinecta. Globinski senzor naj bi zaznaval razdalje do 6m.
V praksi se je izkazalo, da je pri razdaljah vecˇjih od 4m natancˇnost zelo
vprasˇljiva. V enem izmed prvih testov smo delali slike na zemljevidu velikosti
priblizˇno 4m × 6m. Slike smo delali rocˇno, tako da smo vozili sami robota
na zˇeljene pozicije. Pozicije, dolocˇene s pomocˇjo Kinecta, so imele napako
veliko tudi vecˇ 10 centimetrov. Ta problem se je pojavil predvsem na sredini
zemljevida, kjer ni bilo v blizˇini nobene referencˇne tocˇke. Zato smo zemljevid
zmansˇali na 3.5m× 4m. Pri tej velikosti se je problem zmanjˇsal. Ena izmed
boljˇsih mozˇnosti bi bila seveda zamenjava Kinecta za kaksˇnen bolj natancˇen
senzor, kot je naprimer LIDAR. Taksˇni senzorji, pa so neprimerno drazˇji od
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Slika 4.15: Prikaz napovedanih pozicij robota na celotnem zemljevidu.
Slika 4.16: Prikaz ene izmed napovedanih pozicij robota.
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Kinecta.
Naslednja tezˇava, s katero smo se soocˇili, je bila osvetlitev prostora, v
katerem smo snemali slike. Prostor je bil precej odprt, zato se je osvetlitev
spreminjala glede na zunanje vremeske pogoje. Hitro se je lahko zgodilo, da
smo na isti lokaciji dobili dve sliki, ki sta bili razlicˇno osvetljeni. To pa pred-
stavlja ogromen probem pri lokalizaciji s katerokoli od uporabljenih metod.
Cˇe poskusˇamo lokalizirati robota s sliko, ki ima drugacˇno osvetlitev je napaka
poljubno velika. Pri zajemanju slik je bilo zato potrebno ves cˇas paziti, da je
kolicˇina svetlobe, ki pade skozi zaslonko kamere, priblizˇno enaka. Preostalo
razliko smo delno odpravili z izravnavo histograma. Ta problem bi lahko
odpravili tudi z vecˇjim sˇtevilom ucˇnih slik, pri cˇemer bi isto lokacijo posneli
pod razlicˇno jakostjo svetlobe. Ucˇno mnozˇico bi tako izjemno napihnili, kar
bi se odrazˇalo v cˇasu izracˇuna baznih vektorjev in v cˇasu izracˇuna predvidene
lokacije nove slike.
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Poglavje 5
Zakljucˇek
V diplomski nalogi smo se ukvarjali s problemom lokalizacije robota s pomocˇjo
vecˇsmerne kamere. Razvili smo sistem, ki omogocˇa rocˇno ali avtomatsko sne-
manje ucˇnih slik in avtomatsko lokalizacijo na podlagi ucˇnih slik. Za testi-
ranje lokalizacijskih metod potrebujemo samo ucˇne in testne slike. Sistem je
zasnovan tako, da omogocˇa izvajanje testov, tako s pomocˇjo robota, kot tudi
brez. Interaktivno poganjanje sistema smo izvajali na robotu ATRV mini,
na katerega sta bila namesˇcˇena Kinect in vecˇsmerna kamera. Za dolocˇanje
referencˇne pozicije je bil uporabljen Kinect in navigacijski sklad, ki je del
ogrodja ROS.
Za lokalizacijo smo implementirali metode , ki temeljijo na podprosto-
rih, pridobljenih s statisticˇnimi metodami PCA, KPCA, CCA in KPCA.
Ugotovili smo, da PCA najbolje predstavi slike v podprostoru, za namene
lokalizacije. Najnatancˇnejˇsa je bila prav lokalizacija s to metodo. Najmanjˇsa
povprecˇna napaka lokalizacije je bila 16.2cm. Ostale metode se, zaradi ne-
natancˇnosti, niso izkazale primerne za lokalizacijo.
Mozˇnih izboljˇsav je sˇe zelo veliko. Izboljˇsali bi lahko metode za lokali-
zacijo. Pri CCA bi lahko naprimer raziskali, kako umetno povecˇati maksi-
malno dimenzijo podprostora. Potrebno bi bilo poiskati funkcije, s katerimi bi
drugacˇe predstavili kot rotacije in lokacijo, kot to naredi KCCA. Pomembna
razlika pri tem je, da mora biti funkcija obrnljiva, zato da lahko napovedane
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podatke, pridobljene z linearno regresijo, tudi interpretiramo.
Naslednji korak je kombiniranje napovedi razlicˇnih metod. Vsaka izmed
metod za lokalizacijo je za neko dolocˇeno sliko najnatancˇneje napovedala lo-
kacijo in rotacijo. Najocˇitnejˇsa izboljˇsava je implementacija metode, s katero
bi iz vseh napovedi izbrala le najboljˇso. Tako bi lahko povprecˇno napako
bistveno zmanjˇsali.
Sistema nismo preizkusili na prostem. Ker se zunaj svetlobni pogoji iz-
jemno hitro spreminjajo, bi bila lokalizacija najverjetneje zelo nenatacˇna.
Metode za lokalizacijo v trenutnem sistemu so namrecˇ zelo obcˇutljive na
svetlobne pogoje. Potrebna bi bila implemetacija metode, ki bi odpravila
problem razlicˇne osvetljenosti slik. Izravnava histograma je do neke mere
opravila svojo nalogo, vendar bi se dalo ta problem z uporabo drugacˇnih
metod sˇe bolje resˇiti. Prva mozˇna resˇitev je implementacija metode, ki bi av-
tomatsko nastavljala parametre kamere, kot je naprimer odprtost zaslonke,
glede na svetlobne pogoje. Druga mozˇnost je uporaba drugacˇnih vrst slik. V
slikah bi lahko naprimer poiskali robove in jih uporabili za izracˇun podpro-
storov. Osvetljenost slike v tem primeru nebi imela nobenega vpliva.
Uporabnost sistema bi lahko povecˇali, cˇe bi namesto globinskega sen-
zorja, ki ga ima Kinect, uporabili kaksˇen drug senzor. Kinect ima efektivno
natancˇnost dolocˇanja globine 3− 4m. Izvajanje eksperimentov v vecˇjih pro-
storih je prakticˇno nemogocˇe. Lokacije in rotacije robota, ki jih dobimo s
pomocˇjo Kinecta, so v vecˇjih prostorih popolnoma napacˇne. Od resnicˇnih
lahko odstopajo tudi nekaj 10 centimentrov. Namesto Kinecta bi bilo po-
trebno uporabiti natancˇnejˇsi senzor, kot je naprimer LIDAR. Za dolocˇanje
vecˇje natancˇnosti referencˇnih pozicij, pa so potrebni senzorji, ki niso poceni.
Najvecˇja nadgradnja sistema, ki bi jo lahko naredili, je implementacija
navigacije po prostoru samo s pomocˇjo vizualne informacije. Lokacijo in
orientacijo robota smo zˇe precej natancˇno napovedali. Prvi predpogoj je
torej izpolnjen. Implementirati bi bilo potrebno logiko za nacˇrtovanje poti
od zacˇetne lokacije do koncˇne. To sˇe ni dovolj, saj bi se lahko robot vseeno
zaradi kaksˇne napake pri lokalizaciji popolnoma zgubil. Potrebna bi bila tudi
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implementacija logike za preverjanje pravilnosti vozˇnje po trenutni poti in
ukrepanje v primeru napak. Tak sistem bi bil popolnoma avtonomen, saj bi
tako za lokalizacijo kot za navigacijo uporabljal samo vizualno informacijo
zajeto z vecˇsmerno kamero. Predstavljeni pristop predstavlja pomemben
korak pri razvoju takega sistema.
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