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2ABSTRACT
THE RELATIONSHIP BETWEEN CARRIER CAPACITY
AND MEAN PASSENGER- WAITING TIME
by
KENT LELAND GRONINGER
Submitted to the Department of Civil Engineering on May 26,
1966, in partial fulfillment of the requirements for the
degree of Master of Science.
This study is addressed to the problem of determining the
relationship between carrier capacity and the expected
waiting time of a random passenger at various demand levels.
(Passenqer arrivals per time.) A passenger is assumed to be
in a waiting state during the total time he is in his station
of origin from the time he enters until he departs on a
moving carrier. A mathematical model of the stochastic process
resulting from a "go-when-filled" carrier dispatching policy
is formulated and analyzed. The model assumes that individual
passenger arrivals to the station are Poisson and that a
minimum headway must be enforced between successive carriers
leaving the station. A carrier queueing situation of the form
EkID1l results which is solved for the mean waiting time in
queue. A solution technique and computer program for obtaining
the roots of a cth order, complex, transcendental equation
(necessary for a numerical solution of the mean waiting time
in queue) is also included. Numerical values of the mean
waiting time for various carrier capacities and arrival rates
are included to illustrate the relationships.
Thesis Supervisor: E. Farnsworth Bisbee
Associate Professor of Civil EngineeringTitle:
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5I. INTRODUCTION
The ever-increasing demand on our country's passenger
transportation systems has generated considerable interest
in various high-speed transportation schemes proposed to
serve our pressing needs. The possibility of the development
of completely new transportation systems has stimulated new
thinking in areas where previously little has been done.
Present technology, and its many promises for the future,
has provided us with considerable latitude in our thinking
about new transportation systems. We have many new alterna-
tives at our disposal, and our thinking needn't at all be
constrained by the technology or inherent approach of
existing transportation systems. Now, perhaps on a scale
as never before, we have the capability of choosing.
In making a decision, such as a decision required in the
design process of a transportation system, a large number
of choices, in itself, is not necessarily advantageous. In
fact, being confronted by an enlarged spectrum of choice
may cause even greater indecision and may actually be a
detriment. The greatest reward is realized when the many
possible choices are accompanied by an ability to assess the
effect of each so that rational comparisons may be made.
Fortunately, in transportation the enlargening spectrum
of choice - of propulsion, capacity, speed, location,
scheduling, etc. - has been accompanied by an increasing
capability to assess their effect. Mathematical programming,
numerical analysis, queueing theory, simulation techniques,
and high-speed computers are a few of the tools which are
contributing to this increased capability.
6This study is addressed to the problem of determining
the effect of carrier1 capacity (seats), a design parameter
with an extensive range of choices (theoretically, from
one to infinity), on the waiting experienced by a passenger
at various demand levels (passenger arrivals/time). For
the purposes of this study, it is assumed that when a passen-
ger is being transported in a moving carrier, he is being
"served" by the transportation system. Therefore, he is
considered to be in a "waiting" state from the time he
enters the station of origin (thus entering the system)
until he departs from the station of origin on a moving
carrier. His total waiting time contains two components:
station waiting time and time spent waiting in a carrier-
queue, as explained in the following section. Note that it
is assumed that a passenger's exit is not impeded at his
station of destination, thus he experiences no waiting in
leaving the system.
A free scheduling2 technique consisting of a go-when-
filled carrier dispatching policy, is considered in the
analysis.
In the actual design process of a transportation system,
the carrier capacity chosen would not necessarily be that
capacity which minimized the passenger mean waiting time.
"Carrier" is used throughout this paper as a generic term
for vehicle, car, train, etc. It is a module of passenger
mover (c seats) and is controlled as a unit.
2
"Free Scheduling" (as opposed to fixed scheduling where de-
partures are predetermined) is a term applied to any scheduling
policy under which carrier departures depend on the stochastic
nature of demand.
7Many other considerations, such as the effect of carrier
capacity on the propulsion and power required, would also
undoubtedly have a bearing on the choice of the carrier
capacity. In most cases, the effect of carrier capacity
on passenger waiting time would probably be given major
consideration, although its weighting with the other consi-
dered factors would depend on the particular situation. For
this reason, this study in no way suggests an "optimum"
carrier size, but instead, illustrates the relationship of
carrier capacity, demand rate, and waiting time under the
assumptions of the model.
In order to isolate the relationships under study and
also have a process which was analytically tractable, an
idealized mathematical model is constructed. A simple,
conceptual model can provide much insight into a complex
process if sufficient reality is preserved in its construction.
No elaborate attempt is made herein to justify or rationalize
the assumptions inherent in the idealized model. The severity
of the assumptions is of course dependent on the particular
real process which the idealized model is representing.
8II. DESCRIPTION OF THE MODEL
The model analyzed in this study represents a single,
transportation channel with input to the station consisting
of random, individual passenger arrivals, and output
consisting of loaded carriers, appropriately spaced, on a
single carrier-channel, as illustrated in Figure 1.
Input Output
0 00 C Station Mo..OO o...oo
individual loaded carriers
passenger arrivals (appropriately spaced)
Figure 2.1
The individual passenger arrivals are assumed to be
described by a Poisson process with a stationary arrival
rate, X . Each passenger in the input desires the same
service and boards a waiting carrier as soon as he enters
the system. It is assumed that a waiting carrier is always
available for boarding; thus, there is no queueing of
passengers waiting to get on a carrier. All carriers are
of the same capacity, c seats.
Consider the go-when-filled carrier dispatching policy.
Under this policy, an arriving passenger, upon entering the
waiting carrier (thus entering the system), must wait in
the station until the carrier is filled, i.e. has c passengers
on board. If he is exceptionally fortunate, he may be the cth
9passenger to board the waiting carrier and thus have no
station wait. However, if he is exceptionally unfortunate,
he may be the first to board and have to wait until c-1
passengers arrive. Let the random variable, W (c,X), denote
s
the station waiting time of a passenger, where the arguments
are constants - c being the carrier capacity and X being the
passenger arrival rate.
Once the carrier is full, it accelerates and leaves the
station, providing the proceeding carrier has left the
station and has been gone for a time greater than or equal
to a certain minimum headway. This minimum headway, which
is assumed to be the same for all carriers, results from
the requirements of such considerations as: safety, switching,
necessary velocity changes along the channel, and control
sensitivity and error. In very high-speed systems this
minimum headway might be on the order of several minutes (3).
If the situation is such that the full carrier cannot
leave the station, it must wait its turn in the carrier-
queue. The carrier-queue is assumed to have first in -
first out (FIFO) discipline and queue limit equal to infinity.
The service time distribution is deterministic - all service
times being a constant equal to the minimum headway. In
the interest of notational convenience, let the minimum
headway be one time unit, thus, the service time is equal
to unity.
The arrival distribution of the carrier- queue, a(t), is
identical to the distribution of the sum of c passenger
interarrival times. Since the passenger arrivals are des-
cribed by a Poisson process, a(t) is given by the distri-
bution of c independent, identically distributed, exponential
10
random variables - therefore, a cth order Erlang distri-
bution.
a(t) = c-"e (2.1)(c- 1) !c c = 1,2,...
where X = the passenger arrival rate (passengers/
minimum headway).
According to our definition of passenger waiting time,
each of the c passengers are waiting while a carrier is in
the carrier-queue. Let the random variable W (c,k) be the
q
waiting time of a carrier (also the queue waiting time of
each of its passengers) in the carrier-queue. A passenger's
total waiting time, Wt(c,k), is then given by the sum of
his station waiting time and queue waiting time.
W (c,X) = W (c,X) + W (c,X)t s q (2.2)
1l
III. MEAN STATION WAITING TIME
Let 0< t1 < t2 < ... <tc be the arrival times of the first
c passengers to arrive after a carrier departure at t=0. It
can be shown that the c-1 times, t , t t at which2 c-il
arrivals occur in the interval 0 to t have the same
c
distribution as if they were the order statistics corresponding
to c-1 independent random variables uniformly distributed on
the interval 0 to t . ( 8 ) Therefore, the arrival time,
c
t., of a passenger, randomly chosen from among the c-1, has
a conditional probability density function given by
fi(titc) - 0<t.<t (3.1)i itc) t 1 c
c
The conditional expected station waiting time, E(w.i t),
of a randomly chosen passenger is then
t
c t
E(w~itc) = (t-t.)f.(tit)dt. = c (3.2)0 2
0
Let E(wlt ) be the expected total station waiting time
for the c passengers in the loaded carrier, condi-
tional on t . Since the cth arrival does not
c
wait, we have
c-i (c-l)t
E(wjt) = C E(w it ) - c (3.3)
i=l 2
12
The expected station waiting time, W (ck), is now obtained
by dividing the unconditional total station waiting time
by c, the total number of passengers on each departing
carrier. Finally, we obtain
(c,) = 1 F E(wt )a(tc )dtc = (tc) e-tc dt - (34Ws (X =c E(Itc Wtc )tc 2c 0 (c-1)! c 2X 34
13
IV. MEAN QUEUE WAITING TIME
In this section we shall solve for W (c,k), the mean
q
queue waiting time of passengers. Under the go-when-filled
carrier dispatching policy, all carriers in the queue have
c passengers. Thus, the mean queue waiting time of passengers
is equal to the mean waiting time of carriers in the carrier-
queue.
The approach used to obtain the solution of W (c,k) will
q
be to: first, develop Khintchine's integral equation for
the waiting time distribution, W(t), of a general, constant-
service queue; then, apply a solution technique outlined by
Riordan to the integral equation to obtain W(s), the Laplace-
Stieltjes transform of W(t); and finally, solve for W (c,k)
q
by expanding W (s) in powers of s. The roots of the character-
q
istic equation of the queue are then determined in order to
obtain numerical results.
The Integral Equation for the Waiting Time Distribution
Following is the development of Khintchine's integral
equation for the waiting time distribution, W(t), of a constant-
service queue. (6)
Consider the nth and n+lst arrival to the queue. Suppose
their interarrival time is z, and their respective waiting
times are wn and wn+1. The constant service time is assumed
to be scaled to unity for convenience. Figure 4.1 illustrates
time histories (vertically sychronous) of the nth and n+lst
arrivals.
14
w
(waiting time)
z
(service)l (leaves system)
wn+l
A ft 1 I
.i(interarrival time) (waiting time) (service)
Figure 4.1
Notice, if z> w +l, then w = 0; and if z< w +1, then
- n n+l n
w n+ = w + 1 + z. Thus, for a fixed z = u,
n+1 n
0 for w + 1 - u < 0
n -
(4.1)
w + 1-u for w + 1 - u >0
n n
or, equivalently
w = max(O,w + 1
n+1 n - u) (4.2)
For any positive number t, the inequalities w < t and
n+1
w < t + u - 1 are equivalent. Thus if P denotes the condi-
n u
tional probability calculated on the assumption z = u, then
for any u>0
P (w <t) = P (w < t + u - 1)
u n+1 u n
nth
arrival
a vstl
arrival
w n~
t >0 (4.3)
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However, w does not depend (as a random variable) on
n
when the second call follows. Thus the conditional proba-
bility Pu is equal to the unconditional probability of the
same inequality, and
P (w < t) = P(w < t + u - 1) t>0 (4.4)
u n+1 n
Denote by W(t) the distribution function of the variable
w +1  i.e., W(t) = P(w < t). Now from the formula ofn+1 n+1~
compound probability, we have
0O
W(t) = f a(u) P(w < t + u - 1)du t2:0 (4.5)
0n
where a(u) is the interarrival density function (in our parti-
cular case, a cth order Erlang distribution.) Finally, the
distribution of the variable w is the same as that of w .
n n+1
Thus,
, a(u) W(t + u - 1)du t > 0 (4.6)
0
W(t) =
0 t < 0 (4.7)
16
Riordan's Solution Technique
We shall apply a technique outlined by Riordan ( 9 ;p. 50)
for the solution of Equations 4.6 and 4.7. Let W_(t) be the
value of the integral on the right of Equation 4.6 for t< 0
and make W (t) = 0 for t>0. Then the two Equations 4.6 and
4.7 can be combined into the single expression
(4.8)W_(t) + W(t) = f a(u) W(t + u - 1)du
0
which holds for all real values of t.
Let
CP_ (s) = f W(t) e-st dt
and
CD (s) = 'r W(t) est
(4.9)
dt (4.10)
Then, if a(s) is the Laplace transform of a(t), the bilateral
Laplace transform of Equation 4.8 is
e_ (s) + C+(s) = e- a
Cp (s) = CP+ (s) [e-s a(-s) - 11
(4.11)
--I
(4.12)or
17
Now, suppose that
- ~( (s)
e-a(-s) 
- = 
_ (s) (4.13)
where + (s) and (_ (s) are analytic functions of s with
conditions as defined by Riordan. ( 9 ;p. 52)
When the decomposition of Equation 4.13 is possible, then
and when this
cp(s)9_ (s) = C (s)
function is a constant K,
(4.14)
(4.15)K(5Cp+ (S) = (S)
Now,
lim s cp (s) = K lim s lim e-st dW(t) = 1
s.40 s + s-00 0
thus,
C+(s)
K =lim
s-O s
(4.16)
(4.17)
The carrier arrival distribution to the queue, a(t), is
th 1
a c order Erlang distribution with Laplace transform, ra-(s),
1 The constant service queue for the case c=l has been solved
by many authors and will not be treated here.
18
given by
x c
a (s) = k+ s) (4.18)
Substituting for a(-s) into Equation 4.13 yields
c -s CX e - (X-s) 
- s
(X-s)C = (s) (4.19)
It has been demonstrated by Volberg ( 11) and Smithies ( 10)
that e-s Xc - (X-s)c, called the characteristic equation of
the queue, has c zeros si, s2, .,*0 sc in the right half plane.
An obvious zero is at the origin; let this (arbitrarily) be
the zero s , i.e. s =0.
c c
If ( (s) and (s) are chosen such that
c -S sCX e - (X-s)C
(s1-s) ... (s c-1-s)
and (_(s) = (s-s)...(sc-1-s)
(4.20; 4.21)
. (s) c -s c
K = lim + = lim xe - (X-s)
s-0 s s(s -s)...(s c-1-s)
(4.22)
Using L Hospital's rule, we get
- xC e- + c(X-s)C1
K = lim d
s-0 sd (s-s)..(ssc-1s) + (s -s)...(s c-1-s)
-~ m
+ (s) =
+
then
19
c-(c-X)
K = 
-C-li
IT s
i=1
(4.23)
Finally, W(s), the Laplace-Stieltjes transform of the waiting
time distribution, is obtained from Equations 4.15 and 4.16.
sk x C~1(-s c-1 sW(s) = so (s) = = (1- -- )
+ +(s) x c -s- X-s) i=l s2
(4.24)
where sls2'**'sc-1 are the c-i roots (other than the
origin) of the characteristic equation Xce - -s)c=O.
Calculation of the Mean Waiting Time
Suppose we write W(s), the Laplace-Stieltjes transform
of W(t), in a power series of s.
-st 2W(s)= e dW(t) = a + a1s + a2s + ...
0
(4.25)
Note that
d W(s)
ds I
s=0
= - W (c,X) = a 1ql (4.26)
20
Thus, al, the coefficient of s in the power expansion of
W(s), is equal to the negative of the mean waiting time in
queue.
Proceeding to find a1 , we first expand in powers of s
that portion of the denominator in Equation 4.24 which is
a function of s.
2 3 c . . .
Ac-s - -sc _ c 1 .. )c )-1 c-us
i=0
= c -1+ - + ... ) ( )(l-) Xc-is
i =1
(4.27)
For convenience, let the above series be written as
X e - (X-s) = s(b0 + b s + b 2s + ... ) (4.28)
Likewise, if we write the product term in Equation 4.24 in a
power series in s, i.e.
c-l
T(1 - -) =d + d s + ds + ...S. 0 1 2
1.
the expression for W(s) can be written in the following form:
(4.29)
2
Sc-1 dO + ds + ds + ...ric-i 0 1 sd2
W(s) = X (c-X) 2b + b s + b s +
c-1 dO b0di byd 1 0
W(s) = c (c-X) 01+ 2 s +
0 b0
(4.30)
(4.31)
Therefore,
- c-i b~d1 - b dO
W (c,X) = -a = X (X-c) 2
q b
(4.32)
From Equations 4.27, 4.28, and 4.29, the coefficients b0,bl,
do, and dl can be shown to be
b =1 210b = ckcl-10
d = 10
- (c c-2
2
(4.33)
dl ~c-11d - -
1 s.
i-1
Thus,
b
W (c,) =-d + - 3
q l1b
21
_ 
c C
(4. 4)
22
Finally, we get the expression for the mean waiting time in
queue,
c-1 2 0<< c
1 X - c(c-1)Wcq 
.X) =1 s. 2X(c-X)
q i1 1c = 2,3,...
Note that since the mean arrival rate is - and the mean service
c
rate is 1, in order for the queue to be in equilibrium X must
be less than c.
Finding the Roots of the Characteristic Equation
From Equation 4.35 we see that in order to obtain the
numerical value of W (c,X) for a given c and X, we must find
q c -s c
the roots s ,s ,...s of the characteristic equation X e -(X-s) =0.1 2 c-l
(Recall that one root, s c=0, is obtained by inspection.)
Let us write the characteristic equation in the form
e S= (X ) 0'OeX<c (4.36)
c = 2,3,...
where s = a + Oi is one of the c roots. a and 0 are real
constants and i = '7F- Also, m is non-negative since all
roots to the characteristic equation have been shown to be in
the right half-plane. Using Euler's formula, we can write the
left-hand side of Equation 4.36 as,
(4.37)s = +e i a(cos + i sin $)
23
Now, let's express X in the form x + yi.
X-S
X- X X(+Bi X (+i)
X-s r-Si ?-0i)(r,+Oi) 2 2 (4.38)
where r = X - q.
lth
If we take each side of Equation 4.36 to the - power, the left-
c
side becomes,
ec = ei
eC = e
X-3n
c +2rrk + . p +2rk~
=e c (cos + sin ( 4
c c
where k = 0,1,2,...
and the right-side is simply Equation 4.38. Equating the real
and imaginary parts of Equations 4.38 and 4.39 yields the
following two simultaneous equations.
e cos c +22k (4.40)
e c sin c 2 2 (4.41)
Dividing Equation 4.41 by Equation 4.40 eliminates X, and the
following simple relationship results between 5 and r:
.39)
tan.+28 k 
c n
By rearranging Equation 4.41, we can write
exp(-) =C
exp(T)
2 2 sn+2k(a +S )sin
c
Now, eliminating r from Equation 4.43, by using Equation 4.42
and the trigonometric identity tan2 x) = sec2 (x) - 1, yields
the following equation:
exp(-) =
c
$ 8B+2n~k
exp $+2nk sin C\ c tan c c
For numerical solutions, it would be extremely advantageous
if we could express 0 explicitly in terms of the given para-
meters c and X. However, observing the intractability of
Equation 4.44 shows this to be infeasible (if not impossible).
Therefore, we shall approach the solution from another direction.
Given c, we shall choose a 0 and k - this reduces
Equation 4.44 to a real, trancendental equation of the form
X
ec = a(ek)-X, which can be solved for X providing the constant
a(S,k) is large enough (i.e. providing $ and k are chosen
24
(4.42)
X (4.43)
X (4.44)
25
properly) . If a solution to the transcendental exists, then
a., the real part of the root s, is given by a = X - r, where r
is calculated from Equation 4.42. Following this procedure,
if we find all the possible values of $ and k for which a
solution to Equation 4.44 exists (for a given c), we shall then
have all the complex roots (0 A 0) for all X's.
Since tan x and sin x are odd functions (i.e. tan(-x) =
-tan x; sin(-x) = -sin x), it can be shown from Equations 4.42
and 4.44 that all complex roots occur in conjugate pa s. If
x = a0 + 00i is a root, then s = a0 ~ 0i is also a root. Thus,
we need to solve for only one-half of the complex roots, and
have chosen (arbitrarily) to solve for those with $>0.
From Equation 4.44 we see that since exp(x) is non-negative
for all x, and since X, the passenger arrival rate, must also
be non-negative to be physically meaningful, the following
constraint must be satisfied in order for a solution to exist.
sin > 0 or 0 < 0+2rk < cr (4.45)c
Figures 4.2 and 4.3 show the values of $ and k which satisfy
the constraint of Equation 4.45 for even and odd values of c,
respectively.
1This procedure amounts to assuming an answer, then deciding the
question (if one exists) to which this answer is the correct
response.
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We can obtain a more limiting constraint on 0 and k by
calculating the minimum value of a(S,k), such that for any
value of a(Sk) greater than this minimum, a solution to
Equation 4.44 exists. Recall that a(O,k) is the coefficient
of X - therefore, it is the slope of the linear side of the
tranmendental.1 Figure 4. 4 shows the exponential side (i.e.
the left-hand side) of Equation 4.44 plotted as a function of
X. Let y = pX + q be the tangent to the curve y = e at some
Xo
arbitrary point (X 0 eC).
Then
X 0d -1 --p = ec = c e c (4.46)dX c
XX0
Substituting the above value of p into the equation of the
tangent at the arbitrary point, and solving for q gives
Xo Xo X 0  X0
q = ec ec X (1 - c ) ec (4.47)c 0
Now, the line of minimum slope which passes through the origin
and intersects e, is the tangent line y for which q = 0.
From Equation 4.47 we see that this is the tangent line at the
point XO = c. Equation 4.46 shows that the slope at this point
There is no maximum limit on a(B,k); since, for increasingly
large values of a(O,k), the slope of the linear side approaches
the vertical and the solution of transcendental becomes X = 0.
28
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eis - Therefore, in order for the transcendental Equation 4.44
to have a solution, the following constraint on 0 and k must be
upheld:
e
c -
exp sin $+2n-k
S a+2nk s c
t an c Y ) (4.48)
We can obtain a simplier, but much less limiting, constraint
by forming the following chain of inequalities, starting with
Equation 4.48:
exp(1) sin 0+2TTk
e < c
c
c
< e
8
_e (4.49)
where we have used the fact that 7)< c, since
X< c, a > 0 and Ti = X - a.
Finally, from Equation 4.49 we have the simple constraint on s:
0< c (4.50)
We now have a technique for solving for each of the complex
roots of the characteristic equation (for a particular c).
- U
30
c-1
When c is odd, we have 2 conjugate pairs of complex roots.
These, in addition to the root at the origin, comprise the
total number of roots, c. However, when c is even, we have
c - 1 complex conjugate pairs, the root at the origin, and2
a positive real root, a. We have yet to solve for the positive
real root, although it is a comparatively simple problem.
Consider Equation 4.36 for S = 0 and c even, i.e.
e. = ( ) ur~
ea) (4.51)
c = 2,4,6,...
1th
Taking each side of Equation 4.51 to the - power yields the
c
following transcendental equation in a:
c X
e = + (4.52)
Since the left-side of Equation 4.52 is always positive, we
must use the positive form of the relationship if a is less than
X. As illustrated in Figure 4.5, the solution of the trans-
cendental in this case is the origin (and only the origin) for
all values of X. This is the root s =0, which we obtained by
c
inspection. Thus, the positive real root is obtained by solving
the transcendental which results from using the negative form
of Equation 4.52, i.e.
a a >X
c X
e = 0-x<c (4.53)
c = 2,4,6,...
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Figure 4.5
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Figure 4.5 shows the graphical solution of the positive real
root for a particular X.
A Computer Program with Algorithms for Computing the Roots
A flow chart of a computer program for calculating the
roots of the characteristic equation is presented in Figure 4.6.
Inputs to the program are:
a) the range of c for which the roots are computed,
(IC to LC);
b) the value of the increments of $, (BI);
c) the value of the increments of X for in the
computation of the real roots, (RRI); and
d) the accuracy level of the algorithms for solving
the transcendentals, (D).
Appendix A contains a print-out of the actual Fortran IV pro-
gram used in the computation.
Two computational algorithms were invented to solve the
transcendental equations involved in computing the roots. The
first algorithm that we shall describe is incorporated in the
computer program for the solution of Equation 4.44.
Refer to Figure 4.7, in which each side of Equation 4.44
is shown as a function of X. The problem is to find X s, the
abscissa at their intersection. Let h () be the line from
(0,1) to (c,e), with equation
h () = e-1 + 1 (4.54)1 c
The abscissa X is determined by the intersection of the two
lines h () and a(P,k)X. From hi(X) = a(0,k)k1 we get
(See
Fig.
(See
Fig.
4.10)
Figure 4.6
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L
y(X)
y(k) = a(S,k)'X
cy = e
X' x
s 2
Figure 4.7
3
x
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c
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35
= C (4.55)lc-a($,k)-e+1
Xl
The line h () is then defined by the points (0,1) and (X11e ).
The intersection of h2 (X) and a( ,k)X determines X2' i.e.
X = (4.56)2 X a (O, k)-exp(X 1/c)+l
r1
which in turn defines h 3(X). In general, we have
X.
S(4.57)i+1 X a(O,k)-exp(X /c)+1
We continue in this manner until a(O,k)k . - exp(X ./c) is less
J J
than some predetermined accurracy level, D. The true solution
X , is then approximated by X . with accurracy D. Note that
s 3
the algorithm converges from one side (i.e. from above).
Figure 4.8 is a flow chart of this algorithm which is contained
in the "COMPUTE X" block of Figure 4.6.
The other algorithm incorporated in the computer program
is designed to solve Equation 4.53, the transcendental equation
required for the computation of the real positive root when
c is even.
Refer to Figure 4.9 in which each side of Equation 4.53
is shown as a function of a. (Let 1(a) and r (a) be the left-
hand and right-hand sides, respectively.) The problem is to
i =0
0
i+1 X a (,k ) -exp ( ./c ) +1
Is
a ( $,k) i+1 (X i+1T/c)
SOLUT ION = k
1+1
Figure 4.8
iiit
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Ir(a)
1(ca) = ec
r~ ) = x
e, x
0 0 2 s 1
Figure 4.9
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38
find a , the abscissa at their intersection. Let a0 equal X;
this establishes a lower bound on the search for a must lie
s
to the right of X. The abscissa a 1 is determined by equating
r(a) to 1(X), i.e.
Sc
=e (4.58)
a 1 = X l + exp(-X/cl (4.59)
The abscissa a2 is then obtained by equating r(a2) to 1(M ),
where a 1 is given by Equation 4.59.
a2 =X 11 + exp(-a 1/c)1 (4.60)
Continuing in this manner,
illustrated in Figure 4.9,
we follow the converging1 path
and have in general
a i = x 1 + exp(-a./c)1 (4.61)
1That this procedure is convergent can be seen by noting that
r(a) is asymptotic to X and by using simple geometric arguments.
39
Whenever the absolute magnitude of the difference between two
successive approximations (i.e. a . - a j becomes less
than some predetermined accuracy, D, we stop iterating and
accept the latest approximation, al., as the solution. Figure
4.10 is a flow chart of this algorithm which is contained in
the "COMPUTE REAL ROOTS" block of Figure 4.6.
40
Figure 4.10
41
V. NUMERICAL RESULTS AND DISCUSSION
Figure 5.1 shows the roots of the characteristic equation
for the case c = 10. The lines k = 1,...,4 are the members of
the conjugate pairs which have a positive 5.
Figure 5.2 is a plot of the mean station waiting time,
s (c,k), versus the arrival rate, X, for carrier capacities
for 2 to 10. (Recall that one unit of time is equal to the
minimum carrier headway.) The lower bound on W s(c,k) (dashed
line if Figure 5.2) results from the requirement that X must
be less than c in order for the carrier queue to be in
equilibrium.
Figure 5.3 illustrates the relationship between the mean
queue waiting time, q (c,k), and the arrival rate for theq
indicated values of c. Arrival rates approaching the capacity
of the carrier produce very large values of W (c,k). Theq
curves in Figure 5.3 have been truncated at W (c,k) = 1.0,q
although the curves approach infinity.
Figure 5.4 is a plot of the mean total waiting time t (cX)
for the cases c=2,3,4. Notice that for a given carrier
capacity, the mean station waiting time is the major component
of W t(c,k) for low (relative to c) arrival rates. For arrival
rates close to c, the mean queue waiting time is the dominant
factor. In general, for a given arrival rate, the carrier
capacity which minimizes the mean total waiting time is that
capacity closest to the value of the arrival rate, yet just
large enough to be outside the extremely sensitive region of
the mean queue waiting time.
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APPENDIX A
Computer Program Used to Compute the Roots
of the Characteristic Equation
47
GRONINGER
C PROGRAM FOR THE
DSR 6101
SOLUTIONS OF THE CHARACTERISTIC EQUATION OF THE QUEUE
100 FORMAT(218,3F8.4)
200 FORMAT(18X,2HC=13,3X,18HNO SOLUTION FOR K=13,1X,22HAND BETA GREATE
IR THAN F5.2/)
300 FORMAT(18X,2HC=I3,3X,2HK=I3,3X,5HBETA=F5.2,3X,6HALPHA=F6.2,3X,7HLA
1MBDA=F6.2)
400 FORMAT(18X,14HREAL ROOT* C=13,3X,7HLAMBDA=F6.2,3X,6HALPHA=F6.2)
500 FORMAT(/18X,8HC RANGE 13,1X,3HTO 13,2X,9HBETA INC=F4.2,2X,6HOELTA=
1F5.3/)
600 FORMAT(///)
,0001
0002
0003
s0004
.0005
0006
0007
0008
0009
0010
0011
0012
0013
0014
0015
0016
0017
.0018
0019
0020
0021
0022
0023
0024
0025
0026
0027
0028
0029
0030
,0031
0032
0033
0034
0035
0036
0037
0038
0039
.0040
40041
,0042
%0043
.0044
s0045
,0046
t0047
,0048
INC., CONVERGENCE TEST
GO
C INPUTS- INITIAL C, FINAL C, BETA INC., LAMBDA
14 READ(5,100) ICLCBI,RRI,D
WRITE(6,500) ICLC,BI,D
DO 30 ICI=IC,LC,1
WRITE(6,600)
FIC=FLOAT( ICI)
NB=IFIX(FIC/BI)
KL=ICI/2+1
DO 20 IK=IKLl
IJ=IK-1
FIK=FLOAT(IJ)
IFIFLOAT(KL-1)-FIK) 1,2,4
2 IF(FIC/2.-FLOAT(ICI/2)) 1,11,4
C SUBPROGRAM- IF C EVEN, SOLVE FOR REAL ROOTS
11 LA=IFIX(FIC/RRI)
DO 40 1=1,LA,1
FI=FLOAT( I)
AE=FI*RRI
AL=AE
13 X=AL*(1.+EXP(-AE/FIC))
IF(ABS(X-AE)-D) 40,12,12
12 AE=X
GO TO 13
40 WRITE(6,400) ICIAL,X
C END SUBPROGRAM
GO TO 30
4 8=81
DO 10 18=1,NB,1
ARG=(B+6.2831853*FIK)/FIC
G=B*COS(ARG)/SIN(ARG)
S=EXP(G/FIC)*SIN(ARG)/B
IF(S-EXP(1.)/FIC) 5,5,6
5 WRITE(6,200) ICI,IJB
GO TO 20
6 AR=FIC
8 AR=AR/(AR*S-EXP(AR/FIC)+1.)
IFIAR*S-EXP(AR/FIC)-D) 7,8,8
7 A AR-G
WRITE(6,300) ICIIJ,8,A,AR
10 8=8+81
20 CONTINUE
30 CONT INUE
WRITE(6,600)
GO TO 14
1 END
48
APPENDIX B
Example of Output from the Computer Program
C RANGE 2 TO 10 BETA INC=0.10 DELTA=0.001
C= 2 NO SOLUT ION FOR K= 0 AND BETA GREATER THAN 0.10
REAL ROOT* C= 2 LAMBDA= 0.20 ALPHA= 0.37
REAL ROOT* C= 2 LAMBDA= 0.40 ALPHA= 0.68
REAL ROOT* C= 2 LAMBDA= 0.60 ALPHA= 0.97
_REAL ROOT* C= 2 LAMBDA= 0.80 ALPHA= 1.23
REAL ROOT* C= 2 LAMBDA= 1.00 ALPHA= 1.48
REAL ROOT* C= 2 LAMBDA= 1.20 ALPHA= 1.71
REAL ROOT* C= 2 LAMBDA= 1.40 ALPHA= 1.93
REAL ROOT* C= 2 LAMBDA= 1.60 ALPHA= 2.15
REAL ROOT* C= 2 LAMBDA= 1.80 ALPHA= 2.35
REAL ROOT* C= 2 LAMBDA= 2.00 ALPHA= 2.56
C= 3 NO SOLUTION FOR K=
C 3 K
C 3 K=
C= 3 K=
C= 3 K=
C 3 K=
C= 3 K=
C= 3 NO
I BETA= 0.10
1 BETA= 0.20
1 BETA= 0.30
1 BETA= 0.40
1 BETA= 0.50
1 BETA= 0.60
SOLUTION FOR K=
0 AND BETA GREATER THAN
ALPHA= 0.19 LAMBDA=
ALPHA= 0.41 LAMBDA=
ALPHA= 0.68 LAMBDA=
ALPHA= 1.02 LAMBDA=
ALPHA= 1.47 LAMBDA=
ALPHA= 2.19 LAMBDA=
1 AND BETA GREATER THAN
C 4 NO SOLUTION FOR K=
C= 4
C= 4
C= 4
C= 4
C= 4
C= 4
C= 4
C= 4
C= 4
C= 4
C= 4
C= 4
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
NO
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
1 BETA= 0.10
1 BETA= 0.20
1 BETA= 0.30
1 BETA= 0.40
1 BETA= 0.50
1 BETA= 0.60
1 BETA= 0.70
1 BETA= 0.80
1 BETA= 0.90
1 BETA= 1.00
1 BETA= 1.10
1 BETA= 1.20
SOLUTION FOR K=
4
4
4
4
4
4
4
4
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
0 AND BETA GREATER THAN
ALPHA= 0.11 LAMBDA=
ALPHA= 0.22 LAMBDA=
ALPHA= 0.35 LAMBDA=
ALPHA= 0.50 LAMBDA=
ALPHA= 0.66 LAMBDA=
ALPHA= 0.84 LAMBDA=
ALPHA= 1.05 LAMBDA=
ALPHA= 1.29 LAMBDA=
ALPHA= 1.57 LAMBDA=
ALPHA= 1.93 LAMBDA=
ALPHA= 2.39 LAMBDA=
ALPHA= 3.09 LAMBDA=
1 AND BETA GREATER THAN
0.20
0.40
0.60
0.80
1.00
1.20
1.40
1.60
ALPHA=
ALPHA=
ALPHA=
ALPHA=
ALPHA=
ALPHA=
ALPHA=
ALPHA=
0.38
0.73
1.06
1.37
1.66
1.94
2.21
2.46
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0.10
0.13
0.28
0.46
0.71
1.06
1.66
0.70
0.10
0.10
0.21
0.33
0.46
0.59
0.75
0.92
1.13
1.37
1.67
2.08
2.72
1.30
C=
c =
C=
C=
C=
C=
C=
C=
C= 5 NO SOLUTION FOR K= 0 AND BETA GREATER THAN 0.10
_1
1
_1
1
1
1
BETA= 0.10
BETA= 0.20
BETA= 0.30
BETA= 0.40
BETA= 0.50
BETA= 0.60
BETA= 0.70
BETA= 0.80
BETA= 0.90
BETA= 1.00
BETA= 1.10
BETA= 1.20
BETA= 1.30
BETA= 1.40
BETA= 1.50
BETA= 1.60
BETA= 1.70
BETA= 1.80
SOLUTION FOR K=
C= 5 K= 2 BETA= 0.10
C= 5 K= 2 BETA= 0.20
C= 5 K= 2 BETA= 0.30
C= 5 K= 2 BETA= 0.40
C= 5 K= 2 BETA= 0.50
C= 5 K= 2 _ BETA= 0.60
C= 5 NO SOLUTION FOR K=
ALPHA= 0.08
ALPHA= 0.16
ALPHA= 0.25
ALPHA= 0.35
ALPHA= 0.45
ALPHA= 0.57
ALPHA= 0.69
ALPHA= 0.83
ALPHA= 0.98
ALPHA= 1.15
ALPHA= 1.34
ALPHA= 1.55
ALPHA= 1.79
ALPHA= 2.07
ALPHA= 2.41
ALPHA= 2.83
ALPHA= 3.40
LAMBDA= 0.11
LAMBDA= 0.21
LAMBDA= 0.33
LAMBDA= 0.44
LAMBDA= 0.56
LAMBDA= 0.69
LAMBDA= 0.82
LAMBDA= 0.96
LAMBDA= 1.11
__LAMBDA= 1.27
LAMBDA= 1.45
LAMBDA= 1.64
LAMBDA= 1.86
LAMBDA= 2.12
LAMBDA= 2.43
LAMBDA= 2.82
LAMBDA= 3.36
ALPHA= 4.66 LAMBDA=
1 AND BETA GREATER THAN
4.58
1.90
ALPHA= 0.33 LAMBDA= 0.19
ALPHA= 0.72 LAMBDA= 0.42
ALPHA= 1.17 LAMBDA= 0.71
ALPHA= 1.74 LAMBDA= 1.09
ALPHA= 2.49 LAMBDA= 1.63
ALPHA= 3.62 LAMBDA= 2.54
2 AND BETA GREATER THAN 0.70
C= 6 NO SOLUTION FOR K=
C= 6 K= 1 BETA= 0.10
C= 6 K= 1 BETA= 0.20
C= 6 K= I BETA= 0.30
C= 6 K= I BETA= 0.40
C= 6 K= 1 BETA= 0.50
C= 6 K= 1 BETA= 0.60
C= 6 K= 1 BETA= 0.70
C= 6 K= I BETA= 0.80
C= 6 K= 1 BETA= 0.90
C= 6 K= 1 BETA= 1.00
C= 6 K= I BETA= 1.10
C= 6 K= 1 BETA= 1.20-
C= 6 K= 1 BETA= 1.30
C= 6 K= _ BETA= 1.40
0 AND BETA GREATER THAN
ALPHA= 0.06 LAMBDA=
ALPHA= 0.12 LAMBDA=
ALPHA= 0.19 LAMBDA=
ALPHA= 0.27 LAMBDA=
ALPHA= 0.35 LAMBDA=
ALPHA= 0.44 LAMBDA=
ALPHA= 0.53 LAMBDA=
ALPHA= 0.63 LAMBDA=
ALPHA= 0.74 LAMBDA=
ALPHA= 0.86 LAMBDA=
ALPHA= 0.99 LAMBDA=
ALPHA= 1.12 LAMBDA=
ALPHA= 1.28 LAMBDA=
ALPHA= 1.44 LAMBDA= 1.86
REAL
REAL
REAL
REAL
REAL
RE AL
REAL
REAL
REAL
REAL
REAL
REAL
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
NO
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
5
0.10
0.12
0.23
0.35
0.47
0.59
0.71
0.83
0.96
1.09
1.-23
1.38
1.53
1.69
_
ROOT* C= 4 LAMBDA= 1.80 ALPHA= 2.71
ROOT* C= 4 LAMBDA= 2.00 ALPHA= 2.96 50
ROOT* C= 4 LAMBDA= 2.20 ALPHA= 3.19
ROOT* C= 4 LAMBDA= 2.40 ALPHA= 3.42
ROOT* C= 4 LAMBDA= 2.60 ALPHA= 3.65
ROOT* C= 4 LAMBDA= 2.80 ALPHA= 3.87
ROOT* C= 4 LAMBDA= 3.00 ALPHA= 4.08
ROOT* C= 4 LAMBDA= 3.20 ALPHA= 4.29 -__.___2___9
ROOT* C= 4 LAMBDA= 3.40 ALPHA= 4.50
ROOT* C= 4 LAMBDA= 3.60 ALPHA= 4.71
ROOT* C= 4 LAMBDA= 3.80 ALPHA= 4.91
ROOT* C= 4 LAMBDA= 4.00 ALPHA= 5.11
BETA= 0.10
BETA= 0.20
BETA= 0.30
BETA= 0.40
BETA= 0.50
BETA= 0.60
BETA= 0.70
BETA= 0.80
BETA= 0.90
BETA= 1.00
BETA= 1.10
BETA= 1.20
BETA= 1.30
ALPHA= 1.62 LAMBDA= 2.04C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
ALPHA= 0.18
ALPHA= 0.38
ALPHA= 0.59
ALPHA= 0.82
ALPHA= 1.08
ALPHA= 1.36
ALPHA= 1.68
ALPHA= 2.04
ALPHA= 2.45
ALPHA= 2.94
ALPHA= 3.56
ALPHA= 4.39
ALPHA= 5.88
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
C= 6 NO SOLUTION FOR K= 2 AND BETA GREATER THAN 1.40
REAL ROOT* C= 6 LAMBDA= 0.20 ALPHA= 0.39
REAL ROOT* C = 6 LAMBDA= 0.40 ALPHA= 0. 75
REAL ROOT* C= 6 LAMBDA= 0.60 ALPHA= 1.10
REAL ROOT* C= 6 LAMBDA 0.80 ALPHA= 1.43
REAL ROOT* C= 6 LAMBDA= 1.00 ALPHA= 1.75
REAL ROOT* C= 6 LAMBDA= 1.20 ALPHA= 2.05
REAL ROOT* C= 6 LAMBDA= 1.40 ALPHA= 2.35
REAL ROOT* C= 6 LAMBDA= 1.60 ALPHA 2.63
REAL ROOT* C= 6 LAMBDA= 1.80 ALPHA= 2.91
REAL ROOT* C= 6 LAMBDA= 2.00 ALPHA= 3.18
REAL ROOT* C= 6 LAMBDA= 2.20 ALPHA= 3.44
REAL ROOT* C= 6 LAMBDA 2.40 ALPHA= 3.70
REAL ROOT* C= 6 LAMBDA= 2.60 ALPHA= 3.95
REAL ROOT* C= 6 LAMBDA 2.80 ALPHA-= 4.19
REAL ROOT* C= 6 LAMBDA= 3.00 ALPHA= 4.43
REAL ROOT* C= 6 LAMBDA= 3.20 ALPHA= 4.67
REAL ROOT* C= 6 LAMBDA= 3.40 ALPHA= 4.90
REAL ROOT* C= 6 LAMBDA= 3.60 ALPHA= 5.13
REAL ROOT* C= 6 LAMBDA= 3.80 ALPHA= 5.36
REAL ROOT* C= 6 LAMBDA= 4.00 ALPHA= 5.58
REAL ROOT* C: 6 LAMBDA= 4.20 ALPHA= 5.80
REAL ROOT* C= 6 LAMBDA= 4.40 ALPHA= 6.01
REAL ROOT* C= 6 LAMBDA= 4.60 ALPHA= 6.23
REAL ROOT* C= 6 LAMBDA= 4.80 ALPHA= 6.44
REAL ROOT* C= 6 LAMBDA= 5.00 ALPHA= 6.65
REAL ROOT* C= 6 LAMBDA= 5.20 ALPHA= 6.86
REAL ROOT* C= 6 LAMBDA= 5.40 ALPHA= 7.06
REAL ROOT* C= 6 LAMBDA= 5.60 ALPHA= 7.27
REAL ROOT* C= 6 LAMBDA= 5.80 ALPHA= 7.47
REAL ROOT* C= 6 LAMBDA= 6.00 ALPHA= 7.67
C= 7 NO SOLUTION FOR K= 0 AND BETA GREATER THAN 0.10
BETA 0.10
BETA= 0.20
BETA 0.30
BETA= 0.40
ALPHA=
ALPHA=
ALPHA=
ALPHA=
0.05
0.10
0.16
0.22
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
O.13
0.25
0.38
0.51
6
6
6
6
6
6
6
6
6
6
K=
K=
K=
K=
K=
K=
K=
K=
K=
NO
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
6
6
6
6
6
6
6
6
6
6
6
6
6
K:: 2
K:: 2
K:: 2
~K:: 2
K:: 2
K:: 2
7
7
1
1
7
7
1
1
I BETA= 1.50
1 BETA= 1.60
1 BETA= 1.70
1 BETA= 1.80
1 BETA= 1.90
1 BETA= 2.00
1 BETA= 2.10
1 BETA= 2.20
1 BETA= 2.30
SOLUTIONFOR K=
ALPHA= 1.82 LAMBDA=
ALPHA= 2.05 LAMBDA=
ALPHA= 2.30 LAMBDA=
ALPHA= 2.59 LAMBDA=
ALPHA= 2.94 LAMBDA=
ALPHA= 3.37 LAMBDA=
ALPHA= 3.97 LAMBDA=
ALPHA= 5.24 LAMBDA=
1 AND BETA GREATER THAN
2.24 5 1
2.46
2.71 ___
2.99
3.33
3.74
4.32
5.57
2.40
0.12
0.25
0.39 ____
0.55
0.73--.
0.93
1.15
1.42
1.73 ----
2.12
2.62
3.33
4.70
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K= 2
C= 7 K=
C= 7 NO
2
BETA= 0.10 ALPHA= 0.13 LAMBDA= 0.10
BETA= 0.20 ALPHA= 0.27 LAMBDA= 0.21
BETA= 0.30 ALPHA= 0.41 LAMBDA= 0.33
BETA= 0.40 ALPHA= 0.57 LAMBDA= 0.45
BETA= 0.50 ALPHA= 0.73 LAMBDA= 0.58
BETA= 0.60 ALPHA= 0.91 LAMBDA= 0.72
BETA= 0.70 ALPHA= 1.10 LAMBDA= 0.86
BETA= 0.80 ALPHA= 1.30 LAMBDA= 1.02
BETA= 0.90 ALPHA= 1.52 LAMBDA= 1.19
BETA= 1.00 ALPHA= 1.76 LAMBDA= 1.38
BETA= 1.10 ALPHA= 2.02 LAMBDA= 1.58
BETA= 1.20 ALPHA= 2.31 LAMBDA= 1.81
BETA= 1.30 ALPHA= 2.63 LAMBDA= 2.06
BETA= 1.40 ALPHA= 2.99 LAMBDA= 2.35
BETA= 1.50 ALPHA= 3.40 LAMBDA= 2.69 ___
BETA= 1.60 ALPHA= 3.88 LAMBDA= 3.10
BETA= 1.70 ALPHA= 4.46 LAMBDA= 3.60
BETA= 1.80 ALPHA= 5.23 LAMBDA= 4.29
BETA= 1.90 ALPHA= 6.48 LAMBDA= 5.46
SOLUTION FOR K= 2 AND BETA GREATER THAN 2.00
C: 7 K= 3 BETA= 0.10
C= 7 K= 3 BETA= 0.20
C= 7 K= 3 BETA= 0.30
C= 7 K= 3 BETA= 0.40
C= 7 K= 3 BETA= 0.50
C= 7 K= 3 BETA= 0.60
C= 7 NO SOLUTION FOR K=
ALPHA= 0.47 LAMBDA= 0.25
ALPHA= 1.01 LAMBDA= 0.57
ALPHA= 1.66 LAMBDA= 0.96
ALPHA= 2.46 LAMBDA= 1.49
ALPHA= 3.50 LAMBDA= 2.24
ALPHA= 5.06 LAMBDA= 3.48
3 AND BETA GREATER THAN 0.70
C= 8 NO SOLUTION FOR K= 0 AND BETA GREATER THAN 0.10
BETA= 0.10
BETA= 0.20
BETA= 0.30
BETA= 0.40
BETA= 0.50
BETA= 0.60
C=
C=
C=
C=
C=
C=
8
8
B
8
8
8
1
1
1
1
1
1
ALPHA=
ALPHA=
ALPHA=
ALPHA=
ALPHA=
ALPHA=
0.04
0.09
0.14
0.19
0.25
0.31
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA-=
LAMBDA=
LAMBDA=
0.14
0.28
0.42
0.55
0.69
0.82
C= 7 K= 1 BETA= 0.50 ALPHA= 0.29 LAMBDA= 0.63
C= 7 K= I BETA= 0.60 ALPHA= 0.36 LAMBDA= 0.76 5 
C= 7 K= 1 BETA= 0.70 ALPHA= 0.44 LAMBDA= 0.89
C= 7 K= 1 BETA= 0.80 ALPHA= _0.52 LAMBDA= 1.02
C= 7 K= 1 BETA= 0.90 ALPHA= 0.60 LAMBDA= 1.15
C= 7 K= 1 BETA= 1.00 ALPHA= 0.69 LAMBDA= 1.28
C= 7 K= 1 BETA= 1.10 ALPHA= 0.79 LAMBDA= 1.42
C= 7 K= 1 BETA= 1.20 ALPHA= 0.90 LAMBDA= 1.56____
C= 7 K= 1 BETA= 1.30 ALPHA= 1.01 LAMBDA= 1.70
C= 7 K= 1 BETA= 1.40 ALPHA=_ 1.13 LAMBDA= 1.85
C= 7 K= 1 BETA= 1.50 ALPHA= 1.26 LAMBDA= 2.00
C= 7 K= 1 BETA= 1.60 ALPHA= 1.41 LAMBDA= 2.17
C= 7 K= 1 BETA= 1.70 ALPHA= 1.56 LAMBDA= 2.34
C= 7 K= 1 BETA= 1.80 ALPHA= 1.72 LAMBDA= 2.52 
_
C= 7 K= 1 BETA= 1.90 ALPHA= 1.90 LAMBDA= 2.71
C= 7 K= 1 BETA= 2.00 ALPHA= 2.10 LAMBDA: 2.92
C= 7 K= 1 BETA= 2.10 ALPHA= 2.32 LAMBDA= 3.14
C= 7 K: 1 BETA= 2.20 ALPHA= 2.56 LAMBDA= 3.39
C= 7 K= 1 BETA= 2.30 ALPHA= 2.84 LAMBDA= 3.67
C= 7 K= I BETA= 2.40 ALPHA= 3.17 LAMBDA= 3.99
C= 7 K= 1 BETA= 2.50 ALPHA= 3.55 LAMBDA= 4.37
C= 7 K= 1 BETA= 2.60 ALPHA= 4.05 LAMBDA= 4.86
C= 7 K= 1 BETA= 2.70 ALPHA= 4.77 LAMBDA= 5.57
C= 7 NO SOLUTION FOR K= 1 AND BETA GREATER THAN 2.80
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=_
C=
C=
C=C::
C::
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
8
L= 8 K= 1 BETA= 3.00 ALPHA= 4.29 LAMBDA= 5.59
C= 8 K= 1 BETA= 3.10 ALPHA= 4.91 LAMBDA= 6.22
C= 8 K= I BETA= 3.20 ALPHA= 6.20 LAMBDA= 7.50
C= 8 NO SOLUTION FOR K= 1 AND BETA GREATER THAN 3.30
C= 8 K= 2 BETA= 0.10 ALPHA= 0.10 LAMBDA= 0.10
C= 8 K= 2 BETA= 0.20 ALPHA= 0.21 LAMBDA= 0.21
C= 8 K= 2 BETA= 0.30 ALPHA= 0.32 LAMBDA 0.31
C= 8 K= 2 BETA= 0.40 ALPHA= 0.44 LAMBDA= 0.42
C= 8 K= 2 BETA= 0.50 ALPHA= 0.57 LAMBDA= 0.54
C= 8 K= 2 BETA= 0.60 ALPHA= 0.70 LAMBDA= 0.66
C= 8 K= 2 BETA= 0.70 ALPHA= 0.84 LAMBDA= 0.78
C= 8 K= 2 BETA= 0.80 ALPHA= 0.99 LAMBDA= 0.91
C= 8 K= 2 BETA= 0.90 ALPHA= 1.15 LAMBDA= 1.05
C= 8 K= 2 BETA= 1.00 ALPHA= 1.31 LAMBDA= 1.19
C= 8 K= 2 BETA= 1.10 ALPHA= 1.49 LAMBDA= 1.34
C= 8 K= 2 BETA= 1.20 ALPHA= 1.68 LAMBDA= 1.50
C= 8 K= 2 BETA= 1.30 ALPHA= 1.88 LAMBDA= 1.67
C= 8 K= 2 BETA= 1.40 ALPHA= 2.10 LAMBDA= 1.85
C= 8 K= 2 BETA= 1.50 ALPHA= 2.33 LAMBDA= 2.04
C= 8 K= 2 BETA= 1.60 ALPHA= 2.58 LAMBDA= 2.25
C= 8 K= 2 BETA= 1.70 ALPHA= 2.85 LAMBDA= 2.49
C= 8 K= 2 BETA= 1.80 ALPHA 3.15 LAMBDA= 2.74
C= 8 K= 2 BETA= 1.90 ALPHA= 3.48 LAMBDA= 3.02
C= 8 K= 2 BETA= 2.10 ALPHA= 3.85 LAMBDA= 3.34C=: 8 K=: 2 BETA:: 2.10 ALPHA: 4.2 L =BD: 3.71
C= 8 K= 2 BETA= 2.20 ALPHA= 4.77 LAMBDA= 4.15
C= 8 K= 2 BETA= 2.30 ALPHA= 5.38 LAMBDA= 4.70
C= 8 K= 2 BETA= 2.40 ALPHA= 6.19 LAMBDA 5.45
C= 8 K= 2 BETA= 2.50 ALPHA= 7.62 LAMBDA= 6.81
C 8 NO SOLUTION FOR K 2 AND BETA GREATER THAN 2.60
K= 3 BETA= 0.10
K 3 BETA= 0.20
K= 3 BETA= 0.30
K= 3 BETA= 0.40
K= 3 BETA= 0.50
K= 3 BETA= 0.60
K= 3 BETA= 0.70
K= 3 BETA= 0.80
K= 3 BETA= 0.90
K= 3 BETA 1.00
K= 3 BETA= 1.10
ALPHA= 0.25 LAMBDA= 0.15
ALPHA= 0.52 LAMBDA= 0.31
ALPHA= 0.81 LAMBDA= 0.49
ALPHA= 1.13 AMBDA= 0.6
ALPHA= 1.48 LAMBDA= 0.91
ALPHA 1.86 LAMBDA= 1.16
ALPHA= 2.28 LAMBDA= 1.45
ALPHA= 2.76 LAMBDA= 1.79
ALPHA= 3.32 LAMBDA= 2.19
ALPHA= 3.96 LAMBDA= 2.68
ALPHA= 4.76 LAMBDA= 3.30
C=
C=-
C=
C=
C=
C::
C=:
C=
Ct=
C=
8
86
8
8
8
8
8
8
8
K= I
K= 1
K= 1
K= 1
K= 1
K= 1
K= I
K= I
K= 1
K= I
K= 1
K= 1
K= 1
K= 1
K= 1
K= 1
K= 1
K= I
K= 1
K= 1
K= 1
K= 1
BETA= 0.70 ALPHA= 0.37 LAMBDA= 0.96
BETA= 0.80 ALPHA= 0.44 LAMBDA= 1.09 53_
BETA= 0.90 ALPHA= 0.51 LAMBDA= 1.23
BETA= 1.00 ALPHA= 0.59 LAMBDA= 1.36
BETA= 1.10 ALPHA= 0.67 LAMBDA= 1.50
BETA= 1.20 ALPHA= 0.75 LAMBDA= 1.64
BETA= 1.30 ALPHA= 0.85 LAMBDA= 1.78
BETA= 1.40 ALPHA= 0.94 LAMBDA= 1.92
BETA= 1.50 ALPHA= 1.05 LAMBDA= 2.07
BETA= 1.60 ALPHA= 1.16 LAMBDA= 2.22
BETA= 1.70 ALPHA= 1.28 LAMBDA= 2.37
BETA= 1.80 ALPHA= 1.40 LAMBDA= 2.53
BETA= 1.90 ALPHA= 1.54 LAMBDA= 2.70
BETA= 2.00 ALPHA= 1.68 LAMBDA= 2.87
BETA= 2.10 ALPHA= 1.84 LAMBDA= 3.05
BETA= 2.20 ALPHA= 2.01 LAMBDA= 3.24
BETA= 2.30 ALPHA 2.20 LAMBDA= 3.45
BETA: 2.40 ALPHA= 2.40 LAMBDA: 3.66
BETA= 2.50 ALPHA= 2.62 LAMBDA= 3.89
BETA= 2.60 ALPHA= 2.86 LAMBDA= 4.15
BETA= 2.70 ALPHA= 3.14 LAMBDA= 4.44
BETA= 2.80 ALPHA= 3.45 LAMBDA= 4.76
BETA= 2.90 ALPHA= 3.83 LAMBDA= 5.13
C= 8 K= 3 BETA= 1.20 ALPHA= 5.81 LAMBDA= 4.18
C= 8 K= 3 BETA= 1.30 ALPHA= 7.51 LAMBDA= 5.70 54
C= 8 NO SOLUTION FOR K= 3 AND BETA GREATER THAN 1.40
REAL ROOT* C= 8 LAMBDA= 0.20 ALPHA= 0.39
REAL ROOT* C= 8 LAMBDA= 0.40 ALPHA= 0.76
REAL ROOT* C= 8 LAMBDA= 0.60 ALPHA= 1.12
REAL ROOT* C= 8 LAMBDA= 0.80 ALPHA= 1.47
REAL ROOT* C= 8 LAMBDA= 1.00 ALPHA= 1.80
REAL ROOT* C= 8 LAMBDA= 1.20 ALPHA= 2.12
REAL ROOT* C= 8 LAMBDA= 1.40 ALPHA= 2.43
REAL ROOT* C= 8 LAMBDA= 1.60 ALPHA= 2.74
REAL ROOT* C= 8 LAMBDA= 1.80 ALPHA= 3.03
REAL ROOT* C= 8 LAMBDA= 2.00 ALPHA= 3.32
REAL ROOT* C= 8 LAMBDA= 2.20 ALPHA= 3.60
REAL ROOT* C= 8 LAMBDA= 2.40 ALPHA= 3.88
REAL ROOT* C= 8 LAMBDA= 2.60 ALPHA= 4.15
REAL ROOT* C= 8 LAMBDA= 2.80 ALPHA= 4.41
REAL ROOT* C= 8 LAMBDA= 3.00 ALPHA= 4.67
REAL ROOT* C= 8 LAMBDA= 3.20 ALPHA= 4.93
REAL ROOT* C= 8 LAMBDA= 3.40 ALPHA= 5.18
REAL ROOT* C= 8 LAMBDA= 3.60 ALPHA= 5.43
REAL ROOT* C= 8 LAMBDA= 3.80 ALPHA= 5.67
REAL ROOT* C= 8 LAMBDA= 4.00 ALPHA= 5.91
REAL ROOT* C= 8 LAMBDA= 4.20 ALPHA= 6.15
REAL ROOT* C= 8 LAMBDA= 4.40 ALPHA= 6.38
REAL ROOT* C= 8 LAMBDA= 4.60 ALPHA= 6.61
REAL ROOT* C= 8 LAMBDA= 4.80 ALPHA=_ 6.84
REAL ROOT* C= 8 LAMBDA= 5.00 ALPHA= 7.07
REAL ROOT* C= 8 LAMBDA= 5.20 ALPHA= 7.29
REAL ROOT* C= 8 LAMBDA= 5.40 ALPHA 7.51
REAL ROOT* C= 8 LAMBDA= 5.60 ALPHA= 7.73
REAL ROOT* C= 8 LAMBDA= 5.80 ALPHA= 7.95
REAL ROOT* C= 8 LAMBDA= 6.00 ALPHA= 8.16
REAL ROOT* C= 8 LAMBDA= 6.20 ALPHA= 8.38
REAL ROOT* C= 8 LAMBDA= 6.40 ALPHA= 8.59
REAL ROOT* C= 8 LAMBDA= 6.60 ALPHA= 8.80
REAL ROOT* C= 8 LAMBDA= 6.80 ALPHA= 9.01
REAL ROOT* C= 8 LAMBDA= 7.00 ALPHA= 9.21
REAL ROOT* C= 8 LAMBDA= 7.20 ALPHA= 9.42_
REAL ROOT* C= 8 LAMBDA= 7.40 ALPHA= 9.62
REAL ROOT* C= 8 LAMBDA= 7.60 ALPHA= 9.83
REAL ROOT* C= 8 LAMBDA= 7.80 ALPHA= 10.03
REAL ROOT* C= 8 LAMBDA= 8.00 ALPHA= 10.23
C= 9 NO SOLUTION FOR K= 0
C= 9 K= 1 BETA= 0.10
C= 9 K= 1 BETA= 0.20
C= 9 K= 1 BETA= 0.30
C= 9 K= 1 BETA= 0.40-
1 BETA=
1 BETA=
1 BETA=
1 BETA=
1 BETA=
1 BETA=
1 BETA=
1 BETA=_
1 BETA=
1 BETA=
1 BETA=
1 BETA=
0.50
0.60
0.70
0.80
0.90
1.00
1.10
1.20-
1.30
1.40
1.50
1.60
AND BETA GREATER THAN 0.10
ALPHA= 0.04 LAMBDA= 0.15
ALPHA= 0.08 LAMBDA= 0.31
ALPHA= 0.12 LAMBDA= 0.46
ALPHA= 0.17 LAMBDA= 0.60
ALPHA= 0.22 LAMBDA= 0.75
ALPHA= 0.27 LAMBDA= 0.89
ALPHA= 0.32 LAMBDA= 1.04
ALPHA= 0.38 LAMBDA= 1.18
ALPHA= 0.44 LAMBDA= 1.32
ALPHA= 0.51 LAMBDA= 1.46
ALPHA= 0.58 LAMBDA= 1.60
ALPHA=- 0.65 LAMBDA= 1.75 __
ALPHA= 0.73 LAMBDA= 1.89
ALPHA= 0.81 LAMBDA= 2.03
ALPHA= 0.90 LAMBDA= 2.18
ALPHA= 0.99 LAMBDA= 2.33
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C= 9 K= 2 BETA= 0.10 ALPHA= 0.09 LAMBDA= 0.10
C= 9 K= 2 BETA= 0.20 ALPHA= 0.18 LAMBDA= 0.21
C= 9 K= 2 BETA= 0.30 ALPHA= 0.27 LAMBDA= 0.31
C= 9 K= 2 BETA= 0.40 ALPHA= 0.37 LAMBDA= 0.42
C= 9 K= 2 BETA= 0.50 ALPHA= 0.47 LAMBDA= 0.53
C= 9 K= 2 BETA= 0.60 ALPHA= 0.58 LAMBDA= 0.64
C= 9 K= 2 BETA= 0.70 ALPHA= 0.69 LAMBDA= 0.76
C= 9 K 2 BETA= 0.80 ALPHA= 0.81 LAMBDA= 0.88
C= 9 K= 2 BETA= 0.90 ALPHA= 0.93 LAMBDA= 1.00
C= 9 K= 2 BETA= 1.00 ALPHA= 1.07 LAMBDA= 1.13
C= 9 K= 2 BETA= 1.10 ALPHA= 1.20 LAMBDA= 1.26
C= 9 K= 2 BETA= 1.20 ALPHA= 1.35 LAMBDA= 1.39
C= 9 K= 2 BETA= 1.30 ALPHA= 1.50 LAMBDA= 1.54
C= 9 K= 2 BETA= 1.40 ALPHA= 1.66 LAMBDA= 1.68
C= 9 K= 2 BETA= 1.50 ALPHA= 1.83 LAMBDA= 1.84
C= 9 K= 2 BETA= 1.60 ALPHA= 2.00 LAMBDA= 2.00
C= 9 K= 2 BETA= 1.70 ALPHA= 2.19 LAMBDA= 2.17
C= 9 K= 2 BETA= 1.80 ALPHA= 2.40 LAMBDA= 2.35
C= 9 K= 2 BETA= 1.90 ALPHA= 2.61 LAMBDA= 2.54
C= 9 K= 2 BETA= 2.00 ALPHA= 2.84 LAMBDA= 2.75
C= 9 K= 2 BETA= 2.10 ALPHA= 3.09 LAMBDA= 2.97
C= 9 K= 2 BETA= 2.20 ALPHA= 3.36 LAMBDA= 3.20
C= 9 K= 2 BETA= 2.30 ALPHA= 3.65 LAMBDA= 3.46
C= 9 K= 2 BETA= 2.40 ALPHA= 3.97 LAMBDA= 3.75
C= 9 K= 2 BETA= 2.50 ALPHA= 4.32 LAMBDA= 4.07
C= 9 K= 2 BETA= 2.60 ALPHA= 4.72 LAMBDA= 4.42
C= 9 K= 2 BETA= 2.70 ALPHA= 5.18 LAMBDA= 4.84
C= 9 K= 2 BETA= 2.80 ALPHA= 5.72 LAMBDA= 5.34
C= 9 K= 2 BETA= 2.90 ALPHA= 6.41 LAMBDA= 5.98
C= 9 K= 2 BETA= 3.00 ALPHA= 7.38 LAMBDA= 6.90
C= 9 NO SOLUTION FOR K= 2 AND BETA GREATER THAN 3.10
K= 3 BETA= 0.10
K= 3 BETA= 0.20
K= 3 BETA= 0.30
K= 3 BETA= 0.40
K= 3 BETA= 0.50
K= 3 BETA= 0.60
K= 3 BETA= 0.70
K= 3 BETA= 0.80
K= 3 BETA= 0.90
K= 3 BETA= 1.00
K= 3 BETA= 1.10
K= 3 BETA= 1.20-
ALPHA 0.18 LAMBDA=
ALPHA= 0.37 LAMBDA=
ALPHA= 0.56 LAMBDA=
ALPHA= 0.77 LAMBDA=
ALPHA= 0.99 LAMBDA=
ALPHA= 1.23 LAMBDA=
ALPHA= 1.48 LAMBDA=
ALPHA= 1.75 LAMBDA=
ALPHA= 2.04 LAMBDA=
ALPHA=
ALPHA=
ALPHA=
2.35-
2.69
3.05
0.12
0.24
0.38
0.52
0.67
0.83
1.00
1.19
1.39
LAMBDA= 1.61
LAMBDA= 1.86
LAMBDA= 2.13
9
9
9
9
9
9
9
9
9
9
9
9
9
9
9
9
9
9
9
9
9
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=.
K=
K=_
NO
9
9
9
9
9
9
9
9
9
9
9
9
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
1
1
1
1I
1
1
1
1
1
1
1
1
1
1I
1
1
1
1
1I
I
SOLUT ION FOR K= 1 AND BETA GREATER THAN
BETA= 1.70 ALPHA= 1.09 LAMBDA=
BETA= 1.80 ALPHA= 1.20 LAMBDA=
BETA= 1.90 ALPHA= 1.31 LAMBDA=
BETA= 2.00 ALPHA= 1.42 LAMBDA=
BETA= 2.10 ALPHA= 1.55 LAMBDA=
BETA= 2.20 ALPHA= 1.68 LAMBDA=
BETA= 2.30 ALPHA= 1.82 LAMBDA=
BETA= 2.40 ALPHA= 1.97 LAMBDA=
BETA= 2.50 ALPHA= 2.14 LAMBDA=
BETA= 2.60 ALPHA= 2.31 LAMBDA=
BETA= 2.70 ALPHA= 2.51 LAMBDA=
BETA= 2.80 ALPHA= 2.71 LAMBDA=
BETA= 2.90 ALPHA= 2.94 LAMBDA=
BETA= 3.00 ALPHA= 3.19 LAMBDA=
BETA= 3.10 ALPHA= 3.47 LAMBDA=
BETA= 3.20 ALPHA= 3.79 LAMBDA=
BETA= 3.30 ALPHA= 4.17 LAMBDA=
BETA= 3.40 ALPHA= 4.63 LAMBDA=
BETA= 3.50 ALPHA= 5.24 LAMBDA=
BETA= 3.60 ALPHA= 6.35 LAMBDA=
2.48
2.63 55
2.79
2.95
3.11
3.28
3.45
3.64
3.83
4.03
4.25
4.47
4.72
4.98
5.28
5.61 _
6.00
6.47
7.08
8.19
3.70
C=
C=
C=
C=
C=
C=
C=
C =
9
9
9
9
9
9
9
K=
K=
K=
K=
K=
K=
K=
9 Nfl
C= 9 K=
C=
C=
9
9
9
9
9
9
K=
K=
K=
K=
K=
N 0
C= 10 NO SOLUTI ON FOR K= 0 AND BETA GREATER THAN 0.10
K= 1 BETA= 0.10
K= 1 BETA= 0.20
K= I BETA= 0.30
K= 1 BETA= 0.40
K= 1 BETA= 0.50
K= 1 BETA= 0.60
K= 1 BETA= 0.70
K= 1 BETA= 0.80
K= 1 BETA= 0.90
K= I BETA= 1.00
K= 1 BETA= 1.10
K= 1 BETA= 1.20
K= 1 BETA= 1.30
K= 1 BETA= 1.40
K= 1 BETA= 1.50
K= 1 BETA= 1.60
K= 1 BETA= 1.70-
K= I BETA= 1.80
K= 1 BETA= 1.90
K= 1 BETA= 2.00
K= 1 BETA= 2.10
K= 1 BETA= 2.20
K= 1 BETA=_2.30
K= 1 BETA= 2.40
K= 1 BETA= 2.50
K= I BETA= 2.60
K= 1 BETA= 2.70
K= 1 BETA= 2.80
K= 1 BETA= 2.90
K= 1 BETA= 3.00
K= I BETA= 3.10
K= 1 BETA= 3.20
K= 1 BETA= 3.30
K= 1 BETA= 3.40
K= 1 BETA= 3.50
K= 1 BETA= 3.60
K= 1 BETA= 3.70
K= 1 BETA= 3.80
K= 1 BETA= 3.90
K= 1 BETA= 4.00
NO SOLUTION FOR K=
ALPHA
ALPHA
ALP HA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
C=
0.03 LAMBDA= 0.17
= 0.07 LAMBDA= 0.33
0.11 LAMBDA= 0.50
= 0.15 LAMBDA= 0.66
= 0.19 LAMBDA= 0.81
= 0.24 LAMBDA= 0.97
= 0.29 LAMBDA= 1.12
= 0.34 LAMBDA= 1.27
= 0.39 LAMBDA= 1.42 -- l_._ _
= 0.45 LAMBDA= 1.57
= 0.51 LAMBDA= 1.72
= 0.58 LAMBDA= 1.87
= 0.64 LAMBDA= 2.02
0.72 LAMBDA= 2.16
= 0.79 LAMBDA= 2.31
= 0.87 LAMBDA= 2.46
= 0.96 LAMBDA= 2.61
= 1.04 LAMBDA= 2.76
= 1.14 LAMBDA= 2.92
= 1.24 LAMBDA= 3.07
= 1.34 LAMBDA= 3.23
1.45 LAMBDA= 3.39
1.57 LAMBDA= 3.56
1.69 LAMBDA= 3.73
= 1.83 LAMBDA= 3.90
= 1.97 LAMBDA= 4.08
2.12 LAMBDA= 4.27
2.28 LAMBDA= 4.46
= 2.45 LAMBDA= 4.66
2.63 LAMBDA= 4.87
=_2.83 LAMBDA= 5.10
= 3.05 LAMBDA= 5.34
= 3.29 LAMBDA= 5.60
= 3.54 LAMBDA= 5.88
3.84 LAMBDA= 6.20
= 4.18 LAMBDA= 6.55
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
10
6.95
7.45
8.10
9.37
4.10
C= 10 K= 2 BETA= 0,1O ALPHA= 0.07
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA
ALPHA.
ALPHA
ALPHA= 4.57 LAMBDA=
ALPHA= 5.05 LAMBDA=
ALPHA= 5.70 LAMBDA=
ALPHA= 6.96 LAMBDA=
1 AND BETA GREATER THAN
_
LAMB-DA= 0.1L
3 BETA= 1.30 ALPHA= 3.46 LAMBDA= 2.43
3 BETA= 1.40 ALPHA= 3.91 LAMBDA= 2.78 56
3 BETA= 1.50 ALPHA= 4.42 LAMBDA= 3.18
3 BETA= 1.60 ALPHA= 5.00 LAMBDA= 3.65
3 BETA= 1.70 ALPHA= 5.71 LAMBDA= 4.24
3 BETA= 1.80 ALPHA= 6.58 _LAMBDA= 4.99
3 BETA= 1.90 ALPHA= 7.83 LAMBDA= 6.11
SOLUTION FOR K= 3 AND BETA GREATER THAN 2.00
4 BETA= 0.10 ALPHA= 0.61 LAMBDA= 0.32
4 BETA= 0.20 ALPHA= 1.31 LAMBDA= 0.72
4 BETA= 0.30 ALPHA= 2.15 LAMBDA= 1.23
4 BETA= 0.40 ALPHA= 3.17 LAMBDA= 1.90
4 BETA= 0.50 ALPHA= 4.51 LAMBDA= 2.85
4 BETA= 0.60 ALPHA= 6.50 LAMBDA= 4.44
SOLUTION FOR K= 4 AND BETA GREATER THAN 0.70
C= 10 K= 2 BETA= 0.20 ALPHA= 0.15 LAMBDA= 0.21
C= 10 K= 2 BETA= 0.30 ALPHA= 0.23 LAMBDA 0.32
C= 10 K= 2 BETA= 0.40 ALPHA= 0.32 LAMBDA= 0.43
C= 10 K= 2 BETA= 0.50 ALPHA= 0.40 LAMBDA= 0.54
C= 10 K= 2 BETA= 0.60 ALPHA= 0.50 LAMBDA= 0.65
C= 10 K= 2 BETA= 0.70 ALPHA= 0.59 LAMBDA= 0.77
C= 10 K= 2 BETA= 0.80 ALPHA= 0.69 LAMBDA= 0.88
C= 10 K= 2 BETA= 0.90 ALPHA=_ 0.79 LAMBDA= 1.00
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
K= 2
C= 10 K= 2
C= 10 K= 2
C= 10 K= 2
C= 10 K= 2'
C= 10 K= 2
BETA= 1.00 ALPHA= 0.90 LAMBDA= 1.12
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C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10 K= 2 BETA= 3.10 ALPHA= 5.21 LAMBDA= 5.22
C= 10 K= 2 BETA= 3.20 ALPHA=5.5 LANBDA= 5
C= 10 K= 2 BETA= 3.30 ALPHA= 6.17 LAMBDA= 6.12
C= 10 K= 2 BETA= 3.40 ALPHA= 6.81 LAMBDA= 6.72
C= 10 K= 2 BETA= 3.50 ALPHA= 7.67 LAMBDA= 7.54
C= 10 K= 2 BETA= 3.60 ALPHA= 9.33 LAMBDA= 9.16
C= 10 NO SOLUTION FOR K= 2 AND BETA GREATER THAN 3.70
C= 10 K= 3 BETA= 0.10
C= 10 K= 3 BETA= 0.20
C= 10 K= 3 BETA= 0.30
C= 10 K= 3 BETA= 0.40
C= 10 K= 3 BETA= 0.50
C= 10 K= 3 BETA= 0.60
C= 10 K= 3 BETA= 0.70
C= 10 K= 3 BETA= 0.80
C= 10 K= 3 BETA= 0.90
C= 10 K= 3 BETA= 1.00
C= 10 K= 3 BETA= 1.10
C= 10 K= 3 BETA= 1.20
C= 10 K= 3 BETA= 1.30
C= 10 K= 3 BETA= 1.40
C= 10 K= 3 BETA= 1.50
C= 10 K= 3 BETA= 1.60
C= 10 K= 3 BETA= 1.70
C= 10 K= 3 BETA= 1.80
C= 10 K= 3 BETA= 1.90
C= 10 K= 3 BETA= 2.00
C= 10 K= 3 BETA= 2.10-
C= 10 K= 3 BETA= 2.20
C= 10 K= 3 BETA= 2.30
C= 10 K= 3 BETA= 2.40
C= 10 K= 3 BETA= 2.50
C= 10 K= 3 BETA= 2.60
C= 10 NO SOLUTION FOR K=
ALPHA= 0.14 LAMBDA= 0.11
ALPHA= 0.29 LAMBDA= 0.2Z
ALPHA= 0.44 LAMBDA= 0.33
ALPHA= 0.60 LAMBDA= 0.45
ALPHA= 0.77 LAMBDA= 0.58
ALPHA= 0.94 - LAMBDA= 0.71
ALPHA= 1.13 LAMBDA= 0.85
ALPHA= 1.32 LAMBDA= 0.99
ALPHA= 1.53 LAMBDA= 1.14
ALPHA= 1.74 LAMBDA= 1.30
ALPHA= 1.97 LAMBDA= 1.47
ALPHA= 2.21 LAMBDA= 1.65
ALPHA= 2.46 LAMBDA= 1.84
ALPHA= 2.73 LAMBDA= 2.05
ALPHA= 3.02 LAMBDA= 2.27
ALPHA= 3.33 LAMBDA= 2.51
ALPHA= 3.67 LAMBDA= 2.77
ALPHA= 4.03 LAMBDA= 3.06
ALPHA= 4.43 LAMBDA= 3.38
ALPHA= 4.87 LAMBDA 3.74
ALPHA= 5.36 LAMBDA= 4.15
ALPHA= 5.93 LAMBDA= 4.63
ALPHA 6.59 LAMBDA= 5.20
ALPHA= 7.40 LAMBDA= 5.92
ALPHA= 8.52 LAMBDA= 6.94
ALPHA= 10.84 LAMBDA= 9.16
3 AND BETA GREATER THAN 2.70
C= 10 K= 4 BETA= 0.10 ALPHA= 0.32
BETA= 1.10 ALPHA= 1.02 LAMBDA=_ .24
BETA= 1.20 ALPHA= 1.14 LAMBDA= 1.37
BETA= 1.30 ALPHA= 1.26 LAMBDA= 1.50
BETA= 1.40 ALPHA= 1.39 LAMBDA= 1.63
BETA= 1.50 ALPHA= 1.52 LAMBDA= 1.77
BETA= 1.60 ALPHA= 1.66 LAMBDA= 1.91
BETA= 1.70 ALPHA= 1.81 LAMBDA= 2.06
BETA= 1.80 ALPHA= 1.97 LAMBDA= 2.21
BETA= 1.90 ALPHA= 2.13 LAMBDA= 2.37
BETA= 2.00 ALPHA= 2.31 LAMBDA= 2.54
BETA= 2.10 ALPHA= 2.49 LAMBDA= 2.71
BETA= 2.20 ALPHA= 2.68 LAMBDA= 2.89
BETA= 2.30 ALPHA= 2.89 LAMBDA= 3.08
BETA= 2.40 ALPHA= 3.11 LAMBDA= 3.29
BETA= 2.50 ALPHA= 3.34 LAMBDA= 3.50
BETA= 2.60 ALPHA= 3.59 LAMBDA= 3.73
BETA= 2.70 ALPHA= 3.86 LAMBDA= 3.97
BETA= 2.80 ALPHA= 4.15 LAMBDA= 4.24
BETA= 2.90 ALPHA= 4.47 LAMBDA= 4.54
BETA= 3.00 ALPHA= 4.81 LAMBDA= 4.86
LAMBDA= 0.18
C= 10 K= 4 BETA= 0.20
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
K=
K=
K=
K=
K=
K=
K=
K=
K=
K=
,K=
NO
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT.
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
REAL ROOT*
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
C= 10
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA--
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAM8DA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
LAMBDA=
0.20
0.40
0.60
0.80
1.00
1.20
1.40
1.60
1.80
2.00
2.20
2.40
2.60
2.80
3.00
3.20
3.40
3.60
3.80
4.00
4.20
4.40
4.60
4.80
5.00
5.20
5.40
5.60
5.80
6.00
6.20
6.40
6.60
6.80
7.00
7.20
7.40
7.60
7.80
8.00
8.20
8.40
8.60
8.80
9.00
9.20
9.40
9.60
9.80
LAMBDA= 10.00
ALPHA= 0.39
ALPHA= 0.77
ALPHA= 1.14
ALPHA= 1.49
ALPHA= 1.83
ALPHA= 2.17
ALPHA= 2.49
ALPHA= 2.81
ALPHA= 3.12
ALPHA= 3.42
ALPHA= 3.72
ALPHA= 4.01
ALPHA= 4.29
ALPHA= 4.57
ALPHA= 4.85
ALPHA= 5.12
ALPHA= 5.38
ALPHA= 5.65
ALPHA= 5.91
ALPHA= 6.16
ALPHA= 6.41
ALPHA= 6.66
ALPHA= 6.91
ALPHA= 7.15
ALPHA= 7.39
ALPHA= 7.63
ALPHA= 7.86
ALPHA= 8.09
ALPHA= 8.32
ALPHA= 8.55
ALPHA= 8.78
ALPHA= 9.00
ALPHA= 9.22
ALPHA= 9.44
ALPHA= 9.66
ALPHA= 9.88
ALPHA= 10.10
ALPHA= 10.31
ALPHA= 10.52
ALPHA= 10.73
ALPHA= 10.94
ALPHA= 11.15
ALPHA= 11.36
ALPHA= 11.57
ALPHA= 11.77
ALPHA= 11.98
ALPHA= 12.18
ALPHA= 12.38
ALPHA= 12.58
ALPHA= 12.78
4 BETA= 0.30
4 BETA= 0.40
4 BETA= 0.50
4 BETA= 0.60
4 BETA= 0.70
4 BETA= 0.80
4 BETA= 0.90
4 BETA= 1.00
4 BETA= 1.10
4 BETA= 1.20
4 BETA= 1.30
SOLUTION FOR K=
ALPHA= 0.66 LAMBOA= 0.37
ALPHA= 1.03 LAMBDA= 0.59
ALPHA= 1.43 LAMBDA= 0.83
ALPHA= 1.87 LAMBDA= 1.10
ALPHA= 2.35 LAMBDA= 1.41
ALPHA= 2.88 LAMBDA= 1.76
ALPHA= 3.48 LAMBDA= 2.17
ALPHA= 4.17 LAMBDA= 2.66
ALPHA= 4.98 LAMBDA= 3.27
ALPHA= 5.96 LAMBDA= 4.03
ALPHA= 7.24 LAMBDA= 5.09
ALPHA= 9.25 LAMBDA= 6.86
4 AND BETA GREATER THAN 1.40
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