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RÉSUMÉ
Le (Iil(lllIfle (lu prisonliier (‘st iiiie référeiice dans 1 étude (le lévolut ion de la
coopération. Il est la iiiétaphore tics dilemmes frustrants. représeiitant la tentation
dune récompense i (01111 ternie et 011 li15 grand bénéfice à long terme niogennant
liii inve tissernent. Les réseaux s’rntiÏÏ-worid soiit des structures émergentes pour di
vers réseaux complexes. incitiant des réseaux sociaux tf-ls cille la cOllal)oratioii entre
scieiitihquies et la collahouatioii entre acteurs de cinéma. Dans cette étude. on ana
lyse lévnlutioii de la t’oopératioii dans les reseaux smtiti—wnitÏ. dont le parainetre
(le désordre est inférieur 011 égal 12/. avec le modèle dii dileninie du prisonnier.
Lobjectif est de coniprendre le role des structures spatiales dans l’évolution de
la coopération. Les performances et les stratégies des i]idividus sont analysées en
fonction de leur ernpla cernent dans le réseau à l’aide (le mesures se réfrrant au
phéiiornène de grappe. On découvre que les stratégies émergentes sont les mêmes
pour les différents réseaux smnatÏ-woi’Ïd. niais que leur importance varie cii fonction
du dlf-gré de désordre dii réseau. De il les noeuds modifiés ont des peutormances
inférieures OIIX noeuds cjiii ont cons-’rvé leur configuration d’origine. C’es résultats
soulignent l’importance o! etudier les fonctions de distribution des probabilités dans
leur ensemble aiiisi que les caracténstujues de chacun dos iyoeuids d’un réseau.
Mots clés : Réseaux sinaiÏ—wom]d. évolution de la coopération. dilemme du pri—
soïimer. grappes.
ABSTRACT
The puis ici s dilemina is tht standard paradigm for tut’ stiiclv 0f tiic’ evolu—
tion of cooptratiOli. It serves as a met aphor for frustra t iiig (lileliililas where an
in]nIediatf’ gaili iS (‘asllv accessiblc. but o higger OUtcoIIi(’ IS poible with an iII—
vcstnieut. Siriall-world nt-t\vot’ks are c’IrwrgeHt structures for inaiiy types of coiiiplex
networks. iiiclnding soCial iic tworks ]ikt’ flic ccllahoratioii grapli of scie;itists and
the colla] )oratioll grapli of film autors. In tins Stu(lv. au analvsis of the evolution of
cooperation 011 small-worlcl networks witli a rewiriiig prohabilitv less or cqnal 12%
is clone tiirougli the prisoners dilemma ganie. The aim is f0 îniderstand flic role
of spatial structures in the CVOhitiOH ot cooperation. The fitiiess aiid flic strategies
of individuals arc’ aiialvscd as n tuiictioïi 0f th-’ir position on thu’ network using
iïicasurcs of flic clitstc’ring pliciionic’tia
. Wc foiiiid tliat enïc’rgc’Ht stra tegies are thc
sanie for different sliiall—wt)rld networks. but tlif’ir frequentv varies as o function
of tin’ degrce of randonmess in tlit’ iietwork. In addition. the performance of the
niodified iitdcs is mferior f0 the iiodes witli tlicir original ooiihgnration. These re—
sults lnghliglit tin’ importancu’ of si iitlviiig tut’ prohabilit y distribution function for
tue wliOlf’ population as well as tue characferistics of o’acli jiidiviclital nocle of tue
network.
Revworcls : Sinall-world networks. evobitioii of coopt-’ration. prisoiu’r’s (lilenima.
cltisters.
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Introduction
Lévolution (le la coopération est un problème fascinant. Si Ion prend la pers—
pectivt-’ (larwimeIllle. 1)0111(11101 1111 individu voudrait—il ainéhorer la valeur cladap—
tation d’un autre individu avec lequel il est en compétition pour survivre et se
reproduire’? )e st-’rait-il p plus efficace (hltiliseï ses ressourcts pour aniéliorer sa
propre valeur d’adaptation’? On retrouve (les exeiiiples de coopératioli dans toutes
les étapes majeures de lévolution de la vie : des gènes qui forment des cellules,
tics procarvotes qui forment des eucarvotes. tics unicelhulai es qui forment des or—
gallismts iiiiilti—cellulaires. des individus (liii forment une société (Nowak. 2005).
Certains individus dans les sociétés de foutons ou dabeil1es. pal exemple. n’ont
pas la capacité de se reproduire. Ces individus coopèrent avec ceux (lui peuvent se
reproduire eu exécutant d’autres tfiches afin de perniettre aux individus sexués de
perpétutr la race. Des modèles. coinnie le jeu du dilemme du prisonnier (Àxelrod.
1981). montrent dans quelles circonstances la coopéra tion est plus avantageuse pour
l’individu (lue la non—coopération. Des études se concentrent sur différents types
d’interactions entre les individus : tous les iidividus rencontrent tous les autres
iidividus (Àxelrod. 1981). les intïividus sont placés sur un échiquier et rencontrent
leurs voisins immédiats (Nowak & Sigmund. 1992) ou les individus sont placés sur
les nocludis (11111 réseau et rencontrent les individus auxquels ils sont reliés (Watts
i Stroga tz, 1998). Chacune tics rencontres représente une opportunité de coopéra-
t ion.
Lorsque le dilemme thi prisonnier est jouté sur un réseau de type s7ÏratÏ—worÏd,
ou observe ïiioiiis de coopération que sur un échiquier (Watts Strogatz. 1998).
9Dans cette étude. on analyse le lien eut re les caractéristiques des iioeiids du réseau
et la perloriiiante (le te noeud au jei dii dilenime dii prisoililier afin dexpliquer la
dimiflUtion de la coopération.
Dans la preimC’re partie. léta t (les (Olluaissailces sur la théorie des jeux tians
les réseaux est exposé. On y retrouve des notions fie théorie des jeux. quelques jeux
classiques (but le (Iulelmiie du prisonnier. En particulier. on discute des types de
stratégies et des performances de stratégies qui ont façonné 1 histoire des premiers
tournois du clilennue du prisoiinier. Ensuite. 011 discute du dilemme dii prisonilier
dans l’espace et dans les réseaux. Lemphase est mise sur les réseaux (le type smnaiÏ
woiÏd qui sout présentés par la suite. Fiiialenieiit. 011 brosse uni portrait des modes
de reproduction utilisés en théorie des jeux.
Dans la deuxième partie les objectifs et, hypothèses de reclieiclie sont 1)réseiltés.
La troisième partie est le chapil te t’entrai (le cette étude. Le modèle et les para
mètres des sinnilatioiis y sont détaillés. Les résultats de l’analyse des performances
tles stratégies dii (lilemme du puisonHier eu fonction des caractéristiques des noeuds
1)0111 différents réseaux suioti- tpoui t! sont présentés et discutés.
La quatrième partie est une discussion des aspects les plHs import auts (le cette
étude placés (louis le cadre phis général des sciences naturelles et biologiques.
Chapitre Ï
Revue bibliographique
Dans (f-’ chapitre. 011 présente ttiic’Itiivs iiotioiis fie tIiéoric des eiix. Lemplïase
est mise sur lr’ eu du dilellillif- du prisonnier : les stratégies. les perlormaiices et les
tournois (lui ont marqué Hustoire. Par la suite. on présciite les résealix niiaÏi-wo’rÏd
et les mécanismes de reprohiction employés clans létiide de populations par la
théorie (les jeuX.
1.1 Introduction à la théorie des jeux
voii Neu iiiaiiii & \ Iorgviistern (1911) 0111 appliqué le concept de théorie des
jeux it léconomie. Ils discutent niatliéiuatiqiieineiit (les conflits (lilitéréts de type
conipétition—toopératioii. J\laviiarcl Siinth (1 9$2) a réa]isé que cet ouvrage avait
poteiitielÏement plus cFimphcations dans Fétude (les comporteineuits animaux en
biologie qu’en écononne. En effet. Févolution des populations en biologie nest l»us
uni probl”Ille «optimisation classique puisque tous les mdividus. ‘n plus de l’envi—
roiineiïieiit.. (léterrnillellt la loiictioii cI-’ la valeur dadaptation (Nowak & Sigmuiml.
200—l). Ainsi. en valorisant un trait qui augmente la valeur «adaptation des mcli—
vidus le possédant. la population peut réduire 011 iuétiw aniuler Favantage de ce
trait.
41.1.1 Rationnel
A l’origine. l’étude de la théorie (les jeux se concentrait sur le comportement des
joueurs rationnels. Le joueur rationnel prend des décisions qui le mènent vers son
but maXimiser sa valeiir (1 adaptation. Il suppose cpit’ les autres joueurs adoptent
aussi mie stratégie (ensemble de règles qui déternnneiit les décisions i prendre)
rationnelle. Il ne fait jamais cFcrreur. interprète toujours correctement la décision
de Fadversaire et le résultat tic la partit.
1.1.2 La main tremblante
En réalité, des crieurs peuvent se produire. pal exemple une niauvaise unplé—
mentation des décisions. Ou appelle ce phénomène la main tremblante. La possi
bilité de faire des erreurs change significativement le comportement des stratégies
créant ainsi une nouvelle dynamique tians le jeu.
1.2 Théorie des jeux évolutifs
La théorie des jeux évolutifs permet de simuler l’évolution des populations. A
chaque génération. plus les individus ont une valeur cFadaptation élevée. phis ils
ont dopportunités de se reproduire et fi 1 inverse. plus leur valeur dadaptation est
faible. moins ils peuvent se reproduire.
Dans les problèmes «optimisation statiques. par excuiple trouver la valeur
maximale tic f(:r) dans l’intervalle u < ;r < Ï) où {u, b} E R, la solution est in—
dépendante des ; tille l’on calcule et de Foudre dans laqtmelie 011 procède. Pour les
problèmes de théorie des jeux. la valeuir tFumne stratégie dépend des autres stra
tégies i laquelle elle est confrontée. Contrairement aux problèmes statiques, la
stratégie dpu obtient la meilletmre valeur «adaptation peut changer d’une généra
tion à l’autre. On observe des (lvnannques imitéressantes clans les jeux roche-papier-
ciseaux. faucon-colombe et le dilenune du prisomner. sujet principal de cette étude.
1.2.1 Roche-papier-ciseaux
Le jeu tic roche—papier—ciseaux est bien (0111111 .Àuc unt’ décision n est inbat—
table : la rotlie bat le ciseau. le cist’aiix bat le papier et le papier bat la roche. La
confrontation (le deuX décisions ideiititjiies donne une partie nulle, comme 1 indique
la niatrice (le distribution des i’écoiiipeiises. On accorde la récompense inscrite (laits
la niatrice à la stratégie dans la colonHe de gatiche lorsqu elle couf route la stratégie
correspoiidaiite clans la ligne tien tete.
R oclie Papier Ciseau
Roche O
— +
(1.1)
Papier + O
Ciseau
— + O
Dans ce jeu. OH observe des c des . quand une stratégie devient donuuante. disons
roche, il devient avalltageitx d utiliser la stratégie papier. qui devient dominante.
Papier est vulnérable à la stratégie ciseau. cloue ciseau va s’implanter et ainsi de
suite. La 1 lacténe E. cou joue à roche-papier-ciseaux autour dune t.oxi te noniniée
colicine. Lhie bactérie E. cou preimd (lif-léreittes fbrmes : R est résistante à. la toxine. S
est sensible à. la toxine et P produit la toxine (kerr cf ciL. 2002). Quand P produit
la toxine. S mtuirt.. Lorsqtie P domine. R augmente sou ef-hetiL car il produit plus
de descendante que P étant. donné cmii a un cont associé à. la production de la
toxine que R n’a pas à défra er et. jui1 utilise pour se reproduire. S a un avantage
sur R lorsque P est. peu présent. puisque S n’a pas à payer h-’ coût pour devenir
résistant c’t peit utiliser ses ressources pour se reproduire.
1.2.2 Faucon-colombe
Le jeu fa iicon—colonihe aiialvsé dans Mavnard Smith (1982) niodélise l’escalade
de la violence. Dclix iidivicltis convoitant tiiie meine ressource peuveiit provoquer
l’adversaire, stratégie faucon. 011 lui concéder la vi(toire, stratégie colombe. En pro
votpiant l’adversaire, on sexl)ose à un cout si l’adversaire riposte à la provocation.
6c01l11]l( 1111e l)1(SlIre suite t la bagarre ou au gain tic la ressource si I adversaire
(api t iile. Si persoiiiit lic capitule le jeu pf-ult se répéter entraînant de bic l1f(S
chacun tics advesaires. La niatrice donne le pointage reçu J)ilf 1111 iIIdiVi(lH (co—
lonue) en tenue du comportelneiit tic son adversaire (ligne), et li-’ pointage (le ce
dernier est donné par la matrice transposée.
Colonibe Faucon
Colombe R S (1.2)
Faucon T P
Les points doivent respecter liiégalité suivante : T > R > S > P.
Lue autre façon de rc’prést-uiter ce jeu est de voir (feux conducteurs bloqués en
voiture de chacun des cotés d’un banc de neige. Si les cieux conducteurs restent (lans
leur voiture, stratégie faucon. pi’soiiiie ne sen sortira avant le prmtenips. Si les
deux pelletent la neige, stratégie colowhe. les deux vont bénéficier (b) du passage
et se partageront le cou’tt de l’opération (e). Si un conducteur pellete peuiclaiil; que
l’autre reste clans sa voiture, les cieux vont bénéficier du passage et lt- pelleteur va
défrayer tous les coiits de l’opération i liii seul. tel que préseiité clans la matrice
Colombe Fancoii
Colombe 1) — c/2 Ï)
— e (1.3)
Faucon b O
011 Ï) > e> O.
Dans une population tic faucons. il est avantageux daclopter la stratégie co—
lombe. car la valeur d’ai lapation d’une colombe face â 1111 faucon (Ï — e) est. su
périeure i zero (la valeur daclaptation d’un faucon face un autre faucon). À
l’inverse, dans une population de t’oloiiihes. le faucon aura l’avantage de ne pas
débourser le cout (e) et de profiter des mêmes bénéfices (b) que les colombes. Le
fa uicoui aura clone un avantage sur sa valeur d’adaptation clans une population tic
colombes (b > b
— ). La coexistence de fammcoiis et tic colombes dans une population
est donc possible. Eu plus. il existe un équilibre où les faucons et, les coloiïibes ont
la même valeur tladaptatioii (T Â). À léquilibre. on a une fraction de la pOpTllatiOll
qui est colombe (-r) et le reste est composé rie faucons (y) O :1; + u 1.
T Â(coÏombc)
— ) + ij(b — e) (1.4)
T Â(/uucov.) .rb + p0 (1.5)
À l’équilibre, T Â(eoioinbe) T Â(jo.ncoii) si :r :rq et J !Jcq
vb+l.
Sous Fautre notation :eeq et jjq p1. Si tL > q’ alors les
faucons sont favorisés et si p > (/ les colombes sont favorisées. (1011e la population
tend vers 1 équilibre.
1.3 Le jeu du dilemme du prisonnier
Le dilemme du prisonnier (Àxelrod. 198-i) est iiii jeu nui se joue t deux personnes
et où la somme tics points n’est pas zéro. Le but du jeu est cl accumuler le plus de
Po111ts. Le pointage accordé à chactui des loueurs est fonction de leur réponse et
rie (f-11e (le leur adversaire. Chacun d’eux peut coopérer 011 ne pas coopérer, mais
ils doivent prendre leur décision simultanément. Le tableau 1.1 niontre comment
sont distribués les points aux joueurs Â et B selon leur réponse. Les poiiits doivent
respecter les égnations (1.6) et. (1.7). Une combinaison possible t-t grandement
utilisée est (S. P. R. T) (0. 1.3. 5).
T>R>P>S (1.6)
2R>T+S (1.7)
Le jeu porte le nom rie dilemme clii prisonhlier. car on l’explique souvent par
la situation où deux individus sont. arrêtés par la. police et sont soupçonnés de
complicité p0111 un crime. Durant I interrogatoire, ils sont isolés l’un rie l’autre de
sorte qu’ils ignorent ce que l’autre répond. Chacun cieux n’a cille cieux choix, soit
$TÀB. 1.1 Liw coopéra tioii mutuelle récompense les dcix joueurs par R poiiits,
Une non-coopératioli nuituelle puiiit les joueurs par P points et ni non-coopérant
exploitant 1111 cool)éraiit reçoit T ponits et 1 autre S points.
de coopérer avec l’adversaire et de plaider 1 ignorance 011 (le ne pas coopérer en le
tléiïonçant. Les coinbiiiaisons de répoiises entraînent les conséquences suivantes
— Les deux individus coOj)èrent. alors la polict’ na pas plus (I mfonnation et les
deux individus sont récompensés par R poiiits chacun.
Les deux individus se dénoHcent mutuellement : la police possèle assez dm
formation pour punir les deux individus de P po its chacun.
Si un des individus coopère et 1 autre le dénonce. celui qui a dénoncé s’en tire
très bien avec T points et Fautre sest lait avoir et mérite un maigre S points.
Le jeu est simple et la nieilleure stratégie est imbattable. Pour ne pas perdre
tous les coul)s. il ne faut pas coopérer. car on va avoir autant de poiiïts que sou
adversaire shl ne coopère pas (P P) 011 plus sil coopère (T > S).
Le jeu du dilemiiie du prisonnier répété N fois possède la mênie solution que
le jeu non—itéré. La Nième décision nhnfluencera aucuiie décision subséfluente. il
ne faut (1011e pas coopérer pour les mênies raisons que le jeu non-itéré. Ou retouve
maintenant le dilemme du prisonuner répété N — 1 fois. On applique le même
raisonnement ,jusquad 1. La décision rationnelle pour le jeu répété N fois pour
mi V Lin et uon est de ne pas coopérer.
tue variaHte qui complique grandement. l’élaboration (les stratégies consiste à
smïplement répéter le jeu dii dilemme du prisonnier pour une durée indéterminée.
Il a 1111f’ probabilité u que les joueurs se rencontrent à nouveaH. cest ce q1mon
appellf-’ de Fombre sur le futur. Dès maintenant. lorsqiFon parle (111 dilermne du
9prisOnhiier. 011 fait référence à iette variante que ion nomme aussi le (lilehIllile du
prisonnier itéré. Les joueurs sont inaiiiteiianl confrontés à une tentation de iie
coopérer (Eq. 1.6) tout en sachant ciii une coopératioii niutuelle à long terme est
plus bénéfique non seulement pour la collectivité, mais aussi pour leir propre profit
(Ecj. 1.T).
Etant (Ionné que les stratégies n’ont pas de valeur propre. il faut les confronter
entre elles afin quelles obtiennent une valeur. Par collsé(lnent. la valeur d’iiiie Stra
tégie dépeiid de sou enviuonneuieut (les stratégies auxquelles elle va être eoiifroii—
tée).
L3.1 Où le trouve-t-on?
Le dilennne (hi prisonnier est la métaphore (les (blemhlles frustrants qui sont les
conflits entre les intérêts présents et les bénéfices à long ternie. On le trouve (lans
plusieurs (lolilailies : écononne. biologie. politique. psychologie. etc.
On note dans Àxelrod (1980a) que lTnion Soviétique et les tats-tnis ont
longtenips joué au dileniine dii prisonnier Fun cont i’e Foutre. Que ce soit dans la
course aux arnienients, les concessions commerciales et le cléploienient de t loupes,
011 pouvait suivre leurs décisions clans leur budget annuel et dans le développement
des conflits internationaux.
Àxelrocl (1981) consacre un chapitre de son livre à la coopération qui s’établit
clans les t ranchées duraiit la Prennére Guerre Mondiale. _—uI ireuiner abord. on a
le dileniiïw du prisohiiner non—itéré 011 rc’ncoiitre 1111 ennemi, il iioius tue 011 on
le tue. Cependant. des bastions cuii avaient à garder des secteurs sur la ligne de
front étaient confrontés à plus long terme au même ennenu. Iuw al taque mutuelle
occasionne moins (le perte (piC se faire attaquer salis répliquer (P > S). une attaque
où l’ennemi ne réplique pas est plus avantageuse qu’une trêve mutuelle (T > R).
Les clounuiiages sont p1uis désavantageux lors (11111e attaque que le ,sta[u quo (R > P).
En plus. le statu quo est préférable à une alternance d’attaque sans réphcue (2R >
S + T). Une fois les cIeux parties campées aux frontières du no-man’s land, le jeu
du (lileulune clui prisonnier commence. Ouvrir le feu nest pas avantageux pour les
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raisons éii tiiérées. mais P0111 (lUU11 régime de coopération ImttHelle 5 installe. il doit
coinnieiicer . Axclrod propos’ quelques raisons pour Figintion de la coopération
les repas étaient servis en meule temps (les deux cotés
ils (lorlulelit et se réveillent cii inènw tenips
-—
1015(111e le tenlps est mauvais. il est désavantageux 1)0111 les deux partis de
nlf’lter utile offensive.
Durant ces périodes. il ii n pas doffensive. alors ou se trouve dans la situation où
les dclix parties reçoivent R points chacun.
Dans la revue de Brembs (1996). 011 préseiite dautrcs exemples tirés de la
biologie: les chauves—souris vampires qui partagent leur repas avec celles qui nont
pas trouvé à manger on les priniates qui s entraident lors dnn cmnbat avec un
précateur. Breinbs souligne la difficulté de valider la valeur des parlii1étrcs S. P. R
et T afin de vérifier cimie les règles clii dileniure du prisonnier sont respectées.
L3.2 Types de stratégies
Les stratégies du dileinnie dii pro1nhier peuvent étre réactives on dépendantes
de la récoumipeHse et déterministes ou stochastiques. Les stratégies soïit représen
tées par des arbres que Fon parcourt en conhunençant par la racine et en descendant
P” la branche correspondante au comportement de façon recursive uscju(u ce que
la mémoire soit vide (Fig. 1.1 et 1.2) La mémoire contient les paramètres d’en—
trée de la stratégie, car une stratégie nest pas une séquence de réponses. mais un
protocole qui est programmé pour réagir à des stinudi. La mémoire contient les
dernières réponses de l’adversaire ou les dernières récompenses reçues lors des cler
niéres clécisioiis contre (et adversaire. La grandeur de la mémoire peut varier, ainsi
salis mémoire on répond toujours la niênie chose ou de façon aléatoire. La mémoire
pfrI1iet l’élaboration de stratégies plus performantes.
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A
fIG. 1.1 Sous 1111f- repïéseiitation en arbre. une stratégie réatiive prend la hraiiche
de droite si 1 adversaire a coopéré à la tiermère rencontre. la branche de gauche
s’il na pas coopéré et reste à la racine 51 test la première rencontre entie les
deux stratégies. On petit remplacer les # par C P0111 coopération ou D pour iion
coopération pour les stratégies ciéterminstt’s ‘ par une valeur entre O et 1 qui
représente la probabilité tic coopérer 1)0111 les stratégies stochastiques.
1.3.2.1 Réactive
Les stratégies réactives se basent sur les dernières décisions prises par l’adver
saire. On peut représenter ces stratégies par des arbres binaires complets (fig.
1.1).
1.3.2.2 Dépendante de la récompense
Sons une représentation en arbre. les stratégies dépendantes de la récompense
se basent sur les dernières récompenses obtenues contre Fadversaire. On peut repré
senter ces stratégies par tics arbres à dluatre branches complets (Fig. 1.2). Si poiir
chaque cuadruplet (S. P. R. T). S R et P T. alors la stratégie est réactive.
1.3.2.3 Déterministe
Dans les stratégies déterministes, les iioeucis des arbres somil des réponses co—
07? 011 muon—coopértïzon.
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Fic . 1.2 Une sti’atégie clépencÏaiit de la réconipeiise preiid li I )UaIiClie l55O(1ée
à la valeur qui elle a reçIif’ à la dernière rencontre 011 rt-ste à la racine si e est la
première rencoiitre entre les (leux stratégies. On peut. remplacer les 1)ar C
coopératioii 011 D pour uou—cool)ératiou pour les strat(g1es (léterinmnistes Oit par
une valeur entre O et 1 qui représente la probabilité (lI-’ coopérer pour les stratégies
sto dhasti(111e5.
Réactive Dépendante (if’ la récunipense Déterministe Stochastiquej
T V
V_
T.B. 1.2 —. Classifica tioii de (IuIelqlIes stratégies coniwes dans le jeu du dilemme du
prisonnier. Les indiquent le type de chacune (les si ratégies.
1.3.2.4 Stochastique
Les stratégies stochastiques portent une valeur entre O et 1 à chaque noeud qui
représente la probaÏ.)ilité de coopérer. Si chacun des noeuds porte la valeur O ou 1,
alors la stratégie est déterministe.
1.3.3 Exemples de stratégies
ç
L)
# # #
Le tableau 1.2 (lasse des stratégies selon leur type.
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1.3.3.1 TFT
Tit-for-Tat (TFT) est une stratégie simple avec une ménio e hmitée la dci’
mère répolise (le l’adversaire. Elle est sympathique elle coopère au premier coup,
elle se venge si l’adversaire ne coopère pas et parclomimme si 1 adversaire coopère à
1101 ive au.
1.3.3.2 TF2T
Tit—for—2—Tat est une variante de TFT qui a deux fhis plus de mémoire et qui
est plus tolérante. Elle ne coopère pas si et seulement si l’adversairt- ne coopère pas
deux fois de suite.
1.3.3.3 Pavlov
Pavlov est une sti’atégie qui nest pas fonction de la (lécision de l’adversaire,
mais du résultat de la confrontation. Pavlov coopère après avoir reçu R et P et ïie
coopère pas sillon.
1.3.3.4 GTFT
Tit-For-Tat généreux (GTFT) est mie variante de TFT, mais elle coopère par
fois après une non—coopération (le l’adversaire. La générosité est mesurée par la
fraction du temps où elle pardonne la non-coopération de l’adversaire en coopérant
à la prochaine décision.
1.3.3.5 Stratégies sans mémoire
Toujours coopérer (ÀLLC) et jamais coopérer (ÀLLD) sont deux stratégies
déterministes sans mémoire. Elles ne considèrent pas les décisions antérieures de
l’adversaire ou les précédentes récompenses l’eçmmes. On peut les considérer comme
un cas particulier tles stratégies réactives où tous les noeuds de l’arbre sont égaux.
D antres stratégies sans mémoire sont stochastiques : elles coopèrent une fraction
(111 temps.
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1.3.4 Les meilleures stratégies
1.3.4.1 Premier tournoi d’Axelrod
Dans la décennie 1970—1980. le (lilemme du prisonnier a été grandement étudié.
On compte plus de 350 citations de ce sujet clans P.sijhoioqzcii Abstracts durant
cette période. Par contre. cette littératine ne dit pas conililent bien joutr au di—
leiiiiïic (lu prisonnier ou quelle est la meilleure stratégie à adopter . Axeli’od demande
à des auteurs dartitles sur la théorie tics jeuX. on plus spécifiqiienient sur le (ii—
lemme (lui pnsonllier. de solI1Ïiettrf- une stratégie afin de faire un tournoi (Axeirocl.
1980a) Il en rf-çoit d’auteurs de différentes spécialités écononue. matliéuiatique.
sciences politiques. psychologie et sociologie.
Le gagnant du prelliicr tournoi, qui compte 11 stratégies et mi joueur virtuel qui
répond de façon aléatoire. est TFT soumis par le professeur Rapoport. Des carat—
téristiques comnunies aux stratégies les pins perforniantes sont tirées tics résultats
tic ce touriioi.
Premièrement. les huit meilleures stratégies dut tournoi sont des stratégies syin
pathiques. cest—à—dlle quelles ne sont i)ls les premières à ne pas coopérer. Par
conséquent, les huit stratégies synipathitpies coopèrent mutuellement tout au long
tlu tournoi. ce qun apporte un nombre consitiérable de poiiits à chacune d’elie.
Deuxiènienient, un atout du gagnant est qu’il est le plus enclin à pardonner à un
adversaire qui ne coopère pas. En effet. TfT a unie mémoire d’une seule rencontre.
Ainsi, dès que 1 adversaire coopère TFT réi)oIitl cii coopérant au procliaii tour.
Ainsi. lET ne tombe pas tians tics cercles vicieux de vengeance à long terme qui
pousse les iiidividus à ne pas coopérer.
1.3.4.2 Deuxième tournoi d’Axelrod
Axelrod organise uin deuxième tournoi ouvert fi tous (ulli jeulie adepte th-’ l’in—
Iormatique tic 10 ans souimet une stratégie). Cette fais. 62 stratégies sont soumises
par des personnes de six pays différents. Le professeur P apoport soumet la niême
stratégie et gagne fi nonveaui le tournoi.
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Être irritable se révèle une caractéristique importante du gagnant de ce tournoi.
Il vaut mieux réagir immédiatement à la non-coopération de l’adversaire en ne
coopérant pas avec lui à la prochaine décision (Axelrod, 1980b).
1.3.4.3 De l’ombre sur TFT
Nowak & Sigmund (1992) ont montré qu’avec des stratégies réactives stochas
tiques, la domination de TFT n’est pas l’état final. En fait, TFT est un catalyseur
qui permet «éliminer les stratégies non-coopératives au début de la simulation.
Par la suite, il laisse sa place à des stratégies qui lui ressemblent, mais plus gén&
reuses qui pardonnent une fois sur trois la non-coopération de l’adversaire (GTFT
(d,c) (,i)).
1.3.4.4 Défaite de TFT et la procismation de Pavlov
Nowak & Sigmund (1993b) ont fait des simulations avec des stratégies dépen
dantes de la récompense et stochastiques. Dans leurs simulations. plus le pointage
d’un individu est élevé, plus sa fréquence dans la population va augmenter. D’autre
part, si la fréquence tombe sous une valeur critique, la stratégie est éliminée. On
introduit des stratégies mutantes à chaque 100 générations en moyenne.
Au début des simulations, la non-coopération domine, ensuite ‘in mutant de
TFT vient faire évoluer la coopération et établir des GTFT. Après quelques per
turbations de mutants. Pavlov s’installe et maintient son statut dominant.
1.3.5 Stabilité et équilibre
L’équilibre de Nash se produit lorsque pour toutes les stratégies, il n’est pas
avantageux de changer de stratégie si les autres stratégies ne changent pas (Nash,
1950). L’équilibre de Nash se produit dans le dilemme du prisonnier lorsque toutes
les stratégies ne coopèrent jamais oit lorsque toutes jouent TFT dans tin environ
nement où les stratégies réactives seulement peuvent exister.
fi n’existe pas de stratégie imbattable pour le dilemme dii prisonnier itéré. car
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le stratégie sont (lépelidante (le lenviriiiieuieiit. On peut par coutre se deniancler
su existe iiiie stratégie stable clans lévohition (Mavnard Snutli. 1982). e est-à-dure
une stratégie qui iie peut pas être envalue par une antre stratégie si elle OC(Upe
toute la populatioui. Bovd S Lori wrbaiun (19X7) ont niontré (lumi(iine stra t égie
réactive et (léterlililliste n’est stable clans févolution et Lorberbauni (1991) a niouutré
cpi aucune stratégie réa(tive et stochastique ii est stable clans Févolution lorsqu’oii
tieiit conipte des niteractions futures possibles.
1.3.6 Chaos
owak Signuuicl (1993a) ont observé le chaos clans lévohition (les 5elZe stra
tégies déterministes, et dépendantes (le la récompense. sujettes à de petites erreurs.
Ils ont fait l’approximation (lune infinité de décisions par rencontre. ce cpu élimine
l’importance de la prennère décision de l’ensemble. Ils oiit mont ré que l’évobmtion
temporelle de l’abondance (les stratégies est chaotique. Les graphiques de l’abon—
clance relative (les diffirent es stratégies forment des attracteurs étranges (Fig. 1.3).
1.3.7 Représentations de l’espace
L’espace est souvent représenté par un territoire que l’on sépare par (les lignes
perpendiculaires. Cet te configuration permet de représenter plus qu’un territoire
plat. Un espace cvlinclricpme est formé si ou place des bordures péruoduciues à. deux
arêtes n’ avant pas de soumunet commun. Si les cieux autres arêtes soiit périodiques
(ll( aussi. cm a un tore. Lus interactions entre les cellules sont limitées I un certain
ulsinage qui spécifie le nombre et l’emplacement des voisins qui ont une influence
sur la cellule. Il y a phusue irs types de voisinages possil )les avec un espace quadrillé
?\Ioore. von \eimiauun. dépendant du rayon (Fig. 1.1).
L ‘espace peut aussi être représenté pur cl ‘autres polygones : triangles, hexagones
(Nowak Mav. 1993), etc.
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FIG. 1.3 figure tirée de \owak et Sigmung (1993a) qui montre les attracteurs
étranges générés iar lévolution tics 16 stratégies possibles dans le temps. Les figures
montrent l’ahoiidaiice (le deux stratégies (r. ‘s. t. p) l’une ir rapport à l’autre.
Li
fIG. 1.1 — Le voisinage tIcs cellules CIi noir est constitué des
peut inclure la cellule noire tians le voisinage ou pas.
cellules en gris. Ou
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1.3.7.1 Le dilemme du prisonnier spatial
Simulé pour une des premières fois dans le très populaire livre d’Àxelrod (1984),
Tise Evolution of Cooperation, les stratégies (lu dilemme du prisonnier peuvent être
placées sur une grille et uniquement confronter leurs voisins. Dans les simulations
préliminaires dAxelrod, TFT confronte ALLD et la stratégie qui accumule le plus
de points dans le voisinage, occupe le centre de ce voisinage à la prochaine itération.
Cette configuration du jeu forme des figures fractales qui évoluent dans le temps.
Le dilemme du prisonnier spatial reste latent pendant quelques années avant que
Nowak & May (1992) montrent que. sous certaines valeurs de T, le système est
critique pour les deux stratégies élémentaires (toujours coopérer et ne jamais co
opérer), c’est-à-dire que ces deux stratégies peuvent s’envahir mutuellement. On
a dans ce cas l’émergence de structures spatiales de type fractales particulière
ment jolies (Fig. 1.5). De plus. lorsqu’on change le type de voisinage: Moore à
von Neumann. la valeur de T critique change. Les simulations sont insensibles à
l’introduction des rétroactions individuelles (un joueur qui joue contre lui-même).
Grim (1995) a remarqué que l’introduction de Fespace avec des stratégies réac
tives stochastiques produit une convergence vers GTFT. La générosité de GTFT
dans sa version spatiale est presque le double que dans la version non spatiale
(GTFT (d, c) (, 1)). Dans ce cas, l’espace encourage la générosité de GTFT.
Brauchli et al. (1999) ont étendu l’étude de Grim en utilisant des stratégies
dépendantes de la récompense dans l’espace. Pavlov et ses variantes généreuses
sont très perfonnantes dans le contexte spatial. En plus. les auteurs ont mesuré
l’impact de l’espace en effectuant leurs simulations spatiales et non spatiales (les
joueurs prennent des décisions contre des adversaires pris au hasard) avec exacte
ment les mêmes paramètres. fls ont réalisé que l’environnement spatial structuré
encourageait la coopération et rendait Févolution moins chaotique que dans une
population non structurée.
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FIG. 1.5 Résultat du pointage obtenu pour chaque cellule d’une simulation de
400 itérations avec un voisinage de Moore aux bordures périodiques et un pointage
(S, P, R, T) = (0, 0, 1, 1.83). Les conditions initiales sont une mer de coopérants
avec un non-coopérant au centre. Le vert représente un pointage de R = 1, le bleu
foncé P = 0, les bleus pâles valent entre O et 1 et les jaunes sont supérieurs à 1. La
grille est de 69 x 69.
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1.3.8 Le dilemme du prisonnier dans un réseau
Plus généralement, les représentations spatiales sont des cas particuliers des
réseaux. Un réseau est un ensemble de noeuds (cellules) et un ensemble darcs
(lieus), chaque arc est associé à une paire de noeuds. Les espaces sont des réseaux
où les voisinages sont très corrélés.
Axefrod et al. (2002) ont placé des stratégies réactives avec une mémoire d’une
décision dans im réseau. Les stratégies affrontent leurs huit voisins au jeu dii di
lemme dii prisonnier dans une confrontation de quatre décisions. À la génération
suivante, chacune des stratégies adopte la meilleure stratégie à laquelle elle est liée
directement si elle est plus performante qu’elle, sinon elle ne change pas. Si les liens
entre les individus changent à toutes les générations, il n’y a pas émergence de la
coopération. Par contre. si les liens sont permanents, la coopération émerge.
1.4 Réseaux small-world
Soit un réseau G = (IÇ E) constitué de noeuds V = {vi, y2. ..., ti} et de lieus
entre les noeuds E = {ei, e2, ..., e,,1} où e1 = (y1, vk) est un lien entre les noeuds
y1 et vk On place tous les noeuds sur un cercle, chacun des noeuds est lié à ces
quatre plus proches voisins. Dans ce réseau structuré GtCLUM, tous les noeuds ont
le même nombre de liens. Le diamètre de ce réseau. la longueur du plus court die-
min entre les deux noeuds les plus éloignés, est de l’ordre dii nombre de noeuds.
Il y a par contre une influence locale très forte. car les voisins de noeuds voisins
ont de fortes chances d’être connectés entre eux. À l’opposé. on prend un réseau
= (l E) avec le même nombre de liens et de noeuds que Grnct,,M, mais
on place les liens aléatoirement. Ce réseau a im diamètre faible dû à la présence de
raccourcis partout dans le réseau. mais n’aura peu ou pas d’influence locale puisque
la corrélation du voisinage sera faible (Watts & Strogatz, 1998) (Fig. 1.6). Le di&.
mètre du réseau renseigne sur le temps que prendra l’information pour parcourir
tout le réseau si à chaque pas de temps tous les noeuds au courant de l’information
en informent leurs voisins. Un diamètre grand. de l’ordre du nombre de noeuds si-
21
FIG. 1.6 - Figure tirée de Watts & Strogatz (1998). Dans le réseau structuré (p O).
tous les noetids sont liés à leur cieux plus proches voisins. Dans le reau sinaÏi-worÏd
(O < p < 1), 011 voit encore le réseau structuré initiai, niais avec une fraction (les
liens qui ont été modifiés. Dans le réseau aléatoire (p = 1). on ne voit plus le
réseau initial les’ voisins du réseau sti’uctui’é initial ne sont que marginalement liés
ensemble.
gnifie ciue l’information aura à passer par pratiquenient tous les noeuds, un à la fois.
avant crue toHs les iioeucls aieiit recu l’infbrniation. Un diamètre plus faible permet
cli ilormer tous les liens en moins de tenips. On peut remplacer dans l’exemple
l’information par un virus ou un influx nerveux.
Avant Watts &z Strogatz (199$), il n’ avait pas de nioven efficace de modéliser
un réseau avant une fbrte corrélation clans le voisinage cn même temps qu’un dia
mètre faible. Les réseaux s7nclÏt—wol’Ïd (Watts & Strogatz. 199$) sont des réseaux
avant la propriété cl avoir un diamètre faible (t une corrélation claris le voisinage
forte. Ils sont construits à partir des réseaux structurés desquels on mocli fie une
fraction p des liens. La modification dun lien consiste à remplacer un ries noeuds
auquel il est lié par un autre choisit au hasard. Le nouveau lien (‘réé iie doit pas
déjà exister. La modification du lien e = (vp. r), t*J ((‘7). Ur), remplace c, dans E
si c E et r {p. q} (Fig. 1.6).
Watts & Strogatz (199$) ont développé une mesure cimn renseigne sur la présence
des grappes et de leur’ importancf-’ : le coefficient (le grappe (CG). Le coefficient de
Structuré SrnaII-world Aléatoire
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glappe clii ttociicl cj est
CC, 2 ‘ 1k)I (1.8)
ii’( ii’ — 1)
où (y,. l’c) sont les liens présents flans E. e,, cc sont les noeuds flans le voisinage
de t,, u’ (‘st le iiomhre (le vOisins que possède t’ et ‘ est le Ilombrf-’ total de liens
possibles entre tons les voisins de e,. Le coefficient de grappe CC est la moetine
de toits les C’C
m
cc (1.9)
‘‘t
i 1
où in est le iiombre de noeuds dans 1f’ réseau.
Les réseaux sinaii-woiitÏ fr)nt l’ol ]et de bien des études clans plusieurs disciplines
des sciences sociales et naturelles (Watts Strogatz. 1998: Watts. 1999).
Ces réseaux soIt assodiés au Pl1’1t0111è11f de six degrés (If-’ séparation ciuii stipule
que uious sommes tous à six poigHées f-le main de n uporte qui clans le monde.
_otti’eriieiit dit. en prenant deux personhies au hasard chois Ic’ monde. il ne devrait,
pas y avoir puis de cmci interniédiai’es 1)0111’ relier les deux i nclivitlus en preliant le
réseau formé par les liens de connaissance de toutes les pet’soiiiies mil)bqiiées dans
la chaîne (Miigram. 1967).
Le réseau de collaboration eiltt’f-’ cit’iitifit1iit’s est aussi un t’éseaii de type un ail
îtorlÏ (ewnian. 2001). Ou considère im lien entre deux scientihctues s’ils sont co
auteurs d’un article ou plils. Une mesure anmsante dans le réseau de scientihcpies
est le nombre de Ercli5s. Paul Erdés (1913—1996) est um mathématicien itinérant.
co—fondateur de la théorie des réseaux aléatoires. Il a ptihlié plus de 1—lOt) articles
clnrant sa vif’ avec un nombre impressionnant de collaborateurs (Newn an. 2001). Le
nombre de Erdés (EN) est. polir chaque scientihciue. le nombre de collaborateurs
cliii le sépare de Paul Erdis. Pautl Erclés à un nombre de Erdos EN 1. Ainmon
Bracha—Barak EN = 2 (Bracha—Barak Erdiis. 1984). Patil E. Slavlor EN 3
(Bracha—Barak Savlor. 1973). Linda R. Ptezolcl EX 4 (—‘rslibv et ai.. 1996).
David . Vuen EN = .5 (Van Reken et aï. . 199.5) et Navier Thibert-Plante EN 6
(Tlnbf-’rt—Plaulte et ai. . 2003). Ou peHt ainsi lier la majorité fIes mathématiciens
cliii scnt dans le réseau avec un E’v nioven de 1.7 ( Grossnian. 2002).
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D’autres réseaux, comme le réseau électrique de l’ouest des États-Unis et le
réseau de neurones du ver C. ekgans sont des réseaux de type small-world (Watts
& Strogatz, 1998).
1.5 Reproduction
II existe différents modèles pour représenter la reproduction dans un contexte
évolutif. Pour des populations que l’on veut de taille fixe, des choix s’offrent à
nous : la reproduction proportionnelle à la valeur d’adaptation, le mimétisme local
et les algorithmes génétiques. Dautres modèles proposent des populations à taille
variables, mais ils ne seront pas considérés dans cette étude pour fin de simplicité.
1.5.1 Reproduction proportionnelle
La reproduction proportionneile à la valeur d’adaptation calcule le taux de
croissance pour chacune des stratégies. Les stratégies qui perfonnent mieux que
la moyenne vont augmenter leur effectif et ceux qui perfonnent moins bien que la
moyenne vont décroître. Le taux de croissance i de la stratégie est fonction de sa
valeur d’adaptation f(x) par rapport à la moyenne des valeurs d’adaptation dans
la population J(2).
= x(ffrJ — J(2)) (1.10)
Oit peut utiliser la reproduction proportionnelle dans un environnement spatial
ou non. Dans le cas spatial, on aura la fraction de la population dans chacune des
cellules et un taux de migration entre les cellules. Il y aura donc une dynamique
dans chacune des cellules qui influencera la dynamique globale du système.
1.5.2 Mimétisme
Le mimétisme pour une population à taille fixe consiste à prendre, pour chacun
des individus, la stratégie la plus performante à laquelle elle aura été confrontée.
Cette situation est mieux adaptée au contefle spatial, car dans le cas d’un tournoi
de type round robin, à la deuxième génération il ne restera plus que la meilleure
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stratégie (le la pi’mèe génération et le système n évoluera plus en ahseiice de
bruit.
Pour rail iier le modèle du mimétisme. ou peut fractionner la stratégie en
ses const it nants et appliquer nue variante (le la repro(luct joli proportiouiiwlle aux
constituants de stratégies. cette méthode se iionune les algoritinnes géiiétiques.
1.5.3 Algorithmes génétiques
Les algorithuiies génétiques sont mi outil pour les pi’oblèimies d optimisation em
ployés lorsqui 011 ne possède ias de solution analytique. Ses 1)rincil)es soiit hérités
de la biologie avec une vision darwinienne.
Supposons un espace de paramètres plus grand que ce (111E’ loii peut calculer
clans le telttps alloué, niais borné. Cii peut associer une valeur (fitnies,) à chaque
poiit de I espace. le but est (le trouver les coordoiiiiées paranlétriclues de la p1mis
grande valeur. On ne peut pas faire d énumération explicite à cause de la contrainte
temporelle, alors ou utiliser les algorithmes géuéti( iues pour résoudre le pro—
hiènie.
1.5.3.1 Historique
Les algorithmes génétiques ont été mveiiîés par John H. Holland daims les an
nées 1970. Il jette les hases de cette nouvelle théorie dans son livre Adaptation
lEi Natuiii (Lad A ntificiaÏ Sijteins A ii Int )d’ILCtO?iJ I1naÏ/,iS ‘itnth AppÏïcotïons ta
BioÏoqy. Contint, and A itificïat IntciÏigcncc (Hollancl, 1975). Une introduction plus
accessible petit être trouvée dans Colclberg (1989).
1.5.3.2 Représentation de l’espace des paramètres
On doit représenter les poits de 1 espace et être capal )le de les nianipulci’ avec
les opérateurs génétiques. Pour le prol ilème 5 ii paramètres. 011 peut représenter le
poiimt par iiii ui—tuplet
(:) = (u’l.:i’,,
_1..c). (1.11)
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Chacun des :c (bit avo nue valeur dans les bornes définies du problème.
1.5.3.3 Initialisation
Or l)rend au hasard ïii poilits clans 1 espace des paramètres.
(1.12)
1.5.3.4 Évaluation
On évalue et ou classe les points selon leur fitncss afin de pouvoir identifier les
meilleurs.
... (1.13)
1.5.3.5 Sélection
Les meilleurs points peuvent se reproduire. Il existe différentes méthodes pour
satisfaire ce critère
ou garde uniquenient les meilleurs points : pression de sélection très forte
-- on sélectionne au hasard les points que l’on garde en fonction de leur fitncss.
Lne étude sur l’effet de quelques méthodes de sélection se trouve clans van Bragt
cf cii. (2001). On y montre entre autre que le croisement (reconubinaison) aide u la
stabilité du système dans le dilemme du prisoimulier.
1.5.3.6 Croisement
\y les points qu’il reste. on reconstitue une population de la même taille que
précéclenument. On suppose que la combinaison de deux n—tuplets qui sont parmi
les meilleurs omit mie forte probabihté de bien faire aussi. L’opération de croisement
fragmente et recombine les n—tuplets. Par exemple le croisement des deux poilits
dc l’espace des pauainètres
.c7. 7)1, c7. ;c) (1 11)
(y. P2, iJp I’ “P’ !Jj)+ i Yri — u’ Yn)
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donne
(z1x2
.
Xp_i,.Tp.ijjp+l,...,yn_L.yn) (1.15)
(1,Y2,....Yp_1,Yp.Xp--l
Le point de coupe pest déterminé de façon aléatoire. De plus, on laisse une proba
bifité pour qu’un couple de points soit reproduit intégralement sans croisement.
1.5.3.7 Mutation
La mutation sert à sortir des minima secondaires en introduisant une erreur
dans la reproduction. Cette erreur sert à explorer d’autres régions de l’espace des
paramètres. Son occurrence est beaucoup moins grande que le croisement de deux
points de l’espace. Suite à une mutation à la coordonnée q, le point
(x1,r2,
...,Xq_1.Zq.Xq+l r_i,x) (1.16)
devient
(xi. 2, ..., xq_1. a4, z,»i, .... x,_i, x) (1.17)
où x est une nouvelle valeur dans les bornes du problème.
1.5.3.8 Critère d’arrêt
On répète les opérations «évaluation. de sélection, dc croiseineut et de mutation
jusqu’à ce qu’on ait atteint le critère d’arrêt. Les critères peuvent être:
la convergence : depuis les AI dernières itérations. on a toujours la même
valeur optimale:
avoir dépassé la limite de temps : après N itérations, ou n’a pas convergé,
mais on a tout de même la meffleure valeur qui ait été rencontrée.
1.5.3.9 Le dilemme du prisonnier et les algorithmes génétiques
Les stratégies du dilemme du prisonnier sont des points de l’espace des para
mètres. Par exemple. GTFT avec une mémoire d’une rencontre est (1,1, ) dans
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l’espace des paramètres (y. d, c), où y, e. d E R[0. 11 selon la convention de la figure
1.1.
Axelrod (1987) a utilisé les algorithmes génétiques pour faire évoluer des stra
tégies dépendant de la récompense avec une mémoire de trois rencontres. Ily avait
un petit nombre de stratégies présentes dans la population à chaque génération: 20
stratégies. De plus, le nombre de générations dans les simulations est petit: 50. Ces
limites sont toutefois nécessaires pour être en mesure de qualifier le comportement
de chaque stratégie et de suivre pas à pas l’évolution de la population. Il a trouvé
des caractéristiques communes à TFT et aux meilleures stratégies développées par
les algorithmes génétiques dans son tournoi.
En utilisant des stratégies représentées par des résealLx de neurones et une évo
lution par des algorithmes génétiques. Danven & Yao (2001) ont montré que l’ajout
de choix de réponses réduit la coopération. Les choix ajoutés sont intermédiaires à
coopération et non-coopération : ils sont passés d’une matrice de rétribution 2 x 2
à 8 x 8, donc 6 niveaux intermédiaires ajoutés. Par exemple, si on associe la coopé
ration à investir 1$ et la non-coopération au refus d’investir. On a dans la nouvelle
configuration Popportimité d’investir 0$. $. $. $. $. $. $ et 1$. Les auteurs
ont observé la spécification de stratégies interdépendantes: À coopère avec B, mais
pas avec À et vice-versa.
Dans un cadre plus théorique. Thibert-Plante & Charbonneau (en préparation)
ont mesuré l’effet du croisement dans des simulations dii dilemme du prisonnier
qui évoluent par des algorithmes génétiques. Us ont employé des stratégies ré
actives avec une mémoire de cinq décisions et le nombre de générations est de
l’ordre du million. Durant la simulation, le pointage de la meilleure stratégie in
dique des phases très claires de stabilité et d’instabilité (Fig. 1.7). En mesurant
ces phases pour différents paramètres génétiques. on remarque une plus grande
stabilité lorsque le croisement est présent dans les simulations.
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Fic;. 1.7 — Figure tirée de Tlnbert—PlaHte et CharboHneau (en 1)rél)aratiofl) . Les
barres horizontales grises, au haut et au bas de la figure. indiquent les 1)ériodes de
stabilité identifiées par deux méthodes clisctinetes. En 1 et en C. ou observe (les
périodes (le stabilité le pointage du meilleur joueur est relativement constant. Eu
B période d’instabilité : grande variation dans le pomtagf-’ du meilleur Joueur.
Chapitre 2
Méthodologie
Lapproclie par siniitlatioii numérique est utilisée pour mccléliser 1 évolution (le
la coopération Claris le leu clii dilemme du prisonnier claris les réseaux. Lutilisation
de la méthode tic rtproduction la plus siinpl’ possible permet tic mettre en évidence
Feffet dc lorganisatioii de 1 espace sur la chiiaiuitiue de la population.
2.1 Objectifs de la recherche
La (onlpUéllelisioIi de 1 évolution (les comportements coopératifs uest que par
tielle (Pennisi. 2005). La théorie des jeux est un outil qui permet. clans un cadre
formel. dexpénmenter sur le développement des comporteinelits. Le dilemme du
prisonnier est le Jeu de prédilection pour Févoltution de la coopération. Des tour
nois du dilemme du prisonnier ont permis de faire émerger la coopération dans
une population dindividualistes (Axelrocl. 1981). Ensuite. polir mieux comprendre
l’effet cfune corrélation spatiale. le dilemme du prisonnier est joué sur une grille
(owak Mav. 1992). Afin (le raffiner 1 environnement pour le rendre plus fidèle
à la structure de la population. le dilemme du prisonnier est joué sur un réseau de
type smaiÏ-iuortd qui conjugue corrélation spatiale et désordre (Watts Strogatz,
1998).
Les objectifs tic recherche sont de comprendre l’influence de 1 organisation et
de la désorganisation de Fespace dans la dynamique du jeu tin dilcummic du prison—
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nier. La répartition tics points dans le jeu du (illemille du prisonnier lait en sorte
tiue les joueurs sont confrontés à mi dilenune (Fmdividliahste. car la pins grande
récolllpellse tiu ils pt1i\t1Ït obtenir po’ir clia(jlle (lécisioli est lors(yu ils liC coopèrciit
pas (Eq. 1.6). iiiî’iiie si tille foopératioli mutuelle à long ternie est plus bénéfique
(Eq. 1.7).
Plusieurs études se concentrent sur la simplification tin problème en ne consi—
tiérant que tics paires de stratégies parmi ne jCL7Î1 (1?S cOojkfeei. to’ujour3 eoopéreï
et Tit-/u-tai (Àxelrod. 1984: Mav et ai. . 199:5: owak Mav. 1992. 1993: owak
et tit. . 19911 .a). Dans cette étude. des stratégies stochastiques sans niénioire et
des stratégies réactives seront utilisées. Afin dc itniiiiniscr les effets dc l’aléatoire
dans les stratégies. lapproximation (lii nombre dc décisions infini sera utilisée. Le
pointage scia donc calculé à laide (les chaînes (le \1arkov. tel que décrit dans Fan
nce I. Plusieurs réseaux dc type sin(1ll— worÏd avec (liflérents niveaux de (lésoïdre
(0 p 0.12) seront étudiés.
2.2 Hypothèses
Les hypothèses tic recherche sont
1. Le passage tFiin réseau structuré (grille) vers un réseau aléatoire modifie le
comportement dune petite fraction tic la population.
2. Lors clii passage dun réseau structuré vers un réseau aléatoire. la capacité
ciaccuinwlcr tics points varie de façon non uniforme flans la population. cii
corrélation avec lanipicur (les iiiodifications tIn noeud.
2.3 Paramètres
Les réseaux srriaii— wovÏd sont une bonne représentation (le la structure tics ré
seaux sociaux tians lesquels la coopération se développe. En plus, ils sont une
variante des réseaux ordonnés une structure où l’évolution de la onpération est
grandement étudiée (Nowak c Ma. 1992: Griin. 1995: Branchu et ai. . 1999). Les
réseaux SmflaiÏ—WO?ÏfÏ sont mo(iéhsés t1i iiitro(linsant (les modifications aléatoires à
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1111 réseau ord)llIlé. Ou utilisera (1011f différents taux de iuo(lifitatiofl p pour les
réseaux afin de voir leur effet sur la population au jeu (lu (blellime du prisOnnier.
Ce paramètre sera le seul qui sera varié.
Lt-’ p01l1t1ge 1HOVCII plf dé(isiOli de clla(HH des jotieuirs sera assc w a iix carac—
téristiflules du iioeu 1(1 clans le réseau et mon n iix caractéristiques globales du réseau.
On pomll’ra dom ol server Finflueuct’ (1(5 caractéristiclues du iioeuid du réseau sur la
perforiuiaiicc’ (les jouelIrs. Les caractérist iqimes des noeuds (bi réseami seront reliées au
phénoniène de grappe qui aurait tendaimec u améliorer la perlorinante (les joueurs
(fui 5V trouvent (Brauclili et aï. . 1999)
Afin de mettre en relief Feffet (le Ï espace. on utilisera des stratégies stochas
tiques simples. sans mémoire et réactives. Le mode de reproduction élémentaire
utilisé pour ne pas iI1terférf-r avec I efbt de Fespace sera le minuétisnw les ]oueHrs
vont adopter la stratégie la phis payante avec latluelle ils sont (‘n contact.
Chapitre 3
Prisoner’s Dilemma and Clusters on
$mall-World Networks
Abstract
S1lla11—wor1cI 11CtWC)1k liavc’ l)eell associatP(l \Vitli tollective dvnaniics in c’oiiiplex
systems. In tlw special case of flic prisoners dilenima playecl on a sma1lwor1d
network, the averageseore of tue populatioii clecreases as we iiwïeasc the pic hahilitv
of rewiring. In tins sttidv. wc show tiiat tue clecrease of flic average score is caiisecl hy
a niinoritv of the population. lime inajority of the population is stiil not immfluenced
bv the transition f10111 a gricl to n small-worlcl network.
Keywords Smnahl—\Vorld Setworks. Prisoners Dileinma. Cluxters.
3.1 Introduction
Smahl-woi’ld network structure commnonlv enierges in coinplex sxtenis (Watts &
Strogatz. 1998). In this stud. we explore tue effhct of tins topologv 011 the evohition
of cooperative hehiavior withi an inthiviclual basecl approaclm. using a Illodel in winch
each node of the network is a strategv in the iteratecl prisoners thilemma game.
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betweeii tW() plavers. but ve (10 not (01151(1er tins (fiSC 111 this stiidv. In the IPD, the
better strategv iS not trivial anvniore, and cooperation amongst J)lavers (il eliierge.
Tue IPD lias heeii ilse(l to lno(lel the evolutioii of cooperatiOli in populations 0f
fisli (sticklebacks) (Milinski. 1987). vampire bats (\Vilkinson. 1984) and primatcs
(Packer. 1977: Brenibs. 1996). Even if the mies of the gaine are simpit’, tlif- (lyliaiflies
genera.ted bv (11ff -reiit strategies in different eiiviroiiiiieiits (how players meet each
other, tut’ immerical values of tue pavoff) is (oflipleX.
Tit-For-Tat 15 ii classical strategv in tut’ iterated prisoners (illeliilila : it coope
tes on tue first iiiove aiid tlieii does what the opponeuit (11(1 (1111111g tue previons
move. This strategv \von the two nuiiiierital touiïiianieHts organized liv ÀXC1YO(1
(1984) nerf’ people (acadennc ami 11011 academic) were invited to subnnt si rategies
of the IPD gaine. owak Sigmund t 1992) sohsequently sliowed that Tit—For—Tat
iS not tut’ fluai state. a geiierouus variation. Generous Tit-lbr-Ta.t (GTFT) that co
operates 011e tune ont ol three alter tue opponeiit (Ïefects. perforuns w-cil iii fi mnsy
environnient (wlieii iiiisperceptiohi anci unis-iuuipleuiieuita tioii of decisions are pro
hable. i.e. Ibm sto(liastic strategies). TFT aiid GTFT are reactive strategies, tiiev
niake their decisioiis as a function of the opponent’s pre ions niove : other types
of strategies include general strategies t liat hase their decision 011 tlieir previolus
reward and nienioryless strategies tliat take m)tlinlg ito accouint w-lien inakiig a
decision. Pavlov. a generai strategv. olItpeÏh)rlfls Ii—for—Tut (owak & Signnmd.
1993b). Paviov keeps tue saine decisioui (cooperate or (Ïefect) fi5 1011g 05 it pa
(reward is T or R) and switches otherwise.
Tue niodel can Le extended to a spatial version where the ganie is plaved 011
fi il X i (hesshoard. In tins case. each player occupies ii iare 011 tut’ chesslioaid
and lie game is plaved between nearest neiglibonrs .Àt the end of each gaine.
each plaver adopts the Lest scoring strategy in its uieigiihouirhood for tlie next
gaine. The mtrodnction of space changes the dvnaumcs ol the gaine : coexistence
C)f souiie strategies hf’colnes possible ancl tlie Lest strategies in the spatial coiitext
are not tlit’ saine for tlie sanie paranieters in the uion—spatial version. Nowak S
Ma (1992) sliowed that simple strategies of the prisoners dileinuna that alwavs
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coopcratc (ÂLLC’) and aiwa s (lcfc(f (1LLD) crcatc licautif iii ftactals wlicn thc
(OcXist. Griin (1995) sliowcd that GTFT is niorc gencrons in a spatial ciivirolinient
it copcratc twi(c as often \vlicil flic opponcnt clcfects.
Thc (liX(0vcfV that spa(c eau have important cffccts 011 tue dVflailli(5 of the
niodcl lias lcd t0 a scrics of stlldic explormg flic role ol population stiïicturc 011
thc einergcncc of (Oopcratioli in thc prisoiicr s (lileinnia. Brau(hui et cit. (1999)
invcstigated tue diflcrciitc hctwecii stnittiircd populations (grid couifigiiration as
per a (llessboard) auJ raiidoiii networks. wlicrc ail plavcrs have flic saine innnhcr
of ncighbouïs. foi gcncral stO(hastiC stratcgics of tue IPD. hic obscrvccl that tlic
avcrage score n’as lnghcr in spafiallv striuctnred popuulat ioiis hccauusc flic grid allo
w’cd (Juisters ol coopcrators f0 cnicrgc ancl stabilize flic population. Since clustcrs
sccm fo have an important npact on flic dvuianncs of flic ganic. Axclrod et aï.
(2t]02) stuidicd thc cffict 0f a tIuusl crcd uïctwork vcrsuus il persistent random nctwork.
Tlicv slioivccl that both cnn allow (Oopcration t O cuncrgc ivit h reacfivc stochastic
strat cgics.
The role 0f clusters on flic clvnamics of sniall-world ncfworks was first cxplorcd
liv \Vafts Strogatz (199$) i flicur sttid’ of flic regioli bctwecn sfnicturcd anci
randoni populatioiis. Tlicv sliowcd in flic contcxt where the popiilafion is ouilv
coinposcd of fullv cooperativc (-ILLC) or f uillv (Ïelectivc (ÂLLD) strategies that
flic fraction of coopcrators (lecrcascs as flic aunount of randoniness mtroduced in flic
grapli (p) iiicrcascs. Tlicsc observations wcrc confirnicd 1 v Abraunson S Nuperman
(2001). whio looked at flic fract ions of ALLC and -ILLD that cincrge nnder (liflerclit
values of T (temptation of dclection) and p (rewiring probahihfy). Thcv ihund that
flic fracf ion of ÂLLC ciccreases when p or T mcreascs. Tlic scorc, in parficnlar flic
teunpfation f0 dcfect (T). was shown to have a major cffrct on flic fraction of 1LLC
for (hiffercuit values of p.
To investigatc flic role of luibs in cotnplex networks. Niun et aï. (2002) addcd one
linfluential nodc11 in small—world networks of ÂLLC ancl 1LLD. Thc hinfhucntial
node is a node. takcn at randoni in flic network. f0 wInch addit ional chirected Iinks
are added. Thcsc hnks have an effrct 011 a large fraction of thc population, huit not
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flic iliverse. Nini et et. (2002) showeci tha t fins type of iiodc create an instahilit y in
thc s stem. liaving à grcaf eflecf wlien if switches strategv fiom 1LLC fo 1LLD.
\Vhen flic infhiential nodc flips to noli—cool)eration. flic fraction of (oOl)erators in
tin’ popiilaf 1011 (lPcrcas(’s signifhantlv. This shows that tin’ (liarafteristics of à single
node (an affect tin’ dvnamics ol tue wholc svstcni.
In tins stndy. tin’ cvoliition ol stocliastic stratcgics iii tue pÏ15011er’s dilenirmia
playetl 011 siiiall—world iietworks will Le analvzed to ideiitify tue effect of thc net
work structure (p) and indivichial noPe clïaractenstics (cinstering e efficient. sum
ol elmcli(lean distance ) 011 flic dvnaiiiics of each noPe (stratf’gies and score).
W 1111e previons sfuthe (oncenfrafed on iiiacroscopic charact eristics of networks
anci associafed theni to flic acrage score 01 the pr ence 01 absence ol ccii a
sfrafegics in flic population. ni fhis sfndv. we nionifor flic wliole popiilatioii in a
steaclv stafe to sec flic iiifluieiice of flic cliaracferisfics ol cadi nuiividiial noPe (dus
tering coefficient and sum ol eudli(lean (hstaiice) on tin’ model. Wc look af fie score
(phenotvpe) given l) (lifierelit stocliastic sf rat egies (genofpcs: (p) and (p. (J)) as a
funef ion oi cadi iio(le characteristic Ior snialÏ-world networks wifli (11ff erent degrees
of randonuiess (p). We ol )serVc a iiiarkecl (lifference in bclïaviors betwecii noPes
that remain in flic lnghlv clustered gnd coiiflgnrafmii and fhose that are ramidomni
rewired. suggesting tiiat sniaii—worhi striict iire docs uot affect fie (lvnamics of ail
noPes in a network nniformlv.
3.2 The model
In tus stndv wc nsed à 32 x 32 gril witli periodic hoiindarv conditions f0 explore
flic role of flic structure of flic network 011 flic dvnamics of flic popimlitiomi. Thc
initial network is fie staiidarcl grul with à Moore ncighbourliood (tic neighbonrs
of a noPe are ail noPes accessible Lv flic kings niovc 011 a chcssÏ ioard). every nocie
is aiso linked to itself. \Ve tien modfv flic network with the rewiring process of
\Vatts Sfrugafz (199$) for ihiferent prohabilities (p {0. t).0Ï. 0.02 0.12}).
The network strnctiire is (01151 ant Pnnng à giveii shnnlation.
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Evc’rv iiodc 011 flic grapli ix a stocliastic stratcgy of fhc prisoiicr’s dilenuna gaine.
Two diffrîcut types of stiategies arc stli(licd hcrc stratcgics witholit mcmory and
rca(tiVc stratcgies. Tue strategv without nicmorv ix a nuuibcr (p) that Cf( (‘lits
thc prOl)abulitv of couperaI 1011 at CVC1V iiioiiiciit. hic rcactivc stratcgics arc rcprc
sent cd Ï y two minibcrs flic first (p) rcprc cuts flic prohahilitv 01 coopcration aftcr
Ilic 0i)poflcff cOOpcIatcs. flic second (q) rcprc cnts flic prohal)dity of (oopcral ion
aftcr flic opponcnt dcfccfs. To avoid cïï r-frcc stratcgics. tue pro1)ahilit o1 coope
ratioii ix f’XCllisiVclv bctwccii zcro aiid 011f’. siicli tliat (‘V(’ÏV pi01 )aÏ)ilitv (p or q)
ix rcstrictcd to (f. 1 — f). whcrc > 0 ix sinali. \Vc use the sanie pavoif fumtion
as Àxclrod (1981) (S. P. R. T) (0. 1. 3. 5). Eath simulation ix iiiitiahzcd witli a
popnlatioii ni winch ail J) anti q arc unifiwnilv chstributc(t raudoin nnnihcrs hctwccn
cro and 011f’ cxcinsivclv.
111f’ gciiot vpc 15 t lic si ratcgv ol il iiotlc (p) ou (p. q) and tut’ p1icnotpc ix flic’
gciiofypcs avcragc sCore P’ dccision (pavoif) rcsiilfing trom (ollfrontafions with
ail thc st rat cgics iii it s ncighÏ )onrhood
Evcrv ioinicl. catli stratcgv cffcttivclv plavs an illfinitf’ inuiibcr oC iterations
against ail flic stratcgics that arc linkcd f0 if (its ncighl)OurS) . —\ftcr tut’ cnd of
cach 10111111. ccr nodc aciopts flic strategv in ifs ncighhourhood that ohtamcd thc’
hcst avcragf’ scout’ pci clccision. Tins lip(iatf’ is donc sniinitaiicoiislv over tue wholc
network.
Tu avoid convergence anci nntigatc flic’ eficets oC thc initial coi ichtions. thcrc is
a small probabiity of mutation (t).002 gcnc : p and q) that ix constant during
thc simulation. TIic nuitat ion opcration changes flic vainc of tht’ gcnc tu a random
mnnbcr 011 thc range (c. 1 — f) anti ix pcrforincd alter file nodt’s arc npdatccl.
Sinmlations were mn for 1000 itcrations (roinid) anti 30 rcplicatcs wcrc clone fbm
each simulation. W hile flic svsteni usuaiiv takcs about 20 itcrations to rcach the
stcaclv state. ah tht’ analyses aie clone with the iast 900 iteraf ions to 1nllv ehmmatc
the transient period at flic I )cgiiluing of cach sininlai ion.
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3.3 Resuits
3.3.1 Arialysis of phenotypes
11w overali mean 5corf- (suni of ail sccrc per clecision divided bv the number
of iiode clecreases as the rewirillg probabilitv (p) iiicreases’ for both reactive anti
rnemorvless stratcgics (fig. 3.1 (A) and 3.2 (A)) as Watts c Strogatz (1998). Watts
(1999) aIl(l Abramson r Rul)ernlan (2001) ohscrvcd. suggesting tliaf cooperatioli
decreases iii siïiall—world networks. However. a studv of the freciuencv distrihutioii
of scores clearlv shows that distribution is not normal (fig. 3.3 (A) and 3.4 (A)).
the mean score is iieitlier the medan. 1101 tue ftrst moment. In ail simulations.
a pr0iiii11ei1I 1)111 contai 1111g a large fraction of tue population is present in the
histograin. This 1)111 i5 neyer equivalt-nt to thc mean score and. unlike the mean
score, ifs position remains stable thïoughout a simulatioii (Fig. 3.5 (A) ami 3.6 (A)).
We eau this hin flic ‘‘emergent score”. Tue itiean scort varies in svncliromzafion
with flic the fraction of the population in the emergent sccre since the mean score
is highly influenced bv tln- fraction of flic population iii thc emergent. score (fig.
3.5 (C) antI 3.6 (D)).
Tlmc position of thc emncrgcnt score as a function of the rewiring prohability (p)
is constant over ail siimlations ancl represelits randorn behavior (50 % cooperate.
50 ¶ defcct) versus random bcliavior for nieniorvless strategies (fig. 3.1 (B)) and
mutual cooperation for reactive strategies (f ig. 3.2 (B)) .As flic rewiring probai)ility
(p) icreases. the total fraction of the populatioii over n simulation in flic emergent
score (F101(soore)) clecreases (f ig. 3.1 (C) and 3.2 (C)) for hotu types of siniulations.
The transition fron a grid to n small—world network docsnt affect the position of
flic cnwrgent score. but changes ifs acccssibilit.
15 thc introduction of randomness iii flic network cucating diffcrent classes of
node’? Some nocles after the rewiring reniai in a grid configuration no links that
are relatcd f0 flic node have bccmi added. rcnioved. modified and flic neighbours
aie still connectcd togcthcr after thc rewiring proccss. Wc coniparcd thc score
probabili tv distril mimtion function (PDf) betwccn two successive time stcps for flic
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FIG. 3.1 - Boxplots of simulation cliaracteristics as fonction of tho uewirillg proba
bilitv (p) foi iflCIllOfVlf-55 strategies. aOt/ o[ the simulations fait within the vertical
box. the inecliaH is represeuited b tue horizontal hue insitie tin’ box. (A) mean score,
(B) position of the emergent score. (C) f,01 of the emergent score. (D) position of
tue eiïicrgent p anti (E) F,, ol the emergerit p.
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FIG. 3.3 -- Probabilitv di5tril)ittion 1ltI1(tioll (PDf) ol th SCOÏ( (À) and J) (B) for
tue entire population ol memor\iess strategies euïnulated over a simulation with
p — t).1.
FIG. 3.4 — Probabilitv distribution fonction (PDF) 0f the score () Ï) (B). anci
q (C) for tue entire population ol reactive strategies cumulattd oer a simulation
with p — 0.1.
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FIG. 3.5 Time evointion ai a represelitative si nulatioïi vit1i nwmorl(ss strategies
at p 0.1. (A) cvolutioii of tue overali population menu score coinpared ta the
emergent score. (B) evohition ol (lie overali population mean j) (ompareci to (lie
emergent j). (C) evolution of the fraction of tue popuia tion in the emergent score
and (D) evolutioii of the fraction of tue popiilatioii iii tue emergent j).
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FIG. 3.6 Time evolutiou of a representative simulation witli reactwe strate—
gies at p 0.1. (À) evolution of the overail popti1itioiï ineaii score compareci
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tue emergent p, (C) evolution 0f the overali populatioii mean q (ompared to the
emergent q, (D) evolution of the fraction of tue population in the emergent score,
(E) evolution of tue fraction of the population in the emergent p and (f) evolutiori
of the fraction of the population iii the emergent q.
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TÀB. 3.1 Siillilaritv hetween grid aiid non—grid confignrationx
Witliont iïic’iiiorv R cactive
Grid vs Grid vs Two time Grid vs Grid vs Two tiine
non—grid grid steps non—grici grici steps
Score 1% 31% 14% 2% 29% 14%
p 20 $0% .53 12tÏ 76% 18%
(J - -
- 40% 87% 71%
The average fraction of tiine after tue tralislelit J)eflod that flic two PDFs are flic
saine with a kolmogorov—Snnrnov test with an iiterval of confidence of 95%. The
grid—grid colnparisoÏl is between two successive time steps of the riodes that are
stili in a gi’id configuration in a sinjiilation. Tiiese are tue cumulative resitits for ail
siniulations.
whole PDF anti for nodes iii tue grid configuration oiilv anti between gnd anti 11011—
grid configurations for the saine time step. \Ve used n Rolniogorov-Siiiirnov test for
this purpose. Since tins is n dvnannc process. we doïi’t expect a full confirmation
that everv PDF is fr0111 the saine tlistrihutioii. The kohnogorov—Smirnov test witli
5% error shows that tue PDF of the noties in the grid configuration is more similar
than the PDF of tue whole population. The comparison between grid and non—grid
configurations is accepted only rarelv. Table 3.1 shows the results in more detail.
The (lvllamics of the phenotypic evolution is thus different for different network
cliaracteristics of the node.
We quantifv the difference between nodes in the grid coi figuration anti moclified
nodes to stndv the impact of these qualitities 011 the performance (score) of nodes.
In general. flic performance of cooperators is enhanced in clnsters because thcv are
11101e likelv to face other cooperators (Brauchli et ai. 1999). \Ve look at two quan
titative variables associated witli network structure ancl the clnster phenomena
the inclividual clnstering coefficient and the snin of distances. to investigate their
relatiolishil) with the score.
The individnal clnstering coefficient (CCi) is a measure ol the correlation in the
neighbourhood of a node. \Vlien ifs value is lngh, reighbours are lmked togetlier.
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FIG. 3.7 iNeigllbOllrlloo(I of a node iii a staliflard grid folifiguratioli. The nudes
lniked 1w a clashed une with Hotie? are iii its Moore neighbourliood. Neighhours
tt the nortli. south. east and west are 1 unit of distance ht)ll1 nocif’ anti the other
iieiglibours are at a clistace of nuits. The solid hues are the liuks betweeu the
neiglibours of riode i.
It varies from O to 1. where O means 11f) iieighhours of a node are lmked together
and 1 nicaus ail iieigliboiirs of n node are ii iked together. Tue clusteri ig coefficient
(CC1) of r1 is
CC1 2 (e1, Vt) (3.1)
— 1)
where (b• c.) is the uuinber of links preseiit iii tue set of ail edges in the network
(E). v. V. are nodes in the ueighbourhood ol r1. n is the number of nodes present
iii the neighbourhoocÏ of i’ anti is the total mimber ol links possible bet\veeu
the ueighhours of v. Tins efluatioli holds ft)u uudirected edgf-’s (Watts, 1999). The
nodes in tue grici configuration have eight neighboiirs, which havf-’ 12 links betweeu
tlieiri (f ig. 3.7), giving a clustering coefficient of
_
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_
3CC, — — (3.2)
oG i
2]) histograms oi tue score (y axis) anti CC1 (r axis) coutain ail norniahzed
score histograiïis in tut’ vertical for ever CC Frequeucv is indicated 011 a gray
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s(ale, with claïker values fur lngher frequencies (Fig. 3.8 (A) and 3.9 (A)). The
horizontal darkest hue of the 2D lustograiti ix tue eniergent score. The position
of tue emergelit score remains flic sanie for ail CC, (fig. 3.8 (A) and 3.9 (A) for
rcprcscfltative xmuilation rexiiltx). f (score) ix t lic flcqiwntv eV tÏw 2D ii ixi ogiain
at tue einergciit score. llcrf’ f(scoie) ix a fuiiiction of CC1. f(seoie) changes as a
finiction of CC,. (fig. 3.8 (C) and 3.9 (D) for reprcseiitative simulations resuits). As
tlit’ CC1 nicreascs f(seor() increases. but il ix 110f a inicar 01 a siiuiple polynomial
funttion (Fig. 3.8 (C) auid 3.9 (D)). Vie iised a linear rohust fit to deteriniiic flic
sigli oh flic xlopc of flic f(seor() as a fonction of flic CC1. The xign of tue siope
confirnus flic fendencv of flic increasing f(score) as a funct ion of ilicreasing CC1,
more extensive tests for ail snnulaf ions aiid ail p show that this freud is iiiiiversal.
In gencral the uuiean score of notles witli hiigh CC, will 1 e inglier. not lwcause thev
score high values, but becaiise tlie score wf’ll more ofteii. For lower values of CC1
fhiere ix niore noise in flic values (Fig. 3.8 (C) anti 3.9 (D)). The increascd noise for
higlily unodified iiodes (low CC,). ix chie f0 t lie sunaller aniount of nodes who have
tue sanie (haractcristics: one poilit 011 tlie graph can he tue hcluavior of a single
node. siuice therf’ are no ot lier iiodes wlio share tins network cliaracteristic.
Anotlier way of characterizing a node ix liv studing ifs geographic location
relative to ifs neighhours. W lien flic network ix a uuiodihcation of a grid. flic initial
Cartesiaui position (before t lic rewiring process) oh flic noclc ix iusecl fo characte—
nze flic geometric distance hcfwecn tue nodc and ifs ncighbouurs. Tlic sum of flic
geometric distance bctween a node anti ail its ncighbouirs ix called tue Smii of Dis
tantes (liereaffer SoD) . In flic grid configuration. flic suun over ail Heighhours is
SoD 4(1) + 4 for cadi node (Fig. 3.7). If f liere ix one more link froun tins nocle
Hode to anotlier 5 units furflicr. flic SoD will Ï ccomc SoD = 5 + -1(1) + 4. In
general as flic SoD increasc. the decrcascs for a nocle.
Thic position of flic emergeuit score ix flic sanie for ail SoD. 1 eut flic f (score)
decreases wlnle flic SoD increases. flic fendencv is shiown foi represeuifative simu
la tions (fig. 3.8 (E and G) antI 3.9 (G auid J)). Tlius. nodcs witb geographically
close uicighhouurs score well iiiore ofteui flian nodes wifli geographicalhy far ncigh—
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FIG. 3.8 - Phenotvpit and geliot Vpic variation as if functioii of the cuaiititative net
Work charattensties (CCi aiid SoD) for if reprf’sentative simulation foi ln(Inorvless
strategies at p = 0.1. In (A), (B). (E) aut (f) are 2D histograms with the network
characteristic (CCi or SoD) iii :c: anci tue score or in ij. Frequencv of the v-value
ix iiidicated On a grav color scale. with (laïker values for liigherfrequencies. The
2D 11iSt)gra1n is normaiized for the network chaia(teristic (tin’ suim of ail vaines in
a vertical une ix 011f’). 50 (OlIipaIaiSOll 1)Vtween network cliaractenstics ix possible.
\ot ail CC’, and SoD aie rt-’presented. giving sonit’ vertical white areas. Tue (kIck
horizontal une represents tue (‘mergent score Or J). In (C’). (]D) . (G) and (H) f of
t lie einergent score Or p ix shown as a fonction of the C’C ancl SoD.
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FIG. 3.9 Phenotvpic anti genotvpic va lia tion as a fuiict ion of tue (juant itative
iirtwork (llaractei’istics (CG, anti SoD) lor a. rtprrsriitative simulation for reactive
strategies at. p 0.1. hi (A). (D). (C). (G). (H) and (I) art’ 2D histograms with the
network cliaracteristic (CC1 or SoD) in e anti the score. J) or (J in y. Frequencv of t,he
y_\rallIt 15 indicated on a grive toloi scale, with darker values fhr higiier hequencies.
Tue 2D instogram is nornialized loi tue iu-’twork chaiacteristic (the sum of ail
vaines iii n vertical une is oiie), so comparaison hetween network charactenstics is
Possible. Not ail CG, anti SoD are ieprestmitetl. giviHg soiiit vertical white areas.
The dark horizontal une represents the enit’rgent score. J) or q. In (D). (F). (F).
(.1). (N) and (L) f of tut’ emergent seoir. J) or q is shown as n function ol the CC
and SoD.
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bours. The relation between the SoD and F(score) is aiso neither linear, nor a
simple polynomial. but by evaluating the sign of the slope with the saine fitting
function as for the CC the signs shows that this trend is universal. For SoD largcr
than the radius of the initial grid (radius 24) them is more noise in the results
(Fig. 3.8 (G) ancl 3.9 (J)). In addition. nodes with SoD bigger than the radius of
the grid must have more than one rewired links. and therefore a small CCi, which
diminishes the local influence and correlation.
3.3.2 Analysis of genotypes
The same analyses were also done for the genotypes: (p) for rnemoryless stra
tegies and (p, q) for reactive strategies. fle frequency distribution of p aud q show
that the distributions are flot normal and there is a prominent lin containing a
large fraction of the population for every p and q, those bins will be called the
emergent p sud emergent q respectively (Fig. 3.3 (B) and 3.4 (B aud C)). For the
purpose of simplification. we use the tcrm emergent genotype to designate both
emergent p and emergcnt q without distinction if nothhig else is stated. For memo
ryleas strategies the emergent genotype is called emergent p, for reactive strategies,
there are ftt emergent genotypes : emergent p sud emergent q.
Emergent genotypes are different from the meau genotypes and are more stable
in time (Fig. 3.5 (B) and 3.6 (B and C)). There 18 a synchronization in the va
riation of the memi genotype and the fraction of the population in the emergent
genotype(s) (Fig. 3.5 (D) and 3.6 (E sud F)), since the mean genotype(s) are in
fluenced by the fraction of the population in the emergent genotype. The emergent
p for memoryless stratcgics is around z = 50% which represents a coin ifipping
strategy (50% cooperate. 50% defect) (Fig. 3.1 (D)). For the reactive strategies the
emergent p is more cooperative and is close to 1 (Fig. 3.2 (D)) and the reaction
to defection by the opponent. emergent q. is around q = 50% (Fig. 3.2 (F)). As
the rewiring probability (p) increases. the fraction of the population in emergent
,
(rQ,), saine definition as F(scare), but transposed to p) decreases for memory
less strategies (Fig. 3.1 (E)) and reactive strategies (Fig. 3.2 (E)). An interesting
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ft’atnre of J) iS tue emergence of otiier eniergent genotvpes iii hoth memoryless and
reactive strategies. su when a node is not 111 the emergent p. it is prohah1 in an
otiier eiiiergeiit p all(l not lle(essaril iii tue iioisv regioli arounci the eliiergent p
(Fig. 3.3 (B) and 3.1 (B)). In Of)pOsitinfl. the q value is a(lopt(d bv almost ail the
Populatioll (lOtX t o $0v) (Fig. 3.2 (C)) anci there is nO otiier eniergent q (Fig. 3.-1
(C)).
There is a differente agaili if the Ilo(Ie is in a “grid configuration” or not. Since
the iieiglihonrs (1011 t afie(t tue geiiotvpe chai ig a round. the kolniogorov—Simrnov
test hetweeii tue grill configuration 011(1 non—grid (onfigitration are more often ac—
(eptf’(l (Table 3.1). There ix niore smnlaritv agam in the grid vs grici comparison
than the whole PDf for two tulle steps 011(1 the grid versus non grici is accepted
less often. There ix tims a difference hi tin’ dvnanncs of t lie genot ype for ciifferent
iietwork cliaracteristies of a node.
The vaine of CC, for nodex aiso lias an effoet 011 f(p) and f (q). (fig. 3.8 (B)
ancl 3.9 (B ancl C)). for lngh CC, . nocles are less often in tue eniergent J) and q.
As CC, increases. F(p) and f(q) decreasex (Fig. 3.8 (D) and 3.9 (E)). tIns trenci is
umversal for ail p. For q a large hactioii of the populat ion adopts the eniergent q
(Fig. 3.2 (G)). As the CC, increaxes. f(q) decreases (Fig. 3.9 (F)). but it reniais
higli (more than 1t)’X ) . This tendem is present for ail p. \odes with high CC1
tend to 1w more olten in the emergent genotvpe.
As flic SoD increases, ftp) increases (Fig. 3.8 (F and H) and 3.9 (H anci K)).
The ilicreasing tendencv ix confiriiied for ail p. for emergent q. the sanie tendencv
ix obxerved for ail si nidations, but at anotlier range of vailles. in fact f(q) us lngher
flian tue f(p) (Fig. 3.9 (I and L)). godes with low SoD tend tu be in the emergent
genotvpe more oft en.
3.3.3 Strategy switching
Nodes falling into the eniergent score genotvpe clou ‘t stav there forever. tliev
xwi t eh on and off the emergent score geliotype. Tue frac! ion of tine a 11011e switdhes
in aiid ont tue score genotvpe is ami inchreet measire of liow long if can keep the
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ciiicrgciit score genotypc. There ix no cicar tendenty betwcen t lie fraction 0f tinw
a node switches on and off tue cinergcnt store and tue net work charactcristics CC1
aiid SoD siii(e the score oi a sfratcgv ix (lctvrmifled b its owii gciiotype and thc
geiiotvpe of ail its neighboiirs (Fig. 3.10 (À and C) anti 3.11 (À ami D)). Tlierc
arc more factors that influciicc tin’ Iractioii oi timc a iiodc swit tues 011 aIi(l off
thc cincrgcnt store than for flic fraction ol t iic a nofic switchcs 011 and off flic
cmcrgcnt gcnotypc. In eoiitrast. ii nocic will switch its bchavior oni if a neiglibour
pcrforiiis better tlian if (we ncglcet the irnitaf ion that occurs onlv rarclv) As flic
CC, incrcases. the fraction ol time netTes swif cli 011 ami off flic cmcrgcnt genotvpe(s)
(lecreascs (Fig. 3.10 (B) aiid 3.11 (B anti C’)’). In Opl)ositiOii. as flic SoD incrcascs
flic fraction of tine thev swifch inercases (Fig. 3.10 (D) and 3.11 (E anti f)).
More extensive tests for ail simulations anti ail f) show that thix freud ix universal.
Rcwned nodes are finis more likcl flian n()dcs in tue grid f0 switch on anti ofi flic
cnicrgcnt genotvpc. For mw CC1 anti higli SoD tlicrc ix more noise in flic rcsults.
3.3.4 Spatial aiialysis
b visualize flic svsfem. we plot flic nocles in their initial Carfesian posit ions.
nof as a hmnefion of their links affer tlie rewiriiig proess. Bccause sniall—world
networks niaintain strong local interactions. this “relaxeti nctwork is a good two
dimensional represenfation of t lic network (fig. 3.12 anti 3.13).
The fraction of flic populafiomi iii the emergciit score gdnofypc at a givcli finie
(ail lic calciilat ed as the fnfal inca O(ciipie(l Lv t lie emergent score / genofype. On
flic “rclaxcd network”. we tan mncasurc flic periinefer associafcd wit li flic arca. \Vc
consider ail nocles as one unit squares. 0 flic perinicter of a nocle is four nuits (norfh.
sont li. cast anti wesf). Onlv edges hcfwcen a node in flic emergent store 7gciiofypc
ami oiie ontside it coimnt in flic calculat ion of flic pcrimilctf’r of flic emergent area.
As scen hefore. as flic rewiring prohahilify (p) increases flic fraction of flic
popmilatioii iii flic emergent score genofype clf’creascs. In other fernc. flic arca of
nodes in flic’ emergent score/gciiofypc dccrcascs. In figures 3.12 anti 3.13 wc sec
more anti more fragnlentatiomi as p increases. Te mncasurc flux fragnienfafion. ive
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fIc1. 3.10 The illcaH irattion of finie a iiode switches on anci off tue emergent
score or p anti ifs associate(i staiidard dtviation for ont’ representative si inulation
of memorvless strategies. Tue fraction of time a node (A) in the emergent score
switches as a fmiction of the CC1. (B) iii the emergelit. 7) switt lies as a fiinction of
the CC1. (C) iii the emergent score switches as a fonction of the SoD and (D) in
the einergent p switches as a fmiction of flic SoD.
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fic 3.11 Thf’ in’an fraction ol tiine a node s\vitches on and off the emergent
5(Ofe. j) 0f (j and ifs associatecÏ staiitlard deviaton for one representntive simulation
of reactive strafegies. The fraction of time i node (À) in flic emergeiit s(ore switches
as a fonction of the CC. (3) 111 t lie c1w-rgeI1t J) switchcs as o ftIiftioI1 0f the CG,,
(C) in the eliiergelit (j switclies as t fonction of tue CCi, (D) in tue eniergent score
switclies as a Iuiictioii of file SoD. (E) ii thf’ Cifleigent P switclics s O f mction of
tue SoD 011(1 (F) in the einergent J) s\Vitclies as o hiiiction of f lie SoD.
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p = 0.03 p = 0.09
1.d
.
F1c1. 3.12 Spatial configuration of the network at oie finie step for represeiitative
simulations with meinorvless strategies for varions rewiring prohabilities (p). Nodes
in black are part of flic emergent score (top row) or emergent » (boffom row).
p O p = 0.06
p = 0 p = 0.03 p 0.06 p = 0.09
FIG. 3.13 Spatial tonfigiiration 0f tlw flet\VOrk at one finie stel) for represeiltative
siiiiulations with 1ea(tive strategies for valions rewiring l)robahilities (p). Nodes
ni black are part of the emergent score (toi) row). emergent » (miciclie row) and
emergent q (bott,oni row).
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FIG. 3.14 — The man and standard deviation of the ratio of the perimeter of the
emergent zone (the black in figure 3.12) over the area of the emergent zone for eachtime stop for simulations with memoryless strategies as a function of the rewhing
prohability (p). The ratio for (A) the emergent score and (B) the emergent p.
uscd the perimeter over area ratio of the nodes in the emergent score/genotype.
The plot of the total perimeter over the total area at each time stop for nodes
in the omergent score.’genotype increases as the rewiring probabffity (p) increases
(Fig. 3.14 and 3.15). There are stiil identifiable clusters in the small-world network,
because a strong local correlation romains. As p increases the mean perimoter of
nodes in the relaxai network increases, because the clusters are more fragmented.
3.4 Discussion and conclusion
fie mean performance changes with the rewhing probability (p), but this appa
rent dccrcase in overall performance is not caused by a ddft of the whole population
to another state. The fraction of thc population in the emergent score is decrea
sing while the p is increasing since the rewhing affects only a small fraction of the
population, macroscopic measures like the mean score are affected.
Nodes with different network charactciistics behave differently. Nodes that keep
2.b
(A)
2
(B)
CG
G)
CG
G)
G)
E
G)
n-
(C)
G)
G)
G)
G)
G)
E
G)
o-
‘
E ï
G)
G)
G)
G)
G)
E
G)
o-
p
0 0.05 0.1
1.5
0 0.05 0.1 0 0.05 0.1
p p
FIG. 3.15 Tue nieaii ant standard cleviation of tue ratio of tue peruneter of i the
ernergerit ZOlit (tut black in figure 3.13) over tue area of the dlliergent zone for cadi
time stel) for siïmlations with meinorvless strategies as a ftmction cf the rewiring
prohabihtv (p). Tue ratio for (A) the emergent score. (B) die emergent p aïid (C)
tue eincrgent (j.
their original grid configuration usually perf 01111 well mort off en then those which
are lnghlv modified (low CC1 and higli So.D). even if highl inodified nocies are
more often in the eniergent genotv)e(s) . Highl l11o(hfied iodes are 11101e olten in
the emergent geIlotvl)e(s) because tlie switch 011 anti off ot it more often the
are less able to stav in die emergeIit geiïotvpe(s) anti perform well enongh to stay
t litre.
Explanation of decreasetl overali cooperation requires more than a si nple stndy
of flic presence or absence of clusters in a network (Branchh et ai. . 1999: Axelrod
et ai. , 2002) and of iiodes in or ont of clusters. There are different levels of clusteriig
that can Le qiiaiitifiecl bv the CC1 and SoD. The CC is a good measure for highly
correlatee cinsters (a lot of neiglibolirs froni a. node are neighbours together). For
networks contairniig nodes with low CC1, like a von Neumann grid (neighbours of
a node aie the four closest nodes : north. sonth. east and west) for which CC1 O
for ail nodes. tins measiire is not iisefni. Even after the rewirilig process. in which
CC1 usuallv decreases. litre CC1 is alreadv at flic lower bounci. In contrast. the
SoD is stiil a good measure for low and eveii zero CC,, because SoD will not ht
zero unless the node is isolateci. luis rneasure. which coiisiders spatial proxiniitv
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an a network. ix thux a verv tixefiil metbod af characterising the local structure af
less—cauncct cd nf’t \o)rks.
Evcrv node ni t lie network tries ta maxiniize il s score. Ta acheive tins, a nade
iClO1-)tX tue uiosl eFfective stia tegv if iX iii t( )lltatt witli. The optimal xtrateg\ ai a
node nnght (lepelld ail its network cliaracteristic. Since ail nades dont bave the
same network characteristics. tiiere are multiple aptiuhizatioli pracesses nmning at
flic saine time and interactuig with each ather. The interactions cause interference.
hecanse tlïev share information about pateiitiailv differeiit problenis anti trv ta
use this iniarmatian on anatiier l)rahleul. Tue group with the largest nnniber al
mcml wrs cantains the nacles in flic grid configuration. sa tiiere ix mare information
in flic network about iiaw ta aptiiiiize nades in a grid caufiguratian. I\Ieiubers al
other graups \Vill use this iiformation anci fou ta improve their score with if, sa
tliev switch strategies more often.
The preseuce of rewireci nacles creates instabilities an flic network thev keep
chaiignig strategv aver anti aver. sa tiieir neigiibaurs have o liard tine adaptmg
tiieir strategies as o function of tins highlv variable iieighhour. Tiiese mstahilitiex
tic te iiiare fragnientation iii the network. hc’causc’ rewired nades have neighl )auirs
in different regions af flic grid wha are influenced hv their changing strategies. such
that these instabilities have an effect an uon-contiguons regiaus af the grid.
If there ix lesx cooperatian in a siuali-world network than on n grid. wli wauld
suiall—world structure enierge in social (aaperation networks such as networks af
scientists ? In titis stndv we use tue mean score per decision ta compare nades and
update t heir strategies as a functian ai if. In flic real world it s the cumulative
scae af an individnal tiiat niatters. nat tue menu score per decisian. Silice rewi ccl
nades are mare likelv ta have more neighÏ mains, thev have mare 01)011 unities ta store
and thns increase theur cnnndative score. Ànather dilemma arises ix il hetter ta
have mare neighhoius aiid store below flue eniergent score or tc) have the standard
nuuniher af neigiihours anti scare flic eniergent store. which is uisuahlv ane of the
best scores acinevecl in the population. uiare aften ? \Ve speciilatc that its better
ta have miiore neiglihauns. The prisamiers dilemnnia eau be vieweci as o cost ami
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Ï)ellefit xiÏiiation. Cooperators py tue tost e aiid the oppoiiellts get tue heiiefit 1).
(lefectors don’t p the cot. If two iiodex cooperate. tliev (‘oeil 1»1VS the (OSt C anci
get 5 the henefits b if hoth clefect . iiohocl 1’Y tue cost. SO there ix I1C) Lenefit
if 01W e( pc’ratc’s W1li1(’ tin’ 0tll(f clfectx. tin’ (ooperator l)aY tut’ toxt while tin’
tiefector get the heiiefit b. If Ï) > C > 0 tut’ pnxoners (lilelilma eqllality ix respected
(Hanert S.z Doeheli. 2001). In real iietworkx. there ix o limit to the nuinher of
ileiglihollrs tliat a node (011 have healise tiiere ix o cost to treate anti maintaiii o
(0o1)erative liiik. In cOllal)Oratioll iietworks of scientistx. tue linnfe(l amount of tulle
availahie 15 prohahiy the main liimtation for the IllamteHance and the expailsioli of
the network.
It could lie mterestmg f0 100k at a real small-worhi network. like tin’ collabora
tioii graph C)f xcieiitixtx. aiid tiien associate a 1)ilyxical location to each xcieiitixt, for
iiist ance their iiistitut ional a(ldïexxex. and invextigate tue iniportaiice of the puy—
sical proXillhitv and the mdivichial clusternig coefficient in tue cOOperatioIl graph
anti on the nuinher of citations.
In xuininarv, the migiation froni ii regular gri(l to a siiiall—world network (10es
not niodifv flic strategies finit are present As t lie rewiring prohahiiity increases.
f (score geiïotype) decreasex. revealing that the hactioii ol t lie l)OphliatiOn iii the
emergent score/genofype decreases. Since tue einergent score ix usuailv one of file
hest. if flot the Lest. score that ix acheived 1fl file population, if f(scoie) decreases,
tue overali mean score of the population decreases as p mcreases. Highlv inocÏified
nodes wiii switch strategies more often. creating instahilities 011(1 fragnieiitation 011
the net work.
Chapitre 4
Discussion
Cette étude p(riiiet de nueux comprendre ce qui se passe dans l’évolution de la
coopération 1)0111’ le passage (11111e grille t 1111 réseau smaÏi—worÏd.
Le pointage moen est une mesure significative, mais il représente une perte
(l’information Par l’apport l la Ionctioii distribution (les probabilités (PDf). Dans
cette étude. les PDF ne sont pas paramétrables. Pin’ conséquent, la niovenne de
la ciistrihutioii n’est it5 une information qui nous lernlet tic définir complètement
l’ensemble des données. L’étude des PDF tians leur ensemble a penTus cl cii extraire
des inforniations plus pertitentes que la niovenne. telles que la position du pointage
émergent et la fraction de la population représentée par le pointage émergent. Ces
inlonmations sont aussi plus pertinentes que la nuovenne dans le cas de l’étude
dii comportemnient : probabilité de coopération p et (j. Ainsi, les études qui iie
se concentraient que sur la présence ou l’absence de stratégies (Blanchi et ai.
1999) ou sur les pointages moyens (Watts c Strogatz. 199$) n’ont pas décelé
ces informations qui s’avèrent être corrélées avec les caractéristiques tics not-ucls
des réseaux ,smcl,ÏÏ—’u)o’r’id. La position des caracténstiques émergentes est insensible
aux modifications du degré de désordre du réseau (p) tandis que la fraction (le
la population clans la caractéristique émergente décroît avec l’augmentation clii
degré tic désordre. Les muoeuds nuodifiés pal’ rapport au réseau structuré ciuit tent
en plus grand nombre le pointage émergent pour un pointage inférieur, ce qui
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eXl)liqlie la di ni uition de la coopératioii Ol)servée clans Watts S $trogatz (1998).
Il serait intéresant de développer cl autres outils formels pour faire l’analyse de
PDf marginales connue (elles présentes clans cette étude ou d’autres PDF sans
pliéuiuiiènc éniergc’nt -
Les réseauX •srnaÏi-v)OrÏd ne font pas que générer des phénomènes de dynamique
collective (Watts & Strogatz. 199$). Dans cette étude. le age d’une grille vers
uni réseau s’maii—nioï’Ïd dinunue l’iniportance clii groupe doiiiiiiant et (le 5011 action.
Ainsi, les noeuds marginalisés par l’introduction de désordre ont tendance quitter
le pointage émergent avant comme incidence de diminuer sa valeur.
Bien que valider ces résultats en nature ou en laboratoire s’avère une tache ar
(lie, il serait intéressant (I être en mesure de modifier la structure des interactions
clans des populations (1 animaux afin de mesurer l’impact sur I évolution de la co—
opération. Par exemple. chez des primates cjui coopèrent pour se défendre face ?i
une attaque (Packer. 1977: Brenilis. 1996). (‘liez (les poissons ciuii coopèrent pour
explorer le teiritoire (Milinski. 1987) ou chez des chauves-souris qui partagent leur
nourriture (Wilkinson. 1981). Ces études ne se (‘oncentrent que sur des relations
de coopération de prenner niveau. Elles ne se soucient pas de la structure de la
population. ni de la. position des individms clans le réseau social. Dans cette étude,
on montre ciue la structure du réseau social a umiie incidence sur le taux de coopéra
tion clans la population. Les prochaines études sur la coopération en natune et en
laboratoire doivent donc tenir compte de la structure de la population. en plus des
interactions entre individus. poumr avoir un meilleur portrait de la situation. Ainsi.
est—ce que l’ajout (le désordre dans la structure de la population engendre une cli—
mmition de la valeun’ d’adaptation des individus marginalisés tout en (‘onservalit
les mêmes phénomènes émergents clans des populations cl ‘animaux ‘?
C)n sait maintenant ciuie la structure de la population affecte la coopération
1)0111’ uni réseau mai itenum (‘onstalit. Que passerait—il si les individus pouvaivnt
moclifiei- fi leur guise leurs relations avec les autres uidiviclums ‘? Par exemple. s’ils
pouvaient mettre fin fl urne relation infrumctuteuse et en initier unie nouvelle avec
un mdividum au hasard. On aurait ainsi umn réseau dynamique fascinant à étudier,
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Cil 1)1li (les (a1a(tristi(I1les (le coopératiOli entre les individus cIji présentes clans
cette étude. De pins, des réseaux clynainicpies sont pins réalistes ciiie des réseauX
(olistauts pour (les populatioiis (1 aminanx. puiscinil a des naissances. (les morts,
(le lnnnngiatimi et (Ifs lémigiatioii.
Conclusion
Dans cette étude. lévohition de la coopération tians les réseaux srnaii-v)oi’iti est
analysée à laide du modèle du dileiuinc’ du prisoniiier. Ou tente t! expliquer lii baisse
de la coopération dans les réseaux s’maÏÏ-w07id coiïiparativement aux réseaux struc
lurés. coinnie les grilles. eu analysant les caractéristitiues des iioeuds des réseaux.
Les résultats ohteiius montrent que 1 augmentation dii paraiïiétre de désordre (p)
dans les réseaux de type ‘cmaii—?1]Oiid iia pas iiiothflé les stratégies préseiites. Pour
les stratégies salis mémoire. laléatoire. soit 50% coopération 50% non-coopération,
domine. Pour les stratégies réactives, ou retrouve la version spatiale de GTFT qui
coopère suite une coopération de ladversaire et coopère environ nue fbis sur deux
suite à la non coopération de l’adversaire.
Lintrothiction de désordre daiis le réseau tic type $maiÏ—woiid iie modifie pas
les stratégies émergentes. Par contre. l’iniportance tic ces stratégies émergentes est
réduite par 1 introduction dc désordre dans le réseau mie fraction moindre de la
population sv retrouve. Létude des caractéristiques tics noeuds du réseau montre
que les noeuds grandenient modifiées changent (le stratégie contumellenient. cette
instabilité fragmente les grappes qln se trouveiit dans la représentation 2D tics
réseaux structurés.
Avec Faugmentation du paramètre tic tiésordre (p), une fraction moiiidre tic la
population adopte la stratégie émergcntc. cc tlui confirme la première hypothèse.
Cette étude a permis de mieux comprendre comment l’introtiuction tic tiésortire
clans une grille structurée affecte la coopération. Plus les noeuds sont modifiés (le
coefficient tic grappe CC tend vers le bas ou la distante avec les voisins SoD terni
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vers le haut), nioins leurs performances sont enviables, ce qui confirnie la deuxième
hypothèse. La baisse de pertorina;ice des noeuds niodifiés s’explique par le niode
de reproductioii les noeuds modifiés mutent les noeuds les plus perforiiiants. (liii
sont hahit1wlhmfuit h-s notuds 11011 modifiés. Les noeuds modi fiés j nitent donc des
noeuds aux caractéristiques (liflérentes des leurs. ce qui ne permet pas damnéliorer
leur performance. Ils changent donc contimiellemnent de stratégie, ce (lui (‘rée des
instabilités dans le réseau et cause sa fraginentat ion.
Puisque les études sur le dilennne du prisonnier ont longtemps été la recherche
des meilleures stratégies, on normalise leur pefforilialice par le nombre de décisions
quelles prennent. insi. on peut coniparer deux stratégies qui n ont pas eu le même
nombre (le rencontres. Par contre. 011 peut inlaginer un modèle où la stratégie déter
mine no seulement la décision à prendre. niais qui peut aussi t encire à. augmenter
ou à (hmimmer le nombre de voisins. Dans ce nouveau modèle. le pointage cumulatif.
et 11011 le pointage moyen par décision. détermine la valeur (l’adaptation 1)0111’ la
reproduwtioii. On pourra ainsi peut—être nneux (‘olnprendre les réseaux (le coopé
ration, connne le réseau de collaboration entre scieiitifiquies. où ce (111l importe est
la soiiiiiie des coopérations et non la coopération moyenne.
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Annexe I
Calcul du pointage et chaînes de Markov
Les chaînes de Markov sinplifient le calcul tin poilitage au jeu du dilemme tin
prisonnier. Que ce soit pour un nombre tic décisions fini ou infirn. PoHr utiliser les
chaînes de Markov. les stratégies doivent être stochastiques. Soit une stratégie
.‘ tille
ion représente sous fbriie de vecteur (pi?, » p’) où chacun des éléments
représeiite la probabilité de coopérer à in prochaine décision lorsque la récompense
est R. S. T, P respectivemeiit.
Pour avoir le résultat dime confrontation entre deux stratégies sj et § après
mi nombre infini d’itérations. on trouve le vecteur propre gauche normahsé (E
(cc. cD. en0)) de la matrice tic transition M dont la valeur proire est un.
j)h])R J)J? t 1 — p!) (1 — j)l1)])R (1 — p11) (1 — p)
111 Ï)Ï4
p(i
—
p) (1
— ï’)ï% (1 — ]))(i j)) (1.1)
p(l - J)) ( - ]))Ï) (1- Ï)))(1 - p)
P(P »‘(1 P) (1 — P)P (1 — P’)t1 — ï)
La première colonne de la matrice M représente la probabilité tic passer de n’im
Porte quel état à une coopération mutuelle. Les colonnes suivantes représentent la
probabilité tic passer de nnnporte quel état à lexploitation de .s pal s (CD), à
l’exploitation de s) par § (DC), à une non coopération nuituelle (DD) respecti—
veinent.
Le pointage tic la stratégie . sera e((’R+epS+cp( T+c0iP et ec(’R+c(’D1+
cfl(S + cJJ)P pour la stratégie .s. Si tous les éléments de lI sont supérieurs à zéro
et que ]lI est irréductible. selon le théorème de Frohemus il existe une solution
unique.
Dans le tas où le nombre tic décisions est fini, la preirnèrt’ décision de chacun
dc s joueuis est nupoi tantc Cc tte lt luit 1 ( df (lSiOfl tic I (I mim 1 ttat initial E1 qui
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est multiplié à la niatrice (le traiisition M p0111 (1111(1111e (les décisioïis suivantes.
Pour une (011f rontation (l(- 1? décisions. 011 (aIclile le p0i11tag( avec le vecteur d’état
à létape (f f fiî 1) et 011 procède de la nienie façon quavec le vecteir
propre gaudie E. Lne analyse exhaustive du cas où les stratégies sont réactives
(pI? p (-t p — p’ 1)0111 tous ) se trouve dans \owak : SigHnuld (1990).
Pour les stratégies salis mémoire (I) P’1 p ). 011 peUt. (Iire(telllelit
(c 1er le poilltage 1)0111 un noml re infini de décisions. La prol)abilit.é de coopéra
tioii (l(’ la stratégie 1 est Pi et celle de B est ÏI3 Àiusi le pointage suite à liii iiOinl)re
infini de décisions est (p,p ,3)R+ (pi(l PBflS+ ((1 —p 1)p6)T+ ((Ï _p3)(1 —pB))P
pour Â et. (p1p)R + ((Ï
— 1)1)1)13)9 + (p(1 — pB))T + ((1
— p) (Ï p13))P pour
B. Dans (e ras particuler 1111 et pi sont compris entre zéro et un inclusivement.
‘ I
