In this paper, the H ∞ output-feedback control problem is investigated for a class of two-dimensional (2-D) nonlinear systems with time-varying delays under imperfect measurements. Randomly occurring nonlinearities (RONs) are introduced in the system to account for probabilistic nonlinear disturbances typically caused by networked environments and governed by a sequence of random variables obeying the Bernoulli distribution. The imperfect measurement outputs are subject to both data missing and randomly occurring sensor saturations (ROSSs), which are put forward to characterize the network-induced phenomena such as probabilistic communication failures and limited capacity of the communication devices. The aim of this paper is to design an output-feedback controller such that the closed-loop system is globally asymptotically stable in the mean square and the prescribed H ∞ performance index is satisfied. Sufficient conditions are presented by resorting to intensive stochastic analysis and matrix inequality techniques, which not only guarantee the existence of the desired controllers for all possible time-delays, RONs, missing measurements and ROSSs but also lead to the explicit expressions of such controllers. Finally, a numerical simulation example is given to demonstrate the applicability of the proposed control scheme.
I. INTRODUCTION
Two-dimensional (2-D) systems have received tremendous research attention since they have extensive applications in image processing, seismographic data processing, thermal processes and water stream heating [4] , [11] , [17] , [19] , [24] , [26] , [29] . In the past decade, many important methodologies and techniques have been developed for analysis and synthesis problems of 2-D systems, which include, but are not limited to, the stability and performance analysis problems [3] , [5] , [10] , [13] , [18] , [25] , [31] , [39] , [41] , robust and/or H ∞ control problems [9] , [21] , [34] , [40] , [43] , robust and/or H ∞ filtering problems [4] , [8] , [28] , as well as the H ∞ model reduction problems [12] . Since time delays frequently occur in practical systems and are often the source of instability, 2-D systems with various types of delays have also been a research focus in the past few years, and a great number of results have been reported in the literature, see e.g. [3] , [4] , [31] , [41] . Note that, in the context of 2-D systems, the stochastic perturbation issue has been taken into account in [13] , [44] and the saturated nonlinearities have been studied in [3] , [18] , [33] .
Virtually, almost all real-world systems are influenced by certain nonlinear disturbances and therefore nonlinear analysis has been a main stream of research for several decades. Traditionally, nonlinearities have been treated as a deterministic function of the system states. In today's pervasive networked environments, however, the nonlinearities may occur in a random way due probably to the random fluctuation of the network load and the unreliability of the wireless links. In other words, the nonlinearities themselves could experience random abrupt changes in their type or intensity because of abrupt phenomena such as random failures, repairs of the components as well as the changes in the interconnections of subsystems, see [7] , [15] , [32] for more details. Such network-induced nonlinearities are customarily referred to as randomly occurring nonlinearities (RONs), see [6] , [16] , [37] . Although RONs have received some initial research attention for 1-D systems, the corresponding results for 2-D systems have been scattered, and this constitutes one of the motivations for the present research.
It is worth mentioning that, in the aforementioned literature, the control and filtering synthesis approaches rely on the ideal assumption that there is a continuous flow of measurement signals with infinite precision. Unfortunately, such an assumption is not always true especially under networked environments [23] , [27] , [38] . For example, the sensor output often suffers from probabilistic signal missing due to multi-path fading, channel congestion, rejection in-transit, faulty networking hardware or faulty network drivers, etc. Therefore, the missing measurement (also called packet dropout or packet loss) problem has gained a growing research interest in the past few years leading to a wealth of published results. On the other hand, network-induced sensor saturations often occur randomly because of physical limitations of system components as well as the difficulties in ensuring high fidelity and timely arrival of the control and sensing signals through a possibly unreliable network of limited bandwidth. In networked control systems, the randomly occurring sensor saturation (ROSS) can be regarded as a random phenomenon in which physical entities or processes cannot, due to probabilistic fluctuations of the network loads, transmit energy and power without bounds on the magnitude or rate [35] , [36] . So far, for 1-D networked control systems, important features such as control and sensing under limited capacity and missing measurement have been incorporated in the design approaches, and much attention has been drawn on the network-induced phenomena including signal quantization/saturation and stochastic loss/degradation of measurement data in the feedback loop, see [7] , [32] for more details. For example, the state estimation and control problems in the case of sensor saturations and/or missing measurements have been well studied, see e.g. [2] , [30] , [35] , [42] . However, little effort has been devoted to the corresponding control problems for 2-D systems despite their practical significance.
Summarizing the above discussion, it can be concluded that: 1) the H ∞ control problem has attracted persistently increasing research attention for the 2-D time-delay systems because of their wide applications; 2) RONs occur sometimes in networked systems and should not be overlooked in the analysis of system performances; 3) both the sensor saturations and the missing measurements may appear simultaneously during the signal transmission due to the limited bandwidth of the networks; and 4) it is of both theoretical significance and practical importance to investigate how the RONs, ROSSs and missing measurements affect the dynamic behavior of the controlled systems. It is, therefore, the main purpose of this paper to design an output-feedback controller such that, in the simultaneous presence of RONs, ROSSs and missing measurements, the closed-loop 2-D system is globally asymptotically stable in the mean square and the prescribed H ∞ performance index is satisfied. It is noticeable that such a design problem is rather challenging due to its mathematical difficulty in both system modeling and performance analysis, and this gives rise to the main motivation for our current research.
In this paper, we aim to investigate the H ∞ output-feedback control problem for a class of 2-D nonlinear systems with RONs and time-varying delays under imperfect measurements including ROSSs and missing data. We are interested in deriving sufficient conditions under which the existence of the desired controllers is guaranteed and the explicit expression of such controllers is given. The remaining part of this paper is organized as follows. In Section II, the H ∞ output-feedback control problem is formulated for the 2-D time-delay systems with RONs, ROSS and missing measurements, and some preliminaries are briefly outlined. In Section III, the global asymptotic stability in the mean square for the closed-loop system is analyzed, the H ∞ performance level is investigated, and the output-feedback controller is also explicitly designed. In Section IV, an illustrative example is provided to verify the effectiveness of the designed control scheme. Finally, conclusions are drawn in Section V.
Notations. The notations used throughout this paper are fairly standard except where otherwise stated. N is used to be the set {0, 1, 2, . . .}. R n and R m×n denote, respectively, the n-dimensional Euclidean space and the set of all m × n real matrices. I and 0 represent the identity matrix and the zero matrix with appropriate dimensions, respectively. The notation X ≥ 0 (respectively, X > 0) means that matrix X is real, symmetric and positive semidefinite (respectively, positive definite). diag(· · · ) stands for the block-diagonal matrix with blocks given by the matrices in (· · · ). For matrices A ∈ R m×n and B ∈ R p×q , their Kronecker product is a matrix in R mp×nq and denoted as A ⊗ B. The superscript "T" is used to represent the matrix transposition, and "*" in a matrix stands for the term which is induced by symmetry. For integers m and n with m ≤ n, ⌊m, n⌋ denotes the integers set {m, m + 1, . . . , n} and ⌊m, n) means the integers set {m, m + 1, . . . , n − 1}. (Ω, F , Prob) is a complete probability space, where the probability measure Prob has total mass 1. E{α} and E{α|β} represent, respectively, the mathematical expectation of the stochastic variable α and the expectation of α conditional on β with respect to the given probability measure Prob. For v ∈ l 2 (N × N), similar as in [8] , define its norm
} where · refers to the Euclidean vector norm. Matrices, if not stated, are assumed to have compatible dimensions for algebraic operations.
II. PROBLEM FORMULATION AND PRELIMINARIES
Consider a 2-D system along two directions described by the general Fornasini-Marchesini state-space model of the following form:
where k, h ∈ N, x(k, h) ∈ R n is the state vector, y(k, h) ∈ R m is the measured output vector and z(k, h) ∈ R r is the signal to be controlled. u(k, h) ∈ R q is the control input vector, v(k, h) ∈ R p is the exogenous disturbance input which belongs to
are known system matrices with compatible dimensions. σ(k) and τ (h) are time-varying positive scalars denoting the delays, respectively, along the horizontal direction and along the vertical direction, which satisfy
where σ i and τ i (i = 1, 2) are positive known integers denoting, respectively, the lower and upper bounds of the time-varying delays.γ(k, h) ∈ R is a Bernoulli distributed white sequence accounting for the phenomena of randomly occurring nonlinearities and taking values of either 1 or 0 with
whereγ ∈ [0, 1] is a known constant. Obviously, for all k, h ∈ N, the stochastic variableγ(k, h) has the variancē γ(1 −γ). f (·, ·) : R n × R n → R n is a known nonlinear function satisfying f (0, 0) = 0 and the following inequality
where
The saturation function g(·) : R m → R m has the following form:
with w = (w 1 , w 2 , . . . , w m ) T ∈ R m and, for i = 1, 2, . . . , m, g i (w i ) = sign(w i ) min{|w i |, w i,max } where w i,max is the ith element of the saturation level vector w max .
In system (1),
. . , m) are mutually independent scalar random signals on the probability space (Ω, F , Prob) taking values on the interval [0, 1] and satisfying
sequences taking values on 0 and 1 with
where i = 1, 2, . . . , m; k, h ∈ N andλ i ∈ [0, 1] is known. It is further assumed that, in this paper,γ(k, h), ξ i (k, h) and λ i (k, h) (i = 1, 2, . . . , m) are mutually independent. Remark 1: In reality, the RONs, the missing measurements and the ROSS are three main important issues that have been investigated extensively for various systems such as networked control systems, sensor networks, power grid networks and coupled mechanical systems. Random abrupt changes in the environmental circumstances result in the nonlinear disturbances occurring in a probabilistic way. In system (1), the random variableγ(k, h) is introduced to regulate the nonlinear influence f (x(k + 1, h), x(k, h + 1)) on the structure and dynamics of the 2-D system. Such kind of phenomenon has been named as RONs in [37] and has drawn some attention ever since then, see e.g. [6] . Moreover, due to the physical or technical limitations of the system components, the sensor measurement cannot provide unlimited amplitude signals, and hence the random diagonal matrix Λ(k, h) is used in (1) to account for the sensor saturation case which might occur randomly [35] , [36] . On the other hand, missing measurements are ubiquitous due to the limited bandwidth of the channels for signal transmission or the sensor aging/temporal failure in the sensor networks. In model (1), we use random diagonal matrix Ξ(k, h) to characterize such unavoidable phenomena. It should be noted that the aforementioned RONs, missing measurements and ROSS have been frequently considered for the 1-D (one-dimensional) systems. When it comes to the 2-D dynamical systems, the related results have been very few.
The initial boundary condition associated with the discrete 2-D system (1) is given by
with ϕ(0, 0) = φ(0, 0), where κ 1 and κ 2 are two finite positive integers, ϕ(k, h) and φ(k, h) are known vectors belonging to R n with finite norm. Before presenting the main aim of this paper, we introduce the following definitions for the 2-D system (1) with initial condition (8) which are illuminated by the ideas in [13] , [26] .
Definition 1: For the unforced system (1) (i.e., u(k, h) ≡ 0 in (1)) and every initial boundary condition in (8), the trivial solution of (1) is said to be globally asymptotically stable in the mean square if, in the case of v(k, h) ≡ 0, the trivial solution of (1) is stable in the mean square (in the sense of Lyapunov) and the following equality holds:
Definition 2: For the given scalar γ > 0, the discrete 2-D system (1) is said to be globally asymptotically stable in the mean square with an H ∞ disturbance attenuation level γ if it is globally asymptotically stable in the mean square, and under zero-initial condition, i.e., φ(k, h) ≡ 0 ≡ ϕ(k, h), the controlled output z(k, h) satisfies
In this paper, the following output-feedback controller is adopted:
wherex(k, h) ∈ R n is the state of the controller, A if , K if and H f (i = 1, 2) are the controller parameters to be designed. It is assumed that the initial boundary condition for (9) is taken to bex(0, h) = 0 =x(k, 0) for k, h ∈ ⌊0, ∞).
T and substituting (9) into (1), we get the augmented closed-loop system as follows:
. . ,λ m ),
The main objective of this paper is to design an output-feedback controller in the form of (9) for the discrete 2-D time-delay system (1) such that the closed-loop 2-D system (10) is globally asymptotically stable in the mean square with a prescribed H ∞ disturbance attenuation level γ.
Remark 2: The output-feedback control problem has been extensively investigated in the literature for 1-D systems. Compared with the rich literature for the output-feedback control of 1-D systems, the corresponding results for the 2-D systems are relatively few [39] - [41] . On the other hand, most of the existing output-feedback control results have been established for the linear 2-D systems only. When referring to the case with stochastic disturbances such as RONs, missing measurements and ROSS, the corresponding research problem remains unsolved.
III. ANALYSIS AND SYNTHESIS FOR THE 2-D TIME-DELAY SYSTEM
In this section, the H ∞ output-feedback control problem formulated in the previous section is to be investigated. First, by employing an energy-like functional and some intensive stochastic analysis, the stability and H ∞ performance issues are discussed. Then, the controller synthesis problem is considered and two design schemes are given ensuring the closed-loop 2-D system (10) to be globally asymptotically stable in the mean square with a prescribed H ∞ disturbance attenuation level γ.
As for the saturation function g(·) in (5), with the similar techniques employed in [20] , [36] , [42] , it is assumed that there exists a certain diagonal matrix S such that 0 < S < I and the following sector condition holds:
In the following discussion, for simplicity, the first equation in the closed-loop system (10) can be written as
Theorem 1: Let the output-feedback controller parameters A if , K if , H f (i = 1, 2) and the H ∞ performance level γ > 0 be given. Then, the closed-loop 2-D system (10) is globally asymptotically stable in the mean square with disturbance attenuation level γ if there exist matrices P i > 0, Q i > 0 (i = 1, 2) and positive scalars ε j (j = 1, 2, 3) such that the following matrix inequality holds:
where 
where k, h ∈ N, matrices P i > 0 and Q i > 0 (i = 1, 2) are to be determined from the matrix inequality (13) .
. . , η(k−σ 2 , h+1)}, and define the index as follows:
with
. Calculating (15) along the solutions of the closed-loop system (12), we can obtain
and
Substituting (16)- (21) into (15), one has
In the following, we first prove the global asymptotic stability in the mean square of the closed-loop 2-D system (10) with v(k, h) ≡ 0. It follows from (10) that
where the mutual independence property of the random variablesγ(k, h), ξ i (k, h) and λ i (k, h) (i = 1, 2, . . . , m) has been utilized when deriving the equality (23). For simplicity, in the following analysis, denote P 1 + P 2 as [(P 1 + P 2 ) ij ] 2×2 where (P 1 + P 2 ) ij ∈ R n means the (i, j)-block of matrix P 1 + P 2 . By resorting to the conditions (3), (6) and (7), we have
where ι 2i =λ i (1 −λ i )ξ i . Similarly, it can be obtained that
and G are matrices defined in (13) . On the other hand, it follows from inequality (4) that for any given scalar ε 1 > 0, the following inequality holds:
Similarly, for any given scalars ε 2 > 0 and ε 3 > 0, the condition (11) infers directly the validity of the following two inequalities:
where matrices I 1 , I 2 and I 3 are defined in (13) .
Substituting (24)- (28) into (23), and from inequalities (22), (23), (29)- (31), we have that when v(k, h) ≡ 0,
and ζ(k, h) is defined in (12) . By the Schur's lemma [1] , − → Φ < 0 if the matrix inequality (13) holds, which infers that there exists a constant µ > 0 such that
Taking mathematical expectation on both sides of (33) and summing up both sides of the inequality with k, h varying from 0 to N , we get
where N is a constant integer satisfying N > max{κ 1 , κ 2 } + max{σ 2 , τ 2 } with σ 2 , τ 2 , κ 1 and κ 2 defined, respectively, in (2) and (8). From the above inequality (34), it is not difficult to obtain the following inequality
where the last inequality holds under the bounded initial condition (8) . From the necessary condition for the convergent positive series, (35) further means
To draw the conclusion that the closed-loop 2-D system (10) with v(k, h) ≡ 0 is globally asymptotically stable in the mean square, we still need to show that the trivial solution of (10) with v(k, h) ≡ 0 is stable in the mean square (in the sense of Lyapunov). Taking mathematical expectation on both sides of (33) leads to
Illuminated by the ideas introduced firstly in [26] , the above inequality and the definition of V (k, h) in (14) infer that for any d ≥ N where N is defined in (34), the following inequality holds:
where N (d) is defined to be the index set {(k, h)|k + h = d; k, h ∈ N}. It should be noted that when deriving the third and the forth steps of (36), the initial conditions ϕ(k, h) = 0 for (k, h) ∈ ⌊−σ 2 , 0⌋ × ⌊κ 1 + 1, ∞) and φ(k, h) = 0 for (k, h) ∈ ⌊κ 2 + 1, ∞) × ⌊−τ 2 , 0⌋ in (8) have been utilized. For any given scalarε > 0, by resorting to the boundary initial condition (8) , there must exist one small scalar δ ∈ (0,ε) such that
This together with (36) guarantee that the closed-loop system (10) with v(k, h) ≡ 0 is stable in the mean square. From Definition 1, we know that the closed-loop 2-D system (10) with v(k, h) ≡ 0 is globally asymptotically stable in the mean square.
Let us now deal with the H ∞ performance for the closed-loop 2-D system (10). In the following, assume that in (8) ϕ(·, ·) ≡ 0 and φ(·, ·) ≡ 0. Consider the index as follows:
Computing the index J along the solutions of the closed-loop system (10), we have
T and matrixΦ is defined in (13) . The condition (13) assures that for allζ(k, h) = 0, J < 0, i.e.,
Taking mathematical expectation on both sides of the above inequality, we have the validity of the following k + 2 inequalities:
. . .
Adding up both sides of the above inequalities and considering the zero-initial boundary condition, we obtain
which leads to the following inequality:
where N 1 ∈ N. Subsequently, by letting N 1 → ∞, one has
which completes the proof of Theorem 1.
Remark 3:
It is well known that Lyapunov function and the relating Lyapunov stability theory are always utilized when investigating the 1-D dynamical systems. When referring to the 2-D time-delay system (10) which evolves in two independent directions, an energy-like function V (k, h) in the form of (14) is constructed here firstly, and then an index J based on this defined quadratic function is introduced in (15) , which is just in the role of the difference of the Lyapunov function when studying the 1-D systems. The main work in Theorem 1 is to find some sufficient conditions under which the index J is negative along the trajectories of the 2-D system (10) . It is further shown in Theorem 1 that such kind of negativeness guarantees the global asymptotic stability for the 2-D system (10) in the mean square sense.
After establishing the analysis result, we are now in a position to solve the output-feedback controller design problem for the system (10).
Theorem 2: For the given H ∞ performance level γ > 0, the closed-loop 2-D system (10) is globally asymptotically stable in the mean square with disturbance attenuation level γ if there exist matrices , 2 ) and positive scalars ε j (j = 1, 2, 3) such that the following matrix inequalities hold:
. . . C
1m C
(1) 21
2m G ] and the other symbols are the same as defined in Theorem 1.
Proof: With the first equality in (40) , it is known that X = (P 1 + P 2 ) −1 . From this fact and the Schur's lemma [1] , it is easy to find that the second inequality in condition (40) is equivalent to that of (13) in Theorem 1 which further infers the validity of Theorem 2.
Theorem 3: For the given H ∞ performance level γ > 0, the closed-loop 2-D system (10) is globally asymptotically stable in the mean square with disturbance attenuation level γ if there exist matrices Y > 0, Q i > 0,H, A i ,K i (i = 1, 2), and positive scalars ε j (j = 1, 2, 3) such that for the given matrix X > 0, the following matrix inequality holds:
2m G ],
1i = C 1i 0 0 0 0 0 0
2i = 0 C 2i 0 0 0 0 0
, and
and the other symbols are the same as defined in Theorem 1 and Theorem 2. Moreover, the controller parameters in (9) can be designed as follows:
in which R and T are any nonsingular matrices satisfying the following equality:
Proof: From the definition of matrix Y and the condition (41), it is guaranteed that I − Y X is nonsingular which further infers the existence of nonsingular matrices R and T satisfying (43) . Define two nonsingular matrices Γ 1 and Γ 2 as follows:
By taking matrices P 1 and P 2 in Theorem 2 as P 1 = P 2 = P with
1 , we get that the matrix X in (40) has the form X =
2 . Performing a congruence transformation to the inequality in (40) by block diagonal matrix diag(I 4 ⊗ Γ 1 , I, I 2 ⊗ I, I 2 ⊗ I, Γ 2 , I 4m ⊗ Γ 2 , Γ 2 ), and then taking Q i = Γ T 1 Q i Γ 1 (i = 1, 2), after some tedious computation, we will get the inequality in (41) by just noticing that the equalities in (42) are equivalent to the fact that
It follows immediately from Theorem 2 that the closed-loop 2-D system (10) is globally asymptotically stable in the mean square with disturbance attenuation level γ, and the proof of this theorem is complete. Remark 4: Two kinds of design schemes are given in Theorem 2 and Theorem 3, respectively, for the outputfeedback controller parameters of (9) . Compared with Theorem 3, by noticing the first equality constraint in (40) , the conditions presented in Theorem 2 are not strict linear matrix inequalities (LMIs), and hence cannot be solved directly by the convex optimization algorithm. However, by resorting to the cone complementary linearization (CCL) method [14] and the sequential linear programming matrix method (SLPMM) [22] , such kind of difficulty can be overcome effectively. To further deal with such a non-convex problem, we have enforced slight restriction on the matrices P 1 and P 2 (i.e., P 1 = P 2 ) and, accordingly, the conditions in (41) of Theorem 3 are now strict LMIs which can be solved directly and effectively by the Matlab LMI Toolbox.
Remark 5: In this paper, the H ∞ output-feedback control problem is investigated for a class of two-dimensional (2-D) nonlinear systems with RONs and time-varying delays under imperfect measurements including ROSSs and missing data. The main novelty lies in that 1) the proposed 2-D system is general enough to model the phenomena of RONs, ROSSs and missing measurements; 2) a new energy-like quadratic function is employed to analyze the system stability and performance; and 3) intensive stochastic analysis is conducted to enforce the H ∞ performance for the addressed comprehensive systems in addition to the stochastic stability constraint. It should be pointed out that the main results established in Theorem 2 and Theorem 3 contain all the information about the system parameters, the occurring probabilities of RONs, ROSSs and missing measurements, as well as the bounds of the time-varying delays.
IV. ILLUSTRATIVE EXAMPLES
In this section, an illustrative example is given to demonstrate the effectiveness of the proposed output-feedback control design schemes.
Consider the 2-D time-delay model (1) with system parameters as follows: 
and f 3 (u 3 , v 3 ) = 0.1u 3 + tanh(0.05u 3 ) + 0.2v 3 + tanh(0.04v 3 ). It can be shown that f (·, ·) satisfies the condition (4) with The other related data accounting for the ROSSs and the missing measurements are taken to beλ 1 = 0.7,λ 2 = 0.8, ξ 1 = 0.86,ξ 2 = 0.76, σ 2 1 = 0.8 and σ 2 2 = 0.66. The saturation level vector w max for the saturation function g(·) is taken to be (6, 8) T . In this paper the saturation function is assumed to satisfy condition (11) with S = diag(0.1, 0.2).
With the parameters given above, we aim to design an output-feedback controller (9) for the 2-D time-delay system (1) such that the closed-loop 2-D system (10) is globally asymptotically stable in the mean square with a given H ∞ disturbance attenuation level γ. In the following, let the H ∞ performance level γ = 0.8 and the matrix X = diag(1.7, 1.2, 1.6) in Theorem 3, by solving the matrix inequality (41) It follows immediately from Theorem 3 that the 2-D time-delay system (1) with parameters given above is globally asymptotically stable in the mean square with a given H ∞ disturbance attenuation level 0.8, if cooperated with the output-feedback controller (9) with controller gains designed as above. Moreover, by resorting to the Matlab LMI toolbox, it is obtained that the minimum H ∞ performance level γ can be taken as γ * = 0.4924. By taking the initial boundary condition x(k, h) of the time-delay 2-D system (1) to be (0.15 tanh(k + 8) sin(h + 7), −0.2 tanh(k+8) cos(h+7), 0.16 tanh(k+8) sin(h+7)) T for (k, h) ∈ ⌊−7, 0⌋×⌊1, 14⌋, (0.15 cos(k+8) coth(h+ Furthermore, let the exogenous disturbance input v(k, h) be sin((k + 8)(h + 7)) for (k, h) ∈ ⌊0, 24⌋ × ⌊0, 25⌋ and 0 otherwise which have been explicitly shown in Fig. 4 . Under the zero-initial condition, the dynamical behavior of the controlled output z(k, h) of the time-delay 2-D system (1) is presented in Fig. 5 which further demonstrate the effectiveness of the design scheme proposed here.
V. CONCLUSIONS This paper has investigated the H ∞ output-feedback control problem for the time-delay 2-D systems. Three sets of random variables have been introduced, respectively, to account for the phenomena of randomly occurring nonlinearities (RONs), missing measurements as well as randomly occurring sensor saturations (ROSSs). First, by resorting to an energy-like index and the intensive stochastic analysis, sufficient criteria have been given which guarantee the closed-loop 2-D system to be globally asymptotically stable in the mean square with an given H ∞ disturbance attenuation level. Then, two kinds of design schemes have been proposed separately which depend on the explicit solutions of certain matrix inequalities. A numerical example has also been given in the end of the paper to demonstrate the effectiveness of the proposed design schemes. 
