Introduction
The difference between two proportions, referred to as a risk difference, is a useful measure of effect size in 2-group studies where the response variable is dichotomous. Unless the sample size in each group is large, a confidence interval for the population risk difference can be unacceptably wide. A more precise interval estimate of the risk difference can be obtained by combining results from two or more studies that have each estimated a risk difference for the same response variable. Methods for combining results from two or more studies, also known as meta-analysis, are used extensively in public health research.
The classic meta-analysis methods [1] are based on the constant coefficient meta-analysis model (also known as the fixed-effect model) and the random coefficient meta-analysis model. The constant coefficient model requires population effect sizes to be identical across studies and the classic inverse-variance estimator of the common effect size is inconsistent if the homogeneous effect size assumption is violated. It has been argued that the homogeneous effect size assumption is unrealistic and that the constant coefficient meta-analysis methods should no longer be used. [2] The random coefficient meta-analysis model does not require effect size homogeneity. However, the random coefficient methods assume that the effect sizes from the selected studies represent a random sample from some definable superpopulation of effect sizes, which is an assumption *Corresponding author. Email: pricejr@etsu.edu that is difficult to justify. [3, p. 41] Furthermore, the variance component of the random coefficient model is a fundamental parameter to estimate, but interval estimates of the variance component are hypersensitive to minor and difficult to detect violations of the superpopulation normality assumption. [4] Meta-analysis methods for combining risk differences based on a varying coefficient model [5] do not require the population risk differences to be identical across studies nor do they assume that risk differences from the selected studies are a random sample from a superpopulation of effect sizes. The varying coefficient meta-analysis model is attractive in applications where the assumptions of the constant coefficient and random coefficient models are difficult to justify. Let Until recently, confidence intervals for linear functions of binomial proportions were obtained using the Wald method. [6] The traditional Wald confidence interval for a linear function of binomial proportions has been shown to have a coverage probability that can be far below the nominal level, and an adjusted Wald method referred to here as the PB method, has been shown to perform substantially better than the traditional Wald method. [7] Let f ij denote the frequency count for the specified dichotomous trait in condition i and study j. A 100(1 − α)% PB confidence interval for [5] is given below
A confidence interval proposed by Zou et al. [8] , and referred to here as the ZHZ method, combines Wilson confidence intervals for each individual proportion. Let p k be the kth element of the 2m × 1 vector p, and c k be the kth element of the 2m × 1 vector c. A 100(1 − α)% ZHZ confidence interval for may be expressed as
It is interesting to note that the PB confidence interval is a generalization of the Agresti-Caffo confidence interval for j , [9] and the ZHZ method is a generalization of the Newcombe (method 10) confidence interval for j . [10] Both the Agresti-Caffo and Newcombe confidence intervals have been shown to have excellent small-sample performance characteristics and both methods are options in SAS PROC FREQ.
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The ZHZ method has been compared with the PB method in 3-group and 4-group designs for several different linear contrasts with very small sample sizes (n j = 5 in at least one group). The two methods were found to be similar in performance. [8] Some methods described by Tebbs and Roths [11] were not included in the simulation study of Grizzle et al. [8] because of their poor worst-case coverage probabilities.
Although the ZHZ and PB methods have similar performance characteristics, the relative performance of the ZHZ and PB methods appears to depend on the specific type of linear contrast and the number of proportions. The purpose of the simulation study described in the following section is to compare the ZHZ and PB confidence intervals in meta-analysis designs for risk differences where the total number of proportions can be large and the contrast coefficients are of the form c = 1
Simulation study
The PB (1) and ZHZ (2) for the specified range of p ij values, and 500 n 1j = n 2j values were randomly generated from a uniform distribution with a range of 10-100. For each of the 500 conditions within each row of Table 1 , 75,000 sets of 2m binomial random variates were randomly generated. Within each of the 500 conditions, the coverage probability and mean confidence interval width were estimated for 95% PB and ZHZ confidence intervals. Within each row of Table 1 , the mean and minimum coverage probabilities across the 500 conditions are reported along with the average of the mean confidence interval widths. The results in Table 1 show that the PB method has an average coverage probability that is closer to .95 than the ZHZ method in almost every condition. More importantly, the minimum coverage probability of the ZHZ method within each set of 500 conditions can be far below the nominal .95 level. The worst-case coverage probability for the ZHZ method was .894 while the worst-case coverage probability for the PB method was .937. Although the minimum coverage probability is substantially larger for the PB method than the ZHZ method, the average confidence interval widths of the two methods are similar. In meta-analysis applications where the sample sizes typically differ across studies and the p ij values are unknown, it is important that a confidence interval method perform properly regardless of the patterns of sample sizes and unknown population proportions. For the wide range of conditions examined in this study, the PB method is clearly superior to the ZHZ method. We found a similar pattern of results for 90% and 99% confidence levels.
Example
The computation of the PB and ZHZ confidence intervals will be illustrated in a meta-analysis of m = 11 studies of antibiotic treatment on urinary tract infection described by Kulinskaya et al. [12] The sample data are reported in Table 2 with sample sizes that range from 19 to 50. The Table 1 suggest that a 95% ZHZ confidence interval could have a coverage probability that is considerably less than .95 and so the PB confidence interval is a more trustworthy result.
Concluding remarks
Meta-analysis has been used in literally thousands of studies over the last 30 years and the frequency of its use has increased dramatically in recent years. Virtually all of the published meta-analyses have used statistical methods based on either the constant coefficient model or random coefficient model. Both models require restrictive assumptions and statistical methods based on the varying coefficient model are useful alternatives to the classic methods. Previous simulation studies with 3-group and 4-group designs suggest that the PB and ZHZ methods have similar performance characteristics. The results of our simulation study for the average risk difference with 2m groups (m = 2, 5, 15, 30, and 50), which represents a typical meta-analysis design, showed that the PB method performs considerably better than the ZHZ method. When reporting a meta-analysis of risk differences, it is informative to also report confidence intervals for the risk difference in each study and display the results in a forest plot. Methods 10 or 11 of Newcombe [10] or the Agresti-Caffo confidence interval have good performance characteristics and are recommended alternatives to the traditional Wald confidence interval for a single-study risk difference.
