We present an extension of the Perron-Frobenius theorem for positive, symmetric matrices to a theorem that the largest characteristic value with respect to odd characteristic vectors is simple for positive, symmetric matrices with additional conditions. We discuss an application of the extended Perron-Frobenius theorem to a correlation function of an Ising model.
The partition function of a spin system is expressed in terms of the maximum characteristic value of the transfer matrix_ 1 ), 2) This is guaranteed by the PerronFrobenius theorem 3 ), 4) for positive symmetric matrices; the maximum characteristic value for any positive, symmetric square matrix is positive, simple and greater than the absolute value of any other characteristic value and its associated characteristic vector may be taken to be positive. The original theorem due to Perron is just for positive matrices. 4 ) The theorem is extended to non-negative matrices by Frobenius 5 ) and by others.6)-9) This kind of theorems is called the Perron-Frobenius theorem in general. An extension of the theorem for positive matrices to positive integral kernels was done by ]entzsch. 10 ) In a recent paper, we have extended the ]entzsch theorem for non-negative symmetric kernels to a theorem for the largest characteristic value with respect to odd characteristic functions_ll) This theorem is applicable to a spin system only in a one-dimensional lattice.
In the present paper, we give an extension of the Perron-Frobenius theorem for the positive symmetric matrices to a theorem for the largest characteristic value with respect to odd characteristic vectors so as to apply it to systems in higher dimensional lattices. We then apply the obtained theorem to a correlation function of an Ising model in d-dimensional cubic lattices.
First, we can show under some conditions that there exists a characteristic value, to an odd characteristic vector, which is simple, positive and greater than the absolute value of any other characteristic value for odd characteristic vectors. We shall call a matrix positive if all of its elements are positive. D denotes a finite set whose element is a sequence of n variables: (1) where Dj={ajl, aj2, ... , ajMJ is a non-empty set. The set D has IIJ=lMj elements. Whenever we define an operator tj which changes the sign of element in only Dj, we assume that -Xj is in D j if Xj is in D j . We define a IIJ=lMj X IIJ=lMj matrix A and express its elements simply by A(x, y) for x, yED. We have THEOREM Let D be a set of sequences of n variables which take discrete values. Let Letters Vol. 88, No.6 A be a positive, symmetric matrix:
Let t j be an operation tj:xr""" -Xj, namely,
Suppose that there exists a non-empty set {h, h, "', h}c{1, 2, "', n} and set
Suppose that there exist D+, D-and Do and that A(x, y)=A(tx, ty) (x, yED)
and
(5)
where D is divided into D+, D-and Do which are defined by the conditions that tx ED± if xED+-and x=tx if xEDo. Then each characteristic vector of the matrix
A may be taken to be either even or odd vector with resjJect to the operation t:
The
characteristic values Ael of even characteristic vector and AOl of odd characteristic vector have a simple one Aeo and Aoo, resjJectively, such that (8)
Proof Since A is symmetric, we have
where Al is a characteristic value and UI(X) is a characteristic vector corresponding to AI: 
A characteristic vector UOI(X) belonging to Co with a characteristic value AOl satisfies the following equation:
Since A(x, y) is positive and symmetric for x, yED and A(x, y) is positive for x, y ED+ from Eq. (6) and symmetric from Eqs. (2) and (5), the Perron-Frobenius theorem for positive, symmetric matrices applies to Eqs. (11) and (12) . Let Ueo(X) and uoo(x) be the characteristic vectors which are positive in D and D+, respectively, and Aeo and Aoo the characteristic values corresponding to them. Then we obtain Eq. (8) . Thus the proof is completed. We now consider, as an example, anlsing model given below on ad-dimensional cubic lattice with unit lattice spacing. We choose a lattice axis as a special direction along which we calculate a spin-pair correlation function. We take the chosen lattice axis as the first component of the coordinate system, namely, the x-axis without loss of generality. The remainihg space of the lattice is perpendicular to the x-axis and is called a layer. We assume that there are N layers and i denotes a layer: There are N lattice sites in the x-direction and i denotes an x-component of the coordinate for lattice site. We impose periodic boundary conditions along the x-axis. We assume that in each layer we have (13) where J and J' are parameters. We assume that a spin variable Si,j takes a value in {-S, -S+ 1, "', S} with S=I=-I/2. The second summation over <j, k> in the.' second .
term on the right-hand side of Eq. (13) means that the sum is taken over the nearestneighbor pairs of sites on the (d -I)-dimensional cubic lattice. In the Hamiltonian (13), we have only the nearest-neighbor interactions. In the following, we use the notation:
By the periodic condition along the x-axis, we have Si=SN+i. The partition function is given by
(15) (16) where K=/3J, K'=/3J' and /3=I/kT as usual. We have the following equation:
where Al is a characteristic value and Ul(Si) is the characteristic vector corresponding to Al and satisfying the following condition: There exists a characteristic value Ao which is. positive, simple and greater than the absolute value of any other characteristic value by the Perron-Frobenius theorem for positive symmetric matrices. Thus we have in the limit of N infinity:
Now we consider a spin-pair correlation function along the x-axis:
is,}
The above equation is expressed as follows: 
Here an odd characteristic vector is denoted by UOl(SJ and its corresponding characteristic value by AOl. We investigate a sufficient condition by which we have for the large r the following expression for the system (13):
where aoo=l=O and ADO is greater than the absolute value of any other characteristic value AOl with 1=1=0. For this purpose, we apply the Theorem with t = tj to the matrix A defined by Eq. (16). We notice that A is positive and symmetric. We have (26) since tjSi=(Si,I, Si,2, "', Si,j-I, -Si,j, Si,j+l, ... , Si,L).
We have D+={Silsi,j>O}, D={silsi,j<O} and DO={Silsi,j=O}. When J>O, the condition (6) When we use a finite size scaling method,3),lZ),13) especially a phenomenological renormalization method by Nightingale/ Z ) we may use Eq. (28) practically without obtaining all of characteristic values of the transfer matrix. When we look at the Hamiltonian (13), the spin structure of the ground state of the system is onedimensional. Hence one might suspect that the system is paramagnetic at T >0. However there is a possibility that the system (13) shows a phase transition at a finite temperature even when the spin structure of the ground state is one-dimensional. 14 ) A detailed investigation for the system (13) will be given elsewhere .
. In short, we made an extension of the Perron-Fro beni us theorem to the one for the odd characteristic vectors. It is possible to extend the Theorem to non-negative matrices A with positive A k for some integral k > O. It is also possible to extend the Theorem to a corresponding theorem for an integral equation if one wishes. The Theorem is the first time extension for the Perron-Frobenius theorem to the odd characteristic vectors in literatures as far as we know. We wish to find more strong sufl3.cient conditions for a theorem of this kind in order to apply it to the usual Ising model irr,tme.future.
