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Abstract
This paper examines different approaches for assessing causality as
typically followed in econometrics and proposes a constructive perspec-
tive for improving statistical models elaborated in view of causal anal-
ysis. Without attempting to be exhaustive, this paper examines some
of these approaches. Traditional structural modeling is first discussed.
A distinction is then drawn between model-based and design-based ap-
proaches. Some more recent developments are examined next, namely
history-friendly simulation and information-theory based approaches. Fi-
nally, in a constructive perspective, structural causal modeling (SCM)
is presented, based on the concepts of mechanism and sub-mechanisms,
and of recursive decomposition of the joint distribution of variables. This
modeling strategy endeavors at representing the structure of the underly-
ing data generating process. It operationalizes the concept of causation
through the ordering and role-function of the variables in each of the in-
telligible sub-mechanisms.
Keywords: structural modeling, exogeneity, causality, model-based and
design-based approaches, recursive decomposition, history-friendly simu-
lation, transfer entropy.
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SUMMARY
Without intending to be exhaustive, this paper presents some approaches aiming
at causal inference in econometrics. Section 2 discusses traditional structural
estimation. Structural modeling has a long tradition in econometrics and is
a result of the attempts to bridge theory and empirical findings in economics,
as a development of the innovative work done by the Cowles Commission. In
structural models, economic theory is used in order to explain how a set of
variables, say y, is related to a set of supposedly exogenous variables named
x. The basic issue for the Cowles Commission was the development of systems
of simultaneous equations reflecting an economic theory explaining the joint
production of a set of variables.
A distinction is then made, in Section 3, between model-based and design-
based approaches. Model-based inference relies on a structural model specifica-
tion with the aim of carrying out an empirical analysis of economic phenomena
and making inferences about structural parameters. The theoretical model,
though uncertain, is proposed under the guidance of economic theory and pro-
gressively specified. Inference on the unknown parameters is based on observa-
tional data. In the design-based approach, the theoretical model is not specified
while the relevant statistical model is specified and is based on a sample of ob-
servational data, drawn from the population, which are treated as experimental
data, or quasi- experimental data. From a methodological point of view, this is
basically a descriptive approach, rather than a structural one.
The following sections present two more recent developments, namely history-
friendly simulation and information-theory based approaches. History-friendly
simulation (Section 4) seeks to offer a possibility for explaining observed histori-
cal developments with the aid of a simulation model, as long as one interprets the
historical occurrence of an economic phenomenon as a realization of a stochas-
tic process. Here, simulations provide a powerful tool allowing the derivation
of the implications of a theory that are impossible to observe in practice. In a
virtual world, such as the one offered by simulation, a history can be rerun in
view of obtaining repeated realizations of a stochastic process, thus acquiring
repeated outcomes enabling the assessment of the degree of variability of these
outcomes. Information theory (Section 5) provides a wide variety of approaches
for measuring causal influence among, for example, multivariate time series.
The transfer entropy approach , based on transition probabilities containing the
information on causality between two variables, was proposed for distinguishing
driving from responding elements in a causal relationship.
In Section 6, the paper develops a structural causal modeling approach based
on the concepts of mechanism and sub-mechanisms, and of recursive decompo-
sition of the global mechanism. The recursive decomposition is built in such
a way that the identified sub-mechanisms are interpretable from background
knowledge. The order of the decomposition is crucial for the interpretability of
the components as sub-mechanisms. Invariance or stability of the model is re-
quired, as a major aim of structural causal modeling is to distinguish structural
from incidental components of a data generating process.
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Discussion and conclusions are presented in Section 7. It is stressed that no
model is ‘true’, as models are always simplified representations of the real world.
And no model in the social and economic sciences can be deemed universal, as
models in these sciences are context-dependent and imbedded in historical time.
The same may be said about theory.
4
Causality in Econometric Modeling
From Theory to Structural Causal Modeling
Contents
1 Introduction 5
2 Traditional structural modeling and causality 6
2.1 A long tradition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.2 Theoretical model and statistical model . . . . . . . . . . . . . . 7
2.3 Empirical econometrics . . . . . . . . . . . . . . . . . . . . . . . . 9
2.4 Difficulties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.5 No model is “true” . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3 Model-based and Design-based approaches 10
4 History-friendly simulation and causality 12
5 Information-theory based approaches for causality analysis 14
6 Structural causal modeling: mechanisms, recursive decomposi-
tion, and causality 14
6.1 Mechanism and sub-mechanisms . . . . . . . . . . . . . . . . . . 14
6.2 The recursive decomposition . . . . . . . . . . . . . . . . . . . . . 15
6.3 Causal assessment . . . . . . . . . . . . . . . . . . . . . . . . . . 16
6.4 Endogeneity and Causal Assessment . . . . . . . . . . . . . . . . 17
7 Discussion and Conclusions 19
References 20
5
1 Introduction
Economic Theory and Econometric Modeling
This paper presents a critical view of causal assessment as typically done in
econometrics and proposes a constructive approach for improving statistical
models elaborated for causal analysis.
Following some prominent textbooks in econometrics, economic theory and
econometric modeling are closely related. According to J. Johnston (1972), for
example, econometrics translates the propositions of economic theorists into a
mathematical form and then sees if the data confirm these a priori proposi-
tions. In their popular textbook, James Stock and Mark Watson (2003, p.3)
define econometrics, at a broad level, as “the science and art of using economic
theory and statistical techniques to analyze economic data”. Marno Verbeek
(2004, p.2) puts it succinctly by saying that econometrics is the interaction be-
tween economic theory, observed data, and statistical methods; in his words:
“econometricians formulate a statistical model, usually based on economic the-
ory, confront it with the data, and try to come up with a specification that
meets the required goals”. More recently, in his well-known textbook, Jeffrey
Wooldridge (2013, p.1) defines econometrics as follows: “Econometrics is based
upon the development of statistical methods for estimating economic relation-
ships, testing economic theories, and evaluating and implementing government
and business policy”. He also stresses the fact that econometrics deals mainly
with observational, i.e. non-experimental, economic data.
Widening the economic approach to non-economic fields, Gary Becker (1976,
p.5) asserts that the economic approach can provide a unified framework for un-
derstanding all human behavior. For him, “The combined assumptions of max-
imizing behavior, market equilibrium, and stable preferences, used relentlessly
and unflinchingly, form the heart of the economic approach”. He has applied this
approach to various aspects of human activity, such as crime and punishment,
or marriage, fertility, and the family.
From this small sample of references, one could thus tentatively put forward
that econometrics is, in the first place, the science of testing economic theories,
possibly translated beforehand- following Wooldrige - into mathematically for-
mulated economic models. One notices that this approach to econometrics takes
economic theory as pre-established with respect to the data to be analyzed and
is used as a device for interpreting the data. Said differently, economic theory in
an econometric model acts as an “interpretative tale”, i.e. a “story” providing an
interpretation to empirical findings that is not built in a systematic way to an-
alyze a particular data set. This would give to economic theory some “universal
” validity. For example, an econometric model for analyzing the final demand
of a specific good might be based on an economic theory of inter-temporal util-
ity maximization. Such a theory is typically developed without reference to a
particular population of interest and is conceived to be congruent with general
economic theory without being embedded in a particular period or space, i.e.
in a specific context.
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Structural Models
There is a significant literature on causality in econometrics and, more gener-
ally, in economics. Some basic principles go back to David Hume and John
Stuart Mill, but it is generally considered that a significant step in the causal
approach in econometrics dates from the development of structural models in
the 1930s by Jan Tinbergen, and especially from the work of the Cowles Com-
mission (in particular the works of Koopmans and Klein) which came out in
1950 (LeRoy, 2006; see Hoover, 2008, for an overview). Other relevant ideas can
be traced back to Trygve Haavelmo in the late 1940s, with among others his
probability approach to econometrics, and to Hermann Wold who published in
1954 an important paper on causality and econometrics. For Wold (1954), the
supreme tool is the controlled experiment, but most econometric works deal with
non-experimental observations. In the latter case, Wold adheres to a recursive
system approach, pioneered by Tinbergen, forming causal chains. Conditional
probability distributions can be interpreted as causal relations and, taken to-
gether, the conditional distributions constitute a joint probability distribution
recursively decomposed.
Most economists would agree with Wold that the gold standard for drawing
inferences is the randomized controlled experiment, though the external validity
of controlled experiments can be questioned (see e.g. Athey and Imbens, 2017).
Actually, a large share of empirical work in econometrics relies on observational
data where, inter alia, the possibility of confounding, or loss of exogeneity, has
to be taken into account. In the case of non-experimental data, many econo-
metricians now refer to the potential outcomes or Neyman-Rubin causal model,
where the effect of a treatment is compared to the effect of its counterfactual.
This approach has been criticized by James Heckman (2008), among others,
who considers that the potential outcomes model is a black box device, pos-
tulating counterfactuals without modeling the factors determining the outcome
and without any discussion of the theory that could explain the outcome. One
can add that the same criticism can be leveled at the randomized controlled
experiment too. For Heckman, and others, scientific models need to “go into
the black box” (Heckman’s terms) and explore the mechanisms producing the
effects.
The Role of Time
One of the issues discussed in causal modeling is the role of historical time. For
John Hicks (1980), among others, it is undeniable that the cause-effect relation
has some reference to time. Experimental science, in its nature, is out of his-
torical time, as time is irrelevant for the significance of an experiment. This is
not the case in economics: it is the past that provides the economist with facts,
which are used to make generalizations. In this sense economics, according to
Hicks, would not be far off from history as a science, though history is focused on
the past and economics on the present and the future. Economics is concerned
with human actions and decisions. No decision made now can affect what has
happened in the past. From this, Hicks draws an interesting conclusion. With
respect to the past, one can be fully determinist: there are no events in the past
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that one may not attempt to explain.
Causal Models
Causal assessment in econometric models is necessarily based on associations
among variables. However, econometric models based solely on associations
cannot lead to causal statements; see e.g. Moneta and Russo (2014). Such
models measure statistical covariation among variables and may be useful e.g.
for forecasting. In order to yield causal explanation, Russell Davidson (2015,
p.1200), among others, stresses the fact that a model should embody theory
and that theory provides an explanation; following Davidson: “a theory must
explain by proposing a mechanism, or in other words a causal chain”. Moneta
and Russo (2014) consider that a causal model, in econometrics, is actually an
“augmented” statistical model, incorporating causal information. In order to
make causal claims, it is necessary to go beyond the usual characteristics of a
statistical model. One has to take into account the fact that a causal model
should spell out the structure of the underlying data generating process.
Contents
Without intending to be exhaustive, this paper presents some approaches aiming
at causal inference in econometrics. Section 2 discusses traditional structural
estimation. A distinction is then made, in Section 3, between model-based
and design-based approaches. The following sections present two more recent
developments, namely history-friendly simulation (Section 4) and information-
theory based approaches (Section 5). In Section 6, this paper develops a struc-
tural causal modeling approach based on the concepts of mechanism and sub-
mechanisms, and of recursive decomposition of the global mechanism. Discus-
sion and conclusions are presented in Section 7.
2 Traditional structural modeling and causality
2.1 A long tradition
Structural modeling has a long tradition in econometrics and is a result of the
attempts to bridge theory and empirical findings in economics, as a development
of the innovative work done by the Cowles Commission, with a particular refer-
ence to Marschak (1953) and Koopmans (1953). In structural models, economic
theory is used in order to explain how a set of variables, say y, is related to a
set of supposedly exogenous variables named x. The basic issue for the Cowles
Commission was the development of systems of simultaneous equations reflect-
ing an economic theory explaining the joint production of a set of variables.
An analysis of the relationship between the theoretical model and the sta-
tistical model is crucial in framing the problem of causality. More specifically,
making assumptions about the causal structure of an economic model, in the
absence of a statistical model, may lead to questionable results. In trying to
build a bridge linking the two models, one starts from the general consideration
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that any economic phenomenon for which one wants to conduct an empirical
analysis should be conceived as stochastic. The empirical model supposed to
represent this economic phenomenon should be based on two different sources
of closely related information: on the one hand, an information coming from the
economic theory of reference (the substantive source) and on the other hand a
purely empirical source of information (the data ). Quoting Haavelmo (1944,
p.iii): “The method of econometric research aims, essentially, at a conjunction
of economic theory and actual measurements, using the theory and technique
of statistical inference as a bridge pier”. Integrating these two different sources
of information, in the phase of the specification of the empirical model, is a
problem that has proved of fundamental importance over time.
The probabilistic approach, initially suggested by Haavelmo (1944) and later
developed by several others, among them Spanos (2006), considers these two
sources of information as complementary but separately treated: in the form of
a statistical model using the data for measurement purposes and of a theoretical
(or conceptual) model based on economic theory and called a structural model.
This is mainly due to the fact that the statistical model is initially considered
as a particular configuration of a stochastic process, namely the data gener-
ating process (DGP) underlying the data (y, x) that is derived, under specific
conditions, from the structural model under study.
Considering a phenomenon as stochastic typically involves the action of a
high number of latent, or not measurable, factors. For this reason, economic
theory is often safeguarded by a series of ceteris paribus clauses. These clauses
may be justified in a partial equilibrium framework but may be questionable
in a general equilibrium framework. Moreover, these clauses, as long as they
are not verifiable, may act as wishful thinking for the model-builder, with the
possibility of underlying endogeneity for some of the variables involved in the
ceteris paribus clauses, thus jeopardizing the validity of the model.
The idea behind this approach, further developed in Subsection 2.2, is that
any economic theory, when trying to predict the behavior of one or more vari-
ables y, defines the main aspects to be modeled by selecting the principal factors
of influence, say those described by the set of variables x. The model-builder
is aware of the fact that there may be numerous other factors, say ζ, not nec-
essarily observable, but potentially relevant, that could affect the behavior of
the variables y under study, but that for convenience can be ignored, at least
initially.
2.2 Theoretical model and statistical model
Theoretical model
Following Spanos (2006), among others, in the classical econometric approach
a theoretical model can be written in the form:
yt = f
∗(xt, ζt) (1)
where t stands for an identifier of the units of observation. The term f∗(.)
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indicates the postulated behavioral relationship for yt, which depends both on
the primary factors of influence, represented by the variables in xt, and on the
factors not observable or judged not to be of prime importance, captured by ζt.
In order to obtain a specification useful for empirical analysis, the usual
econometric practice decomposes (1) into a term depending only on xt and a
“residual term ” depending on both xt and ζt:
yt = f(xt) + (xt, ζt) (2)
where f(xt) no longer indicates a complete behavioral relationship, but rather a
postulated structural component of yt. The term (xt, ζt) represents the struc-
tural error that is considered to be a function of both xt and ζt. According to
equation (2), the structural error term
(xt, ζt) = yt − f(xt) (3)
represents the unmodeled influence. In order to derive from this structural
model a manageable statistical model, it is convenient to assume that this error
term behaves as a white noise uncorrelated with the systematic component
f(xt).
This may be achieved by assuming the following properties:
(i)E[(xt, ζt) | xt] = 0, (ii)E[(xt, ζt)2 | xt] = σ2
(iii)E[(xt, ζt)(xk, ζk) | xt, xk] = 0 ∀ t 6= k (iv)E[(xt, ζt)f(xt)] = 0 (4)
Thus, this classical structural modeling approach provides an idealized de-
scription of the economic phenomena of interest in the form reported in (2).
The specification of the structural model, as considered above, involves several
choices. Among them, more explicitly:
1. The definition of the subject of interest from an economic point of view,
and the variables (yt, xt) which best represent it.
2. The fundamental aspects of the phenomenon that have to be modeled,
such as, for example, the characteristics of the conditional distribution, the
conditional expectation and/or the conditional variance i.e. assumptions
in (4) imply that E[yt | xt] = f(xt) and V [yt | xt] = σ2.
3. The extent to which the inferences derived from the structural model are
relevant for the phenomenon of interest, in particular for policy purposes.
It is worth noting that model (2) aims at approximating the actual DGP. The
validity of this approximation crucially depends upon the characteristics of the
residual term, but the properties (i) - (iv), in (4) above, cannot be directly
verified since the error term is not observable. To render them testable one
needs to embed the structural model into a statistical model, a crucial step that
often goes unnoticed. The characteristics of this embedding depend upon the
nature of the data, namely whether the data (yt, xt) are collected as the outcome
of an experiment or are observational in nature.
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Statistical Model
When elaborating a statistical model from equation (2), economists would agree
that the three variables (yt, xt, ζt) have not been generated in an isolated world
but are rather part of a complex world characterized by a large set of other
variables, say Wt. The role of the statistical model is to characterize the distri-
bution of (yt, xt, ζt |Wt). The essential purpose of the ceteris paribus clauses is
to assume that the validity of the model is limited to a fixed value of Wt. Here,
Wt represents standing conditions and variables specific to the context that can
be left out of the model specifying the DGP of yt; see Wunsch, Mouchart and
Russo (2018).
From a statistical point of view, writing (xt, ζt) or (xt,Wt) may be viewed
as meaning that  is a deterministic function of xt and ζt or Wt, but not that
 is a random variable possibly associated with ζt or Wt. This point raises the
issue of a deterministic as opposed to a stochastic view of the real world, an
issue not to be discussed in this paper.
When dealing with experimental data, experimental designs may ensure
that the ceteris paribus clauses are satisfied and that the joint distribution of
(yt, xt, ζt) is implicitly conditional to a fixed value of Wt. In such a case, t is
no longer a (deterministic) function of xt and ζt but rather a random variable,
along with yt and xt. In equation (2) the value of yt is determined by (xt, y),
but now, in the statistical model, f(xt) becomes an expectation of yt conditional
on xt. A simple way of obtaining this reinterpretation of f(xt) is to assume:
(t | xt) ∼ IID(0, σ2) (5)
The main consequence when analyzing experimental data, i.e. data obtained
through experimental designs, is that the structural model (2) is transformed
into the statistical model below:
yt = f(xt) + t (6)
In this model the error term is different, in nature, from the error term of the
structural model (2) since it is no longer a deterministic function of (xt, ζt)
. In summary, when the statistical model has been obtained as a result of
an experimental design, it represents an idealized probabilistic description of a
stochastic process {(yt, xt); t ∈ T} generating the data (yt, xt), this description
being in the form of a consistent set of probabilistic assumptions. This ensures
that the data represent a typical realization of the data generating process.
When data (yt, xt) are instead observed as a result of an ongoing DGP in a
non-experimental situation, the error term can not typically be assumed to be
free of (xt, ζt) in (3).
Economic theory and statistical inference
The connection between economic theory and statistical inference allows facing
new classes of problems, models and methods of inference. Many of these are
typical of econometrics and this is mainly due to the non-experimental nature
of most economic data. In addition to specifying relevant variables y and x, a
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fundamental reason to make use of economic theory is to spell out how institu-
tional and economic conditions influence the relationships between y and x. An
emblematic case is that of the simultaneous equations model and the related
identification problem. For example, one can regress market quantity on price,
but this does not necessarily mean that the parameters of a market demand
function have been properly estimated. In this case, the conditions of supply
should be made explicit as well as the source of the error in the estimating
equation.
More specifically, consider a two-equation model representing the supply and
demand of a specific good and let this model be estimated from the observed
equilibrium of price and quantity. Such a model does not explain the mechanism
leading to the equilibrium of the market but only represents the result of this
mechanism. This model leads to a statistical model characterizing the joint dis-
tribution of two endogenous variables, namely price and quantity, conditionally
on the exogenous variables, appearing in the supply and demand equations, but
does not permit identifying a causality connection between price and quantity.
2.3 Empirical econometrics
Structural empirical econometrics is an empirical analysis based on a statisti-
cal model derived from a structural economic model. A typical example is a
structural model in the spirit of the Cowles Commission. Structural empirical
econometrics is carried out with the aim of understanding facts and mechanisms
that regulate the functioning and the behavior of a complex system, such as an
economic system. From this point of view, economics is not different from other
sciences. In astrophysics, for example, mechanisms are inferred from sometimes
very indirect observations. Similarly to astrophysics, economics is a science with
little capacity to carry out controlled experiments. A similar argument can be
held for the social sciences in general where controlled experiments are often im-
possible for practical or ethical reasons. In economics, it is not always easy to
build coherent economic theories that can explain the data well. Any economic
fact can potentially be explained by several alternative economic theories that
are proposed to account for the same phenomenon.
Moreover, in economics, observational data are periodically revised, some
economic variables of interest are unobserved and their measured indicators can
differ significantly according to the measurement hypotheses adopted. Besides,
as mentionned above, different researchers can come up with different economic
theories for the same set of data. This in itself is not necessarily bad, since
studying how models differ from each other can help to better understand the
functioning of the system. What we want to emphasize is that, in economics,
a purely data-driven approach can rarely lead to fully satisfactory results in an
explanatory perspective.
On the theoretical side, economic theory continually provides us with invalu-
able insights into the behavior of agents and individual choices, the functioning
of markets, the functioning of macroeconomic systems and much more.
Empirical econometrics is an empirical analysis guided by economics but in
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the absence of a complete structural model. A typical example may be found in
financial econometrics where a basic objective is to reproduce past observations
from a simulation based on an empirical descriptive model.
Descriptive econometrics aims at building a coherent and significant descrip-
tion of economic data, such as a distribution of income with a precise concept of
income and of the underlying population. Beyond the immediate use that one
can make of it (e.g. for taxation purposes), the description can also be seen as
a step towards the specification of a more complete and theoretically grounded
model for policy analysis (for instance, in order to reduce economic inequalities).
When one can identify a policy parameter in an empirical model, this means
that some economic structure has been injected into the descriptive model. It
may happen that structural models contain parts that are directly specified in
reduced form if we are not interested in modeling the sub-mechanisms generat-
ing the exogenous variables.
Neverthelss, there is a significant distinction between the two different ways
of doing empirical analysis. Non-structural econometric analysis was boosted
by the fact that the complications resulting from the specification of a struc-
tural model are not always deemed useful. Little effort has been made, in the
past, to demonstrate the alleged superiority of structural empirical economet-
rics. Recent literature on experimental econometrics is mainly concerned with
the identification of causal effects inferred from natural- or quasi-experimental
data.
2.4 Difficulties
Structural modeling in economics is a complicated task. Among the problems
must be counted the fact that economic theories may be quite complex in their
formulation and may be difficult to translate into estimable relationships. Struc-
tural models rarely admit a convenient closed form solution that can be esti-
mated by means of regressions or other standard statistical and econometric
methods. Specific tools including numerical analysis and computer program-
ming are required, along with a thorough understanding and knowledge of the
data and context. Another element that affects structural modeling is the pos-
sible lack of data on the constructs or quantities y and x for a given economic
theory. This can considerably complicate inference and in any case puts crucial
limits on what can be obtained from the available data. And economic theory
does not always give the researcher everything (s)he needs to develop a model,
with the consequence that an important part of the specification is left to the
researcher’s intuition and creativity.
Nevertheless, for an econometrician, the appeal to economic theory is not
only useful but necessary if one wants to assess causalilty from the estimated
model or use it for developing alternative scenarios; see Section 4. Structural
econometric models make use of economic and statistical assumptions to iden-
tify economic quantities from the conditional density f(y | x). This approach
endeavors at making clear which economic assumptions are necessary, but not
always sufficient, to allow causal inference.
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In a nutshell, strong assumptions are needed if one wants to go beyond
a simple summary of the data, for infering causal relations, testing theories,
estimating fundamental parameters or making predictions about the effects of
policy changes on the behavior of economic agents.
2.5 No model is “true”
The absence of relevant data can considerably complicate estimation and restrict
what the researcher can do with what is available, but nevertheless this does
not always make a correct empirical analysis impossible. Pure measurement
models consider inference as a process of testing hypotheses and uncovering the
“true” parameters. Such models are certainly not the best method for a proper
empirical analysis. Models are, by definition, simplifications and approximations
of economic reality, and as such they are all necessarily imperfect as literal
descriptions of this economic reality. Among these wrong models, some provide
better approximations of economic reality than others, and hopefully over time
these models will become more realistic and the approximations will improve.
Thus, looking for a good approximation in econometric modeling would be
an appropriate strategy for the analysis of structural estimation. Even though
structural models are likely to be misspecified and are based on questionable
assumptions of functional form, some of these models can nevertheless produce
useful results. Their results are often better than those of purely descriptive
models that avoid the formulation and estimation of a behavioral economic
model. The collective belief among many economists that all structural models
are falsified (in Popper’s sense) and therefore that none of them are any good,
contributes to discrediting structural modeling in favor of the simplistic view
of descriptive econometrics. On the one hand, one may accept some of the
fundamental limits of economic theory, and among them an extreme difficulty
of modeling the general environment for the functioning of an economy. On
the other hand, the identification problem is one of the most important limits
that must be faced when doing structural estimation, though it should not be
concluded that the existence of this limit leads to the futility of the structural
approach.
3 Model-based and Design-based approaches
Two alternative approaches
In econometric practice one often refers to model-based and design-based as two
alternative approaches for elaborating a specific statistical model; see Koch and
Gillings (2004) and Sterba (2009).
Model-based inference relies on a structural model specification with the aim
of carrying out an empirical analysis of economic phenomena and making infer-
ences about structural parameters. The theoretical model, though uncertain,
is proposed under the guidance of economic theory and progressively specified.
Inference on the unknown parameters is based on observational data.
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In the design-based approach, the theoretical model is not specified while the
relevant statistical model is specified and is based on a sample of observational
data, drawn from the population, which are treated as experimental data, or
quasi- experimental data. From a methodological point of view, this is basi-
cally a descriptive approach, rather than a structural one. The estimators are
obtained according to the sample design and available auxiliary information.
Models and causality
Quasi-experimental research can be seen as opposed to the research carried
out on structural models. The experimentation is based on observational data,
and researchers look for what is called a “natural experiment”, i.e. a situation
where individuals are assigned to treatment or control groups as if it were a real
experiment. Estimates of causal effects are obtained by observing the results in
outcomes between groups, where comparisons are made by using the regression
discontinuity when the selection rules are known, or by using the difference-in-
differences method by exploiting the variation in the timing of policy changes
across individuals.
In the current applied econometric literature, one notes that a transition
from models to methods is in progress. Quasi-experimental methods, such as
"difference-in-difference", "regression discontinuity" and other related methods,
have had the effect of overshadowing the role of economic theory in the spec-
ification of a model. In particular, this transition occurred in applied microe-
conomics such as to allow Angrist and Pischke (2010) to say that a "credibility
revolution" is underway, capable of providing credible answers to the fundamen-
tal questions of policymakers about the evaluation of government programs.
More explicitly, an explanation of the difference between model-based and
design-based approaches in the context of causality can be found by referring
to the prevailing literature on the subject. There are two opposing views: one
view, supported among others by Heckman (2008), states that causality should
be model-based, in the sense that causality only exists within the framework of
a specific theory that says “X causes Y ”. An opposing view, among supporters
of which one can list Holland (1986) and Rubin (1974), states that causality is
designed-based, in the sense that a claim of causality requires that it must be
possible to design a manipulation which identifies whether “X causes Y ”. More
explicitly, statistical units are randomly selected for different levels of treatments
X and the consequent levels of the outcome Y are observed.
Those from the design approach emphasize the importance of causal identi-
fication, along with a careful specification of the causal parameters, the impor-
tance of which may be central when examining the impact of policies. On the
other hand, those from the model approach emphasize the basic role of theory
and the subsequent external validity.
It is important to stress some essential differences between the two ap-
proaches. For what concerns model specification, design-based approaches make
use of simplified models with no formal derivation of the DGP for the observed
data. Structural model-based approaches, such as presented in Section 2, derive
the DGP from the assumed model. The parameter of interest for a design-based
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approach only concerns the estimation of parameters in a simplified model such
as E(y | X) = Xβ. The parameter of interest for a model-based approach
considers a formal model in the form of g(y,X, θ) = 0 focusing on estimating θ.
Such a model is not always operational for a direct estimation of θ and may be
supplemented by a linear approximation L(y | X) = Xβ(θ). This may raise the
question of the relative relevance between β and θ.
As far as identification is concerned, design-based modelers believe that test-
ing of assumptions is sufficient to meet the requirements for causal identification.
Model-based users, in order to ensure causal identification, need to make explicit
the functional form along with stochastic assumptions and any restrictions sug-
gested by theory.
As far as reliance on the model is concerned, design-based studies attempt
to explore basic predictions or, alternatively, try to evaluate a policy program.
Model-based analysis usually aims at estimating unknown parameters and per-
forming some kind of policy analysis or out-of-sample predictions.
Choosing one or the other
The choice between these two approaches depends upon the amount and type of
information available, the objectives for which the model is proposed and, last
but not least, on the experience of the investigator. It should be emphasized,
however, that each of these approaches is based on different assumptions, and
consequently can lead to different results regarding causality and inference in
general. The plausibility of the results mainly depends upon the validity of the
hypotheses specified, as well as on the properties of the statistical model used.
Concerning the design-based approach, a real risk associated with this class
of models is what is called overfitting. This happens when the model explains
the idiosyncrasies in the data instead of capturing the underlying relationship.
In other words, one can run into situations where the model attempts to ex-
tract more information from the data than the one that is inherent to the data
themselves. This happens because the final model is obtained after repeated
regressions aimed at identifying the control variables to be included into the
model. Since the model is repeatedly re-estimated, and since the data unavoid-
ably have random errors, one ends up fitting the model to the noise in the
sample, i.e. to the idiosyncrasies specific to the sample.
This problem arises when one cannot rely on randomized experiments and
the data available are observational data that are not the outcome of a natural
experiment. Much of the data in social sciences are of this nature. In the pres-
ence of overfitting, a statistical model mainly describes random errors instead
of the underlying relationship. It will therefore be unsuitable for replicating the
results out of sample, since its validity is based on features that only exist in
the sample and not in the population that the sample is thought to represent.
In this case, not only causality is missed, but even correlations are doubtful.
External validity is thus put into question, one of the main goals of economet-
ric modeling being to provide general results, i.e. results which are replicable
outside the sample.
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Endogeneity
Considering the model-based approach, a problem frequently encountered in this
type of approach is that of endogeneity. In particular, when significant determi-
nants of the dependent variable Y , which are correlated with the X’s, are not
included in the model, an endogeneity problem is typically encountered. The
main consequences are that the model parameters are not properly identified,
while the direct estimates of the coefficients are biased and inconsistent. There-
fore no causal relationship can be claimed in the presence of endogeneity, and
correlations found cannot be correctly interpreted. To solve the problem, one
needs to rethink the model in the perspective of simultaneous equations models,
include data on missing variables and re-estimate the model. This challenge will
be developed in Section 6.4.
In cases in which the researcher can control the data generating process,
as happens by running well-designed controlled experiments such as double-
blind randomized trials, most endogeneity problems disappear. In randomized
experiments, the causality between right and left hand-side variables is assumed,
since individuals, or sample elements, are randomly assigned to different values
of the Xs. As widely argued, the difference between an estimated model based
on observational data and a model based on quasi-experimental data is due
to the fact that since the quasi-experiment has controlled for a large number of
factors, the values of theXs are deemed to be exogeneously (possibly, randomly)
assigned. But at the same time this is also a problem, since this is not recognized
as a true randomization.
Without attempting to be exhaustive, the following sections present two
more recent examples dealing with causality in economics, respectively history-
friendly simulation and information-theory based approaches.
4 History-friendly simulation and causality
Computer simulations
The notable increase in computing power and the simultaneous reduction in the
cost of computers has made it possible to make wide use of computer-intensive
methods such as computer simulations, presently applied in many branches of
science. Computer simulations are employed for a variety of purposes, but in
this section we examine an interesting field in the economic literature, known
under the heading of “evolutionary economics” or “history-friendly simulation”
(see for example Malerba and Orsenigo, 2002). This approach uses simulation as
a tool for reproducing stylized facts. The purpose is to examine the relationships
between the factors that are supposed to be the driving forces of a social process,
the structure of which one wants to know, as it usually remains largely unknown
or insufficiently understood.
History-friendly simulation seeks to offer a possibility for explaining observed
historical developments with the aid of a simulation model, as long as one in-
terprets the historical occurrence of an economic phenomenon as a realization
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of a stochastic process. Here, simulations provide a powerful tool allowing the
derivation of the implications of a theory that are impossible to observe in prac-
tice. In a virtual world, such as the one offered by simulation, a history can
be rerun in view of obtaining repeated realizations of a stochastic process, thus
acquiring repeated outcomes enabling the assessment of the degree of variability
of these outcomes. These types of studies are known as path-dependency and
have been proposed, among others, by Arthur (1994).
Repeating a simulation experiment with the same initial conditions and dif-
ferent parameter values generates a number of observations of the process that
would otherwise not be observed. Virtual observations are thus created and
these can be analyzed using conventional statistical tools. Given that the re-
sults obtained from the simulations can be manipulated by choosing the model
and the parameters that reproduce the desired results, it is obvious that clear
rules concerning how and under what conditions the simulations should be con-
ducted are crucial for interpreting simulated histories. In particular, simulated
histories have been used to study possible causal relationships between variables.
An example
In a study of the impact of chemists on the development of the dye industry
in Germany, Brenner and Murmann (2003) propose a method that enables the
researcher to make counterfactual analyses and study the effects of possible
causal relations using simulation results. They also develop a sort of guideline
for how such simulations should be carried out. Actually, simulation models
make possible to run counterfactual analyses. Most explanations provided to
understand social development contain, at least implicitly, the concept that if a
certain action had -or had not - been taken, or if some factor had -or had not-
been adopted, the outcome of the process would have been different.
The methodology proposed by Brenner and Murmann (2003) is developed
in successive steps. The first step consists in specifying a model suitable for rep-
resenting a good approximation of the process studied, where the parameters
are estimated on the basis of available empirical evidence. Since the available
information does not yield the exact values of all parameters, the second step
consists in performing groups of simulations based on parameter values ran-
domly selected within a predetermined range. This exercise is conducted by
fixing the values of a subset of parameters and by varying, by means of simu-
lation, only those that are explicitly the object of study. Therefore, a subset of
parameter settings will be the same for all runs within a group of simulations,
while other parameters vary within the group. The primary interest of conduct-
ing these experiments is studying possible effects of causes within a DGP. If the
simulations are run on the basis of a structural model such as the one developed
in Section 6 of this paper, one could say that there is a causal impact when a
change of a specific state of the process leads to a particular characteristic of
a later state of the process. Indeed, if the underlying model is deemed to be
structural, one is actually studying the effects of a cause by varying only the
parameter of interest and leaving all other parameters constant.
It is evident that to study causal effects following the simulation exercise
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described above, one needs to specify the relevant variables and the parameter
settings. As pointed out by Brenner and Murmann (2003), simulation exercises
are not fruitful unless they focus on a restricted set of variables that play a cen-
tral role in the social process examined. In a nutshell, after having identified the
subset of explanatory variables and their interrelations, a simulation experiment
is carried out in which these variables are varied in a systematic way. For each
parameter value of an explanatory variable, several simulation runs are carried
out. In doing so, one can obtain a sufficiently high number of simulations to
ensure a correct statistical analysis.
On the one hand, unlike traditional simulation methods, the one described
above offers the possibility of deriving knowledge concerning effects of causes
that cannot be obtained on the basis of the observed real data. On the other
hand, nothing ensures that these simulations produce robust knowledge con-
cerning causal effects. The more the simulation experiment is well designed, i.e.
based on a structural model considered to be causal, and the trials are numerous,
the more confident one can be in the fact that the simulations produce a robust
and useful information for investigating the consequences of causal relations.
5 Information-theory based approaches for cau-
sality analysis
Transfer entropy
Science philosophers such as Salmon (1984) have suggested that the impact of
a cause on an outcome can be considered as the propagation of causal influence
from the cause to the outcome. For Collier (1999), causation would thus be a
transfer of information. Based on these ideas, information theory provides a
wide variety of approaches for measuring causal influence among, for example,
multivariate time series.
The transfer entropy approach (see Schreiber, 2000), based on transition
probabilities containing the information on causality between two variables, was
proposed for distinguishing driving from responding elements in a causal rela-
tionship. Barnett et al.(2009) have shown that, for normally distributed vari-
ables with linear relationships, the objectives of Granger causality (Granger,
1969) and transfer entropy are equivalent. However, it should be noted that
these two approaches are based on different elements: Granger causality is based
on autoregressive (AR) processes for which there may exist a problem of model
identification, while the transfer entropy method is an information-theoretic ap-
proach that does not need assumptions on the structure of the process. It is
based on the concept of Shannon-entropy and is suitable for linear and non-
linear relations. Its key assumption is that the sampled data should follow a
well-defined probability distribution. Both approaches are however essentially
descriptive, as they are not based on a structural modeling of the data generat-
ing process.
Transfer entropy measures the amount of information transferred from a
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variable X to another variable Y . This transfer information is deemed to repre-
sent the total causal influence from X on Y . The transfer entropy from X to Y
can be interpreted as the gain obtained when using past information on both X
and Y to predict the future of Y compared to only using the past information
of Y .
Direct or indirect influence
Since it may be difficult to distinguish whether this influence is direct or in-
direct through some intermediate variables, in order to establish whether the
connection is of a direct or indirect type, the direct transfer entropy concept has
been proposed in the literature by Duan et al.(2013) and others. From an op-
erational point of view, the difference direct transfer entropy for discrete valued
random variables has been introduced as an extension of the transfer entropy.
Also, standardized measures for difference transfer entropy and difference direct
transfer entropy have been introduced to measure respectively the connectivity
strength of causality and direct causality. The detection of a direct informa-
tion flow can be formulated as a problem of hypothesis testing. Considering
the direct causality from X to Y , and admitting the possibility of an indirect
causality from X to Y through a third variable Z, testing may be carried out
by using the simulation approach for constructing resampling data or surrogate
data.
The following section deals with a general framework for assessing causality
in economics, i.e. structural causal modeling, based on the recursive decomposi-
tion of the data generating process seen as the mechanism and sub-mechanisms
producing the outcomes.
6 Structural causal modeling: mechanisms, re-
cursive decomposition, and causality
This section develops a general approach, i.e. structural causal modeling (SCM),
that does not contradict the methods in the previous sections, but presents a
more global view of the concept of causality. This general framework provides
a sound basis for causal analysis if one wishes to go beyond description or pre-
diction, with the purpose of explaining and understanding correlations among
variables in a mechanistic perspective.
6.1 Mechanism and sub-mechanisms
Causation as generating process
That correlation, or statistical association, does not imply causality is an ac-
cepted position, though a large part of empirical work searching for cause-effect
relations is actually based on statistical associations. Blossfeld (2009) has called
this view the causation as robust dependence approach. In this perspective, as
discussed by Cox (1992), a variable X is a plausible cause of another variable
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Y if the dependence between the two cannot be eliminated by introducing in
the analysis additional variables. In this case, it is impossible to be sure that
all relevant variables have been controlled for. Moreover, as Blossfeld (2009)
stresses, because covariates are often correlated, parameter estimates depend
upon the specific set of variables included in the statistical model. In order to
go beyond this causation via association approach, as Cox (1992) calls it, one
needs what Blossfeld (2009) has coined a causation as generative process ap-
proach. As developed in Mouchart, Wunsch and Russo (2016 a, b), one should
characterize the properties of the underlying data generating process, i.e. the
mechanism behind the data. More generally, in a perspective of explanation and
policy intervention, one needs understanding the plausible mechanism and sub-
mechanisms generating the data in a particular context and during a specific
period of time.
In the preceeding sections, the concepts of structural model and of causal-
ity do not necessarily correspond to the perspective developed in the previous
paragraph. For example, Granger causality does not correspond to a classic
definition of causality (see Little (2011) from a causal realist perspective) but to
a concept of “self-predictivity” (see Florens, Mouchart and Rolin 1990, p.255) in
the sense that prediction does not require structural modeling and that Granger
causality is rather a concept of sufficiency to predict. To give another exam-
ple, structural models in economics do not often fully spell out the mechanisms
generating the data in a particular context and during a specific period of time.
Economic theory, in this case, is considered as universally valid. In this section
we attempt to waive these restrictions.
A causal framework
The following paragraphs propose, in the context of statistical models, a mod-
elling strategy to operationalize the concept of causation as a generating process.
The starting point is a set of variables X along with a statistical model in the
form of a set of probability distributions
M = {P θX θ ∈ Θ} (7)
where θ is a parameter characterising a probability distribution and M rep-
resents a set of plausible hypotheses concerning the data generating process
(DGP). Representing the DGP by probability distributions characterized by a
parameter, implies that what is "explained" by the statistical model is embodied
in the parameter whereas what is not explained is embodied in the stochastic
component of the probability distributions. For more details, see Mouchart and
Orsi (2016).
In order to be “structural”, the model should specify a plausible structure
of the underlying DGP, relatively to a well-specified population of reference.
Mouchart, Russo and Wunsch (2010) identify three main features of a structural
causal model (SCM):
(i) A recursive decomposition of the joint distribution interpretable as an or-
dered sequence of sub-mechanisms, reflecting the causal ordering of the
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variables underlying the putative mechanism and making causal assess-
ment feasible. Following Pearl (2000), this recursive decomposition can
be represented by a Directed Acyclic Graph (DAG).
(ii) Congruence with background information: causal ordering of the variables
is usually based on prior knowledge, often but not necessarily limited to
economic theory, including information about the temporal ordering of
variables and on the context. Background knowledge can also include
preliminary analysis of data.
(iii) Invariance or stability of the recursive decomposition for a specified pop-
ulation of interest and historical time, in opposition to the idea of a “uni-
versal” theory or model.
6.2 The recursive decomposition
More specifically, once the vector of variables X is decomposed into an ordered
sequence of p components, namely X = (X1, X2, · · ·Xp) (with p typically much
larger than 2), a recursive decomposition is a systematic marginal-conditional
decomposition of the joint distribution of X, namely:
pX(x | θ) = pXp|X1,X2,···Xp−1(xp | x1, x2, · · ·xp−1, θp|1,···p−1)
· pXp−1|X1,X2,···Xp−2(xp−1 | x1, x2, · · ·xp−2, θp−1|1,···p−2) · · ·
· pXj |X1,X2,···Xj−1(xj | x1, x2, · · ·xj−1, θj|1,···j−1) · · · pX1(x1 | θ1)
(8)
where each θj|1,···j−1 stands for the parameters characterizing the corresponding
conditional distribution pXj |X1,X2,···Xj−1 .
Once the number p of components increases, background knowledge, sub-
stantiated by analysis of the data and statistical tests, can provide a simplifi-
cation of the factors in the form of conditional independence properties. More
specifically, it is typically the case that the distribution of (Xj | X1, · · · , Xj−1)
is known not to depend on some of the conditioning variables. Thus there
is a subset Ij ⊂ {X1, · · · , Xj−1} of variables1 whose actual relevance for the
conditional process generating Xj | X1, · · · , Xj−1 is defined by the property
Xj⊥X1, · · · , Xj−1 | Ij , θ. (9)
This property implies that the factor pXj |X1,X2,···Xj−1 in (8) is actually simplified
into pXj |Ij and Ij may be called the relevant information of the j-th sub-
mechanism. Once Ij has been specified for each factor, (8) is condensed into
pX1,X2,···Xp|θ =
∏
1≤j≤p
pXj |Ij ,θj|1,···j−1 (10)
1More formally, rather than a subset of variables, Ij is a sub-σ-algebra of the σ-algebra
generated by (X1, · · · , Xj−1).
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This form is called a condensed recursive decomposition.
The condensed recursive decomposition is interpreted as a global mechanism
decomposed into an ordered sequence of acting sub-mechanisms. For the sub-
mechanisms to act autonomously, one should also add a condition of mutual
independence among the parameters θj|1,···j−1, i.e. these parameters should
be variation-free in a sampling-theory approach or a priori independent in a
bayesian approach.
6.3 Causal assessment
Structural causal models
The recursive decomposition is the cornerstone of the explanatory power of a
structural causal model because it endows the distribution P θX with the inter-
pretation that each component of the decomposition, i.e. the distribution of
an outcome variable conditional on its immediate (or direct) putative causes,
stands for one of the sub-mechanisms that compose the joint DGP of X. The re-
cursive decomposition is built in such a way that the identified sub-mechanisms
are interpretable from background knowledge. The order of the decomposition
of X is crucial for the interpretability of the components as sub-mechanisms.
Finally, invariance or stability of the model is required, as a major aim of SCM
is to distinguish structural from incidental components of a data generating
process.
Parameterization, finite-dimensional or infinite-dimensional (i.e. non-parametric
or semi-parametric models), is an issue for measuring the effect of a causing
variable on an outcome but is independent of the identification of the sub-
mechanisms, this being achieved by the recursive decomposition. Note also that
the “ceteris paribus” clause and the reliance on “stylized facts” are two tech-
niques for isolating a mechanism from the context. These approaches may be
useful for expositing an abstract theory but jeopardize the validity of a struc-
tural model that makes use of these techniques, because causal models in the
social sciences are context-dependent. Econometric models used for empirical
analysis are not always structural causal models, in the sense of this section.
It can happen, for example, that forecasting is the main purpose for which
the model is built, e.g. a statistical model which relies mainly on time series,
or measurement studies that focus on constructing and summarizing economic
macro data like unemployment, inflation, GDP and so on. Or again descriptive
models which rely on economic theory and serve to describe and study the dy-
namic characteristics of a macroeconomic variable, without specifying the key
aspects of the statistical model on which these descriptions are based. In this
spirit, for example, is the contribution of Phillips (1958) who documented the
inverse relationship between unemployment and inflation, relying on the anal-
ysis of observed data for the two variables. Models of this type have certainly
their value; the main thing that unites them is that they have no claim to define
and analyze a causal relationship. As a result, they cannot properly be used
for evaluations and comparisons of alternative economic policies, as well as for
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out-of-sample counterfactual scenarios.
Structural and non-structural models
Structural and non-structural models are fundamentally different since they
make a very different use of economic theory and statistical methods. In other
words, the two types of models differ in their theoretical properties rather than
in their empirical performance. The difference becomes clear when referring to
the interpretation of the empirical results. Results based on a structural causal
model can be interpreted according to the postulated causal mechanisms, while
the same cannot be said for those obtained by way of a non-structural model.
Thus, classifying a model as structural or non-structural should be based on the
modeling strategy, rather than on the empirical performance.
Can we speak of causality when the empirical analysis has been performed
by means of a non-structural model? Strictly speaking, the answer is no. A
structural causal model is supported inter alia by an economic theory, decom-
poses the DGP into an ordered sequence of sub-mechanisms, and is subjected to
an empirical control of its stability viewed as an essential structural feature, in a
particular context and during a specific period of time. A non-structural model
can possibly also rely on economic intuition and/or on an economic theory but
is not adequately controlled for its structural stability and, by definition, does
not identify the time- and context-dependent causal sub-mechanisms as data
generating processes.
6.4 Endogeneity and Causal Assessment
Choosing variables
Any variable one may consider to enter into a model has a story behind it and
there must be a reason to include it in the model. This is typically provided by
economic theory and background knowledge. In other words, model specification
should rely on knowledge of the domain and on the theoretical framework which
is at the origin of the empirical research and that can guide the search for
relevant explanatory variables.
A thorough reflection on the reasons or motivations for the inclusion of vari-
ables at the right hand side of the model and their meaning, may help in iden-
tifying sources of endogeneity at the outset. More explicitly, the endogenous
character of some variables of the right-hand side (rhs) arises under different
contexts. A first situation is due to the presence of neglected confounding vari-
ables associated both with the left-hand variable (lhs) and with some of the rhs
variables. A solution, data permitting, is to condition on these neglected vari-
ables on the rhs. When the neglected variables are not observable (i.e. , latent),
one might make use of proxy variables or have resort to an instrumental variable
approach. The interpretation of the empirical results may be assisted by back-
ground knowledge but, in any case, should remain cautious. A second situation
arises in the case of simultaneity when the data of the lhs and rhs variables
are aggegated on a same period of time. This can be due either to incomplete
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information or to a real simultaneity of the relationship between the lhs and
rhs variables, within the period of time. In such a case, outside information
can sometimes give the ordering of the variables and a consequent recursive de-
composition. Otherwise, the absence of a recursive decomposition makes causal
assessment impossible. For example, consider a simultaneous equations model
with two equations representing the demand and the supply of a specific good,
to be estimated on the basis of price and quantity at market equilibria. When
the model is not recursive, the equations do not represent the mechanism un-
derlying the data generating process but may be interpreted as representing a
hypothetical behaviour where the variable on the rhs, namely demand or supply,
is exogenous.
Endogeneity once again
A frequent dilemma of simultaneity arises when, according to the theory con-
sidered, X causes Y and, roughly at the same time, Y causes X. In general,
the problem of endogeneity cannot be solved by adding new control variables or
increasing the sample size. In such a case, direct estimates will remain biased
and inconsistent: the problem is of a structural nature. This suggests that a
way of getting consistent parameter estimates is to consider, in the theory, a
recursive decomposition of the joint distribution of X and Y , that would specify,
if adequate data are available, the relevant sub-mechanisms producing X and
Y .
Faced with this kind of problem, it becomes necessary to think more carefully
about the processes that underpin the phenomena under study and examine in
more depth the specification of the complete model. The simultaneity problem
is widely recognized in economics, at a theoretical level, but does not always lead
to the right solution in empirical analysis. Very often single-equation models
continue to be proposed even when the problem of simultaneity (endogeneity)
seems pretty obvious.
Often the reason that endogeneity is overlooked is due to the fact that data
have been taken for granted, ignoring the underlying data generating processes.
Any attempt to address endogeneity cannot leave aside the understanding of the
DGP, since for the purposes of modeling it is important to know how the data
are generated and what information is embedded in the data. In economics, as
in other social sciences, data collected by others are often used, and there is no
control over the process that generated these data.
Many advances in econometric theory were made to deal with problems
related to simultaneity, the so-called simultaneity bias. In the past, Sims (1980)
pointed out that there was a great discrepancy between the results obtained from
current macroeconomic models and those obtained from descriptive statistical
models, a-theoretical and solely data-based, a typical example being the so-
called vector autoregressive (VAR) models.
Haavelmo’s contribution
In his fundamental contribution, Haavelmo (1944) distinguishes between effects
on outputs resulting from variation in inputs and explained by a theoretical
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economic model underlying a statistical model, from discovering causal rela-
tionships between variables based on empirical associations, derived from the
analysis of data. According to Haavelmo, a causal effect must be based on a
theoretical model that does not necessarily coincide with the empirical data
generating process. This is mainly due to the fact that economic theories, as is
well known, have recourse to assumptions of ceteris paribus that do not always
correspond to the actual DGP. Actually, in modeling a theory, one tries to make
use of the minimum ceteris paribus conditions, but in most cases they cannot
be eliminated completely since the theories model very complex systems that
can hardly be written in all their particular details. In any empirical analysis
one can never know for certain that the potential gap between the theoretical
model and the DGP is bridged. What Haavelmo suggests is to model the resid-
ual component in a probabilistic approach. In this way one ends up obtaining a
statistical model of the theory which, on the one hand, has coherent and inter-
pretable implications in economics, and, on the other hand, explains the data
sufficiently, with the characteristic that the unexplained component is made up
of random and independent errors.
Such a statistical model provides a reliable basis for learning from data
about the economic phenomenon of interest. It enables probing the adequacy
of specific theories by way of substantively relevant questions. Modeling a real
economic phenomenon requires representing a highly complex system whose
properties should be derived from data that reflect a single non-replicable real-
ization of a multivariate process. Obviously a DGP can only be approximated
by simpler relationships, which characterize the data sufficiently for the purpose
of analysis. A statistical model links economic theory to data when it reinforces
an understanding of both the DGP and the theoretical model.
The Cowles Commission followed Haavelmo and, in the field of applied
econometrics, more and more models began to appear with several equations in
which endogenous variables appear among the regressors, that is models with
simultaneous equations. The contribution of Haavelmo, many years after its
publication, remains a cornerstone of econometrics.
A simultaneous equations model without recursivity does not specify how-
ever the sub-mechanisms of the DGP and therefore does not allow a justified
causal assessment. When feasible, the recursive decomposition presented in Sec-
tion 6.2 is probably the most efficient and statistically optimal way to solve the
problem of simultaneity.
7 Discussion and Conclusions
Without intending to be exhaustive, this paper has presented some approaches
aiming at causal inference in econometrics. Moreover, a structural causal mod-
eling approach has been proposed, based on the concepts of mechanism and
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sub-mechanisms, and of recursive decomposition of the global mechanism.
The Need for Theory.
A policy maker must decide on the implementation of the best economic policies
and knowledge of the causal link between variables is undoubtedly important.
This knowledge is also useful for understanding the functioning of the economic
mechanism representing the structure within which this link exists. Understand-
ing this mechanism, which can sometimes be very complex, requires theory but
also other elements such as preliminary data analysis, intuition and reflexion,
and the experience of those who have been working in the field, along with
a relevant statistical model. The field information must also involve a thor-
ough knowledge of the context which may be very different according to time
and space. fortuitous than rigorous methods and a systemic knowledge of the
phenomenon under study.
Much has already been written, in the social sciences, on the process of the-
ory building and testing (see for example the thorough discussion in Gérard,
2006). In Section 2 of the present paper, we distinguished two important facets
of this process: the specification of the theoretical model and that of the sta-
tistical model. Following the work of Hubert Blalock and others, Duchêne and
Wunsch (1985) have identified two components in the theoretical model, the
main model elaborated in terms of concepts and the operational or auxiliary
one based on available indicators of the concepts. This distinction takes into
account the fact that, in many cases, not all concepts of the main model have a
corresponding indicator in the data at hand. The choice of indicators depends
not only on the availability of data but also on the definitions given to the
concepts in the main theory. As Gérard (2006) has stressed, it is essential to
give a precise meaning to each concept in the theory, that is to define the nec-
essary characteristics of the concept. An applied econometric research should
therefore always differentiate these three classes of models, the conceptual, the
operational, and the statistical one.
In Section 3, the distinction in observational studies between model-based
and design-based approaches was recalled. In particular, the Neyman-Rubin
counterfactual average treatment effect (ATE) model, replicating a random-
ized experimental design, was criticized by Heckman (2008) due to the fact
that it is a black-box that ignores the mechanisms producing the effect. Other
critical comments addressed to the Neyman-Rubin model and more generally
to randomized designs can be found in Russo et al.(2011) and in Deaton and
Cartwright (2018).
Structural Causal Modeling
A specific definition of structural modeling was given in Section 6 as a basis
for causal inference. The three main features of this structural causal modeling
(SCM) approach are respectively: (a) The recursive decomposition of the joint
distribution interpretable as an ordered sequence of meaningful sub-mechanisms
(entities and activities), reflecting the causal ordering of the variables in the pu-
tative mechanism representing the DGP. This decomposition can be represented
by a directed acyclic graph (DAG). (b) Congruence with background informa-
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tion, not necessarily limited to economic theory, concerning the context, the
causal ordering and the role-function of the variables. (c) Invariance of the
recursive decomposition for a specified population and context.
The advantage of the SCM mechanistic explanation approach is that it
‘opens the black-box’ in terms of the variables and their order responsible for
the data generating process (see in particular Russo et al., 2019). SCM is well
suited for drawing causal inferences from observational studies, in the absence
of experimental designs. The approach has also been applied in demography
(Gourbin et al., 2017) and in epidemiology (Mouchart et al., 2019). If the de-
composition is fully developed, it avoids - to the best of one’s knowledge - loss
of exogeneity, due to confounding or simultaneity, that can hamper many other
approaches as we have seen. SCM can specify the direct and indirect paths
leading from causes to outcomes, distinguishing between mediators, modera-
tors, and confounding variables. It can also take into account causal priority
and reverse causation if the variables are ordered in time.
Of course, SCM is dependent on a good knowledge of the putative causes of
the outcomes considered and of their order, i.e. of the various sub-mechanisms
involved in the DGP. For this purpose, in addition to economic theory, a thor-
ough review of the empirical literature on the topic of interest is mandatory.
The decisional process leading to the actual behaviors of the economic agents,
in interaction with others and constrained by the institutional context, will
unfortunately often remain unknown. Furthermore, as Herbert Simon (1959)
has pointed out a long time ago, the actual decision-making process can be
quite complex. The requirements of SCM are demanding in terms of causal
knowledge and data availability, and many empirical works cannot meet these
requirements. Even in these cases, developing an incomplete SCM on the basis
of the information and data available, can nevertheless be a fruitful theoretical
exercise.
Implications
Several practical implications can now be drawn. If putative causes of outcomes
and their ordering can be assumed on the basis of background knowledge, and
if relevant data are available, it can be recommended in observational studies
to have recourse to structural models, such as SCM, in order to infer causality
from the mechanism and sub-mechanisms considered to represent the DGP.
Causality assessments, and therefore the measurement of the effects of causes,
derived from non-structural models are, on the other hand, questionable. This
might explain the failure of implications drawn from many such models.
This fact does not however imply that recourse to non-structural models
be useless. They might have descriptive or predictive value, such as Granger
causality and transfer entropy, or they can be used to study the possible effects
of various scenarios, such as in history-friendly simulation and in agent - based
modeling. Exploratory methods using Big Data, such as data mining, machine
learning, and other techniques for extracting information from these data, can
also come up with novel associations among variables and suggest new theo-
retical insights, especially when evidence is thin. They are especially useful for
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finding patterns in the data. Bareinboim and Pearl (2016) have examined how
to take into account control of confounding, sampling bias, and generalization
across populations in data-fusion from multiple sources. It should be pointed
out, in this regard, that low quality Big Data can lead to wrong causal conclu-
sions (see Brodie et al., 2018). The evaluation of the quality of the data, big or
small, is always a prerequisite for sound causal modeling.
One of the problems with Big Data analysis consists in the ‘Big’. In the field
of public health and health economics, for example, (too?) many variables are
now collected in a variety of forms, both structured and non-structured. Heinis
and Ailamaki (2015) have even argued that ‘forgetting’ or shedding information
should be part of today’s data management. Methods exist to analyze these
data in their various forms and to possibly link them together. But the sheer
amount of variables available can be an obstacle for policy evaluation, taking into
account the fact that a policy intervention should be based on cause-outcome
relations. A structural modeling approach can often yield, for this purpose, the
proper or strict subset of variables that are the most relevant from a causal
viewpoint, i.e. the subgroup of variables that one should focus on.
For example, suppose that one is interested in evaluating the impact of
increasing the tax T on cigarettes, from T = t to T = t + α (α > 0), in order
to decrease smoking and eventually lung cancer and cardiovascular diseases. If
C stands for consumption of cigarettes, it is not sufficient to compare C before
and after this policy intervention, i.e. C = c and C = c + β with β < 0. In
addition to tax T , consumption C is associated with a vector of variables Z. A
change in some of these variables could also be a cause of the decrease observed
in C. A structural analysis could tell us what are the most relevant causes,
say X among the Z, that have to be controlled for, in order to decide that the
decrease in smoking is due to the tax increase rather than to other causes.
All models are context-dependent
Finally, it should be stressed once again that no model is ‘true’, as models are
always simplified representations of the real world. And no model in the social
and economic sciences can be deemed universal, as models in these sciences
are context-dependent and imbedded in historical time. The same may be said
about theory.
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