Abstract Most machine learning algorithms are eager methods in the sense that a model is generated with the complete training data set and, afterwards, this model is used to generalize the new test instances. In this work we study the performance of different machine learning algorithms when they are learned using a lazy approach. The idea is to build a classification model once the test instance is received and this model will only learn a selection of training patterns, the most relevant for the test instance. The method presented here incorporates a dynamic selection of training patterns using a weighting function. The lazy approach is applied to machine learning algorithms based on different paradigms and is validated in different classification domains.
Introduction
Lazy learning methods [1, 2, 9] defer the decision of how to generalize or classify until a new query is encountered. When the query instance is received, a set of similar related patterns is retrieved from the available training patterns set and it is used to classify the new instance. To select these similar patterns, a distance measure is used having nearby points higher relevance. Lazy methods generally work by selecting the k nearest input patterns to the query points, in terms of the Euclidean distance. Afterwards, the classification or prediction of the new instances is based on the selected patterns. The most popular lazy algorithm is the k-nearest neighbor method [3] . In this case, the classification of the new sample is just the most common class among the k selected examples. A variant of this methods is the weighted knearest neighbor [3] , which consists of weighting the contribution of each of the k neighbors. Other strategy is the locally weighted linear regression [2] that constructs a linear approximation over a region around the new query instance. The regression coefficients are based on the k nearest input patterns.
Most of the machine learning algorithms (MLA) -based on trees, rules, neural networks, etc.-are eager learning methods, in the sense that the generalization is carried out beyond the training data before observing the new instance. This is, first a model is built up using the complete training data set and, afterwards, this model is used to classify the test instances. Some times, eager approximations could lead to poor generalization properties because training data are not evenly distributed in the input space. In [4, 5] the authors show that the generalization capability of artificial neural networks is improved when a lazy approach is used. Instead of using the complete training data to train the neural networks, they are trained when a new instance is received using a selection of training samples, which helps to improve the performance of the neural networks.
In this work, we propose to build up classification models using a lazy strategy instead of an eager approach, as usual. The lazy learning approach basically consists on recognizing from the whole training data set the most similar samples to each new query to be predicted. Once a subset of training patterns is selected, the classification model is learned with that subset and used to classify the new query. The subset of relevant patterns is obtained using a weighting function, the inverse function, that assigns high weights to the closest training examples to the new query instance received. The lazy approach studied in this work can be applied to any MLA. In this work, it is applied to classification algorithms based on different paradigms, specifically C4.5, PART, Support Vector Machine and NaiveBayes algorithms. Different classification domains are used to validate the method and the results show that the lazy approach can reach better generalization properties.
Lazy Approach for Machine Learning Algorithms
The general idea consists of learning a classification model for each query instance using only a selection of training patterns. A key issue of this method is to weight the examples in relation to their distance to the query instance in such a way that the closest examples have the highest weight. The selected examples are included one or more times in the resulting training subset.
Next, we describe the steps of the lazy approach. Let us consider q an arbitrary testing pattern described by a n-dimensional vector. Let X = {(x k , y k ), k = 1, ..., N} be the whole available training data set, where x k are the input attributes and y k the corresponding class. For each new pattern q, the steps are the following:
1. The standard Euclidean distances d k from the pattern q to each input training pattern are calculated. 2. In order to make the method independent on the distances magnitude, relative distances must be used. Thus, a relative distance d rk is calculated for each training pattern: 
4. These values K(x k ) are normalized in such a way that the sum of them equals the number of training patterns in X, this is:
5. Both the relative distance d rk and the normalized weights K N (x k ) are used to decide whether the k − th training pattern is selected and -in that case-how many times is included in the training subset. They are used to generate a natural number, n k , following the next rule:
. r is a parameter of the method and it means the radius of a n-dimensional sphere centered at the test pattern. The idea is to select only those patterns placed into this sphere. 6. A new training subset associated to the testing pattern q, named X q , is built up.
The k − th training pattern from the original training set X is included in the new subset if it is in the sphere centered at test pattern q and radius r, this is d rk < r. In addition, the k − th pattern is placed n k times randomly in the training subset X q . 7. Finally, the MLA is trained using the new subset X q . Thus, a local model will be built in order to predict the testing pattern class.
Experimental Results
In this paper we have applied the lazy proposed method to five domains from the UCI Machine Learning Repository 1 : Bupa, Diabetes, Glass, Vehicle and, Balance.
All of them are classification domains with numerical attributes, although discrete attributes could also be used with the appropriate distance. Also, different MLAs have been chosen as the base algorithm. Although the lazy method can be applied to any MLA, in this work we have used an algorithm based on trees, C4.5 [7] ; an algorithm based on rules, PART [7] ; an algorithm based on functions approximations, Support Vector Machines [8] ; and an algorithm based on probabilities, NaiveBayes [6] . The experiments were performed using the WEKA software package [10] that includes implementations of the classifiers mentioned before: J48 (a variant of C4.5), PART, SMO (an implementation of SVM) and NaiveBayes algorithm. The results for eager or traditional versions of MLAs are obtained directly with WEKA using for each classifier the default parameters provided by the tool.
The lazy method studied in this paper is implemented and incorporated in the WEKA Software. Thus, the comparison of eager and lazy versions is possible because the implementation and parameters of the base algorithms are identical in both eager and lazy approaches.
In all the experiments the attributes values have been normalized to the [0, 1] interval. For every domain and every MLA we performed 10 runs using 10-fold cross-validation, which involves a total of 100 runs. The success rate on validation data is averaged over the total number of runs.
When the lazy approach is applied, the relative radius is set as a parameter. In the cases where no training patterns are selected, due to the specific characteristics of the data space and the value of the radius, the lazy approach used the complete training data. Table 1 displays the average success rate on validation data of the classifiers using the traditional or eager way and the lazy approach studied in this work for the different classification domains, respectively. In most domains and with most MLAs, the lazy approach is better that the eager version of the algorithms. Only, in few cases the performance of the lazy approach is similar to those provided by the eager version, but it is never worse. For instance, in Diabetes domain the performance of the lazy approach is equal than the eager one for all the classification algorithms. This also happens for some classifier in the other domains (Glass domain using J48, Vehicle Domain using Part, Balance using NaiveBayes). However, in most cases, the lazy approach provides a very important improvement.
When the performance of the MLA is poor, the lazy approach reaches more than 10% of improvement. For instance, this can be observed for the lazy version of SVM and NaiveBayes in Bupa and Glass domains, or for the lazy version of J48 in Balance domain.
Comparing both the eager and the lazy versions of all the algorithms, it is interesting to note that the best result in Bupa, Glass and Vehicle domains, is obtained by the lazy approach of one of the algorithms. In Table 1 the best classification rate for each domain is marked in bold. For the Bupa domain the best result is 68.90 %, for the Glass domain 74.20%, for Vehicle 77.78 %, all of them obtained by the lazy version of one of the algorithms. For the Diabetes and Balance domains, the results obtained by both the eager and the lazy approaches are the same. For the lazy version of MLAs we have made experiments with different radius values for each domain and each classification algorithm. The classification rates displayed in the second column of tables 1 correspond to the radius value that provided the best performance. We have observed that each domain could need a different radius value, because it depends on how the data are distributed in the input space. We have also observed that in some domains (Diabetes, Glass and Vehicle) the most appropriate radius value is the same, independently of the MLA used as base algorithm. However, in the Bupa domain for J48 and PART the most appropriate radius is 0.05 whereas for SVM and NaiveBayes is 0.2. This also happens in the Balance domain where the best result obtained by the lazy version of J48 and PART corresponds to a radius value of 0.2; conversely, SVM and NaiveBayes algorithms need a value of 0.1 to obtain the best rate. Certainly, the radius value is a parameter of the method. Each MLA might require a different number of training examples (which implies a different radius value) due to the different paradigms these methods are based on.
Conclusions
Most MLAs are eager learning methods because they build a model using the whole training data set and then this model is used to classify all the new query instances. The built model is completely independent of the new query instances. Lazy meth-ods work in a different way: when a new query instance needs to be classified, a set of similar patterns from the available patterns set is selected. The selected patterns are used to classify the new instance. Sometimes, eager approximations could lead to poor generalization properties because training data are not evenly distributed in the input space and a lazy approach could improve the generalization results.
In this paper, we present a lazy method that can be applied to any MLA. In order to validate the method, we have applied it to some well-known UCI domains (Bupa, Diabetes,Glass, Vehicle and Balance Scale) using classification algorithms based on different paradigms, specifically C4.5, PART, Support Vector Machine and NaiveBayes algorithms. The results show that a lazy approach can reach better generalization properties. It is interesting to note that the lazy approaches are never outperformed by the eager versions of the algorithms. In Bupa, Glass and Vehicle domains the best results are obtained by the lazy version of any of the algorithms. In Diabetes and Balance domains the best results are obtained by both the eager and the lazy version of a specific algorithm. In some cases, when the eager versions of the algorithms have a poor performance, the lazy versions obtain a significant improvement.
