Megavoltage cone-beam computed tomography ͑MV CBCT͒ is a highly promising technique for providing volumetric patient position information in the radiation treatment room. Such information has the potential to greatly assist in registering the patient to the planned treatment position, helping to ensure accurate delivery of the high energy therapy beam to the tumor volume while sparing the surrounding normal tissues. Presently, CBCT systems using conventional MV active matrix flatpanel imagers ͑AMFPIs͒, which are commonly used in portal imaging, require a relatively large amount of dose to create images that are clinically useful. This is due to the fact that the phosphor screen detector employed in conventional MV AMFPIs utilizes only ϳ2% of the incident radiation ͑for a 6 MV x-ray spectrum͒. Fortunately, thick segmented scintillating detectors can overcome this limitation, and the first prototype imager has demonstrated highly promising performance for projection imaging at low doses. It is therefore of definite interest to examine the potential performance of such thick, segmented scintillating detectors for MV CBCT. In this study, Monte Carlo simulations of radiation energy deposition were used to examine reconstructed images of cylindrical CT contrast phantoms, embedded with tissue-equivalent objects. The phantoms were scanned at 6 MV using segmented detectors having various design parameters ͑i.e., detector thickness as well as scintillator and septal wall materials͒. Due to constraints imposed by the nature of this study, the size of the phantoms was limited to ϳ6 cm. For such phantoms, the simulation results suggest that a 40 mm thick, segmented CsI detector with low density septal walls can delineate electron density differences of ϳ2.3% and 1.3% at doses of 1.54 and 3.08 cGy, respectively. In addition, it was found that segmented detectors with greater thickness, higher density scintillator material, or lower density septal walls exhibit higher contrast-to-noise performance. Finally, the performance of various segmented detectors obtained at a relatively low dose ͑1.54 cGy͒ was compared with that of a phosphor screen similar to that employed in conventional MV AMFPIs. This comparison indicates that for a phosphor screen to achieve the same contrast-to-noise performance as the segmented detectors ϳ18 to 59 times more dose is required, depending on the configuration of the segmented detectors.
I. INTRODUCTION
Technical advances in radiation therapy, such as threedimensional conformal 1 and intensity modulated radiation therapy, 2 have created the possibility of delivering treatment beams ever more precisely, leading to increased dose to tumor volumes and significant dose reduction to surrounding normal tissues and critical structures. However, the successful execution of high precision radiation treatments relies on accurate patient set-up in the treatment room so as to ensure the dose is delivered as intended. 3 For this reason, a variety of volumetric imaging techniques are under investigation to provide tumor volume visualization in the treatment room immediately before the treatment. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] One such technique that has been clinically implemented involves acquiring cone-beam computed tomography ͑CBCT͒ images with a kilovoltage ͑kV͒ x-ray source and a diagnostic active matrix flat-panel imager ͑AMFPI͒, both orthogonally mounted to the treatment gantry. [5] [6] [7] [8] [9] [10] [11] This system can produce useful CT images at clinically acceptable doses ͑i.e., a few cGy, which is approximately equal to the dose for one portal image͒. [8] [9] [10] Another CT imaging technique that is also under investigation for soft tissue visualization involves the use of the megavoltage ͑MV͒ therapy beam and an electronic portal imaging device ͑EPID͒. [5] [6] [7] [8] 11, [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] Although the intrinsic contrast of human anatomical structures is lower at MV energies compared to kV energies, it has been demonstrated that soft tissues can be visualized on MV CBCT images obtained using conventional, as well as investigational, imagers. 8, 24, 30, 33 In addition, MV CBCT can offer some advantages over the kV technique. For example, MV CBCT makes use of the therapy beam itself and of a MV AMFPI that has already been installed for portal imaging, without the need for additional equipment. 34 Also, MV CBCT images can, in principle, be directly used for high accuracy dose calculation 16, 22, 35 and inhomogeneity corrections 36 . Furthermore, MV CBCT is almost free of the "streak artifacts" that can occur at kV energies when metal objects, such as dental fillings and hip prostheses, are present in the imaged volume. 21, 37 Finally, MV CBCT is much less subject to scatter radiation, which can degrade the image quality of kV CBCT. 22 Despite these advantages, clinical implementation of MV CBCT is constrained by the relatively low quantum efficiency ͑i.e., less than 2% at 6 MV͒ of the phosphor screen + metal plate x-ray detectors used in conventional megavoltage AMFPIs. 38, 39 As a result, the dose needed for soft tissue visualization with such conventional imagers is relatively high. For example, Groh et al. reported the use of 32 cGy to delineate ϳ4% density differences. 8 Also, Morin et al. reported using 14.4 cGy to obtain pelvic images with visible soft tissues ͑e.g., prostate, rectum, fat, and muscle͒ 22 and 9 MU to obtain pelvic images having sufficient soft tissue information to guide 3D positioning. 23 If the x-ray detector quantum efficiency could be greatly improved, it is reasonable to expect that soft tissues could be visualized at considerably lower, clinically acceptable doses using megavoltage cone-beam ͑or fan-beam͒ CT. For this reason, high efficiency x-ray detectors have been widely investigated. For example, 1D linear, as well as arc, detectors incorporating thick xenon gas ionization chambers 32, 33, 40 and thick crystalline scintillating detectors have been constructed and evaluated. [41] [42] [43] [44] [45] Moreover, a 2D matrix of 10 mm thick crystalline CsI͑Tl͒ scintillating detector coupled with a TV camera has been examined. 46, 47 In addition, an AMFPI-based system incorporating a 2D matrix of 8 mm thick CsI͑Tl͒ crystals ͑but with a much finer pitch and larger area than the camera system͒ has been developed 25 and recently used for lung tumor imaging and respiratory gating. [26] [27] [28] Also, the feasibility of using thick optical fibers to detect Cerenkov radiation has been discussed. 48 An alternative means for improving MV CBCT performance is to modify the treatment beam so as to generate lower energy x rays for imaging. This is currently under investigation through replacement of the usual tungsten target with a target made of low Z material ͑e.g., carbon͒ and removing the flattening filter during image acquisition. 49 Toward greatly increasing the x-ray detector efficiency of megavoltage imagers, initial theoretical and empirical investigations of up to 40 mm thick, segmented crystalline scintillating detectors have recently been reported by our group. 50 ,51 A prototype AMFPI incorporating such a detector design has been constructed and has demonstrated highly promising performance at low doses. 51 These encouraging early results motivate the present investigation of the potential performance of such detector designs for MV CBCT.
In this article, Monte Carlo methods simulating x-ray energy deposition are used to theoretically examine the contrast, noise, and contrast-to-noise performance of MV CBCT systems incorporating various segmented scintillating detector designs. The resulting performance is then compared to that from a simulated MV CBCT system employing a phosphor screen detector. The simulations suggest that soft tissue visualization can be achieved in MV CBCT images at clinically acceptable doses. Finally, the prospects for realization of optimized detector configurations for low dose MV CBCT are discussed.
II. METHODS
In order to quantify the performance of MV CBCT systems incorporating a variety of hypothetical segmented scintillating detector configurations, Monte Carlo simulation of energy deposited by the incident radiation was employed. ͑optical transport simulation was beyond the scope of this study.͒ Figure 1 illustrates the simulated MV CBCT system. A point x-ray source and a segmented scintillating detector were used to scan a cylindrical CT contrast phantom tomographically. The x-ray source employed a 6 MV photon beam representing a typical spectral output along the central axis of a Varian linear accelerator. 52 Any changes in the spectral output across the radiation field caused by the shape of the accelerator's flattening filter were not considered in the present simulations. However, for the small field size used in the study, these changes are minimal 53 and would not significantly affect the results of the simulation. The center of the phantom and the entrance surface of the detector were 126 and 130 cm from the source, respectively. The detector had an area of 9.14ϫ 4.12 cm 2 . The beam size at the entrance of the detector was 8.46ϫ 3.17 cm 2 , which covered the whole CT contrast phantom in the radial direction. The segmented scintillating detector consisted of a matrix of 180ϫ 81 scintillator elements separated by septal walls and a 1 mm thick copper plate coupled to the x-ray side of the scintillator matrix acting as a radiation build-up layer. In this study, 10 and 40 mm thick, segmented CsI and BGO detectors, separated with low density ͑polystyrene͒, equivalent density ͑scintilla-tor material͒, and high density ͑tungsten͒ septal walls were examined, for a total of 12 detector configurations. The detector element-to-element pitch was chosen to be 0.508 mm, equal to the pixel pitch of an indirect-detection MV AMFPI array 54 that has been used in the empirical evaluation of a recent prototype. 51 The width of the septal walls was chosen to be 0.05 mm, corresponding to the minimum value that can be achieved with present fabrication techniques. In the simulations, the energy deposited in the septal walls was not considered to contribute to the imaging signal, even in the cases where the septal walls were assumed to be the same material as the scintillator. The use of the three septal wall types allowed the examination of detector performance when the scintillator and the septal walls have greatly different, as well as similar, radiation attenuation properties. Ideally, the scintillator elements should be focused toward the x-ray source 50 so as to reduce the loss of spatial resolution induced by the x rays incident at oblique angles. For the present study however, due to the large source-to-detector distance and the limited detector size, the maximum incident angle of the x rays is only ϳ2°. Therefore, the simulated system does not suffer greatly from the effect of oblique incidence of radiation, and thus, for reasons of simplicity, a nonfocused geometry was used.
II.A. Simulation set-up
For comparison, CBCT simulations were also performed with a conventional MV AMFPI incorporating a phosphor screen detector, which consisted of a Gd 2 O 2 S : Tb screen ͑surface density of 133 mg/ cm 2 ͒ and an overlying 1 mm thick copper plate. 39 The screen had the same area as the segmented scintillators and was considered to consist of 180ϫ 81 voxels, with a voxel pitch of 0.508 mm. The energy deposited in each voxel was taken as the imaging signal. Figure 2 schematically illustrates the simulated CT contrast phantoms, each of which consists of one or three cylindrical tissue-equivalent objects embedded in a large "background" water cylinder. The diameters of the object cylinders and the large water cylinder were 2.03 and 6.10 cm, respectively. The center of each object cylinder was positioned 1.52 cm from the center of the water cylinder. The length of all phantoms was 4.06 cm. In this study, due to a limitation on the maximum number of array elements allowed by the simulation codes, it was not feasible to use segmented detectors with an element pitch of 0.508 mm to perform tomographic scans of CT contrast phantoms of human dimensions ͑e.g., 20 to 30 cm͒. Figure 2͑a͒ illustrates a phantom with a single embedded object. This phantom, which was used in six sets of simulations involving six tissue-equivalent materials, was scanned with a 40 mm thick, segmented CsI detector with low density septal walls. The chemical compositions and physical properties of these materials are summarized in Table I . Figure 2͑b͒ shows a phantom with three objects, which was scanned with the various x-ray detectors. The three tissue-equivalent objects corresponded to a liver, a brain, and a breast, whose properties appear in Table  I . The use of the three-object phantom to perform simulations involving these three materials considerably reduced the total amount of computational time required for this part of the study.
II.B. Monte Carlo simulations
EGSnrc 57 and DOSXYZnrc 58 Monte Carlo codes, were used to simulate radiation energy deposition in various x-ray detectors. In the simulations, the parameters of PCUT and
Cross-sectional view of the cylindrical CT contrast phantoms simulated in this study. ͑a͒ Illustration of a phantom with a single tissueequivalent object. This phantom, using various tissue-equivalent objects, was employed in the performance evaluation of a 40 mm thick, segmented CsI detector with low density septal walls. ͑b͒ Illustration of a phantom with three specific tissue-equivalent objects. The electron densities of these objects relative to water are indicated in the figure. This phantom was employed in the performance evaluation of all x-ray detectors examined in this study. ECUT ͑corresponding to cutoff energies for photons and electrons͒ were chosen to be 0.01 and 0.521 MeV ͑corre-sponding to a kinetic energy of 0.01 MeV͒, respectively. The EXACT boundary crossing algorithm, PRESTA-II electronstep algorithm, and NIST bremsstrahlung cross sections were used. The simulations were performed using a total of 264 CPUs on two 64-bit Linux clusters with 1.8 and 2.2 GHz AMD Opteron processors, respectively, as well as a 64-bit Apple cluster with 2.0 GHz G5 processors. This study required a total of ϳ700 000 CPU hours.
II.B.1. X-ray fluence to dose correspondence
In this study, the amount of radiation used in the CBCT simulations was quantified in terms of the x-ray fluence ͑i.e., the number of x rays per unit area͒ incident on the phantom. In order to allow a comparison of the irradiation conditions used in the simulations to those reported in other publications concerning MV CBCT, the equivalence between the x-ray fluence and the irradiation time ͓in monitor units ͑MU͔͒ for a therapy machine was established through a calibration simulation of the absorbed dose ͑in cGy͒ at a depth of 10 cm, in a 30ϫ 30ϫ 30 cm 3 water phantom. The surface of the water phantom was positioned 100 cm from the source, and the field size at the surface was 10ϫ 10 cm 2 . Under such calibration conditions and for an irradiation time of 1 MU, a medical linac is typically calibrated so as to deposit ϳ0.8 to 1 cGy of the dose at 6 MV. Therefore, the doses reported in this article correspond to the irradiation time ͑in monitor units͒ for therapy machines so calibrated, and thus represent equivalent calibration doses. ͑For simplicity, in this article, such equivalent calibration doses will be referred to, simply, as doses.͒ The calibration simulation was performed using 20ϫ 10 9 x rays crossing the 10ϫ 10 cm 2 field at 100 cm and yielded a dose of ϳ0.09 cGy, with a statistical uncertainty of ϳ0.6%. The x-ray fluence used in this calibration simulation corresponds to a value for 3.17 ϫ 10 9 x rays over the 8.46ϫ 3.17 cm 2 field at 130 cm ͑where the CBCT simulations were performed͒. Thereafter, for a given CBCT simulation using N x rays, the corresponding dose is given by Dose = N 3.17 ϫ 10 9 ϫ 0.09 ͑cGy͒. ͑1͒
For example, for the simulations involving the segmented scintillating detectors, 0.6ϫ 10 9 x rays were used for each of 180 projection images, resulting in a total scan dose of 3.08 cGy. For the simulations involving the phosphor screen detector, 19.8ϫ 10 9 x rays were used per projection, resulting in a total scan dose of 101.64 cGy.
II.B.2. Cupping artifact removal
A cupping artifact, arising from radiation scattering, 9, 59, 60 was observed on the reconstructed images. This artifact was manifested as a general increase in signal along the radial direction from the center to the edge of the cylindrical CT phantom. A standard method to remove this artifact involves determination and subtraction of correction factors based on the averaged radial signal in the reconstructed image of a uniform water phantom having the same dimensions as the contrast phantom and obtained using the same simulation set-up. 61 However, this method was impractical to implement for all detector configurations studied. Since each configuration required its own correction, which consumes as much computational time as scanning the contrast phantom, an additional ϳ500 000 CPU hours would have been required for all configurations. This was beyond the resources available to the study. For that reason, a simplified determination method was developed. Instead of simulating an additional uniform water phantom, the simplified method involved the use of the water region in the reconstructed image of the contrast phantom itself to obtain the correction factors. For validation purposes, both methods were examined and compared for the case of a 40 mm thick, segmented CsI detector with low density septal walls.
II.B.3. Performance evaluation
The Monte Carlo investigations presented in this article consist of the evaluation of MV CBCT systems incorporating various segmented scintillating detectors and a phosphor screen detector. A 40 mm thick, segmented CsI detector with low density septal walls was chosen to examine system performance as a function of slice thickness ranging from 1 to 20 mm, as well as for total scan doses ranging from 1.54 to 6.16 cGy. The same detector was also used to study a variety of tissue-equivalent materials at 1.54 and 3.08 cGy. In addition, three tissue-equivalent materials ͑i.e., liver, brain, and breast͒ were chosen to be scanned using the various segmented detectors with different detector thicknesses, scintillator materials, and septal wall materials, at 3.08 cGy. The same three materials were also studied at much higher doses ͑up to 101.64 cGy͒ using the phosphor screen detector, the performance of which was compared with that of the segmented detectors at 1.54 cGy.
II.C. Analysis methods
Each CT contrast phantom was scanned over 360°, at 2°i ntervals, resulting in a total of 180 projection images. A Feldkamp-based algorithm using a ramp filter, 62 which employs attenuation line integrals ͑l͒ along straight pathways from the source to the imager pixels, was used to reconstruct the spatial distribution of attenuation coefficients for the CT phantoms. At each projection angle, l can be calculated using the exponential attenuation formula
where I 1 and I 0 are x-ray intensity signals obtained from projection images with and without the phantom, respectively. In order to minimize the statistical error induced by I 0 , 30 flood-field images ͑i.e., images acquired without a phantom͒, each obtained with the same dose as that used for a phantom image, were averaged. For each scan, one averaged flood-field image was used for all projection angles. The reconstructed voxel pitch and single slice thickness were cho-sen to be 0.508 mm, matching the pixel pitch of the AMFPI array. 54 From the reconstructed image, a number of single slices were averaged to obtain a slice image with better statistics ͑e.g., 5.08 mm for ten slices͒.
In the reconstructed images, the mean signals in the water background ͑ water ͒ and in the object ͑ obj ͒ were extracted to evaluate performance. The selection of the regions from which data were extracted excluded the edges of the objects and the phantom as well as the center of the phantom where the cupping artifact correction induced non-negligible statistical uncertainties ͓see Eq. ͑A5͒ in the Appendix͔.
The deduced signal and noise are expressed in units of MVCT number, assuming a value of 0 Hounsfield units ͑HU͒ in water, and −1000 HU in air ͑or vacuum͒. Metrics evaluated in this study include contrast ͑Contrast͒, noise ͑Noise͒, and contrast-to-noise ratio ͑CNR͒ of the tissue-equivalent objects in the reconstructed images. The Contrast of the object can be expressed as Contrast = ͉ obj − water ͉ water ϫ 1000 ͑HU͒. ͑3͒
Similarly, the Noise in the object can be expressed as
where obj is the standard deviation of the voxel signal in the object. Therefore, the CNR of the object can be expressed as
The statistical uncertainties in the performance metrics were examined using a previously described method for CT imaging. 63 The details of the statistical uncertainty analysis can be found in the Appendix. Figure 3 shows reconstructed images of a three-object phantom ͓as illustrated in Fig. 2͑b͔͒ before and after the application of the standard method for cupping artifact removal. The reconstructed images and the correction factors for cupping artifact removal were obtained using a 40 mm thick, segmented CsI detector with low density septal walls. Since the standard method requires the acquisition of independent CT scans with a uniform water cylinder so as to obtain correction factors, it was not practical to apply to all detector configurations. Instead, a simplified method based on acquiring the correction factors from the CT phantom images themselves was employed. In order to validate this simplified method, the correction factors obtained using this method were compared to those obtained using the standard method, as illustrated in Fig. 4 . The factors obtained using both methods are very similar, indicating that they are equally effective in removing the cupping artifact. Moreover, the CNR results calculated from images corrected with both methods differed by only ϳ2%, which is much lower than the ϳ7% statistical error in the CNR results. Therefore, the simplified method can be used as a valid estimation for removing the cupping artifact. In the remainder of this section the simplified method will be applied unless otherwise stated.
III. RESULTS

III.A. Cupping artifact removal
III.B. Performance evaluation
III.B.1. Slice thickness and total scan dose
The 40 mm thick, segmented CsI detector with low density septal walls was selected to demonstrate the square of CNR ͑CNR 2 ͒ performance as a function of the slice thickness and total scan dose. Figure 5͑a͒ illustrates CNR 2 performance as a function of slice thickness ͑up to 20 mm͒ at a total scan dose of 3.08 cGy. The CNR 2 results are shown to exhibit a linear increase with increasing slice thickness. Figure 5͑b͒ illustrates CNR 2 performance as a function of total scan dose ͑up to 6.16 cGy͒ for a slice thickness of 5.08 mm. These CNR 2 results also exhibit a linear increase with increasing total scan dose. The linear behaviors observed in Figs. 5͑a͒ and 5͑b͒ are both due to the linear decrease in the square of Noise ͑Noise 2 ͒ in the objects with increasing number of sampled quanta, resulting in improved statistics. In the   FIG. 3 . Reconstructed images of a three-object CT contrast phantom ͑a͒ before and ͑b͒ after the correction for a cupping artifact using the standard method ͑described in the text͒. The results were obtained using the 40 mm thick, segmented CsI detector with low density septal walls. The orientation of the objects in the phantom is the same as that in Fig. 2͑b͒ . Note that the same window level was selected for both images.
FIG. 4.
Comparison of cupping artifact correction factors obtained with the standard method and with the simplified method ͑described in the text͒. The results were obtained using the same detector as that used in Fig. 3 . The factors are illustrated as a function of the radial distance from the center of the phantom.
remainder of the Results section, performance metrics will be examined with a 5.08 mm thick reconstructed slice ͑ob-tained by averaging ten consecutive individual slices͒, and the segmented detectors will be examined at 1.54 and 3.08 cGy.
III.B.2. Tissue-equivalent objects
The CT contrast phantoms embedded with various tissueequivalent objects ͓as illustrated in Fig. 2͑a͔͒ were examined using the 40 mm thick, segmented CsI detector with low density septal walls. In this case, the effect of the cupping artifact was removed using the standard method. Figure 6͑a͒ illustrates results for Contrast at 3.08 cGy and Noise at 1.54 and 3.08 cGy, plotted as a function of the relative electron density of the various tissue-equivalent objects. The Contrast results at 1.54 cGy are almost the same as those at 3.08 cGy and are not plotted for reasons of clarity of presentation. For the low contrast tissue-equivalent objects that have been examined, the Contrast results increase approximately linearly with increasing difference in relative electron density between the objects and the water background, due to the dominant effect of Compton scattering at megavoltage energies. The slight deviations from linear behavior are due to the presence of lower probability interactions caused by pair production, whose probability is not proportional to the electron density. In addition, it is found that within the range of statistical uncertainty, the Noise performance is independent of the relative electron density for the tissue-equivalent objects studied. The reduced level of Noise for the higher dose is due to the larger number of x rays sampled. Figure 6͑b͒ illustrates the CNR performance of the tissue-equivalent objects. The CNR results increase in a pattern similar to that
FIG. 5. CNR
2 as a function of ͑a͒ reconstructed slice thickness and ͑b͒ total scan dose obtained using the 40 mm thick, segmented CsI detector with low density septal walls. The solid lines indicate linear fits to the data. For clarity of presentation, error bars are shown only for the liver-equivalent object. For a given slice thickness or dose, the relative errors in CNR 2 for the other two objects are approximately the same as that for the liver-equivalent object. Note that in this figure and in the remaining figures, the label "dose" refers to the equivalent calibration dose as defined in Sec. II B 1.
FIG. 6.
Simulation results plotted as a function of the relative electron density of the various tissue-equivalent objects examined in this study. ͑a͒ Contrast at 3.08 cGy, as well as Noise results at 1.54 and 3.08 cGy. The solid line joining the Contrast data points is drawn to guide the eye, whereas the dashed lines indicate the mean levels of the Noise results at two doses. ͑b͒ CNR at 1.54 and 3.08 cGy. The solid lines joining the CNR data points are drawn to guide the eye.
observed for the Contrast results. The improvement in CNR at the higher dose is due to a reduced level of Noise. Figure  7 shows the reconstructed images of the CT contrast phantoms incorporating the various objects at 1.54 and 3.08 cGy. As illustrated, it is possible for the segmented detector to delineate 2.3% ͓Fig. 7͑b͔͒ and 1.3% ͓Fig. 7͑i͔͒ electron density differences at 1.54 and 3.08 cGy, respectively. Also, it is observed that the visibility of the tissue-equivalent objects improves with dose and with the relative electron density difference between each object and water, as expected and in line with the CNR results of Fig. 6͑b͒ .
III.B.3. Segmented scintillating detector configurations
Segmented scintillating detectors with different detector thicknesses, scintillator materials, and septal wall materials were examined at 3.08 cGy using the three-object CT contrast phantom ͓as illustrated in Fig. 2͑b͔͒ . Figure 8 illustrates Contrast, Noise, and CNR performance of the three tissueequivalent objects. The Contrast performance is mainly determined by the relative electron density of the object. It is observed that the thicker detectors exhibit a slightly lower Contrast, probably due to the increased relative contribution of phantom scatter radiation to detector signal. Since scatter radiation is lower in energy compared with the primary radiation, it is more efficiently absorbed as detector thickness increases. The effect of the scintillator and septal wall materials on Contrast is not pronounced. The Noise performance is mainly determined by the detector properties. In general, detectors with a greater thickness, higher density scintillator, and lower density septal walls, provide lower Noise. The Noise values of the three objects scanned with the same detector are observed to be equivalent within the range of statistical uncertainty. Generally, it is found that detectors with a greater thickness, higher density scintillator, and lower density septal walls offer higher CNR performance for a given object, mainly due to the reduced level of Noise. Figure 9 shows CNR 2 results for the liver-equivalent object obtained using segmented detectors with low and high density septal walls. These results, obtained at 3.08 cGy, are plotted as a function of the zero frequency detective quantum efficiency ͑DQE͒ of the corresponding detectors. These DQE values were reported in a previous Monte Carlo-based study. 50 As shown in the figure, for detectors with the same septal wall density ͑i.e., low or high͒, CNR 2 increases with increasing DQE. Moreover, it is found that for a given combination of detector thickness and scintillator material ͑e.g., 40 mm BGO͒ the detectors with higher density septal walls exhibit lower CNR 2 performance, despite providing a higher DQE. This behavior is a consequence of the fact that higher density septal walls provide a higher degree of radiation attenuation. On the one hand, this higher attenuation results in a higher x-ray quantum efficiency, leading to better DQE performance. On the other hand, the higher attenuation also limits the lateral spread of the radiation and reduces the effect of statistical averaging, leading to a larger variation of the voxel signals in the reconstructed image ͑i.e., Noise 2 ͒ and thus lower CNR 2 performance. Figure 10 shows reconstructed images of the three-object phantom obtained using the various segmented scintillating detectors at 3.08 cGy. As illustrated, the three objects are clearly visible on all reconstructed images. In addition, the visibility of the objects improves with increasing detector thickness and scintillator density, and with decreasing septal wall density, in line with the CNR results of Fig. 8 .
III.B.4. Segmented detectors versus phosphor screen
In this subsection, the performance obtained using the various segmented scintillating detectors is compared with that obtained using a phosphor screen detector, whose com- FIG. 7 . Reconstructed images of the CT contrast phantoms embedded with various tissue-equivalent objects. For each phantom, a pair of images obtained at 1.54 and 3.08 cGy is shown. The relative electron densities ͑RED͒ of the objects are indicated for each image pairs. The same window level was selected for the images obtained at the same dose, whereas different window levels were selected for different doses in order to maximize the visibility of the objects.
position is representative of those used in conventional MV AMFPIs. The simulations were performed using the threeobject phantom. Figure 11 shows the CNR 2 performance for the liver-equivalent object as a function of the total scan dose for the 40 mm thick, segmented CsI detector with low density septal walls. The results are compared with those obtained from the phosphor screen detector. The segmented detector exhibits impressive performance, with CNR 2 increasing ϳ49 times faster with dose than with the phosphor screen detector ͑1.121 cGy −1 compared with 0.023 cGy −1 , respectively͒. Figures 12͑a͒ and 12͑b͒ show reconstructed images obtained at 4.62 cGy using the same pair of detectors used in Fig. 11 . All three objects are clearly visible in Fig.  12͑a͒ ͑segmented detector͒, but are almost invisible in Fig.  12͑b͒ ͑phosphor screen detector͒.
For the liver-equivalent object, the CNR 2 performance of all segmented scintillating detectors is compared with that of the phosphor screen detector in Fig. 13 . The phosphor screen detector performance ͑solid line͒ corresponds to the linear fit of the phosphor screen detector results in Fig. 11 , and is illustrated as a function of dose ͑bottom x-axis scale͒. The plotted values of CNR 2 obtained for the various segmented scintillating detectors at a constant dose of 1.54 cGy ͑cross symbols͒ have been positioned along the x-axis direction so as to overlie the phosphor screen detector performance curve. With this plotting convention, the degree of dose reduction provided by the segmented detectors compared with the phosphor screen detector, for an equivalent level of CNR 2 performance, is given by the top x-axis scale. For example, to achieve a CNR 2 performance equivalent to that of the 40 mm thick, segmented BGO detector with low density septal walls at 1.54 cGy, the phosphor screen requires a dose of ϳ90 cGy. Thus, if the phosphor screen were replaced by such a segmented detector, ϳ59 times less dose would be required to achieve equivalent CNR 2 performance. 
IV. DISCUSSION AND CONCLUSIONS
In this article, a theoretical evaluation of the performance of thick, segmented scintillating detectors for the visualization of low contrast soft tissues using MV CBCT at clinically acceptable doses ͑e.g., ϳ3 cGy͒ for a 6 MV x-ray energy spectrum has been reported. Reconstructed images of a water phantom embedded with various tissue-equivalent objects were obtained through simulation of the energy deposited in the scintillating material. The Contrast, Noise, and CNR performances were examined as a function of slice thickness, total scan dose, relative electron density of the tissueequivalent materials, and various design parameters of the segmented scintillating detectors. The performance of various segmented detector configurations obtained at a relatively low dose ͑1.54 cGy͒ was compared to that of a phosphor screen detector, whose composition is representative of those used in conventional MV AMFPIs.
Within the limitations of this study ͑discussed below͒, the results indicate that the Contrast of a tissue-equivalent object is mainly determined by the difference in relative electron density between the tissue-equivalent object and the water background, due to the dominant effect of Compton scattering at megavoltage energies. The Contrast is not largely affected by the properties of the detector. In addition, for the low contrast tissue-equivalent objects that have been examined, and for a given detector, the Noise results appear to be independent of the relative electron density within the range of statistical uncertainty. The CNR 2 performance for a tissueequivalent object exhibits an approximately linear increase with increasing slice thickness and scan dose, due to the FIG. 9. CNR 2 results for the liver-equivalent object. These results were obtained using the segmented detectors with low and high density septal walls. The data are plotted as a function of zero frequency DQE of the corresponding segmented scintillating detectors. The detector thickness and scintillator material are indicated for each detector. The lines joining the data points are drawn to guide the eye.
FIG. 10.
Reconstructed images of the three-object phantom obtained using various segmented detectors at 3.08 cGy. Each column represents detectors with a given detector thickness and scintillator material, whereas each row represents detectors with a given type of septal wall density ͑i.e., low, equivalent, and high͒. The orientation of the objects in the phantom is the same as in Fig. 2͑b͒ . The same window level was selected for the images in the same column, while different window levels were selected for different columns to maximize the visibility of the objects.
reduced Noise 2 values induced by the increasing number of x rays sampled. In addition, with the same slice thickness and scan dose, the segmented detectors with greater thickness, higher density scintillators, or lower density septal walls result in lower Noise, and thus enhanced CNR performance. As seen from the reconstructed images, for the size of the phantoms studied, a 40 mm thick segmented CsI detector with low density septal walls allows resolution of electron density differences of ϳ2.3% and 1.3% at 1.54 and 3.08 cGy, respectively. Moreover, all examined segmented detectors can delineate a 3.3% electron density difference at 3.08 cGy. In addition, the results also indicate that for a phosphor screen detector to achieve the same CNR 2 performance as the segmented detectors, ϳ18 to 59 times more dose is required, depending on the configuration of the segmented detector.
Due to constraints imposed by the simulation codes ͑see Sec. II A͒, the contrast phantoms examined were relatively small ͑ϳ6 cm in diameter͒. For larger phantoms, there would be more radiation attenuation and scatter, which would be expected to degrade CNR performance, so that a higher dose would be required to maintain the same performance obtained from the smaller phantoms. ͑Additional, exploratory simulations performed on simpler unsegmented scintillating detectors suggest that ϳ3 to 4 times more dose would be required to maintain the same CNR performance for a 20 cm phantom.͒ Nevertheless, it is suspected that, had a larger phantom been used, the CNR performance of the segmented detectors relative to the phosphor screen detector would not be significantly affected, since the degree of radiation attenuation and scattering is largely determined by the phantom.
In order to create images that are clinically useful, the CBCT system must have sufficient contrast-to-noise and spatial resolution performance. Table II lists the CNR values at 3.08 cGy obtained from this study and the modulation transfer function ͑MTF͒ values at 0.5 and 1 line pair/mm obtained for the same segmented detector configurations from previous Monte Carlo studies. 50 For comparison, MTF values obtained from measurements with a conventional MV AMFPI, with a pixel pitch of 0.508 mm and employing a Lanex Fast B ͑Eastman Kodak͒ phosphor screen equivalent to that simulated in the present study, are also shown. 38 The MTF values of the segmented detectors are all observed to be higher than that of the phosphor screen at both spatial frequencies, except for the case of the 40 mm thick, segmented CsI detector with low density septal walls at 0.5 line pair/mm. Note that performance of the phosphor screen plotted as a function of dose ͑bottom x-axis scale͒. The cross symbols, which represent the CNR 2 values obtained using the various segmented detectors at 1.54 cGy, are positioned along the x-axis direction so as to fall on the phosphor screen performance line; thus the degree of dose reduction offered by the segmented detectors compared to the phosphor screen is represented by the top x-axis scale. For each segmented detector result, the design parameters of the corresponding detector ͑"detector thickness/scintillator material/septal wall density"͒ are indicated in the figure. Note that "low", "equ.", and "high" refer to the low, equivalent, and high density walls used in the simulations. Also note that the results for "40 mm/BGO/High" and "40 mm/CsI/Equ." almost exactly overlap.
the MTF values of the segmented detectors represent the spatial resolution at the center of the detector, where the incident radiation is perpendicular to the detector. The spatial resolution at oblique angles will degrade for detectors with nonfocused geometries. 64 Due to the limited area of the radiation field ͑ϳ8.5ϫ 3.2 cm 2 ͒, the CNR results represent radiation incident at very small oblique angles ͑less than 2°͒ and are not expected to differ greatly from what would be achieved if focused detector geometries were employed. Therefore, it is anticipated that segmented detectors with focused geometries would provide a significantly improved CNR, as well as equivalent, or enhanced spatial resolution performance compared to the phosphor screen detectors used in conventional MV AMFPIs.
It must be emphasized that the present study does not include the simulation of optical transport in the scintillator. The inclusion of optical transport will certainly affect the CNR and MTF performance predicted by radiation transport only. For segmented detectors, if the septal walls are made to be optically opaque, the spatial resolution will not be affected by optical transport, but CNR will degrade due to optical Swank noise, which originates from the depthdependent variation in the x-ray-to-photon conversion gain. An investigation of this noise source using a recently implemented Monte Carlo package ͑MANTIS͒ 65 combining a radiation transport code ͑PENELOPE-2005͒ 66 and an optical transport code ͑DETECT-II͒ 67 is presently underway. It is anticipated that the optical Swank factor can be made relatively high ͑Ͼ90%͒ through optimization of detector designs. If the septal walls are not perfectly opaque, elementto-element optical cross talk will occur, and the spatial resolution of the resulting CT images will degrade. However, the noise level will decrease with increasing optical cross talk due to increased blurring, resulting in an increase in the CNR. For the phosphor screen detector, the inclusion of optical transport would lead to two competing effects on the Noise performance. While a lateral spread of optical photons will result in more statistical averaging in the reconstructed images, thereby reducing Noise, the corresponding optical Swank factor, which is less than unity, will result in an increase in Noise. Therefore, the net effect on CNR performance will be determined by the relative magnitude of these two competing effects.
In summary, the results of this study indicate that MV CBCT systems employing thick segmented scintillating detectors can potentially be used to visualize soft tissue structures at clinically acceptable doses. In order for such detectors to achieve optimum performance for low dose MV CBCT, many design aspects and detector properties will need to be further investigated and optimized, which we believe will be greatly assisted by Monte Carlo simulations of radiation and optical transport.
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APPENDIX: ERROR ANALYSIS
For a Monte Carlo simulation using a given detector and phantom combination, the statistical uncertainty in the signal of voxels in a reconstructed image ͑⌬͒ can be estimated from the statistical uncertainties in the signal of pixels in projection images ͑⌬I͒, using a previously described method. 63 The Monte Carlo simulation can output the pixel signal ͓I͑x , y , ͔͒ and the relative statistical uncertainty ͓⌬I͑x , y , ͒ / I͑x , y , ͔͒ associated with that signal for a projection image, where x and y indicate the coordinates of the pixel, and indicates the projection angle. It is found that, in a projection image, the values of ⌬I͑x , y , ͒ / I͑x , y , ͒ were relatively similar for all pixels in the region of interest. Therefore, a mean value of statistical uncertainty ͓⌬I͑͒ / I͔͑͒ obtained by averaging ⌬I͑x , y , ͒ / I͑x , y , ͒ for all pixels in the region of interest, was used to represent the statistical uncertainty for all pixels in this projection image. Also, it is observed that, at all projection angles, the values of ⌬I͑͒ / I͑͒ were almost identical. Therefore, a mean value of statistical uncertainty ͑⌬I / I͒, obtained by averaging ⌬I͑͒ / I͑͒ for all projection angles, was used to represent the statistical uncertainty in the pixel signals in the projection images at all angles for this simulation.
The line integral ͑l͒ as shown in Eq. ͑2͒, was obtained from the phantom image signal ͑I 1 ͒ and the averaged flood-TABLE II. For the various segmented detectors ͑columns 2-9͒ and the phosphor screen detector ͑column 10͒, CNR results for the liver-equivalent object at 3.08 cGy ͑CNR Liver ͒ are shown. The CNR result for the phosphor screen detector was interpolated from the slope of CNR 2 versus dose results illustrated in Fig.  11 . Also shown are MTF results at 0.5 and 1.0 line pair/mm ͑MTF 0.5 and MTF 1.0 ͒ obtained from a previous study of Monte Carlo simulations of radiation energy deposition involving the same segmented detector configurations ͑Ref. 48͒. For comparison, MTF results obtained from measurements ͑Ref. 36͒ with an MV AMFPI employing a phosphor screen ͑Lanex Fast B, Eastman Kodak͒ equivalent to that simulated in the present study are also listed in the last column. Note that, for the legend describing the segmented detectors, the first row indicates the detector thickness and scintillator material, and the second row indicates the septal wall density. 
͑A1͒
As shown in Eq. ͑13͒ of Ref. 63 , the root mean square error of the reconstructed voxel signal ͑⌬͒ can be expressed using the statistical uncertainty in the line integrals:
where D is the diameter of the reconstructed cylinder ͑60.96 mm͒, d is the voxel pitch in the reconstructed image ͑0.508 mm͒, and n is the number of coplanar paths, which is equal to the product of the number of projections ͑180͒ and the number of AMFPI pixels covering the phantom in the scanning direction ͑128͒. With these parameter values and using Eq. ͑A1͒, Eq. ͑A2͒ becomes
In this study, multiple reconstructed slices were averaged to obtain better statistics. The statistical uncertainty in an averaged slice image ͑⌬ s ͒ can be expressed as where n s is the number of slices averaged. In addition, the cupping artifact was removed in the averaged slice image using the correction factors c ͑r͒, where r indicates the radial distance from the center of the phantom. The statistical uncertainty in these correction factors ͓⌬ c ͑r͔͒ can be expressed as where n c ͑r͒ is the number of voxels averaged for obtaining the correction factor at a radial distance r. In the region selected for evaluation, n c ͑r͒ is at least 32, resulting in values for ⌬ c ͑r͒ that are much smaller than for ⌬ s . The statistical uncertainty in the voxel signal after cupping artifact removal ͑⌬ vox ͒ can be estimated from ⌬ s and ⌬ c ͑r͒: 
͑A6͒
Therefore, the statistical uncertainties in the mean signal of water background ͑⌬ water ͒ and object ͑⌬ obj ͒ can be expressed as where n water and n obj are the number of voxels in the region of the water background and the object, respectively. Note that n water is equal to 7756 for the one-object phantom and 4508 for the three-object phantom, while n obj is equal to 912 for all the examined objects. Moreover, the statistical uncertainty in the standard deviation of the voxel signals in the region of the object ͑⌬ obj ͒ can be expressed as 
