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1.2.1 Partitioned Global Address SpaceʢPGASʣϞσϧ
Unified Parallel CʢUPCʣ[3]/UPC++[4]ɼChapel[5]ɼGlobal ArraysʢGAʣ[6]ɼX10[7]ɼHigh Performance





ࢄϝϞϦ؀ڥ΁ͱରԠͨ͠ PGAS ݴޠͰ͋Δɽthread Λ࣮ߦ୯Ґͱ͓ͯ͠ΓɼMPI ͱ OpenMP ͷ૊Έ
߹ΘͤͷΑ͏ʹϊʔυ಺/֎Ͱϓϩηε/εϨουͱɼผϞσϧʹΑΔҟͳΔ࣮ߦ୯ҐͰهड़͢ΔͷͰ͸
ͳ͘ɼγεςϜશମͰ౷Ұతʹѻ͏ɽ੩తʹهड़͞Εͨ഑ྻΛ thread ؒͰ෼ࢄ͢Δ৔߹͸ɼఆٛ࣌ʹ








ΔൣғΛҡ࣋ͨ͠·· upc forallͱॻ͖׵͑ affinityΛࢦఆ͢Δɽaffinityʹهड़͞Εͨ৚݅ͱࣗ thread͕
ॴ༗͢Δൣғ͕߹க͢ΔՕॴΛ࣮ߦ͢ΔͨΊɼϧʔϓฒྻʹΑΔϫʔΫγΣΞϦϯά͕࣮ߦՄೳͰ͋Δɽ





ϩʔΧϧϏϡʔͷ CAF ΛྫʹϓϩάϥϛϯάϞσϧͷৄࡉΛࣔ͢ɽCAF ͸ Fortran ͷݴޠ֦ுͰ͋
Γɼ഑ྻ୅ೖจܗࣜʹΑΔยଆ௨৴ػೳʢPutɼGetʣΛఏڙ͢Δɽ࣮ߦ୯Ґ͸ΠϝʔδͰ͋Γ MPIͷϓ
ϩηεͱಉ༷ʹѻΘΕΔɽFortranͷจ๏ʹ []ͷ֓೦͕௥Ճ͞Ε͓ͯΓɼยଆ௨৴ʹ͓͚Δର৅ͷ഑ྻ΍
Πϝʔδͷࢦఆʹ༻͍ΒΕΔɽϦϞʔτΠϝʔδ͔Β Put΍ Get͢Δ഑ྻ͸ɼఆٛ࣌ʹ []Ͱ࣮ߦ͢ΔΠ
ϝʔδू߹Λࢦఆ͢Δɽ·ͨɼ1 ࣍ݩͰશ࣮ߦΠϝʔδΛର৅ͱ͢Δ৔߹͸ “*” Λࢦఆ͢Δɽยଆ௨৴
͸ɼ഑ྻ୅ೖจʹରͯ͠ []Λ௥Ճ͠ɼΠϝʔδ൪߸ͷهड़͕ඞཁͱͳΔɽӈลʹΠϝʔδ൪߸ͷࢦఆ͕






















ϩʔόϧϏϡʔͰ͸ɼXMP ʹΑΔ֨ࢠ QCD ͷ࣮૷ [15, 16] ΍ HPF ʹΑΔ਺஋ྲྀମྗֶͷγϛϡϨʔ










































KNL͸ Intel Xeon Phiͷୈ 2ੈ୅ϓϩηοαͰ͋ΓɼKnights CornerʢKNCʣͷޙܧػͰ͋ΔɽKNC
͸ GPUͱಉ༷ʹ PCI Express઀ଓͷΞΫηϥϨʔλܕͰɼIntel XeonͳͲͷϗετϓϩηοαΛඞཁͱ
͢Δ͕ɼKNL͸ࣗ਎͕ϒʔτՄೳͱͳͬͨͨΊ KNLͷΈΛϗετϓϩηοαͱ͢ΔγεςϜΛߏஙՄ
ೳͱͳͬͨɽ·ͨɼߴόϯυ෯ͳ 3D ੵ૚ϝϞϦͰ͋Δ MCDRAM ͷ౥ࡌ΍ AVX512 ໋ྩͷαϙʔτɼ
͞ΒʹίΞؒ͸Ϧϯάόε઀ଓ͔Β 2࣍ݩϝογϡωοτϫʔΫʹͳΔͳͲɼKNC͔Βଟ͘ͷมߋ఺͕
͋Δɽ
ਤ 1.1 ʹ KNL ͷνοϓ಺ߏ੒Λࣔ͢ɽKNL ͸ 2 ίΞΛ 1 λΠϧͱͯ͠ѻ͏ɽλΠϧ͸ 1MB ͷ L2




EDC EDC EDC EDC
EDC EDC EDC EDC
MCDRAM MCDRAM MCDRAM MCDRAM

























































ਤ 1.1 KNLʢKnights Landingʣϓϩηοαͷߏ੒ɽ
ΩϟογϡͱίΞຖʹ 2ͭͷ Vector Processing UnitʢVPUʣͰߏ੒͞ΕɼλΠϧؒ͸ 2࣍ݩϝογϡωο
τϫʔΫͰ઀ଓ͞ΕΔɽ֤ίΞ͸ϋΠύʔεϨοσΟϯάʹΑΓ࠷େ 4εϨου·Ͱಈ࡞͢Δ͜ͱ͔Βɼ
Oakforest-PACSɼCoriγεςϜͳͲͰ༻͍ΒΕ͍ͯΔ Intel Xeon Phi 7250Ͱ͸ 34λΠϧɼ68ίΞͰ࠷
େ 272εϨουʹΑΔ࣮ߦ͕ՄೳͰ͋ΔɽMCDRAM͸ 2GBͣͭ߹ܭͰ 16GB͕νοϓ಺ʹ౥ࡌ͞Εɼ
νοϓ྆୺ʹ͸ DDR4ϝϞϦνϟωϧ͕ 3ͭͣͭ߹ܭ 6νϟωϧ͋Δɽ





ͱͳ͘ϓϩάϥϛϯά͢Δ͜ͱ͕ՄೳͰ͋ΔɽSNC4 Ϟʔυ͸νοϓΛԾ૝తʹ 4 ෼ׂ͠ɼ4 ιέοτ
ͷ XeonϓϩηοαͷΑ͏ʹ 4ͭͷ NUMAϊʔυͱͯ͠ѻ͏ɽجຊతʹ෼ׂ͞Ε֤ͨྖҬʹดͨ͡ϝϞ























ͷҧ͍͕ੑೳʹ༩͑ΔӨڹΛௐࠪ͢Δɽਤ 1.2ʹ OpenMPͷ parallel forࢦࣔจʹΑΔϧʔϓฒྻ
࣮૷ͱɼtaskࢦࣔจͱ dependઅʹΑΔλεΫฒྻ࣮૷ͷλΠϜϥΠϯΛࣔ͢ɽର৅͸ϒϩοΫίϨ
εΩʔ෼ղͰ͋Γɼ1ϊʔυʹ Intel Xeon E5-2680 v2Λ 2ιέοτʢ10ίΞ ×2ʣ࣋ͭ؀ڥʹ͓͍ͯ 12
εϨουͰ࣮ߦ͢ΔɽίϯύΠϥ͸ Intel Compiler 17.0.1ͱ͠ɼλΠϜϥΠϯͷදࣔʹ͸ϓϩϑΝΠϦϯ


























OpenMPͷ࢓༷ 4.0Ҏ্Λαϙʔτ͢ΔίϯύΠϥ͸ GNU΍ IntelͳͲ༷ʑ͋Δ͕ɼλεΫฒྻʹؔ
͢Δ࣮૷͸ະͩվળͷ༨஍͕͋Δɽਤ 1.3ʹ EPCC OpenMP micro-benchmark suite[25]ʹΑΔ OpenMP
ͷ parallel forɼtaskࢦࣔจͷΦʔόϔουΛࣔ͢ɽίϯύΠϥʹ͸ Intel Compiler 17.0.1Λ࢖༻





























υͷλεΫ্Ͱ௨৴͕࣮ߦ͞ΕΔɽεϨου্Ͱ MPI ͷ௨৴ API ΛݺͿ৔߹ɼϚϧνεϨου
Ͱͷ௨৴ΛڐՄ͢Δ MPI THREAD MULTIPLE Λ MPI ͷॳظԽ࣌ʹࢦఆ͢Δඞཁ͕͋Δɽ͔͠
͠ɼMPI THREAD MULTIPLE Ͱͷ௨৴͸ɼҰൠతͳϓϩηεϨϕϧʢMPI THREAD SINGLEɼ
MPI THREAD FUNNELEDʣͷ௨৴ͱൺֱͯ͠ੑೳ͕௿͘ɼͦͷ௨৴ੑೳΛվળ͢ΔͨΊʹଟ͘ͷݚ
ڀ͕ߦΘΕ͖ͯͨɽH. Dang Β͸จݙ [26] ʹͯɼMPICH ͷ࣮૷Λϕʔεͱ͠ϚϧνεϨου௨৴࣌ͷ












9 ୈ 1ষ ং࿦
1.4 PGASݴޠ XcalableMP (XMP)
ຊݚڀͰ༻͍Δ PGASݴޠ XMPͷ֓ཁΛड़΂ΔɽXMP͸ɼ࣍ੈ୅ฒྻϓϩάϥϛϯάݴޠݕ౼ҕһ
ձٴͼ PC ΫϥελίϯιʔγΞϜฒྻϓϩάϥϛϯάݴޠ XcalableMP ن֨෦ձ [29] ʹΑΓɼ࢓༷ݕ
౼ٴͼࡦఆ͕ߦΘΕ͍ͯΔ෼ࢄϝϞϦܕ Single Program Multiple DataʢSPMDʣΛ࣮ߦϞσϧͱ͢Δ Cɼ
FortranରԠͷ PGASݴޠͰ͋ΔɽϦϑΝϨϯε࣮૷Ͱ͋Δ Omni XcalableMP Compiler͸ɼཧԽֶݚڀ




























Δɽྫͷ৔߹͸ “A[1:1]”ͱهड़͞Ε͍ͯΔͨΊɼ෼ࢄ഑ྻ Aͷ্୺ɾԼ୺ʹͦΕͧΕ 1ཁૉͣͭྖҬ͕
1.4 PGASݴޠ XcalableMP (XMP) 10
template	TT :
0 15
node1 node2 node3 node4T :
0 15
node1 node2 node3 node4T :
0 15
node1 node2 node3 node4A[16] :
int A[16], res;
#pragma xmp nodes P(4)
#pragma xmp template T(0:15) 
#pragma xmp distribute T(block) onto P
#pragma xmp align A[i] with T(i)
#pragma xmp loop(i) on T(i) reduction(+:res)













ΔɽࠨลʹϩʔΧϧม਺͕هड़͞Εͨ৔߹͸ਤதͷ broadcastͷΑ͏ʹɼϊʔυ 1͕࣋ͭ A[0]ͷ஋Λ֤
ϊʔυ͕࣋ͭϩʔΧϧม਺ Bʹରͯ͠୅ೖ͢ΔϒϩʔυΩϟετͱͳΔɽӈลʹϩʔΧϧม਺͕هड़͞
11 ୈ 1ষ ং࿦
#pragma xmp shadow A[1:1]
A[16] : node1 node2 node3 node4
#pragma xmp reflect (A)
A[16] : node1 node2 node3 node4
ਤ 1.5 άϩʔόϧϏϡʔϞσϧͷϓϩάϥϛϯάྫʢshadowɼreflectࢦࣔจʣɽ





node1 node2 node3 node4A[16] :
/* broadcast */
#pragma xmp gmove
B = A[0:1]; 
0 15
node1 node2 node3 node4A[16] :
B :
/* local copy */
#pragma xmp gmove
A[0:16] = B; 
0 15
node1 node2 node3 node4A[16] :
B :
ਤ 1.6 άϩʔόϧϏϡʔϞσϧͷϓϩάϥϛϯάྫʢgmoveࢦࣔจʣɽ
1.4 PGASݴޠ XcalableMP (XMP) 12
ιʔείʔυ 1.1 ϩʔΧϧϏϡʔϞσϧͷϓϩάϥϛϯάྫɽ
1 int A[25]:[∗], B[25], tag, mype, status;
2 #pragma xmp nodes P(4)
3 mype = xmp node num();
4
5 /∗ Example of coarray Get ∗/
6 if (mype == 4) {
7 B[0:25] = A[0:25]:[1];
8 }
9 xmp sync all(&status);
10
11 /∗ Example of coarray Put ∗/
12 if (mype == 1) {
13 A[0:25]:[4] = B[0:25];
14 xmp sync memory(&status);
15 #pragma xmp post (P(4), tag)
16 }
17 if (mype == 4) {
18 #pragma xmp wait (P(1), tag)
19 }




͋ΔɽXMP Ͱ͸ɼFortran2008 ͔Βਖ਼ࣜ࠾༻͞Εͨ CAF Λϕʔεͱͨ͠ coarray ه๏Λఏڙ͍ͯ͠Δɽ







Ͱ͸શମಉظͷ xmp sync all()ɼ࣮ߦओମʹ͓͚Δ௨৴׬ྃΛอূ͢Δ xmp sync memory()ɼҰରҰಉظ
͕هड़Մೳͳ xmp sync image()ͳͲΛఏڙ͍ͯ͠Δɽ
13 ୈ 1ষ ং࿦
ιʔείʔυ 1.1ʹ XMP/Cͷ coarrayΛ༻͍ͨยଆ௨৴ͷྫΛࣔ͢ɽ഑ྻ AΛยଆ௨৴ͷର৅ͷ഑ྻ
ͱ͢ΔͨΊɼ1ߦ໨ͷΑ͏ʹׅ֯ހʹΑΔࢦఆΛߦ͏ɽྫͰ͸ɼ1࣍ݩۭؒͷશ࣮ߦΠϝʔδΛର৅ͱ͢
Δɽ7ɼ13 ߦ໨͕ͦΕͧΕ coarray GetɼPut Λද͓ͯ͠Γɼ഑ྻهड़ޙํͷίϩϯҎ͕߱௨৴ର৅ͷΠ
ϝʔδΛࣔ͢ɽ7ߦ໨Ͱ͸ϊʔυ 4͕࣮ߦओମͰ͋Γɼϊʔυ 1͕࣋ͭ഑ྻ AͷΠϯσοΫε 0͔Β 25
ཁૉʹରͯ͠ GetΛ࣮ߦ͢Δɽยଆ௨৴͸ඇಉظʹ࣮ߦ͞ΕΔͨΊɼ9ߦ໨ͷ xmp sync all()ʹͯશମಉ
ظʹΑΓยଆ௨৴ͷ׬ྃΛอূ͢Δɽ13ߦ໨Ͱ͸ϊʔυ 1͕࣮ߦओମͰ͋Γɼϊʔυ 4͕࣋ͭ഑ྻ Aͷ
ΠϯσοΫε 0͔Β 25ཁૉʹରͯ͠ PutΛ࣮ߦ͢Δɽ͜ͷྫ͸ɼશମಉظͰ͸ͳ͘ post/waitࢦࣔจ
ʹΑΔҰରҰͷಉظΛࣔ͢ɽ14ߦ໨ͷ xmp sync memory()ʹΑΓɼ࣮ߦओମʹ͓͍ͯยଆ௨৴ͷ׬ྃΛ



































































Rank 0 Rank 1 Rank 2
Rank 3 Rank 4 Rank 5























17 ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά
ιʔείʔυ 2.1 XMPʹΑΔ PICγϛϡϨʔγϣϯίʔυͷ࣮૷ྫɽ
1 double f[X][Y], p[N]; /∗ Electric field and particle data ∗/
2 double send[N], recv[N]:[∗];
3 int status;
4
5 #pragma xmp nodes P(3, 3)
6 #pragma xmp template T(0:X−1, 0:Y−1)
7 #pragma xmp distribute T(block, block) on P
8 #pragma xmp align f[i][j] with T(i, j)
9 #pragma xmp shadow f[1][1]
10
11 for (int t=0; t<TIME; t++){
12 /∗ Calculate the grid−related work ∗/
13 #pragma xmp loop(i, j) on T(i, j)
14 for (int i = 0; i < X; i++) {
15 for (int j = 0; j < Y; j++) {
16 f[i][j] = func(i, j);
17 }
18 }
19 #pragma xmp reflect(f) /∗ Update the halo region ∗/
20 /∗ Calculate the particle−related work ∗/
21 /∗ Pack the communication elements from array ‘‘p’’ to array ‘‘send’’ ∗/
22 /∗ Calculate the destination node ‘‘pe’’ and communication size ‘‘icount’’ ∗/
23 recv[0:icount]:[pe] = send[0:icount];
24 xmp sync all(&status); /∗ Synchronization ∗/












IPSJ SIG Technical Report
1 #pragma xmp nodes p2(NX,NY)
2 // 総プロセス数はNX∗NY
3 double f[NX][NY]; // electric field data
4 double myp[2,2∗NP]; // 自プロセスが持つ粒子の座標
5 // NP は 1 プロセスが担当する粒子数（初期値）
6 // 粒子移動があるのでやや大きめにとる
7 double sendr[NP], sendl[NP]; // sendbuf
8 double recvr[NP], recvl[NP]; // recvbuf
9 // 1step ごとの通信量が NP より十分小さいとする
10 #pragma xmp distribute t(block,block) onto p2
11 #pragma xmp align f[i][j] with t(i,j)
12 #pragma xmp shadow f[1:1][1:1]
13 #pragma xmp coarray recvl:[∗]
14 #pragma xmp coarray recvr:[∗]
15 ...
16 for(istep=0; istep<TIME; istep++){ // 時間発展
17 .../∗ 1’−1, 1’−2の計算 ∗/
18 #pragma xmp reduction(sum:rho) //rho は電荷密度
19 .../∗ 2’−1, 2’−2の計算 ∗/
20 #pragma xmp reflect(f)
21 .../∗ 3’−1, 3’−2の計算 ∗/
22 #pragma xmp reduction(sum:qE)
23 .../∗ 3’−3の計算 ∗/
24 //以下 3’−4
25 .../∗ myp のうち，X 方向の隣接プロセスへ出て行く粒子を
26 判定しsendl, sendr に詰め込む．
27 送信要素数icountr, icountl を求める
28 送信先プロセスleft pe, right pe を求める ∗/
29 recvl[0:icountr]:[left pe] = sendr[0:icountr];
30 recvr[0:icountl]:[right pe] = sendl[0:icountl];
31 #pragma xmp sync all
32 .../∗ Y 方向も同様に行う ∗/
33 //ここまで 3’−4
34 }
















*2 ５次元ジャイロ運動論コードである GT5D[13] に対して，JT-






































算手順は (1) 超粒子の電荷密度を格子点上に分配する (2)
Poisson方程式から格子点上での静電ポテンシャルを求め










向に対して nr 分割され，さらに 2次元分割された各領域
内の粒子数を nrp に分割している．従って，総プロセス数
np は np = nt × nr × nrp として与えられる．このうち nt
は，トロイダル方向のグリッド数 Nt と等しくなければな
らない，という制限がある．
c⃝ 2013 Information Processing Society of Japan 3
ਤ 2.2 GTCɼGTC-Pͷ 3࣍ݩτʔϥεۭؒͷ؆қਤ [34].
ೳͰ͋Δͱߟ͑ΒΕΔɽ
XMPʹΑΓ PICγϛϡϨʔγϣϯΛ࣮૷ͨ͠ྫΛιʔείʔυ 2.1ʹࣔ͢ɽ֨ࢠσʔλΛ֨ೲ͢Δ഑
ྻ fΛάϩʔόϧϏϡʔͷࢦࣔจʹΑΓ෼ࢄ͢ΔɽྫͰ͸ɼ5ߦ໨ͷ nodesࢦࣔจʹΑΓ 2࣍ݩͷ 3×3
ϊʔυʹΑΔ࣮ߦΛࣔ͢ɽ৔ͷܭࢉͰ͋Δ֨ࢠܭࢉ͸εςϯγϧԋࢉΛؚΉయܕతͳϧʔϓͰߏ੒͞ΕΔ











తཚྲྀݱ৅ͷղੳΛ໨తͱͯ͠ɼถࠃDoE SCiDACɼUC IrvineͳͲͰ։ൃ͕ਐΊΒΕ͍ͯΔ 3࣍ݩδϟΠ
ϩӡಈ࿦త PICγϛϡϨʔγϣϯίʔυͰ͋ΔɽຊݚڀͰର৅ͱ͢Δ࣮ΞϓϦέʔγϣϯͷ Gyrokinetic
Toroidal Code - PrincetonʢGTC-Pʣ[31, 32]͸ɼPrinceton University΍ Princeton Plasma Physics Laboratory




ਤ 2.3 ϙϩΠμϧஅ໘ͷ֓ཁɽࠨ: ϙϩΠμϧஅ໘্ͷ֨ࢠ఺ [35]ɼӈ: ϙϩΠμϧஅ໘Ͱͷܘํ޲෼ׂ.
Ͱ։ൃ͕ਐΊΒΕ͍ͯΔࠃࡍ೤֤༥߹࣮ݧ࿍ ITERʢInternational Thermonuclear Experimental Reactorʣ
[37] ن໛ΛγϛϡϨʔτՄೳͳ࣮ΞϓϦέʔγϣϯͰ͋ΔɽGTC ͸ Fortran Ͱ։ൃ͞Ε͍ͯΔͷʹର͠
ͯɼGTC-P͸ CɼFortranͰ։ൃ͞Ε͍ͯΔɽຊݚڀͰ͸ CʹΑΔ࣮૷Λର৅ͱͨ͠ɽ





ࢠ਺ͷ෼ׂʹՃ͑ɼ֤ ϓϩηε͕࣋ͭྖҬ಺Ͱͷ OpenMPʹΑΔϧʔϓͷεϨουฒྻʹΑΔ 3૚Ϩϕϧ
ͰͷฒྻԽ͕ࢪ͞Ε͍ͯΔɽҰํͰɼGTC-PͰ͸ྖҬ෼ׂ͕τϩΠμϧํ޲ͱܘํ޲ͷ 2࣍ݩ΁ͱ֦ு͞
Εɼશମͱͯ͠ 4૚ϨϕϧͰͷฒྻ࣮૷ͱͳͬͨɽैͬͯɼτϩΠμϧํ޲ͷ෼ׂ਺ΛNtɼܘํ޲ΛNrɼ
෼ׂ͞ΕͨྖҬ͕࣋ͭ֨ࢠ্ͷཻࢠ਺Λ Nrp ͱ෼ׂ͢Δͱɼ૯MPIϓϩηε਺͸ N = Nt ×Nr ×Nrp
ͱͳΔɽ












































21 ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά
ιʔείʔυ 2.2 MPIʹΑΔ GTC-Pͷྡ઀֨ࢠ఺ͷߋ৽ɽ
1 double ∗sendr, ∗recvl;
2
3 for (i = 0; i < nloc over; i++) {
4 sendr[i] = phitmp[i ∗ (mzeta + 1) + mzeta];
5 }
6
7 MPI Sendrecv(sendr, nloc over, MPI DOUBLE, right pe, isendtag,
8 recvl, nloc over, MPI DOUBLE, left pe, irecvtag, toroidal comm, &istatus);
ιʔείʔυ 2.3 XMPϩʔΧϧϏϡʔʹΑΔ GTC-Pͷྡ઀֨ࢠ఺ͷߋ৽ɽ
1 double sendr[nloc over], recvl[nloc over]:[∗];
2
3 for (i = 0; i < nloc over; i++) {
4 sendr[i] = phitmp[i ∗ (mzeta + 1) + mzeta];
5 }
6
7 recvl[0:nloc over]:[right pe] = sendr[0:nloc over];
8 xmp sync memory(NULL);
9 #pragma xmp post(P1(right pe), mype+1)











ͷҠಈʹ൐͏௨৴͸ MPI Sendrecv()·ͨ͸ɼMPI Isend/Irecv()ʹΑΓهड़͞ΕΔɽ௨৴ઌ͸ৗʹಉҰͰ
͋ΓɼҰ෦Λআ͖ྡ઀ϓϩηεؒͰͷ௨৴ͱͳΔɽϩʔΧϧϏϡʔ࣮૷Ͱ͸ɼશମ௨৴Λআ͖શͯͷ௨৴
2.4 ࣮૷ 22
ιʔείʔυ 2.4 MPIʹΑΔ GTC-PͷཻࢠҠಈɽ
1 /∗ Send # of particles to right neighbor and receive from left neighbor ∗/
2 MPI Sendrecv(&nsendright, 1, MPI INT, right pe, sendtag,
3 &nrecvleft, 1, MPI INT, left pe, recvtag, toroidal comm, &istatus);
4 /∗ Send particles to right neighbor and receive from left neighbor ∗/
5 MPI Sendrecv(sendright, nsendright, MPI DOUBLE, right pe, sendtag,
6 recvleft, nrecvleft, MPI DOUBLE, left pe. recvtag, toroidal comm, &istatus);
ιʔείʔυ 2.5 XMPϩʔΧϧϏϡʔʹΑΔ GTC-PͷཻࢠҠಈɽ
1 /∗ Put # of particles to right neighbor ∗/
2 nrecvleft:[right pe] = nsendright;
3 /∗ Put particles to right neighbor ∗/
4 recvleft[0:nsendright]:[right pe] = sendright[0:nsendright];
5 /∗ Synchronization ∗/
6 xmp sync memory(&status);
7 #pragma xmp post(P1(right pe), mype+1)
8 #pragma xmp wait(P1(left pe), left pe)
Λ coarray/PutʹΑΔยଆ௨৴ͱ͢Δɽ
ιʔείʔυ 2.2ʹMPI࣮૷ʹΑΔྡ઀֨ࢠ఺ͷߋ৽Λࣔ͢ɽ഑ྻ sendrɼrecvl͸௨৴ʹ༻͍Δૹ৴ɼ
ड৴༻ͷόοϑΝͰ͋Γɼ༧ΊαΠζ nloc over ෼ྖҬ͕֬อ͞Ε͍ͯΔɽMPI Ͱ௨৴Λ͢ΔྖҬ͸ 3
͔Β 5ߦ໨ΑΓɼ֨ࢠ఺৘ใΛอ࣋͢Δ഑ྻ phitmp͔Βྡ઀ϓϩηε΁ͱૹ৴͢ΔྖҬΛ഑ྻ sendr΁
ύοΩϯά͢Δɽ7ߦ໨Ҏ߱ͷMPI Sendrecv()ʹΑΓ഑ྻ sendrͷ nloc over෼Λϓϩηε right pe΁ૹ
৴͠ɼϓϩηε left peΑΓૹ৴͞Εͨྡ઀֨ࢠ఺͸഑ྻ recvlʹड৴͞ΕΔɽड৴ͨ͠഑ྻ recvlΑΓΞ
ϯύοΩϯάΛߦ͍֨ࢠ఺Λ഑ྻ phitmp΁ͱ໭͕͢ɼGTC-PͰ͸ΞϯύοΩϯά࣌ʹԋࢉΛߦ͍ͳ͕Β
όοϑΝ΁୅ೖ͍ͯ͠ΔͨΊৄࡉͳίʔυ͸লུ͢Δɽ




ϑΝ΁ͷύοΩϯά͸ MPI ࣮૷ͱಉ༷ʹߦ͏ɽ௨৴͸ 7 ߦ໨ͷ഑ྻ୅ೖจͰ͋Γɼ഑ྻ sendr ͷΠϯ
σοΫε 0͔ΒαΠζ nloc overΛϓϩηε right peͷ഑ྻ recvlͷΠϯσοΫε 0͔ΒαΠζ nloc over
΁ PutΛ࣮ߦ͢Δɽcoarrayߏจޙ͸ϩʔΧϧͰͷ௨৴׬ྃͷΈอূ͞ΕΔͨΊɼxmp sync memory()ʹ
ΑΓ௨৴ର৅ͷϓϩηε΁ͷ౸ୡͷอূ͕ඞཁͱͳΔɽ·ͨɼPut͕࣮ߦ͞ΕΔϓϩηε͸ɼPut͕׬ྃ
͔ͨ͠Ͳ͏͔Λ஌Δ͜ͱ͸Ͱ͖ͳ͍ͨΊɼXMPͷ postɼwaitࢦࣔจʹΑΓยଆ௨৴ͷ׬ྃ௨஌Λه
23 ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά
ड़͢Δඞཁ͕͋Δɽιʔείʔυ 2.3ͷ৔߹ɼ9ߦ໨Ͱ௨৴ର৅ͷϓϩηε right peʹରͯ͠ postࢦࣔ
จΛ࣮ߦ͠ɼϓϩηε left peΑΓ࣮ߦ͞ΕΔ Put͕׬ྃ͢Δ·Ͱ 10ߦ໨ͷ waitࢦࣔจͰ଴ػ͢Δɽ
ιʔείʔυ 2.4ʹ MPI࣮૷ʹΑΔཻࢠҠಈͷ࣮૷Λࣔ͢ɽཻࢠҠಈͷ࣮૷͸ϓϩηε right peʹର
ͯ͠഑ྻ sendright ͷཻࢠσʔλΛૹ৴͠ɼϓϩηε left pe ΑΓ഑ྻ recvleft ʹཻࢠσʔλΛड৴͢Δɽ
௨৴͞ΕΔཻࢠαΠζ͸ΠςϨʔγϣϯຖʹҟͳΔͨΊɼGTC-PͰ͸ 1ճͷཻࢠҠಈʹରͯ͠ 2छྨͷ
௨৴ʹΑΔ࣮૷͕औΒΕ͍ͯΔɽ·ͣɼ2ߦ໨ͷ௨৴ʹΑΓϓϩηε left pe͔Βૹ৴͞ΕΔཻࢠσʔλͷ






ϧϏϡʔͷ coarrayʹΑΔཻࢠҠಈͷ࣮૷Λࣔ͢ɽ2ߦ໨ͰཻࢠαΠζ nsendrightΛϓϩηε right peͷ
nrecvleft΁ Put͠ɼ4ߦ໨ͰཻࢠσʔλͰ͋Δ഑ྻ sendrightͷΠϯσοΫε 0͔ΒαΠζ sendrightΛϓ
ϩηε right peͷ഑ྻ recvleftͷΠϯσοΫε 0͔ΒαΠζ nsendright΁ Put͢Δɽ௨৴ͷಉظ͸ྡ઀֨





ࢠ఺ԋࢉ࣌ʹෆۉҰʹ෼ׂ͞ΕΔɽXMP Ͱ͸ɼάϩʔόϧϏϡʔ͕ఏڙ͢Δ distribute ࢦࣔจͷ
gblockʹΑΔσʔλ෼ࢄΛߦ͏ɽgblock͸֤ϓϩηε͕ड͚࣋ͭσʔλྖҬͷαΠζΛϢʔβ͕ࢦ
ఆ͢Δ͜ͱ͕ՄೳͰ͋ΓɼϓϩηεຖʹෆۉҰʹσʔλΛ෼ࢄ഑ஔ͢Δ͜ͱ͕ՄೳͰ͋Δɽιʔείʔ







࣋ͭ഑ྻαΠζʹΑͬͯ։࢝ɼऴྃΠϯσοΫεΛࢦఆ͢Δඞཁ͸ͳ͘ɼ27 ͔Β 31 ߦ໨ͷஞ࣮࣍૷ͷ
for ϧʔϓʹରͯ͠ XMP ͷ loop ࢦࣔจ΍ OpenMP ͷ parallel for ࢦࣔจʹΑͬͯϓϩηεؒͰ
ͷฒྻ࣮ߦɼϓϩηε಺ͰͷεϨουฒྻΛهड़ՄೳͰ͋Δɽ




ιʔείʔυ 2.6 XMPϋΠϒϦουϏϡʔʹΑΔ GTC-Pͷσʔλ෼ࢄͱฒྻ࣮ߦɽ
1 #define n t 2
2 /∗ Number of the toroidal domain decomposition ∗/
3 #define n r 4
4 /∗ Number of the radial domain decomposition ∗/
5 #define n rp 2
6 /∗ Number of the particle decomposition ∗/
7
8 #define nloc all 107722
9
10 double phitmp[nloc all][2∗n t];
11 int b [n r∗n rp] = {10967,10967,14086,14086,16164,16164,12644,12644};
12 /∗ Block size of each nodes in the ‘‘gblock’’ distribution ∗/
13
14 #pragma xmp nodes P2(n r ∗ n rp, n t)
15 /∗ Number of processes (nodes) ∗/
16 #pragma xmp template T(0:nloc all−1, 0:2∗n t−1)
17 /∗ Template length ∗/
18 #pragma xmp distribute T(gblock(b), block) onto P2
19 /∗ Distribution format of the template ∗/
20 #pragma xmp align phitmp[i][j] with T(i, j)
21 /∗ Alignment of an array with a template ∗/
22 #pragma xmp shadow phitmp[0][1:0]
23 /∗ Assignment of the halo region ∗/
24
25 #pragma xmp loop (i, j) on T(i, j)
26 #pragma omp parallel for
27 for (int i = 0; i < nloc all; i++) {
28 for (int j = 0; j < 2 ∗ n t − 1; j++) {
29 phitmp[i][j] = func(i, j);
30 }
31 }
25 ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά
ιʔείʔυ 2.7 XMPϋΠϒϦουϏϡʔʹΑΔྡ઀֨ࢠ఺ͷߋ৽ɽ
1 #pragma xmp reflect (phitmp) width (0, /periodic /1:0)
ද 2.1 ࣮ݧ؀ڥʢHA-PACS Base Clusterʣɽ
CPU Intel Xeon E5-2670 ʷ 2 (2.6GHz)
CPU (8 cores/CPU) ʷ 2 = 16 cores
Memory 128GB, DDR3 1600MHz




















2015೥ 3݄ݱࡏɼOmni XMP Compilerͷ XMP/Cͷ coarray͸ɼϥϯλΠϜϥΠϒϥϦͷ࣮૷ʹMPI
Ͱ͸ͳ͘ GASNet[40]͕༻͍ΒΕ͍ͯΔɽຊݚڀͰ͸ɼϋΠϒϦουϏϡʔɼϩʔΧϧϏϡʔʹΑΔ࣮૷


















































































ਤ 2.4 ௨৴ੑೳͷධՁʢHA-PACSBase ClusterʣɽMPIʢMPI Send()/MPI Recv()ʣͱXMPʢcoarray/Putʣ
ͷ௨৴ੑೳͷൺֱɽ
Δ͜ͱ͔ΒɼPing-PongϓϩάϥϜʹΑΔ௨৴ੑೳͷධՁΛࣔͨ͠ͷͪʹΞϓϦέʔγϣϯͷධՁΛߦ͏ɽ
࣮ݧ؀ڥͱͯ͠ɼஜ೾େֶܭࢉՊֶݚڀηϯλʔͷ௒ฒྻ GPU ΫϥελͰ͋Δ HA-PACS Base Cluster
෦ [39]Λ༻͍ΔɽHA-PACSͷ 1ϊʔυͷܭࢉػ؀ڥ΍࢖༻ͨ͠ιϑτ΢ΣΞͷόʔδϣϯΛද 2.1ʹࣔ
͢ɽ1ϊʔυ͸ɼIntel Xeon E5-2670ͷ 2ιέοτߏ੒Ͱ͋ΔͨΊ 16ίΞΛར༻ՄೳͰ͋ΔɽΠϯλʔί
ωΫτͱͯ͠ Mellanox Connect-X3 Dual-port QDR Λ࠾༻͓ͯ͠Γཧ࿦ϐʔΫόϯυ෯͸ 40Gb/s×2 Ͱ
͋Δɽ1ϊʔυʹ 4GPUΛ౥ࡌ͍ͯ͠Δ͕ɼຊݚڀͰ͸ϗετ CPUͷΈΛର৅ͱ͢ΔɽXMPʹ͸ Omni
Compiler 0.9.0Λར༻͠ɼXMPͷόοΫΤϯυ΍ΦϦδφϧͷ MPI࣮૷ͷ࣮ߦͷͨΊͷ MPIίϯύΠ
ϥʹ͸ɼΦϋΠΦभཱେֶ͕ݚڀ։ൃΛਐΊ͍ͯΔMVAPICH2[41] 2.0Λ࢖༻͢Δɽ
MPI ௨৴ͷධՁͷͨΊͷ Ping-Pong ϓϩάϥϜ͸ɼΦϋΠΦभཱେֶ͕ఏڙ͢Δ OSU Micro-
Benchmarks[38] Λ࢖༻͠ɼcoarray ͷධՁʹ͸ OSU Micro-Benchmark Λϕʔεʹยଆ௨৴ʹ
ΑΔ Ping-Pong ϓϩάϥϜΛ࣮૷ͨ͠ɽHA-PACS ͷ InfiniBand ͸ 2 ϙʔτΛ࣋ͭ HCA Χʔ
υΛ࠾༻͍ͯ͠ΔɽͦͷͨΊɼMPI ΍ GASNET ͷ؀ڥม਺Λ MV2 NUM PORTS=2ɼGAS-
NET IBV PORTS=“mlx4 0:1+mlx4 0:2”ͱ͠ɼMPIͱ XMPͱ΋ʹ 2ϙʔτΛ࢖༻͢Δઃఆͱͨ͠ɽਤ
2.4ʹMPIʢMPI Send/Recv()ʣͱ XMPʢcoarrayʣͷ௨৴ੑೳΛࣔ͢ɽ݁Ռͱͯ͠ɼ௨৴αΠζ͕ 64KB
·Ͱ͸ GASNet࣮૷ʹΑΔ coarrayͷ௨৴ੑೳ͕ྑ͘ɼͦΕҎ߱͸MPI Send/Recv()ʹΑΔ௨৴͕༗རͱ
ͳΓɼ࠷େͰ 2GB/sͷ͕ࠩੜ͡Δ͜ͱ͕Θ͔ͬͨɽ
27 ୈ 2ষ ϋΠϒϦουϏϡʔϞσϧʹΑΔฒྻϓϩάϥϛϯά
ද 2.2 ֤࣍ݩͷ෼ׂ਺ʢNt ×Nr ×Nrpʣ=ʢτϩΠμϧํ޲ ×ܘํ޲ ×ཻࢠ਺ʣɽ
Processes Toroidal Radial Particle
16 2× 2× 4 2× 4× 2 2× 2× 4
32 4× 2× 4 2× 8× 2 2× 2× 8
64 8× 2× 4 2× 16× 2 2× 2× 16
128 16× 2× 4 2× 32× 2 2× 2× 32
256 32× 2× 4 2× 64× 2 2× 2× 64
512 64× 2× 4 2× 128× 2 2× 2× 128
ද 2.3 ΢ΟʔΫεέʔϦϯάධՁ࣌ͷ GTC-Pͷ໰୊αΠζΛܾఆ͢Δ֤ύϥϝʔλͷ஋ɽ
Problem Size A Default Toroidal Radial Particle
mstep 100 20 20 20
mpsi 90 90 90–2880 90
mzetamax 64 2–64 2 2
micell 100 100 100 100–3200
2.5.2 ໰୊αΠζɼ෼ׂํ๏









ʹ෼ׂΛߦͬͨ৔߹ɼ16ϓϩηεͰͷ෼ׂ਺Λ 4 × 2 × 2ͱ 2 × 2 × 4ͱͨ͠৔߹ʹԋࢉྔ͕ഒҟͳΔɽ
ͦͷͨΊɼଞͷ෼ׂํ๏ͱԋࢉྔΛଗ͑ΔͨΊɼτϩΠμϧํ޲ͷ෼ׂ਺Λมಈͤͨ͞৔߹ͷධՁʹݶ
ΓɼτϩΠμϧํ޲ͷ෼ׂ਺Λ 2͔Β 64ϓϩηε·Ͱͱ͠ɼܘํ޲ͷ෼ׂ਺͸ 2ϓϩηεɼཻࢠ਺ͷ෼
ׂ਺͸ 4ϓϩηεͱ͢ΔɽධՁʹ͸ 1ϊʔυ͋ͨΓ 16ϓϩηεΛ഑ஔ͠ɼ࠷େ 32ϊʔυ 512ϓϩηε
Λ༻͍ͯܭଌΛߦͬͨɽXMP/MPI+OpenMP࣮૷ͷධՁʹ͸ɼ1ϊʔυ 1ϓϩηεͱͯ͠ 32ϊʔυΛ࢖
༻͠ɼ1ϓϩηε͋ͨΓͷεϨου਺Λ 1͔Β 16΁ͱมಈͤ͞Δɽ෼ׂํ๏͸ɼτϩΠμϧํ޲ɼܘํ

































































































֎֪ͰͷϙϩΠμϧ֨ࢠ਺ mthetamaxɼτϩΠμϧ֨ࢠ਺ mzetamaxٴͼ֨ࢠ఺͋ͨΓͷཻࢠ਺ micell͕
͋ΔɽGTC-P͸໰୊αΠζ A͔Β Dͷ 4छྨΛఏڙ͓ͯ͠Γ A͕࠷খͷ໰୊αΠζͱͳΔɽຊݚڀͰ




















































































































































































































16 8.408406 (19805) 8.548204 (19916)
32 8.440145 (19805) 8.541321 (19916)
64 8.44846 (19805) 8.631631 (19916)
128 8.511492 (19805) 8.718713 (19916)
256 8.6418 (19805) 8.853517 (19916)
512 8.865397 (19805) 9.109388 (19916)
Radial
Processes Minimum Maximum
16 8.114932 (10967) 8.270015 (16164)
32 8.083982 (12104) 8.539186 (24200)
64 8.075058 (14130) 9.487029 (33462)
128 8.070919 (17422) 11.014277 (74745)
256 8.232447 (23198) 12.686402 (141700)
512 8.763279 (34522) 16.508915 (270844)
Particle
Processes Minimum Maximum
16 8.408406 (19805) 8.548204 (19916)
32 8.406107 (19805) 8.558563 (19916)
64 8.394203 (19805) 8.565195 (19916)
128 8.394159 (19805) 8.562974 (19916)
256 8.393343 (19805) 8.591214 (19916)







ؒͷ࠷খͱ࠷େͷϓϩηεͷ಺༁Λࣔ͢ɽਤ 2.8ΑΓ smoothɼfieldɼpoissonɼpushٴͼ chargeͷ࣮ߦ࣌
͕ؒ૿Ճ͍ͯ͠Δ͜ͱ͕Θ͔Δɽ͜ΕΒͷԋࢉ͸ 2.2.2અΑΓ֨ࢠ఺ʹؔ܎͢ΔԋࢉΛߦ͏ؔ਺Ͱ͋Δ͜



































ͤͨ͞৔߹ͷϓϩηε 0ͷ௨৴ճ਺Λࣔ͢ɽਤ 2.4ΑΓ 64KBΛڥʹ MPIͱ XMPͷ௨৴ੑೳʹ͕ࠩੜ
͡ΔͨΊɼ64KBΛڥքͱͨ͠௨৴ճ਺Λࣔ͢ɽਤ 2.9ΑΓɼτϩΠμϧํ޲ͱཻࢠ਺ͷ෼ׂ਺มಈ࣌͸
ϓϩηε਺૿ՃʹΑΓ௨৴෼෍ʹมԽ͸ͳ͍͕ɽܘํ޲෼ׂ࣌ʹ͸ϓϩηε਺૿Ճͱͱ΋ʹ௨৴ճ਺͕





















































ਤ 2.13ʹɼXMP/MPI+OpenMP࣮૷ʹΑΔੑೳධՁΛࣔ͢ɽ෼ׂ਺͸ 2× 8× 2ɼ2× 2× 8ͷ 2छྨͰ
͋Δɽܘํ޲ͷ෼ׂ਺͕ 8ͷ৔߹ɼϩʔΧϧϏϡʔ͸ 10%ɼϋΠϒϦουϏϡʔͰ͸ 17%ఔ౓MPIʹΑ






































































































SLOC 4110 5427 5398 5179
modified - 170 168 158
added - 1319 1303 1112
deleted - 2 15 43


























































































































































































































Δɽ෼ࢄ഑ྻ͸ςϯϓϨʔτ΍෼ࢄ഑ྻΛಈతʹ֬อՄೳͳ template fixࢦࣔจ΍ xmp malloc()͕
࣮૷͞ΕͨͨΊɼࠓޙͷ՝୊ͱͯ͠ಈత֬อͨ͠෼ࢄ഑ྻʹΑΔ࣮૷ͱධՁΛߦ͏༧ఆͰ͋Δɽ
2.6 ؔ࿈ݚڀ
PGAS ϞσϧʹΑΔ PIC ๏ͷ࣮૷ྫΛࣔ͢ɽR. Preissl Β͸จݙ [43] ʹͯɼ3 ࣍ݩ PIC ίʔυͰ͋Δ
Gyrokinectic Tokamak SimulationʢGTSʣΛ PGAS+OpenMPͰ࣮૷͠ɼΦϦδφϧͷ࣮૷ͱൺֱͯ͠ߴ
͍ੑೳΛࣔͨ͠ɽGTS͸MPI+OpenMPͰ࣮૷͞Ε͓ͯΓɼMPI௨৴ͷҰ෦Λ CAFʹΑΔยଆ௨৴ͷ࣮
૷ͱͨ͠ɽର৅͸ཻࢠҠಈ࣌ͷ௨৴Ͱ͋ΓɼΦϦδφϧͷ P2P௨৴ʹΑΔ࣮૷͔Βยଆ௨৴΁ͷมߋͱ
௨৴ΞϧΰϦζϜͷ࠷దԽΛ௨ͯ͠ߴ଎ԽΛߦͬͨɽCAFͷίϯύΠϥͱͯ͠ Cray Fortran 2008Λ࢖༻




H. SakagamiΒ͸จݙ [44]ʹͯɼ2࣍ݩ PICίʔυͰ͋Δ ESPAC2Λ HPFʹΑΔ࣮૷ͱੑೳධՁΛࣔ
͍ͯ͠Δɽσʔλ෼ࢄ͸ཻࢠͱి࣓৔ͷ 2࣍ݩ෼ࢄͱ͓ͯ͠Γɼཻࢠ৘ใ͸ϒϩοΫ෼ׂ͕ͩి࣓৔͸֤
ϓϩηε͕σʔλΛॏෳͯ࣋ͭ͠ɽ֤ϓϩηε͕ߋ৽͢Δཻࢠ৘ใʹΑΓԋࢉ͞Εͨి࣓৔Λɼू߹௨৴














߹ͷධՁͰ͋Γɼ߹ܭͰ 512ɼ2048ɼ8192ٴͼ 32768ϊʔυΛ༻͍ͨ 4छྨͷ΢ΟʔΫεέʔϦϯάͷ
ੑೳΛ͍ࣔͯ͠Δɽ݁Ռͱͯ͠ɼຊݚڀͰͷੑೳධՁͱಉ༷ʹੑೳ͕εέʔϧ͍ͯ͠ͳ͍ɽScalasca ʹ
ΑΔίʔυղੳͷ݁ՌʹΑΔͱɼϊʔυຖʹϩʔυόϥϯε͕औΕ͓ͯΒͣɼ௨৴଴ͪ࣌ؒʹΑΓੑೳ
͕௿Լ͍ͯ͠Δͱใࠂ͞Ε͓ͯΓɼຊݚڀͷߟ࡯Ͱ΋ಉ༷ʹࣔ͞Ε͍ͯΔɽX. Liao Β͸จݙ [46] ʹͯ
Tianhe-2্Ͱ༷ʑͳ HPCΞϓϦέʔγϣϯͷ࣮૷ɼੑೳධՁΛใࠂ͍ͯ͠ΔɽGTC͕ͦͷதͷҰͭͰ͋
ΓɼTianhe-2͕࣋ͭ Intel Xeon PhiʢKNCʣ޲͚ʹΦϦδφϧͷMPI+OpenMPͷ࣮૷ΛɼΦϑϩʔυϞ
σϧʹΑΔ࣮૷΁ͱमਖ਼ΛߦͬͨɽTianhe-2ͷ 1ϊʔυ͸ 2ιέοτߏ੒ͷ Intel Xeon E5-2692v2ͱ 3
ຕͷ KNCʹΑΓߏ੒͞Ε͓ͯΓɼੑೳൺֱ͸ 2ιέοτͷ Xeonର KNCͱ͍ͯ͠Δɽ݁Ռͱͯ͠ 2ι
έοτͷ Xeonͱ 3ຕͷ KNCΛൺֱ͢Δͱɼ1.67ഒͷੑೳ޲্͕ใࠂ͞Ε͍ͯΔɽK. MadduriΒ͸จ












ମͱͯ͠ͷੜ࢈ੑΛ޲্ͤ͞Δ͜ͱ͕ՄೳͱͳͬͨɽຊݚڀͰ͸ɼPGAS ݴޠ XMP Λର৅ͱ͠ɼXMP
ͷάϩʔόϧϏϡʔͱϩʔΧϧϏϡʔΛ૊Έ߹ΘͤͨϋΠϒϦουϏϡʔΛ༻͍ͯ֩༥߹γϛϡϨʔγϣ
2.7 ·ͱΊ 38











࣮ͯ૷͠ɼੑೳධՁΛ͢Δ͜ͱ͕ڍ͛ΒΕΔɽOmni XMP CompilerͰ͸ɼ2018೥ 1݄ݱࡏ coarrayͷϥ
ϯλΠϜϥΠϒϥϦͷ࣮૷ʹMPIΛ༻͍࣮ͨ૷͕௥Ճ͞Ε͓ͯΓɼͦΕΛ༻͍ͨධՁ΍ɼGASPI[49]΍
ComEx[50]ͳͲͷଞͷ PGAS޲͚ͷ௨৴ϥΠϒϥϦΛ༻͍࣮ͯ૷͢Δ͜ͱ͕ڍ͛ΒΕΔɽ·ͨɼຊݚڀ


















int A, B, C;
#pragma omp task depend(out:A)
A = 1;          /* taskA */
#pragma omp task depend(out:B)
B = 2;          /* taskB */
#pragma omp task depend(in:A, B) depend(out:C) 
C = A + B;  /* taskC */
#pragma omp task depend(out:A)











࢓༷ 4.0 ͔Βొ৔ͨ͠ depend અʹΑΓɼλεΫ͕༻͍ΔԋࢉσʔλΛجʹͨ͠σʔλґଘΛهड़͢
Δ͜ͱͰɼશମಉظͰ͸ͳ͘λεΫؒͷࡉཻ౓ͳಉظΛهड़͢Δ͜ͱ͕Մೳͱͳͬͨɽdepend અʹ͸










• ϑϩʔґଘ: ಉҰม਺ʹର͢Δॻ͖ࠐΈޙͷಡΈࠐΈʢRAW: read-after-writeʣɽdependઅͷ out
ͱ inͷؒʹൃੜ͢Δɽ
• ൓ґଘ: ಉҰม਺ʹର͢ΔಡΈࠐΈޙͷॻ͖ࠐΈʢWAR: write-after-readʣɽdependઅͷ inͱ out
ͷؒʹൃੜ͢Δɽ
• ग़ྗґଘ: ಉҰม਺ʹର͢Δॻ͖ࠐΈޙͷॻ͖ࠐΈʢWAW: write-after-writeʣɽdepend અͷ out
ͱ outͷؒʹൃੜ͢Δɽ





ਤ 3.1 ʹ task ࢦࣔจͷྫΛࣔ͢ɽtaskAɼtaskBɼtaskC ٴͼ taskD ͕ task ࢦࣔจʹΑΓੜ੒͞Εɼ
λεΫຖʹ dependઅͰࢦఆ͞Εͨґଘؔ܎Λ࣋ͭɽdependઅʹΑΔґଘؔ܎ͷهड़͸جຊతʹλε
Ϋ಺Ͱ࢖༻͞ΕΔม਺΍഑ྻʹରͯ͠هड़͞ΕΔͷ͕ҰൠతͰ͋Δɽྫ͑͹ taskAͱ taskBͷ৔߹͸ɼม
਺ A ͱ B ʹରͯ͠ॻ͖ࠐΈΛߦ͏ͨΊ depend અʹͯ “out:A”ɼ“out:B” ͱࢦఆ͢ΔɽtaskC ͸ม਺ A
ͱ Bʹରͯ͠ಡΈࠐΈΛߦ͍ɼͦΕΒͷ஋ͷՃࢉ݁ՌΛม਺ Cʹରͯ͠ॻ͖ࠐΉͨΊɼdependઅʹͯ
“in:AɼB”ɼ“out:C”ͱهड़͢Δɽ͜ͷΑ͏ʹґଘؔ܎Λهड़ͨ͠৔߹ɼtaskAͱ taskBͷؒʹ͸ґଘؔ܎
͕ແ͍ͨΊฒྻʹ࣮ߦ͞ΕΔɽtaskBͱ taskCͷؒʹ͸ม਺ BʹΑΔϑϩʔґଘɼtaskCͱ taskDͷؒʹ
͸ม਺ AʹΑΔ൓ґଘɼtaskAͱ taskDͷؒʹ͸ม਺ AʹΑΔग़ྗґଘ͕ͦΕͧΕൃੜ͠ɼ֤ґଘؔ܎͕
ղফ͞ΕΔ·ͰޙଓͷλεΫͷ࣮ߦ͸։࢝͞Εͳ͍ɽ
41 ୈ 3ষ PGASϞσϧʹ͓͚ΔλεΫฒྻϓϩάϥϛϯά
int A[2];
if (proc == 0) {
#pragma omp task depend(out:A[0])
funcA(A[0]); /* taskA */
#pragma omp task depend(in:A[0])
MPI_Send(A[0], ... 1, ...);   /* taskB */
} else if (proc == 1) {
#pragma omp task depend(out:A[0])
MPI_Recv(A[0], ... 0, ...);   /* taskC */
#pragma omp task depend(in:A[0]) depend(out:A[1])
funcB(A[0], A[1]); /* taskD */
}
out(A[0])

















MPIͷ௨৴Λґଘؔ܎ͱ͢Δख๏Λ༻͍Δ [52]ɽૹ৴ଆͰ͸ MPI Send()ͷ௨৴ର৅Λ dependઅͰ in
ͱ͠ɼड৴ଆͰ͸ MPI Recv()ͷ௨৴ର৅Λ outͱͯ͠σʔλґଘΛࢦఆ͢Δɽૹ৴ଆͰ͸൓ґଘ͕ൃੜ
͢ΔͨΊૹ৴׬ྃ·Ͱσʔλͷॻ͖׵͑͸Ͱ͖ͣɼड৴ଆͰ͸ϑϩʔɼग़ྗґଘ͕ൃੜ͢ΔͨΊର৅σʔ
λΛ༻͍ΔλεΫͷ࣮ߦ͸଴ػ͞ΕΔɽ
ਤ 3.2 ʹ෼ࢄϝϞϦ؀ڥʹ͓͚Δ MPI ͱ OpenMP Λ༻͍ͨλεΫґଘʹΑΔϓϩάϥϛϯάྫΛࣔ
͢ɽྫͰ͸ɼfuncA()ʹΑΓ A[0]Λॻ͖׵͑ɼͦͷ஋Λ༻͍ͯ funcB()ʹͯ A[1]Λߋ৽͢Δɽ࣮ߦϓϩ
ηε਺͸ 2Ͱ͋ΓɼfuncA()Λϓϩηε 0ɼfuncB()Λϓϩηε 1͕࣮ߦ͢ΔͨΊɼA[0]ΛϓϩηεؒͰ௨
৴͢Δඞཁ͕͋ΔɽλεΫ͸ 4छྨੜ੒͞ΕɼfuncA()ʹͯ A[0]Λߋ৽͢Δ taskAɼA[0]Λϓϩηε 1΁
ૹ৴͢Δ taskBɼϓϩηε 0ΑΓ A[0]Λड৴͢Δ taskCٴͼ funcB()Ͱ A[0]Λ༻͍ͯ A[1]Λߋ৽͢Δ
taskD Ͱ͋Δɽϓϩηε 0 ͸ɼtaskA ͕ A[0] Λॻ͖׵͑ΔͨΊ depend અʹ out Ͱࢦఆ͢ΔɽtaskB ͸
MPI Send()Ͱૹ৴͕׬ྃ͢Δ·Ͱର৅Ͱ͋Δ A[0]΁ͷॻ͖ࠐΈΛ๷͙ͨΊɼinʹࢦఆ͢Δ͜ͱͰޙଓλ
εΫͱͷؒʹ൓ґଘΛੜ੒͢Δɽϓϩηε 1͸ɼtaskCʹͯϓϩηε 0͔Β A[0]ΛMPI Recv()Ͱड৴͢
ΔͨΊɼड৴όοϑΝͰ͋Δ A[0]΁ͷॻ͖ࠐΈ͕͋Δͱͯ͠ outΛࢦఆ͢Δ͜ͱͰɼޙଓλεΫͱͷؒ
3.2 XMPͷλεΫฒྻϓϩάϥϛϯάϞσϧ 42
ʹϑϩʔɼग़ྗґଘ͕ੜ੒͞ΕΔɽtaskDͰ͸ड৴ͨ͠ A[0]Λ༻͍ͯ A[1]Λߋ৽͢ΔͨΊɼinʹ A[0]ɼ

































43 ୈ 3ষ PGASϞσϧʹ͓͚ΔλεΫฒྻϓϩάϥϛϯά
#pragma xmp tasklet [clause[, clause] ... ] [on { node-ref | template-ref } ]
(structured-block)
#pragma xmp taskletwait [on { node-ref | template-ref } ]
#pragma xmp tasklets
(structured-block)
where clause is :



























#pragma xmp tasklet gmove [clause[, clause] ... ] [on { node-ref | template-ref } ]
(an assignment statement)
#pragma xmp tasklet reflect (array-name[, array-name] ... )
[chunksize (reflect-chunksize[, reflect-chunksize] ... ) ]
where clause is :
{in | out | inout} (variable[, variable] ... ])




























45 ୈ 3ষ PGASϞσϧʹ͓͚ΔλεΫฒྻϓϩάϥϛϯά
#pragma xmp tasklet clause[, clause[, ...]] on {node-ref | template-ref}
(structured-block)
where clause is :
{in | out | inout} (variable[, variable, ...])
or
{put | get} (tag)
or
{put ready | get ready} (variable, {node-ref | template-ref}, tag)













͸ɼยଆ௨৴Λ࣮ߦ͢ΔͨΊͷ௨஌Λ؆қʹهड़Մೳͳ putɼput readyɼgetٴͼ get readyઅΛ
taskletࢦࣔจͷઅͱͯ͠ఏҊ͢Δɽยଆ௨৴޲͚ͷ taskletࢦࣔจͷ֦ுͷͨΊɼϩʔΧϧϏϡʔ
ͷ coarray͚ͩͰ͸ͳ͘ɼάϩʔόϧϏϡʔͷ gmove in/outࢦࣔจʹରͯ͠΋ಉ༷ʹ࢖༻ՄೳͰ͋Δ
ͱߟ͑ΒΕΔɽͦ͜Ͱɼ3.6અͷϕϯνϚʔΫͷ࣮૷ͱධՁͰ͸ɼcoarrayʹՃ͑ͯ gmove in/outࢦ
ࣔจͰهड़࣮ͨ͠૷ྫ΋ࣔ͢ɽ









#pragma xmp nodes P(2)
#pragma xmp template T(0:1)
#pragma xmp distribute T(block) onto P
#pragma xmp align A[i] with T(i)
#pragma xmp tasklets
{
#pragma xmp tasklet out(A[0]) on P(1)
A[0] = 0; /* taskA */
#pragma xmp tasklet gmove in(A[0]) out(A[1]) on P(1:2)
A[1] = A[0];   /* taskB */
#pragma xmp tasklet gmove in(A[1]) out(B) on P(2)
B = A[1]; /* taskC */
}
out(A[0])

















get readyઅ͸ Getͷ࣮ߦओମͷ௨৴ର৅ϊʔυ্Ͱ࣮ߦ͞Εɼઅʹ͸ GetΛ࣮ߦ͞ΕΔม਺·ͨ͸
഑ྻηΫγϣϯɼ௨৴ର৅ϊʔυɼλάΛهड़͢ΔɽGetʹΑͬͯ஋ͷಡΈࠐΈ͕ߦΘΕΔͨΊɼ͜ͷઅ











ਤ 3.6͸ tasklet gmoveࢦࣔจʹΑΔϓϩάϥϛϯάྫͱλεΫϑϩʔͰ͋Δɽ2ཁૉΛ࣋ͭ഑ྻ
A͕ 2ϊʔυͰϒϩοΫ෼ׂ͞Ε͓ͯΓɼϊʔυ 1͕ A[0]ɼϊʔυ 2͕ A[1]ΛͦΕͧΕอ͍࣋ͯ͠Δɽ
3छྨͷλεΫ͕ੜ੒͞ΕɼA[0]Λߋ৽͢Δ taskAɼtasklet gmoveࢦࣔจʹΑΓ A[1]͔Β A[0]΁
47 ୈ 3ষ PGASϞσϧʹ͓͚ΔλεΫฒྻϓϩάϥϛϯά
int A[4];
#pragma xmp nodes P(2)
#pragma xmp template T(0:3)
#pragma xmp distribute T(block) onto P
#pragma xmp align A[i] with T(i)
#pragma xmp shadow A[1] 
#pragma xmp tasklets
{
#pragma xmp loop (i) on T(i)
for (int i = 0; i < 4; i++) {
#pragma xmp tasklet out(A[i]) on T(i)
A[i] = i;  /* taskA */
}
#pragma xmp tasklet reflect(A)
/* taskB */
}











ਤ 3.7 tasklet reflectࢦࣔจͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ
ͱσʔλίϐʔΛߦ͏ taskBٴͼ A[1]Λ༻͍ͯม਺ BΛߋ৽͢Δ taskCͰ͋Δɽtaskletࢦࣔจ͸ on
અʹΑΓ࣮ߦϊʔυ͕ܾఆ͞ΕΔͨΊɼϊʔυ 1͸ taskAͱ taskBɼϊʔυ 2͸ taskBͱ taskC͕ੜ੒͞
ΕΔɽtasklet gmoveࢦࣔจͷ഑ྻ୅ೖจͰࢦఆ͞Ε͍ͯΔ෼ࢄ഑ྻ͸ͦΕͧΕϊʔυ 1ͱϊʔυ 2
͕อ͍࣋ͯ͠ΔͨΊɼgmoveࢦࣔจͷ௨৴ύλʔϯͷҰͭͰ͋Δ send-recvʹΑΔ P2P௨৴͕ൃੜ͢Δɽ
ϊʔυ 1Ͱ௨৴Λߦ͏ taskBͱ taskAͷؒʹ͸ A[0]ʹΑΔϑϩʔґଘ͕͋ΔͨΊ taskA͕ऴྃ͢Δ·Ͱ
taskBͷ࣮ߦ͸଴ػ͞Εɼϊʔυ 2Ͱ͸ A[1]ʹΑΔϑϩʔґଘ͕͋ΔͨΊ taskBͷ௨৴͕׬ྃ͢Δ·Ͱ
taskCͷ࣮ߦ͸଴ػ͞ΕΔɽ
ਤ 3.7 ʹ tasklet reflect ࢦࣔจʹΑΔϓϩάϥϛϯάྫͱλεΫϑϩʔΛࣔ͢ɽ4 ཁૉΛ࣋ͭ
഑ྻ A ͕ 2 ϊʔυͰϒϩοΫ෼ׂ͞Ε͍ͯΔͨΊɼϊʔυ 1 ͕ A[0]ɼA[1]ɼϊʔυ 2 ͕ A[2], A[3] Λ
อ࣋͢Δɽ·ͨɼshadow ࢦࣔจͷࢦఆʹΑΓ֤ϊʔυͰ 1 ཁૉͣͭକྖҬ͕֬อ͞ΕΔɽ2 छྨͷλ
εΫ͕ੜ੒͞Εɼloop ࢦࣔจʹΑͬͯ෼ࢄ࣮ߦ͞ΕΔϧʔϓ͕ੜ੒͢Δ഑ྻ A ͷ஋Λߋ৽͢Δ taskA
ͱ tasklet reflect ࢦࣔจΛ࣮ߦ͢Δ taskB Ͱ͋Δɽਤ 3.7 ͷλεΫϑϩʔͷΑ͏ʹ 1 ࣍ݩ഑ྻͷ
tasklet reflectࢦࣔจʹΑΔକྖҬަ׵Λߦ͏৔߹ɼϊʔυ 1ɼ2͕ͦΕͧΕ࣋ͭྖҬΛૹ৴͢Δ
λεΫͱɼକྖҬʹ஋Λड৴͢ΔλεΫͷ 4छྨ͕ੜ੒͞ΕΔɽैͬͯɼtaskAͷதͰ΋ྡ઀ϊʔυͱ઀
͢ΔྖҬΛԋࢉ͢ΔλεΫʢϊʔυ 1Ͱ͸ A[1]ɼϊʔυ 2͸ A[2]Λߋ৽͢ΔλεΫʣͷ࣮ߦ͕ऴྃ࣍ୈɼ
ྡ઀ϊʔυͱͷ௨৴Λ։࢝͢Δ͜ͱ͕ՄೳͰ͋Δɽ
ϩʔΧϧϏϡʔ
ਤ 3.8͸ taskletࢦࣔจͷ putɼput readyઅʹΑΔϓϩάϥϛϯάྫͱλεΫϑϩʔͰ͋Δɽ2
ϊʔυͰ࣮ߦ͞Εɼϊʔυ 2ͷ taskB͔Βϊʔυ 1ͷ coarrayએݴ͞Εͨม਺ Aʹର͢Δ coarray/PutΛ
࣮ߦ͢Δɽϊʔυ 1Ͱ͸ɼม਺ AΛಡΈࠐΉ taskAͷ࣮ߦޙʹ Put͕࣮ߦ͞Εɼ࠶౓ม਺ AΛಡΈࠐΉ
3.2 XMPͷλεΫฒྻϓϩάϥϛϯάϞσϧ 48
#pragma xmp nodes P(2)
int A:[*], B, C, tag;
#pragma xmp tasklets
{
#pragma xmp tasklet in(A) out(B) on P(1) 
B = A;         /* taskA */
#pragma xmp tasklet out(A) put(tag) on P(2)
A:[1] = 1;    /* taskB */
#pragma xmp tasklet in(A) out(C) ¥
put_ready(A, P(2), tag) on P(1)

















ਤ 3.8 taskletࢦࣔจͷ putɼput readyઅͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ
#pragma xmp nodes P(2)
int A:[*], B, tag;
#pragma xmp tasklets
{
#pragma xmp tasklet out(A) ¥
get_ready(A, P(2), tag) on P(1)
A = 0;           /* taskA */
#pragma xmp tasklet in(A) out(B) get(tag) on P(2)
B = A:[1];    /* taskB */
#pragma xmp tasklet out(A) on P(1)

















ਤ 3.9 taskletࢦࣔจͷ getɼget readyઅͷϓϩάϥϛϯάྫͱλεΫϑϩʔɽ
taskCΛ࣮ߦ͢ΔྫͱͳΔɽϊʔυ 1ͷ taskCʹ͓͍ͯ put readyઅͰม਺ A͕ࢦఆ͞Ε͍ͯΔͨΊɼ
ґଘؔ܎ͱͯ͠ out ͷλεΫ͕ੜ੒͞Εɼઌߦ͢Δ taskA ͱͷ൓ґଘΛੜ੒͢Δ͜ͱͰλεΫͷ࣮ߦॱ
ংΛ੍ޚ͢Δɽput readyઅʹهड़͞Εͨϊʔυू߹ͱλάΑΓɼϊʔυू߹ʹࢦఆ͞Εͨϊʔυ্ͷ
λάͱҰக͢Δ put અ͕هड़͞ΕͨλεΫʹରͯ͠ Put ͷ࣮ߦՄೳ௨஌ΛૹΓɼPut ͷ׬ྃ௨஌Λड͚
औΔ·Ͱ଴ػ͢Δɽ׬ྃ௨஌ͷड৴ޙ͸ taskC ͷϒϩοΫ಺ʹهड़͞ΕͨԋࢉΛ࣮ߦ͢Δɽਤ 3.8 ͷ৔
߹ɼtaskC͕ϊʔυ 2ͷ taskBʹର࣮ͯ͠ߦՄೳ௨஌ΛૹΓɼͦͷλεΫΑΓ׬ྃ௨஌Λड͚औΔɽϊʔ
υ 2 ͷ put અ͕هड़͞Εͨ taskB ͸ɼλεΫ࣮ߦ։࢝ޙʹ Put ͷ࣮ߦՄೳ௨஌Λड৴͢Δ·Ͱ଴ػ͢




ਤ 3.9ʹ taskletࢦࣔจͷ getɼget readyઅʹΑΔϓϩάϥϛϯάྫΛࣔ͢ɽਤ 3.8ͱಉ༷ʹ 2
ϊʔυͰ࣮ߦ͞Εɼϊʔυ 2ͷ taskB͔Βϊʔυ 1ͷ coarrayએݴ͞Εͨม਺ Aʹର͢Δ coarray/GetΛ
࣮ߦ͢Δɽϊʔυ 1Ͱ͸ɼม਺ AΛߋ৽͢Δ taskAͷ࣮ߦޙʹ Get͕࣮ߦ͞Εɼ࠶౓ม਺ Aͷߋ৽Λߦ





ͷ৔߹ɼtaskA ͕ϊʔυ 2 ͷ taskB ʹର࣮ͯ͠ߦՄೳ௨஌ΛૹΓɼͦͷλεΫΑΓ׬ྃ௨஌Λड͚औΔɽ














taskletࢦࣔจͷ࣮૷Λࣔ͢ɽtaskletࢦࣔจΛ࣮૷͢Δ XMPίϯύΠϥΛ Omni XMP Compiler
ͱ͢ΔɽOmni XMP Compiler ͸ɼXMP ࢦࣔจ͕هड़͞ΕͨίʔυΛ MPI+OpenMP Ͱ࣮૷͞Εͨϥϯ
λΠϜݺͼग़͠΁ͱม׵͢Δ source-to-sourceͳτϥϯεϨʔλͰ͋ΔɽैͬͯɼຊݚڀͰ͸ Omni XMP
CompilerΛվྑ͢Δ͜ͱͰɼtaskletࢦࣔจΛରԠ͢Δ MPIͷ௨৴ API΍ OpenMPࢦࣔจ΁ͱม׵
͢Δ࣮૷Λߦ͏ɽ͔͠͠ɼOmni XMP CompilerʹΑΔϥϯλΠϜݺͼग़͠΁ͷม׵نଇΛ͚ࣔͩ͢Ͱ͸ɼ
ϥϯλΠϜ಺ͷڍಈ͕ݟ͑ͳ͍ɽͦ͜ͰɼຊઅͰ͸ taskletࢦࣔจ͕ Omni XMP CompilerʹΑΔίʔ
υม׵ͰͲͷΑ͏ͳڍಈΛ͢ΔMPI+OpenMPίʔυ΁ͱม׵͞ΕΔ͔ΛٖࣅίʔυͰࣔ͢ɽ
ఏҊ͢Δ taskletࢦࣔจͷม׵ޙͷMPIͷ௨৴ API΍ OpenMPࢦࣔจΛࣔ͢ɽtaskletsࢦࣔจ
͸ OpenMP parallelɼsingleࢦࣔจͱ͠ɼtaskletwaitࢦࣔจ͸ OpenMP taskwaitࢦࣔจ΁




2 /∗ Communication ∗/
3 MPI Isend( ... );
4
5 /∗ Synchronization ∗/
6 MPI Test( &comp, ... );
7 while (! comp) {
8 #pragma omp taskyield
9 MPI Test( &comp, ... );
10 }
ͷ inɼout ٴͼ inout ͱ͢ΔɽϢʔβ͕هड़͢Δยଆ௨৴ͷ coarray ΍ gmove in/out ࢦࣔจΛআ͖ɼ
tasklet ࢦࣔจʹΑΓੜ੒͞ΕΔ௨৴͸ɼιʔείʔυ 3.1 ͷΑ͏ʹม׵͢Δɽιʔείʔυ 3.1 ͸ɼ

















άϩʔόϧϏϡʔ͕ఏڙ͢Δ tasklet gmoveɼtasklet reflectࢦࣔจͷίʔυม׵ྫΛࣔ͢ɽ
ιʔείʔυ 3.2͸ɼਤ 3.6ͷ tasklet gmoveࢦࣔจʹΑΔίʔυΛMPI+OpenMPίʔυ΁ͱม׵
ͨ͠ྫͰ͋Δɽਤ 3.6ͷ taskAͱ taskC͸ɼґଘؔ܎ͱ onઅ͕هड़͞Εͨ taskletࢦࣔจʹΑΓੜ੒
͞ΕΔͨΊɼ4 ͔Β 7ɼ18 ͔Β 21 ߦ໨ͷΑ͏ʹλεΫ಺ͷهड़Λҡ࣋ͭͭ͠ OpenMP task ࢦࣔจͱ
51 ୈ 3ষ PGASϞσϧʹ͓͚ΔλεΫฒྻϓϩάϥϛϯά
ιʔείʔυ 3.2 ਤ 3.6ͷ tasklet gmoveࢦࣔจͷίʔυม׵ྫɽ
1 #pragma omp parallel
2 #pragma omp single
3 {
4 if (my node num is 1) {
5 #pragma omp task depend(out:A[0])
6 /∗ ... ∗/
7 } /∗ taskA ∗/
8 if (my node num is 1 or 2) {
9 if (I have the variable of rhs) {
10 #pragma omp task depend(in:A[0]) depend(out:A[1])
11 MPI Send( ... ); /∗ Send A[0] to the node of lhs ∗/
12 }
13 if (I have the variable of lhs) {
14 #pragma omp task depend(in:A[0]) depend(out:A[1])
15 MPI Recv ( ... ); /∗ Receive A[0] from the node of rhs in A[1] ∗/
16 }
17 } /∗ taskB ∗/
18 if (my node num is 2) {
19 #pragma omp task depend(in:A[1]) depend(out:B)
20 /∗ ... ∗/
21 } /∗ taskC ∗/
22 }
depend અɼon અΛ࣋ͭϊʔυ͔Ͳ͏͔ͷ if จ΁ͱม׵͞ΕΔɽtaskB Λੜ੒͢Δ tasklet gmove
ࢦࣔจ͸ɼ഑ྻ୅ೖจʹهड़͞Εͨ෼ࢄ഑ྻ΍ϊʔυϩʔΧϧͳ஋Λ࣋ͭϊʔυ͕௨৴Λߦ͏ɽ഑ྻ୅ೖ
จͷࠨลͱӈลͷཁૉͱ onઅʹΑΓ tasklet gmoveࢦࣔจΛ࣮ߦ͢Δϊʔυ͸ɼ௨৴ͷ࣮ߦର৅ͷ
શͯͷϊʔυ͕൑அՄೳͳͨΊMPIͷ P2P௨৴΁ͱม׵Ͱ͖Δɽίʔυม׵Ͱ͸ɼ8ߦ໨͔Βͷ ifจͰ
onઅͰࢦఆ͞Ε࣮ͨߦϊʔυͷΈͱ͠ɼ9͔Β 12ߦ໨ͷ ifจͰӈลɼ13͔Β 16ߦ໨ͷ ifจͰࠨลͷ
࣮ߦϊʔυΛܾఆ͠ɼͦΕͧΕλεΫͰ௨৴͕࣮ߦ͞ΕΔɽ
ιʔείʔυ 3.3͸ɼਤ 3.7ͷ tasklet reflectࢦࣔจʹΑΔίʔυΛMPI+OpenMPίʔυ΁ͱ
ม׵ͨ͠ྫͰ͋Δɽਤ 3.7Ͱ͸ɼloopࢦࣔจͰฒྻ࣮ߦ͞ΕΔϧʔϓ಺Ͱ taskletࢦࣔจʹΑΔґଘ
ؔ܎Λ࣋ͭλεΫͰ͋Δ taskAΛੜ੒͢Δɽίʔυม׵ʹΑΓ taskA͸ɼ5ߦ໨ͷ෼ࢄ͞Εͨϧʔϓ಺Ͱ




ιʔείʔυ 3.3 ਤ 3.7ͷ tasklet reflectࢦࣔจͷίʔυม׵ྫɽ
1 #pragma omp parallel
2 #pragma omp single
3 {
4 /∗ loop length is distributed by loop directive ∗/
5 for (int i = local begin; i < local end; i++) {
6 if (I have template T[i]) {
7 #pragma omp task depend(in:A[i])
8 /∗ ... ∗/
9 } /∗ taskA ∗/
10 }
11 /∗ It is assumed that this example of code translation is executed by two nodes ∗/
12 if (my node num is 1) {
13 #pragma omp task depend(in:A[upper])
14 MPI Send( ... ); /∗ Send A[upper] for updating lower halo region of node 2 ∗/
15 #pragma omp task depend(out:A[upper+1])
16 MPI Recv( ... ); /∗ Receive A[upper+1] from node 2 ∗/
17 }
18 if (my node num is 2) {
19 #pragma omp task depend(in:A[lower])
20 MPI Send( ... ); /∗ Send A[lower] for updating upper halo region of node 1 ∗/
21 #pragma omp task depend(out:A[lower−1])
22 MPI Recv( ... ); /∗ Receive A[lower−1] from node 1 ∗/
23 } /∗ task B ∗/
24 }




ϩʔΧϧϏϡʔ͕ఏڙ͢Δ taskletࢦࣔจͷ putɼput readyɼgetٴͼ get readyઅͷίʔυ
ม׵ྫΛࣔ͢ɽຊݚڀʹ͓͍ͯɼλεΫ಺Ͱͷยଆ௨৴Λ࣮ݱ͢ΔͨΊͷ։࢝௨஌ͱ׬ྃ௨஌͸ɼϝο
ηʔδ௕ 0 ͷ P2P ௨৴ʹΑΔ࣮૷ͱ͢Δɽैͬͯɼ1 ճͷยଆ௨৴Λ࣮ߦ͢ΔͨΊʹ͸ɼ࣮ߦओମ͸
MPI Recv()Ͱ։࢝௨஌Λड͚औͬͨޙɼยଆ௨৴Λ࣮ߦɼยଆ௨৴ͷ׬ྃอূޙʹMPI Send()Ͱ׬ྃ௨
஌ΛૹΔ 3छྨͷ௨৴͕ඞཁͱͳΔɽ·ͨɼOmni XMP Compilerͷ coarray΍ gmove in/outࢦࣔจ
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ιʔείʔυ 3.4 ਤ 3.8ͷ putɼput readyઅͷίʔυม׵ྫɽ
1 #pragma omp parallel
2 #pragma omp single
3 {
4 if (my node num is 1) {
5 #pragma omp task depend(in:A) depend(out:B)
6 /∗ ... ∗/
7 } /∗ taskA ∗/
8 if (my node num is 2) {
9 #pragma omp task depend(out:A)
10 {
11 MPI Recv( ... ); /∗ Receive zero element msg from any source with tag ∗/
12 MPI Put( ... ); /∗ Put the data to the node ∗/
13 MPI Win flush( ... ); /∗ Completion of one−sided communication ∗/
14 MPI Send( ... ); /∗ Send zero element msg to the node with tag ∗/
15 }
16 } /∗ taskB ∗/
17 if (my node num is 1) {
18 #pragma omp task depend(out:A)
19 {
20 MPI Send( ... ); /∗ Send zero element msg to P(2) with tag ∗/
21 MPI Recv( ... ); /∗ Receive zero element msg from P(2) with tag ∗/
22 }
23 #pragma omp task depend(in:A) depend(out:C)
24 /∗ ... ∗/
25 } /∗ taskC ∗/
26 }
ͷϥϯλΠϜ࣮૷͸ɼMPIͷยଆ௨৴ͷύογϒϞσϧʹΑΔಉظΛ༻͍͓ͯΓɼϓϩάϥϜͷ։࢝ͱऴ
ྃ࣌ʹ MPI Win lock all()ɼMPI Win unlock all() Λݺͼɼશͯͷϊʔυʹର͢Δยଆ௨৴ͷ࣮ߦΛՄೳ
ͱ͠ɼಉظ͸ MPI Win flush()ͳͲ௨৴ओମଆͷΈ׬ྃอূΛ͢Δ࣮૷Ͱ͋ΔɽͦͷͨΊɼຊݚڀʹ͓͍
ͯ΋ಉ༷ͷϞσϧʹΑΔ࣮૷ͱ͢Δɽ
ιʔείʔυ 3.4 ͸ɼਤ 3.8 ͷ putɼput ready અʹΑΔίʔυΛ MPI+OpenMP ίʔυ΁ͱม׵
ͨ͠ྫͰ͋Δɽਤ 3.8 ͷ taskA ͸ɼґଘؔ܎ͱ on અ͕هड़͞Εͨ tasklet ࢦࣔจʹΑΓੜ੒͞ΕΔ
ͨΊɼ4 ͔Β 7 ߦ໨ͷΑ͏ʹλεΫ಺ͷهड़Λҡ࣋ͭͭ͠ OpenMP task ࢦࣔจͱ depend અɼon અ
Λ࣋ͭϊʔυ͔Ͳ͏͔Λ൑அ͢Δ if จ΁ͱม׵͞ΕΔɽtaskB ͸ put અ͕هड़͞Ε͍ͯΔͨΊɼtag ͱ
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ιʔείʔυ 3.5 ਤ 3.9ͷ getɼget readyઅͷίʔυม׵ྫɽ
1 #pragma omp parallel
2 #pragma omp single
3 {
4 if (my node num is 1) {
5 #pragma omp task depend(out:A)
6 /∗ ... ∗/
7 #pragma omp task depend(in:A)
8 {
9 MPI Send( ... ); /∗ Send zero element msg to P(2) with tag ∗/
10 MPI Recv( ... ); /∗ Receive zero element msg from P(2) with tag ∗/
11 }
12 } /∗ taskA ∗/
13 if (my node num is 2) {
14 #pragma omp task depend(in:A) depend(out:B)
15 {
16 MPI Recv( ... ); /∗ Receive zero element msg from any source with tag ∗/
17 MPI Get( ... ); /∗ Get the data from the node ∗/
18 MPI Win flush( ... ); /∗ Completion of one−sided communication ∗/
19 MPI Send( ... ); /∗ Send zero element msg to the node with tag ∗/
20 }
21 } /∗ taskB ∗/
22 if (my node num is 1) {
23 #pragma omp task depend(out:A)
24 /∗ ... ∗/
25 } /∗ taskC ∗/
26 }
Ұக͢Δ put ready અΛ࣋ͭλεΫΑΓ։࢝௨஌Λ଴ͪɼ௨஌ͷड৴ޙ͸ coarray/Put Λ࣮ߦ͠௨৴
׬ྃΛอূ͢Δɽͦͷޙɼ։࢝௨஌Λड৴ͨ͠ϊʔυʹରͯ͠׬ྃ௨஌ΛૹΔɽ11 ߦ໨͕։࢝௨஌Λ
ड৴͢ΔͨΊͷ MPI Recv()ɼ12 ߦ໨͕ tasklet ࢦࣔจ಺ͷϒϩοΫʹهड़͞Εͨ coarray/Put Λม׵
ͨ͠ MPI Put()ɼ13 ߦ໨͕ยଆ௨৴ͷ׬ྃอূΛ͢Δ MPI Win flush()ɼ14 ߦ໨͕׬ྃ௨஌Λૹ৴͢Δ
MPI Send() ΛͦΕͧΕද͢ɽtaskC ͸ put ready અ͕هड़͞Ε͍ͯΔͨΊɼ͜ͷλεΫ͕࣮ߦՄೳͱ
ͳͬͨ࣌఺Ͱ put ready અʹهड़͞Εͨର৅ϊʔυͷ tag ͱҰக͢ΔλεΫʹରͯ͠ɼยଆ௨৴ͷ։
࢝௨஌ΛૹΔɽ։࢝௨஌Λૹ৴ޙ͸׬ྃ௨஌Λड৴͢Δ MPI Recv()ͷಉظ଴ͪΛ͠ɼ׬ྃ௨஌Λड৴ޙ
ʹ taskletࢦࣔจʹهड़͞Εͨॲཧͷ࣮ߦΛ։࢝͢Δɽ18ߦ໨͔Βͷ taskࢦࣔจ͕ยଆ௨৴ͷ։࢝ɼ























ड৴͢Δ MPI Recv()ΛͦΕͧΕද͢ɽ͜ͷλεΫ͸ put readyઅʹهड़͞ΕͨཁૉΛجʹࣗಈੜ੒͞
ΕΔɽ23ߦ໨Ҏ߱͸ɼtaskAͱಉ༷ʹ taskletࢦࣔจΑΓม׵͞ΕΔɽ
ιʔείʔυ 3.5͸ɼਤ 3.9ͷ getɼget readyઅʹΑΔίʔυΛMPI+OpenMPίʔυ΁ͱม׵͠
ͨྫͰ͋Δɽਤ 3.9ͷ taskA͸ɼget readyઅ͕هड़͞Ε͍ͯΔͨΊɼtaskletࢦࣔจ಺ʹهड़͞Ε
ͨॲཧΛ࣮ߦޙʹɼยଆ௨৴ͷ Get͕ get readyઅʹهड़͞ΕͨϊʔυΑΓ࣮ߦ͞ΕΔɽର৅ϊʔυͷ
tagͱҰக͢ΔλεΫʹยଆ௨৴ͷ։࢝௨஌Λૹ৴͠ɼ׬ྃ௨஌Λड৴͢Δ MPI Recv()ͷಉظ଴ͪΛ͢
Δɽ9ߦ໨ͷ MPI Send()͕։࢝௨஌ͷૹ৴ɼ10ߦ໨ͷ MPI Recv()͕׬ྃ௨஌ͷड৴Λද͢ɽ5ߦ໨ͷ
taskࢦࣔจ͸ taskletࢦࣔจͱґଘؔ܎ʹΑΓม׵͞Εɼ7ߦ໨ͷλεΫ͸ get readyઅʹΑΓࣗ
ಈੜ੒͞ΕΔɽtaskB͸ getઅ͕هड़͞Ε͍ͯΔͨΊɼget readyઅ͕هड़͞Ε͍ͯΔ tagͱҰக͢Δ
λεΫΑΓยଆ௨৴ͷ։࢝௨஌Λड৴͠ɼcoarray/Getͷ࣮ߦޙʹ௨৴׬ྃΛอূ͢Δɽͦͷޙɼ։࢝௨஌
Λड৴ͨ͠ϊʔυʹରͯ͠׬ྃ௨஌ΛૹΔɽgetઅͷม׵͸ɼputઅͱ΄΅ಉ౳ͷม׵͕ߦΘΕɼ16ߦ
໨͕։࢝௨஌Λड৴͢ΔMPI Recv()ɼ17ߦ໨͕ taskletࢦࣔจ಺ͷϒϩοΫʹهड़͞Εͨ coarray/Get
Λม׵ͨ͠ MPI Get()ɼ18ߦ໨͕ยଆ௨৴ͷ׬ྃอূΛ͢Δ MPI Win flush()ɼ19ߦ໨͕׬ྃ௨஌Λૹ৴
͢Δ MPI Send()ΛͦΕͧΕද͢ɽtaskC͸ɼґଘؔ܎ͱ onΛ࣋ͭ taskletࢦࣔจͰ͋ΔͨΊɼ22͔
















ೖΕΒΕɼϓʔϧ಺ͷWUΛ Execution StreamʢESʣ͕࣮ߦ͢Δɽਤ 3.10Ͱ͸ɼCPUͷ֤෺ཧίΞʹର
ͯ͠Ұͭͷ ES ׂ͕Γ౰ͯΒΕ͍ͯΔɽES ʹඥ෇͚ΒΕͨϚελʔεέδϡʔϥʹΑΓϓʔϧ͔Β WU
͕औΓग़͞Ε ES্Ͱஞ࣍తʹ࣮ߦ͞ΕΔ͕ɼͦΕͧΕͷ ES͸ฒྻʹಈ࡞͢ΔͨΊฒྻ࣮ߦ͕ՄೳͰ͋
Δɽϓʔϧʹ͸ WU ͷଞʹεέδϡʔϥΛೖΕΔ͜ͱ΋ՄೳͰ͋Δɽਤ 3.10 ͷίΞ 0 ͷϚελʔεέ
δϡʔϥʹׂΓ౰ͯΒΕͨϓʔϧ಺ʹ͋Δεέδϡʔϥ͕࣮ߦՄೳʹͳͬͨ৔߹͸ɼͦͷεέδϡʔϥ͕
࣋ͭϓʔϧ಺ͷ WU͕࣮ߦ͞ΕΔɽ·ͨɼίΞ 1ͷϓʔϧͷΑ͏ʹϚελʔεέδϡʔϥʹෳ਺ͷϓʔ
ϧΛׂΓ౰ͯΔ͜ͱ΍ɼίΞ 0ɼ1 Ͱڞ༗ͷϓʔϧΛઃఆ͢Δ͜ͱ΋ՄೳͰ͋ΓɼES ؒͰͷλεΫͷε
ςΟʔϦϯά΍ϚΠάϨʔγϣϯ΋Ϣʔβ͕࣮૷ՄೳͰ͋Δɽ
Argobotsͷ֤ػೳͱλεΫɼεϨουͱͷରԠ෇͚ͱλεΫฒྻ࣮ߦͷ࣮૷ͷઆ໌Λࣔ͢ɽεϨου
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ද 3.1 ࣮ݧ؀ڥʢOakforest-PACSʣɽ
CPU Intel Xeon Phi 7250 1.4 GHz 68 cores
Memory 16GB (MCDRAM) + 96GB (DDR4)
Interconnect Intel Omni-Path Architecture
Compiler Intel Compiler 17.0.1





















৘ใج൫ηϯλʔڞಉͷ Joint Center for Advanced HPC :࠷ઌ୺ڞಉ HPCج൫ࢪઃʢJCAHPCʣ͕ӡ༻
͢Δ Oakforest-PACSʢOFPʣ[54] Λར༻͢Δɽ·ͨɼInfiniBand ΛΠϯλʔίωΫτͱͯ࣋ͭ͠؀ڥͱ
ͯ͠͸ɼஜ೾େֶܭࢉՊֶݚڀηϯλʔ͕ӡ༻͢Δ COMA[55]Λར༻͢Δɽ֤γεςϜͷ 1ϊʔυͷܭ
ࢉػ؀ڥ΍ιϑτ΢ΣΞͷόʔδϣϯΛͦΕͧΕද 3.1ɼ3.2ʹࣔ͢ɽOFP͸ Intel Xeon Phi 7250ʢ68ί
ΞʣΛϗετϓϩηοαͱ͠ɼΠϯλʔίωΫτ͸ཧ࿦ϐʔΫόϯυ෯ 100Gb/sΛ࣋ͭ Intel Omni-Path
ArchitectureͰ͋ΔɽCOMA͸ɼ1ϊʔυʹ Intel Xeon E5-2670v2ͷ 2ιέοτʢ10ίΞ × 2ιέοτʣ
3.5 ௨৴ੑೳͷධՁ 58
ද 3.2 ࣮ݧ؀ڥʢCOMAʣɽ
CPU Intel Xeon E5-2670v2 × 2
10 cores/CPU × 2 = 20 cores
Memory 64GB (DDR3)
Interconnect Mellanox Connect-X3 Single-port FDR
Compiler Intel Compiler 16.0.4










































ͱ Intel Xeon Phi 7110PίϓϩηοαΛ 2ຕʢ61ίΞ × 2ʣ͕࣋ͭɼຊݚڀͰ͸ϗετϓϩηοαͷΈΛ
ର৅ͱ͢ΔɽΠϯλʔίωΫτͱͯ͠Mellanox Connect-X3 Single-port FDRΛ࠾༻͓ͯ͠Γɼཧ࿦ϐʔ






Ping-Pong ϓϩάϥϜʹՃ͑ͯɼεϨουରεϨουͰ௨৴Λ࣮ߦՄೳͳ Ping-Pong ϓϩάϥϜΛ༻͍
Δɽ·ͨɼάϩʔόϧϏϡʔͰ͸ P2P ௨৴ɼϩʔΧϧϏϡʔ͸ยଆ௨৴Ͱ͋ΔͨΊɼMPI Send/Recv()ɼ

















































ਤ 3.11ɼ3.12ʹ OFPͱ COMAͰͷ௨৴ੑೳͷධՁΛࣔ͢ɽԣ࣠͸ 1εϨου͕௨৴͢ΔαΠζΛද
͠ɼॎ࣠͸εϨου͋ͨΓͷόϯυ෯Λද͢ɽྫ͑͹࣠ͷ 4KB͸ɼ1εϨουͳΒ͹ 4KBɼ2εϨου͸
8KBɼ4εϨου͸ 16KBΛ߹ܭͰૹ৴͢Δɽ·ͣɼ1εϨου࣮ߦͰͷ MPI Send/Recv()ͱ MPI Put()
Λൺֱ͢ΔɽͲͪΒͷγεςϜʹ͓͍ͯ΋ MPI Put()ΑΓ MPI Send/Recv()ͷੑೳ͕ྑ͍͜ͱ͕Θ͔Δɽ
OFP ʹ͓͚Δͦͷࠩ͸େ͖͘ɼ࠷େͰ 2GB/s Ҏ্ੑೳ͕ҟͳΔɽ·ͨɼCOMA ʹ͓͚Δ MPI Put() ͸
1MBҎ্ͷ௨৴ʹ͓͍ͯੑೳ͕ٸܹʹ௿Լ͢Δ͜ͱ͕Θ͔ͬͨɽ࣍ʹ 1εϨουͱϚϧνεϨουͰͷ
௨৴Λൺֱ͢ΔɽͲͪΒͷγεςϜʹ͓͍ͯ΋ MPI Send/Recv()ɼMPI Put()ͱ΋ʹεϨου਺૿Ճͱͱ
΋ʹੑೳ͕௿Լ͢ΔɽैͬͯɼInfiniBandɼIntel Omni-PathͷͲͪΒͷΠϯλʔίωΫτʹ͓͍ͯ΋ยଆ
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ධՁ؀ڥʹ͸ɼ3.5.1 અͰ༻͍ͨ OFP ͱ COMA ͷ 2 छྨͷγεςϜΛ༻͍ΔɽIntel Xeon Phi Ϋ
ϥελͱͯ͠ OFPɼIntel Xeon Ϋϥελͱͯ͠ COMA Λར༻͢ΔɽXMP ͷίϯύΠϥʹ͸ Omni
Compiler 1.0.3Λϕʔεʹ taskletࢦࣔจΛ࣮૷ͨ͠΋ͷΛ༻͍ɼόοΫΤϯυίϯύΠϥ΍ൺֱର৅
ͷ MPI+OpenMP ࣮૷ʹ͸ Intel Compiler Λ࢖༻͢ΔɽϒϩοΫίϨεΩʔ෼ղͰ༻͍ΒΕΔ BLAS ΍
LAPACKͷ࣮૷ʹ͸ Intel MKLΛ࢖༻͠ɼOFPͰ͸ 2017 Update1ɼCOMAͰ͸ 11.3.2Λ༻͍ͨɽ
࣮ߦ࣌ʹ༻͍Δ࣮ߦύϥϝʔλ΍؀ڥม਺Λࣔ͢ɽKNL ͷϝϞϦϞʔυΛ Flat ϞʔυɼΫϥελ
ϦϯάϞʔυ͸ OFP ͕ࢦఆ͢Δ Quadrant Ϟʔυͱͨ͠ɽFlat ϞʔυͰ MCDRAM Λ༻͍Δํ๏ͱ
ͯ͠ numactl ίϚϯυʹΑΔํ๏͕͋Δɽnumactl ίϚϯυʹΑΓ DDR4 ϝϞϦ͕ NUMA ϊʔυ 0ɼ
MCDRAM͕ NUMAϊʔυ 1ͱͯ͠ݟ͑Δɽͦ͜ͰɼMCDRAM্ʹશͯͷσʔλΛ഑ஔ͢Δ৔߹͸ɼ
numactl -membind 1 ͱࢦఆ͢Δɽ͔͠͠ɼຊݚڀͰ༻͍ΔϕϯνϚʔΫͰ͸ԋࢉ༻ͷόοϑΝશମ͸
MCDRAM্ʹऩ·Δ͕ɼॳظԽ΍݁ՌݕূͷͨΊͷόοϑΝΛؚΊΔͱMCDRAMͷ 16GBΛ௒͑Δɽ
ͦ͜ͰɼmemkindϥΠϒϥϦΛ༻͍ͯ MEMKIND HBW NODE=1ɼnumactl -membind 0ͱ͢Δ͜ͱͰ
DDR4ϝϞϦͷΈΛ࢖༻͢Δͱࢦఆ͠ɼԋࢉόοϑΝΛ hbw posix memalign()Ͱ֬อ͢ΔɽͦΕʹΑΓɼ
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ԋࢉόοϑΝͷΈΛMCDRAMʹɼͦͷଞΛ DDR4ϝϞϦ্ʹ֬อ͢Δ͜ͱ͕ՄೳͰ͋Δɽ
OFPͰ͸ Intel Omni-Pathͷ௨৴ελοΫͱͯ͠ Tag Matching InterfaceʢTMIʣɼOpenFabrics Alliance
ʢOFAʣٴͼ OpenFabrics InterfaceʢOFIʣ͕࢖༻ՄೳͰ͋ΓɼCOMA Ͱ͸ Direct Access Programming
LibraryʢDAPLʣͱ OFA͕બ୒Ͱ͖ΔɽI MPI FABRICSʹΑΓઃఆ͕ՄೳͰ͋ΓɼຊݚڀͰ͸ OFPͰ
͸ TMIɼCOMAͰ͸ OFAͱͨ͠ɽ
จݙ [56]ʹ͓͍ͯɼOFPͰ͸λΠϚׂΓࠐΈΛड͚ΔίΞ͕ 0ͱઃఆͯ͋͠Δͱड़΂ΒΕ͓ͯΓɼί
Ξ 0 ͷ࢖༻͕ਪ঑͞Ε͍ͯͳ͍ɽ·ͨɼKNL ͸ಉҰλΠϧʹ͓͍ͯ 2 ίΞ͕ L2 ΩϟογϡΛڞ༗͠
͍ͯΔͨΊɼL2 ΩϟογϡԚછΛߟ͑Δͱ 2 ίΞΛԋࢉʹ༻͍ͳ͍ઃఆ͕ྑ͍ͱ͞Ε͍ͯΔɽͦ͜Ͱɼ
KMP HW SUBSET=64c@2,1tͱ͢Δ͜ͱͰɼ“64c,1t”Ͱ 1ίΞ 1εϨουͷ࣮ߦΛද͠ɼ“@2”Ͱ࠷ॳ
ͷ 2ίΞΛඈ͹͢ઃఆͱͳΔɽ·ͨɼI MPI PIN PROCESSOR EXCLUDE LIST=“0, 1, 68, 69, 136, 137,
204, 205” ͱ͢Δ͜ͱͰɼࢦఆͨ͠εϨου্ʹ MPI ϓϩηε͕όΠϯυ͞Εͳ͍ઃఆͱͳΔɽKNL






















υ 3.6͕ tasklet gmoveࢦࣔจɼιʔείʔυ 3.7͕ taskletࢦࣔจͷ getɼget readyઅʹΑ













































黒文字 : inout 
白文字 : in 
          : dependency 
ਤ 3.14 4×4ϒϩοΫΛ࣋ͭϒϩοΫίϨεΩʔ෼ղͷλεΫϑϩʔɽ
Δ࣮૷Ͱ͋ΔɽͲͪΒͷίʔυ΋഑ྻ AΛ෼ࢄ഑ྻͱ͠ɼ഑ྻ Bͱ CΛ௨৴όοϑΝͱͯ͠ѻ͏ɽ഑ྻ
A͸ϒϩοΫίϨεΩʔ෼ղΛ࣮ߦ͢Δ഑ྻͰ͋Γɼ1ɼ2࣍ݩ໨͕ϒϩοΫΠϯσοΫεͰ 3࣍ݩ໨͕ϒ
ϩοΫͷཁૉΛද͢ɽશͯͷԋࢉ͸ϒϩοΫ୯ҐͰߦΘΕΔͨΊɼσʔλґଘهड़͸ 1ɼ2࣍ݩͷϒϩοΫ
ΠϯσοΫεͰશͯهड़͞ΕΔɽͲͪΒͷίʔυʹ͓͍ͯ΋ 3͔Β 5ߦ໨ͷ templateɼdistribute
ٴͼ alignࢦࣔจʹΑΓɼ഑ྻ Aͷ 2࣍ݩ໨ʹରͯ͠αΠΫϦοΫ෼ׂ͕ࢦఆ͞Ε͍ͯΔɽ





potrf͔Β trsmɼtrsm͔Β gemmͱ syrkʹ͓͍ͯϑϩʔґଘ͕ଘࡏ͢ΔͨΊɼσʔλ෼ࢄʹΑ֤ͬͯԋ
ࢉͷؒͰ௨৴͕ඞཁͱͳΔɽ͜͜Ͱ͸ɼpotrfͱ trsmؒͷ௨৴࣮૷ͷΈΛઆ໌͢Δɽιʔείʔυ 3.6Ͱ
͸ɼ12ߦ໨ͷ tasklet gmoveࢦࣔจʹΑΓ potrfͰԋࢉ͞Εͨ A[k][k]Λ֤ϊʔυ͕࣋ͭϩʔΧϧ഑
ྻ B΁ͱ௨৴͢Δɽैͬͯɼґଘهड़͸ inઅʹ A[k][k]ɼoutઅʹ BͱͳΔɽtrsmΛԋࢉ͢Δϊʔυ͸
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ιʔείʔυ 3.6 tasklet gmoveࢦࣔจʹΑΔϒϩοΫίϨεΩʔ෼ղͷ࣮૷ྫɽ
1 double A[nt][nt][ts∗ts], B[ts∗ts], C[nt][ts∗ts];
2 #pragma xmp nodes P(∗)
3 #pragma xmp template T(0:nt−1)
4 #pragma xmp distribute T(cyclic) onto P
5 #pragma xmp align A[∗][i][∗] with T(i)
6
7 #pragma xmp tasklets
8 for (int k = 0; k < nt; k++) {
9 #pragma xmp tasklet out(A[k][k]) on T(k)
10 potrf(A[k][k]);
11
12 #pragma xmp tasklet gmove in(A[k][k]) out(B) on T(k:)
13 B[:] = A[k][k][:];
14
15 for (int i = k + 1; i < nt; i++) {
16 #pragma xmp tasklet in(B) out(A[k][i]) on T(i)
17 trsm(B, A[k][i]);
18
19 #pragma xmp tasklet gmove in(A[k][i]) out(C[i]) on T(i:)
20 C[i][:] = A[k][i][:];
21 }
22 for (int i = k + 1; i < nt; i++) {
23 for (int j = k + 1; j < i; j++) {
24 #pragma xmp tasklet in(A[k][i], C[j]) out(A[j][i]) on T(j)
25 gemm(A[k][i], C[j], A[j][i]);
26 }
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ιʔείʔυ 3.7 getɼget readyઅʹΑΔϒϩοΫίϨεΩʔ෼ղͷ࣮૷ྫɽ
1 double A[nt][nt][ts∗ts], B[ts∗ts], C[nt][ts∗ts];
2 #pragma xmp nodes P(∗)
3 #pragma xmp template T(0:nt−1)
4 #pragma xmp distribute T(cyclic) onto P
5 #pragma xmp align A[∗][i][∗] with T(i)
6
7 #pragma xmp tasklets
8 for (int k = 0; k < nt; k++) {
9 #pragma xmp tasklet out(A[k][k]) get ready(A[k][k], T(k:), k∗nt+k) on T(k)
10 potrf(A[k][k]);
11
12 #pragma xmp tasklet in(A[k][k]) out(B) get(k∗nt+k) on T(k:)
13 #pragma xmp gmove in
14 B[:] = A[k][k][:];
15
16 for (int i = k + 1; i < nt; i++) {




21 for (int i = k + 1; i < nt; i++) {
22 #pragma xmp tasklet in(A[k][i]) out(C[i]) get(k∗nt+i) on T(i:)
23 #pragma xmp gmove in
24 C[i][:] = A[k][i][:];
25
26 for (int j = k + 1; j < i; j++) {
27 #pragma xmp tasklet in(A[k][i], C[j]) out(A[j][i]) on T(j)
28 gemm(A[k][i], C[j], A[j][i]);
29 }






΋ trsm Ͱ഑ྻ B Λ༻͍͍ͯΔͨΊɼࣗϊʔυΛؚΉ T(k:) Λ on અͰهड़͢Δɽιʔείʔυ 3.7 Ͱ
͸ɼ9ɼ12ߦ໨ͷ taskletࢦࣔจͷ get readyɼgetઅٴͼ 13ߦ໨ͷ gmove inࢦࣔจͰยଆ௨৴
ͱϊʔυؒʹ͓͚ΔλεΫͷಉظΛهड़͢Δɽ௨৴͢Δൣғ͸ιʔείʔυ 3.6ͱಉҰ͕ͩɼยଆ௨৴ͷ
ͨΊ potrfͱ௨৴λεΫͷؒͰ getɼget readyઅʹΑΔಉظ͕ඞཁͱͳΔɽpotrfԋࢉޙʹยଆ௨৴͕
࣮ߦՄೳͱͳΔͨΊɼpotrfͷλεΫʹ get readyઅ͕هड़͞ΕΔɽยଆ௨৴Λ࣮ߦ͢Δͷ͸ trsmΛ࣮
ߦ͢ΔϊʔυͰ͋ΔͨΊɼ࣮ߦϊʔυ͸ςϯϓϨʔτ T(k:)ͱදͤΔɽยଆ௨৴Λ࣮ߦ͢ΔλεΫʹର
ͯ͠͸ getઅ͕هड़͞Εɼget readyઅͱϚονͤ͞ΔλάʢྫͰ͸ k*nt+kʣΛࢦఆ͢Δɽ
ੑೳධՁ
ϒϩοΫίϨεΩʔ෼ղͷධՁʹ༻͍Δ഑ྻ͸ɼഒਫ਼౓ුಈখ਺఺਺ܕͰ 32768×32768ɼ1ϒϩοΫ
αΠζ͸ 512×512ͱ͠ɼ2࣍ݩͷαΠΫϦοΫ෼ׂʹΑΔධՁΛࣔ͢ɽOmni XMP Compilerͷίʔυม
׵෦͸Ұ෦ະ࣮૷Օॴ͕͋ΔͨΊɼXMPͷධՁ͸άϩʔόϧϏϡʔΛআ͖खಈม׵ͷίʔυʹΑΔੑೳ








ਤ 3.15ɼ3.16ʹ OFPɼCOMAͰͷ Send/Recv௨৴ʹΑΔϒϩοΫίϨεΩʔ෼ղͷੑೳͱɼ࠷େϊʔ
υ࣮ߦ࣌ͷ࣮ߦ࣌ؒͷ಺༁Λࣔ͢ɽ·ͣɼਤ 3.15(a)ɼ3.16(a) ͷ MPI+OpenMP Ͱهड़ͨ͠ϧʔϓฒྻ
ʢMPI+OMP, Parallel LoopʣͱλεΫฒྻʢMPI+OMP, TaskʣʹΑΔ࣮૷ͷੑೳΛൺֱ͢ΔɽλεΫฒ






λεΫฒྻϞσϧͷ XMPʢXMP globalviewʣͱMPI+OpenMPʢMPI+OMP, TaskʣʹΑΔ࣮૷ͷੑೳ
Λൺֱ͢Δɽਤ 3.15(a)ɼ3.16(a)ΑΓɼXMP͸ MPI+OpenMP࣮૷ͱൺֱͯ͠ɼOFPͰ͸ 5%ɼCOMA
͸ 30% ੑೳ͕௿Լ͍ͯ͠ΔɽXMP ͱ MPI+OpenMP ࣮૷ͷҟͳΔ఺ͱͯ͠௨৴͕͋Δɽpotrf ͱ trsm
ؒͷ௨৴Λྫʹڍ͛ΔͱɼMPI+OpenMP ࣮૷Ͱ͸ࣗϊʔυ͕ potrf ͷԋࢉ݁ՌΛอ͍࣋ͯ͠Δ৔߹͸ɼ
trsm Ͱ͸ͦͷ஋Λ༻͍ͯԋࢉ͢Δ͕ɼXMP ࣮૷ͷ৔߹͸ tasklet gmove ࢦࣔจʹͯࣗϊʔυΛؚ
Ή trsmΛԋࢉ͢Δશͯͷϊʔυͱ௨৴Λ࣮ߦ͢ΔɽͦͷͨΊɼԋࢉ݁ՌΛอ͍࣋ͯ͠Δϊʔυͷ৔߹Ͱ
͋ͬͯ΋ MPI Send/Recv() ʹΑΓϊʔυ಺ͰϝϞϦίϐʔ͕ൃੜ͢Δɽਤ 3.15(b)ɼ3.16(b) ͷ XMP ͱ
MPI+OpenMP࣮૷ΛݟΔͱɼXMP࣮૷ͷ௨৴͕࣌ؒ૿Ճ͓ͯ͠Γɼtasklet gmoveࢦࣔจʹΑΔෆ
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λεΫฒྻϞσϧͷ OpenMPʢMPI+OMP, Taskʣͱ ArgobotsʢMPI+ABT, TaskʣʹΑΔ࣮૷ͷੑೳΛ
ൺֱ͢Δɽਤ 3.15(a)ɼ3.16(a)ΑΓɼArgobots͸ OpenMPͱൺֱͯ͠ɼOFPͰ͸ 3%ɼCOMA͸ 7%ੑ
ೳ͕޲্͍ͯ͠ΔɽϕʔεϥΠϯͷϧʔϓฒྻʢMPI+OMP, Parallel LoopʣʹΑΔ࣮૷ͱͷൺֱͰ͸ɼ




OpenMPɼArgobots ʹΑΔ࣮૷ʹରͯ͠ɼ௨৴ҕৡʹΑΓ 1 εϨου͕௨৴Λ࣮ߦ͢Δ௨৴࠷దԽΛ
ࢪ࣮ͨ͠૷ʢMPI+OMP, Task (opt) ͱ MPI+ABT, Task (opt)ʣͷੑೳΛൺֱ͢Δɽ௨৴࠷దԽΛߦ͏͜
ͱͰɼOFP Ͱ͸ OpenMP Ͱ 7%ɼArgobots Ͱ 9% ੑೳ͕޲্͠ɼಉ༷ʹ COMA Ͱ΋ OpenMP Ͱ 7%ɼ
ArgobotsͰ 10%ੑೳ͕޲্͍ͯ͠ΔɽϕʔεϥΠϯͷϧʔϓฒྻʢMPI+OMP, Parallel LoopʣʹΑΔ࣮
૷ͱൺֱΛ͢ΔͱɼOFPͰ͸ OpenMPͰ 38%ɼArgobotsͰ 45%޲্͠ɼCOMAͰ͸ OpenMPͰ 41%ɼ
ArgobotsͰ 55%ͷੑೳ޲্Λୡ੒ͨ͠ɽ1εϨουʹ௨৴Λҕৡ͠ MPI THREAD MULTIPLE͔Βٖ
ࣅతʹMPI THREAD FUNNELEDͱ͢Δ͜ͱͰɼਤ 3.15(b)ɼ3.16(b)ʹࣔ͞Εͨ௨৴࣌ؒ commΛ࡟ݮ
͠ੑೳ͕޲্ͨ͠ɽ
Put ௨৴ʹΑΔ OFPɼCOMA ͰͷϒϩοΫίϨεΩʔ෼ղͷੑೳͱɼ࠷େϊʔυ࣮ߦ࣌ͷ࣮ߦ࣌ؒ








λεΫฒྻϞσϧͷ OpenMPʢMPI+OMP, Taskʣͱ ArgobotsʢMPI+ABT, Taskʣʹ ΑΔ࣮૷ͷੑೳΛൺ
ֱ͢Δɽਤ 3.17(a)ɼ3.18(a)ΑΓɼArgobots͸ OpenMPͱൺֱͯ͠ɼOFPͰ͸ 3%ੑೳ͕޲্͠ɼCOMA
Ͱ͸গͳ͍࣮ߦεϨου਺ʹ͓͚ΔεϨουϨϕϧͰͷ௨৴͕ଟൃ͢ΔϓϩάϥϜʹ͓͍ͯ΋҆શʹ࣮
ߦՄೳͰ͋Δ͜ͱΛࣔͨ͠ɽϕʔεϥΠϯͷϧʔϓฒྻʢMPI+OMP, Parallel LoopʣʹΑΔ࣮૷ͱͷൺ






࣮ͨ͠૷ʢMPI+OMP, Task (opt)ͱMPI+ABT, Task (opt)ʣͷੑೳΛൺֱ͢ΔɽCOMAͷ৔߹͸ɼOpenMP
ʹΑΔ࣮ߦ͸σουϩοΫΛىͨͨ͜͠ΊɼArgobotsͷΈͷൺֱΛࣔ͢ɽ௨৴࠷దԽΛߦ͏͜ͱͰɼOFP
Ͱ͸ OpenMPͰ 33%ɼArgobotsͰ 32%ੑೳ͕޲্͠ɼಉ༷ʹ COMAͰ΋ Argobots͸ 25%ੑೳ͕޲্
͍ͯ͠ΔɽϕʔεϥΠϯͷϧʔϓฒྻʢMPI+OMP, Parallel LoopʣͱൺֱΛ͢ΔͱɼOFPͰ͸ OpenMP
Ͱ 39%ɼArgobotsͰ 49%޲্͠ɼCOMAͷ ArgobotsͰ͸ 68%ͷੑೳ޲্Λୡ੒ͨ͠ɽSend/Recvͱ















ιʔείʔυ 3.8ɼ3.9 ʹ tasklet ࢦࣔจʹΑΔϥϓϥειϧόͷ࣮૷ྫΛࣔ͢ɽιʔείʔυ 3.8
͸ɼάϩʔόϧϏϡʔʹΑΔσʔλ෼ࢄͱ taskletɼtasklet reflect ࢦࣔจʹΑΔλεΫฒྻ
࣮૷Ͱ͋Δɽ3 ͔Β 5 ߦ໨ͷ templateɼdistribute ٴͼ align ࢦࣔจʹΑΓɼαΠζ XSIZE ×
YSIZE ͷ 2 ࣍ݩ഑ྻ uɼuu ͷ 2 ࣍ݩϒϩοΫ෼ࢄ͕ߦΘΕΔɽ·ͨɼ1 ΠςϨʔγϣϯલͷεςϯγϧ
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ιʔείʔυ 3.8 tasklet reflectࢦࣔจʹΑΔϥϓϥειϧόͷ࣮૷ྫɽ
1 double u[XSIZE][YSIZE], uu[XSIZE][YSIZE];
2 #pragma xmp nodes P(∗, ∗)
3 #pragma xmp template T(0:YSIZE−1, 0:XSIZE−1)
4 #pragma xmp distribute T(block, block) onto P
5 #pragma xmp align [i][j] with T(j, i) :: u, uu
6 #pragma xmp shadow uu[1][1]
7
8 #pragma xmp tasklets
9 for (int k = 0; k < n; k++) {
10 #pragma xmp loop (by, bx) on T(by, bx)
11 for (int bx = 0; bx < XSIZE; bx+=bs)
12 for (int by = 0; by < YSIZE; by+=bs)
13 #pragma xmp tasklet in(u[bx:bs][by:bs]) \
14 out(uu[bx:bs][by:bs]) on T(by, bx)
15 /∗ Calculate begin and end indices of the block from bx and by ∗/
16 for (int x = x begin; x < x end; x++)
17 for (int y = y begin; y < y end; y++)
18 uu[x][y] = u[x][y];
19
20 #pragma xmp tasklet reflect(uu) chunksize(bs, bs)
21
22 #pragma xmp loop (by, bx) on T(by, bx)
23 for (int bx = 0; bx < XSIZE; bx+=bs)
24 for (int by = 0; by < YSIZE; by+=bs)
25 #pragma xmp tasklet in(uu[bx:bs][by:bs], \
26 uu[bx−bs:bs][by:bs], uu[bx+bs:bs][by:bs], \
27 uu[bx:bs][by−bs:bs], uu[bx:bs][by+bs:bs]) \
28 out(u[bx:bs][by:bs]) on T(by, bx)
29 /∗ Calculate begin and end indices of the block from bx and by ∗/
30 for (int x = x begin; x < x end; x++)
31 for (int y = y begin; y < y end; y++)
32 u[x][y] = (uu[x−1][y] + uu[x+1][y] + uu[x][y−1] + uu[x][y+1])/4.0;
33 }
3.6 ධՁ 74
ιʔείʔυ 3.9 putɼput readyઅʹΑΔϥϓϥειϧόͷ࣮૷ྫɽ
1 double u[XSIZE][YSIZE], uu[XSIZE][YSIZE]:[∗];
2 #pragma xmp nodes P(∗)
3
4 #pragma xmp tasklets
5 for (int k = 0; k < n; k++) {
6 for (int bx = 0; bx < XSIZE; bx+=bs)
7 for (int by = 0; by < YSIZE; by+=bs)
8 #pragma xmp tasklet in(u[bx:bs][by:bs]) out(uu[bx:bs][by:bs])
9 /∗ Calculate begin and end indices of the block from bx and by ∗/
10 for (int x = x begin; x < x end; x++)
11 for (int y = y begin; y < y end; y++)
12 uu[x][y] = u[x][y];
13
14 for (int by = 0; by < YSIZE; by+=bs) {
15 #pragma xmp tasklet in(uu[0:bs][by:bs]) put(by)
16 uu[xmax−1][by∗bs:bs]:[upper] = uu[1][by∗bs:bs];
17 #pragma xmp tasklet out(uu[XSIZE/bs−bs:bs][by:bs]) \
18 put ready(uu[XSIZE/bs−bs:bs][by:bs], P(lower), by)
19
20 #pragma xmp tasklet in(uu[XSIZE/bs−bs:bs][by:bs]) put(by + offset)
21 uu[0][by∗bs:bs]:[lower] = uu[xmax−2][by∗bs:bs];
22 #pragma xmp tasklet out(uu[0:bs][by:bs]) \
23 put ready(uu[0:bs][by:bs], P(upper), by + offset)
24 }
25
26 for (int bx = 0; bx < XSIZE; bx+=bs)
27 for (int by = 0; by < YSIZE; by+=bs)
28 #pragma xmp tasklet in(uu[bx:bs][by:bs], \
29 uu[bx−bs:bs][by:bs], uu[bx+bs:bs][by:bs], \
30 uu[bx:bs][by−bs:bs], uu[bx:bs][by+bs:bs]) \
31 out(u[bx:bs][by:bs])
32 /∗ Calculate begin and end indices of the block from bx and by ∗/
33 for (int x = x begin; x < x end; x++)
34 for (int y = y begin; y < y end; y++)
35 u[x][y] = (uu[x−1][y] + uu[x+1][y] + uu[x][y−1] + uu[x][y+1])/4.0;
36 }













ίʔυ 3.8 ͱಉ౳Ͱ͋ΔͨΊઆ໌͸লུ͢Δɽ௨৴͸ 16ɼ21 ߦ໨ͷ coarray/Put Ͱهड़͞Εɼྡ઀ϊʔ
υ upperɼlower ಉ࢜ͰϒϩοΫ୯Ґͷڥքཁૉͷަ׵Λߦ͏ɽ18 ߦ໨ͷ put ready અʹΑΓϊʔυ
lowerʹରͯ͠ uu[0:bs][by:bs]΁ͷ Put͕ՄೳͰ͋Δ͜ͱΛ஌ΒͤɼPut׬ྃ·ͰλεΫ͸อ࣋͞ΕΔɽ






ղͰͷධՁͱಉ༷ʹɼOFP γεςϜͰ͸ 1 ϊʔυ 1 ϓϩηεɼ1 ϓϩηε͋ͨΓͷεϨου਺Λ 64 ͱ
͠࠷େ 32 ϊʔυΛ༻͍ΔɽCOMA γεςϜͰ͸ 1 ϊʔυ 1 ϓϩηεɼ1 ϓϩηε͋ͨΓͷεϨου਺
Λ 16 ͱ͠࠷େ 16 ϊʔυΛ༻͍ͯධՁΛߦ͏ɽੑೳධՁͱͯ͠ FLOPS ஋ɼ࠷େϊʔυ਺Λ༻͍ͨ৔߹
ͷ࣮ߦ࣌ؒͷ಺༁Λࣔ͢ɽϥϓϥειϧόͷ৔߹͸ɼϓϩηε 0ʹ͓͚Δԋࢉʢcopyͱ calcʣɼ௨৴࣌ؒ
ʢcommʣͱεϨουͷΞΠυϧঢ়ଶͷ࣌ؒʢwaitʣͷશεϨουͰͷॲཧຖͷฏۉ஋Λࣔ͢ɽ
ਤ 3.19ɼ3.20 ʹ OFPɼCOMA Ͱͷ Send/Recv ௨৴ʹΑΔϥϓϥειϧόͷੑೳͱɼ࠷େϊʔυ࣮ߦ
࣌ͷ࣮ߦ࣌ؒͷ಺༁Λࣔ͢ɽਤ 3.19(a)ɼ3.20(a)ͷMPI+OpenMPʹΑΔϧʔϓฒྻʢMPI+OMP, Parallel
LoopʣͱλεΫฒྻʢMPI+OMP, TaskʣʹΑΔ࣮૷ͷੑೳΛൺֱ͢ΔͱɼOFP Ͱ͸λεΫฒྻʹΑΓ

















































MPI+OMP,	Parallel	 Loop MPI+OMP,	Task MPI+OMP,	Task	(opt)
(b) 32ϊʔυ࣮ߦ࣌ͷ࣮ߦ࣌ؒͷ಺༁ɽ
ਤ 3.19 Send/Recv௨৴ʹΑΔϥϓϥειϧόͷੑೳධՁʢOakforest-PACSʣɽ





























































































MPI+OMP,	Parallel	 Loop MPI+OMP,	Task MPI+OMP,	Task	(opt)
(b) 32ϊʔυ࣮ߦ࣌ͷ࣮ߦ࣌ؒͷ಺༁ɽ
ਤ 3.21 Put௨৴ʹΑΔϥϓϥειϧόͷੑೳධՁʢOakforest-PACSʣɽ

















































ද 3.3 ϒϩοΫίϨεΩʔ෼ղʹ͓͚Δ֤࣮૷ͷ Delta-SLOCɽ
Serial OMP MPI+OMP XMP
SLOC 318 330 582 338
modified - 0 13 2
added - 12 264 20
deleted - 0 0 0
Total Delta-SLOC - 12 277 22
ͱͷൺֱΛࣔ͢ɽOFPɼCOMAͷ྆γεςϜʹ͓͍ͯ௨৴࠷దԽͷલޙͰੑೳࠩ͸ΈΒΕͳ͔ͬͨɽϥ
ϓϥειϧόͷ 1ΠςϨʔγϣϯ͋ͨΓͷ௨৴͸ϒϩοΫίϨεΩʔ෼ղͱൺֱͯ͠ɼ2࣍ݩۭؒʹ͓͚
Δ্Լࠨӈͷྡ઀ 4 ϊʔυͱͷକྖҬ௨৴ͷΈͱগͳ͍ɽਤ 3.19(b)ɼ3.20(b) ͷ௨৴࣌ؒ comm Λݟͯ
΋ɼશͯͷ࣮૷ʹ͓͍ͯ௨৴࣌ؒʹେ͖ͳࠩ͸ͳ͘ɼϚϧνεϨου࣮ߦʹ͓͍ͯ௨৴ੑೳ͕௿Լ͠ͳ
͔ͬͨ͜ͱ͕ཧ༝ͱͯ͠ڍ͛ΒΕΔɽ
ਤ 3.21ɼ3.22ʹ OFPɼCOMAͰͷ Put௨৴ʹΑΔϥϓϥειϧόͷੑೳͱɼ࠷େϊʔυ࣮ߦ࣌ͷ࣮ߦ
࣌ؒͷ಺༁Λࣔ͢ɽਤ 3.21(a)ɼ3.22(a) ͷ MPI+OpenMP ʹΑΔϧʔϓฒྻʢMPI+OMP, Parallel Loopʣ
ͱλεΫฒྻʢMPI+OMP, TaskʣʹΑΔ࣮૷ͷੑೳΛൺֱ͢ΔͱɼOFP Ͱ͸λεΫฒྻʹΑΓ 14% ੑ
ೳ͕޲্͕ͨ͠ɼCOMA Ͱ͸ 13% ੑೳ͕௿Լͨ͠ɽSend/Recv ௨৴ʹΑΔධՁͱಉ༷ͰɼOFP Ͱ͸ਤ
3.21(b)ΑΓɼεϨουͷΞΠυϧ࣌ؒ wait͕ݮগ͓ͯ͠Γɼϧʔϓฒྻͷશମಉظ͔ΒλεΫฒྻʹΑ
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ද 3.4 ϥϓϥειϧόʹ͓͚Δ֤࣮૷ͷ Delta-SLOCɽ
Serial OMP MPI+OMP XMP
SLOC 119 138 245 146
modified - 0 16 2
added - 19 126 27
deleted - 0 0 0













ͷίʔυߦ਺Λൺֱ͢Δɽൺֱख๏ͱͯ͠ 2.5.4અͷ GTC-Pͷੜ࢈ੑͷධՁͱಉ༷ʹ Delta-SLOCํࣜ
Λ༻͍Δɽද 3.3 ʹϒϩοΫίϨεΩʔ෼ղɼද 3.4 ʹϥϓϥειϧόͷͦΕͧΕͷ࣮૷ͷߦ਺ͱஞ࣍
ϓϩάϥϜ͔Βͷࠩ෼Λࣔ͢ɽද 3.3ʹ͓͚Δ XMP͸ tasklet gmoveࢦࣔจʹΑΔ࣮૷ɼද 3.4Ͱ
͸ tasklet reflectࢦࣔจʹΑΔ࣮૷Λද͢ɽશମͷߦ਺ͱͯ͠ɼ྆ϕϯνϚʔΫͷMPI+OpenMP
࣮૷͸ஞ࣍ϓϩάϥϜͱൺֱͯ͠਺ඦߦҎ্૿Ճ͍ͯ͠Δͷʹରͯ͠ɼXMP ͸ OpenMP ࣮૷ͱ΄΅ಉ
౳ͷߦ਺૿ՃͰ࣮૷ΛՄೳͱ͍ͯ͠Δɽ͜ͷཧ༝ͱͯ͠ɼσʔλ෼ࢄ΍ฒྻ࣮ߦ͕άϩʔόϧϏϡʔͷ
ࢦࣔจͷΈͰ࣮ߦ͕Մೳʹͳͬͨ͜ͱ΍ɼ௨৴ର৅ͷܾఆ΍ιʔείʔυ 3.1 ͷΑ͏ͳ௨৴ͱಉظΛࢦ
ࣔจม׵Ͱ XMP ϥϯλΠϜ͕ٵऩ͍ͯ͠Δ఺͕ڍ͛ΒΕΔɽ·ͨɼϥϓϥειϧόͷ XMP ࣮૷Ͱ͸
tasklet reflect ࢦࣔจʹΑΓɼෆ࿈ଓྖҬͷ௨৴ʹ͓͚ΔσʔλͷύοΩϯά/ΞϯύοΩϯάΛ











։ൃ͕ਐΊΒΕ͍ͯΔɽStarPU[57]͸ɼInstitut National de Recherche en Informatique et en Automatique
ʢINRIAʣͰ։ൃ͕ਐΊΒΕ͍ͯΔ CPU΍ԋࢉՃ଎ػߏΛର৅ʹλεΫฒྻ΍ෛՙ෼ࢄΛهड़Մೳͳϥϯ
λΠϜϥΠϒϥϦͰ͋Δɽهड़ํ๏ͱͯ͠ codeletͱݺ͹ΕΔߏ଄ମΛ࢖༻͠ɼ࣮ ߦؔ਺ɼ࣮ ߦϦιʔε΍
ґଘؔ܎ͳͲΛ༧Ίهड़͠ɼλεΫੜ੒࣌ʹ༻͍Δํ๏ΛͱΔɽ࣮ߦϞσϧ͸ OpenMPಉ༷ʹσʔλґଘ
















UPC++[4]͸ɼUPC++ Specification Working GroupʹΑͬͯఏҊ͞Ε͍ͯΔ C++ϕʔεͷ PGASݴޠ
Ͱ͋ΓɼͦͷػೳͷҰͭͱͯ͠λεΫฒྻ࣮ߦΛఏڙ͍ͯ͠ΔɽUPC++Ͱ͸෼ࢄϝϞϦ؀ڥͰͷλεΫ
ฒྻهड़ͷͨΊʹ event-drivenͱ finish-asyncͷ 2छྨͷϓϩάϥϛϯάϞσϧΛ࠾༻͍ͯ͠Δɽevent-
driven Ϟσϧ͸ Phalanx[60]ɼfinish-async Ϟσϧ͸ X10[7] ͷϓϩάϥϛϯάϞσϧΛ౿ऻ͍ͯ͠Δɽ
event-drivenϞσϧ͸ eventʹΑΓλεΫґଘΛهड़͢ΔɽUPC++͕ఏڙ͢Δ async()ɼasync after()ʹɼ
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ඞཁ͕͋ΔɽλεΫ಺Ͱ࣮ߦ͞ΕΔԋࢉͱ͸ؔ܎ͷͳ͍ eventͷࢦఆ͕ඞཁͱͳΔͨΊɼσʔλґଘͰه
ड़͢ΔఏҊϞσϧͱൺֱ͢Δͱґଘهड़Λ௚ײతʹهड़͢Δ͜ͱ͸೉͍͠ͱߟ͑ΒΕΔɽ
OmpSs[61] ͸ɼBarcelona Supercomputing CenterʢBSCʣ͕ݚڀ։ൃΛਐΊ͍ͯΔڞ༗ϝϞϦ΍σό
Πε޲͚ͷσʔλґଘʹجͮ͘λεΫฒྻϓϩάϥϛϯάϞσϧͰ͋ΔɽOmpSs Ͱ͸σʔλґଘΛ
dependઅͰ͸ͳ͘ inɼoutٴͼ inoutઅͰهड़͢ΔҎ֎͸ɼ3.1.1અͷ OpenMPʹΑΔσʔλґଘ



































ʹՃ͑ɼλεΫ಺Ͱͷ෼ࢄ഑ྻʹର͢Δ௨৴Λهड़Մೳͳ tasklet gmoveɼtasklet reflectࢦ





















Δɽจݙ [65]Ͱ͸ɼยଆ௨৴ࣗମʹ notifyΛ෇͚ɼยଆ௨৴ͱ׬ྃ௨஌Λ 1ճͷ௨৴ͱ͢Δ͜ͱͰ௨৴
ੑೳΛ޲্Λ͍ͤͯ͞Δɽ͜ͷख๏ΛλεΫฒྻʹ͓͚Δยଆ௨৴ʹ΋ಋೖ͢Δ͜ͱͰɼ௨৴ճ਺࡟ݮʹ
ΑΔੑೳ޲্͕ظ଴͞ΕΔɽ















































͏͜ͱ͕ڍ͛ΒΕΔɽOmni XMP CompilerͰ͸ɼ2018೥ 1݄ݱࡏ coarrayͷϥϯλΠϜϥΠϒϥϦͷ࣮
૷ʹMPIΛ༻͍࣮ͨ૷͕௥Ճ͞Ε͓ͯΓɼͦΕΛ༻͍ͨධՁ΍ɼGASPI΍ ComExͳͲͷଞͷ PGAS޲
͚ͷ௨৴ϥΠϒϥϦΛ༻͍࣮ͯ૷͢Δ͜ͱ͕ڍ͛ΒΕΔɽ·ͨɼຊݚڀͰ͸ɼ෼ࢄ഑ྻ͸શͯ੩తʹ֬อ

























ؒͷσόΠεͱͯ͠ Field Programmable Gate ArrayʢFPGAʣ͕஫໨ΛूΊ͍ͯΔɽFPGAʹΑΔฒྻΫ
ϥελͷ։ൃ΋ਐΊΒΕ͓ͯΓɼஜ೾େֶͰ͸ Accelerator in SwitchʢAiSʣ[67]ͱ͍͏ɼ௨৴ػߏΛؚΉ
FPGA্ʹΞϓϦέʔγϣϯಛԽͷԋࢉػߏΛ૊ΈࠐΉίϯηϓτͰ࣍ੈ୅ฒྻΫϥελͷݚڀ։ൃ͕ਐ
ΊΒΕ͍ͯΔɽFPGA ͸ Verilog HDL ʹΑΔϓϩάϥϛϯά͕Ұൠత͕ͩɼΑΓ্ҐͷݴޠΑΓ FPGA
ͷճ࿏Λੜ੒͢ΔߴҐ߹੒ͷٕज़ͷීٴʹΑΓɼۙ೥Ͱ͸ OpenCLͰͷϓϩάϥϛϯά͕Մೳͱͳͬͨɽ
͔͠͠ɼOpenCLͰͷهड़΋؆қͱ͸ݴ͑ͣɼ͞Βʹ OpenMP΍ OpenACCͷࢦࣔจϕʔεͰͷهड़Λ
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