This paper addresses the spiking (or pulsed) neural network model with synaptic time delays at dendrites. This model allows one to change the action potential generation time more precisely with the same input activity pattern. The action potential time control principle proposed previously by several researchers has been implemented in the model considered. In the neuron model the required excitatory and inhibitory presynaptic potentials are formed by weight coefficients with synaptic delays. Various neural network architectures with a long-term plasticity model are investigated. The applicability of the spike-timing-dependent plasticity based learning rule (STDP) to a neuron model with synaptic delays is considered for a more accurate positioning of action potential time. Several learning protocols with a reinforcement signal and induced activity using varieties of functions of weight change (bipolar STDP and Ricker wavelet) are used. Modeling of a single-layer neural network with the reinforcement signal modulating the weight change function amplitude has shown a limited range of available output activity. This limitation can be bypassed using the induced activity of the output neuron layer during learning. This modification of the learning protocol allows reproducing more complex output activity, including for multiple layered networks. The ability to construct desired activity on the network output on the basis of a multichannel input activity pattern was tested on single and multiple layered networks. Induced activity during learning for networks with feedback connections allows one to synchronize multichannel input spike trains with required network output. The application of the weight change function leads to association of input and output activity by the network. When the induced activity is turned off, this association, configuration on the required output, remains. Increasing the number of layers and reducing feedback connection leads to weakening of this effect, so that additional mechanisms are required to synchronize the whole network. RUSSIAN JOURNAL OF NONLINEAR DYNAMICS, 2019, 15(3), 365-380 366 A. S. Migalev, P. M. Gotovtsev
Introduction
Models of spiking neural networks with synaptic plasticity based learning make it possible to implement sufficiently detailed models of learning and adaptation on a real time basis, thus allowing physical modeling on robots of different designs. Robotics in its turn is becoming increasingly a tool of research [1] . For example, R. Brooks [2, 3] uses anthropomorphic robots as a tool for investigating the behavior and social interaction, and the research team led by H. Ishiguro [4] employs them to explore the formation and development of complex behavior during social interaction. In [5, 6] , anthropomorphic robots are applied to study models of the motor nervous system. For modeling of the motor control, development of the neural network basis of construction and regulation of the robot's motions E. D'Angelo uses biophysical models of neurons and synaptic plasticity [7, 8] . Based on the developed lizard robot, A. J. Ijspeert investigates neural network mechanisms of switching motor commands and control of rhythmical motions of muscles during walking and swimming using the spinal cord model [9] .
The application of robotic complexes and mobile robots as research tools requires modeling of real-time neural networks, so as to make it possible to influence the environment of the robot and to observe the consequences or the result of one's actions. The possibility of optimizing calculations is an important criterion in choosing a model of the neural network to be realized. Since the computational resources of a mobile robot are limited, encoding of information by a neuron population, with changes in the probability of spike (pulse) generation for such a modeling, is redundant. One of the possibilities of reducing the number of neurons without loss of the ability to reproduce the necessary activity is to enhance the accuracy of generation of an action potential by a neuron. The accuracy with which a spike arrives in a time interval of about 10 μs will make it possible to reproduce and analyze, for example, audio signals with a sample rate of 44.1 kHz [10] . A continuous audio signal can be transformed into a spike train using well-known algorithms [11] , and audio signals can be encoded with a rate that exceeds considerably the rate of generation of an action potential by a neuron. Pulses can be reproduced or decoded into a continuous signal, for example, by calculating the pulse response of the filter and its convolution with the generated spike train neural network [12] . Details of this method and biological prerequisites for its application are described in [13, 14] . The accuracy of the frequency and periodicity of activity is important, for example, for flight control in a neural network that controls the wing muscles of a dragonfly when pursuing a prey [15] .
Consider the possibilities of exact positioning of the action potential pulse by a neuron in a short time interval between input presynaptic spikes. If the model of an excitatory postsynaptic potential (EPSP) and an inhibitory postsynaptic potential (IPSP) is represented as an α -function (α(t) = a t exp(1 − t/b)) or, in a more simplified form, as a saw-tooth function, then the generation of a postsynaptic spike at a given instant of time, for example, by a LIF (leaky integrate-and-fire) type model, requires the arrival of a presynaptic spike. When the α-function is used, the range of change of time of the action potential depends on the inclination of increase of the function. W. Maas [16] suggested using this property, namely, introducing, in addition to weight coefficients separately for each synapse, a variable that defines the inclination and the speed of increase of the α-function. A different method is proposed in [17] , where the authors suggest creating an additional feedback of each neuron, which would adjust the time of generation of the action potential. It is well known from the results of biological experiments that, for example, the active dendrites of pyramidal cells are equivalent in function to the two-layer model of artificial neural network [18] . This makes it possible to achieve a correlated activity of the neuron with inputs. Similar results were obtained for models of passive dendrites [19] . Remote
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synapses of hippocampal neurons lead to a longer, time-stretched EPSP [20] . Having compared these facts, we attempted to modify the method proposed by W. Maas [16] for representing the α-function itself as subjected to modification, based on the requirements of the neuron, its response to reinforcement signals and other modulating actions which can exist during formation of complex behavior, as described in the work of O. Yu. Sinyavskii using an agent's model [21] . In our work we have attempted to combine these results within the framework of the model of a neuron with synaptic time delays.
Description of the model and of the means of modeling
In this paper, the spike response (SRM) model [22] was used for neuron modeling, since this model offers the possibility of optimization in the case of event-driven simulation. This model is a generalization of the leaky integrate-and-fire model. The change in the membrane potential u i (t) of neuron i in the SRM model is defined by the following equation:
where u i (t) is the membrane potential of the ith (postsynaptic) neuron; w i,j is the weight coefficient of the synapse between neurons j (presynaptic neuron D) and i (postsynaptic neuron A); t j,p D are the time instants of spikes at the synapse of neuron i from the presynaptic j neuron (D); P D is the length of the spike train (of neurons D); N D is the number of presynaptic neurons; η(t) is the function of change of the membrane potential after generation of the action potential; ε i,j (t 1 , t 2 ) is the function of change of the membrane potential on the arrival of the presynaptic spike at time t 2 = t − t j,p D depending on the time interval up to the last action potential generated by the postsynaptic neuron i: t 1 = t−t i . Having calculated the values of the functions ε i,j (t 1 , t 2 ) and η(t) on some time interval, one can considerably decrease the amount of computation required for modeling. In the neuron model, an action potential is generated if the membrane potential u i (t) is equal to or exceeds the threshold value ν. The time of its generation is equal to t i,p A . The array of values t i,p A , p A ∈ [1, P A ] corresponds exactly to the time instants of spikes of postsynaptic (A) neurons. The condition of generation of an action potential is written as t = t i,p A : u i (t) ν [22] . In the definition of SRM (2.1) presented above the functions η(t) and ε i,j (t 1 , t 2 ) depend on the time of the last spike of neuron i:t i (the last spike of the postsynaptic neuron). In order to take earlier spikes into account, especially at a high spike generation rate, the summation of these functions over the number of spikes generated by the postsynaptic neuron P A was added to Eq. (2.1). In the changed model, the valuet i was replaced with an array of time instants of generation of the action potential t i,p A :
2)
P A is the length of the spike train of the postsynaptic neuron (A) or the spike train of neuron i. It is important to note that the values of N D , P D and P A will differ most likely for each neuron. The number of presynaptic neurons, N D , depends on the chosen network architecture, and the values of P D and P A depend additionally on the time of modeling t. However, to avoid going too much into detail, we will denote them as constants.
For further optimization of calculations, Eq. (2.2) was changed. Refractoriness and the function η(t) were replaced with restriction of the maximal rate of generation of the action potential, f max , an invariable period of indispensable passivity of the cell. This made it possible to divide the time series into periods with duration f −1 max , resulting in a significant optimization of modeling and representation of the spike train for transmission. The activity in one such period for one cell characterizes one number that determines the time of a single spike or its absence. After expiration of this period, the condition for exceeding the threshold of the membrane potential for the cell is checked with a simulation sample rate of 44.1 kHz (This rate was chosen so that acoustic waves could later be processed using the neural network model).
The model of the neuron we use here includes synapses with different values of time delay. The existence of several synapses between two neurons with different delay times, the propagation of EPSP and IPSP, provides more tools for a neuron to change the sequence of generated spikes by controlling the time of individual spikes. As in [23] , we change the EPSP function, the 
where f D is the sample rate. The quantity I Δ is the maximal value of delay in seconds, and M is the number of discrete time steps, corresponding to the maximal delay. Instead of one synapse with an EPSP α(t) we use an array of synapses, with EPSP functions possessing different delays in the interval [0, I Δ ] on the arrival of an action potential. In addition, they can have different duration. If the synaptic weights are ranked so that the delay in them increases or decreases with a step identical to the sampling period (Δ t ), then we can replace the α-function by δ with a corresponding change in the weights:
The values of the weight coefficients on the left-hand side of the equation ofw h,m , a twodimensional array of values, have been replaced by new weight coefficients, a one-dimensional array of w m . In this equation we use discrete time steps, k. On the left-hand side of the equation the values of delay,m, and maximal delay,M , are purposely distinguished from the corresponding symbols on the right-hand side, m and M . The function α(k,m, h) has a finite duration, and in order for α(k,M , h) to be filled in time with the maximal value of delayM , the value of M must be greater than that ofM . In Eq. (2.3), by replacing the sum of α-functions with different delay and duration values by the sum of δ-functions we only transform the superposition of the α-functions into a discrete array, which we can call a new EPSP function or simply a PSP function (function of a postsynaptic potential), but now not for several synapses, but only for one. The type of this new function is defined by an array of new weight coefficients w m .
As a result, the SRM model (2.2) has been changed to the following model:
In this equation, w i,j,m are weight coefficients between neurons i (postsynaptic neuron) and j (presynaptic neuron) with time delay m from the arrival of an action potential at the synapse.
Of course, it is reasonable to form a PSP function in the form of a spline with parameters for reduction of memory resources, however, for the purposes of the experiment we have deliberately used some redundancy both in the accuracy and in the duration of delays. The delay step is equal to the sample rate of the model, and the maximal delay reaches 5 ms. At a sample rate of 44.1 kHz, 2205 values of weight coefficients correspond to one synapse. The activity is regulated using the mechanism of reducing the threshold, υ, if there is no activity at the output for a long time.
Next, it was necessary to decide how such a neural network model should be trained. Recently a high accuracy of training is demonstrated in applying learning rules based on spiketiming-dependent plasticity (STDP)) [24, 25] . This form of plasticity finds application for different architectures of multilayer neural networks with different strategies of local changes in weights [26] [27] [28] . The dynamics of changes in weights, the learning strategy depends also on the form of STDP, which is modulated by different signals [29] . For example, according to [30] , dopamine is capable of replacing long-term inhibition by excitation in hippocampus neurons. Signals of the dopamine system are also regarded as a trigger of changes in weights by the STDP rule in the realization of cumulative statistics of pre-and postsynaptic spikes at the synapse of the neuron. This model was presented in the work of E. M. Izhikevich [31] and developed as a neo-Hebbian learning model in more recent work [32] . The results of biological experiments show how diverse the shapes of STDP and their dependences on modulating actions are. For one neural network they can depend on the stage of development and formation of the nervous system of the animal [33] . Along with numerous variations of the slowly developing form of STDP plasticity, which manifests itself in neurons after multiple presentations of pairs of preand postsynaptic spikes in the course of some minutes, more rapidly developing forms are observed. In them, STDP develops in neurons already after 5-10 presentations of pairs of pre-and postsynaptic spikes [34] .
This evidence indicates universality of this mechanism of plasticity and changes in the synaptic weights for different neural network architectures. Therefore, in our model we consider synaptic weights in a neuron with time delays as a substrate of different rules of changing weights with different modulating signals.
When a spike (or action potential) is generated by neuron i at time instants t i,p A , all spikes generated by a presynaptic neuron j (denoted as time instants of spikes that have arrived at the synapse of neuron j with i: t j,p D ) before the time of generation in the interval I Δ lead to changes in the weight coefficients as follows:
where s P (t) is the reinforcement signal modulating the amplitude of the training function μ(t), and γ is the learning speed. In other words, Eq. (2.5) describes the algorithm of changing the weights during each generation of an action potential by the postsynaptic neuron i. When changing the weights one takes into account the time instants of spikes that have arrived at the synapse from neuron j no later than at time t − I Δ .
The signal of dopamine regulation in the nervous system requires a certain specificity and architecture of the neural network, which functions in the process of learning as a tool of model construction and prediction, and dopamine serves as a signal of confirmation of the model, as discussed in [35] . Since our neural network model has no such specificity, it uses a reinforcement signal in the form of some abstract signal which regulates the learning.
The main mechanism used by us in training is the search for values of weight coefficients which would lead to the generation of an action potential by a neuron at the required time. If one considers the value of the membrane potential, then at this time it must cross the threshold value v. A neuron which has some set of input presynaptic spikes in the interval I Δ must adjust for this an array of weight coefficients to obtain necessary postsynaptic potentials. These changes in the weight coefficients and the formation of postsynaptic potentials take place using one template of different amplitudes -the training functions μ(t). The change in the amplitude of this function is determined by the reinforcement signal s P (t), which can take positive and negative values. The learning speed γ is a constant that is chosen empirically from the modeling conditions or network architecture, which is invariable in the proces of learning. In this paper, two types of training functions μ(t) are used:
• a bipolar function of synaptic plasticity STDP: μ SP1 (t) = (−t/σ) exp(1 − |t/σ|);
• a Ricker wavelet or a "Mexican hat": μ R (t) = (−t 2 /σ 2 ) exp(1 − t 2 /(2σ 2 ) ).
As a result of transformation of the weights of single synapses with an individual delay value into an array of weight with a linearly variable delay, the function μ(t) is different for single synapses with an EPSP/IPSP function α(t) and for a linear array of weights without α(t), with a "direct" influence on the membrane potential u PP (t) with changing weights. To estimate these differences, we write the function of a postsynaptic potential u PP (t) on the arrival of a presynaptic spike at time t 1 as follows:
at the instant of a discrete change in weights we can make the change of variables
where w 0 (t) are the initial values of synaptic weights with delay t. Under the initial modeling conditions, w 0 (t) = 0 and the reinforcement signal is s P = 1. In the modeling interval of interest, s P (t) can be taken to be constant. Then we need to find out how the postsynaptic potential u PP (t) changes during learning and whether we can replace the expression x μ(t − t 1 )α(t + x)dx ≈ x a 1 μ(x − t 1 − a 2 )dx, where a 1 and a 2 are the parameters. The graphs of the value of the integral x μ(t − t 1 )α(t + x)dx for the Ricker wavelet μ R (t) and the STDP function μ SP1 (t) are shown in Fig. 1 . In the same graphs, the initial functions μ R (t) and μ SP1 (t) are constructed. These functions differ in changes of amplitude and are offset in time. Without significantly changing the algorithm of changing the weights, we can reduce the function u PP (t) (a 1 = 1, a 1 = 0) to u PP (t) ≈ x w 0 (t − t 1 ) + s P μ(x − t 1 ). These results hold only for a neuron without branching of dendrites and with delays at synapses situated in the interval sequentially and linearly. If dendrites have more complex structure, the form of the function u PP (t) can undergo additional changes.
The reinforcement signal s P (t) in the model depends on the error, which is calculated as follows: 
Modeling
This paper considers two types of changes in synaptic weights. In one case, the reinforcement signal changes the form of the function μ(t), while in the other case induced activity along with the use of a given form of the function μ(t) is imposed on the output neurons of the network.
Learning with a reinforcement signal
The learning neural network is a layer of 50 neurons connected with five inputs. The input signal of the network constitutes regular pulses with a frequency of 22.2 Hz, which are fired to the network along five channels sequentially with a duration of 40 ms (the total duration is 200 ms). The frequency 22.2 Hz has been chosen so that one or two input spikes will arrive at any time in the 5 ms interval (at the input of the neuron) between the maximal and the minimal synaptic delays, i.e., these spikes will be within the limits of this interval. The required output signal is identical to the input signal, but is offset in time by 4.5 ms to allow for the delay in signal passage through the network. In accordance with equations (2.5) and (2.8), the error, the reinforcement signal s P (t) and new values of weight coefficients were calculated at intervals of 200 ms. For learning, two training functions, μ R (t) and μ SP (t), were applied. The values of the weight of each synapse were subjected to normalization -restriction of the minimal and maximal values and the sum of moduli of weights M m=0 |w i,j,m | = C between two neurons. The value of C was selected empirically.
Under identical conditions a change in the training function changes the pattern of activity of the network. The graphs in Fig. 2 show the learning process -changes in the correlation coefficient between the recorded and the reference correlation, the required output spike train for the training function μ R (t) and μ SP1 (t). We can see advantages in this numerical experiment of application of the function μ R (t), however, one can achieve high indices of training accuracy only for one input spike train out of five. As the number of inputs increases, the accuracy of training decreases dramatically, particularly for μ SP1 (t). The graphs for three inputs clearly demonstrate different learning dynamics for the first input. This is due to the presence of periods when spike trains arrive in the network from 4 and 5 channels, which are not taken into account in calculating the error and the reinforcement signal. As the number of inputs for training increases to five out of five, this effect disappears completely. The graph in Fig. 3 shows a fragment of a spike train in the process of training for the function μ P (t) and three inputs. One can observe how the reinforcement signal, acting simultaneously on the whole network, leads to changes in the whole layer. As the number of channels increases, the diversity of reproducible regular spikes increases. Also, the formation of groups of synchronized neurons or polysynchronized neurons [36] with inputs depends on the form of the training function.
The training algorithm used allows one to train the neural network for output spike trains with limited complexity. Using only the modulation of the amplitude of the function of weight change with a long interval of adjustment of values of s P (t) or with a low updating rate, it becomes impossible for this neural network model to learn complicated output spike trains or activity patterns. Using only the tool of modeling of the amplitude of the function of weight change for this neural network model, it becomes impossible to choose a predetermined output spike train with specific frequencies and delays between the action potentials of individual neurons in the network from the whole range of all possible activity patterns of the neural network leading to a decrease in error, since the learning does not converge and the synaptic weights undergo constant fundamental changes.
The use of induced activity
One of the possibilities of optimizing the training algorithm is to impose induced activity on output neurons. Using small periods in which the activity of the output layer of the network will be under external control, we can synchronize the network with the input spike train. This will enable the network to learn complicated spike trains and activity patterns. During modeling in periods of induced activity the reinforcement signal was equal to the maximal value (unity), and at all other times it was equal to zero. The duration of five input patterns was identical to that of the previous experiment (40 ms). The period of induced activity lasted 200 ms followed by a period of 200 ms without changes in the weights. The weights changed for the whole network consisting of 10 neurons, and induced activity was applied only for five output neurons. Different modifications of the functions μ(t) (Fig. 4) were used to investigate the influence of the form of the function μ(t) on training.
For this network, in addition to the normalization of minimal and maximal values of synaptic weights and instead of restriction of the sum of moduli of weights M m=0 |w i,j,m | = C, a different, more efficient mechanism of suppression of undesirable high-frequency activity was used. When the size of the network grows, it manifests itself more actively. The values of weights in the model are adjusted every 200 ms on the basis of changes accumulated for the last 200 ms in accordance with the following rule:
where r Ni (t) is the variable regulating the activity of neuron i, and b N , a N are the parameters: a N = 0.1, b N = 1950. In addition, at each instant of generation of a postsynaptic spike, except for the induced spike, the synaptic weights change during the following adjustment of weights: where r N max and c N are the parameters: r N max = 500, c N = 50. The training for iterations of a regular 5-channel spike train using the training protocol from the previous section presents no difficulty for this single-layer network. At the input there can be an even more complex signal, for example, a periodic 45-channel spike train with uniform time distribution between spikes ( Fig. 5 ). The graphs demonstrate the evolution of the correlation coefficient r between the recorded inputs and the required spike trains for different functions of change of weights, μ(t). A random 45-channel periodic spike train and a regular 5-channel spike train were sent, together or separately, to the input of the network. For all training functions, the required output is first observed to be reached fast, and then one can observe a decrease in accuracy, which is particularly manifest in the presence of a random spike train at the inputs. The initial values of weights are equal to zero, and such a fast growth synchronizes the network with the required output. As the weights change further, the normalization rules do not allow one to selectively return the synaptic weights to earlier, more exact values. As can be seen from the data obtained, some functions μ(t) are more stable with respect to such a decrease in accuracy. The best results have been obtained for the STDP function with a decreased amplitude of negative values (Fig. 5d , μ SP1P (t), and Fig. 4e ). The input that is the most complicated for training includes random spike trains (line 3, Fig. 5 ). At the input there are no inputs that could be used for generation of the required output spike trains. The decrease in the number of such inputs leads to a gradual decrease in accuracy, and vice versa, 45 inputs, for example, using the function μ R (t) (Fig. 4a ), make it possible to form visually observable contours of the output. A fragment of a spike train for the instant and the graph shown by an arrow in Fig. 5a are presented in Fig. 6 . This fragment shows the process of training of the network.
In the single-layer network, the neuron model "uses" during training only a temporary window equal to the maximal delay at synapses I Δ (in this paper, it is equal to 5 ms). For this reason, for a complex input spike train where one should compare the time instants of spikes longer than this delay, a multilayer network architecture is necessary.
Multilayer networks
To increase the diversity of trainable spike trains and activity patterns, we applied the same training algorithm to a three-layer network consisting of 150 neurons, Fig. 7b . The weight normalization algorithm was also identical to that used in Section 3.2. The form of graphs of evolution of the accuracy of learning for different functions of weight change μ(t) the results of modeling of the three-layer network did not differ qualitatively from those obtained for the single-layer network. Therefore, we consider the results only for the function with the best results of training μ R (t) (of the Ricker wavelet) shown in Fig. 8 .
One can see how the learning dynamics has changed as compared to the single-layer network (Fig. 5 ). The types of input spike trains and the required output spike trains are identical to those of the single-layer network.
The volume of the network has been increased by a factor of 15, resulting in a longer learning. The attainable accuracy, the correlation coefficient r, decreases as well. In the presence of 45 random spike trains at the input, the same effect of decrease in accuracy is observed, but it is stretched in time. Feedbacks with other layers make it possible to obtain required output spike trains on the neurons of each layer without a significant decrease in attainable accuracy. In the presence of 45 random spike trains at the input, the learning dynamics on three layers does not differ greatly, but if we change the network architecture to one consisting of five layers, as shown in Fig. 7c , and perform the same series of modeling with the same input actions ( Fig. 9) , then, when sending a 45-channel random spike train, we will be able to see how the attainable accuracy of training decreases on each subsequent layer. For example, already on the fourth layer it is impossible to reproduce even a simple five-channel regular spike train. As the number of layers that are not connected with the input increases, one can observe a decrease in the diversity of activity, which could be associated with the induced activity. Nevertheless, these results confirm the possibility of associating during training the outputs of the network with input activity, with projection through one layer of the network. 
Conclusion
The results obtained show the possibility of training a neural network with synaptic delays to reproduce required spike trains. Using a function of weight change selected for each problem, the network can also be trained to operate as a classifier on the basis of a single-layer or multilayer network. An important result obtained in modeling is the possibility of associating (indirectly, through intermediary neurons by synchronization or polychronization) the induced activity at the output of the network with a random spike train at the input. This offers an opportunity to control and tune networks different in architecture in accordance with the required output. This association weakens fast as the the volume and the layers of the network increase, primarily due to the fact that the chosen algorithm of activity normalization often suppresses our training algorithm. However, such an approach opens up wide opportunities for optimization and a multifaceted interaction between neuron models, which will lead to a more pronounced synchronization of the activity of the network's neurons.
The redundant volume of synaptic weights with time delays has allowed us to qualitatively estimate the type and the relation of synaptic weights after training. It is quite possible to approximate the recorded synaptic weights without loss of function by several values using a linear function or a spline. In the future we intend to check this assumption in model experiments.
It is the principle of training the network that is of importance and constitutes the novelty of the results obtained. The neuron model used in training controls the time of spike generation rather than the general average activity -changes in the average frequency of generated spikes and unaveraged activity of population. This opens up an opportunity to apply such a model of the network and training to control fast processes where the time instants of individual spikes are critical. This involves a spectrum of problems such as analysis of data from sensors, cameras, recognition and reproduction of sound, and real-time control of actuators in robotic applications. The novelty of the model is the method of representing an array of weight coefficients with different synaptic delays in the form of an arbitrary function, a substrate for formation of different activity templates. The results obtained show that the training of the network is possible when the PSP function is changed using a modification of the STDP rule. The confirmation of the ability of the network to learn opens up for different architectures wide possibilities of further development and improvement of training such a type of neural network models with time synaptic delays and the search for an optimal algorithm of formation of the PSP function.
