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A Natural-language-based Visual Query Approach
of Uncertain Human Trajectories
Zhaosong Huang, Ye Zhao, Wei Chen, Shengjie Gao, Kejie Yu, Weixia Xu, Mingjie Tang, Minfeng Zhu, and Mingliang Xu
Fig. 1. (a) The query condition specification view. (b) The relevance tree with the spatial keyword ‘tourist attractions’. (c) The drop-down
menu for changing the type of the input keyword. (d) The semantics view shows that the major region functional topic is ‘residential
related’. (e) The map view shows that the queried trajectories are mainly distributed in the northwest (named ‘Jiangxin island’), the
middle, and the east (named ‘Wuhua building’) of the city. (f) Most trajectories land the island from its east through ferry. (g) The region
functional topics. (h) The rendering parameter widget. (i) The temporal graph view. (j) The detail result view of the queried trajectories.
(k) Detail study of urban areas.
Abstract—Visual querying is essential for interactively exploring massive trajectory data. However, the data uncertainty imposes
profound challenges to fulfill advanced analytics requirements. On the one hand, many underlying data does not contain accurate
geographic coordinates, e.g., positions of a mobile phone only refer to the regions (i.e., mobile cell stations) in which it resides, instead
of accurate GPS coordinates. On the other hand, domain experts and general users prefer a natural way, such as using a natural
language sentence, to access and analyze massive movement data. In this paper, we propose a visual analytics approach that can
extract spatial-temporal constraints from a textual sentence and support an effective query method over uncertain mobile trajectory
data. It is built up on encoding massive, spatially uncertain trajectories by the semantic information of the POIs and regions covered by
them, and then storing the trajectory documents in text database with an effective indexing scheme. The visual interface facilitates
query condition specification, situation-aware visualization, and semantic exploration of large trajectory data. Usage scenarios on
real-world human mobility datasets demonstrate the effectiveness of our approach.
Index Terms—Natural-language-based Visual Query, Spatial Uncertaity, Trajectory Exploration.
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A common task in analyzing massive trajectory data is to query the
trajectories with given spatiotemporal conditions. This has been proven
useful to improve people’s life quality [49], urban planning [72], and
real-time monitoring [47, 67, 74]. A crucial problem in this process
is to help data analysts express their query requirements intuitively
and effectively, where interactive visual interfaces [16, 80] can play an
important role. However, specifying complex conditions in spatial and
temporal dimensions is neither natural nor intuitive for domain users
and practitioners, which can easily hinder their intention of utilizing
the systems.
Using natural language input is undoubtedly a preferred way to
express query conditions, where analyzers can naturally use location
names (e.g., Golden Gate Bridge), functional categories (e.g., education
areas, residential areas), and time descriptions (e.g., morning) to
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Fig. 2. Illustration of the spatial uncertainty of a mobile phone trajectory.
filter massive trajectories. The “textualization-and-query” scheme
has been applied by querying geospatial data after externalizing
locations with contextual geo-information (a.k.a., textualization). The
annotated trajectory data provides knowledge-based context [65] which
dramatically enriches the raw data [2, 32, 58, 72]. This scheme is used
in several visual analytics systems for studying taxi trajectories [1, 17]
and human mobility patterns [75]. Most existing methods assume
that the trajectories contain accurate geo-locations. However, many
real-world trajectory datasets incorporate spatial uncertainty due to (1)
the inaccuracy and measurement error of sensors [27]. GPS samples
can divert from real positions while some samples along a trajectory
may be missing; and (2) the location privacy protection [21]. Data
providers may hide an accurate point of longitude and latitude with a
spatial unit (e.g., street, region) it resides. Figure 2 illustrates human
trajectories sampled by mobile phones, where each data point only tells
us the base station that the phone is connected to. The dashed line
denotes a real human trace which is not achievable, while the solid
line links the stations to form a trajectory that approximates the real
trace. The spatially uncertain trajectories have been proved essential
in many application scenarios [4] such as identification of commute
patterns [67, 80], analyzing people’s activities [14, 36], and spatial
planning [44]. Similar to certain trajectories, the analytical goal is to
quickly retrieve the trajectories based on spatiotemporal conditions
and then discover patterns from the query results. However, spatially
uncertain trajectories make it hard to access the data by specifying
accurate locations. Therefore, querying them by a descriptive sentence
such as “trajectories passing a school” becomes necessary and useful for
analyzers. Existing textualization and query methods are not directly
applicable since the sampling locations are not mapped to a fixed street
name or POI (Point of Interest, which is a specific point location, e.g.,
hotel.), which motivates us to develop new approach that integrates
natural language based query with uncertain trajectory data.
In this paper, we develop a new visual analytics system to fill the
gap, which enables users to query spatially uncertain human trajectories
with natural language sentences. For example, an urban planner can
specify: ‘Query human trajectories passed through tourist attractions
in the morning’ for discovering mobility patterns of tourists and
improving public services. The system further provides a set of visual
representations to help users easily study the returned trajectories. Our
approach integrates high-level descriptive languages of locations and
time. A trajectory query engine is developed to address two major
challenges: the spatial uncertainty and inaccurate descriptive language.
In this paper, we use the mobile phone trajectory data to describe our
work, which can also be extended to handle other types of uncertain
human trajectories (Sec. 6).
First, we understand and extract the conditions from a natural
language query sentence. The spatiotemporal constraints are not given
accurately. A location name often includes entry error [27] and have
vague meanings. For example, ‘school, college, campus, and university’
may all be linked to one given word ‘school’. We address the challenge
by hiring a natural language lexical analyzer to split and encode spatial
and temporal expressions, and then developing a query condition
specification tool to visually identify and refine relevant words, where
a word embedding model is trained to discover word relevance.
Second, we query trajectories by the extracted conditions. First,
the city space is subdivided by small possible spatial regions (PSR)
to accommodate inaccurate sample points. Second, the trajectories
are converted to documents containing POI information in the regions
and then stored in a database with a special indexing scheme. Third,
top-K POIs matching the input conditions are found by a probabilistic
retrieval algorithm (Okapi BM25 [59]), which is further enhanced by
utilizing the functional topics of regional POIs discovered by Latent
Dirichlet Allocation (LDA [10]) topic modeling. Eventually, the top-K
POIs are used to extract relevant trajectories in the database.
Furthermore, once a group of trajectories is acquired, we further rank
them by a relevance score computed for each trajectory. We present an
ordered list of the results which helps users efficiently investigate the
trajectories that meet their criteria.
A visual analytics system is built up with (1) a query condition
specification view to specify a query and visually adjust query
conditions. (2) A map view to visualize trajectories within geo-context;
and (3) a set of visualizations including a temporal graph view, a
semantics view, and a detail result view for examining the query results.
Our contributions are summarized as follows:
• An efficient query engine of spatially uncertain human trajectories
which is built upon natural language queries and textualization of the
trajectories.
• A multi-faceted visual interface designed for interactively specifying
semantic query conditions and investigating retrieved uncertain
trajectories.
• Two real-world usage scenarios based on massive smartphone based
human trajectories that demonstrate the usefulness of our approach.
2 RELATED WORK
The goal of visual query is to retrieve and study trajectories by
addressing the challenges of the large data volume and the diversity
of query tasks [31, 50]. Here we introduce relevant literature on
query conditions, trajectory data queries, and semantic-based visual
exploration of spatial trajectory data.
2.1 Query Condition Specification
Retrieving trajectories via programming languages [78] is widely used
in data analysis systems designed for programmers instead of casual
users. Recently, visual query technology has been proven to be useful
in helping users express their query requirements, such as defining
spatial constraints on map [66, 80], specifying Origin-Destination
(OD) query [26], and performing road navigation [46]. Visual query
systems also allow users to modify their query input by well-designed
interactions. For example, VAUD [16] helps users interactively
construct and optimize data query conditions. VESPa [30] employs
a sketch-based interface for users to express, check, and refine
hypotheses.
However, for complex data query tasks, users often need to conduct
cumbersome interactions to refine the conditions which are neither
natural nor intuitive. Using natural language in visual queries
has been shown as a natural way for user interaction. Alvares et
al. [2] propose a generic model to enrich trajectories with semantic
geographical information and support semantic queries and analysis.
SemanticTraj [1] fuses GPS sampling points of trajectories with their
street and POI semantics and enables querying via textual input of
street/POI names. However, the work does not support users to specify
a fuzzy yet more natural query sentence (e.g., ‘Query trajectories of
students’). Our approach overcomes this problem by extracting query
constraints from natural language sentences and supporting visual
condition inspection and optimization.
2.2 Efficient Trajectory Queries
Spatial indexing is widely used for trajectory data management and
supporting effective trajectory retrieval. Feng et al. [25] summarize
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seven kinds of queries, which mainly focuses on two categories [77]:
Range queries and K-Nearest-Neighborhoods (KNN) queries.
Range queries refer to filtering the trajectories falling into a spatial
region. The tree-based index [31] is one of the most popular indexing
methods to support it. Mokbel and Chen et al. [13, 52] review and
evaluate the performance of existing spatial-temporal access methods.
The space-time cube (STC) [35] enables fast indexing and access by
dividing the space-time space into uniformly sampled grids. Extended
variants of the STC (e.g., Nanocubes [43]) are widely employed
for supporting multivariate spatial-temporal data exploration [40, 53],
aggregation [3, 11], and interactive analysis [6, 8, 39]. KNN-based
queries refer to retrieving top K trajectories which have the minimum
distance to given locations. R-tree [20, 29], KD-Tree [20, 29] and
their extensions (e.g., [54, 56, 61, 79]) are widely used to improve
the performance of KNN-based queries. SETI [12] indexes spatial
and temporal dimensions separately by a two-level index structure.
TrajStore [19] divides trajectories into subtrajectories and stores them
geographically and temporally near each other in the same disk block.
While necessary, the above indexing schemas focus on accessing data
in spatial-temporal dimensions. In this paper, our query engine is built
upon an efficient documentation-indexing scheme for the fast query of
uncertain trajectories through a simple text-based input.
2.3 Semantic Visual Exploration of Trajectories
There are a large number of studies on visual analysis of trajectory data.
We refer the readers to recent literature surveys for more details [6,15].
Existing works mainly focus on displaying spatial-temporal information
of trajectories on a map and visual charts. However, human mobility
data [64] are massive and have complex semantics. Understanding
the semantics which contain enriched knowledge (e.g., behaviors of
moving objects.) has been an important research task. A survey [55]
summarizes the semantic enrichment, knowledge extraction, and
mobility analysis approaches for the trajectory data. Many approaches
use data fusing techniques to supplement trajectories from multiple
domain data [62]. The POI data is often used to discover different
and temporally changing functions of urban regions [37, 72] which can
further enrich the trajectory data. Similarly, Zeng et al. [75] characterize
population movement by the subway transportation data and related
POIs for individual behavior investigation. Moreover, by reformulating
trajectories into an appropriate semantic form [17], the LDA topic
models are utilized to extract implicit themes and visualize them.
To depict the spatiotemporal attributes of the trajectories, the
geographical context information is incorporated into the trajectory
visualization. For instance, a node-link graph [33] is constructed and
employed to study relations among different regions. The trajectory
flow from OD movement data is encoded with a spatiotemporal
abstraction to reveal patterns and trends of mass mobility [5].
Andrienko et al. [7] use a state transition graph to display the
mobility behaviors where each state represents a semantic category
of location (e.g., shop). Other representative works are dedicated to
the exploration of stop points [14, 69, 71, 73], trajectory lines [45, 70],
and regions [41, 74]. Most of these works focus on trajectories
with accurate geo-location. Our approach instead seeks to represent
and visualize semantics from spatially uncertain trajectory data.
The intention is that we should allow users to intuitively use the
geographical semantics and to achieve an iterative trajectory data
exploration process.
3 NATIONAL LANGUAGE BASED QUERY ENGINE
To support querying uncertain trajectories with high-level descriptive
language, the engine is built up on several modules including: (1) an
uncertain trajectory documentation and indexing module to represent
and manage uncertain trajectories; (2) a constraint extraction module
to process the input sentence and form specific spatial-temporal
conditions; and (3) a relevance quantification method that computes
the relevance scores of uncertain trajectories to the given conditions.
Fig. 3. Trajectory documentation scheme of human mobile trajectories.
Each uncertain data point is encoded with its timestamp, PSR information
(base station ID and coordinates), and semantic context information.
These information forms a trajectory document.
3.1 Uncertain Trajectory Documentation and Indexing
An uncertain trajectory has a series of inaccuracy locations instead of
accurate longitudes and latitudes. Each such location typically can be
considered residing in a possible spatial region (PSR). For example,
an inaccurate GPS point may locate in a circular region with a radius
of dozens of meters. A human mobile sample point may reside in
the close neighborhood of a base station (Figure 2). We then design
and implement an uncertain trajectory documentation and indexing
mechanism based on the PSR.
Using human mobile trajectory data as an example, given the
distribution of base stations, the urban space can be partitioned into PSR
regions. As shown in Figure 2, a Voronoi partitioning [9] algorithm
yields a set of disjoint Voronoi cells of a city, which can be considered
as PSRs of the inaccurate trajectory points inside the city. Each city
POI (Point of Interest) uniquely belongs to a certain PSR region, and
each region contains multiple POIs.
Documentation: An uncertain human trajectory is enriched with its
contextual information and transformed into a text formulation. As
shown in Figure 3, each trajectory data point contains a timestamp, its
geographic PSR information (including the base station ID, latitude and
longitude), and its semantic information which are the names, types,
and descriptions of the POIs inside its PSR. Then this information of all
sample points on a trajectory forms a trajectory document. Following
this process, all trajectories are converted into trajectory documents
and stored into a text database.
Please note that for different types of uncertain trajectory data, the
PSRs can be computed in other ways, but the trajectory documents can
be generated in the same way using the POIs inside the PSRs.
Indexing: We propose a temporal-textual-trajectory index to
support efficient semantic query. First, we divide the collection of
trajectory documents into multiple data partitions based on a time
interval, that is, trajectories staying in the same time window are
fetched and stored into the same data partition. Then, trajectory
documents in the same partition are stored into adjacent disk blocks
to save disk I/O. Next, we build an inverted index for trajectory
documents in the same data partition. This inverted index stores the IDs
of trajectories whose documents contain the keywords of POIs names
and types. Finally, we add the timestamps used for data partitions to
generate a temporal-textual-trajectory index.
Retrieval: Given spatial and temporal query conditions, such as
querying trajectories passing ‘Central Park’ during ‘1:00 pm to 2:00
pm’. We first fetch the data partitions that meet the temporal constraint.
Because data partitions are sorted by time, a binary search is used to
speed up this searching whose runtime overhead is O(log p), where
p is the total number of data partitions. Then, for each qualified data
partition, the inverted index identifies those trajectory documents that
contain the keyword ‘Central Park’ which involves O(1) runtime cost
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Table 1. Examples of the dictionary of temporal constraints
Query Syntax Description
morning From 6:00 to 9:00
noon From 11:00 to 14:00
evening From 18:00 to 24:00
during (T) Time conjunction, where T is a time period
A after B Trajectory go to place ’B’ after place ‘A’.
A before B Trajectory go to place ’A’ before place ‘B’
for each partition. Our experiments show that this indexing scheme can
accelerate trajectory retrieval with less latency for real-time exploration
and visualization.
3.2 Natural Language Processing and Constraints
Extraction
When natural language sentences are used to query the trajectory
documents, the key topic is to compute the relevance scores (i.e.,
similarities) between an input sentence and trajectories. The first
step is to analyze the sentence and extract important words as query
conditions. Given a sentence S, it generally contains the temporal and/or
spatial constraint words and their conjunctions. A temporal-constraint
word describes a time limitation such as a date or a descriptive word
(e.g., morning). A spatial-constraint word describes semantic location
information such as a POI name or category. Our query engine
extracts the temporal and spatial constraints from the given sentence
respectively.
The THU Lexical Analyzer (THULAC) [42] is employed to split
a query sentence into words. THULAC is a word segmentation
model and can identify whether a word is a conjunction, a noun or
a temporal-related word. The words are automatically divided into
conjunctions, temporal-constraint words, and spatial-constraint words.
Temporal Constraints: The temporal-constraint words are directly
mapped to a time period or a time stamp. We pre-define several
descriptive temporal words and conjunctions to denote temporal
constraints, as shown in Table 1. The mapping from a word to a
time window, such as ‘morning’ to ‘from 6 am to 9 am’, is arbitrarily
defined which is easily adjustable by users. This table only enumerates
some commonly used words which can be further extended (but may
need to change the indexing scheme and query algorithm).
Augmented Spatial Constraints: The spatial constraint words in the
query sentence can be POI names or descriptive words such as ‘school’.
Directly using the words to query trajectory documents may not match
users’ intention. For example, users may use ‘school’ to query middle,
high schools, universities, or colleges. Therefore, we apply the word
embedding technique to find related words with close meanings. In
particular, the well-known Word2vec [51] algorithm is used to train
a word embedding space. The training is applied to all trajectory
documents from the given dataset. Moreover, a large corpus Wikipedia
data [57] is also used to identify widely used common words.
After training, for an arbitrary query word, its K-nearest neighbors
in the trained word embedding space are computed and utilized as
augmented spatial constraint keywords for the query. Here, we use the
standard cosine similarity to compute the similarity between word w1
and w2:
sim(w1,w2) =
~w1 · ~w2
|~w1| · |~w2| , (1)
where ~w denotes the vector-representation of w in the word embedding
space, and |~w| denotes its length.
3.3 Trajectory Relevance and Retrieval
The relevance between the given constraints and the massive trajectory
documents are computed in three steps: (1) We first compute a relevance
score between each POI and the given spatial constraints. (2) We further
integrate the high-level semantics of functional semantics of region to
enrich the computation of the relevance scores of POIs. (3) We select
the top-K POIs based on the above scores and query the trajectory
document database to obtain the query results.
3.3.1 Step1: Computing POI Relevance
Given the augmented spatial constraint keywords, we can find a set of
top-K relevant POIs, L1,L2...Lk. Each POI has a location, description,
and category, which also form a POI document. Then this task can
be considered as a probabilistic retrieval (PR) problem to find the
top-K relevant documents based on a set of keywords. Crestani
et al. [18] review a series of studies for solving the PR problem.
Robertson et al. [59] present the Okapi BM25 method to calculate
the relevance between the given keywords and documents, the Term
Frequency-Inverse Document Frequency (TF-IDF) [60] measures how
important each word is to a document.
We use the Okapi BM25 algorithm to compute relevance scores.
Given a spatial constraint W which contains n words w1,w2...wn, the
relevance score Score(D,W ) of a POI document D is:
Score(D,W ) =
n
∑
i=1
R(wi,D), (2)
where R(wi,D) denotes the relevance between wi and D, which is
proportional to the times of wi appear in D, and is offset by the number
of POI documents that contain the word as:
R(wi,D) = IDF(wi) · T F(wi) · (k+1)
T F(wi)+ k · (1−b+b · |D|avgdl )
. (3)
Here |D| denotes the length of the document D in words, and avgdl
is the average document length of all the documents. k and b are two
parameters which, following the study by Manning et al. [48], are set
as k ∈ [1.2,2.0] and b = 0.75.
Equation 3 also contains TF-IDF components. Following the
study presented in [59], we compute wi’s term frequency T F(wi)
by T F(wi) = fwi,D/ |D|, where fwi,D denotes the number of wi in
D. IDF(wi) denotes wi’s inverse document frequency of D, and is
computed by:
IDF(wi) = log
m−M(wi)+0.5
M(wi)+0.5
, (4)
where m is the total number of documents, and M(wi) is the number of
documents that contains word wi.
In this way, the top-K POIs matching the given query sentence in
spatial constraints are found.
3.3.2 Step 2: Enriching POI Relevance with Regional Topics
We further enhance the effectiveness of spatial query constraints by
taking into account the regional functions when computing the POI
relevance. This also provides users more query flexibility in real tasks.
For instance, when querying trajectories starting from ‘restaurants’,
users may have more interests of restaurants in business districts,
or otherwise in transportation areas. Domain users prefer to have
such regional attributes in specifying query constraints. Therefore, in
computing POI relevance, we need to consider a POI’s neighborhood
functions, which however cannot be easily addressed due to the
complexity of urban POI distribution. Fortunately, there has been data
mining work to discover regions of different functions (e.g., [72]).
In our approach, we adopt a similar topic modeling algorithm to
compute regional functions (i.e., topics) in each PSR region for the
uncertain trajectories. In particular, a set of probabilistic topics are
extracted each of which represents a semantic topic of functions (e.g.,
residential-related, business-related, transport-related, etc.), and each
PSR region (Voronoi cell) belongs to these topics with a probabilistic
distribution.
In computation, LDA [10] topic modeling is used by regarding
Voronoi regions as documents and the inside POIs as words, LDA
generates many topics, and each spatial region exhibits several topics
which denote their functions. More specifically, given a region R, we
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collect all types of POIs in R and use them as the words in a region
document. For instance, a document for the region in the northwest of
Figure 2 contains five POI words: (restaurant, restaurant, restaurant,
restaurant, hotel). After the LDA generates several categories topics,
this region can be represented by a probabilistic topic distribution vector
(0.8,0.2) in the ‘Entertainment related’ topic and the ‘Residential
related’ topic. It shows that this region has the possibility of 80%
and 20% in the two topics, respectively.
Eventually, the computation of the relevance score of a POI
document D to the given words W (Equation 2) is enriched as:
Score
′
(D,W ) = α ·Score(D,W )+β · simtopic(~TL,~TI), (5)
where ~TL is the LDA computed probabilistic topic vector of the region
containing D. ~TI is the user defined vector to reflect their preferred
regional functional topics (see Figure 4). simtopic(~TL,~TI) is computed
by the standard cosine similarity between ~TL and ~TI [23, 38].
As a result, if a POI’s document is closely relevant to the spatial
constraint words and its surrounding has the user intended region
functions, it will obtain a high relevance score by Equation 5. Users
can also adjust α and β to control the weighted contribution of the
keyword matching and the regional topic matching.
3.3.3 Step 3: Retrieving Matched Trajectories
The top-K POIs ranked by Equation 5 are extracted and used to
query the trajectory document database. As discussed in Sec. 3.1,
the temporal-text-indexing structure integrates temporal constraints and
inverted keyword indexes of a list of keywords, which can quickly find
the matched trajectories. Meanwhile, a relevance score is computed
for each retrieved trajectory to the input sentence in the same way
discussed above.
Note that, we discuss how to query trajectories based on individual
spatial-temporal conditions. When users give a joint condition (e.g.,
union, intersection, and complement), we perform the query on each
condition first and then join them to retrieve the final results.
Discussion: The query scheme is implemented by first finding
the top-K POIs from the augmented constraints, and then using
them to extract trajectories from the trajectory document database.
Alternatively, the augmented constraints of keywords can be used
directly to query the database. The reasons we use the three-step
approach are: (1) the direct keywords query is slow due to the large
data space of massive trajectories. The indexing scheme based on POIs
in the database makes it very fast to retrieve results; (2) the direct query
results are large and overwhelming, which impedes users’ interactive
study; (3) the application of Equation 5 allows users to flexibly control
their preference in the query. Users can study and select top-K POIs
(K is controllable), to match and adjust their intention and interactively
retrieve trajectories.
4 VISUAL INTERFACE
We develop a visual interface (Figure 1) which facilitates
users to specify a natural-language-based query and visualize
retrieved trajectories within the geo-context, temporal-context, and
semantic-context. The interface is shown in Chinese for domain users
based on the datasets from a China city, and it is converted to English
in this paper and supplemental video.
4.1 Query Condition Specification
Goal: This tool should support users to (1) easily add and change
natural language query sentences; (2) identify and study the temporal
constraints and associated spatial keywords; (3) investigate and
manipulate relevant POIs; and (3) control weights of preferred region
functional topics.
Query Input: As shown in Figure 1 (a), the querying condition
specification view includes an input box for users to specify input
sentence and to edit input words. For each word, an icon encodes its
type and users can change the word type by clicking the corresponding
icon and select a type in a drop-down menu (Figure 1 (c)).
Fig. 4. Visual design of the query condition specification. (a) The
temporal constraint denotes the time period. (b) The ‘relevance tree’
visualizes the extracted spatial constraint keywords and their relevant
POIs. (c) The word ‘Student’ has 4-nearest neighbor words in the word
embedding space with their relevance to ‘Student’. (d) The configuration
panel to define weights of region functional topics.
As shown in Figure 4 (a), users can assign temporal conditions by
defining the blue text of the temporal-constraint words with the black
text of the corresponding period.
Design Rationale: In the existing tool in [1], the semantic input is a full
freeform sentence since it only handles accurate street and POI names.
As we need to process ambiguous location names (e.g., ”student”). We
enhance the input sentence by allowing users to adjust the word types
so that users have more control for their query intention. Note that our
system currently supports queries of a continuous time period. Queries
of multiple periods (e.g., every Friday morning) can be achieved by
using a time-picker [16] or Time Wheel [22].
Relevance Tree: Based on the input, the top-K relevant POI
locations are computed, and then users can visually inspect and
adjust the extracted POI based query conditions with a ‘relevance
tree’ visualization shown in Figure 4(c). Here, two condition nodes
on the left represent the two keywords, ‘student’ and ‘apartment’,
of the extracted spatial constraints. The related keywords extracted
from the word embedding model are shown as bars below each node,
whose size shows the histogram of POIs including the corresponding
keyword. Users can hover over each keyword to show the related
top K POIs as bars on the right which are sorted by their relevance
scores. The bar size shows the relevance score of a POI to the query
condition. The parameter ‘K’ (default as 10) can be changed by the
plus/minus settings. Moreover, the keyword nodes are linked to the
POIs whose name and description contain the keywords by Bezie´r
curves (in Fuchsia). Furthermore, users are allowed to manually assign
a word by dragging the word in the input box into a condition node.
Users also can delete an extracted word.
Design Rationale: The design of the relevance tree is inspired by the
widely-used, successful Word Tree visualization [68]. Its node-link
based tree display can facilitate the rapid exploration of keywords
and related POIs by depicting their relationship to visual cues of
font and curve attributes. Its ability to hide/expand a node also helps
fight possible cluttering. Alternative designs may utilize word cloud
or node-link graph, which however may have an irregular layout
comparing with the tree and thus lead to a burden for user interaction.
Topic Weights: On the right panel of Figure 4, users can define the
preferred topical distribution of surrounding regions according to the
region functional topics. We generate 6 topics from the LDA and each
topic is assigned with a specific name, color, and icon as shown in
Figure 1 (g). Users can specify the weights of these topics on the
slide bars. α and β can be set by dragging the slide bars as well. In
the beginning, α and β are set to 1 and 0, respectively. Once these
parameters are changed, the relevance scores of POIs are recomputed
by Equation 5 and the visual interface is refreshed.
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4.2 Trajectory Visual Exploration
Goal: The queried results should be visually explored with a set of
visualization views and interactions. The users should be able to
investigate them in the spatial, temporal, and semantic dimensions.
The visual interface allows users to perform ‘overview + drill down’
study iteratively.
The Detail Result View displays the queried trajectories (Figure 1 (j)).
Each row represents a trajectory labeled with its trajectory ID. The
trajectories are sorted by their relevance scores shown in blue bars.
Users can check to select them further exploration on the other views.
The Map View visualizes the result trajectories as polylines in a
geographical map (Figure 1 (e)). A visual widget (Figure 1 (h)) is
designed to interactively specify the visual encodings of the trajectories,
such as color and opacity of polylines. Meanwhile, the relevant POIs
used to query these trajectories are displayed as markers on the map.
The Semantics View visualizes the trajectories as polylines inside a
topic hexagon (Figure 5). Each vertex represents a regional functional
topic which is depicted by an intuitive icon. Users can interactively
drag these vertices to change their radial locations. Inside this hexagon,
each selected trajectory is visualized while the points of this trajectory
are drawn close to their related topic vertices. Here, a force-directed
layout algorithm is employed to adjust these point positions iteratively.
Specifically, we first find the spatial region that contains one point and
then get its LDA-based topical vector ~V . The value of ~V defines the
attractive force between the topic vertices and this trajectory point. As
a result, the closer a trajectory point is located to a vertex, the more
possible its surrounding region has the corresponding topic. In this
way, users can easily find the functional information of the regions that
a trajectory has passed.
Figure 5 shows an example with three trajectories. Most of
their points are located in regions whose dominated functional topic
is ‘entertainment-related’. Users can inspect details of individual
trajectories. For example, the trajectory is shown in Figure 5 (a) moves
from a ‘residential-related’ region to an ‘entertainment related’ region,
then it goes to a ‘traffic-related’ region. To overcome possible cluttering,
users are able to only display the trajectory points that meet the query
constraints (Figure 5 (b)).
Design Rationale: This semantic view abstracts and visualizes
individual trajectories in a ‘region functional topic space’ which is
intuitive and provides easy interaction. It helps users immediately
identify their main mobility patterns among city regions. Instead, if
such trajectory topical information is visualized over the map view,
it will be hard for users to find such a pattern due to the overlapped
geo-information and also hard to compare different trajectories.
The Temporal Graph View visualizes trajectories as colored bars
over a time axis (Figure 1 (i)). Here each trajectory bar represents
a trajectory consisting of several colored segments. Each trajectory
segment is colored to denote the dominant functional topic of its
located region while an icon is added to further enhance understanding.
Moreover, a time slider is used on the time axis to adjust the width and
position of each segment. For example, the line in Figure 5 shows that a
person stays in a ‘medical-related’ region between “12:00” to “14:00”,
and then goes to an ‘entertainment-related’ region. There are three
types of visualized segments. The first type (Figure 5 (c)) only shows
the dominant functional topic of its located region. The second type
sequentially lists other possible topics. For example, other functional
topics of Figure 5 (d) are ‘business related’ and ‘educational related’.
The third type (Figure 5 (e)) uses a grey segment hide the functional
topics. The three types are automatically selected by checking whether
the segment width is enough to show the necessary icons.
Design Rationale: We adopt this design because such visualization has
proven to be useful in analyzing chronological sequence data [28, 76].
It allows users to easily adjust and zoom in/out to focused time periods.
The extra information about topics is easily shown on the segments.
Coordinated Interactions: All views are coordinated by interactions.
In the query condition specification view, when a POI is hovered, its
location and details are also displayed in the map view. Furthermore,
when a keyword is hovered, all related POI locations and their details
are shown on the map. When α and β or high-level description
Fig. 5. Visual design of the semantics view and the temporal graph view.
(a) A polyline shows that one trajectory moves from a ‘residential-related’
region to an ‘entertainment related’ region, then it goes to a ‘traffic-related’
region. (b) The button allows users to show trajectories that meet the
constraints to overcome cluttering. (c) The trajectory stays in a region
whose dominant functional topic is ‘medical-related’ from ‘2014.01.09
12:00’ to ‘2014.01.09 14:00’. (d) The trajectory stays in a region with
different possibilities in multiple topics: ‘entertainment-related 80%,
business-related 10%, educational-related 10%’ from ‘2014.01.09 14:00’
to ‘2014.01.09 21:00’. (e) The trajectory passes a region in a short time
without showing its functional information.
information is modified, trajectories in the detail result view are
refreshed accordingly.
In the map view, users can zoom in and out to study details.
Meanwhile, users can highlight any trajectory by hovering it in the
detail result view. In the detail result view, users can check the selection
box to add arbitrary trajectories to the temporal graph view and the
semantics view. In the temporal graph view, when a trajectory segment
is hovered, both the trajectory and the trajectory point are highlighted
in the map view and the semantics view. Moreover, a time period can
be specified by setting the time slider so that all trajectories within
the period are filtered and shown on the map. Furthermore, users can
directly draw regions on the map so that the trajectories passing it are
filtered and displayed.
5 CASE STUDIES
Trajectory Dataset: We demonstrate our system by applying the query
engine and visual interface on a real-world human trajectory dataset in
a city with about 14 million citizens. It is collected between Jan. 10th,
2014 and Jan. 31st, 2014 and its total size is 736 GB. The datasets
include:
• POIs: There are 862,635 POIs, each of which records its GPS
coordinates, name and type.
• Mobile phone trajectories: There are 3 billion records of 7 million
mobile phone users. Each record of a sampling point contains
the anonymized User ID, the cell phone base station ID, and the
timestamp. The location accuracy varies from 500 to 5000 meters
depending on the coverage of base stations.
Visual Query Tasks: In designing our prototype, we establish several
specific tasks by collaborating with a domain expert from the Urban
Planning College of a local university of the city where the dataset
is collected. In this paper, we show two usage cases of trajectory
analysis proposed by the expert in his real tasks. The first case focuses
on exploring tourist mobility patterns related to the city traffic since
the tourists greatly contribute to the city’s transportation issues. The
second case intends to analyze the daily mobility features of local
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students, as the expert claims that “providing students with convenient
transportation services has always been one of the important tasks of
urban traffic management”.
The cases are presented to illustrate the functions of our approach:
the first case shows how our approach supports intuitive natural
language query, interactive condition specification, and flexible
trajectory exploration; and the second case demonstrates how our
system can help analyzers generate questions and form insights during
the exploratory process.
The two cases only provide a starting point for identifying and
performing visual query tasks involving uncertain trajectories. In
general, human trajectories have a large variety of applications in
the areas of urban planning, transportation, environment, criminology,
and so on [78]. Visual analytics tasks of trajectories have been well
studied and surveyed [4, 15]. Please note that this paper focuses on
data pre-processing and visual querying but not on the post-analytics
and data mining. However, most of these tasks can be supported
by our query engine for uncertain human trajectories. We will
conduct comprehensive application usages of this prototype with
multidisciplinary experts, based on which we will try to formalize
their requirements to form a roadmap of assessing uncertain human
trajectories. These will be the major future directions of our work.
Urban Regions and Functional Topics: As discussed in our
algorithms, we partition the city into Voronoi regions of base stations.
Then, we extract a set of region functional topics from POI data by the
LDA model based on the whole city’s POI data. The domain expert
suggested that we set the number of topics between 5 to 10. The reason
is that if there are too many topics, each topic will only represent one
or two types of POI and they are too detailed to investigate. On the
other hand, if the number of topics is too small, most regions will
have the same dominating topics and it is difficult to distinguish them
by their functions. We generated the results where the number of
topics is from 5 to 10. After a few experiments, the expert empirically
selected 6 topics in our prototype, and the keywords list in these topics
are adjusted with minor manual work. Each topic is assigned with a
specific name and icon as shown in Figure 1 (g).
5.1 Examining Tourist Traffic Pattern
The goal is to analyze the trajectories of tourists especially those who
went to the popular tourist attractions in the downtown area. As shown
in Figure 1 (a), the expert first defines a query sentence as ”Query
trajectories passed through tourist attractions during January 25, 2014”.
Figure 1 (b) displays the extracted spatial constraint of keyword ‘tourist
attractions’. It lists twenty POIs related to ‘tourist attractions’. Because
popular tourist areas in downtown usually contain entertainment-,
business-, and traffic-related POIs, the expert modify the weights of
these region functional topics as 1, 0.6 and 0.6, respectively (others as
0). Then, the expert adjusts α and β to give different weights of the
keyword relevance and the preferred region functions. In this example,
by setting α = 0.6, β = 0.4 to perform the query, the expert gives a
little more importance to the keyword relevance. The system returns a
significant amount of trajectories for next step exploration.
Overview of Trajectories: The expert first browses the map view and
tries to figure out the most popular tourist attraction in the city. The
heatmap shows that the queried trajectories are mainly distributed in
the northwest, the middle, and the east of the city (Figure 1 (e)), where
the expert also displays the relevant POIs.
Then, he filters the trajectories passing tourist attractions from
‘9:00 am’ to ‘6:00 pm’ by modulating the time slider. There remain
approximately six thousand trajectories (Figure 1 (j)). The expert
further inspects the POIs in the northwest and eastern regions and finds
two popular tourist attractions named ‘Jiangxin island’ and ‘Wuhua
Building’. The expert draws a region to filter only those trajectories
passing the island (Figure 1 (f)). He finds that most trajectories landed
from the east side of the island. There are no bridges and a ferry helps
tourists get on the island, whose capacity may need to be increased to
improve urban traffic.
Spatial-temporal and Semantic Exploration: For a drill-down study,
the expert form a query sentence as ‘Query trajectories passed through
Jiangxin island before Wuhua Building during January 25, 2014’ to
analyze the commuting between the island and a city landmark Wuhua
Building. By screening the condition specification view (Figure 6 (a)),
he realizes that there are two spatial constraint words that are extracted,
and their order denotes that the trajectories should pass through them
one by one. He sets the number of extracted POI in each node as ‘1’
and performs the query. As shown in Figure 6 (b), 415 trajectories are
queried. In the map view, the experts modify the opacity of trajectories
and observe two main commuting paths both along the river across the
city. These trajectories share the same crossroads (Figure 6 (c)) which
are important traffic hubs in the city. Experts suggest that if we want to
maintain a smooth transit between the two tourism locations, we should
make a high priority to manage the traffic of these hubs.
The expert further selects the top-6 relevant trajectories and studies
them in the temporal graph view (Figure 6 (f)). He observes that the
first and second trajectories travel to ‘Jiangxin island’ from ‘Wuhua
Building’ in the morning, then they stay there for several hours and
then return to ‘Wuhua Building’ at night. The fourth trajectory moves
along the same bus route many times which may be from a driver. The
other trajectories pass through these two regions without staying. Such
detail studies can be of importance to identify typical or suspicious
movement behaviors.
Condition Specification: The expert then changes the order of the
spatial constraint words by dragging them directly. 474 trajectories
are queried, which travel to ‘Wuhua Building’ before ‘Jiangxin island’.
From the map view (Figure 6 (d)), he finds that there are three popular
commuting roads. Besides the two riverside roads, the third route lies
in the middle of the city downtown (Figure 6 (e)). The expert again
selects top-6 relevant trajectories. From the temporal graph view and
the map view (Figure 6 (g)), he realizes that the second and the third
trajectories went to the ‘Wuhua Building’ at the day time and went
to ‘Jiangxin island’ at night. Other trajectories pass through ‘Jiangxin
island’ without staying.
5.2 Exploring Student Related Trajectories
The expert wants to study students’ trajectories which is a broad goal.
In the beginning, he does not have fixed location names to perform
the query. He thus enters an input sentence as ‘Query trajectories
of students during Jan. 10 2014’ (Figure 7 (a)). Note that such
a query of human trajectories is only possible by our new natural
language query engine. Moreover, the expert modifies the weight of
the ‘educational-related’ topic as 1, and others as 0. He sets α = 0.8,
β = 0.2 to perform the query. Here β = 0.2 so that regional topics are
less important than keyword matching. Therefore, student trajectories
that are not located in an educational-focused region tend to be extracted
which is of the expert’s interest.
Overview of Trajectories: The queried trajectories are shown in
Figure 7 (b). The expert observes that there are four hot regions colored
in a dark red. He focuses on the southwest and south of the city since
they are far away from downtown. He checks their names and filters
the trajectories passing them. The southwest region shows the‘student
road’ of a driver school (Figure 7 (c)), whose trajectories are mainly
distributed on a highway. The south region (Figure 7 (d)) is around
‘Wenzhou university student apartment’ and some of its trajectories are
located in the downtown area. Subsequently, the expert conducts the
analysis at this university.
Spatial-temporal and Semantic Exploration: He changes the query
input to ‘Query trajectories that passed through Wenzhou University
during Jan. 10 2014’ and performs the query. By hovering over the
word ‘university’, he finds that there are several campuses of Wenzhou
University (Figure 7 (e)). Most of the campuses are located in the
downtown area. Then, he defines a region on the map to analyze the
trajectories of the south campus. As shown in figure 7 (f), most of the
trajectories are located around this campus. However, there are several
trajectories visiting downtown. The expert displays these trajectories on
the map (Figure 7 (g)). He finds that they visit the downtown campus
during day time and return to the south campus at night. Then, he
selects these trajectories in the detail result view and adds them to the
semantics view (Figure 7 (h)). In this view, many trajectory points are
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Fig. 6. Examining tourist traffic patterns. (a) The extracted spatial-temporal constraints. The queried trajectories should pass them one by one.
(b) The queried trajectories from ‘Jiangxin island’ to ‘Wuhua building’. (c) The heatmap displays two main commuting routes sharing the same
crossroads. (d) The queried trajectories from the ‘Wuhua building’ to ‘Jiangxin island’. (e) The commuting route in the middle of the city. (f) The
temporal graph view visualizes top-6 trajectories of (b), where the first and second trajectories stay in ‘Jiangxin island’ for several hours, the fourth
trajectory travel along the same route many times, and others pass through the regions without staying. (g) The top-6 relevant trajectories of (d),
where the second and the third trajectories stay in ‘Wuhua Building’ during day time and others pass ‘Jiangxin island’ without staying.
close to the ‘medical-related’ topic. He then changes the query input to
‘Query trajectories that passed through Wenzhou University and hospital
during Jan. 10 2014’. As shown in Figure 7 (i), these trajectories depart
from the university to a hospital. This finding indicates that students
of the south campus prefer to visit the hospital in the downtown area.
More medical services may be provided to the south campus area.
6 DISCUSSION
6.1 Spatial and Temporal Uncertainty
Uncertainty in trajectories conceptually can have two types: spatial
uncertainty and temporal uncertainty. Arising from sampling
inaccuracy and privacy protection, spatial uncertainty is a major topic
in mobility data processing and analysis [4, 21, 27]. Our approach
presents a visual query solution with the POI-based textualization and
natural language search engine. Temporal uncertainty of trajectories,
although not happen as often as spatial uncertainty, may also arise
from the inaccurate or lack of time information at sampling points. It is
more complex to handle since the temporally continuous trajectories
may not be formed correctly so that the data management and visual
analysis are not directly plausible. Our approach does not handle
this complexity which is a future topic. In this paper, we allow users
to define temporal constraints with descriptive words that link to
adjustable time periods, while we assume the timestamps are correct.
In future work, we may develop a temporal uncertainty identification
algorithm to give the questionable points a temporal possible range.
Then, the relevance computation will need to incorporate this range
in finding close POIs with a probability. We will also improve the
definition and understanding of temporal query words in natural
sentences.
Moreover, our approach handles spatial uncertainty mainly by
linking and textualizing an uncertain trajectory point to the POIs in
its PSR (possible spatial region). The region functional topics are
also discovered for these PSRs. With the mobile phone based human
trajectory data in this paper, PSRs are implemented as the Voronoi
cells subdividing urban space based on given base stations. This
approach can be extended to other types of uncertainty trajectories (e.g.,
passenger trajectories who used metro, bus [74] or taxi [33]) by defining
different kinds of PSRs. For example, inaccurate sampling points
Table 2. Query Performance for Three Tasks
Task Task1 (sec) Task2 (sec) Task3 (sec)
Data Access Time 2.07 13.48 4.35
on taxi trajectories may link to surrounding circular (or polygonal)
PSRs with probable sizes or ranges. This strategy is used in mining
functional regions from taxi trajectories [72]. Alternatively, PSRs can
also be implemented by partitioning a city into small regions by other
means (e.g., census regions [34]). Consequently, our documentation
and search engine can be applied in a similar way to mobile human
trajectories.
6.2 Performance and Scalability
Query performance is one of the key focuses when designing the query
engine and visual interface over massive trajectories. First, as shown in
Sec. 3.1, we design the specific indexing scheme, and consider efficient
data partitions together with disk I/O (similar to Nanocubes [43]), to
support real-time data access from the database. Second, we apply the
three-step query process as discussed in Sec. 3.3.3. Third, to visualize
the trajectories and their semantics, we follow the mantra ‘Overview
first, zoom and filter, then details-on-demand’ [63] in visual interface
design. As a result, massive human trajectory data with 3 billion records
and 7 million mobile users in one month (736 GB) has been smoothly
queried and visually explored in our prototype. Table 2 summarizes
the query times in our test of the query efficiency, where three typical
queries are applied:
• Task 1: Query trajectories pass through ‘WZ train station’ in 2 hours
(‘2014.01.10 10:00’ to ‘2014.01.10 12:00’).
• Task 2: Query trajectories pass through ‘WZ train station’ in 2 days
(‘2014.01.10 00:00’ to ‘2014.01.11 24:00’).
• Task 3: Query trajectories move from ‘Baihua park to ‘WZ train
station’ in 2 hours (‘2014.01.10 10:00’ to ‘2014.01.10 12:00’).
From the result, we find that the query performance is proportional
to the queried time period since more data partitions and trajectories
exist for the query engine to fetch. The selection of time parameters
affects the query efficiency. A small time window size leads to more
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Fig. 7. Exploring student related trajectories. (a) The input box shows a query sentence ‘Query trajectories of students during 2014-01-10’. (b) The
map view shows four hot regions colored in a dark red. (c) The trajectories pass through the ‘student road’. (d) The trajectories pass through the
‘Wenzhou university student apartment’. (e) Spatial keywords and relevant POIs including four campuses of ‘Wenzhou university’. (f) The trajectories
pass through the south campus. (g) The trajectories pass the downtown campus during day time and return to suburb south campus at night. (h)
The semantics view shows that there are many trajectory points close to the ‘medical-related’ topic. (i) The trajectories depart from the campus and
visit a hospital in the downtown area.
data partition blocks and using a large time window size stores too
much data within one data block. In future work, we may analyze the
query tasks from real users and then optimize the data block size.
When the datasets become even bigger, such as multiple months
or years of human trajectories, the system needs to be extended to
a distributed computing platform. We will extend the database and
text search engine to a parallel database and computing schemes.
Fortunately, many database tools such as Postgresql, MongoDB and
Solr now support full-text search and indexing in distributed servers,
which will be adopted in our extension.
7 USER FEEDBACK
The prototype was assessed by the domain expert from the urban
planning college and about 10 graduate students in CS of a local
university. After freely using the system, they provided us preliminary
feedback about the natural language based visual interface.
Overall, the users were satisfied with our natural language based
input method. One user claimed ‘this is indeed a user-friendly query
method, I can easily find the trajectories I want.’ In particular, users
were interested and impressed by the keywords extraction and automatic
association to relevant words. The expert said ‘I was very surprised
to find that no matter what word I typed, the system was always able
to find several relevant locations.’ Other users said ‘It seems that the
system can understand the meaning of the words which is different from
a keyword query. In the system, I can clearly view how my inputting
words are transformed into locations from the above two views.’
They also pointed out some limitations. While our system is
designed for exploration of spatial uncertain trajectories, it was
suggested that the spatial attributes of trajectories can be presented
more clearly, since sometimes the map view of many query results
became hard to understand and required lots of interactions. A
possible solution is to aggregate the trajectories by edge bundling
algorithm [24]. Another limitation is ‘Now, It is time-consuming to
analyze the trajectories one by one. If the system can automatically
find the similar trajectories and group them, it will be convenient to
analyze a large number of trajectories.’ This can be solved by providing
automatic clustering and recommendation to the query results. As our
current work focusing on queries, we will conduct such analytics work
over query results in our future work.
A comprehensive and formal user study is demanded to evaluate and
improve the system. Next step, we plan to work with different domain
experts in multiple applications for this purpose.
8 CONCLUSION AND FUTURE WORK
We present a query engine to convert, store and retrieve spatial uncertain
trajectories via intuitive natural-language input. A visual analytic
system helps analysts explore the trajectories of millions of mobile
phone users. This approach allows users to easily specify data query
conditions, adjust them interactively, and finally explore the query
results with a set of visual tools and effective interactions. We
demonstrate the functionality and usage of our approach through two
cases which based on a real-world human trajectory dataset.
We have discussed some limitations and future work in Sec. 6
and Sec. 7. In addition, the ability to understand all kinds of natural
language queries is limited. For instance, Boolean query conditions are
not conducted currently. The challenge lies in finding the conjunction
and set the relationship between the conditions. A possible solution
is to pre-define several conjunctions and query models over them.
Second, our system supports a detail study of the semantics of a small
number of trajectories. The semantic visualization method for massive
trajectories (e.g., hundreds or thousands of trajectories) is still lacking.
This is a challenging task considering the limited visual estate and
human perception capability. We may design an interactive drill-down
query model based on natural languages to solve the problem with new
interactions.
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