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Abstract
We start a study of various nonlinear PDEs under the effect of a modulation in time of the dis-
persive term. In particular in this paper we consider the modulated non-linear Schro¨dinger equation
(NLS) in dimension 1 and 2 and the derivative NLS in dimension 1. We introduce a deterministic
notion of “irregularity” for the modulation and obtain local and global results similar to those valid
without modulation. In some situations, we show how the irregularity of the modulation improves
the well–posedness theory of the equations. We develop two different approaches to the analysis of
the effects of the modulation. A first approach is based on novel estimates for the regularising effect
of the modulated dispersion on the non-linear term using the theory of controlled paths. A second
approach is an extension of a Strichartz estimated first obtained by Debussche and Tsutsumi in the
case of the Brownian modulation for the quintic NLS.
Keywords: Dispersion management; Young integrals; Controlled paths; Stochastic Strichartz in-
equality; Non-linear Schro¨dinger equation; Regularization by noise.
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1 Introduction
With this paper we start a study of nonlinear PDEs of the form
d
dt
ϕt = Aϕt
dwt
dt
+N (ϕt), t ≥ 0 (1)
where w : R+ → R is an arbitrary continuous function, A is an unbounded linear operator and N
some general non-linearity. We will be concerned by the case where A is a dispersive operator like the
Schro¨dinger operator i∂2 or the Airy operator ∂3 acting on periodic or non-periodic functions on Rn and
where N is some polynomial non-linearity possibly with derivative terms. In this paper we will limit our
analysis to the following cases:
1. (NLS) Non-linear cubic Schro¨dinger equation in Tn,Rn, n = 1, 2, A = i∂2, N (φ) = i|φ|2φ;
2. The general NLS with polynomial non-linearity in R, A = i∂2, N (φ) = i|φ|µφ, µ ∈ (1, 4];
3. (dNLS) Non-linear (Wick-ordered) derivative cubic Schro¨dinger equation in T, A = i∂2, N (φ) =
i∂(|φ|2 − ‖φ‖2H0)φ.
In all these cases the Banach space V will belong to the scale of Sobolev spaces Hα, α ∈ R defined as
the completion of smooth functions with respect to the norm
‖φ‖α = ‖φ‖Hα = ‖〈ξ〉
αφˆ(ξ)‖L2(Rn) (2)
where φˆ is the Fourier transform of φ : Rn → C and 〈ξ〉 = (1 + |ξ|2)1/2. Similar definition holds in the
periodic case where Rn is replaced by Tn with T = [0, 2pi[ with periodic boundary conditions.
The (randomly) modulated NLS equation has been subject of interest in recent literature (for ex-
ample [1, 16, 17, 37, 38, 40, 45, 51]), especially related to applications to soliton management in optical
wave-guides. We were directly inspired by the recent work of De Bouard and Debussche [16] who study
the Nonlinear Schro¨dinger equation with Brownian modulation. They show that it describes the ho-
mogenisation of the deterministic Nonlinear Schro¨dinger Equation with time dependent and ergodic
dispersion. Our work can be seen as a generalisation of theirs and of the subsequent results of Debussche
and Tsutsumi [17] to a general class of irregular modulations (which however are not required to be
random). Aside of specific applications we have two main theoretical motivations:
i) Understanding the properties of dispersive PDEs in non-homogeneous environments and on what
can be expected as far as “generic” properties of the equation are concerned. Modulated equations
seems to rule out classical techniques of Fourier analysis (e.g. Bourgain spaces in the case of KdV)
and other important tools like Strichartz estimates require different proofs than those standard in
the literature. Many conservation laws are also not available in the modulated context and this
affects the analysis of global solutions.
ii) The study of the regularisation effect of a non-homogeneous time modulation in the spirit of the
recent work of Flandoli, Priola and one of the authors [23] on the stochastic transport equation
∂
∂t
u(t, x) + b(t, x) · ∇u(t, x) +∇u(t, x) ◦
dBt
dt
= 0
where the modulation is provided by a Brownian motion B. In this context was explicitly shown
that the addition of the random transport term improves the well-posedness theory of the equation
and provide uniqueness in cases where the deterministic equation has multiple solutions, for example
when the vector field b it is only Ho¨lder continuous in space. For a perspective on regularisation by
noise in transport equations the reader can refer to [2, 18, 20–22,24–26].
Dealing with general modulations w in Eq. (1) poses a problem since it is non-trivial to give a meaning
to the derivative of w. If w is sampled according to the Wiener measure then the differential equation
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can be understood via Itoˆ’s stochastic calculus. Actually, De Bouard and Debussche [16] observe that
interpreting the stochastic differential in Stratonovich sense is the most natural choice in this context
since it preserves the mild formulation of the equation (see below) and allows to describe the scaling
limit of smooth ergodic modulations. In the more general situation the interpretation of eq. (1) as an
Itoˆ or Stratonovich stochastic partial differential equation (SPDE) is not possible. Therefore we prefer
to describe solutions directly via a mild formulation putting aside the problem of giving a proper weak–
formulation of the equation. If we denote by (etA)t∈R the group of isometries of V = H
α generated by
A, the mild solution ϕ of eq. (1) is an element of C(R+;V ) satisfying formally the equation
ϕt = U
w
t ϕ0 + U
w
t
∫ t
0
(Uws )
−1N (ϕs)ds, t ≥ 0, (3)
where Uwt = e
Awt is the operator obtained by a time-change of the linear evolution associated to A using
the function w. In this form the equation makes sense for arbitrary continuous function w.
The aim of this paper is to analyse eq. (3) under some hypothesis on the “irregularity” of the pertur-
bation w. In particular if w is sufficiently irregular (in a precise sense to be specified below) then we will
be able to show that the above nonlinear PDE can be solved in spaces which are comparable to those
allowed by the classical equation
d
dt
ϕt = Aϕt +N (ϕt), t ≥ 0 (4)
and that in some situations the combination of the irregularity of the perturbation and the non-linear
interaction provides a regularising effect on the equation.
Let us now be more specific about the kind of solutions we are looking for. The nonlinear term N (ϕs)
in eq. (3) does not belong in general to V and more seriously cannot be sensibly defined for arbitrary
element of V if α < 0. To give it a meaning we proceed by approximation. Let ΠN : H
α → Hα be
the projector on Fourier modes |ξ| ≤ N : Π̂Nf(ξ) = I|ξ|≤N fˆ(ξ) where fˆ denotes the Fourier transform of
f ∈ Hα and let NN (φ) = ΠNN (ΠNφ) be the Galerkin regularisation of the non-linearity.
Definition 1.1. Let T ∈ (0,+∞] be a time horizon. Given a function ϕ ∈ C([0, T );V ) we write
∫ t
0
(Uws )
−1N (ϕs)ds = lim
N→∞
∫ t
0
(Uws )
−1NN (ϕs)ds. (5)
whenever the limit exists in C([0, T );V ).
For any T < +∞ a function ϕ ∈ C([0, T );V ) is a (local) solution to (3) in V with initial condition
φ ∈ V if the above limit exists and eq. (3) is satisfied in C([0, T );V ) with ϕ0 = φ. The solution is global
if T can be taken +∞.
It should be noted that the quantity in eq. (5) is not a usual Bochner integral but only a convenient
notation for the limit procedure. Indeed N (ϕs) will exist only as a space-time distribution and not as a
continuous function with values in V .
The next definition concerns the particular notion of “irregularity” of the perturbation that will be
relevant in our analysis and which has been introduced by Catellier and Gubinelli in [8].
Definition 1.2. Let ρ > 0 and γ > 0. We say that a function w ∈ C([0, T ];R) is (ρ, γ)-irregular if :
‖Φw‖Wρ,γT = sup
a∈R
sup
0≤s<t≤T
(1 + |a|)ρ
|Φwt (a)− Φ
w
s (a)|
|s− t|γ
< +∞
where Φwt (a) =
∫ t
0
eiawrdr. Moreover we say that w is ρ-irregular if there exists γ > 1/2 such that w is
(ρ, γ)-irregular.
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As it is apparent from this definition the notion of irregularity that we need is related to the occupation
measure of the function w (see for example the review of Geman and Horowitz on occupation densities
for deterministic and random processes [28]), in particular to the decay of its Fourier transform at large
wave-vectors as measured by the exponent ρ. The time regularity of this Fourier transform, measured by
the Ho¨lder exponent γ, will also play an important roˆle.
Existence of (plenty of) perturbations w which are ρ-irregular is guaranteed by the following theorem,
proven in [8] and which has been inspired by some computations in a previous paper of Davie [13].
Theorem 1.3. Let (Wt)t≥0 be a fractional Brownian motion of Hurst index H ∈ (0, 1) then for any
ρ < 1/2H there exist γ > 1/2 so that with probability one the sample paths of W are (ρ, γ)-irregular.
In particular there exists continuous paths which are ρ-irregular for arbitrarily large ρ. Using well
known properties of support of the law of the fractional Brownian motion it is also possible to show that
there exists ρ-irregular trajectories which are arbitrarily close in the supremum norm to any smooth path.
It would be interesting to study more deeply the irregularity of continuous paths “generically”.
In our opinion an important general contribution of the present work is the observation that the
regularity of the occupation measure of w seems to play a major roˆle in the understanding of the regu-
larising properties of w in a non-linear PDE context. This in turn prompts the need to understand more
deeply the link of the notion of ρ-irregularity with the path-wise properties of w. Indeed, apart from the
classical contribution of Geman and Horowitz [28], the authors are not aware of any systematic study of
occupation measures from the point of view of their action on spaces of functions, topic which is central
to our analysis. Let us explain this better: let
Twt f(x) =
∫ t
0
f(x+ wr)dr
for measurable functions f : R → R. Then Twt (e
ia·)(x) = Φwt (a)e
iax which shows for example that if w
is (ρ, γ)-irregular then
‖Twt f − T
w
s f‖Hρ(R) . |t− s|
γ‖f‖H0(R)
meaning that Twt is a regularising operator. This point of view links our research to the topic of improving
bounds for averages along curves (see for example the paper of Tao and Wright [48] and also that of
Pramanik and Seeger [47]) and to the averaging lemmas for kinetic formulation of stochastic conservation
laws recently studied by Lions, Perthame and Souganidis [42]. And of course to the work of Debussche
and Tsutsumi [17] on Strichartz estimates for the Brownian modulation which will be generalised below
in the context of irregular modulations.
As we have already said, Catellier and Gubinelli introduced the notion of ρ-irregularity in [8] and
started a study of the behaviour of the averaging operator Tw for random paths in the context of the
regularisation by noise phenomenon for ODE with irregular drift. However much is still not very well
understood. For example, it remains an open problem to understand what happens if we replace w with a
regularised version wε. Alternatively we could imagine to add to w some “perturbation” which does not
change its local behaviour. In this respect we conjecture that if w is (ρ, γ)-irregular then for any smooth
function ϕ the perturbed path wϕ = w + ϕ is still (ρ, γ)-irregular but we are only able to prove this in
the specific situation where w is a fractional Brownian motion and ϕ is a deterministic perturbation, or
more generally but with a loss of 1/2 in the ρ irregularity of wϕ: both results (with precise statements)
are obtained in [8]. In the case of a smooth w we have the following straightforward result:
Proposition 1.4. Let w : [0, T ]→ R be a twice differentiable function such that cT = inft∈[0,T ] |w
′
t| > 0
for any T > 0 and w
′′
(w′)2 ∈ L
1
loc(0,+∞) then w is (1− γ, γ) irregular for all γ ∈ (0, 1).
Proof. Integration by parts gives
ia(Φwt (a)− Φ
w
s (a)) =
eiawt − eiaws
w′t
+
∫ t
s
(eiawσ − eiaws)
w′′σ
(w′σ)
2
dσ
and the result follow immediately from the hypothesis.
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A simple but still remarkable fact about (ρ, γ)-irregular functions is given by the following theorem
which is an original contribution of the present work.
Theorem 1.5. Let w be a δ-Ho¨lder function on [0, T ] then for every γ, ρ > 0 such that γ + δ > 1 and
ρ > (1− γ)/δ we have that ||Φw||Wγ,ρT = +∞
Proof. Let us assume that w : [0, 1]→ R is (ρ, γ)-irregular. A simple computation then gives
eia(t− s) =
∫ t
s
eia(1−wσ)eiawσdσ =
∫ t
s
eia(1−wσ)dΦwσ (a)
where the integral in the r.h.s. is understood in the Young sense according to Theorem (2.3) below. From
the Young integral estimates and the (ρ, γ)-irregularity hypothesis we readily obtain that
|t− s| = |eia(t− s)| . ||Φw||Wγ,ρT |t− s|
γ(1 + |a|)ε−ρ
for (1−γ)/δ < ε < ρ which is obviously cannot be true for |a| sufficiently large and this allows to conclude
that ||Φw||Wγ,ρT = +∞.
Remark 1.6. What is nice about this theorem is the fact that upper bounds on ρ gives lower bounds on
the Ho¨lder index and a simple consequence is that there exist no ρ-irregular Lipschitz function if ρ > 1/2.
To deal with NLS type equations with irregular modulations in the sense of Definition 1.2 we develop
two different techniques which give complementary results:
1. Controlled paths approach. We use the idea of controlled paths introduced by Gubinelli [30] to
analyse the periodic KdV equation in negative Sobolev spaces (and more general Fourier-Lebesgue
spaces) without relying on Bourgain spaces and the time-homogeneity of the equation. This work
has connection to the normal form analysis of Babin, Ilyin and Titi of the same equation [3].
2. Modulated Strichartz estimates. Debussche and Tsutsumi [17] prove stochastic Strichartz estimates
for the Schro¨dinger semigroup with Brownian modulation. The notion of irregular paths allows
to generalise their approach to a wide class of modulations and to exploit the Strichartz estimates
to solve the NLS on R with general non-linearity up to the quintic case which is critical for the
non-modulated NLS.
Let us now summarise the main contributions of this paper. All along which we are going to make
the following basic assumption:
Hypothesis 1.7. The function w is (ρ, γ)-irregular for some ρ > 0 and γ > 1/2.
Our first result is about the modulated cubic (NLS) equation.
Theorem 1.8. Assume that ρ > 1/2. Then the modulated cubic NLS equation on T and R has a global
solution in Hα for any α ≥ 0. Uniqueness holds in the subspace Dw(Hα) ⊂ C(R+, Hα) (defined below)
and the flow is locally Lipschitz continuous in Dw(Hα) endowed with a suitable norm.
We remark that the globals existence result for the cubic modulated NLS in Hα α ∈ (0, 1) are a novel
result as the Strichatrz estimates obtained by Debussche and Debouard in [16] allow only to obtain global
existence for α ≥ 1 or α = 0. Moreover the global wellposedness on the torus is also a novel fact due
to the fact that the Strichartz estimates obtained in [16] to solve the equation are only available for the
real line, and is also relevant to remark that even in the regular case wt = t the global existence result
below H1 is obtained by Bourgain in [5] using the Fourier truncation method. In the case of Brownian
modulation the global solution for α = 0 has already been constructed by de Bouard et Debussche [16].
Here we extend their result to any α ≥ 0 and any sufficiently irregular modulation. Global solutions
for any α ≥ 0 are the result of the L2 conservation law and some regularity preservation estimates for
the non-linear term. The possibility of proving existence of global solution with positive regularity is a
5
regularity preservation phenomenon which seems to be due to the irregular character of the perturbation.
In this sense we can consider this as another instance of the regularisation by noise phenomenon.
Let us now recall what happens when wt = t, Tsutsumi [50] proved the global well-posedness of the
cubic NLS in L2(R). His proof is based on the dispersive properties of the linear Schro¨dinger operator
expressed by the Strichartz estimates and the conservation of the L2-norm. For the periodic problem on
the torus, Bourgain in [5] introduced the family of Xs,b spaces and used them to prove the global well-
posedness of cubic NLS in L2(T). His argument is based on a periodic L4 Strichartz estimates and the
conservation of the L2-norm. On R Kenig–Ponce–Vega prove in [41] the failure of the uniform continuity
of the flow in Hα for α < 0 in the focusing case and the same result is obtained by Christ-Colliander-
Tao [11] for the defocusing case. In the periodic setting the corresponding results are obtained by N.
Burq, P. Ge´rard and N. Tzvetkov in [6].
The techniques we use for NLS work for other similar models. In particular in this paper we consider
also the following situations for which we obtain partial results.
Theorem 1.9. 1. If ρ > 1/2 the modulated cubic NLS equation on R2 has a unique local solution in
Hα if α ≥ 1/2;
2. If ρ > 1 the modulated dNLS equation on T has a unique local solution in Hα if α ≥ 1/2.
A key argument in the proof of all these results is the use of explicit computations allowed by the
polynomial character of the non-linearity. These results are however limited to modulations irregular
enough. An open problem is to fill the gap between regular and irregular modulations. One interesting
by-product of the controlled approach is the existence of an Euler scheme to approximate the solutions
with explicit control of the convergence rate.
A completely different line of attack to the modulated Schro¨dinger equation comes from the application
of the following Strichartz type estimate which can be proved under the same ρ–irregularity assumption
of Hypothesis 1.7:
Theorem 1.10. Let A = i∂2x, T > 0, p ∈ (2, 5], ρ > min(
3
2 −
2
p , 1) then there exists a finite constant
Cw,T > 0 and γ
⋆(p) > 0 such that the following inequality holds:∣∣∣∣
∣∣∣∣
∫ .
0
Uw. (U
w
s )
−1ψsds
∣∣∣∣
∣∣∣∣
Lp([0,T ],L2p(R))
≤ CwT
γ⋆(p)||ψ||L1([0,T ],L2(R))
for all ψ ∈ L1([0, T ], L2(R)).
As an application we obtain global well–posedness for the modulated NLS equation with generic power
nonlinearity i.e.: N (φ) = |φ|µφ:
Theorem 1.11. Let µ ∈ (1, 4], p = µ + 1, ρ > min(1, 3/2− 2p ) and u
0 ∈ L2(R) then there exists T > 0
and a unique u ∈ Lp([0, T ], L2p(R)) such that the following equality holds:
ut = U
w
t u
0 + i
∫ t
0
Uwt (U
w
s )
−1(|us|
µus)ds
for all t ∈ [0, T ]. Moreover we have that ||ut||L2(R) = ||u0||L2(R) and then we have a global unique solution
u ∈ Lploc([0,+∞), L
2p(R)) and u ∈ C([0,+∞), L2(R)). If u0 ∈ H1(R) then u ∈ C([0,∞), H1(R)).
We point out that all our techniques are deterministic and that they provide novel results even in the
stochastic context, for example when w is taken to be the sample path of a fractional Brownian motion.
In the Brownian case and when p < 5 it is possible to show that the solution obtained in Theorem 1.11
coincides a.s. with the solutions obtained by de Bouard and Debussche [16] (see Lemma 4.4 for details).
These solutions corresponds to limits of solutions of Stratonovich type SPDEs. In this context our
methods give also the existence of a continuous flow map for the limiting SPDE.
Plan. In Sect. 2 we illustrate the controlled path approach to solution to modulated semilinear
PDEs. This approach relies on a non-linear generalisation of the Young integral [29, 43, 49] for which we
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provide complete proofs in Sect. 2.1. Using the non-linear Young integral we define and solve Young-
type differential equations in Sect. 2.2. This will provide a general theory for the constructions and
approximation of the controlled solutions. In Sect. 3 we verify that all our models satisfy the hypothesis
to apply the general theory we outlined in the previous section and prove the global existence for the
modulated cubic (NLS) equation in Hα for all α ≥ 0. Finally Sect. 4 is dedicated to proving the Strichartz
estimate of Thm. 1.10 and apply it to the study the modulated NLS equation on R with general non-
linearity without relying on controlled solutions.
Notations. If V,W are two Hilbert spaces we let Ln(V,W ) be the Banach space of bounded operators
on V ⊗n (considered with the Hilbert tensor product) with values in W and endowed with the operator
norm and set Ln(V ) = Ln(V, V ). We let T > 0 denote a fixed time and Cγ([0, T ], V ) the space of
γ-Ho¨lder continuous functions form [0, T ] to V endowed with the semi-norm
‖f‖Cγ([0,T ],V ) = sup
0≤s<t≤T
‖ft − fs‖v
|t− s|γ
and by C([0, T ], V ) the space of continuous functions with the sup norm. We will often write fs;t = ft−fs
for the time increments of functions with values in vector spaces. The notation Js,t will be used instead
for the evaluation of functions J : [0, T ]2 → V depending on two times (i.e. not necessarily increments
of function [0, T ] → V ). If V is a Banach space then LipM (V ) will denote the Banach space of locally
Lipshitz map on V with polynomial growth of order M ≥ 0, that is maps f : V → V such that
‖f‖LipM (V ) = sup
x,y∈V
‖f(x)− f(y)‖V
‖x− y‖V (1 + ‖x‖V + ‖y‖V )M
< +∞.
2 Controlled paths approach
The approach we will use in proving Theorems 1.8 and 1.9 is based on ideas coming from the theory of
controlled rough paths [29, 46] which have been already used in a variety of contexts:
1. alternative formulation of rough path theory with the related applications to stochastic differential
equations and in general to differential equations driven by non-semimartingale noises [19, 32, 34];
2. approximate evolution of three dimensional vortex lines in incompressible fluids where the initial
condition is a non-smooth curve [4, 7]
3. study of the stochastic Burgers equation (multi-dimensional target space and various kind of robust
approximation results) [35, 46];
4. definition of controlled (or energy, or martingale) solutions for a class of SPDEs including the
Kardar–Parisi–Zhang (KPZ) equations [31];
5. Hairer’s work on the well–posedness and uniqueness theory for the KPZ equation [36];
6. Recently the controlled path approach has also been used to highlight the regularisation by noise
phenomenon in ODE with irregular additive perturbations [8] where techniques very similar to
those used in this paper were first introduced: in particular the notion of ρ-irregularity and the
non-linear Young integral.
Controlled paths are functions which “looks like” some given reference object. In the case of eq. (3) it
looks quite clear that the solution should have the form ϕt = U
w
t ψt for ψt another continuous path in V
such that ϕ0 = ψ0. If we stipulate that ψ has a nice time behaviour then ϕ is somehow ”following” the
flow of a free solution of the linear equation, modulo a time-dependent slowly varying modulation. The
space of controlled paths Dw (to be defined below) in which we will set up the equation will then be given
by functions ϕ such that an Ho¨lder condition holds for ψt = (U
w
t )
−1ϕt. Note that this space depends on
the modulation and that different driving functions w and w′ would give rise a priory to different spaces
Dw and Dw
′
of controlled functions. This difference is somehow crucial and make the spaces of controlled
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paths to be more effective in the analysis of the non-linearities. Let us try to explain why. Assume that
ϕ is the simplest path controlled by w, that is the solution of the free evolution ϕt = U
w
t φ for some fixed
φ ∈ V (i.e. not depending on time). In this case the non-linear term in eq. (3) takes the form
φt = Ut
∫ t
0
(Uws )
−1N (Uws φ)ds = UtXt(φ)
where X : R+ × V → V is the time-inhomogeneous map given by
Xt(φ) =
∫ t
0
(Uws )
−1N (Uws φ)ds (6)
We will show that, in the specific settings we will consider, it is possible to actually prove the following
regularity requirement:
Hypothesis 2.1. The map X belongs to Cγ([0, T ]; LipM (V )) for some γ > 1/2 and M ≥ 0.
In this situation we see that φt is a controlled path such that Ψt = (U
w
t )
−1Φt belongs at least to
C1/2([0, T ], V ). If we want a space of controlled paths stable under the fixed point map
Γ(ϕ)t = U
w
t ϕ0 + U
w
t
∫ t
0
(Uws )
−1N (ϕs)ds
we have to require t 7→ (Uwt )
−1Γ(ϕ)t to be at least in C
1/2([0, T ], V ) since otherwise even the first step of
the Picard iterations will take us out of the space. These considerations suggest the following definition
of controlled paths:
Definition 2.2. The space of paths Dw(V ) controlled by w consists of all paths ϕ ∈ C([0, T ], V ) such
that t 7→ ϕwt = (U
w)−1t ϕt belongs to C
1/2([0, T ], V ).
At this point it is still not clear that the non-linear term is well defined for every controlled paths.
Hypothesis 2.1 ensures that the non-linearity is well defined when the controlled path ϕ is such that ϕw
is constant in time. To allow for more general controlled paths we consider a smooth (in space and time)
path f : in this case the following computations can be easily justified in all the models we will consider:∫ t
0
(Uws )
−1N (Uws fs)ds =
∫ t
0
[
d
ds
Xs
]
(fs)ds =
∫ t
0
Xds(fs).
where the last integral in the r.h.s. should be interpreted as the limit of suitable Riemann sums:∫ t
0
Xds(fs) := lim
|Π0,t|→0
∑
i
Xti;ti+1(fti).
where recall that Xs;t = Xt−Xs. A key observation is that the map f 7→
∫ t
0 Xds(fs) can be extended by
continuity to all the functions f ∈ C1/2(V ) using the theory of Young integrals, indeed note that X is a
path of Lipshitz maps with Ho¨lder regularity γ > 1/2 and that this is enough to integrate functions of
Ho¨lder regularity 1/2 since the sum of these two regularities exceed 1. Since the kind of Young integral
we use is not standard we will provide proofs and estimates in a self-contained fashion below. The
time-integral of the non-linearity (even if not the non-linearity itself) results then to be a well defined
space distribution for all controlled paths and it is explicitly given by a Young integral involving the
modulated operator X . We can indeed recast the mild equation (3) as a Young-type differential equation
for controlled paths:
ϕwt = ϕ0 +
∫ t
0
Xds(ϕ
w
s ). (7)
Any solution of this equation corresponds to a controlled path ϕt = U
w
t ϕ
w
t which solves (3) where the
r.h.s. should be understood according to the Theorem 2.3.
The Young equation (7) can then be solved, at least locally in time and in a unique way, in C1/2(R+, V )
by a standard fixed point argument. In some cases it is also possible to prove the existence of a conser-
vation law implying ‖ϕt‖V = ‖ϕ0‖V for all t ≥ 0 and obtain global solutions. Another byproduct of this
approach is the existence of a Lipshitz flow map on V .
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2.1 The nonlinear Young integral
Young theory of integration is well known [27, 29, 43, 44, 49]. Here we introduce a non-linear variant
which is not covered by the standard assumptions. For the sake of completeness we derive here the main
estimates in our specific context.
Theorem 2.3 (Young). Let f ∈ Cγ([0, T ],LipM (V )) and g ∈ C
ρ([0, T ], V ) with γ + ρ > 1 then the limit
of Riemann sums
It(f, g) =
∫ t
0
fdu(gu) = lim
|Π|→0
∑
i
(fti+1(gti)− fti(gti))
exists in V as the partition Π of [0, t] is refined, it is independent of the partition, and we have
‖It(f, g)−Is(f, g)−(ft−fs)(gs)‖V ≤ (1−2
1−γ−ρ)−1‖f‖Cγ([0,T ],LipM (V ))‖g‖Cρ([0,T ],V )(1+‖g‖C0([0,T ],V ))
M |t−s|γ+ρ.
Proof. We give a new proof of this fact. Let f, g be smooth functions in LipM (V ) and V respectively.
Define the bilinear forms It(f, g) =
∫ t
0 (dufu)(gu) and Js,t(f, g) = Is;t(f, g)− fs;t(gs) and note that these
last satisfy Js,t(f, g) = Js,u(f, g)+Ju,t(f, g)+(fu;t(gu)−fu;t(gs)) for all s ≤ u ≤ t. Let tnk = s+(t−s)k2
−n
for k = 0, . . . , 2n. By induction:
Js,t(f, g) =
2n−1∑
i=0
Jtni ,tni+1(f, g) +
n∑
k=0
2k−1∑
i=0
(ftk2i+1;tk2i+2(gtk2i+1)− ftk2i+1;tk2i+2(gtk2i))
Since f, g are smooth ‖Jtni ,tni+1(f, g)‖V .f,g |t
n
i+1 − t
n
i |
2 .f,g 2
−2n so that ‖
∑2n−1
i=0 Jtni ,tni+1(f, g)‖V .f,g
2−n → 0 as n→∞. Then we can estimate
‖Js,t(f, g)‖V ≤
∞∑
k=0
2k(1−γ−ρ)‖f‖Cγ([0,T ],LipM (V ))‖g‖CρV (1 + ‖g‖C([0,T ],V ))
M
≤ (1− 21−γ−ρ)−1‖f‖Cγ([0,T ],LipM (V ))‖g‖Cρ([0,T ],V )(1 + ‖g‖C([0,T ],V ))
M
Now assume that f ∈ Cγ([0, T ],LipM (V )) and g ∈ C
ρ([0, T ], V ). Then there exists sequences of
smooth function fn and gn such that fn → f in Cγ
′
([0, T ],LipM (V )) and gn → g in C
ρ′([0, T ], V )
for all γ′ < γ and all ρ′ < ρ and moreover such that ‖fn‖Cγ([0,T ],LipM (V )) ≤ ‖f‖Cγ([0,T ],LipM (V )) and
‖gn‖Cρ([0,T ],V ) ≤ ‖f‖Cρ([0,T ],V ) . The above estimate implies the convergence of Js,t(fn, gn)→ Js,t(f, g) in
V for all s, t. In turn this implies that, by passing to the limit in the estimate we have also ‖Js,t(f, g)‖V ≤
(1 − 21−γ−ρ)−1‖f‖Cγ([0,T ],LipM (V ))‖g‖Cρ([0,T ],V )(1 + ‖g‖C([0,T ],V ))
M . Which means that we can define
t 7→ It(f, g) such that
Is;t(f, g) =
∫ t
s
fdu(gu) = fs;t(gs) + Js,t(f, g)
for any f ∈ Cγ([0, T ],LipM (V )) and g ∈ C
ρ([0, T ], V ). Now assume that Π = {s ≤ t0 < t1 < · · · < tn ≤ t}
is a partition of [s, t] and denote with SΠ =
∑n−1
i=0 fti;ti+1(gti) the associate Riemann sum. By the above
construction we have fti;ti+1(gti) = Iti+1;ti(f, g)−Jti+1,ti(f, g) with ‖Jti,ti+1(f, g)‖ .f,g |ti+1− ti|
γ+ρ and
so
SΠ =
n−1∑
i=0
Iti;ti+1(f, g) +
n−1∑
i=0
Jti,ti+1(f, g) = Is;t(f, g) +
n−1∑
i=0
Jti,ti+1(f, g)
moreover
∥∥∥∑n−1i=0 Jti,ti+1(f, g)∥∥∥
V
.f,g
∑n−1
i=0 |ti+1 − ti|
γ+ρ .f,g |Π|γ+ρ−1|t− s| which implies that SΠ →
Is;t(f, g) as |Π| → 0 and the integral which we defined above by the continuous extension of the bilinear
forms Is;t(f, g) coincides indeed with the limit of Riemann sums on arbitrary partitions.
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2.2 Young solutions
With the estimates of Young integral we can set up a standard fixed point procedure to prove existence
of local solution and their uniqueness.
Theorem 2.4. Let M ≥ 0 and γ > 1/2 and assume that X ∈ Cγ(LipM (V )) and Xt(0) = 0. For
any ψ0 ∈ V there exists T > 0 depending only on ‖X‖Cγ([0,T ],LipM (V )) and ‖ψ0‖V such that the Young
equation
ψt = ψ0 +
∫ t
0
Xds(ψs), 0 ≤ t < T. (8)
has a unique solution ψ ∈ C1/2([0, T ];V ). If we can take T = +∞ we say that the solution is global.
Proof. Fix a finite T > 0 and define standard Picard’s iterations by
ψ
(n+1)
t = ψ0 +
∫ t
0
Xds(ψ
(n)
s ), 0 ≤ t ≤ T
with ψ
(0)
t = ψ0. Now
‖
∫ t
0
Xds(ψ
(n)
s )−Xt(ψ0)‖V . T
γ+1/2‖X‖Cγ([0,T ],LipM (V ))(1 + ‖ψ
(n)‖C0V )
M‖ψ(n)‖C1/2([0,T ],V )
. T γ‖X‖Cγ([0,T ],LipM (V ))(1 + ‖ψ0‖V + T
1/2‖ψ(n)‖C1/2([0,T ],V ))
M+1
and
‖ψ(n+1)‖C1/2V . ‖X‖Cγ([0,T ],LipM (V ))T
γ(1 + ‖ψ0‖V + T
1/2‖ψ(n)‖C1/2([0,T ],V ))
M+1
which means that for sufficiently small T (depending only on ‖ψ0‖V ) we can have T 1/2‖ψ(n)‖C1/2([0,T ],V ) ≤
1 for all n ≥ 0. Moreover in this case ‖ψ(n+2)−ψ(n+1)‖C1/2([0,T ],V ) .‖ψ0‖V ‖X‖Cγ([0,T ],LipM (V ))T
γ−1/2‖ψ(n+1)−
ψ(n)‖C1/2([0,T ],V ) which for ‖X‖Cγ([0,T ],LipM (V ))T
γ−1/2 .‖ψ0‖V 1/2 implies that (ψ
(n))n≥0 converges in
C1/2([0, T ], V ) to a limit ψ. By continuity of the Young integral and of the operator X this limit satisfies
the equation (8). This solution exists at least until t ≤ T where T depends only on the norm of X and
‖ψ0‖V . Note that a posteriori ψ belongs to Cγ([0, T ], V ) and not only to C1/2([0, T ], V ). Uniqueness in
C1/2([0, T ], V ) is now obvious.
Of course if M = 0 it is easy to prove that the existence time T of the local solution does not depend
on ‖φ0‖V and this implies the existence of solution on arbitrary intervals. In the general case we need
further assumptions on the properties of X :
Lemma 2.5. Assume that the hypothesis of Thm. 2.4 hold and that for all φ ∈ V such that ‖φ‖V ≤ A
we have
|‖φ+Xs;t(φ)‖V − ‖φ‖V | . CA|t− s|
ρ
where ρ > 1, then for any T > 0 and any local solution ψ on [0, T ] of the Young equation (8) we have
‖ψt‖V = ‖ψ0‖V for all t ∈ [0, T ]. This implies that there exists a unique global solution of the Young
equation (8).
Proof. Let Mt = ‖ψt‖V . By definition we have that
ψt = ψs +
∫ t
s
Xdσ(ψσ) = ψs +Xs,t(ψs) +Rs,t
with R is the remainder term of the Young integral given in Thm. 2.3 and therefore satisfies |Rs,t| .
|t− s|2γ . An easy computation then gives
|Mt −Ms| = |‖ψs +Xs,t(ψs) +Rs,t‖V − ‖ψs‖V |
≤ |‖ψs +Xs,t(ψs)‖V − ‖ψs‖V |+ |‖ψs +Xs,t(ψs) +Rs,t‖V − ‖ψs +Xst(ψs)‖V |
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≤ |‖ψs +Xs,t(ψs)‖V − ‖ψs‖V |+ ‖Rs,t‖V .
By our assumptions and by the Young estimates on R we have
|Mt −Ms| .‖ψ0‖V |t− s|
ρ + |t− s|1/2+γ .
This relation implies that Mt must be a constant function since ρ > 1 and 1/2 + γ > 1. Then Mt =M0
for all t < T . The conservation of the V norm allows then to extend the local solution to an arbitrary
interval and obtain a global solution satisfying the conservation law.
2.3 An Euler scheme for Young equations
Young equations allow for a straightforward Euler approximation scheme. Let ψ ∈ Cγ([0, T ], V ) a local
solution of the Young equation in [0, T ]. For any n ≥ 0 let ψn0 = ψ0 ∈ V and define recursively
ψni = ψ
n
i−1 +X i−1
n ;
i
n
(ψni−1) i = 1, ..., ⌊nT ⌋
Theorem 2.6. For n ≥ 0 and 0 ≤ i ≤ nT let ∆ni = ψ
n
i − ψ in then
max
0≤i<j≤⌊nT⌋
|∆nj −∆
n
i |
|i− j|γ
= O(n1−2γ).
Proof. We remark that ψnj − ψ
n
i =
∑j−1
l=i X l
n ;
l+1
n
(ψnl ) and for 0 ≤ i < j ≤ ⌊nT ⌋ and define the partition
of [i/n, j/n] by pij−i+1 = (tnk )i≤k≤j with t
n
k =
k
n . Let M
πj−i+1
ij =
∑j−1
l=i Xtnl ;tnl+1(ψ
n
l ) and consider the
partition pij−i = pij−i+1 − {tnk} for i < k < j. Then
Mπ
j−i+1
ij =M
πj−i
ij +Xtnk ;tnk+1(ψ
n
k )−Xtnk ;tnk+1(ψ
n
k−1),
and by induction we obtain immediately that
ψnj − ψ
n
i = Xtni ;tnj (ψ
n
i ) +
j−1∑
k=i+1
[Xtn
k
;tn
k+1
(ψnk )−Xtnk ;tnk+1(ψ
n
k−1)]
for all 0 ≤ i < j ≤ ⌊nT ⌋. Let pnlk = Xtnl ;tnk (ψ
n
q ) and q
n
lk = Xtnl ;tnk (ψq/n). Using that ψ satisfies the Young
equation (8) we obtain
ψj/n − ψi/n = q
n
ij +
j−1∑
k=i+1
[Xtn
k
;tn
k+1
(ψtn
k
)−Xtn
k
;tn
k+1
(ψtn
k−1
)] +Rnij
where Rnij =
∑j−1
k=i
∫ tnk+1
tnk
Xdσ(ψσ)−Xtnk ;tnk+1(ψtnk ). For this term we have the bound |R
n
ij | .|ψ|γ+|ψ|0,||X||
(j − i)n−2γ by standard Young estimates. Consider
∆nj −∆
n
i = p
n
ij − qij −R
n
ij +
j−1∑
k=i+1
[Xtnk ;tnk+1(ψ
n
k )−Xtnk ;tnk+1(ψ
n
k−1)−Xtnk ;tnk+1(ψtnk ) +Xtnk ;tnk+1(ψtnk−1)]
and let
Bnl = max
0≤i<j≤l
(
j − i
n
)−1 ∣∣∆nj −∆ni − pnij − qij +Rnij ∣∣ .
To prove our result is suffices to show that Bn⌊nT⌋ = O(n
1−2γ). Observe that when |i − j| < l the sum
appearing in the expression of ∆ni −∆
n
j can be bounded by B
n
l−1. In fact we have that
|Xtnk ;tnk+1(ψ
n
k )−Xtnk ;tnk+1(ψ
n
k−1)−Xtnk ;tnk+1(ψtnk )+Xtnk ;tnk+1(ψtnk−1)| ≤ C(
j − i
n
)2γ(1+Bnl−1)
M (n1−2γ+Bnl−1)
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where C = C(ψ0, ||X ||) and
Bnl ≤ C(1 +B
n
l−1)
M (Bnl−1 + n
1−2γ)(l/n)2γ−1.
When l = 1 we have that Bn1 = 0 and the result is clearly true. Now assume that for some l we have
that Bnl−1 ≤ A and define the increasing map θ(x) = (l/n)
2γ−1(1 + x)M+1. Remark that θ(n2γ−1Bnl ) ≤
n2γ−1Bnl−1. Then if l/n is small enough we have that θ admits a fixed point and that n
1−2γBnl ≤ A < +∞
where we take A is the limit of the sequence (xi) defined by xi+1 = θ(xi) and x0 = 0. Now is suffice to
iterate this argument to prove that the bound holds for all l ≤ ⌊nT ⌋.
3 Young theory of the modulated NLS
Let w a (ρ, γ)-irregular path, the aim of this section is to provide the necessary path–wise estimates on
the modulated operator X in various NLS models.
Definition 3.1. Let n ≥ 1. We say that a n-linear operator X : R+ → Ln(V ) on the Banach space V
belongs to Xwn,V if
1. For all T > 0 we have
|Xs;t|Ln(V ) ≤ C(1 + ‖Φ
w‖Wρ,γT )|t− s|
γ
for s, t ∈ [0, T ] and for some finite constant C > 0 which does not depend on w.
2. If we let XLt (ϕ1, . . . , ϕn) = ΠLXt(ΠLϕ1, . . . ,ΠLϕn) then we have X
L → X in C1/2([0, T ],Ln(V )).
And then if we define Xt(ψ) := Xt(ψ, ψ, ..., ψ) we see that in this case our operator X satisfy the Hy-
pothesis (2.1), that is X ∈ Cγ([0, T ]; LipM (V )) for M = n− 1 and all T > 0.
Once appropriate bounds are obtained for the relevant X operators, the Young theory of Section 2.2
gives a complete local well-posedness theory for the equation. Additional benefits of this approach are
the convergence of approximations and an Euler scheme to approximate solutions.
3.1 Periodic cubic NLS equation
We consider the modulated periodic cubic Nonlinear Schro¨dinger equation for which A = i∂2 and N (φ) =
i|φ|2φ in eq. (1). By definition X˙ is the time–dependent trilinear operator given by
X˙t(ψ1, ψ2, ψ3) = U
w
−t[(U
w
t ψ1)
∗(Uwt ψ2)(U
w
t ψ3)]
for all t ∈ R and ψ1, ψ2, ψ3 ∈ L2(T). Its Fourier transform reads
FX˙t(ψ1, ψ2, ψ3)(ξ) =
∑
ξ1,ξ2,ξ3∈Z0
ξ=−ξ1+ξ2+ξ3
eiwt(ξ
2+ξ21−ξ
2
2−ξ
2
3) ψˆ1(ξ1)
∗ψˆ2(ξ2)ψˆ3(ξ3)
where ψˆi = Fψi. Note that ξ
2+ξ21−ξ
2
2−ξ
2
3 = 2(ξ−ξ2)(ξ−ξ3) under the condition that ξ = −ξ1+ξ2+ξ3.
Then Xt =
∫ t
0 X˙sds has Fourier transform
Xˆt(ψ1, ψ2, ψ3) =
∑
⋆
ψ1(k1)
∗ψ2(k2)ψ3(k3)Φ
w
t (2(k − k2)(k − k3)) (9)
where the star under the sum means that we sum over all triples (k1, k2, k3) ∈ Z3 such that k2+k3 = k+k1
and k2 6= k, k3 6= k, k1k2k3 6= 0. The operator X is well defined for all ψ1, ψ2, ψ3 ∈ L2(T) with values
in the space of Schwartz distributions on T. Exploiting the ρ-irregularity of w the following proposition
determines a better regularity for X . A resonance due to the particular form of the non-linear term
and to the fact we are working on the torus appears in the operator X . This happens when ξ = ξ2 or
ξ = ξ3. In this case indeed we have that the modulation function vanishes: ξ
2 + ξ21 − ξ
2
2 − ξ
2
3 = 0 and no
12
regularisation can take place. In order to take it into account we decompose the operator X according
to X = X1 +X2 where
X˙1t (ψ1, ψ2, ψ3) = ψ3〈ψ1, ψ2〉+ ψ2〈ψ1, ψ3〉
and
FX˙2t (ψ1, ψ2, ψ3)(ξ) =
∑
ξ1,ξ2,ξ3∈Z0
ξ=−ξ1+ξ2+ξ3
Iξ 6=ξ2,ξ3e
iwt(ξ
2+ξ21−ξ
2
2−ξ
2
3) ψˆ1(ξ1)
∗ψˆ2(ξ2)ψˆ3(ξ3).
Then we have
Proposition 3.2. If ρ > 1/2 then for all T > 0 and α ≥ 0 we have X ∈ Cγ([0, T ],L3(Hα)). Moreover
X = X1 +X2 with
X1t (ψ1, ψ2, ψ3) = t(ψ2〈ψ1, ψ2〉+ ψ3〈ψ1, ψ3〉)
and X2 ∈ Xw3,Hα(T) for all α > 0. Finally supL ||(X
2)L||Cγ([0,T ],L3(L2(T))) < +∞.
Proof. Using the Cauchy-Schwartz inequality and the fact that ||ψ||L2 ≤ ||ψ||Hα for α ≥ 0 we obtain
immediately the following bound
||X1s;t(ψ1, ψ2, ψ3)||Hα ≤ 2(t− s)||ψ1||α||ψ2||α||ψ3||α
which shows that X1 ∈ Cγ([0, T ],L3(Hα)) for any γ ≤ 1 and α ≥ 0. Let us consider now X2: setting
Ξ = 2(ξ − ξ2)(ξ − ξ3) we get
|〈ψ,X2s;t(ψ1, ψ2, ψ3)〉| ≤
∑
ξ1,ξ2,ξ3∈Z0
ξ=−ξ1+ξ2+ξ3
Iξ 6=ξ2,ξ3 |Φ
w
s;t(Ξ)| |ψˆ(ξ)
∗ψˆ1(ξ1)
∗ψˆ2(ξ2)ψˆ3(ξ3)|
for all ψ, ψ1, ψ2, ψ3 ∈ L2(T) and all 0 < s < t < T . By standard application of Cauchy-Schwarz and
using the (ρ, γ)–irregularity norm of w we get
|〈ψ,X2s;t(ψ1, ψ2, ψ3)〉| ≤ (Iα,ρ)
1/2
(
sup
a∈Z0
|a|ρ|Φws;t(a)|
)
‖ψ‖−α‖ψ1‖α‖ψ2‖α‖ψ3‖α
≤ (Iα,ρ)
1/2‖Φw‖Wρ,γT |t− s|
γ‖ψ‖−α‖ψ1‖α‖ψ2‖α‖ψ3‖α
with
Iα,ρ = sup
ξ∈Z0
∑
ξ1,ξ2,ξ3∈Z0
ξ=−ξ1+ξ2+ξ3
Iξ 6=ξ2,ξ3 |ξ|
2α|ξ1ξ2ξ3|
−2α|Ξ|−2ρ.
The finiteness of the constant Iα,β,ρ is enough to show that X
2 ∈ Cγ([0, T ],L3(Hα)). Since α ≥ 0, by
using that |ξ|2α . |ξ1|2α + |ξ2|2α + |ξ3|2α we have Iα,ρ . I0,ρ moreover
I0,ρ = sup
ξ∈Z0
∑
ξ2∈Z0
Iξ 6=ξ2 |ξ − ξ2|
−2ρ
∑
ξ3∈Z0
Iξ 6=ξ3 |ξ − ξ3|
−2ρ <∞
provided ρ > 1/2. Let us now prove that X2 ∈ Xw3,Hα for α > 0. Another simple computation shows
||(X2)Ls;t −X
2
s;t||L3Hα . (I
L)1/2‖Φw‖Wρ,γT |t− s|
γ
where
IL = sup
|ξ|>L
|ξ|2α
∑
−ξ1+ξ2+ξ3=ξ
|ξ1ξ2ξ3|
−2α|(ξ − ξ3)(ξ − ξ2)|
−2ρ
+ sup
|ξ|≤L
|ξ|2α
∑
−ξ1+ξ2+ξ3=ξ,|ξ1|>L
|ξ1ξ2ξ3|
−2α|(ξ − ξ3)(ξ − ξ2)|
−2ρ
+ sup
|ξ|≤L
|ξ|2α
∑
−ξ1+ξ2+ξ3=ξ,|ξ2|>L
|ξ1ξ2ξ3|
−2α|(ξ − ξ3)(ξ − ξ2)|
−2ρ
≡ IL1 + I
L
2 + I
L
3
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Now
IL1 . sup
|ξ|>L
∑
⋆
|ξ2ξ3|
−2α|ξ − ξ2|
−2ρ|ξ − ξ3|
−2ρ + sup
|ξ|>L
∑
⋆
|ξ1|
−2α|ξ2|
−2α|ξ − ξ2|
−2ρ|ξ − ξ3|
−2ρ
. L−min(2α,2ε)
for 0 < ε < 2ρ− 1 and where the star under the sum mean that −ξ1 + ξ2 + ξ3 = ξ. Here we have used
the inequality |ξ| . |ξ2| + |ξ − ξ2| to bound the first sum and for the second sum we have used the fact
that |ξ| . |ξ1|+ |ξ− ξ2|+ |ξ− ξ3|, which gives the needed bound for IL1 . To deal with I
L
2 we remark that
|ξ − ξ2| = |ξ3 − ξ1| and then
IL2 . L
−2α
∑
ξ2,ξ3
|ξ1 − ξ2|
−2ρ|ξ3 − ξ1|
−2ρ + L−min(α,ε)
∑
ξ2,ξ3
|ξ3 − ξ1|
ρ−ε|ξ2 − ξ1|
ρ . L−min(2α,ε).
To obtain the last bound for IL3 we remark that if |ξ2| > L the max(|ξ1 − ξ2|; |ξ1|) ≥ L/2 and then we
obtain easily that IL3 . L
−min(2α,ε) which completes the proof.
3.2 Cubic NLS equation on R
In the case of the cubic NLS on the whole real line the modulated operator X˙ takes the form
FX˙t(ψ1, ψ2, ψ3)(ξ) =
∫
ξ1,ξ2,ξ3∈R
ξ=−ξ1+ξ2+ξ3
eiwt(ξ
2+ξ21−ξ
2
2−ξ
2
3) ψˆ1(ξ1)
∗ψˆ2(ξ2)ψˆ3(ξ3)dξ2dξ3.
for any ψ1, ψ2, ψ3 ∈ L2(R). Note that the modulation function Ξ = ξ2+ ξ21 − ξ
2
2 − ξ
2
3 under the condition
ξ = −ξ1 + ξ2 + ξ3 takes the form Ξ = 2(ξ − ξ2)(ξ − ξ3). Then X has the expression
FXt(ψ1, ψ2, ψ3)(ξ) =
∫
ξ1,ξ2,ξ3∈R
d
ξ=−ξ1+ξ2+ξ3
Φwt (Ξ) ψˆ1(ξ1)
∗ψˆ2(ξ2)ψˆ3(ξ3)dξ2dξ3.
Proposition 3.3. Assume that w is (ρ, γ)-irregular with ρ > 1/2 then the modulated operator X associ-
ated to the cubic NLS on R satisfies X ∈ Cγ([0, T ], Hα(R)) for all α ≥ 0.
Proof. Let (ψi)i=1,2,3 ∈ Hα and ψ4 ∈ H−α then by a simple computation we have that
|〈ψ4, Xs;t(ψ1, ψ2, ψ3)〉| ≤
∫
R3
(|x|−α|ψˆ4(x)|)|x|
α|x1x2x3|
−4α| − x1 + x2 + x3|
α×
×Πi=1,.,3|xi|
α|ψˆi(xi)||Φ
w
s;t(2(x2 − x1)(x3 − x1))|dx1dx2dx3
(10)
with x = −x1 + x2 + x3 now using the fact that |x|α . |x1|α + |x2|α + |x3|α and the Lemma 3.4 below
we obtain immediately |〈ψ4, Xs;t(ψ1, ψ2, ψ3)〉| . (1 + ‖Φ
w‖Wρ,γT )|t− s|
γ‖ψ4‖−αΠi=1,..,3‖ψ‖α.
Lemma 3.4. Let (ψi)i=1,..,4 ∈ L2(R) and define the following integral
I(α) :=
∫
R3
dx1dx2dx3|x2 − x1|
α|Φws1;s2(2(x2 − x1)(x3 − x1))|
×|ψˆ1(x1)||ψˆ
∗
2(x2)||(ψˆ3)
∗(x3)||(ψˆ
∗
4)
∗(−x1 + x2 + x3)|
then if w is (ρ, γ)–irregular we have the following bound
I(α) . (1 + ‖Φw‖Wρ,γT )|s2 − s1|
γΠi=1,..4‖ψi‖L2(R)
when α ∈ [0, 1) and ρ > 1/2 + α or α = 1 and ρ > 1.
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Proof. In the case α < 1 let us split R3 = ∪i=1,...,4Di with
D1 = {(x1, x2, x3) ∈ R
3; |x2 − x1| ≥ 1, |x3 − x1| ≥ 1},
D2 = {(x1, x2, x3) ∈ R
3; |x2 − x1| ≤ 1, |x3 − x1| ≤ 1},
D3 = {(x1, x2, x3) ∈ R
3; |x2 − x1| ≤ 1, |x3 − x1| ≥ 1},
D4 = {(x1, x2, x3) ∈ R
3; |x2 − x1| ≥ 1, |x3 − x1| ≤ 1}.
According to this split I(α) =
∑
i=1,...,4 Ii. By Cauchy-Schwarz we have Il ≤ JlΠ
4
i=1‖ψi‖L2(R) for
l ∈ {1, 2, 3} and using the (ρ, γ)–irregularity of w we have
J21 = sup
x1
∫
R2
dx2dx3I{|x2−x1|≥1;|x3−x1|≥1}|x2 − x1|
2α|Φws1;s2(2(x2 − x1)(x3 − x1))|
2
=
∫
R2
dy2dy3I{|y2|≥1;|y3|≥1}|y2|
2α|Φws1;s2(2y2y3)|
2
. ‖Φw‖2Wρ,γT
|s2 − s1|
2γ(
∫
|y2|≥1
1
|y2|2ρ−2α
dy2)(
∫
|y3|≥1
1
|y3|2ρ
dy3) < +∞
when ρ > α+ 1/2. To bound the term J3 we use again the (ρ, γ) irregularity of w and we obtain
J23 = sup
x1
∫
R2
dx2dx3I{|x2−x1|≤1;|x3−x1|≥1}|x2 − x1|
2α|Φws1;T (2(x2 − x1)(x3 − x1))|
2
=
∫
R2
dy2dy3I{|y2|≤1;|y3|≥1}|y2|
2α|Φws1;s2(2y2y3)|
2
. ‖Φw‖Wρ,γT |s2 − s1|
2γ
∫
|y2|≤1
|y2|
2α(
∫
|y3|≥1
1
(1 + |y2y3|)2ρ
dy3)dy2
. ‖Φw‖2Wρ,γT
|s2 − s1|
2γ(
∫
|y2|≤1
1
|y2|1−2α
dy2)(
∫
R
1
(1 + |z3|)2ρ
dz3) < +∞
when ρ > 1/2, α > 0 and this give us the bound for I3, we remark also in the case α = 0 the integral
I3 and I4 are essentially the same by symmetry and can be bounded using the same argument. Now we
will focus to bound the term J2 for that we simply use the fact that |Φ
w
s1;s2(a)| ≤ |s2 − s1| which is valid
for all a ∈ R. Then:
J22 = sup
x1
∫
R2
dx2dx3I{|x2−x1|≤1;|x3−x1|≤1}|x2 − x1|
2α|Φws1;s2(2(x2 − x1)(x3 − x1))|
2
=
∫
R2
dy2dy3I{|y2|≤1;|y3|≤1}|y2|
2α|Φws1;T (2y2y3)|
2
. |s2 − s1|
2.
All these bounds give us estimates for (Il), l ∈ {1, 2, 3}, let us focus on the remaning integrals. To bound
the integral I4 we proceed in a different way, to simplify the notation let η = 2(x2 − x1)(x3 − x1) and
then use the Cauchy-Schwarz inequality to get∫
R
dx2I|x2−x1|≥1|x2−x1|
α|Φs1;T (η)||ψˆ2(x2)||ψˆ4(x)| ≤ sup
x2
(I|x2−x1|≥1|x2−x1|
α|Φws1;s2(η)|)‖ψ2‖L2(R)‖ψ4‖L2(R)
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now injecting this inequality in I4 and using Cauchy-Schwarz and Young inequality we obtain that
I4 ≤ (
∫
R2
dx3dx1I|x3−x1|≤1 sup
x2
(I|x2−x1|≥1|x2 − x1|
α|Φws1;s2(η)|)|ψˆ1(x1)||ψˆ3(x3)|)‖ψ2‖L2(R)‖ψ4‖L2(R)
= (
∫
R
|ψˆs1(x1)|(
∫
R
I|x3−x1|≤1 sup
x2
(I|x2−x1|≥1|x2 − x1|
α|Φws1;s2(η)|)|ψˆ3(x3)|dx3)dx1)‖ψ2‖L2(R)‖ψ4‖L2(R)
≤
(∫
R
∣∣∣∣
∫
R
I|x3−x1|≤1 sup
x2
(I|x2−x1|≥1|x2 − x1|
α|Φws1;s2(η)|)|ψˆ3(x3)|dx3
∣∣∣∣
2
dx1
)1/2
‖ψ2‖L2(R)‖ψ4‖L2(R)‖ψ1‖L2(R)
≤
∫
|y3|≤1
sup
|y2|≥1
(|y2|
α|Φws1;s2(2y2y3)|)dy3Π
4
i=1‖ψi‖L2(R)
. ‖Φw‖Wρ,γT |T − s1|
γΠ4i=1‖ψi‖L2(R) sup
z2
(
|z2|
α(1 + |z2|)
−ρ
) ∫
|y3|≤1
|y|−αdy3 < +∞
when α < 1 and ρ > α. As was noted previously this gives us also a bound for I3 when α = 0. Now to
treat the case α = 1 we proceed as in [17]. Indeed after change of variable we can rewrite our integral as:
I(1) =
∫
R
|x|
(∫
R
|ψˆ1(y1)||ψˆ2(x− y1)|
(∫
R
|ψˆ3(y2)||ψˆ4(x− y2)||Φ
w
s1;s2(2x(y2 − y1))|dy2
)
dy1
)
dx
and then by Cauchy-Schwarz and Young inequality we have
I(1) ≤ (sup
x
|x|
∫
R
|Φws1;T (2xz)|dz)Π
4
i=1‖ψi‖L2(R) . ‖Φ
w‖Wρ,γT |s2 − s1|
γ(
∫
R
(1 + |z|)−ρdz)Π4i=1‖ψi‖L2(R).
The r.h.s is finite if ρ > 1 and this concludes the proof.
3.3 Global existence for the modulated cubic NLS equation
Here we obtain global solution of positive regularity for the modulated cubic NLS equation: we take
N (ϕ) = iϕ|ϕ|2 and we work indifferently in R or T.
Theorem 3.5. Fix α ≥ 0, φ ∈ Hα and T > 0. Then there exist v ∈ C1/2([0, T ], Hα) such that the
following equation holds
vt = φ+
∫ t
0
Xdσ(vσ)
for all t ∈ [0, T ].
In order to prove this result we will need to show that the operator X corresponding to NLS obeys
the L2 conservation law.
Lemma 3.6. We have that for any φ ∈ L2 and any 0 ≤ s ≤ t:
〈φ,Xs;t(φ, φ, φ)〉 ∈ R
and there exists a constant CR such that for all φ ∈ L2 with ‖φ‖L2 ≤ R we have
|‖φ+Xs;t(φ, φ, φ)‖L2 − ‖φ‖L2 | ≤ CR|t− s|
2γ .
Proof. We start observing that for smooth φ:
〈φ, X˙s(φ, φ, φ)〉 = 2|φ|
4
L2 + 〈φ, U
w
−s(|Usφ|
2Uws φ)〉 = 2|φ|
2
2 + 〈U
w
s φ, |U
w
s φ|
2Uws φ〉 ∈ R
Integrating in s and extending to arbitrary φ ∈ L2 we get the claim. Then if φ ∈ L2 we have
‖φ+Xs;t(φ, φ, φ)‖
2
L2 = ‖φ‖
2
L2 + ‖Xs;t(φ, φ, φ)‖
2
L2
so
|‖φ+Xs;t(φ, φ, φ)‖L2 − ‖φ‖L2| ≤
‖Xs;t(φ, φ, φ)‖2L2
‖φ‖L2
. |t− s|2γ‖φ‖5L2.
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Proof of Theorem 3.5. The existence of the global solution in L2 is given by the conservation law ||vt||L2 =
||φ||L2 which for local solutions holds thanks to the previous lemma and to the Lemma (2.5). Then by
patching local solutions we obtain a global solution. Let us now turn to the proof of existence of global
solution in Hα for any regularity α > 0. We will describe the details of the computations in the periodic
setting. The non-periodic setting allows for a similar but simpler proof since resonances will not play any
role. Recall the decomposition X = X1 +X2 introduced in Proposition 3.2 and decompose further X2
as
X2 = X21 +X22 +X23
with
FX2jt (ψ1, ψ2, ψ3)(k) =
∑
(k1,k2,k3)∈Dkj
ψˆ1(k1)
⋆ψˆ2(k2)ψˆ3(k3)Φ
w
t ((k − k2)(k − k3))
for j ∈ {1, 2, 3} and whereDk1 = {−k1+k2+k3 = k, k2 6= k, k3 6= k}∩{|k1| ≥ |k|/3},D
k
2 = {−k1+k2+k3 =
k, k2 6= k, k3 6= k} ∩ {|k1| < |k|/3, |k2| ≥ |k|/3} and Dk3 = {−k1 + k2 + k3 = k, k2 6= k, k3 6= k} ∩ {|k1| <
|k|/3, |k2| < |k|/3, |k3| ≥ |k|/3}. Using Cauchy-Schwarz inequality we have the following bound
||X2js;t(ψ1, ψ2,ψ3)||
2
Hβ+ε ≤ ||ψj ||Hβ+εΠi6=j ||ψi||Hβ×
× sup
k
|k|2β+2ε
∑
Dkj
|kj |
−2β−2ε
(
Πi6=j |ki|
−2β
)
|Φws;t(2(k − k2)(k − k3))|
2 (11)
for β, ε ≥ 0 then using the fact that |k| . |kj | on Dkj and using the ρ-irregularity of w we obtain
||X2js;t(ψ1, ψ2, ψ3)||
2
Hβ+ε .α,ε ||Φ
w||Wρ,γT |t− s|
γ ||ψj ||Hβ+εΠi6=j ||ψi||Hβ

∑
l 6=0
|l|−2ρ


2
< +∞
when ρ > 1/2 and then we have that for all T > 0 there exist γ > 1/2 such that X21 belongs to
Cγ
(
[0, T ],L3(Hβ+ε ×Hβ ×Hβ, Hβ+ε)
)
for all β, ε ≥ 0. Of course the same statement holds for the
other operators. Below we will use this result for β = 0 and ε = α. Now let us define a norm on
C1/2([0, T ], Hα) by ||ψ||α = ||ψ||C1/2([0,T ],Hα) + ||ψ||C0([0,T ],Hα) for α ≥ 0 and the map Γ by:
Γ(ψ) := φ+
∫ t
0
Xdσ(ψσ)
for ψ ∈ C1/2([0, T ], Hα). By a simple computation we see that
||Γ(ψ)||0 .γ,w ||φ||L2 + T
γ−1/2||ψ||30.
Now if 0 < T ≤ T1 is sufficiently small then the equation r = ||φ||L2 +T
γ−1/2r3 admits a positive solution
r⋆ > 0 and the closed ball Br⋆ =: {ψ ∈ C1/2([0, T ], L2); ||ψ||0 ≤ r⋆T } is invariant by Γ. Moreover we have
that
||Γ(ψ1)− Γ(ψ2)||0 .γ,w T
γ−1/2||ψ1 − ψ2||0(1 + (r
⋆)2)
and then if T ≤ T2 ≤ T1 sufficiently small, Γ is a strict contraction on Br⋆ which admits a unique fixed
point v. Let ΓBr⋆ the restriction of Γ on Br⋆ and use the fact that
Γ(ψ)t = φ+ 2
∫ t
0
ψσ||ψσ||
2
L2dσ +
∑
j∈{1,2,3}
∫ t
0
X2jdσ(ψσ)
and the regularity of X2j to deduce that
||ΓBr⋆ (ψ)||α . ||φ||Hα + T
γ−1/2(r⋆)2||ψ||α.
Then B(0, R) := {ψ ∈ C([0, T ], Hα); ||ψ|| ≤ R} is invariant by ΓBr⋆ for T
⋆ = T ⋆(‖φ‖L2) small enough
depending only on ‖φ‖L2 since r
⋆ = r⋆(‖φ‖L2). Given that the ball B(0, R) is closed in C
1/2([0, T ], L2)
we have that v ∈ C1/2([0, T ⋆], Hα) and using the conservation law in L2 we can repeat the argument on
[T ⋆, 2T ⋆] and recursively obtain that v ∈ C1/2([0, T ], Hα).
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3.4 Convergence of regularized models
We study here the convergence of approximations given by standard PDEs to the solution of the Young
equations. Consider the following regularized problem{
∂tϕt = Aϕt∂tnt +ΠLN (ΠLϕt), t ≥ 0,
ϕ(0, x) = ΠLφ(x) ∈ C
∞(T)
(12)
with n being a differentiable function, φ ∈ Hα(T) for α > 0, A = i∂2x and N (φ) = i|φ
2|φ. This Cauchy
problem is equivalent to the mild formulation
ϕt = U
n
t ΠLφ+
∫ t
0
Unt (U
n
s )
−1ΠLN (ΠLϕs)ds, t ≥ 0 (13)
or equivalently
ψt = ΠLφ+
∫ t
0
(Uns )
−1ΠLN (ΠLU
n
s ψs)ds, t ≥ 0, (14)
with Unt = e
Ant and ψt = (U
n)−1t ϕt. Now we can check easily that the modulated operator X
n,L
associated to the equation (14) is well defined and satisfies
||Xn,Ls;t ||L2(Hα1 ,Hα2) .n,L |t− s|
for all α1, α2 ∈ R. By a fixed point argument we obtain the existence of a unique Young local solution
ϕn,L ∈ C([0, T ⋆], L2) such that ψn,Lt = (U
n
t )
−1ϕn,Lt ∈ C
1([0, T ⋆], L2) moreover we have that ψn,L ∈
∩β≥0C
1([0, T ⋆], Hβ) and then clearly
∂tϕt = Aϕt∂tnt +ΠLN (ΠLϕt)
in the weak sense. To obtain a global solution is sufficient to remark that for all v ∈ L2
〈v,Xn,Ls;t (v)〉 = 2(t− s)‖v‖
4
L2 +
∫ t
s
dσ
∫
T
Unσ vΠL(|ΠLU
n
σ v|
2(UσΠLv)
⋆)
= 2(t− s)‖v‖4L2 +
∫ t
s
dσ
∫
T
|UnσΠLv|
4 ∈ R.
This implies
||ψn,Lt ||
2
L2 = ||ψ
n,L
s ||
2
L2 + ||ψ
n,L
t − ψ
n,L
s ||
2
L2 + 2Re(〈ψ
n,L
s , iX
n,L
st (ψ
n,L
s , ψ
n,L
s , ψ
n,L))〉+Rs,t
= ||ψn,Ls ||
2
L2 + ||ψ
n,L
t − ψ
n,L
s ||
2
L2 +Rs,t
for all s, t ∈ [0, T ⋆] with |Rs,t| . |t − s|2. From this follows |||ψ
n,L
t ||
2
L2 − ||ψ
n,L
s ||
2
L2 | . |t − s|
2, that is
||ψn,Lt ||L2 = ||ΠLφ||L2 for all t ≥ 0. Using this conservation law we can extend our local solution to a
global one in L2 and using the same proof of Theorem (3.5) we construct a global solution in Hα. The
mild eq. (14) has a meaning even when n is only a continuous function. Let R > 0, T > 0 and assume
that supσ∈[0,T ] |nσ| ≤ R then we obtain
||ψn,L||C1−ε([0,T ],Hα) .L T
ε
1 ||X
n,L||C1([0,T ],L2Hα)(||ψ
n,L||C1−ε([0,T1],Hα) + ||ΠLφ||Hα)
2
for all T1 < min(1, T ), using the fact that ||Xn,L||C1([0,T ],L2Hα) .L supσ∈[0,T ] |nσ| .L R and taking
T1 = T1(||ΠLφ||Hα ) small enough we can see that ||ψn,L||C1−ε([0,T1],Hα) .L R. Finally iterating these
results on contiguous small subintervals of [0, T ] gives us that ||ψn,L||C1−ε([0,T ],Hα) .L R. By a similar
argument we obtain easily ||ψn
2,L−ψn
1,L||C1−ε([0,T ],Hα) .L,R supσ∈[0,T ] |n
1
σ−n
2
σ| for all n1, n2 ∈ C([0, T ])
such that supσ∈[0,T ] |n
i
σ| ≤ R for i = 1, 2 where ψ
n1,L,ψn
2,L are respectively the global solution of the
eq. (14) associated to the dispersion n1 and n2. Now let wN a regularization of the continuous ρ–irregular
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function w and assume that supσ∈[0,T ] |w
N
σ −wσ| →N→+∞ 0 for all T > 0. Then the solutions (ϕ
N,L)N∈N
of the regularized problem (12) with dispersion wN converge in C([0, T ], Hα) to ϕL which is the solution
of the mild equation (13) with dispersion w:
ϕLt = U
wΠLφ+
∫ t
0
(Uwt )(U
w
s )
−1ΠLN (ΠLϕs)ds. (15)
Finally we have
Theorem 3.7. Let ρ > 1/2, α > 0, T > 0 and ϕL, ϕ respectively the solution of the mild eq. (15) on
[0, T ] and the modulated cubic NLS equation then
||ψL − ψ||C1/2([0,T ],Hα) →
L→+∞ 0
with ψLt = (U
w
t )
−1ϕLt and ψt = (U
w
t )
−1ϕt.
3.5 Cubic non linear Schro¨dinger equation on R2
To obtain a local existence result for the modulated Schro¨dinger equation on R2 we need to obtain
regularity estimates for the appropriate modulated operatorX . Here X˙s(ψ1, ψ2, ψ3) is a trilinear operator
with Fourier transform given by
FX˙s(ψ1, ψ2, ψ3)(ξ) =
∫
ξ1,ξ2,ξ3∈R
2
ξ=−ξ1+ξ2+ξ3
eiws(|ξ|
2+|ξ1|
2−|ξ2|
2−|ξ3|
2) ψˆ1(ξ1)
∗ψˆ2(ξ2)ψˆ3(ξ3)dξ2dξ3.
Note that |ξ|2 + |ξ1|2 − |ξ2|2 − |ξ3|2 = 2〈ξ − ξ2, ξ − ξ3〉R2 = Ξ under the condition that ξ = −ξ1 + ξ2 + ξ3.
Then X has the expression
FXt(ψ1, ψ2, ψ3)(ξ) =
∫
ξ1,ξ2,ξ3∈R
d
ξ=−ξ1+ξ2+ξ3
Φwt (Ξ) ψˆ1(ξ1)
∗ψˆ2(ξ2)ψˆ3(ξ3)dξ2dξ3.
Using the (ρ, γ)-iregularity of w we can easily obtain that
|〈ψ,Xs;t(ψ1, ψ2, ψ3)〉| ≤
∫
ξ,ξ1,ξ2,ξ3∈R
2
ξ=−ξ1+ξ2+ξ3
|Φws;t(Ξ)| |ψˆ(ξ)||ψˆ1(ξ1)||ψˆ2(ξ2)||ψˆ3(ξ3)|dξ1dξ2dξ3
≤ J1/2‖Φw‖Wρ,γT |t− s|
γ‖ψ‖−α‖ψ1‖α‖ψ2‖α‖ψ3‖α
with
J = sup
ξ∈R2
∫
ξ1,ξ2,ξ3∈R
2
ξ=−ξ1+ξ2+ξ3
(1 + 2|〈ξ − ξ2, ξ − ξ3〉|)
−2ρ(1 + |ξ|2)α
∏
i=1,2,3
(1 + |ξi|
2)−αdξ2dξ3
Lemma 3.8. The quantity J is finite when α > 1/2 and ρ > 1/2.
Proof. Inserting the estimate (1 + |ξ|2)α .
∑3
i=1(1 + |ξi|
2)α we obtain that J = J1 + J2 where
J1 = sup
ξ∈R2
∫
ξ1,ξ2,ξ3∈R
2
ξ=−ξ1+ξ2+ξ3
(1 + 2|〈ξ − ξ2, ξ − ξ3〉|)
−2ρ(1 + |ξ2|
2)−α(1 + |ξ3|
2)−αdξ2dξ3
and
J2 = sup
ξ∈R2
∫
ξ1,ξ2,ξ3∈R
2
ξ=−ξ1+ξ2+ξ3
(1 + 2|〈ξ − ξ2, ξ − ξ3〉|)
−2ρ(1 + |ξ2|
2)−α(1 + |ξ1|
2)−αdξ2dξ3
Let us consider first the J1 contribution. Let qi = ξ − ξi, i = 2, 3
J1 = sup
ξ∈R2
∫
R2
dq2
(1 + |ξ + q2|2)α
∫
R2
dq3
(1 + 2|〈q2, q3〉|)2ρ(1 + |ξ + q3|2)α
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Write q⊥3 , q
‖
3 ∈ R for the perpendicular and parallel components of q3 ∈ R
2 with respect to q2 and similarly
for ξ and bound
J1 ≤ sup
ξ∈R2
∫
R2
dq2
(1 + |ξ + q2|2)α
∫
R
dq⊥3
(1 + |ξ⊥ + q⊥3 |
2)α
∫
R
dq
‖
3
(1 + 2|q2||q
‖
3 |)
2ρ
= sup
ξ∈R2
∫
R2
dq2
(1 + |ξ + q2|2)α
∫
R
dq⊥3
(1 + |q⊥3 |
2)α
∫
R
dq
‖
3
(1 + 2|q2||q
‖
3 |)
2ρ
now note that for α > 1/2 and ρ > 1/2 we have
∫
R
dq⊥3
(1 + |q⊥3 |
2)α
∫
R
dq
‖
3
(1 + 2|q2||q
‖
3 |)
2ρ
. |q2|
−1
so that
J1 . sup
ξ∈R2
∫
R2
dq2
(1 + |ξ + q2|2)α|q2|
< +∞
for α > 1/2. To estimate the J2 integral we rewrite it as
J2 = sup
ξ∈R2
∫
R2
∫
R2
(1 + 2|〈ξ1 − ξ2, ξ − ξ2〉|)
−2ρ(1 + |ξ2|
2)−α(1 + |ξ1|
2)−αdξ2dξ1
where we used that ξ − ξ3 = ξ2 − ξ1. By writing q1 = ξ1 − ξ2 and q2 = ξ − ξ2 we get
J2 = sup
ξ∈R2
∫
R2
dq2
(1 + |ξ − q2|2)α
∫
R2
dq1
(1 + 2|〈q1, q2〉|)2ρ(1 + |q1 + ξ − q2|2)α
Write q⊥1 , q
‖
1 for the perpendicular and parallel components of q1 with respect to q2 to get the estimate
J2 ≤ sup
ξ∈R2
∫
R2
dq2
(1 + |ξ − q2|2)α
∫
R2
dq⊥1 dq
‖
1
(1 + 2|q
‖
1 ||q2|)
2ρ(1 + |q⊥1 + ξ
⊥|2)α
again the condition α > 1/2 allows to bound this last quantity as
. sup
ξ∈R2
∫
R2
dq2
(1 + |ξ − q2|2)α
∫
R
dq
‖
1
(1 + 2|q
‖
1 ||q2|)
2ρ
and ρ > 1/2 subsequently by
. sup
ξ∈R2
∫
R2
dq2
(1 + |ξ − q2|2)α|q2|
which is finite when α > 1/2.
Theorem 3.9. For all ρ > 1/2 there exists γ > 1/2 such that for all T > 0 the operator X belongs to
Cγ([0, T ],L3Hα(R2)) for all α > 1/2.
3.6 The derivative NLS equation
Here we will focus on the modulated Derivative Nonlinear Schro¨dinger equation (ie: A = i∂2 and N (u) =
i(−i∂)θ(|u|2 − ||u||22)u for θ > 0. Now the Fourier transform of the operator associated to this equation
is given by
Xˆt(ψ1, ψ2, ψ3) = i(k)
θ
∑
⋆
ψ1(k1)
∗ψ2(k2)ψ3(k3)Φ
w
t (2(k − k2)(k − k3)) (16)
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where the star under the sum means that we have −k1 + k2 + k3 = k and k2 6= k,k3 6= k , k1k2k3 6= 0.
Standard application of Cauchy-Schwartz gives
||Xs;t||
2
L3Hα ≤ sup
k 6=0
|k|2α+2θ
∑
⋆
|k1k2k3|
−2α|Φws;t(2(k − k2)(k − k3))|
2
then using the fact that w is (γ, ρ) irregular we obtain
||Xs;t||
2
L3Hα . ‖Φ
w‖Wρ,γT |t− s|
γ sup
k
|k|2+2α
∑
⋆
|k1k2k3|
−2α|k − k2|
−2ρ|k − k3|
−2ρ
with s, t ∈ [0, T ], then is sufficient to prove that
I = sup
k
|k|2α+2θ
∑
∗
|k1k2k3|
−2α|k − k3|
−2ρ|k − k2|
−2ρ < +∞
for that we will need the following lemma.
Lemma 3.10. For ρ > max(1/2, θ/2) and α ≥ 12θ then the following inequality holds:∑
l 6=0,k
|l|−2α|k − l|−2ρ . |k|−θ
Proof. ∑
l 6=k,0
|l|−2α|k − l|−2ρ =
∑
l 6=0,k;|l−k|≤|l|
|l|−2α|k − l|−2ρ +
∑
l 6=0,k;|k−l|≥|l|
|l|−2α|k − l|−2ρ
≤ |k|−θ
∑
l 6=0
1
|l|2ρ
+ |k|−θ
∑
l
1
|l|2α+2ρ−θ
.θ,α,ρ
1
|k|θ
.
Lemma 3.11. Let ρ > max(θ, 1/2) and α ≥ 12θ then I < +∞.
Proof. If we use the fact that |k|2α . |k1|
2α + |k2|
2α + |k3|
2α we obtain
I . sup
k
|k|2θ
(∑
∗
|k2k3|
2α|k − k2|
−2ρ|k − k3|
−2ρ +
∑
∗
|k1k2|
−2α|k − k2|
−2ρ|k2 − k1|
−2ρ
)
. sup
k
|k|2θ

 ∑
k2 6=0,k
|k2|
−2α|k − k2|
−2ρ


2
+ sup
k
|k|2θ
∑
∗
|k1k2|
−2α|k − k2|
−2ρ|k2 − k1|
−2ρ
= I1 + I2
Now by the Lemma 3.10 we have
I1 = sup
k
|k|2θ(
∑
k2 6=0,k
|k2|
−2α|k − k2|
−2ρ)2 < +∞
for ρ > max(θ, 1/2), α > 12θ. It remains to treat the second term which requires a bit more work:
I2 = sup
k
|k|2θ
∑
k1,k2
|k2k1|
−2α|k2 − k|
−2ρ|k2 − k1|
−2ρ
= sup
k
|k|2θ
∑
k2
|k2|
−2α|k − k2|
−2ρ
∑
k1
|k1|
−2α|k2 − k1|
−2ρ . sup
k
|k|2θ
∑
k2
|k2|
−2α−θ|k − k2|
−2ρ
. sup
k
|k|2θ(
∑
k2;|k−k2|≤|k2|
|k2|
−2α−θ|k − k2|
−2ρ +
∑
k2;|k−k2|≥|k2|
|k2|
−2α−θ|k − k2|
−2ρ)
. sup
k
(|k|θ−2α) + sup
k
∑
k2;|k−k2|≥|k2|
|k2|
−2α−θ|k − k2|
−2ρ+2θ
. sup
k
(|k|θ−2α) +
∑
k2 6=0
|k2|
−2α−2ρ+θ < +∞
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if ρ > max(1/2, θ), α ≥ 12θ.
Theorem 3.12. Let θ > 0, ρ > max(1/2, θ) then there exist γ > 1/2 such that the operator X defined
the formula (16) satisfies X ∈ Cγ([0, T ],L3(Hα)) for all T > 0 and α ≥
1
2θ.
Remark 3.13. Taking θ = 1 and ρ > 1 we obtain the existence and uniqueness of a local solution for
the modulated dNLS equation as stated in Theorem 1.9 (provided as usual that w is ρ–irregular).
4 Modulated Strichartz estimates and NLS on R
In this section we study the modulated Schro¨dinger equation with general sub–critical non linearity, i.e.
A = i∂2 and N (φ) = i|φ|µφ where µ can be any real number in [0, 4]. In the case of Brownian modulation
this equation has already been studied in [17] using a stochastic Strichartz type estimate for µ ≤ 4. The
goal of this section is to remark that their result generalizes easily to an arbitrary ρ-irregular path. In
order to prove Theorem 1.10 we will follow their strategy and obtain a preliminary estimate which involves
computations similar to those used in the study of the X operator for the cubic NLS in Lemma 3.2.
Theorem 4.1. Let α ∈ [0, 1] and ρ > 0 such that 0 ≤ α < 1 and ρ > α + 1/2 or α = 1 and ρ > 1 then
there exists γ > 1/2 such that we have
∫ T
0
dt
∣∣∣∣∣
∣∣∣∣∣D α2
∣∣∣∣
∫ t
0
Uwt (U
w
s )
−1ψsds
∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
2
L2(R)
. ||Φw||Wγρ,T T
γ ||ψ||4L1([0,T ],L2(R))
for every ψ ∈ L1([0, T ], L2(R)) and for all T > 0.
Proof. By going to Fourier variables we can see that :
∫ T
0
dt
∣∣∣∣∣
∣∣∣∣∣D α2
∣∣∣∣
∫ t
0
Uwt (U
w
s )
−1ψsds
∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
2
L2(R)
=
∫ T
0
dt
∫
[0,t]4
ds1ds2ds3ds4
∫
R3
dx1dx2dx3×
× (e−iφ|x2 − x1|
α|ψˆs1(x1)||ψˆ
∗
s2 (x2)||(ψˆs3)
∗(x3)||ψˆ
∗
s4(x4)|)
where x4 = −x1 + x2 + x3, φ = x
2
1(wt −ws1)− x
2
2(wt −ws2 )− x
2
3(wt −ws3) + x
2
4(wt −ws4). Let us split
the integral over (s1, s2, s3, s4) in four region where si = max(s1, s2, s3, s4) for i = 1, ..., 4. Consider for
example the first region where s1 > s2, s3, s4. Using Fubini we can see that this integral is given by
I =
∫ T
0
ds1
∫
[0,s1]3
∫
R3
dx1dx2dx3(
∫ T
s1
e−iφdt)|x2 − x1|
α|ψˆs1(x1)||ψˆ
∗
s2 (x2)||(ψˆs3)
∗(x3)||(ψˆ
∗
s4 )
∗(x4)|
and ∣∣∣∣∣
∫ T
s1
e−iφdt
∣∣∣∣∣ =
∣∣∣∣∣
∫ T
s1
e2i(x2−x1)(x3−x1)(wt−ws1)dt
∣∣∣∣∣ = ∣∣Φws1T (2(x2 − x1)(x3 − x1))∣∣ .
Then we have to bound the following integral
I(α) =
∫
R3
dx1dx2dx3|x2 − x1|
α|Φws1T (2(x2 − x1)(x3 − x1))||ψˆs1(x1)||ψˆ
∗
s2 (x2)||(ψˆs3)
∗(x3)||(ψˆ
∗
s4)
∗(x4)|.
An application of Lemma 3.4 shows that I . T γ(
∫ T
0
|ψs|L2(R)ds)
4 what concludes the proof.
The following Gagliardo-Nirenberg-type inequality allows to transform the regularity gain of the
previous proposition into an integrability result of Strichartz’s type.
Lemma 4.2. Let p > 2 and ε > 0 then there exist C = C(ε, p) such that for all f ∈ L1(R) ∩ Hs the
following inequality holds :
||f ||Lp(R) ≤ C||f ||
1−θ
L1(R)||f ||
θ
Hs
where Hs is the homogenous Sobolev space on R, s =
1
2 −
1
p +
ε
2 and θ =
2p−2
(2+ε)p−2 ∈ (0, 1)
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Proof. We begin by decomposing f in standard Littlewood-Paley blocks f =
∑
i>−1∆if and then
||f ||Lp(R) ≤ ||∆−1f ||Lp(R) +
∑
i≥0
||∆if ||Lp(R). (17)
Bernstein’s inequality then gives ||∆if ||Lp(R) . 2
i( 12−
1
p )||∆if ||L2(R) and then summing this last equation
over i ≥ 0 and using Jensen inequality we can see that∑
i≥0
||∆if ||Lp(R) .
∑
i≥0
2i(
1
2−
1
p )||∆if ||L2(R) .
∑
i≥0
(2i(
1
2−
1
p+
ε
2 )||∆if ||L2(R))2
−i ε2
.ε

∑
i≥0
22i(
1
2−
1
p+
ε
2 )||∆if ||
2
L2(R)


1/2
.ε ||f ||Hs
and then we have ||f ||Lp(R) . ||f ||L1(R) + ||f ||Hs . Now if we put fλ(x) = f(λx) in this last inequality we
can see that
||f ||Lp(R) . λ
−1+1/p||f ||L1(R) + λ
ε/2||f ||Hs
then to have our result is suffices to take λ = (||f ||−1L1(R)||f ||Hs)
2p
2−(2+ε)p .
Proof of Theorem 1.10. Starting with Lemma 4.2 and taking α = 1 and ρ > 1 in Th. 4.1 we obtain :
∣∣∣∣
∣∣∣∣
∫ .
0
Uw. (U
w
s )
−1ψsds
∣∣∣∣
∣∣∣∣
p
Lp([0,T ],L2p(R))
=
∫ T
0
dt
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣
∫ t
0
Uwt (U
w
s )
−1ψsds
∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
p/2
Lp(R)
.
∫ T
0
dt
∣∣∣∣∣
∣∣∣∣∣
∣∣∣∣
∫ t
0
Uwt (U
w
s )
−1ψsds
∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
1/2
L1(R)
∣∣∣∣∣
∣∣∣∣∣D 12
∣∣∣∣
∫ t
0
Uwt (U
w
s )
−1ψsds
∣∣∣∣
2
∣∣∣∣∣
∣∣∣∣∣
p−1
2
L2(R)
. CwT
γ(p−1)
4 +
5−p
4
∣∣∣∣
∣∣∣∣
∫ .
0
Uw. (U
w
s )
−1ψsds
∣∣∣∣
∣∣∣∣
L∞([0,T ],L2(R))
(∫ T
0
||ψs||L2(R)ds
)p−1
.
Now is suffice to remark that∣∣∣∣
∣∣∣∣
∫ .
0
Uw. (U
w
s )
−1ψsds
∣∣∣∣
∣∣∣∣
L∞([0,T ],L2(R))
≤ sup
0≤t≤T
∫ T
0
∣∣∣∣Uwt (Uws )−1ψs∣∣∣∣L2(R) ds ≤
∫ T
0
||ψs||L2(R)ds
and then ∣∣∣∣
∣∣∣∣
∫ .
0
Uw. (U
w
s )
−1ψsds
∣∣∣∣
∣∣∣∣
p
Lp([0,T ],L2p(R))
≤ CwT
γ(p−1)
4 +
5−p
4
(∫ T
0
||ψs||L2(R)ds
)p
when p ∈ (2, 5]. Now in the case p ∈ [2, 4) we obtain the same result if we use the Lemma 4.2 and take
α = 1− 2p + ε ∈ (0, 1/2], ρ > α+
1
2 in Th. 4.1.
To have all the ingredients needed for the fixed point argument we have to estimates the action of the
operator Uw on the initial condition.
Proposition 4.3. Let T > 0, p = µ+ 1 ∈ (4, 5], ρ > min(32 −
2
p ) then then there exist constant Cp and
γ⋆(p) > 0 such that the following inequality holds :
||Uwt ψ||Lp([0,T ],L2p(R)) ≤ Cp||Φ||Wρ,γT T
γ⋆(p)||ψ||L2(R)
for all ψ ∈ L2(R).
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Proof. Let us begin by using the Lemma 4.2 and then
||Uwt ψ||
p
Lp([0,T ],L2p(R)) =
∫ T
0
dt
∣∣∣∣∣∣|Uwt ψ|2∣∣∣∣∣∣p/2
Lp(R)
. ||Uwψ||
(1−θ)p
L∞([0,T ],L2(R))
∫ T
0
dt
∣∣∣∣∣∣Dα/2 |Uwt ψ|2∣∣∣∣∣∣θ p2
L2(R)
where θ = 2p−2(2+ε)p−2 then it suffices to bound the quantity ‖D
α/2 |Uwt ψ|
2 ‖2L2 and to proceed as the in the
Proposition 1.10. By a simple computation we have∣∣∣∣∣∣Dα/2 |Uwt ψ|2∣∣∣∣∣∣2 =
∫
R3
dx1dx2dx3|x2 − x1|
α|Φw0T (η)||ψˆ(x1)||ψˆ(x2)||ψˆ(x3)||ψˆ(−x1 + x2 + x3)|
where η = 2(x2 − x1)(x3 − x2). Now applying again Proposition 4.1 we concludes the proof.
We are now ready to prove Theorem 1.11 about existence of local solution to the modulated NLS
with general non-linearity.
Proof of Theorem 1.11. In this proof we use essentially the the same argument of [17] to obtain the local
and global existence. Let us define for ψ ∈ Lp([0, T ], L2p) the following map :
Γ(ψ)t = U
w
t u
0 + i
∫ t
0
Uwt (U
w
s )
−1(|ψs|
µψs)ds.
We will prove that Γ is a strict contraction in a suitable ball of Lp([0, T ], L2p(R)). Let
Br =
{
ψ ∈ Lp([0, T ], L2p(R)), ||ψ||Lp([0,T ],L2p(R)) ≤ r
}
,
using Proposition 4.3 and Theorem 1.10 we have
||Γ(ψ)||Lp([0,T ],L2p(R)) ≤ ||U
w
. u
0||Lp([0,T ],L2p(R)) +
∣∣∣∣
∣∣∣∣
∫ .
0
Uw. (U
w
s )
−1(|ψs|
µψs)ds
∣∣∣∣
∣∣∣∣
Lp([0,T ],L2p(R))
≤ Cw,TT
γ⋆(p)
(
||u0||L2(R) +
∫ T
0
|||ψs|
µ
ψs||L2(R) ds
)
≤ Cw,TT
γ⋆(p)(||u0||L2(R) + ||ψ||
p
Lp([0,T ],L2p(R)))
≤ Cw,TT
γ⋆(p)(||u0||L2(R) + r
p)
then we can choose T1 small enough such for all T ≤ T1 the equation rT = CwT γ
⋆(p)(||u0||L2(R) + r
p
T )
admits a positive solution r = rT . Now for T < T1 and ψ1, ψ2 ∈ Lp([0, T ], L2p(R)) ∩ Br we see by the
same argument used previously that we have
||Γ(ψ1)− Γ(ψ2)||Lp([0,T ],L2p(R)) =
∣∣∣∣
∣∣∣∣
∫ .
0
Uw. (U
w
s )
−1(|ψ1|
µ ψ1 − |ψ2|
µ ψ2)ds
∣∣∣∣
∣∣∣∣
Lp([0,T ],L2p(R))
≤ Cw,TT
γ⋆(p)rp−1 ||ψ1 − ψ2||Lp([0,T ],L2p(R)) .
Choosing T2 < T1 such that for all T < T2 we have ||Φ||Wγ,ρT T
γ⋆(p)rp−1 < 1 which implies that Γ is a
strict contraction in the ball Lp([0, T2], L
2p(R)) ∩ Br and therefore has a unique fixed point in this ball.
The proof of uniqueness is standard. Now the fact that u ∈ C([0, T2], L2(R)) is simply given by the
inequality
||ut − us||L2(R) ≤ ||(U
w
t − U
w
s )u
0||L2(R) +
∫ t
s
||uσ||
p
L2p(R)dσ.
Now we will focus on the proof of the conservation law in the quintic case (i.e.: p = 5), for simplicity.
For values of 1 ≤ p < 5 the argument is similar. Let now M ∈ N. By the same argument used in the
beginning of the proof we can construct a local solution uM ∈ L5([0, T ], L10(R))∩C([0, T ], L2(R)) of the
regularized equation. More precisely we have that
uMt = U
w
t ΠMu
0 + i
∫ t
0
Uwt (U
w
s )
−1ΠM
(
|ΠMu
M |4ΠMu
M
)
ds
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for all t ∈ [0, T ] and some T = T (||u0||L2(R)). Let v
M = (Uwt )
−1uMt . A simple computation shows that
||vMt − v
M
s ||L2(R) ≤
∫ t
s
||ΠMu
M
σ ||
5
L10dσ .M (t− s)||u
M ||L∞([0,T ],L2(R))
from which we obtain that
||vMt ||
2
L2(R) = ||v
M
s ||
2
L2(R) + 2
∫ t
s
Im〈vs, (U
w
σ )
−1(|Uwσ v
M
s |
4Uσv
M
s )〉dσ +O(|t − s|
2).
It is not difficult to see that 〈vs, (Uwσ )
−1(|Uwσ v
M
s |
5Uσv
M
s )〉 ∈ R and then ||v
M
t ||
2
L2(R) = ||v
M
s ||
2
L2(R)+O(|t−
s|2) which implies that ||uMt ||L2(R) = ||u
0||L2(R). Moreover we have
• ΠMu
M = uM ;
• for every T > 0, supM ||u
M ||L5([0,T ],L10(R)) < +∞ .
Using that we have easily
||uM − u||L5([0,T ],L10(R)) . T
γ(||u0 −ΠMu
0||L2 + ||u
M − u||L5([0,T ],L10(R)))
and for T < min(T2, 1/2) we have that ||uM −u||L5([0,T ],L10(R)) →
M→+∞ 0. It is then sufficient to iterate
this procedure to extend it to the interval [0, T2]. Now by a simple computation we can see that
||uM − u||L∞([0,T2],L2(R)) . ||ΠMu
0 − u0||L2(R) + ||u
M − u||L5([0,T ],L10(R))
and then ||ut||L2(R) = ||u
0||L2(R) which gives the conservation law and allow us to extend our local solution
in a global solution. Now let u0 ∈ H1 and using the Strichartz estimates after taking the first derivative
of the function Γ(ψ) we obtain that
||Γ(ψ)||L5([0,T ],W 1,10(R)) .w T
γ(||u0||H1(R) + r
4||ψ||L5([0,T ],W 1,10(R)))
with ψ ∈ Br where Br is the ball in which we have setup our point fix argument at the beginning of
the proof. Then B(0, R), the ball of radius R in L5([0, T ],W 1,10(R)) is invariant by ΓBr the restriction
of Γ on Br for T3 = T depending only on r and not R. Since closed balls of L
5([0, T ],W 1,10(R))
are closed also in L5([0, T ], L1,10(R)) the fixed point of ΓBr is in L
5([0, T ],W 1,10(R)) and we obtain
that u ∈ L5([0, T3],W 1,10(R)). Now an argument similar to that used above in the L2 case gives that
u ∈ C([0, T3], H1(R)) since T3 depends only on r, by using the conservation of the L2 norm, we can
repeat the argument in the interval [T3, 2T3] and so on to conclude that u ∈ C(R+, H1(R)).
The following lemma show that our solution correspond to that obtain by de Bouard and Debussche
in [16].
Lemma 4.4. Let u the solution constructed in the Theorem 1.11 then u ∈ Lp+1loc ([0,+∞), L
p+1(R)).
In particular if w is a Brownian motion, the solution u coincides with that studied by De Bouard and
Debussche in [16].
Proof. Simply use the Cauchy-Schawrtz inequality :
||ut||
p+1
Lp(R) ≤ ||ut||L2(R)||ut||
p
L2p(R)
and then integrating this inequality for t ∈ [0, T ] and using the L2 conservation law get
||u||p+1Lp+1([0,T ],Lp+1(R)) ≤ ||u
0||L2(R)||u||
p
Lp([0,T ],L2p(R))
and thus ∈ Lp+1loc ([0,+∞), L
p+1(R)). Now when w is a Bronwian motion, u0 ∈ L2(R) and σ < 2 let us
recall that in [16] the authors show the existence of a unique solution v of the equation
v(t) = Uwt u
0 +
∫ t
0
Uwt (U
w
s )
−1(|vs|
2σvs)ds (18)
which satisfy v ∈ L2σ+2loc ([0,+∞), L
2σ+2(R) almost surely. Taking p = 2σ+1 we can see with this notation
that the solution u constructed in Theorem 1.11 satisfies the equation (18) almost surely and according
to the Lemma 4.4 it satisfies also u ∈ L2σ+2loc ([0,+∞), L
2σ+2(R) which by uniqueness implies that the two
solution coincide (i.e.: u = v).
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