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Programovací jazyk Python pod svojí jednoduchostí skrývá místa, na kterých je snadné udělat chybu. 
V této práci budou taková místa ukázana a konfrontována s efektivnějším přístupem. Bude jasně 
demonstrován rozdíl ve výkonu efektivních a neefektivních programových konstrukcí.
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Under the simplicity of Python programming language there are some fields hidden where it is easy 
to make mistake . In this thesis, these fields will be shown and confronted with more effective 
approach. The difference between effective and ineffective program constructs will be demonstrated 
clearly.
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V posledních letech získávají na popularitě mnohé skriptovací jazyky. Mezi ty nejznámější patří Perl, 
Python, či Ruby.  Programové nástroje těchto jazyků se neustále zlepšují, a to rozšiřuje pole jejich 
působnosti. Svoji významnou roli hraje vysoká míra abstrakce, kterou skriptovací jazyky disponují.
V této práci se podíváme na jeden konkrétní z nich, jímž bude Python. 
Jazyk  Python  prochází  rychlým  tempem  vývoje.  Podařilo  se  mu  proniknout  z  útrob 
přikazových řádků a vestavěných skriptů do aplikací s grafickým uživatelským rozhraním či dokonce 
jako WWW stránky. Vysoká míra abstrakce má však svoje světlé a stinné stránky. Mezi pozitiva patří 
jednoduchost syntaxe a rychlost vývoje jednotlivých programů. Mezi negativa patří rozhodně snížený 
výkon, obzvláště při špatném zacházení s nástroji jazyka. 
Python bývá doporučován začínajícím programátorům nejen pro svoji jednoduchost, ale také 
pro svůj důraz na styl a čistotu kódu. Programátor tak získá zdravé návyky pro psaní zdrojových kódů 
v jakémkoli jazyce. 
Ona  jednoduchost  tohoto  jazyka  může  ovšem  v  rukou  nezkušeného  programátora  vést
ke  vzniku neefektivních  konstrukcí,  což degraduje  cílový produkt  jako  takový.  Cílem této  práce
je ukázat zrádná místa jazyka a porovnat a nabídnout optimální postupy. 
Na začátku si  řekneme,  jak by měl  vypadat  obecný přístup k psaní  efektivních konstrukcí. 
Přejdeme ke kontrétním případům, které jsem vybral na základě jejich obecné popularity. Je velmi 
pravděpodobné, že se s nimi čtenář setká ve svých vlastních kódech. Nakonec budou tyto případy 
vyhodnoceny, abych tak potvrdil platnost jejich výkladu.
Součástí  této práce je také nástroj pro testování a profilování programů v Pythonu.  Právě
s ním budou získávány údaje pro vyhodnocení příkladů. 
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2 Obecné zásady
V této kapitole se seznámíme s obecnými zásadami pro psaní efektivních konstrukcí v Pythonu.
Kód programu, a to nejenom v jazyce Python, by se měl nejprve optimalizovat pro čitelnost
a  teprve  potom pro  rychlost.  Je  totiž  mnohem snazší  ladit  čitelný  kód.  Než  použijeme  nějakou 
techniku,  která  by  mohla  kód  zefektivnit,  musíme  se  ujistit,  že  dané  místo  skutečně  zužuje 
prostupnost kódem.
2.1 Datové typy
Python je dynamicky typovaný jazyk. Nikdy bychom se neměli starat o datový typ objektu, pokud 
více objektů různého typu poskytuje stejné rozhraní. To nám umožňuje velmi snadno využít silný 




Nezajímá  nás,  jestli  objekt  o  je seznam,  slovník,  nebo  programátorem definovaný objekt, 
dokud poskytuje rozhraní potřebné pro iterování nad sebou samým.
Na druhou stranu, pokud chceme, aby objekt  o nabýval konkrétního typu, je lepší ho k tomu 
donutit, než abychom složitě ověřovali jeho typ.
str(o)
Funkce str() přetypuje objekt o na řetězec. Pokud se ovšem objekt přetypovat nepodaří, Python 
vyhodí výjimku. Takové výjimky se dají elegantně odchytit v bloku try a později zpracovat v bloku 
except. Toto řešení je obecnější a efektivnější, než abychom se snažili předejít každé možnosti.
2.2 Odchytávání výjimek
V zásadě je lepší odchytávát chyby vzniklé v programu, nežli jejich předcházení. Tento přístup je 
pojmenován jedním z Pythoních rčení  “EAFP“ (Easier  to  Ask Forgivness than Persmisson)  – Je 














Vždy  si  ale  musíme  dát  pozor,  abychom  odchytávali  jenom  ty  výjimky,  u  kterých 
předpokládáme,  že mohou nastat.  Můžeme totiž odchytávat  i  výjimky vzniklé například chybnou 
syntaxí zdrojového kódu a to je nežádoucí.
2.3 Importování modulů
Import modulů se v kódu dá provést odkudkoliv. Této vlastnosti můžeme využívat k tomu, abychom:
• omezili viditelnost modulu (například nahráním modulu ve funkci)
• zrychlili start programu (tím, že je nahrajeme až později)
• podmínili nahrání modulu (příkaz if)
Originální  interpret  Pythonu  je  optimalizován  tak,  aby  nenahrával  stejné  moduly  vícekrát. 
Opakované nahrávání stejného modulu může ale i tak vést ke zpomalení běhu programu. Interpret
se totiž stále musí ujišťovat, zdali už modul nebyl nahrán dříve.
Pokud  si  nejsme  jistí,  že  nějaký  modul  budeme  skutečně  potřebovat,  můžeme  ho  nahrát,







V praxi by tento úryvek kódu mohl fungovat například tak, že by se funkce  parse_email() 
zavolala, až kdybychom měli nějaký e-mail. Funkce se na začátku podívá, jestli má ke svoji práci 
nahraný modul email a pokud ne, tak ho naimportuje. Jelikož by takových e-mailů mohlo přijít více,
i  funkce  parse_email() by  se  volala  vícekrát.  Při  opakovaném  volání  by  se  však  modul  již 
neimportoval.
2.4 Další zásady
Existuje mnoho dalších zásad. Zde napíši alespoň ty, které považuji za nejdůležitější. Výborný zdroj, 
ve kterém se dá seznámit s detaily tohoto jazyka je kniha Python cookbook [1]. 
• Při  testování  objektů  příkazem  if  je  efektivnější  testovat  objekt  na  identitu
(if o is None), než na rovnost (if o == None). Při testování na identitu se porovnávají pouze 
adresy objektů v paměti. Při testování na rovnost se porovnávají i jejich data.
• Spojování  řetězců  by  vždy  mělo  probíhat  pomocí  metody  join().  Tato  metoda  nabývá 
lineární složitosti, oproti operátoru +, se kterým má spojování složitost kvadratickou.
• Výměnu hodnot proměnných nemusíme dělat pomocí dočasných proměnných. Efektivnější 
je použít techniku implicitního rozbalování seznamů (a, b, c = c, a, b).
• Vestavěná metoda  sort() je obecně dostatečně optimální. Měli bychom se však vyvarovat 
jejímu používání s námi definovanou porovnávací funkcí. Mnohdy je lepší seznam přestavit tak, 
aby byl správně seřazen jen pomocí výchozího porovnávání.
• Pro nekonečné smyčky,  nebo smyčky,  které se  mají  provést  alespoň jednou,  se používá 
while 1: Toto je pouze stylová zásada.
• Používání  lokálních  proměnných  všude,  kde  je  to  možné,  je  taktéž  výhodou.  Python 
přistupuje k lokálním proměnným mnohem rychleji.
• Volání funkcí je v Pythonu relativně drahé. U funkcí, které se volají například ve smyčce, se 
vyplatí nějaká agrace, jestliže to je možné.
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• Ve  smyčkách  není  vhodné  používat  tečkovou  notaci.  Například  time.time je  reference
na funkci  time() modulu  time a musí se přeložit pokaždé, kdy na tuto notaci interpret narazí. Je 
lepší si referenci uložit do proměnné a používat pouze ji (mtime = time.time).
• Vestavěná  funkce  xrange()  je  vhodnější  než  range(),  protože  používá  generátor.  To  má
za následek to, že v každém okamžiku si drží pouze jednu hodnotu. Když budeme chtít vytvořit 
velký rozsah funkcí range(), může program zkonzumovat značné množství paměti.
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3 Programové konstrukce
V  této  kapitole  budou  předvedeny  krátké  úseky  kódu.  Tyto  úseky  jsou  tématicky  rozčleněny
do pěti kapitol. Každá kapitola obsahuje 2 – 5 úseků, kde každý znázorňuje odlišný přístup k řešení 
problému na dané téma. Řešení budeme sledovat z hlediska času zpracování a objemu užité operační 
paměti. Problematika zde bude podána pouze hypoteticky a konkrétní výsledky budou prezentovány 
v kapitole 3.
Každý úsek  kódu  je  sepsán  tak,  aby  se  dal  okamžitě  aplikovat  v  interaktivním interpretu 
Pythonu. Je k tomu zapotřebí pouze datový modul data.py, nebo matrix.py. Jsou součástí přílohy.
Každý  úsek  kódu  obsahuje  jakési  jádro  problému.  Toto  místo  je  zapouzdřeno  do  funkce 
execute(), pomocí které se bude měřit čas provádění kódu a užití operační paměti. 
Více  o měření  času a  paměti  bude řečeno v kapitole  4.  Nyní  nás  zajímají  pouze samotné 
algoritmy.
3.1 Řazení seznamů
Řazení  seznamů základních objektů v Pythonu je obecně velice účinné.  Vestavěná metoda  sort()
pro seznamy přebírá jako volitelný parametr porovnávací funkci nebo řadící klíč. Porovnávací funkce 
může  být  použita  ke  změně  způsobu  řazení.  To  může  být  ovšem  zavádějící,  protože  když  je 
porovnávací  funkce  volána  častokrát,  řazení  se  značně  zpomalí.  Mnohdy  je  rychlejší  způsob 
využívání klíčů.
3.1.1 Jednorozměrné seznamy
Následující  ukázka seřadí  seznam řetězců,  přičemž velikost  písmen nebude hrát  roli.  Toho se  dá 




Metodě sort() jsme vnutili porovnávací funkci. Abychom takovou funkci nemuseli explicitně 
definovat,  vytvořili  jsme anonymní  funkci  pomocí  příkazu  lambda.  Funkce převede oba předané 
řetězce na malá písmena a poté je porovná pomocí  cmp(). Je zřejmé, že řetězec, který se nezařadí, 
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probublá  k  dalšímu  porovnávání  a  tam  na  něj  opět  bude  aplikován  převod.  Tento  způsob  je 
považován za neefektivní. 





Metoda  sort() si  převedla všechny řetězce na malá  písmena a teprve ty pak porovnávala. 
Převod byl na každý řetězec aplikován jen a pouze jednou, což eliminuje výše zmíněnou redundanci.
3.1.2 Vícerozměrné seznamy
Podívejme se nyní na vícerozměrné seznamy. Řadící klíče a porovnávací funkce nemusíme využívat 
pouze  pro  dočasnou  záměnu  hodnot.  U  vícerozměrných  seznamů  je  můžeme  využít  pro  řazení 
dimenze. Tuto problematiku si znázorníme na řazení dvourozměrných seznamů. Použitou techniku 
jde ovšem aplikovat na n-rozměrné seznamy.






Porovnávací funkci lambda x, y jsou předány dva řádky matice a uloženy do x a y. Nás ovšem 
zajímá pouze n-tý prvek každého řádku. K němu se dostaneme klasicky x[n] (respektive y[n]). Tyto 
dva prvky jsou následně porovnány funkcí cmp(). 
Jak porovnávací funkce zpětně pozná, jaký seznam k jakému prvku patří? Nepozná. Ona to 
totiž  vůbec  nepotřebuje.  Porovnávací  funkce  vrací  pouze  hodnotu,  a  pokud  je  záporná,  sort() 
předsune  y před  x.  Vzhledem k faktu, že při práci se seznamy Python pracuje pouze s referencemi
na seznam, sort() bude skutečně manipulovat s řádky matice.
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Kdybychom  explicitně  nedefinovali  porovnávací  klíč,  matice  by  se  seřadila  podle  řádků. 
Konkrétně  tedy  podle  hodnot  v  každém  řádku,  a  to  zleva  doprava.  My  jsme  ale  tak  učinili
a ke každému řádku se přiřadil klíč s n-tým elementem tohoto řádku. Výsledný efekt je takový, že se 
matice seřadila podle n-tého sloupce.
Podívejme  se  teď  na  věc  z  jiného  úhlu.  Existuje  algoritmus  známý  jako  Schwartziánská 
transformace [2] z programovacího jazyka Perl, nebo jako Decorate-sort-undecorate (DSU) z LISPu. 
Ten  spočívá  v  tom,  že  se  sestrojí  seznam,  jehož  první  element  bude  fungovat  jako  řadící  klíč
a ve druhém bude původní řádek matice. 








Na  první  místo  seznamu  jsme  dosadili  n-tý  prvek  řádku  x  matice m.  Matice  je  následně 
seřazena a nakonec vrácena do původního stavu.
V této variantě DSU jde o řazení na místě. Proto to přeskupování řádků. Varianta řazení s kopií 
by vyžadovala vetší usilí. Musely by se nejenom zkopírovat řádky matice, ale i všechny jejich prvky. 
Jinak bychom opravdové kopie nedosáhli. Takový efekt je vzhledem k našemu tématu irelevantní,
a proto ho nerozvádím. 
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3.2 Spojování řetězců
Řetězce jsou v Pythonu nezaměnitelné. Z tohoto faktu plynou některé výhody a některé nevýhody. 
Jednou z  výhod  je,  že  mohou  být  použity  jako  indexy ve  slovnících.  Naopak nevýhodou  je,  že
pro změnu řetězce se musí  vytvořit  zcela nový objekt  s  požadovanými  vlastnostmi.  To znamená 
kopírování, které by bylo prací navíc.







Tento způsob spojování není efektivní. Python totiž musí alokovat paměťový prostor pro nový 
řetězec  s,  do kterého uloží starý řetězec  s  spojený s dalším řetězcem  substring. Paměťový prostor 
staré proměnné s je následně uvolněn. Pokud pro tento postup máme k dispozici dostatečné množství 
operační paměti, problém se neprojeví tak markatně jako na počítači, kde jí dostatek není.  
Některé implementace  Pythonu,  například  CPython,  nabízejí  in-place  optimalizace  tohoto 
postupu. Konkrétně to znamená, že interpret znovu použije starou proměnnou s, a to tak, že se pokusí 
rozšířit  její  paměťový prostor a nový řetězec do něho připojit.  To je ovšem podmíněno existencí 
dostatečně velkého volného prostoru bezprostředně za  místem,  kde je  uložena stará  proměnná  s. 
Takové optimalizace  jsou  ovšem vždy závislé  na  verzi  a  implementaci  interpreta  a  konkrétních 
alokačních mechanik operační paměti. 
Na  takové  optimalizace  se  jistě  nedá  spoléhat.  Místo  toho  je  vhodnější  použít  vestavěnou 




Použití metody join() je na první pohled neintuitivní. Jedná se o metodu objektu string a právě 
tento objekt je použit jako oddělovač položek seznamu. 
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3.3 Smyčky
Python podporuje několik smyčkových konstrukcí.  Příkaz  for je z nich nejvíce používaný.  Iteruje
nad elementy sekvence a každý element přiřadí smyčce jako lokální proměnnou. Na následujících 
příkladech budeme sestavovat nový seznam obsahující všechna slova původního seznamu převedená 
na velká písmena.








Další smyčkovou konstrukci implementuje vestavěná funkce  map(). Tato funkce přebírá dva 
povinné parametry.  Prvním je ukazatel na funkci a druhým je nějaký sekvenční objekt,  například 
seznam.  Na  každý element  sekvence  je  aplikována  předaná  funkce  v  prvním parametru.  Funkce 
map() vrací nový seznam s požadovanými vlastnostmi. 
Výhoda použití funkce map() je taková, že zpracování těla smyčky je přesunuto z interpretera 




Jako aplikační funkci jsme map() předali str.upper().
Přejdeme nyní k dalšímu způsobu, kterému se říká vytváření seznamu. Poskytuje syntakticky 





Syntaxe  této  techniky  se  může  zdát  nejasná.  Vysvětleme  si  ji  tedy  na  našem  příkladu. 
V hranatých závorkách se nachází procedura s.upper(), která je aplikována na každý element seznamu 
data. Element seznamu je pak dostupný v lokální proměnné s. Tato tři místa jsou postupně oddělena 
klíčovými slovy for a in.
Je třeba si uvědomit, že místo seznamu lze použít jakýkoliv sekvenční objekt.
3.3.1 Generátory
Hned  na  začátku  je  nutné  uvést,  že  generátor  vlastně  není  sekvenční  datový  typ,  pouze  se
v  souvislosti  se  sekvenčními  typy  často  používá.  Níže  uvedený  příklad  bude  takové  užití 
demonstrovat.
Generátor je v Pythonu objekt, umožňující iterovat nad funkcí, která vrací hodnoty. Program si 
v paměti nikdy nebude držet všechny hodnoty, které taková funkce vrací. Vždy je v paměti uložena 
pouze ta, kterou objekt zrovna generuje. Proto je generátory možné využít pro nekonečné výpočty, 







Když je funkce fib() zavolána poprvé, inicializují se proměnné a a b. Proměnná b se vrátí zpět 
volajícímu a následuje výpočet druhého členu Fibonacciho řady. Při každém dalším zavolání funkce 
se opět vrátí  proměnná  b,  ve které je však uložen již nový člen Fibonačiho řady.  Následuje opět 
výpočet dalšího členu a tak se to může opakovat až do nekonečna.
 Generátory se dají vytvářet i dynamicky. Pro srovnání uvádím příklad s testovacími daty z této 






V  tomto  příkladu  jsme  vyrobili  generátor,  který  postupně  generuje  řetězce  z  pole  data 
převedené na malá písmena.  Metodou  list()  si vynutíme generování všech hodnot a uložíme si je
do seznamu newlist. Všimněte si, že syntaxe tohoto generátoru je podobná jako u vytváření seznamu
z předchozího příkladu. To by mělo usnadnit její pochopení.
Při této technice si musíme být  jistí, že generovaný seznam  newlist  je konečný a že k jeho 
vytvoření máme dostatečně velký prostor v operační paměti.
3.4 Inicializace polí slovníku
Při rozřazování různých dat se často používá slovník. Můžeme ale narazit na problém, kdy chceme 
pole  slovníku  aktualizovat  novou  hodnotou,  ale  požadované  pole  neexistuje.  Je  tedy  potřeba  ho 
inicializovat. V takovém případě je nutné ke slovníku přistupovat odlišným způsobem. 
Také musíme rozlišovat inicializaci obyčejnou hodnotou typu  int,  str,  float a podobně nebo 
inicializaci objektem (list, dict a jiné).
3.4.1 Inicializace hodnotou








V  tomto  případě  bude  každá  položka  slovníku  inicializována  pouze  jedenkrát.  Příkaz  if
s testem, zda daná položka již existuje, se však provede pokaždé. Budeme-li mít seznam, kde se slova 
často opakují, kód bude neefektivní. Je třeba přijít s postupem, kdy se test na neexistující položku










Pokud  se  dotážeme  na  neexistující  položku  slovníku,  Python  vyhodí  výjimku 
exceptions.KeyError. Tohoto faktu se dá elegantně využít při inicializaci položky. Je ovšem třeba dát 
pozor, abychom za příkaz except opravdu doplnili onen typ chyby.  Příkaz except sám o sobě totiž 
odhalí jakoukoliv chybu a tak by se kód v klazuli except mohl provést i tehdy, kdy nechceme.
Od verze Pythonu 2.x existuje ještě další způsob. Tehdy byla slovníkům přidána metoda get(), 
jenž vrací defaultní hodnotu, pokud se daná položka ve slovníku nenajde.







Pokud  metoda  get() najde  položku  “word“,  vrátí  její  hodnotu.  V  opačném  případě  vrátí 
defaultní hodnotu 0. V obou případech vrácenou hodnotu zvětšíme o 1 a tak slovo započítáme.
3.4.2 Inicializace objektem
Může se stát, že slovník potřebujeme inicializovat objektem a ihned k němu přistupovat. Typickým 
příkladem je slovník seznamů. Pro takový případ máme k dispozici metodu setdefault(). 




Problematiku  s  inicializací  považuji  za  stejnou,  jako  v  předchozí  kapitole  (2.4.1),  a  proto 
nebudu uvádět další příklady.
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4 PyAnalyzer
PyAnalyzer vznikl za účelem komplexních a automatických analýz programů v Pythonu. Je rovněž 
napsán v jazyce Python, a to pro verzi 2.5. Nic by ale nemělo bránit ho spouštět i pod novějšími 
verzemi.  Je  primárně  navržen  pro  používání  na  PC  s  operačnímy  systémy  na  bázi  Linux/Unix. 
Některé analýzy se ale dají provádět i pod operačnímy systémy Windows či Mac.
PyAnalyzer  disponuje  třemi  druhy testů.  Je  to  měření  času  běhu  programu,  pokrytí  kódu
a využití operační paměti a procesoru. Typicky se spouští z příkazového řádku, kde podle zadaných 
parametrů rozběhne požadované testy. Můžeme ho ale také importovat do kódu jako modul a jeho 
chování řídit programově.
V každém z testů si  analyzér nějakým způsobem nahraje do své operační paměti testovaný 
modul a spustí jeho funkci execute(). Existence této funkce je nutná z důvodu opakovaného spouštění 
kódu  za  účelem  měření.  Jednou  nahraný  modul  již  z  paměti  programu  není  možné  odstranit. 
Naměřené údaje se defaultně vypisují na standardní výstup nebo do zadaného souboru.
Dále si rozebereme jednotlivé druhy testů, protože s tímto nástrojem budu provádět testy kódu, 
které byly představeny v kapitole 3. 
4.1 Užití operační paměti a procesoru 
Spotřeba operační paměti a užití procesoru se měří pomocí utility ps. Obecně je tato utilita dostupná 
pouze na Linuxových distribucích a to znamená, že i tento test bude použitelný pouze tam.
Abych oddělil provádění kódu v testovaném modulu a samotné měření, rozvětvil jsem program 
v tomto testu do dvou procesů.  
Zděděný  proces  do  své  paměti  nahraje  testovaný  modul.  Takové  nahrání  obecně  zabere 
nějakou dobu.  Závisí  to  na  době importovaní  modulů,  které  testovaný modul  vyžaduje.  Když  je 
zděděný  proces  připraven  spustit  funkci  execute()  v  testovaném  modulu,  zasílá  o  tom  signál 
rodičovskému procesu.
Rodičovský proces po zachycení signálu od potomka začíná skenovat tento proces skrze jeho 
identifikační číslo. Skenování začíná až v době, kdy má potomek nahrány všechny potřebné moduly. 
Poznáme  tak  rozdíl  mezi  operační  pamětí  užitou  pro  nahrání  modulů  a  pamětí  užitou  pro  práci 




Měření času běhu programu je realizováno pomocí modulu timeit[]. Konstruktoru třídy timeit.Timer() 
předáme  jméno  testovaného  modulu  a  kus  kódu,  který  říká,  že  se  má  měřit  provedení  funkce 
execute() tohoto modulu. Poté se funkce spustí n-krát (kolikrát, to závisí na zadaném parametru) a 
spočítá se průměrný a celkový čas.
Metoda timeit.timeit() samozřejmě nezapočítává čas potřebný k naimportování modulů. 
4.3 Pokrytí kódu
Pro zjištění  pokrytí  kódu jsem vybral  modul  coverage [4].  Je to modul,  který měří  pokrytí  kódu 
během vykonávání  programu.  Používá  nástroje  k  analýze  a  sledování  kódu,  které  jsou  dostupné
ve standardní knihovně.
Analyzer si nahraje testovaný modul a otestuje existenci funkce execute(). Dále spustí testování 
pokrytí kódu z modulu coverage a funkci execute() samotnou.
Tento test je vhodné spouštět až jako poslední, protože po skončení zůstává testovaný modul
v  operační  paměti.  Pokud  by se  jako  další  test  spustilo  Užití  operační  paměti  a  procesoru,  data
z  nahraného modulu  by se  zkopírovala  na  proces  potomka.  Pokud  bychom pracovali  s  velkými 
objemy dat, operační systém by takovou spotřebu operační paměti nemusel pokrýt.
Podobným způsobem rodičovský proces měří  vytížení  procesoru.  Oba tyto  údaje se získají 
jedním spustěním utility ps[]. Frekvenci skenování můžeme libovolně zadat. Defaultně není zvolena 
žádná prodleva. Takto můžeme určovat jakousi vzorkovací frekvenci. 
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5 Vyhodnocení
V této kapitole budou diskutovány výsledky programových konstrukcí uvedených v předcházející 
kapitole a budou doloženy jednotlivými grafy. Ke každé konstrukci náleží čas běhu algoritmu a graf 
spotřeby operační paměti. Nalézt je můžete také v příloze.
Nejprve popíšu postup, jakým jsem konstrukce testoval a poté uvedu kontrétní výsledky.
5.1 Postup testování konstrukcí
Testy programových konstrukcí jsem prováděl v prostředí operačního systému Debian Etch/64bits
s následující hardwarovou konfigurací.  Osmijádrový procesor Intel(r) Xeon(r) @ 2.33GHz a 8GB 
RAM.  S  vícejádrovým  procesorem  by  měl  operační  systém  zaručit  neobtěžování  experimentů 
ostatními svými procesy.







Toto je příklad spuštění všech testů nad první prezentovanou konstrukcí.  Vysvětlení zápisu 
parametrů PyAnalyzéru je možné shlédnout pomocí přepínače h (./pyanalyzer.py ­h).
Výstupy z testů coverage a timeit již není třeba dál zpracovávat, jejich formát je značně čitelný. 





Jde  o  tabulku,  kde  jednotlivé  sloupce  (zleva)  znamenají:  Název  modulu,  počet  příkazů
v modulu, počet provedených příkazů v modulu, poměr  Exec /  Stmts a nakonec řádky v modulu,
na které se při provádění kódu nevstoupilo.
 18
Výstupem z testu  usage  je už větší množství dat a pro přehled je třeba je dál zpracovat ve 
formě grafu. Pro vytváření grafů jsem použil program gnuplot [5]. Pro každou skupinu konstrukcí 
jsem vytvořil skript pro vykreslení grafu.
Ve všech případech, kromě vícerozměrných seznamů z kapitoly 3.1.2, používám jako testovací 
data soubor se slovy načtený do seznamu. Jedna položka seznamu je jedno slovo. U vícerozměrných 
seznamů používám stejný soubor načtený do dvourozměrného seznamu, a to způsobem, kde řádky 
souboru zaplňují jeden rozměr a slova řádek zaplňují ten druhý. Protože řádky souboru mají různou 
délku, musel jsem kratší řádky doplnit hodnotou None, abych získal zarovnaný seznam.
Soubor  se  slovy  pro  testování  má  následující  vlastnosti.  Uvádím  je  pouze  pro  ucelenou 
představu.
Počet slov 9 550 069
Velikost                     129.42 MB
Počet druhů slov       950 943
Počet unikátních slov       333 360
Průměrné opakování se slov             10
5.2 Výsledky jednotlivých konstrukcí 
Každá podkapitola v úvodu obsahuje malou tabulku obsahující počet běhů programu a průměrný čas 
vykonávání.
Grafy užití  operační  paměti  jsou  barevně  rozlišeny.  Každá  barva  náleží  jedné  programové 
konstrukci, a to v pořadí, ve kterém byly prezentovány. Hodnoty znázorněné v grafech odrážejí pouze 
pamět  potřebnou  k  provedení  algoritmu,  respektive  pamět,  potřebnou  k  vykonání  těla  funkce 
execute().
Dále berte na vědomí, že čas obsažený v grafech je pouze orientační. Určující je ten naměřený 
pomocí modulu timeit.
5.2.1 Jednorozměrné seznamy




V prvním případě jsem pro řazení dat použil anonymní funkci  lambda x, y.  Argumenty x a y 
byly použity jako lokální proměnné, do kterých byly uloženy porovnávané řetězce. Převod na malá 
písmena  se  sice  aplikoval  opakovaně na některé  položky,  zato ale  byly v paměti  po celou dobu 
uloženy pouze 2 položky. V použitém měřítku je to prakticky zanedbatelné. 
Ve druhém případě jsem použil techniku modifikace porovnávacího klíče. Z grafu je zřejmé, že 
metoda sort() si nejprve všechny položky seznamu převedla podle klíče. Na to spotřebovala zhruba 
1.4GB paměti. Jakmile byly všechny položky modifikovány, algoritmus začal přeskupovat původní 
seznam. To mu ovšem zabralo podstatně méně času.
Zde je jasně vidět fundamentální problém: rychlost versus paměť. Záleží vždy na konkrétní 
situaci, který přístup je vhodnější, nebo chcete-li, který přístup si můžeme dovolit.
5.2.2 Vícerozměrné seznamy
Zde  byla  oproti  původním  případům  slova  načtena  do  matice.  Jeden  řádek  souboru  odpovídal 
jednomu řádku matice. Aby matice byla konzistentní, délka jejího řádku se určila podle nejdelšího 
řádku souboru. Kratší řádky byly doplněny hodnotou None.
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Výsledky překvapily.  V prvních dvou případech byla  matice  seřazena takřka ihned,  kdežto 
metodou Decorate-sort-undecorate zabralo řazení 0.12 vteřiny. Takový výsledek se dá ovšem snadno 
vysvětlit.
Když se podíváme, kolik paměti spotřebovalo nahrání vstupního souboru do matice, zjistíme, 
že to je 4.5 GB operační paměti. To je asi dvanáckrát více než velikost původního souboru. Tato 
enormní  spotřeba  byla  vynaložena  na  vybudování  datové  struktury  pro  dvourozměrný  seznam
a vytvořením indexů nad všemi položkami.
Pomocí těchto indexů dokáže Python přistupovat k položkám ve struktuře téměř v nulovém 
čase a porovnání  dvou takových položek je potom velmi  jednoduché.  Metoda  sort() sice pracuje
s celými řádky, ale rozhodně je nikam nekopíruje. Přesouvá pouze indexy.
Druhý  způsob  se  změnou  porovnávacího  klíče  byl  rychlejší,  protože  porovnávání 
neobsahovalo redundanci (viz kapitola 3.2). Zde ovšem metoda sort() už nemusela porovnávací klíče 
ukládat zvlášť do paměti. Není k tomu důvod, protože klíč je shodný s položkou v matici.
Třetí způsob (technika DSU) byl podstatně pomalejší. Procesorový čas byl totiž spotřebován 
na vytváření seznamů a jejich pozdější odstranění. V tomto případě je tedy technika DSU zbytečná. 
Pokud  bychom  ovšem  chtěli  porovnávací  klíč  modifikovat  (například  jako  v  kapitole  2.1.1), 
skutečnost by byla jiná.
Samotné algoritmy nespotřebovali prakticky žádné množství paměti, a proto nebudu uvádět 
jejich grafy.
5.2.3 Spojování řetězců
počet spuštění průměrný čas
1 1000 3.06s
2 1000 1.20s
V tomto scénáři dopadl podstatně lépe druhý přístup pomocí metody join(). Spojení všech slov 
mu zabralo 1.2 vteřiny, což je asi dvaapůlkrát méně než v prvním případě. Pro svoji práci spotřeboval 
stejné množství paměti.
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Ono potřebné množství paměti bylo použito pro uložení nového řetězce. Je tedy jasné, že bylo 
v obou případech stejné.
Červená barva patří prvnímu případu, zelená druhému.
5.2.4 Smyčky
Podle očekávání dopadla nejlépe druhá varianta s funkcí map(). První varianta se ukázala jako značně 
neefektivní, protože pro přidání každé položky na konec seznamu newlist  se musela dopočítat jeho 
délka. 






Spotřebovaná  paměť  byla  užita  na  vytvoření  nového  seznamu  newlist,  a  tudíž  ve  všech 
variantách stejná.
Grafy k jednotlivím variantám vykazují podobnou charakteristiku.
5.2.5 Inicializace polí slovníku
Výsledky těchto konstrukcí značně závisí na použitém vstupním souboru se slovy. Konkrétně tedy, 
jestli se v něm slova opakují často, nebo naopak málo.




Objem paměti byl v tomto scénáři nepodstatný. Bylo třeba zanedbatelné množství paměti pro 
uskladnění  několika  čísel,  reprezentujících  počet  opakování  každého  slova.  Zaměříme  se  tedy
na čas.
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Podle  očekávání  se  ukázal  jako  lepší  druhý  způsob.  Eliminací  vykonávání  příkazu  if 
u opakujících se slov jsme dosáhli časové úspory. Co se třetího způsobu týče, je o něco pomalejší než 
try / except technika.
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6 Závěr
Výsledky ukázaly,  že  Python  potřebuje  pro sestavení  datových  struktur  značné množství  paměti.
V některých  případech se s  takovými  strukturami  pracuje dobře a rychle,  ale ne vždy využijeme 
vlastnosti,  které  Python  datovým  strukturám vetkne.  Pokud  usoudíme,  že  ne,  pak  je  namístě  se 
poohlédnout po jiném programovacím jazyku.
Obzvláště  jsem  rád,  že  jsem  konfrontoval  techniku  Decorate-sort-undecorate  s  obecnými 
konstrukcemi v Pythonu. Zjistil jsem, že v konkrétních případech je DSU značně neefektivní. Tento 
fakt ovšem není zmíněn ve zdroji, ze kterého jsem čerpal.
Další vývoj tohoto projektu se může zaměřit na budoucí verze jazyka Python. Jistě nabídnou 
různé optimalizace či nové konstrukce. Stávající konstrukce mohou také vymizet úplně. Stálo by také 
za to, porovnat  stejné konstrukce v různých verzích (bude-li  to možné).  Mohli  bychom tak vidět 
změny v průběhu vývoje jazyka.
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