Singular integrals on Ahlfors-David regular subsets of the Heisenberg group by Mattila, Pertti et al.
SINGULAR INTEGRALS ON AHLFORS-DAVID REGULAR
SUBSETS OF THE HEISENBERG GROUP
VASILIS CHOUSIONIS AND PERTTI MATTILA
Abstract. We investigate certain singular integral operators with Riesz-type
kernels on s-dimensional Ahlfors-David regular subsets of Heisenberg groups.
We show that L2-boundedness, and even a little less, implies that s must be
an integer and the set can be approximated at some arbitrary small scales by
homogeneous subgroups. It follows that the operators cannot be bounded on
many self similar fractal subsets of Heisenberg groups.
1. Introduction
In this paper we study certain singular integral operators on lower dimensional,
in terms of Hausdorff dimension, subsets of the Heisenberg group Hn. We shall
first review analogous results which are known to be true in Rn. We shall study
Ahlfors-David regular and somewhat more general sets and measures:
Definition 1.1. A Borel measure µ on a metric space X is Ahlfors-David regular,
or AD-regular, if for some positive numbers s and C,
rs/C ≤ µ(B(x, r)) ≤ Crs for all x ∈ sptµ, 0 < r < diam(sptµ),
where sptµ stands for the support of µ.
In Rn the most well known relevant singular integral operators for such s-
dimensional AD-regular measures are those defined by the vector-valued Riesz
kernel |x|−s−1x, x ∈ Rn. The basic question is the validity of the L2-boundedness:
(1.1)
∫ ∣∣∣∣∫
X\B(x,r)
x− y
|x− y|s+1 g(y)dµy
∣∣∣∣2 dµx ≤ C ∫ |g|2dµ
for all g ∈ L2(µ) and all r > 0.
Vihtila¨ showed in [V] that if this L2-boundedness holds for some non-trivial
s-dimensional AD-regular measure in Rn, then s must be an integer. Moreover,
it was shown in [MPa] and [M3] that in this case µ can be approximated almost
everywhere at some arbitrarily small scales by Hausdorff s-dimensional measures
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on s-planes. In our main theorem, Theorem 3.1, we prove natural analogues of
these results in Hn.
It is an open question in Rn, and will remain as such also in Hn, whether
above ‘some arbitrarily small scales’ could be replaced by ’‘all sufficiently small
scales’. This would mean that µ would be a rectifiable measure. Even more could
be expected: for AD-regular sets in Rn the L2-boundedness could be equivalent
to the uniform rectifiability in the sense of David and Semmes, the converse is
known to hold, see [DS]. This equivalence is valid for 1-dimensional AD-regular
sets in Rn by [MMV], for further related results, see for example [Pa].
In the last section of the paper we discuss some self-similar sets to which our
results apply. First we modify ideas of Strichartz from [St] to construct standard
Cantor sets on which the Riesz transforms cannot be L2-bounded. These are
kind of analogues of the Garnett-Ivanov Cantor sets (see [T]) which many authors
have used as examples to study and illustrate Cauchy and Riesz transforms and
analytic and harmonic capacities. In fact, we shall prove the non-boundedness of
our Riesz transforms on more general self-similar sets.
2. Notation and Setting
For an introduction to Heisenberg groups, see for example [CDPT] or [BLU].
Below we state the basic facts needed in this paper.
The Heisenberg group Hn, identified with R2n+1, is a non-abelian group where
the group operation is given by,
p · q = (p1 + q1, . . . , p2n + q2n, p2n+1 + q2n+1 + A(p, q)),
where
A(p, q) = −2
n∑
i=1
(piqi+n − pi+nqi).
We will also denote points p ∈ Hn by p = (p′, p2n+1), p′ ∈ R2n, p2n+1 ∈ R. For
any q ∈ Hn and r > 0, let τq : Hn → Hn be the left translation
τq(p) = q · p,
and define the dilation δr : Hn → Hn by
δr(p) = (rp1, . . . , rp2n, r
2p2n+1).
These dilations are group homomorphisms.
A natural metric d on Hn is defined by
d(p, q) = ‖p−1 · q‖
where
‖p‖ = (‖(p1, . . . , p2n)‖4R2n + p22n+1)
1
4 .
The metric is left invariant, that is d(q · p1, q · p2) = d(p1, p2), and the dilations
satisfy d(δr(p1), δr(p2)) = rd(p1, p2). The closed and open balls with respect to d
will be denoted by B(p, r) and U(p, r). Moreover, we use the notation B(r) and
SINGULAR INTEGRALS ON AD-REGULAR SUBSETS OF Hn 3
U(r) when the centre p is the origin 0, which is the neutral element of the group.
The Euclidean metric on Hn will be denoted by dE.
A subgroup G of Hn is called homogeneous if it is closed and invariant under
the dilations; δr(G) = G for all r > 0. Every homogeneous subgroup G is a linear
subspace of R2n+1. We call G a d-subgroup if its linear dimension dimG is d.
We denote
T = {p ∈ Hn : p′ = 0} and H = {p ∈ Hn : p2n+1 = 0}.
Then T is a homogeneous subgroup but H is not a subgroup. We shall often
identify H with R2n.
If V is a d-subgroup of Hn, define the cone X(p, V, δ) for p ∈ Hn and δ ∈ (0, 1)
as
(2.1) X(p, V, δ) := {q ∈ Hn : dist(p−1 · q, V ) < δd(q, p)}.
It follows that X(p, V, δ) = p ·X(0, V, δ).
We shall denote by G(m, k) the Grassmannian of k-dimensional subspaces of
Rm and G(m) := ∪mk=0G(m, k). Then G(m) is a compact metric space, for
example with the metric ρ, ρ(V,W ) = ||PV − PW ||, where PV is the orthogonal
projection onto V and || · || is the operator norm.
Definition 2.1. For L ∈ G(2n), denote
VL = {p ∈ Hn : p′ ∈ L} = L× T.
Every such VL is a homogeneous subgroup and it will be called vertical.
Definition 2.2. For d ∈ [1, 2n] let
Vd = {VL : L ∈ G(2n, d− 1)}.
Each vertical subgroup in Vd is a d-subgroup with metric (Hausdorff) dimension
d+ 1. Moreover, let
trVd = {a · VL : a ∈ Hn, L ∈ G(2n, d− 1)}.
The homogeneous subgroups of Hn which are not vertical are called horizon-
tal. They are linear subpaces of H, that is, they belong to G(2n). A subspace
L ∈ G(2n) is a (homogeneous) subgroup if and only if A(p, q) = 0 for all p, q ∈ L.
Definition 2.3. For d ∈ [0, 2n] let
Wd = {G ⊂ Hn : G is a horizontal subgroup of Hn such that G ∈ G(2n, d)},
and
trWd = {a ·G : a ∈ Hn, G ∈ Wd}.
We denote by Gr(n,m) the set of homogeneous subgroups of Hn of Haus-
dorff dimension m. It is a closed subset of G(2n + 1). The Haar measures of
V ∈ Gr(n,m) are the positive constant multiples of HmbV , the restriction of the
m-dimensional Hausdorff measure Hm to V . We denote the set of all such Haar
measures by H(n,m).
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Lemma 2.4. Let L ∈ G(2n) such that L is not a subgroup of Hn. Then there
exists p ∈ L such that every sequence (ri) of positive numbers tending to 0 has a
subsequence (rij) such that for some vertical subgroup M with dimM = dimL,
δ1/rij (p
−1L)→M as j →∞.
Proof. Since L is not a subgroup there exist p, q ∈ L such that p−1q /∈ L. That
p, q ∈ L, p−1q /∈ L means that A(p, q) 6= 0. Let pi = p+ r2i q ∈ L. Then
δ1/ri(p
−1 · pi) = (riq′,−A(p, q))→ (0,−A(p, q)) ∈ T \ {0}.
We can take a subseqence (rij) of (ri) such that the linear subspaces δ1/rij (p
−1L)
converge to some linear subspace M of R2n+1. Then T ⊂M ⊂ VL and dimM =
dim δ1/rij (p
−1L) = dimL for all j. 
Definition 2.5. The s-Riesz kernels in Hn, s ∈ (0, 2n+ 2), are defined as
Rs(p) = (Rs,1(p), . . . , Rs,2n+1(p))
where
Rs,i(p) =
pi
‖p‖s+1 for i = 1, . . . , 2n
and
Rs,2n+1(p) =
p2n+1
‖p‖s+2 .
Notice that these kernels are antisymmetric,
Rs(p
−1) = (Rs(p))−1,
and s-homogeneous,
Rs(δr(p)) = δ 1
rs
(Rs(p)).
Definition 2.6. For a Radon measure µ in Hn, define the truncated s-Riesz
transforms for f ∈ L1(µ) by
Rεs(f)(p) =
(Rεs,i(f)(p))2n+1i=1 ,
where
Rεs,i(f)(p) =
∫
Hn\B(p,ε)
Rs,i(p
−1 · q)f(q)dµq.
The maximal s-Riesz transform is given by
R∗s(f)(p) =
(R∗s,i(f)(p))2n+1i=1
where
R∗s,i(f)(p) = sup
ε>0
|Rεs,i(f)(p)| for i = 1, . . . , 2n+ 1.
The maximal operator R∗s is said to be bounded in L2(µ) if the coordinate max-
imal operators R∗s,i are bounded in L2(µ) for all i = 1, . . . , 2n+ 1.
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Remark 2.7. As an application of the T1 theorem in spaces of homogeneous type,
see [DH], it follows that if m ∈ N ∩ [1, 2n + 2] the maximal m-Riesz transforms
R∗m are bounded in L2(µ) for all µ ∈ H(n,m).
Let µ be a Radon measure in Hn. The image f#µ under a map f : Hn → Hn
is the measure on Hn defined by
f#µ(A) = µ
(
f−1(A)
)
for all A ⊂ Hn.
For a ∈ Hn and r > 0, Ta,r : Hn → Hn is defined for all p ∈ Hn by
Ta,r(p) = δ1/r(a
−1 · p).
Definition 2.8. Let µ be a Radon measure on Hn. We say that ν is a tangent
measure of µ at a ∈ Hn if ν is a Radon measure on Hn with ν(Hn) > 0 and there
are positive numbers ci and ri, i = 1, 2, . . . , such that ri → 0 and
ciTa,ri#µ→ ν weakly as i→∞.
We denote by Tan(µ, a) the set of all tangent measures of µ at a.
The numbers ci are normalization constants which are needed to keep ν non-
trivial and locally finite. Often one can use ci = µ(B(a, ri))
−1. The following
lemma follows as in Remark 14.4 in [M2].
Lemma 2.9. Let µ be a Radon measure on Hn and s > 0 such that for µ a.e.
p ∈ Hn,
(2.2) 0 < lim inf
r→0
µ(B(p, r))
rs
≤ lim sup
r→0
µ(B(p, r))
rs
<∞.
Then for µ a.e. a ∈ Hn for every ν ∈ Tan(µ, a), 0 ∈ spt ν, and every sequence
(rk) of positive numbers tending to 0 has a subsequence (rki) such that for some
positive number c,
ν = c lim
i→∞
r−ski Ta,rki ]µ.
Definition 2.10. Let µ be a Radon measure on Hn. We say that ν is an iterated
tangent measure of µ at a ∈ Hn if there are Radon measures ν1, . . . , νm and points
pi ∈ spt νi, i = 1, . . . ,m− 1, such that ν = νm and
ν1 ∈ Tan(µ, a), ν2 ∈ Tan(ν1, p1), . . . , νm ∈ Tan(νm−1, pm−1).
We denote by itTan(µ, a) the set of all iterated tangent measures of µ at a.
Lemma 2.11. Let µ be a Radon measure on Hn and m a positive integer such
that for µ a.e. p ∈ Hn,
(2.3) 0 < lim inf
r→0
µ(B(p, r))
rm
≤ lim sup
r→0
µ(B(p, r))
rm
<∞.
If for µ a.e. a ∈ Hn itTan(µ, a)∩H(n,m) 6= ∅, then for µ a.e. a ∈ Hn Tan(µ, a)∩
H(n,m) 6= ∅.
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Proof. For k = 1, 2 . . . , let Ak be the set of all a ∈ Hn such that (2.3) holds and
for every V ∈ Gr(n,m) and every r, 0 < r < 1/k, either
(2.4) µ(B(a, kr) \X(a, V, 1/k)) ≥ k−1µ(B(a, r))
or
there are p, q ∈a · V ∩B(a, kr) and ρ ∈ [r/k, kr], such that
µ(B(p, ρ)) ≤ (1− 1/k)µ(B(q, ρ)).
(2.5)
Then Ak is a Borel set. Let A =
⋃∞
k=1Ak.
Suppose a ∈ Hn \A. Then for every k = 1, 2, . . . , there are Vk ∈ Gr(n,m) and
rk, 0 < rk < 1/k, such that
(2.6) µ(B(a, krk) \X(a, Vk, 1/k)) < k−1µ(B(a, rk))
and
for all p, q ∈a · Vk ∩B(a, krk) and ρ ∈ [rk/k, krk],
µ(B(p, ρ)) > (1− 1/k)µ(B(q, ρ)).
(2.7)
Let ν ∈ Tan(µ, a). By Lemma 2.9 and the compactness of Gr(n,m) there
are V ∈ Gr(n,m), a positive number c and a subsequence (rki) of (rk) such
that V = limi→∞ Vki and ν = c limi→∞ r
−m
ki
Ta,rki ]µ. Then (2.6) implies that
spt ν ⊂ V and (2.7) implies that ν(B(p, r)) = ν(B(q, r)) for all p, q ∈ V and r > 0
(cf. the argument below). Such a uniformly distributed measure must be a con-
stant multiple of HmbV , see [M2], Theorem 3.4, so Tan(µ, a) ∩ H(n,m) 6= ∅.
Hence in order to complete the proof of the lemma it is sufficient to show that
for every k and for µ a.e. a ∈ Ak, itTan(µ, a) ∩H(n,m) = ∅.
Let a ∈ Ak be a density point of Ak;
(2.8) lim
r→0
µ(B(a, r) \ Ak)
rm
= 0.
It follows from (2.3) that (2.8) holds for µ a.e. a ∈ Ak, see [F], 2.10.19.
Let ν ∈ Tan(µ, a) and V ∈ Gr(n,m). Then by Lemma 2.9 there are a sequence
(ri) of positive numbers and a positive number c such that ri → 0 and ν =
limi→∞ cr−mi Ta,ri]µ. We show that for all x ∈ spt ν and r > 0,
(2.9) ν(B(x, kr) \X(x, V, 1/k)) ≥ k−1ν(U(x, r))
or
there are p, q ∈x · V ∩B(x, kr) and ρ ∈ [r/k, kr] such that
ν(U(p, ρ)) ≤ (1− 1/k)ν(B(q, ρ)).
(2.10)
We first check that there exists a sequence (ai) ∈ Ak such that
xi := δ 1
ri
(a−1 · ai)→ x.
SINGULAR INTEGRALS ON AD-REGULAR SUBSETS OF Hn 7
In order to see this let R > 0. Then
0 < c−1ν(U(x,R)) ≤ lim inf
i→∞
r−mi Ta,ri]µ(U(x,R))
= lim inf
i→∞
r−mi µ(U(a · δri(x), Rri))
≤ lim inf
i→∞
r−mi µ(U(a · δri(x), Rri) ∩ Ak)
+ lim inf
i→∞
r−mi µ(U(a · δri(x), Rri) \ Ak)
= lim inf
i→∞
r−mi µ(U(a · δri(x), Rri) ∩ Ak).
The last equality follows by (2.8).
This implies that for all R > 0 and i large enough
U(a · δri(x), Rri) ∩ Ak 6= ∅.
Hence there exists a sequence (ai) ∈ Ak such that d(ai, a · δri(x)) < riR. Then
d(δ 1
ri
(a−1 · ai), x) = r−1i d(ai, a · δri(x)) < R,
and we deduce that δ 1
ri
(a−1 · ai)→ x.
Let r > 0. There are subsequences (aij) of (ai) and (rij) of (ri) such that with a
replaced by aij and r replaced by rrij (2.4) holds for all j or (2.5) holds for all j. To
simplify notation we assume that (aij) = (ai) and (rij) = (ri). Suppose first that
(2.4) holds for all j. Let K be a compact set containing B(x, kr) \X(x, V, 1/k)
in its interior. Then for sufficiently large i,
Ta,ri(B(ai, krri) \X(ai, V, 1/k)) = B(xi, kr) \X(xi, V, 1/k) ⊂ K,
so
ν(K) ≥ c lim inf
i→∞
r−mi Ta,ri]µ(K)
≥ c lim inf
i→∞
r−mi µ(B(ai, krri) \X(ai, V, 1/k))
≥ ck−1 lim inf
i→∞
r−mi µ(U(ai, rri))
= ck−1 lim inf
i→∞
r−mi Ta,ri]µ(U(xi, r))
≥ k−1ν(U(x, r)).
Since this holds for all such sets K, (2.9) follows.
Suppose then that (2.5) holds for all j. Let pi, qi ∈ ai · V ∩ B(ai, krri)
and ρi ∈ [rri/k, krri], be such that µ(U(pi, ρi)) ≤ (1 − 1/k)µ(B(qi, ρi)). Since
Ta,ri(pi), Ta,ri(qi) ∈ B(x, 2kr) for sufficiently large i, we may assume by compact-
ness that Ta,ri(pi) → p and Ta,ri(qi) → q. Also r/k ≤ ρi/ri ≤ kr, and we may
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assume that ρi/ri → ρ, r/k ≤ ρ ≤ kr. Let 0 < ρ1 < ρ < ρ2. Then
ν(U(p, ρ1)) ≤ c lim inf
i→∞
r−mi Ta,ri]µ(U(p, ρ1))
≤ c lim inf
i→∞
r−mi Ta,ri]µ(U(Ta,ri(pi), ρi/ri))
= c lim inf
i→∞
r−mi µ(U(pi, ρi))
≤ c(1− 1/k) lim inf
i→∞
r−mi µ(B(qi, ρi))
= c(1− 1/k) lim inf
i→∞
r−mi Ta,ri]µ(B(Ta,ri(qi), ρi/ri))
≤ c(1− 1/k) lim inf
i→∞
r−mi Ta,ri]µ(B(q, ρ2))
≤ (1− 1/k)ν(B(q, ρ2)).
Letting ρ1 → ρ and ρ2 → ρ and observing that p, q ∈ x · V ∩ B(x, kr) we get
(2.10).
The conditions (2.9) and (2.10) imply that ν 6∈ H(n,m). If p ∈ spt ν and
σ ∈ Tan(ν, p), the same proof as above shows that (2.9) and (2.10) hold for σ at
every x ∈ sptσ and so σ 6∈ H(n,m). Continuing this we see that itTan(µ, a) ∩
H(n,m) = ∅. 
Remark 2.12. It could be that for µ a.e. a ∈ Hn all iterated tangent measures
at a are tangent measures of µ at a. This is true for the ‘second order’ tangent
measures (m = 2 in Definition 2.10) by the result Preiss in Rn (see [P] or [M2])
generalized to metric groups in [M4]. However, since we only need the weaker
version given in Lemma 2.11, we haven’t pursued this point further.
3. Tangent measures and s-Riesz transforms
Theorem 3.1. Let s ∈ (0, 2n+2) and let µ be a Radon measure in Hn satisfying
for µ a.e. p ∈ Hn,
(3.1) 0 < lim inf
r→0
µ(B(p, r))
rs
≤ lim sup
r→0
µ(B(p, r))
rs
<∞.
and
(3.2) sup
0<ε<1
∥∥∥∥∥
(∫
B(p,1)\B(p,ε)
Rs,i(p
−1 · q)dµq
)2n+1
i=1
∥∥∥∥∥ <∞.
Then
(i) s is an integer in [1, 2n+ 1],
(ii) for µ-a.e. a ∈ Hn, the set of tangent measures of µ at a, Tan(µ, a),
contains measures in H(n, s).
Note that (3.2) is satisfied if R∗s is bounded in L2(µ).
SINGULAR INTEGRALS ON AD-REGULAR SUBSETS OF Hn 9
Proof. The assumption (3.2) is equivalent with,
(3.3) sup
0<ε<1
∣∣∣∣∫
B(p,1)\B(p,ε)
(p−1 · q)i
‖p−1 · q‖s+1dµq
∣∣∣∣ <∞ for i = 1, . . . , 2n
and
(3.4) sup
0<ε<1
∣∣∣∣∫
B(p,1)\B(p,ε)
(p−1 · q)2n+1
‖p−1 · q‖s+2 dµq
∣∣∣∣ <∞.
Lemma 3.2. Under the assumptions of Theorem 3.1, for µ a.e. a ∈ Hn every
ν ∈ Tan(µ, a) is an s-AD regular measure and there is M <∞ such that,
(3.5) sup
0<r<R<∞
∥∥∥∥∥
(∫
B(x,R)\B(x,r)
Rs,i(x
−1 · q)dνq
)2n+1
i=1
∥∥∥∥∥ ≤M for all x ∈ spt ν.
Proof. One can prove that when (3.1) is satisfied µ for a.e p ∈ Hn, then for µ
a.e. a ∈ Hn every ν ∈ Tan(µ, a) is s-AD regular in an analogous way as in [M2],
p. 190. Furthermore the proof of this statement has very similar reasoning with
the proof of (3.5).
To prove (3.5), let ε > 0 and set
B = {p ∈ sptµ : sup
0<δ<1
∥∥∥∥∥
(∫
B(p,1)\B(p,δ)
Rs,i(p
−1 · q)dµq
)2n+1
i=1
∥∥∥∥∥ < M}
where M is a positive constant that can be chosen such that µ(Hn \ B) < ε.
Furthermore it is enough to consider the density points of B, i.e. the points
a ∈ B such that
lim
r→0
µ(B(a, r) \B)
rs
= 0.
For such a point a ∈ B let ν ∈ Tan(µ, a). Then, by Lemma 2.9, there exist a
positive number c and a sequence of positive reals (ri) such that ri → 0 and
ν = lim
i→∞
cr−si Ta,ri,]µ.
Let x ∈ spt ν. As in the proof of Lemma 2.10 there exists a sequence (ai) ∈ B
such that
(3.6) xi := δ 1
ri
(a−1 · ai)→ x.
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Now let 0 < r < R < ∞ be such that ν(∂B(x, r)) = ν(∂B(x,R)) = 0, which
is true for all but countably many 0 < r < R <∞. For j = 1, . . . , 2n,∣∣∣∣∫
B(x,R)\B(x,r)
(x−1 · y)j
‖x−1 · y‖s+1dνy
∣∣∣∣
= lim
i→∞
∣∣∣∣∫
B(xi,R)\B(xi,r)
(x−1i · y)j
‖x−1i · y‖s+1
dνy
∣∣∣∣
= lim
i→∞
∣∣∣∣∣ 1rsi
∫
B(a·δri (xi),Rri)\B(a·δri (xi),rri)
(x−1i · δ 1
ri
(a−1 · y))j
‖(x−1i · δ 1
ri
(a−1 · y)‖s+1dµy
∣∣∣∣∣
= lim
i→∞
∣∣∣∣∫
B(ai,Rri)\B(ai,rri)
(a−1i · y)j
‖a−1i · y‖s+1
dµy
∣∣∣∣ ≤ 2M,
where we used that x−1i · δ 1
ri
(a−1 · y) = δ 1
ri
(a−1i · y), ai = a · δri(xi) and ai ∈ B. In
the second equality we have actually a double limit, but it is easily checked that
it can be expressed as a single limit.
In a similar manner,∣∣∣∣∫
B(x,R)\B(x,r)
(x−1 · y)2n+1
‖x−1 · y‖s+2 dνy
∣∣∣∣
= lim
i→∞
∣∣∣∣∫
B(ai,Rri)\B(ai,rri)
(a−1i · y)2n+1
‖a−1i · y‖s+2
dµy
∣∣∣∣ ≤ 2M2,
By approximation, these estimates for j = 1, . . . , 2n + 1 hold for all 0 < r <
R < ∞. 
Proposition 3.3. Let L ∈ G(2n, d) and let ν be an s-AD-regular measure in Hn
such that (3.5) holds.
(i) If spt ν ⊂ VL and spt ν 6= VL,
then there exist b ∈ spt ν and σ ∈ Tan(ν, b) such that either sptσ ⊂ VM for some
M ∈ G(2n, d− 1) with M ⊂ L or spt σ ⊂ L.
(ii) If spt ν ⊂ L and spt ν 6= L,
then there exist b ∈ spt ν and σ ∈ Tan(ν, b) such that spt σ ⊂ VM for some
M ∈ G(2n, d− 1) with M ⊂ L.
Proof. Given b ∈ spt ν and pi ∈ Tan(ν, b), consider the following two statements:
(iii) For some M ∈ G(2n, d − 1) and every δ ∈ (0, 1) there exists ε > 0 such
that spt pi ∩B(ε) ∩ {p ∈ Hn : dE(p′,M) > δ‖p‖} = ∅,
(iv) For every δ ∈ (0, 1) there exists ε > 0 such that spt pi ∩B(ε) ∩ {p ∈ Hn :√|p2n+1| > δ‖p‖} = ∅.
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We shall verify that in order to prove the proposition, it is enough to prove that
there exist b ∈ spt ν and pi ∈ Tan(ν, b) such that (iii) or (iv) holds in the case (i)
and (iii) holds in the case (ii). In order to see that this, suppose that b ∈ spt ν
and pi ∈ Tan(ν, b). Then, recalling Lemma 2.9, 0 ∈ sptpi. Let σ ∈ Tan(pi, 0)
be such that σ = limi→∞ 1rsi T0,ri,]pi for some sequence of positive reals (ri) such
that ri → 0. Consider first the case (i) and suppose that (iii) holds. Then for all
R > 0, δ ∈ (0, 1) and GR,δ = {p ∈ U(R) : dE(p′,M) > δ‖p‖},
σ(GR,δ) ≤ lim inf
i→∞
1
rsi
pi(T−10,ri(GR,δ))
≤ lim inf
i→∞
1
rsi
pi({p ∈ Hn : δ 1
ri
(p) ∈ B(R) and dE
(
p′
ri
,M
)
> δ‖δ 1
ri
(p)‖})
= lim inf
i→∞
1
rsi
pi(B(riR) ∩ {p ∈ Hn : dE(p′,M) > δ‖p‖})
= 0,
where the last equality follows by (iii). Since σ(GR,δ) = 0 for all R > 0 and δ ∈
(0, 1) we deduce that sptσ ⊂ VM . In the same way (iv) implies that sptσ ⊂ H.
Clearly sptσ ⊂ VL, and so sptσ ⊂ H ∩ L.
As σ is a tangent measure of pi ∈ Tan(ν, b) at 0, it is easy to check that
σ ∈ Tan(ν, b), whence we have verified in the case (i) the sufficiency of the
conditions (iii) and (iv). In the same way (iii) suffices in the case (ii).
Suppose that spt ν ⊂ VL and spt ν 6= VL, and by way of contradiction assume
that for all b ∈ spt ν, all pi ∈ Tan(ν, b) and every M ∈ G(2n, d − 1) there exist
δpi,M , δpiH ∈ (0, 1) such that for all ε > 0
(3.7) B(ε) ∩ spt pi ∩ {p ∈ Hn : dE(p′,M) > δpi,M‖p‖} 6= ∅
and
(3.8) B(ε) ∩ spt pi ∩ {p ∈ Hn :
√
|p2n+1| > δpiH‖p‖} 6= ∅.
We proceed with a geometric lemma, but first we introduce some notation. We
denote by (·, ·) the usual inner product in R2n. For c ∈ Hn, define
aj(c) = |c′|2cj + c2n+1cn+j for j = 1, . . . , n,
aj(c) = |c′|2cj − c2n+1cj−n for j = n+ 1, . . . , 2n,
a(c) = (a1(c), . . . , a2n(c)),
L(c) = {y ∈ R2n : (a(c), y) = 0},
V +L (c) = {y ∈ Hn : (a(c), y) ≥ 0},
V −L (c) = {y ∈ Hn : (a(c), y) ≤ 0},
H+(c) = {y ∈ Hn : y2n+1c2n+1 ≥ 0},
H−(c) = {y ∈ Hn : y2n+1c2n+1 ≤ 0}.
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Lemma 3.4. Let L ∈ G(2n, d) and c ∈ VL \ T. Then dimL ∩ L(c) < d.
Proof. From the definition of a(c) we see that (a(c), c′) = |c′|4 > 0. Hence
c′ ∈ L \ L(c), which implies the lemma. 
Lemma 3.5. Let L ∈ G(2n, d), b, c ∈ VL, r > 0 and let the sequences (pi) ∈
VL, (ri) ∈ R+ be such that
(i) b ∈ ∂B(c, r),
(ii) d(pi, c) ≥ r for all i ∈ N,
(iii) limi→∞ pi = b,
(iv) limi→∞ ri = 0,
(v) limi→∞ δ 1
ri
(b−1 · pi) = p∗.
If b−1 · c /∈ T then p∗ ∈ VL ∩ V −L(b−1·c). If b−1 · c ∈ T, then p∗ ∈ H−(b−1 · c).
Proof. Replacing c by b−1 · c and pi by b−1 · pi, we may assume that b = 0. First
assume that c /∈ T. Then as d(pi, c) ≥ r and d(0, c) = r
(3.9) |p′i − c′|4 + |pi,2n+1 − c2n+1 − A(pi, c)|2 ≥ r4
and
(3.10) |c′|4 + |c2n+1|2 = r4.
Here (3.9) can be written as,
|p′i|4 + |c′|4 + 2|p′i|2|c′|2 − 4(p′i, c′)|p′i|2 − 4(p′i, c′)|c′|2 + 4(p′i, c′)2
+ |pi,2n+1|2 + |c2n+1|2 − 2pi,2n+1c2n+1 − 2pi,2n+1A(pi, c)
+ 2c2n+1A(pi, c) + A(pi, c)
2 ≥ r4.
After using (3.10), dividing by ri and letting i→∞ we obtain,
(3.11) −2(a(c), p∗) = −2|c′|2(p′∗, c′) + c2n+1A(p′∗, c′) ≥ 0.
Therefore p∗ ∈ V −L(c). So the lemma is proven in the case c /∈ T.
Now let c ∈ T. As in the previous case, combining that c′ = 0, d(pi, c) ≥ r and
d(0, c) = r, we get
|p′i|4 + p2i,2n+1 − 2pi,2n+1c2n+1 ≥ 0.
After dividing by r2i and letting i→∞ we conclude that
c2n+1p∗,2n+1 ≤ 0.
As c2n+1 6= 0, p∗ ∈ H−(c). 
As spt ν ⊂ VL and spt ν 6= VL there exist b, c ∈ Hn and r > 0 such that
b ∈ B(c, r) ∩ spt ν,
U(c, r) ∩ spt ν = ∅.
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If we have (ii) of Proposition 3.3, that is, spt ν ⊂ L and spt ν 6= L, we can take
c ∈ L, and so b−1 · c /∈ T.
We first consider the case when b−1 ·c /∈ T. We shall prove that if λ ∈ Tan(ν, b),
then
(3.12) sptλ ⊂ V −L(b−1·c) ∩ VL and dimL(b−1 · c) ∩ L < d.
As λ ∈ Tan(ν, b), by Lemma 2.9, there exist positive numbers C and ri, ri → 0,
such that λ = limi→∞C 1rsi Tb,ri]ν. Then for all R > 0, δ ∈ (0, 1) and
GR,δ = U(R) \ V −L(b−1·c) ∩ {p ∈ Hn : dE(p′, L(b−1 · c)) > δ‖p‖},
we get
C−1λ(GR,δ) ≤ lim inf
i→∞
1
rsi
ν(T−1b,ri(GR,δ))
= lim inf
i→∞
1
rsi
ν(U(b, riR) ∩ {p ∈ Hn : b−1 · p /∈ V −L(b−1·c),
dE((b
−1 · p)′, L(b−1 · c)) > δd(b, p)}).
Therefore, in order to prove the inclusion in (3.12), it is enough to show that
there exists some ε > 0 such that,
spt ν∩B(b, ε)∩{p ∈ Hn : b−1p ∈ V +L(b−1·c), dE((b−1 ·p)′, L(b−1 ·c)) > δd(b, p)} = ∅.
By way of contradiction suppose that there exists a sequence (pi) ∈ Hn, pi → b,
satisfying for all i ∈ N,
(i) pi ∈ spt ν ⊂ Hn \ U(c, r),
(ii) b−1 · pi ∈ V +L(b−1·c),
(iii) dE((b
−1 · pi)′, L(b−1 · c)) > δd(b, pi).
The new sequence δ 1
d(b,pi)
(b−1 · pi) ∈ B(1) has a converging subsequence and for
simplifying notation we write,
δ 1
d(b,pi)
(b−1 · pi)→ p∗.
Notice that by (ii) and (iii) p∗ /∈ V −L(b−1·c). But by Lemma 3.5, p∗ ∈ V −L(b−1·c)
and we have reached a contradiction. Recalling Lemma 3.4, (3.12) follows.
Combining (3.7) and (3.12) we obtain that there exists δ = δλ,L(b−1·c) ∈ (0, 1)
such that for all r > 0
sptλ ∩B(r) ∩ V −L(b−1·c) ∩ {p ∈ Hn : dE(p′, L(b−1 · c)) > δ‖p‖} 6= ∅.
Without loss of generality we can assume that V −L(b−1·c) = {p ∈ Hn : p2n > 0}.
Hence there exists a sequence (xi), xi → 0, such that for all i ∈ N,
xi ∈ sptλ ∩ {p ∈ Hn : p2n > δ‖p‖}.
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Furthermore this sequence can be chosen to satisfy,
‖x1‖ > ‖x2‖ > . . . .
and the balls Bi = B(xi,
δ‖xi‖
2
) can be assumed to be disjoint and contained in
B(0, 1). Then for all k ∈ N, by the AD-regularity of λ,∫
B(0,1)\B(0, ‖xk‖
2
)
y2n
‖y‖s+1dλy ≥
k∑
i=1
∫
Bi
y2n
‖y‖s+1dλy
≥
k∑
i=1
δ‖xi‖
2
3s+1‖xi‖s+1
2s+1
λ(Bi)
≥ C
k∑
i=1
‖xi‖‖xi‖s
‖xi‖s+1
= Ck,
where C is independent of k. Hence
lim
k→∞
∫
B(0,1)\B(0, ‖xk‖
2
)
y2n
‖y‖s+1dλy =∞.
This is a contradiction by Lemma 3.2 as 0 ∈ sptλ.
We are now left to consider the case when b−1 · c ∈ T. In an identical way as
in the proof of (3.12) we can show that if λ ∈ Tan(ν, b),
(3.13) sptλ ⊂ H−(b−1 · c).
Combining (3.8) and (3.13) we deduce that there exists some δ = δλ such that
for all r > 0,
(3.14) sptλ ∩B(r) ∩ {p ∈ Hn : p2n+1 > 0,√p2n+1 > δ‖p‖} 6= ∅.
assuming that H−(b−1 · c) = {p ∈ Hn : p2n+1 > 0}. Finally in order to complete
the estimates, which are otherwise identical with the ones in the case where
b−1 · c /∈ T, we need the following simple lemma.
Lemma 3.6. Let x ∈ Hn and δ ∈ (0, 1) such that x2n+1 > 0 and √x2n+1 > δ‖x‖.
Then for all y ∈ B(x, δ2‖x‖
100n
),
y2n+1 ≥ δ
2‖x‖
2
.
Proof. As,
|y2n+1 − x2n+1| ≤ ‖y · x−1‖2 + 2
∣∣∣∣∣
n∑
i=1
(yixi+n − yi+nxi)|
∣∣∣∣∣ ,
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for y ∈ B(x, δ2‖x‖
100n
) we get,
|y2n+1 − x2n+1| ≤ ‖y · x−1‖2 + 2
∣∣∣∣∣
n∑
i=1
(yixi+n − xixi+n + xixi+n − yi+nxi)|
∣∣∣∣∣
≤ ‖y · x−1‖2 + 2
n∑
i=1
|yi − xi||xi+n|+ |xi+n − yi+n||xi|
≤ ‖y · x−1‖2 + 2
n∑
i=1
2‖x‖δ
2‖x‖
100n
≤ δ
4‖x‖2
(100n)2
+
δ2‖x‖2
25
≤ δ
2‖x‖2
10
.
Therefore,
y2n+1 ≥ x2n+1 − δ
2‖x‖2
10
>
δ2‖x‖2
2
. 
By (3.14), there exists some sequence (xi), xi ∈ sptλ such that √xi,2n+1 >
δ‖xi‖ for all i ∈ N and xi → 0. As before we can assume that
‖x1‖ > ‖x2‖ > . . . .
and the balls Bi = B(xi,
δ2‖xi‖
100n
) are disjoint and contained in B(0, 1). Then for
all k ∈ N, ∫
B(0,1)\B(0, ‖xk‖
2
)
y2n+1
‖y‖s+2dλy ≥
k∑
i=1
∫
Bi
y2n+1
‖y‖s+2dλy
≥
k∑
i=1
δ2‖xi‖2
2 · 2s+2‖xi‖s+2λ(Bi)
≥ C
k∑
i=1
‖xi‖2‖xi‖s
‖xi‖s+2
= Ck,
where we used Lemma 3.6 in the third inequality and C > 0 is independent of k.
As in the previous case we have reached a contradiction by (3.2). The proof of
Proposition 3.3 is now complete. 
We now continue with the proof of Theorem 3.1. We first apply for µ a.e.
a ∈ Hn Lemma 3.2 to get an s-AD-regular ν ∈ Tan(µ, a) with the property
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(3.5). Then we apply to ν, to its tangent measures, and so on, Proposition 3.3
sufficiently many times to find for µ a.e. a ∈ Hn an integer d ∈ [1, 2n], L ∈
G(2n, d) and pi ∈ itTan(µ, a) such that denoting V = spt pi, V = VL or V = L.
If V = L and L is not a subgroup, we take a tangent measure ρ ∈ Tan(pi, p)
at a point p ∈ L as in Lemma 2.4. Then by Lemma 2.4 its support is VM for
some M ∈ G(2n, d − 1). Thus in any case we find for µ a.e. a ∈ Hn an integer
d′ ∈ [1, 2n], L ∈ G(2n, d′) and ρ ∈ itTan(µ, a) such that denoting V = spt ρ,
V = VL or V = L and L is a homogeneous subgroup. As ρ is AD-regular,
s must be the Hausdorff dimension of V , that is, s = d or s = d + 1 and so
s is an integer. Furthermore, by the AD-regularity, ρ is absolutely continuous
with respect to HsbV with bounded density h. Taking a tangent measure at
a point of approximate continuity of h we obtain σ ∈ Tan(ρ, b) ⊂ itTan(µ, a)
such that σ = HsbV ∈ H(n, s). Applying still Lemma 2.11 we find that µ has
almost everywhere tangent measures in H(n, s). This completes the proof of
Theorem 3.1. 
4. Riesz transforms and self-similar sets in Hn
In this section we consider certain families of self-similar sets in Hn and we
discuss their relations with the Riesz transforms that we introduced earlier.
Definition 4.1. Let Q = [0, 1]2n ⊂ R2n and r ∈ (0, 1
2
). Let zj ∈ R2n,
j = 1, . . . , 22n, be distinct points such that zj,i ∈ {0, 1− r} for all j = 1, . . . , 22n
and i = 1, . . . , 2n. We consider the following 22n+2 similitudes depending on the
parameter r,
Sj = τ(zj ,0)δr, for j = 1, . . . , 2
2n,
Sj = τ(zbjc
22n
, 1
4
)δr, for j = 2
2n + 1, . . . , 2 · 22n,
Sj = τ(zbjc
2·22n
, 1
2
)δr, for j = 2 · 22n + 1, . . . , 3 · 22n,
Sj = τ(zbjc
3·22n
, 3
4
)δr, for j = 3 · 22n + 1, . . . , 22n+2,
where bjcm := j mod m.
Theorem 4.2. Let r ∈ (0, 1
2
) and Sr = {S1, . . . , S22n+2} where the S ′js are the
similitudes of Definition 4.1. Let Kr be the self-similar set defined by,
Kr =
22n+2⋃
j=1
Sj(Kr).
Then the the sets Sj(Kr) are disjoint for j = 1, . . . , 2
2n+2,
Kr =
∞⋂
k=1
22n+2⋃
j1,...,jk=1
Sj1(Kr) ◦ · · · ◦ Sjk(Kr)
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and
0 < Ha(Kr) <∞ with a = (2n+ 2) log(2)
log(1
r
)
.
Proof. It is enough to find some set R ⊃ K such that for all j = 1, . . . , 22n+2,
(i) Sj(R) ⊂ R and
(ii) the sets Sj(R) are disjoint,
see [S] and [BR]. Using an idea of Strichartz from [St] we show that there exists
a continuous function ϕ : Q→ R such that the set
R = {q ∈ Hn : q′ ∈ Q and ϕ(q′) ≤ q2n+1 ≤ ϕ(q′) + 1}
satisfies (i) and (ii).
This will follow immediately if we find some continuous ϕ : Q → R which
satisfies for all j = 1, . . . , 22n,
(4.1) τ(zj ,0)δr(R) = {q ∈ Hn : q′ ∈ Qj and ϕ(q′) ≤ q2n+1 ≤ ϕ(q′) + r2},
where Qj = τ(zj ,0)(δr(Q)). Since
τ(zj ,0)δr(R) = {p ∈ Hn : p′ ∈ Qj and
r2ϕ(
p′ − zj
r
)− 2
n∑
i=1
(zj,ipi+n − zj,i+npi) ≤ p2n+1
≤ r2ϕ(p
′ − zj
r
)− 2
n∑
i=1
(zj,ipi+n − zj,i+npi) + r2}.
proving (4.1) amounts to showing that
(4.2) ϕ(w) = r2ϕ(
w − zj
r
)−2
n∑
i=1
(zj,iwi+n−zj,i+nwi) for w ∈ Qj, j = 1, . . . , 22n.
As usual for any metric space X, let
C(X) = {f : X → R and f is continuous}.
Let B = ∪2nj=1Qj and L : C(B)→ C(Q) be a linear extension operator such that
L(f)(x) = f(x) for x ∈ B
and
‖L(f)‖∞ = ‖f‖∞.
Since the Qj’s are disjoint the operator L can be defined simply by taking ε > 0
small enough and letting
L(f)(x) =

f(x) when x ∈ B,
ε− dist(x,B)
ε
f(x˜) when 0 < dist(x,B) < ε,
0 when dist(x,B) ≥ ε,
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where x˜ ∈ B and dist(x,B) = d(x, x˜).
Furthermore define the functions h : B → R, f˜ : B → R,
h(w) = −2
n∑
i=1
(zj,iwi+n − zj,i+nwi) for w ∈ Qj,
f˜(w) = r2f(
w − zj
r
) for f ∈ C(Q), w ∈ Qj,
and the operator T : C(B)→ C(Q) as,
T (f) = L(f˜ + h).
Then
T (f)(w) = r2f(
w − zj
r
)− 2
n∑
i=1
(zj,iwi+n − zj,i+nwi) for w ∈ Qj,
and for f, g ∈ C(B)
‖Tf − Tg‖∞ = ‖L(f˜ − g˜)‖∞ = ‖f˜ − g˜‖∞ ≤ r2‖f − g‖∞.
Hence T is a contraction and it has a unique fixed point ϕ which satisfies (4.2). 
Let S = {S1, . . . , SN} be an iterated function system (IFS) of similitudes of
the form
(4.3) Si = τqi ◦ δri
for qi ∈ Hn, i = 1, . . . , N and 0 < r1 ≤ · · · ≤ rN < 1. The IFS S is said to satisfy
the open set condition if there exists a bounded non-empty open set O ⊂ Hn
such that ∪Ni=1Si(O) ⊂ O and Si(O) ∩ Sj(O) = ∅ for i 6= j. It follows by [BR]
that if K ⊂ Hn is the invariant set with respect to S, and S satisfies the open
set condition then,
0 < Ha(K) <∞
where a is given by
N∑
i=1
rai = 1.
Recalling Definitions 2.2 and 2.3 our next result reads as follows.
Theorem 4.3. Let S be an IFS of contractive similarities as in (4.3) that satisfies
the open set condition, and
0 < Hm(K) <∞ where m ∈ N ∩ [1, 2n+ 1].
If K is not contained in any F ∈ trVm−1 ∪ trWm then for all k ∈ K, every
ν ∈ Tan(HmbK, k) and every G ∈ Vm−1 ∪Wm satisfy
spt ν \G 6= ∅.
Therefore Tan(HmbK, k) ∩H(n,m) = ∅.
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Proof. The proof follows the reasoning developed in [M1], where a rigidity result
for Euclidean self-similar sets is proven. Assume without loss of generality that
diam(K) = 1, let k ∈ K and G ∈ Vm−1 ∪ Wm. As K is not contained in any
F ∈ trVm−1 ∪ trWm there exist E ⊂ K,
E = {a1, . . . , am+2},
and 0 < ρ < 1 such that for all F ∈ trVm−1 ∪ trWm there exist ai = ai(F ),
i = 1, . . . ,m+ 2, such that,
(4.4) dist(ai, F ) > ρ.
Furthermore there exist 0 < r0 <
ρ
2
and η > 0, such that
(4.5) Hd(K ∩B(ai, r0)) ≥ η for i = 1, . . . ,m+ 2.
Recall that the contraction ratios satisfy,
0 < r1 ≤ · · · ≤ rN < 1
and let 0 < r < r1. For any word α = (a1, . . . , am), ai ∈ {1, . . . , N}, m ∈ N,
denote rα = ra1 . . . ram and Aα = Sα(A) for any set A ⊂ Hn. Let α be a minimal
word such that
k ∈ Kα ⊂ B(k, r
2
).
Then it follows that
rα ≤ r
2
≤ rα
r1
.
Notice also that for any map of the form,
S = τq ◦ δr for q ∈ Hn, r > 0,
S(F ), S−1(F ) ∈ trVm if F ∈ trVm,m ∈ [1, 2n]
and
S(F ), S−1(F ) ∈ trWm if F ∈ trWm,m ∈ [0, 2n].
Therefore S−1α (k · G) ∈ trVm−1 ∪ trWm and by (4.4) there exist ai ∈ E,
i = 1, . . . ,m+ 2, such that
dist(ai, S
−1
α (k ·G)) > ρ.
Therefore,
(4.6) B(Sαai, rαr0) ⊂ B(k, r) \
{
x ∈ Hn : dist(x, k ·G) ≤ ρrα
2
}
.
This follows because for x ∈ B(Sαai, rαr0),
d(x, k) ≤ d(x, Sαai) + d(Sαai, k) ≤ rαr0 + rα ≤ r,
and
dist(x, k ·G) ≥ dist(Sαai, k ·G)− d(x, Sαai)
= ra dist(ai, S
−1
α (k ·G))− d(x, Sαai) >
ρrα
2
.
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Hence for δ =
ρr1
4
, by (4.6) and (4.5),
Hm(K ∩B(k, r) \X(k,G, δ))≥ Hm(K ∩B(k, r)\ {x ∈ Hn : dist(x, k ·G)≤ δr})
≥ Hm(Kα ∩B(Sαai, rαr0))
= rmαHm(K ∩B(ai, r0)) ≥ ηrmα
≥ η(r1
2
)mrm.
Therefore there exist C > 0 and δ ∈ (0, 1) such that if 0 < r < r1
(4.7)
Hm(K ∩B(k, r) \X(k,G, δ))
rm
> C.
Finally let ν ∈ Tan(HmbK, k) and recalling Lemma 2.9,
ν = c lim
i→∞
1
rmi
Tk,ri,]HmbK,
for some positive numbers c, (ri) with ri → 0. Then
ν(B(0, 1) \X(0, V, δ)) ≥ c lim sup
i→∞
1
rmi
Hm(K ∩ T−1k,ri(B(0, 1) \X(0, G, δ)))
= c lim sup
i→∞
1
rmi
Hm(K ∩B(k, ri) \X(k,G, δ)))
≥ cC.
Therefore spt ν 6⊂ G and the proof is complete. 
As an immediate corollary of Theorems 3.1 and 4.3 we obtain.
Corollary 4.4. Let S be an IFS of contractive similarities as in (4.3) that satisfies
the open set condition, and
0 < Hm(K) <∞ where m ∈ N ∩ [1, 2n+ 1].
If K is not contained in any translated (m − 1)-vertical or m-horizontal group,
i.e. K 6⊂ G for all G ∈ trVm−1 ∪ trWm, then the m-Riesz transforms R∗m are not
bounded in L2(HmbK).
In particular if µ is the natural measure on the m-dimensional Cantor-like sets
of Theorem 4.2, then the m-Riesz transforms R∗m are not bounded in L2(µ).
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