The neighbor connectivity of a graph G is the least number of vertices such that removing their closed neighborhoods from G results in a graph that is disconnected, complete or empty. If a graph is used to model the topology of an interconnection network, this means that the failure of a network node causes failures of all its neighbors. We completely determine the neighbor connectivity of k-ary n-cubes for all n ≥ 1 and k ≥ 2.
Introduction
The design and analysis of interconnection networks, originally incited by applications in telecommunication and computer networks, has become quite a pervasive topic in both theoretical and applied research. Among the problems arising in the course of network design, special attention has been paid to the aspect of fault-tolerance: Can the network preserve its functionality even if certain nodes become overloaded or faulty?
The topology of an interconnection network is usually modeled by an undirected graph whose vertices and edges represent network nodes and communication links between them, respectively. As the simplest measure of fault-tolerance we can use the graph-theoretic concept of connectivity κ(G) of the underlying graph G: the least number of vertices of G whose removal leaves the resulting graph disconnected or trivial. There are, however, further refinements to this concept that better grasp the vulnerability or robustness of the network.
The neighbor connectivity of a graph G, denoted by κ N B (G), is defined as the least number of vertices such that removing their closed neighborhoods from G results in a graph that is disconnected, complete or empty. If a graph is used to model an interconnection network, this means that the failure of a network node causes failures of all its neighbors. The concept was introduced by Gunther and Hartnell [8] in the context of modeling spy networks; with Nowakowski [10] they proved that κ N B (G) ≤ κ(G) for every graph G. Doty showed that the problem to decide whether κ N B (G) ≤ k for a given graph G and integer k is NP-complete [6] . She also characterized Cayley graphs of neighbor connectivity one in terms of algebraic properties of the generating set [6] , sharpened the upper bound for abelian Cayley graphs and formulated an open problem [4] : Is it true that κ N B (G) ≤ δ 2 for all δ-regular abelian Cayley graphs except cycles? Our main result shows that this bound is tight for a class of abelian Cayley graphs formed by the k-ary n-cubes.
The concept of neighbor connectivity was generalized to its edge version by Cozzens and Wu [2] : the minimum number of edges such that the removal of their closed neighborhoods results in an empty, trivial, or disconnected graph is called the edge neighbor connectivity, denoted by λ N B (G). Up to now, the exact values of κ N B (G) or λ N B (G) are known only for a few classes of graphs. Shang et al. [15] determined the (edge) neighbor connectivity of alternating group networks AN n , star graphs S n and Cayley graphs generated by transposition trees Γ n , showing that κ N B (AN n ) = n − 1 for n ≥ 4 while λ N B (AN n ) = n − 2 and κ N B (S n ) = λ N B (Γ n ) = n − 1 for n ≥ 3. Zhao et al [16] obtained the exact values of edge neighbor connectivity for the class of hypercubes Q n and Cartesian product of complete graphs K n K 2 , namely λ N B (Q n ) = n − 1 and λ N B (K n K 2 ) = n 2 for n ≥ 3. Gunther and Hartnell [9] showed that κ N B (K n K n ) = n − 1. In this paper we focus on a class of Cayley graphs formed by the k-ary n-cubes. Properties such as vertex-transitivity or hierarchical structure predetermine these graphs to serve as a prospective candidate for the interconnection network design, and they have been widely studied from this point of view, see e.g. [3, 7, 11, 12] . Here we add another piece to the puzzle and completely determine the neighbor connectivity of k-ary n-cubes for all n ≥ 1 and k ≥ 2.
The rest of the paper is laid out as follows. The next section introduces notation, terminology and surveys auxiliary results that shall be needed later. Section 3 provides lower bounds on the neighbor connectivity of hypercubes while Section 4 settles the general case of k-ary n-cubes with k ≥ 3. Finally, Section 5 completes the picture by adding an upper bound applicable to all abelian Cayley graphs whose generating set satisfies certain minimal condition. The previous results are then summarized into the main theorem showing that the upper bound is tight for the class of k-ary n-cubes, up to some trivial exceptions. The paper is concluded with brief suggestions for future research.
Preliminaries
In this section we introduce the terminology and notations used throughout the paper. The graph-theoretic concepts undefined below may be found e.g. in [1] . In the rest of this text, n always denotes a positive integer while [n] stands for the set {0, 1, . . . , n − 1}. As usual, we use V (G) and E(G) for the vertex and edge sets of a graph G. Given a set S ⊆ V (G), an open neighborhood N (S) of S is the set of all neighbors of vertices of S in G, a closed neighborhood N [S] of S is the set S ∪ N (S), and G − S stands for the subgraph of G induced by V (G) \ S. If G is a regular graph, we use δ(G) to denote the degree of vertices of G.
Paths.
A sequence (x 1 ,x 2 ,. . . , x n ) of pairwise distinct vertices such that any two consecutive vertices are adjacent is a path of length n − 1 with endvertices x 1 and x n , also called an (x 1 , x n )path. We denote the vertex set {x 1 , x 2 , . . . , x n } of such a path P by V (P ). Note that in the case that n = 1, P is just a path of length 0 consisting of a single vertex. We say that (x, y)-paths
. . , x n ),1 ≤ i ≤ n, are called a prefix and a suffix of the path (x 1 ,x 2 ,. . . , x n ).
Given sets X, Y ⊆ V (G), a path whose endvertices belong to X and Y , respectively, is called an (X, Y )-path. If X = {x} or Y = {y}, we simply speak about an (x, Y )-path or (X, y)-path. Given x ∈ V (G) and Y ⊆ V (G), an (x, Y )-fan (or (Y, x)-fan) is a set of |Y | (x, Y )-paths (or (Y, x)-paths) any two of which have exactly the vertex x in common.
2.2.
Connectivity. Recall that the connectivity κ(G) of a graph G is the least number of vertices of G whose removal leaves the resulting graph disconnected or trivial (i.e., consisting of a single vertex). G is called k-connected if κ(G) ≥ k. Menger's Theorem states that a nontrivial graph G is k-connected iff for any two distinct vertices x, y ∈ V (G) there are at least k internally disjoint (x, y)-paths.
The following simple property of k-connected graphs may be found e.g. in [1, Lemma 9.3].
Proposition 1. If G is a k-connected graph, then the graph obtained from G by adding a new vertex and joining it to at least k vertices of G is also k-connected.
The next lemma recalls two useful consequences of Menger's Theorem ([1, Propositions 9.4-9.5], the latter known as the Fan Lemma). As we need a slightly extended version for graphs with faulty vertices, both statements are provided with proofs.
Proof. To prove part (ii), obtain a new graph H from G by adding a new vertex y and joining it to each vertex of F ∪ Y . By Proposition 1, H is also (f + k)-connected. Therefore, by Menger's Theorem, there are f + k internally disjoint (x, y)-paths in H. Deleting y from each of these paths, we obtain (f + k) internally disjoint (x, F ∪ Y )-paths. It remains to consider only the (x, Y )-paths, observe that no vertex in any of them falls into F , and conclude that they form the desired (x, Y )-fan in G − F . Neighbor connectivity of a graph G, denoted by κ N B (G), is defined as the minimum cardinality of a set U ⊆ V (G) such that the survival subgraph G U is disconnected, complete or empty. The exact values of the neighbor connectivity for the complete graphs K n and cycles C n are straightforward from the definition, namely κ N B (K n ) = 0 for n ≥ 1 while
for n ≥ 6 .
2.3. K-ary n-cubes. The Cayley graph of a finite group (Γ, ·) with respect to its generating set S, denoted by Cay(Γ, S), is defined as the graph with vertex set Γ and edge set {{g, g · s} | g ∈ Γ, s ∈ S}. Following [4] , we assume that for each generator s ∈ S, its inverse s −1 also falls into S, and that the identity element e is not included in S. If the group Γ is abelian, Cay(Γ, S) is referred to as an abelian Cayley graph. Given integers k ≥ 2 and n ≥ 1, the k-ary n-cube Q k n may be defined as the Cayley graph
where Z n k stands for the n-th Cartesian power of Z k = [k] while ⊕ represents coordinatewise addition mod k. The generators e i and e −1 i have one and k − 1, respectively, in the i-th coordinate and zeroes elsewhere. From a less abstract point of view, Q k n is just the graph whose vertices are strings of the form
Note that Q k n is a δ-regular graph where δ = n for k = 2 while δ = 2n for k ≥ 3. Moreover, as Q k n is a connected edge-transitive graph, we have κ(Q k n ) = δ(Q k n ) [13, Problem 12.15] . Consequently, Q k n is n-connected for k = 2 and 2n-connected for k ≥ 3 [3] .
Regarding the special cases n = 1, k = 2 and n = 2: Q k 1 is a cycle of length k, Q 2 n is an n-dimensional hypercube and Q k 2 is a k × k wrap-around mesh. The graphs Q 3 1 , Q 3 2 and Q 3 3 are shown in Fig. 1 .
Now fix a d ∈ [n] and note that for any i ∈ [k], the subgraph of Q k n induced by the set
We call this subgraph a subcube of Q k n and denote it by Q[i]. Given a vertex u = u n−1 u n−2 · · · u 0 of Q[i] and j ∈ [k], we use u j to denote the vertex obtained from u by changing the value of u d to j, i.e., the vertex
, called an outer neighbor of u.
Note that any two vertices of a hypercube have either two neighbors in common or none at all. This condition, known as the (0, 2)-property, can be even used to characterize hypercubes [14, Section 2.2]. The following lemma [7, 11] explains that k-ary n-cubes inherit this property only for k ∈ {2, 4} (simply because Q 2 n = Q n and Q 4 n ∼ = Q 2n ) while in the other cases there are also vertices with only one common neighbor.
The last lemma of this section applies a counting argument to impose a lower bound on the number of healthy pairs of neighbors in adjacent subcubes. Although rather technical, this result provides a useful tool to be used later in our constructions of internally disjoint paths.
and, moreover, at least h of these vertices are neighbors of x. 
using u i + u j ≤ ≤ n − 1 to obtain the second inequality. Regarding the case that k = n = 3 and u i + u j = 2, note that then
It follows that |H| > h for all n, k ≥ 3 and the proof is complete.
Hypercubes
In order to determine κ N B (Q k n ), we need to find the smallest set U ⊆ V (Q n ) such that Q k n U becomes disconnected. To that end, we derive a more general statement, providing lower bounds to the connectivity of Q k n U for all subsets U whose cardinality does not exceed δ(Q k n )/2 . We first deal with the class of hypercubes. Theorem 1. Let n ≥ 2 and 0 ≤ ≤ n/2 . Then for every set U ⊆ V (Q n ) of faults we have
Proof. First note that as Q 2 is a 4-cycle, κ(C 4 ) = 2 and κ(K 1 ) = 0, the theorem holds for n = 2. Hence we can assume that n ≥ 3.
We argue by induction on n. Note that it suffices to settle the case that 0 < < n/2, for otherwise the statement of the theorem is either trivial (if ≥ n/2) or follows from κ(Q n ) = n (if = 0). Assume that n ≥ 3 and that the statement holds for every set U ⊆ V (Q n−1 ), 0 ≤ |U | ≤ (n − 1)/2 .
Let U ⊆ V (Q n ) be a set of faults, 0 < < n/2. To prove that κ(Q n U ) ≥ n − 2 , by Menger's Theorem it suffices to show that for any distinct x, y ∈ V (Q n U ) there are at least n−2 internally disjoint (x, y)-paths in Q n U . Note that Q n can be partitioned into two subcubes Q[0] and Q [1] such that x and y are in distinct subcubes.
Recall that as x ∈ V (Q n U ), no neighbor of x belongs to U , but some of them may fall into N (U ). Observe that x has n − 1 neighbors in Q[0] and, by the (0, 2)-property (Lemma 2), at most 2u 0 of them may belong to N (U 0 ). Hence there are neighbors
and distinguish two cases.
First settle the case that x 1 ∈ N [U 1 ]. Using the (0, 2)-property, observe that at most 2u 1 neighbors of x 1 in Q[1] may fall into N [U 1 ]. We can therefore without loss of generality assume that
. Note that then their outer neighbors x 1 , x 2 , . . . , x n−1−2 belong to Q[0] U 0 − N (U 1 ), i.e., all these vertices are healthy.
Put Y = {x 1 , x 1 1 , x 1 2 , . . . , x 1 n−1−2 } and note that the only faulty vertices in Q[1] U 1 are the outer neighbors of U 0 and there are at most u 0 of them. As Q[1] U 1 is (n − 1 − 2u 1 )-connected by the induction hypothesis and
using u 0 ≥ /2 ≥ 1 to obtain the last inequality, by Lemma 1 there exists a (Y, y)-fan in Q[1] U 1 − N (U 0 ), i.e., a family of n − 2 internally vertex-disjoint (Y, y)-paths P x 1 y , P x 1 1 y , P x 1 2 y , . . . , P x 1 n−1−2 y . Then P 0 = (x, P x 1 y ) and P i = (x, x i , P x 1 i y ) for 1 ≤ i ≤ n − 1 − 2 form the required family of n − 2 internally disjoint (x, y)-paths in Q n U .
It remains to settle the case that x 1 ∈ N [U 1 ] which means that u 1 ≥ 1 and some neighbor of x 1 in Q[1] belongs to U 1 . Then at most 2u 1 − 1 neighbors of x 1 in Q[1] may fall into N [U 1 ], which means that we can without loss of generality assume that x 1 1 , x 1 2 , . . . , x 1 n−2 belong to Q[1] U 1 − N (U 0 ). By the same argument as in the previous case, there is a family of n − 2 internally disjoint (x 1 i , y)paths P x 1 i y , 1 ≤ i ≤ n − 2 , in Q [1] avoiding N [U ]. Then P i = (x, x i , P x 1 i y ) for 1 ≤ i ≤ n − 2 form the required family of n − 2 internally disjoint (x, y)-paths in Q n U .
Note that the proof above may be viewed as a sketch of the proof for the case of Q k n with k ≥ 3, which is based on similar ideas, only operates in a more general setting and the constructions are therefore more involved. The details are provided in the next section.
K-ary n-cubes with k ≥ 3
We start with a lemma that constructs paths between endvertices in adjacent subcubes. It will be useful in the general case to compose paths between endvertices at an arbitrary position. 
Proof. Suppose that Q k n is partitioned into subcubes Q[0], Q [1] , . . . , Q[k − 1]. We can without loss of generality assume that j = 0, j = 1 and u 0 ≥ u 1 . Observe that by Lemma 3 there are h = 2n − 2 − u 0 − u 1 − healthy neighbors x 1 , x 2 , . . . , x h of x in Q[0] such that their outer neighbors x 1 1 , x 1 2 , . . . , x 1 h in Q [1] are healthy as well.
and consider three cases. Case 1. u 0 = = n − 1. Note that in this case we have u i = 0 for all i ∈ [k] \ {0} while m = 1. As x ∈ U 0 = U , its outer neighbor x 1 in Q[1] must be healthy. Moreover, the only faulty vertices in Q [1] are the n − 1 outer neighbors of U 0 . As Q[1] is (2n − 2)-connected and 2n − 2 − (n − 1) > 0, by Lemma 1 there is an (x 1 , y)-path P x 1 y in Q [1] avoiding N [U ]. Then P = (x, P x 1 y ) is the desired (x, y)-path passing only through healthy vertices of Q[0] and Q [1] .
By Lemma 3, Q[0] contains a healthy vertex z ∈ X such that its outer neighbor z 1 in Q[1] is healthy as well. We claim that then Q[0] contains an (x, z)-path P xz avoiding both faulty vertices and all vertices of X.
To prove the claim, note that if x 1 is healthy, it suffices to set z := x, which means that P xz = P xx = (x). On the other hand, the case that x 1 is faulty requires more attention. Then we have z = x and u 1 + u 2 ≥ 1. Note that the only faulty vertices that may fall into Q[0] U 0 are at most u 1 + u k−1 outer neighbors of U 1 ∪ U k−1 and
(using u 1 + u 2 ≥ 1 to obtain the last inequality). As we assume that Q[0] U 0 is (2n − 2 − 2u 0 )connected and 2n − 2 − 2u 0 > 0, by Lemma 1 there is an (x, z)-path P xz in Q[0] U 0 avoiding both N (U 1 ∪ U k−1 ) and X. This completes the verification of the claim.
Further, put Y = Y ∪ {z 1 } and note that all vertices of Y are healthy. Moreover, the only faulty vertices that may fall into Q[1] U 1 are outer neighbors of U 0 and U 2 and therefore their number does not exceed u 0 + u 2 . Since Q[1] U 1 is (2n − 2 − 2u 1 )-connected by our assumption,
(using u 0 ≥ 1 for the last inequality) and and 2n − 2 − 2u 1 > 0, by Lemma 1 there is a (Y , y)-fan in Q[1] U 1 − N (U 0 ∪ U 2 ), i.e., a family of h + 1 internally disjoint paths P x 1 1 y , P x 1 2 y , . . . , P x 1 h y , P z 1 y , passing only through healthy vertices of Q [1] . It remains to set P i = (x, x i , P x 1 i y ) for 1 ≤ i ≤ h, P h+1 = (P xz , P z 1 y ) and observe that then {P i } h+1 i=1 form a family of h + 1 internally disjoint (x, y)-paths passing only through healthy vertices of Q[0] and Q [1] . As
it follows that h + 1 ≥ m and we are done in this case. Case 3. u 0 = 0. Note that in this case we have u 0 = u 1 = 0 < and therefore m = 2n − 2 . Moreover, the only faulty vertices in Q [1] are at most l outer neighbors of U 2 . Since Q[1] is (2n − 2)-connected and
internally disjoint (x, y)-paths passing only through healthy vertices of Q[0] and Q [1] . If ≥ 2, then h ≥ 2n − 2 and we are done.
It remains to settle the case = 1. First assume that k ≥ 4. Then either U 2 or U k−1 must be empty and we can without loss of generality assume the former, i.e. u 2 = 0 while u k−1 ≤ 1. Note that then all vertices of Q[1] must be healthy. Further, put Y = Y ∪ {x 1 } and note that as Q [1] is (2n − 2)-connected and |Y | = h + 1 = 2n − 2, by Lemma 1 there is a (Y , y)-fan in Q [1] consisting of h + 1 paths P x 1 1 y , P x 1 2 y , . . . , P x 1 h y , P x 1 y . Put Proof. First note that it suffices to verify only the case that 0 < < n, for otherwise the statement of the theorem is either trivial (if = n) or follows from κ(Q k n ) = 2n (if = 0). We argue by induction on n. To settle the case n = 2, recall that Q k 2 is a k × k wrap-around mesh. If we delete an arbitrary vertex v and its neighbors, the resulting graph Q k 2 v contains a spanning subgraph, consisting of a (k − 1) × (k − 1) mesh M and (if k > 3) two paths of length k − 2 whose endvertices are identified with vertices of M . Such a spanning subgraph is clearly 2-connected, which means that κ(Q k 2 v) ≥ 2 as claimed by the theorem. Assume that n ≥ 3 and that the statement of the theorem holds for every set U ⊆ V (Q k n−1 ), 0 ≤ |U | ≤ n − 1. Let U ⊆ V (Q k n ) be a set faults of size . To prove that κ(Q k n U ) ≥ 2n−2 , we only need to show that for any distinct x, y ∈ V (Q k n U ) there are at least 2n − 2 internally disjoint (x, y)-paths in Q k n U . Note that Q k n can be partitioned into k subcubes Q[0], Q [1] , . . . , Q[k − 1] such that x and y are in distinct subcubes.
, which means that the assumptions of Lemma 4 are satisfied and the lemma is applicable to any pair of adjacent subcubes. Without loss of generality assume that x ∈ V (Q[0]) and distinguish two cases depending on whether x and y are in adjacent subcubes or not. Case 1. Vertices x and y are in adjacent subcubes. We can without loss of generality assume that y ∈ V (Q [1] ) and u 0 ≥ u 1 .
By Lemma 4 there are m internally disjoint (x, y)-paths P 1 , P 2 , . . . , P m , passing only through healthy vertices of Q[0] and Q [1] . If u 0 + u 1 < , then m = 2n − 2 and we are done. If u 0 + u 1 = , which means that m = 2n − 2 − 1, we need to construct an additional (x, y)-path in Q k n U , internally disjoint with P 1 , P 2 , . . . , P m .
Note that our assumption that u 0 + u 1 = implies u i = 0 for all 1 < i ≤ k − 1. As y is a healthy vertex of Q [1] , it follows that y 0 ∈ U 0 and therefore the outer neighbor y 2 of y in Q [2] is also healthy. Similarly, as x is a healthy vertex of Q[0], all of x 1 , x 2 , . . . , x k−1 must be healthy as well. Further, as Q [2] is (2n − 2)-connected, it contains at most faulty vertices and ≤ n − 1 < 2n − 2, by Lemma 1 there is an (x 2 , y 2 )-path P x 2 y 2 in Q [2] avoiding N [U ]. It remains to construct an additional path
and observe that then 
j=0 such that both z and z t+1 are healthy. Next, note that the only faulty vertices in Q[t + 1] may be outer neighbors of U 0 . As Q[t + 1] is (2n − 2)-connected and 2n − 2 − ≥ n − 1 > 0, by Lemma 1 there is a (x t+1 , z t+1 )-path P x t+1 z t+1 passing only through healthy vertices of Q[t + 1].
Finally, as Q[t] contains no faulty vertices, it is (2n − 2)-connected and m + 1 = 2n − 2 ≤ 2n − 2, by Lemma 1 there is a ({u tj } m−1 j=0 ∪ {z}, y)-fan in Q[t], consisting of (u tj , y)-paths P utj y for j ∈ [m] and a (z, y)-path P zy . It remains to set P j = (P xvt−1j , P utj y ) for j ∈ [m], P m = (x, x k−1 , x k−2 , . . . , x t+2 , P x t+1 z t+1 , P zy ) and conclude that P 0 , P 1 , . . . , P m form the desired family of m + 1 = 2n − 2 internally disjoint (x, y)-paths in Q k n U . The proof is complete. Proof. Select the vertex e of G (where e is the identity element of Γ) and note that then N (e) = {s 1 , s 2 , . . . , s δ }. Let T denote the set of all vertices of G at distance two from e. Note that for every i ∈ {1, 2, . . . , δ/2 } there is a vertex v i = s 2i−1 · s 2i , which, by our assumption, does not belong to N [e], and therefore it must fall into T . Moreover, as the group Γ is abelian, we have v i = s 2i−1 · s 2i = s 2i · s 2i−1 , which means that v i is adjacent to both s 2i−1 and s 2i . Let U be the set of all these (not necessarily distinct) vertices v 1 , v 2 , . . . , v δ/2 . If δ is odd and N (s δ ) ∩ T = ∅, let v be an arbitrary neighbor of s δ in T . Put
Main results
Note that then we have N for n = 1 and k ≥ 6 n/2 for n ≥ 2 and k = 2 n otherwise.
Proof. Recall that
and therefore the values of κ N B (Q k 1 ) follow directly from the definition. Hence we can assume that n ≥ 2. Put δ = δ(Q k n ), i.e., δ = n for k = 2 while δ = 2n for k ≥ 3. Recall that Q k n is an abelian Cayley graph Cay(Z n k , S) and we claim that it satisfies the assumption of Theorem 3. Indeed, if k = 2, then S = {e i } n i=1 (because e i = e −1 i for all 1 ≤ i ≤ n in this case), and an arbitrary ordering of the generators in S satisfies the assumption of Theorem 3. If k ≥ 3, then S = {e i , e −1 i } n i=1 and any ordering such that e i and e −1 i are not next to each other satisfies the assumption of Theorem 3. Hence by this theorem, κ N B (Q k n ) ≤ δ/2 for n ≥ 2. On the other hand, if U is a subset of V (Q k n ) is size < δ/2 , then by Theorems 1 and 2 Q k n U remains connected. Moreover, as Q k n is a δ-regular graph, for < δ/2 we have |V (Q k n U )| ≥ k n − (δ + 1) ≥ k n − (δ + 1)( δ/2 − 1) > 3 provided that n ≥ 2 and k ≥ 2. As k-ary n-cubes are K 4 -free graphs, it follows that Q k n U can never be a complete graph or empty in this case. Hence κ N B (Q k n ) ≥ δ/2 for n ≥ 2 and the statement of the theorem follows. Corollary 1. Let n ≥ 1, k ≥ 2 and δ = δ(Q k n ). Then κ N B (Q k n ) = δ/2 unless • Q k n is a cycle of length at least 6, then n = 1, k ≥ 6 and κ N B (Q k n ) = δ/2 + 1, or • Q k n is a complete graph, then n = 1, 2 ≤ k ≤ 3 and κ N B (Q k n ) = 0.
Concluding remarks
Doty in [4] showed that the neighbor connectivity of abelian Cayley graphs of degree δ is bounded above by δ/2 + 2, conjectured that the actual upper bound is δ/2 for all δ-regular abelian Cayley graphs except cycles, and asked about Cayley graphs that achieve the maximum predicted neighbor connectivity. In this paper we partially answered the latter question by showing that a nontrivial class of abelian Cayley graphs, formed by the k-ary n-cubes, reaches the maximum predicted value except for some trivial cases (Corollary 1).
It should be noted that there are abelian Cayley graphs whose neighbor connectivity is much lower than half of their degree [5] . This limits possible generalizations of Theorems 1 and 2. On the other hand, the only abelian Cayley graphs known with larger neighbor connectivity are cycles, κ N B (C n ) = δ(C n )/2 + 1 for n ≥ 6. It is therefore still possible that the upper bound provided by Theorem 3 may be extended to all abelian Cayley graphs, thus providing a full solution to Doty's problem.
