Consider the class of even convex functions φ : IR → [0, ∞) with φ(0) = 0 and concave derivative on (0, ∞). Given any φ-integrable martingale
Introduction and Result
following convex function inequality is due to Topchii and Vatutin [4] : There exists a finite positive constant C such that for all φ ∈ G 1 , all martingales (M n ) n≥0 and all n ≥ 1
Eφ(D k ).
(1.1)
More precisely, they showed (1.1) be true with C = 4 and M 0 = 0. If φ(x) = |x| or φ(x) = x 2 , then it is well-known that (1.1) holds true with C = 1 and that this value cannot be improved.
We shall prove in this note that the best constant for general φ ∈ G 1 and general φ-integrable martingales is C = 2, but that C = 1 is optimal when imposing certain additional restrictions on the class of considered martingales. The result is stated as the following theorem.
The constant 2 is sharp in the sense that, for each ε ∈ (0, 1), there exists a bounded martingale M and some φ ∈ G 1 such that
If M is nonnegative or having symmetric conditional increment distributions, then inequality (1.1) holds true with C = 1.
An analogue of (1.1) for the maximum M * n can be quite easily inferred from the following Burkholder-Davis-Gundy inequality (see e.g. 
This inequality applies to class 
.., x n ≥ 0 and n ∈ IN . Utilizing this last fact on the right hand side in (1.4), we obtain
Proof of Theorem 1
The proof of Theorem 1 and in particular of the sharpness of the constant C = 2 in (1.1) are heavily based on several reductions, the main one being that it suffices to consider only certain extremal elements φ ∈ G 1 . This was also used in [1] and [3] for the study of 
where φ 0 (x) = x, φ ∞ (x) = x 2 , and
Proof. Each φ ∈ G 1 has a concave derivative φ and thus also a nonincreasing second right derivative φ + with asymptotic value φ + (∞)
and then also
where
Proof of Theorem 1. The following reduction arguments will show that it suffices to prove First reduction. As noted above, for each φ ∈ G 1 the even function φ
it suffices to prove Theorem 1 for functions φ ∈ G * 1 .
Second Reduction. Using (2.1), φ t (x) = t 2 φ 1 (x/t) for all t ∈ (0, ∞) and Q φ ({0, ∞}) = 0 if φ + (0) = 0 and φ + (∞) = 0 (see at the end of the proof of Lemma 1), we infer for each
Since (M k /t) 0≤k≤n is still a martingale, it suffices to prove Theorem 1 with φ = φ 1 .
Third Reduction. By conditioning
where, given M n−1 = s, D n has conditonal mean 0. This reduces the proof to that of (2.3)
for any centered random variable D and any s ∈ IR. We may further restrict to s ≥ 0 because
and −D is also centered.
Fourth Reduction. Finally, since every centered distribution is a mixture of centered two point distributions, we conclude that it is indeed enough to prove (2.3) for all s ≥ 0 and all centered D taking only two values.
In the following we simply write f instead of f + in those cases where left and right derivatives are different.
Proof of (2.3) with C = 1 for symmetric D. Suppose D has distribution (δ −a + δ a )/2 for some a ≥ 0 and let
for s ≥ 0. In particular ∆(0) = ∆ (0) = 0 and ∆ (0) ≤ 0. Note that
where λ λ denotes Lebesgue measure on IR. Hence, if a ∈ [0, 1], then λ λ-a.e.
, and in case a > 2
We also have that ∆(s) and ∆ (s) vanish at s = 0 and (by linearity of φ 1 ) for sufficiently large s. From this we see that ∆ is everywhere nonpositive and unimodal which in turn yields ∆(s) ≤ 0 for all s ≥ 0 and thus (2.3) with C = 1.
Proof of (2.3) with C = 1 for nonnegative s + D. Let D be a centered random variable with distribution pδ −a + qδ b for a, b ≥ 0, hence p + q = 1 and qb − pa = 0. The function ∆ now takes the form
and has derivative ∆ (s) = pφ 1 
all x ≥ −s implies the asserted inequality, namely
Now fix s = a ≥ 1, note that ED = 0 implies p = b s+b , and look at ∆(s) as a function
This implies in case b ≥ 1
and in case 0 < b < 1
So we have again shown that (2.3) holds with C = 1.
Proof of (2. 
from the previous part of the proof. Differentiation with respect to θ gives
By subadditivity and monotonicity of φ we infer
and thereby in (2.4)
Consequently, H is nonincreasing on [0, ∞) with H(0) < 0 and therefore everywhere negative.
This proves (2.3) with C = 2 and strict inequality. for all x ≥ 0. ♦
