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Рассмотрим особенности постановок задач 
и основные направления повышения качества 
управления информационными системами с це- 
лью формулирования рекомендаций по выбору 
методов и способов эффективного проектиро-
вания следящих систем [1]. 
Приведем сравнительный анализ методов  
и способов коррекции, оптимизации и адаптации. 
Методы и способы коррекции используются 
для повышения качества работы систем управ-
ления при заданных функционально-необходи- 
мых элементах с целью удовлетворения опре-
деленным техническим заданием и условиям 
эксплуатации, конечным требованиям эффек-
тивности переходного и установившегося ре-
жимов работы следящих систем. Последова-
тельная коррекция используется в том случае, 
если функционально-необходимые элементы 
являются стационарными по своим параметрам 
(передаточным функциям и статическим харак-
теристикам), а конструктивные особенности  
построения систем допускают реализацию уп- 
равляющих устройств последовательно с функ-
ционально-необходимыми элементами. В про-
тивоположных случаях по отношению к усло-
виям стационарности и конструктивным осо-
бенностям используется коррекция с искусст- 
венной организацией одного или нескольких 
локальных контуров стабилизирующей и кор-
ректирующей обратных связей. 
Цель решения оптимизационных задач в пер-
вую очередь – определение потенциально до-
стижимого качества функционирования систем 
управления при строго определенных услови- 
ях и критериях эффективности. Применению 
фильтрационного подхода адекватны постанов-
ки задач синтеза информационных систем 
управления, функционально являющихся сле-
дящими координатными системами, т. е. сле-
дящими измерителями. 
Классические постановки задач статистиче-
ского синтеза и их решения (Калмановская 
фильтрация и ее модификации на нелинейные 
случаи) обеспечивают структурную и парамет-
рическую оптимальность в переходном и уста-
новившемся режимах работы при условии 
(ограничении) отсутствия детерминированных 
со- 
ставляющих в задающих и возмущающих воз-
действиях. По этой причине оптимальные 
структуры оказываются статическими по своим 
свойствам, что существенно ограничивает их 
реализацию в составе высокоточных коорди-
натных следящих систем. 
С учетом указанного ограничения можно 
предложить два способа практической реализа-
ции оптимальных фильтров в составе управ- 
ляющих устройств координатных систем уп- 
равления. В силу того что типовые астатиче-
ские управляющие устройства (ПИ-, ПИД-  
и 2ПИД-регуляторы) являются квазиоптималь-
ними (квазикалмановскими), для большего 
приближения их свойств к оптимальной по 
фильтрации случайной составляющей задаю-
щего воздействия возможно использование из-
менения коэффициента преобразования прямой 
цепи системы по оптимальному Калмановско-
му закону, определяемому решением нелиней-
ного уравнения Риккати. При этом достигается 
минимизация дисперсии суммарной ошибки пе-
реходного и установившегося режимов с сохра-
нением соответствующего порядка астатизма. 
Второй способ допускает применение опти-
мальных фильтрационных структур для так 
называемой вторичной фильтрации, практиче-
ски реализуемой по выходу первичного конту-
ра управления с выбранным типовым управля-
ющим устройством. Условием реализации вто-
рого способа является возможность 
компенсации оценки детерминированной со-
ставляющей задающего воздействия в составе 
выходной переменной первичного контура. 
При практическом использовании фильтраци-
онного подхода возможны две постановки за-
дач: синтез оптимальных структур измерителя 
рассогласования и исполнительной части или 
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частичный синтез только исполнительной ча-
сти следящей системы – оптимального управ-
ляющего устройства, при заданном измерителе 
рассогласования. 
Теоретический анализ. Первая постановка 
задачи носит частный по применению характер 
для координатных следящих систем с «времен-
ными» по принципу построения измерителями 
рассогласования – дискриминаторами. Харак-
терной особенностью результатов применения 
фильтрационного подхода к оптимизации систем 
является непосредственное получение структур, 
допускающих их практическую реализацию. 
Наделение оптимальных систем как опти-
мальных фильтров свойством астатизма воз-
можно либо естественным «кинематическим» 
путем на основе свойств канала наблюдения  
и измерительного датчика либо искусственным 
переходом к астатическим формирующим 
фильтрам в аппроксимации априорных свойств 
фильтруемого процесса. Например, если непо-
средственно измеряется скорость изменения,  
а слежение осуществляется за собственно пе-
ременной, то за счет измерительных свойств 
канала наблюдения «кинематически» в составе 
формирующего фильтра фильтруемого процес-
са и, как следствие, в прямой цепи оптималь- 
ного фильтра появляется интегрирующее звено, 
наделяющее оптимальную систему свойством 
астатизма первого порядка. В отсутствие аста-
тической «кинематической» связи между филь-
труемым процессом и каналом наблюдения ис-
кусственно от порождающего процесса типа 
«белый шум» можно перейти к Винеровскому 
процессу – проинтегрированному «белому шу-
му», что приводит к появлению интегрирующе-
го звена в составе формирующего фильтра 
фильтруемого процесса и, как следствие – к 
первому порядку астатизма оптимальной си-
стемы. 
Применение результатов оптимальной ли-
нейной и нелинейной фильтрации к синтезу 
координатных систем и их практической реали-
зации существенно ограничено многорежим-
ным характером функционирования: в соответ-
ствии с временной диаграммой начало работы 
системы – режим захвата объекта на автосо-
провождение по соответствующей координате 
(угловые координаты, радиальная составляю-
щая скорости полета, дальность); затем – пере-
ход к режиму слежения и собственно коорди-
натное слежение как номинальный и более 
продолжительный по времени режим работы.  
В экстремальной ситуации координатная си-
стема переходит в режим срыва автосопровож-
дения или в низкокачественный режим слеже-
ния при перерывах информации по измеренно-
му рассогласованию. 
Критерии, методы и способы оптимальной 
фильтрации адекватны лишь режиму слежения 
и не учитывают физические особенности прин-
ципиально нелинейных (с соответствующими 
условиями) режимов захвата и срыва. Выбор 
метода оптимального управления также являет-
ся самостоятельной задачей, решаемой по кри-
териям методической «простоты» получения 
оптимального закона управления и конструк-
тивной реализуемости в замкнутом контуре 
следящей системы. В этом отношении скорее 
можно говорить об искусстве выбора, во мно-
гом основанного на эвристическом опыте и ин-
туиции решения задач оптимального управ- 
ления. Строгой рецептуры выбора метода и спо-
соба оптимального управления, за исключени-
ем метода аналогий, по множеству решений 
оптимизационных задач не существует. 
Целесообразность применения фильтраци-
онного или оптимального управления подхо- 
дов для оценок и достижений потенциальной 
эффективности определяется ограничитель- 
ными особенностями постановок задач синтеза. 
В частности, если синтез проводится по крите-
рию эффективности, составными частями вклю-
чающему требования быстродействия и соб-
ственно управляющие воздействия на объект 
управления в условиях ограничений, то целесо-
образно использовать один из методов и спосо-
бов оптимального управления. 
Можно сделать обобщенные выводы с точ-
ки зрения структурных свойств оптимальных 
систем управления, синтезированных на основе 
фильтрационного или оптимального управле-
ния подходов. Линейные структуры оптималь-
ных систем управления получаются при следу-
ющих условиях: линейности формирующих 
фильтров задающих и возмущающих воздей-
ствий, линейности функционально-
необходимых элементов и объекта управления, 
квадратичном критерии качества при отсут-
ствии каких бы то ни было ограничений, в том 
числе на быстродействие и управляющие воз-
действия. При невыполнении хотя бы одного из 
этих условий синтез приводит к нелинейным 
структурам оптимальных систем. 
Охарактеризуем задачи адаптации инфор-
мационных следящих систем управления: 
 адаптация управления к изменению харак-
теристик целевых функций; 
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 адаптация управления к режимам функци-
онирования систем; 
 адаптация управления к многоканальности 
по объектам управления при наличии ограни-
чений; 
 адаптация управления в нестационарных 
условиях слежения; 
 адаптация управления в целях наделения 
систем толерантными свойствами. 
Выделенные задачи адаптации отличаются 
по степени сложности, а значит, требуют раз-
личного информационного обеспечения и раз-
личных по трудоемкости методов аналитиче-
ского проектирования и алгоритмов реализации. 
Первая из названных адаптационных задач 
может быть решена в классе самоорганизую-
щихся систем с прогнозирующими динамиче-
скими моделями. Заметим, что самоорганиза-
ция как поисковый метод и способ «борьбы»  
с априорной информационной неопределенно-
стью через расчет одного или нескольких кри-
териев качества при итерационной организации 
алгоритма отражает не просто целенаправлен-
ный, но и оптимальный характер организации 
процедур управления. 
Связь между самоорганизующимся и опти-
мальным управлениями проявляется через ис-
пользование рассчитанного в реальном мас-
штабе времени критерия качества для парамет-
рической перестройки. Напомним, что в опти- 
мальном фильтре Калмана, определяющем 
структуру оптимальной линейной следящей си-
стемы в условиях полной априорной определен-
ности, целенаправленная перестройка оптималь-
ного коэффициента преобразования прямой цепи 
системы осуществляется по результатам авто-
номного по отношению к измерениям программ-
ного расчета дисперсии суммарной ошибки 
вследствие решения нелинейного уравнения 
Риккати. Дисперсия суммарной ошибки пере-
ходного и установившегося режимов работы яв-
ляется критерием оптимальности для Калманов-
ского оптимального следящего фильтра. 
Вторая и третья задачи адаптационного 
управления могут быть решены в классе систем 
с переменной (в случайные наблюдаемые или 
ненаблюдаемые моменты времени) по алгорит-
мам и объектам управления структурой (в клас-
се динамических систем с режимом разделения 
времени). Адаптером в таких системах может 
служить специально синтезированный иденти-
фикатор состояний структуры системы, по мере 
необходимости дополненный элементами па-
раметрической адаптации. 
Четвертая и пятая задачи адаптации могут 
быть решены в классе робастных систем управ-
ления, не требуя организации дополнительных 
измеренческих каналов, что принципиально 
важно для систем, функциональная эффектив-
ность которых во многом определяется скрыт-
ностью (автономностью), помехозащищенно-
стью и помехоустойчивостью. 
Адаптерами в таких системах являются син-
тезированные робастизируюшие корректирую-
щие алгоритмы (последовательная или с обрат-
ной связью коррекция). При интервально-не- 
стационарной робастной адаптации удается со- 
хранить моноструктуру системы управления  
в целом и имеющиеся возможности по стан-
дартному информационному обеспечению – из-
мерениям сигнала рассогласования и выходных 
переменных системы. Отличительной особен-
ностью процессного подхода к синтезу ро-
бастизируюших систему адаптеров является 
мате- 
матическое описание интервально – нестацио-
нарных параметрических изменений и характе-
ристик внешних воздействий (среды) в классе 
так называемых «регулярных процессов» – ал-
горитмических генераторов детерминированных 
и случайных процессов в форме однородных 
дифференциальных или разностных уравнений  
с управляемыми начальными условиями как бан-
ками данных эвристического опыта. 
 
В Ы В О Д 
 
В методологическом отношении при анали-
тическом конструировании (синтезе) информа-
ционных систем как следящих за координатами 
движущихся объектов критерии качества функ- 
ционирования и адаптации могут задаваться  
в форме совокупности заданных требований или 
эталонными динамическими моделями с опор-
ными законами управления в виде линейных 
или нелинейных динамических уравнений 
(наглядных структур). Ограничения на управ-
ление (переменные системы) могут быть стати-
ческими или динамическими с детерминиро-
ванными или стохастическими изменениями. 
Реализуемая конкретизация и (или) упрощение 
структур и алгоритмов функционирования до-
стигаются использованием прогнозного ситуа-
ционного динамического моделирования, обес-
печивающего многовариантную информацион-
ную поддержку принятия решений по выбору 
наиболее адекватных условиям функциониро-
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вания законов управления и алгоритмов адап-
тации. 
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