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Abstract—This work investigates the case of a network of
agents that attempt to learn some unknown state of the world
amongst the finitely many possibilities. At each time step, agents
all receive random, independently distributed private signals
whose distributions are dependent on the unknown state of the
world. However, it may be the case that some or any of the agents
cannot distinguish between two or more of the possible states
based only on their private observations, as when several states
result in the same distribution of the private signals. In our model,
the agents form some initial belief (probability distribution) about
the unknown state and then refine their beliefs in accordance
with their private observations, as well as the beliefs of their
neighbors. An agent learns the unknown state when her belief
converges to a point mass that is concentrated at the true state.
A rational agent would use the Bayes’ rule to incorporate her
neighbors’ beliefs and own private signals over time. While such
repeated applications of the Bayes’ rule in networks can become
computationally intractable; in this paper, we show that in the
canonical cases of directed star, circle or path networks and
their combinations, one can derive a class of memoryless update
rules that replicate that of a single Bayesian agent but replace
the self beliefs with the beliefs of the neighbors. This way, one
can realize an exponentially fast rate of learning similar to the
case of Bayesian (fully rational) agents. The proposed rules are
a special case of the Learning without Recall approach that we
develop in a companion paper, and it has the advantage that
while preserving essential features of the Bayesian inference, they
are made tractable. In particular, the agents can rely on the
observational abilities of their neighbors and their neighbors’
neighbors etc. to learn the unknown state; even though they
themselves cannot distinguish the truth.
I. INTRODUCTION & BACKGROUND
Consider a group of agents who try to estimate an unknown
state of the world. Each agent receives a sequence of indepen-
dent and identically distributed (i.i.d.) private signals whose
distribution is determined by the unknown state. Suppose
further that the belief of each agent about the unknown state
is represented by a discrete probability distribution over the
finitely many possibilities, and that every agent sequentially
applies the Bayes’ rule to her observations at each step, and up-
dates her beliefs accordingly. It is a well-known consequence
of the classical results in merging and learning theory [1],
[2] that the beliefs formed in the above manner constitute a
bounded martingale and converge to a limiting distribution as
the number of observations increases. However, the limiting
distribution may differ from a point mass centered at the
truth, in which case the agent fails to learn the true state
asymptotically. This may be the case, for instance if the agent
faces an identification problem, that is when there are states
other than the true state which are observationally equivalent to
the true state and induce the same distribution on her sequence
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of privately observed signals. Accordingly, the agents have an
incentive to communicate in a social network so that they can
resolve their identification problems by relying on each other’s
observational abilities. This leads to the problem of social
learning that is a classical focus of behavioral microeconomic
theory [3], [4] and has close parallels in distributed estimation
and statistical learning theory [5], [6], [7], [8], [9].
Rational agents in a social network would apply the Bayes’
rule successively to their observations at each step, which
include not only their private signals but also the beliefs
communicated by their neighbors. However, such repeated ap-
plications of Bayes’ rule in networks become computationally
intractable especially if the agents are unaware of the global
network structure. This is due to the fact that the agents at each
step should use their local data that is increasing with time,
and make inferences about the global signal structures that
can have led to their observations. Indeed, tractable modeling
and analysis of rational behavior in networks is an important
problem in Bayesian economics and have attracted much
attention [10], [11]. On the other side of the spectrum are the
literature such as [12], [13] which attempt to investigate the
problem of learning in networks through iterative applications
of some update rules that do not necessarily result in the
Bayesian beliefs, but can nonetheless provide the asymptotic
properties of learning and consensus under certain conditions.
In this work, we first consider the behavior of a single
Bayesian agent that observes a sequence of i.i.d. signals
conditioned on the unknown state of the world. We show that
the learning rate for such an agent is exponentially fast with an
asymptotic rate that can be expressed in terms of the relative
entropies between the likelihood structures of her signals under
various states of the world. We next use these results to upper
bound the rate of learning for a Bayesian agent in a social
network observing not only her private signals but also her
neighbor’s beliefs. The focus is then restricted to the case of
directed circles, for which we propose a class of update rules
offering exponentially fast learning at an asymptotic rate that
is within a constant factor 1/l of the derived upper bound, l
being the length of the circle. These updates are also applied
to other hybrid structures, where the center node of rooted
tree is replaced by a circle. These updates are a special case
of the Learning without Recall rules, which we develop in a
companion paper.
The remainder of this paper is organized as follows. The
modeling and formulation are set forth in Section II. The
case of a single Bayesian agent is investigated in Section III.
Learning without Recall updates for directed circle and rooted
trees together with their asymptotic properties including the
learning and convergence rate are then presented in Section IV,
and the paper is concluded by Section V.
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II. THE MODEL
Notation: Throughout the paper, R is the set of real
numbers, N denotes the set of all natural numbers, and
W = N ∪ {0}. For n ∈ N a fixed integer the set of
integers {1, 2, . . . , n} is denoted by [n], while any other set is
represented by a calligraphic capital letter. The cardinality of
a set X , which is the number of its elements, is denoted by
| X |, and P(X ) = {M;M⊂ X} denotes the power-set of
X , which is the set of all its subsets. The difference of two
sets X and Y is defined by XKY := {x;x ∈ X and x /∈ Y}.
Boldface letters denote random variables.
Consider a set of n agents that are labeled by [n] and interact
according to a directed information flow structure given by
a digraph G = ([n], E), where E ⊂ [n] × [n] is the set of
directed edges. N (i) = {j ∈ [n]; (j, i) ∈ E} is called the
neighborhood of agent i and is the set of all agents whose
beliefs are observed by agent i, and deg(i) =| N (i) | is called
the degree of agent i. For l,m ∈ [n], a path Pk(l,m) of length
k from l to m is a sequence of k distinct integers i1, i2, . . . , ik,
such that i1 = l, ik = m and (ij−1, ij) ∈ E for all j ∈ [k].
The set of finitely many possible states of the world is
denoted by Θ, and ∆Θ is the space of all probability measures
on the set Θ. The goal is to decide amongst the finitely
many possibilities in the state space Θ. A random variable
θ is chosen randomly from Θ by the nature and accord-
ing to the probability measure ν(·) ∈ ∆Θ, which satisfies
ν(θˆ) > 0, ∀θˆ ∈ Θ and is referred to as the common prior.
Associated with each agent i, Si is a finite set called the signal
space of i, and given θ, `i(· | θ) is a probability measure on
Si, which is referred to as the signal structure or likelihood
function of agent i. Furthermore, (Ω,F ,P) is a probability
triplet, where
Ω = Θ×
∏
i∈[n]
Si
W,
is an infinite product space with a general element ω =
(θ; (s1,0, . . . , sn,0), (s1,1, . . . , sn,1), . . .) and the associated
sigma field F = P(Ω). P(·) is the probability measure on
Ω which assigns probabilities consistently with the common
prior ν(·) and the likelihood functions `i(· | θ), i ∈ [n], and
in such a way that conditional on θ the random variables
{si,t, t ∈W, i ∈ [n]} are independent. E{·} is the expectation
operator, which represents integration with respect to dP(ω).
A. Signals
Let t ∈ W denote the time index and for each agent i,
define {si,t, t ∈ W} to be a sequence of independent and
identically distributed random variables with the probability
mass function `i(· | θ); this sequence represents the private
observations made by agent i at each time period t. The
privately observed signals are independent and identically
distributed across time; and at any given time t, each agent
makes a signal observation that is independent of the rest
of the agents. In particular, for t ∈ W and θˆ ∈ Θ both
fixed, let L(· | θˆ) denote the joint law for the random vector
(s1,t, . . . , sn,t), then L(· | θˆ) does not depend on t, and it
factors
L(· | θˆ) =
∏
i∈[n]
`i(· | θˆ), (1)
as the product probability measure on the product space∏
i∈[n] Si. The signal structures and the joint law given in (1),
as well as the common prior ν(·) and their corresponding sam-
ple spaces
∏
i∈[n] Si and Θ are common knowledge amongst
all the agents. The assumption of common knowledge in the
case of fully rational (Bayesian) agents implies that given the
same observations of one another’s beliefs or private signals
distinct agents would make identical inferences; in the sense
that starting form the same belief about the unknown θ, their
updated beliefs given the same observations, would be the
same.
B. Beliefs
For each time instant t, let µi,t(·) be the probability mass
function on Θ, representing the opinion or belief at time t
of agent i about the realized value of θ. Note that µi,t(·) is
random since it depends on the random observations of the
agent. The goal is to investigate the problem of asymptotic
learning, i.e. for each agents to learn the true realized value
θ ∈ Θ of θ asymptotically. That is to have µi,t(·) to converge
to a point mass centered at θ, where the convergence could be
in probability or in the P-almost sure sense.
At t = 0 the values θ = θ, followed by si ∈ Si of si,0 are
realized and the latter is observed by agent i for all i ∈ [n],
who then forms an initial Bayesian opinion µi,0(·) about the
value of θ. Given si,0, and using the Bayes’ rule for each agent
i ∈ [n], the initial belief in terms of the observed signal si,0
is given by:
µi,0(θˆ) =
ν(θˆ)`i(si,0 | θˆ)∑
θ˜∈Θ
ν(θ˜)`i(si,0 | θ˜)
. (2)
At any successive time step t > 1, each agent i observes
the realized values of si,t as well as the current beliefs of its
neighbors µk,t−1(·), ∀k ∈ N (i) and forms a refined opinion
µi,t(·) by incorporating all the data that have been made
available to her by the time t.
III. THE CASE OF A SINGLE BAYESIAN AGENT
A Bayesian agent i that starts with a prior ν(·) on the
state of the world and successively uses the Bayes rule to
update her beliefs based on the signals {si,t, t ∈ N} that she
observes would form the initial belief given in (2) and will
then sequentially update her beliefs according to the Bayes’
rule:
µi,t(θˆ) =
µi,t−1(θˆ)`i(si,t | θˆ)∑
θ˜∈Θ
µi,t−1(θ˜)`i(si,t | θ˜)
, ∀θˆ ∈ Θ. (3)
For any false state θˇ ∈ ΘK{θ} let ri,t(θˇ) :=
log
(
`i(si,t|θˇ)/`i(si,t|θ)
)
, be the random variable representing
the log-likelihood ratio of the private signal that agent i
observes at time t and under the false state θˇ; and similarly,
let λi,t(θˇ) := log
(
µi,t(θˇ)/µi,t(θ)
)
be the log-likelihood ratio
of the belief of agent i at time t under the false state θˇ. Note
that λi,t(θˇ) and µi,t(θˇ) are related through
µi,t(θˇ) =
eλi,t(θˇ)
1 +
∑
θ˜∈ΘK{θ} e
λi,t(θ˜)
, (4)
and the Bayesian belief update in (3) translates into the
following linear update for the log-likelihood ratios: λi,t(θˇ)
= λi,t−1(θˇ) + ri,t(θˇ), which leads to
λi,t(θˇ) = λi,0(θˇ) +
n∑
q=1
ri,q(θˇ). (5)
Next note that for all t ∈ N,
E
{
ri,t(θˇ)
}
=
∑
si∈Si
`i(si|θ) log
(
`i(si|θˇ)
`i(si|θ)
)
:= −DKL
(
`i(·|θ)||`i(·|θˇ)
)
6 0,
where the inequality follows from the positivity of the
Kullback-Leibler divergence DKL (·||·) and is strict whenever
`i(·|θˇ) 6≡ `i(·|θ), i.e. ∃s ∈ Si such that `i(s|θˇ) 6= `i(s|θ) [14,
Theorem 2.6.3]. In particular ri,t(θˇ), t ∈ N are integrable,
independent and identically distributed variables, thence by
the Kolmogrov’s strong law of large number we get
1
t
t∑
q=1
ri,q(θˇ)→ E
{
ri,t(θˇ)
}
, (6)
P-almost surely. This in turn implies that if E
{
ri,t(θˇ)
}
=
−DKL
(
`i(·|θ)||`i(·|θˇ)
)
< 0 or equivalently `i(·|θˇ) 6≡ `i(·|θ),
then λi,t(θˇ)→ −∞. Substituting the latter in (4) then yields
that µi,t(θˇ) → 0, P-almost surely; with probability one,
the agent asymptotically rejects any false state θˇ ∈ ΘK{θ}
satisfying DKL
(
`i(·|θ)||`i(·|θˇ)
)
> 0. In particular we have,
Theorem 1. If ∀θˇ ∈ ΘK{θ}, DKL
(
`i(·|θ)||`i(·|θˇ)
)
> 0, then
µi,t(θ)→ 1; P-almost surely, under the update rule in (3) and
the specified model.
Remark 1. It is instructive to regard the almost sure conver-
gence of beliefs stated for a Bayesian agent in Theorem 1 as a
consequence of the bounded martingale convergence theorem.
To see how, for all ω ∈ Ω and θˆ ∈ Θ, let 1θ=θˆ(ω) be the
indicator variable for the true state of the world being θˆ, i.e.
1θ=θˆ(ω) = 1 if θ(ω) = θˆ and 1θ=θˆ(ω) = 0, otherwise. For
each t ∈W, define Fi,t = σ (si,t, si,t−t, si,t−2, . . . , si,1, si,0)
as the sigma fields generated by the private signals of the
agent upto time t. Note in particular that F0,t = σ({si,0})
and {Fi,t, t ∈W} is a filtration on the measure space (Ω,F ).
The Bayes rule in (2) can be interpreted as
µi,0(θˆ) = P{θ = θˆ | si,0} = E{1θ=θˆ | Fi,0}. (7)
Similarly, starting from the Bayesian opinion in (7), appli-
cation of (3) at times t > 0 is exactly the Bayesian update
of agent i’s belief from time t − 1 to time t, given that at
time t agent i has observed the signal si,t. Whence, (3) can
be combined with (7) to get µi,t(θˆ) = E{1θ=θˆ | Fi,t},∀t > 0. The beliefs form a bounded martingale with re-
spect to the filtration introduced above, and it is exactly
the setting for the martingale convergence theorem. Indeed,
the convergence of µi,t(θˆ) to 1θ=θˆ is now immediate, since
DKL
(
`i(·|θ)||`i(·|θˇ)
)
> 0, ∀θˇ 6= θ implies that {θ = θˆ} ∈
Fi,∞ and by Levy’s zero-one law [15], limt→∞ µi,t(θˆ) =
E{1θ=θˆ | Fi,∞} = 1θ=θˆ, P-almost surely.
By the presumption of Theorem 1 we are lead to define
for any θˆ ∈ Θ the set of those states θ˜ ∈ ΘK{θˆ} that are
observationally equivalent to θˆ for agent i and denote it by
Oi(θˆ) =
{
θ˜ ∈ ΘK{θˆ} : DKL
(
`i(·|θˆ)||`i(·|θ˜)
)
= 0
}
.
In the case where Oi(θˆ) 6= ∅, the statement of Theorem 1 can
be refined as follows.
Corollary 1. Under the update rule in (3) and the specified
model, it holds true with P-probability 1 that as t → ∞,
µi,t(θˇ)→ 0, ∀θˇ 6∈ Oi(θˆ) and
µi,t(θˆ)→
ν(θˆ)∑
θ˜∈Oi(θ)
ν(θ˜)
, ∀θˆ ∈ Oi(θ).
A. Exponentially Fast Learning
We can push the preceding results further to prove an
exponential rate of convergence for the beliefs. Indeed, by
applying (5) and (6) for the beliefs on the false state given in
(4), it follows that for any 0 < γ < DKL
(
`i(·|θ)||`i(·|θˇ)
)
we
can write µi,t(θˇ) = e−γtzt, where {zt, t ∈ N} is a process
satisfying zt → 0 with P-probability one as t → ∞. Instead,
if we write µi,t(θ) = 1 −
∑
θˇ∈ΘK{θ}µi,t(θˇ), then it follows
that the almost sure convergence stated in Theorem 1 occurs
with an exponentially fast asymptotic rate of
Ri(θ) := min
θˇ∈ΘK{θ}
DKL
(
`i(·|θ)||`i(·|θˇ)
)
. (8)
In effect, the states of the world are to be statistically distin-
guished by the observed signals si,t, t ∈ W. Different states
θˆ ∈ Θ are distinguished through their different likelihood
functions `i(· | θˆ) and the more refined such differences are,
the better the states are distinguished. The asymptotic rate
derived in (8) is one measure of resolution for the likelihood
structure, or indeed for the filtration introduced in Remark 1.
B. Bayesian Learning in Networks
The preceding discussion laid the case for the exponentially
fast learning of a single agent that applies the Bayes rule
successively to her observed signals and updates her belief
about the true state of the world at each round. One might
suggest to use the same framework in a network setting where
the agents have access to their neighbors’ beliefs at successive
time steps, by considering the conditional probabilities given
both the neighbors’ beliefs and the private signals. However,
repeated applications of the Bayes’ rule in networks become
computationally intractable, partly due to the fact that each
agent needs to use her local data that is increasing over
time and make inferences about the global network structure,
which is unknown to her. The complexities associated with the
Bayesian framework has limited its application to the simplest
networks such as three-link ones [16]. Apart from the diffi-
culties associated with the network structure, the increasing
history of the observations that a fully Bayesian agent needs
to take into account imposes foreboding computational burden
[17]. Nonetheless, an upper-bound for the exponential rate of
learning by a particular agent i in a network of Bayesian agents
can be obtained as follows. Consider an outside Bayesian agent
iˆ who shares the same common knowledge of the prior and
signal structures with the network agents in [n]; in particular,
iˆ knows the prior ν(·) as well as the signal structures `i(· | θˆ),
∀θˆ ∈ Θ and ∀i ∈ [n], and it will make the same inference
as any other agent in [n] when given access to the same
observations. Consider next a Gedanken experiment where iˆ
is granted direct access to all the signals of agent i together
with every other agents to whom agent i has direct or indirect
access, i.e. her neighbors and neighbors’ neighbors and so on.
The rate at which agent i learns is then upper-bounded by the
learning rate of iˆ. Formally, define A(i) = {j ∈ [n] : there
exists a path Pk(j, i) in G for some k ∈ N}. Then the Bayesian
agent i learns at an exponentially fast asymptotic rate that is
upper bounded by
RGi (θ) := min
θˇ∈ΘK{θ}
DKL
 ∏
j∈A(i)
`j(·|θ)
∣∣∣∣∣∣∣∣ ∏
j∈A(i)
`j(·|θˇ)
 .
In the next section, a method of belief aggregation is
proposed that applies to network topologies where each vertex
has either one or no neighbors. The proposed rule is to use the
same Bayesian update as in (3) if agent i has no neighbors and
else if agent i has one neighbor, then to use (3) but with the self
belief µi,t−1(·) in the right-hand side replaced by the belief
µj,t−1(·) of the unique neighbor {j} = N (i). With this rule
and in the case of a directed n-node circle where A(i) = [n]
for any i, one can realize exponentially fast learning with an
asymptotic rate of (1/n)RGi (θ) which is within a constant
factor of the above upper bound.
IV. MEMORYLESS NETWORK UPDATES
Consider a digraph G satisfying deg(i) ∈ {0, 1}, ∀i ∈ [n].
The proposed rule is to use the Bayesian update in (3) if
deg(i) = 0, and else to use
µi,t(θˆ) =
µj,t−1(θˆ)`i(si,t | θˆ)∑
θ˜∈Θ
µj,t−1(θ˜)`i(si,t | θ˜)
, ∀θˆ ∈ Θ, (9)
where j ∈ [n] is the unique vertex j ∈ N (i). We begin
the analysis of asymptotic learning with the proposed rules
by the special cases of directed circle and rooted trees in
Subsections IV-A and IV-B, respectively; followed by the
discussion of the class of all networks with node degrees
zero and one in Subsection IV-C. These updates are a special
case of the Learning without Recall rules that we develop
in a companion paper, and they can describe the behavior of
Rational but Memoryless agents who share a common prior
ν(·) and always interpret their current and observed beliefs as
having stemmed from this common prior.
A. Directed Circles
In this subsection, we show that the update rules in (9)
are particularly amiable to a circular structure, effectively
achieving the upper bound derived in Subsection III-B, except
for a constant multiplicative factor.
Consider a directed circle on n nodes and labeled by [n], in
such a way that the ordered sequence (1, 2, . . . , n) constitutes
a path. Fix i ∈ [n] arbitrarily. Starting from agent i at time t,
and successively applying (9) at times t, t−1, . . . upto t−n+1,
yields for all t > n and all j ∈ {i, i− 1, . . . , 1, 0,−1, . . . , i+
1− n} that:
µj,t−i+j(θ) =
lj(sj,t−i+j | θ)µj−1,t−i+j−1(θ)∑
θ˜∈Θ
lj(sj,t−i+j | θ˜)µj−1,t−i+j−1(θ˜)
, (10)
when j > 1, and
µn+j,t−i+j(θ) =
ln+j(sn+j,t−i+j | θ)µn+j−1,t−i+j−1(θ)∑
θ˜∈Θ
ln+j(sn+j,t−i+j | θ˜)µn+j−1,t−i+j−1(θ˜)
,
when i + 1 − n 6 j < 1. Next keep the term µi,t(θ) on
the right-hand side of (10) and replace for each of the terms
µj−1,t−i+j−1(θ) on its left-hand side from the successive
relation at time t − i + j − 1 until you retrieve µi,t−n on
the left hand side for time t−n+1. Executing this procedure
leads to the following iteration which involves only the beliefs
of agent i at the two points in time t and t− n.
µi,t(θ) =
i−1∏
j=0
li−j(si−j,t−j | θ)
n−1∏
j=i
lj+1(sj+1,t−n+1+i−j | θ)µi,t−n(θ)
∑
θ˜∈Θ
i−1∏
j=0
li−j(si−j,t−j | θ˜)
n−1∏
j=i
lj+1(sj+1,t−n+1+i−j | θ˜)µi,t−n(θ˜)
, ∀t > n. (11)
Next note that starting from µi,0(θ) given by (7) the above
is exactly the Bayesian update of agent i’s belief from time
t− n to time t, given that at time t agent i has observed the
signal sj,t, at time t − 1 agent i − 1 has observed the signal
si−1,t−1, and so on upto the observation of signal s1,t−i+1 at
time t− i+1, and then signal sn,t−i followed by sn−1,t−i−1
and so on until si+1,t−n+1 at time t−n+1. Hence, if we let
tˆ = (1/n)t for all t belonging to the integer multiples of n,
then Theorem 1, together with (8), implies that µi,tˆ(θ) → 1,
P-almost surely as tˆ→∞, at an exponentially fast asymptotic
rate of
R
circle
(θ) := min
θˇ∈ΘK{θ}
DKL
 n∏
j=1
`j(·|θ)
∣∣∣∣∣∣∣∣ n∏
j=1
`j(·|θˇ)
 ,
or equivalently that, µi,t(θ)→ 1, P-almost surely as t→∞,
at an exponentially fast asymptotic rate of (1/n)Rcircle(θ).
Indeed, except for a penalty of constant factor 1/n which
decreases proportionally to the network size, with the update
rules in (9) one can achieve exponentially fast learning at the
upper bound rate RG(θ) = Rcircle(θ).
Remark 2. In the special case that all agents receive inde-
pendent and identically distributed signals we have `i(·|θ) ≡
`j(·|θ), ∀j ∈ [n]K{i}, and therefore
(1/n)R
circle
(θ) = (1/n) min
θˇ∈ΘK{θ}
DKL
(
`ni (·|θ)
∣∣∣∣∣∣∣∣`ni (·|θˇ))
= min
θˇ∈ΘK{θ}
DKL
(
`i(·|θ)
∣∣∣∣∣∣∣∣`i(·|θˇ)) = Ri(θ).
In other words, every agent learns the true state at the same
asymptotic rate as when she relies only on her own private
signals. Thereby communications with the neighboring agents
offer no advantages in this case. On the other hand, if the
agents learn the true parameter at different private rates,
Ri(θ), i ∈ [n], then the asymptotic rate (1/n)Rcircle(θ) would
be slower than maxiRi(θ) but faster than miniRi(θ). That
is the faster agents will be slowed down by the circular
communications, while the slower agents will be sped up.
However, the true advantage of communications in a directed
circle is apparent when some or none of the agents can lean
the true parameter on their own, that is we have Oi(θ) 6= ∅
for some or all i ∈ [n]. There following the communication
rules prescribed by (9), all agents would learn the true
parameter exponentially fast and at a common asymptotic
rate of (1/n)Rcircle(θ), provided that ∩i∈[n]Oi(θ) = ∅, or
equivalently that Rcircle(θ) > 0. This way, by communicating
in a circle the agent are able to benefit from each other’s
observations and all learn the true state of the world asymp-
totically, even if none are able to learn the true state on their
own.
We now shift attention to the case of networks with rooted
tree topologies.
1 2
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(a) A directed rooted tree
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(b) A hybrid structure
Fig. 1: Some of the graph structures considered in the paper.
B. Rooted Trees
In a directed rooted tree, a node is designated as the root
and all the edges are directed away from it. Let G be one such
directed rooted tree and label its vertices by [n], assigning 1
to its root, as in example Fig. 1a. Note by the tree property
that for any vertex there is a unique path connecting the root
to that vertex. Take one such vertex and suppose that it is
connected to the root node by a directed path consisting of i
distinct nodes for some i ∈ [n]. Without any loss in generality
and for the ease of notation, suppose that vertices of G are
labeled in such a way that the unique path connecting node
1 (the root) to node i is given by the ordered sequence of
vertices (1, 2, 3, . . . , i), as is the case for i = 4 in Fig. 1a.
Successive applications of (9) at times t, t−1, t−2, . . ., t−
i+2 for the nodes i, i−1, i−2, . . ., 2 in their respective order
of appearance shows that (10) applies here as well for any
j ∈ [i]K{1}. Similar to the way (11) was derived, by starting
from the equation for µi,t(θ) and successively substituting for
each of the terms µj−1,t−i+j−1(θ) on the left hand side, we
can express the beliefs of node i at each time t > i in terms
of the root’s belief µ1,t−i+1 as follows.
µi,t(θ) =
i∏
j=2
lj(sj,t−i+j | θ)µ1,t−i+1(θ)
∑
θ˜∈Θ
i∏
j=2
lj(sj,t−i+j | θ˜)µ1,t−i+1(θ˜)
. (12)
It is now immediate from (12) that having limt→∞ µ1,t(θ) =
1, P-almost surely, is sufficient to get µi,t(θ)→ 1 as t→∞
with P-probability one and at the same asymptotic rate as
µ1,t(θ) → 1. In particular, we have that if the root node
learns the true parameter so that per Theorem 1 we have
DKL
(
`1(·|θ)||`1(·|θˇ)
)
> 0, then for every agent i ∈ [n] in
a directed rooted tree we have that µi,t(θ) → 1, P-almost
surely as t → ∞, at an exponentially fast asymptotic rate of
DKL
(
`1(·|θ)||`1(·|θˇ)
)
. This in the main part is due to the fact
that a point mass is a stationary point for the belief iterations
proposed in (9). In what follows, we shall combine the results
from this and the previous subsection to address the general
class of digraphs with zero or one node degrees.
C. Generalization to Hybrid Structures
We begin by the observation that any weakly connected
digraph G which has only degree zero or degree one nodes
can be drawn as a rooted tree whose root is replaced by a
directed circle, e.g. Fig. 1b. This is true since any such digraph
can have at most one directed circle and all other nodes that
are connected to this circle should be directed away from it,
otherwise G would have to include a node of degree two or
higher.
The case of digraphs G with no circles is the rooted
trees discussed in Subsection IV-B. Therefore suppose that
G contains a circle of length l consisting of its first l nodes
and let them be labeled by [l]. Next note that any of the l
nodes belonging to the directed circle would learn the true
state of the world at the exponentially fast asymptotic rate
of (1/l)Rcircle(θ) derived in Subsection IV-A. Moreover, each
of the nodes i ∈ [n]K[l] is connected uniquely to a node
il ∈ [l] and along a distinct path (il, il1 , il2 , . . . , ilk , i) for
some k ∈ [n − l − 1]. Thereby, using the same argument as
the one leading to (12) in the case of rooted trees, we get that
for any i ∈ [n]K[l] that
µi,t(θ) =
li(si,t | θ)
k∏
j=1
lij (sij ,t−k+j−1 | θ)µil,t−k−1(θ)
∑
θ˜∈Θ
li(si,t | θ˜)
k∏
j=1
lij (sij ,t−k+j−1 | θ˜)µil,t−k+1(θ˜)
,
wherefore with P-probability one as t → ∞ if µil,t(θ) → 1,
then µi,t(θ) → 1 as well, and at the same asymptotic rate.
Indeed, we have that if Rcircle(θ) > 0, then every agent in the
network would learn the true state θ asymptoticly exponen-
tially fast, and all at the same rate given by (1/l)Rcircle(θ) > 0.
A Leader-Follower Architecture: The preceding results can
be summarized upon the observation that those agent belong-
ing to the so-called “root circle” combine their observations
in a Bayesian manner (except for a penalty of 1/l in the
asymptotic rate) and once the opinions of the circle agents
converge to a point mass, the rest of the agents follow as well,
after a finite number of steps that depends on their distance to
the root circle. Indeed, the first l agents form a circle of leaders
where they combine their observations and reach a consensus;
every other agent in the network then follows whatever state
that the leaders have collectively agreed upon.
V. CONCLUDING REMARKS
In this paper, a belief aggregation method is proposed and
shown to be applicable to a class of directed networks that
can be drawn as a rooted tree with the root node replaced
by a directed circle. The proposed update rules replicate
that of a single Bayesian agent except that in the case of
degree one nodes the self-beliefs are replaced by the beliefs
communicated by the neighboring agents. Accordingly, those
agents which belong to the root circle can combine their
observations to learn the true state of the world, even if none
can distinguish the truth privately. Any peripheral agent that
does not belong to the root circle would then follow the
beliefs of the root agent to whom she is connected either
directly or indirectly through her neighbor and neighbor’s
neighbor etc. Thereby, all agents in the network would learn
the true state of the world exponentially fast and at the same
asymptotic rate, so long as the truth is distinguishable through
the combined observations of all agents in the root circle.
The asymptotic rate at which learning occurs is shown to
equal (1/l)Rcircle , where l is the length of the root circle, and
R
circle is the exponential rate at which a Bayesian agent with
direct access to all the observations of the root agents would
learn the truth. The authors’ ongoing research focuses on the
investigation and analysis of belief update rules that provide
asymptotic learning in a wider variety of network structures
and facilitate the tractable modeling and analysis of rational
behaviors in networks, using the so-called Learning without
Recall framework.
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