Abstract: It is shown that the set of orbits of the action of the elementary symplectic transvection group on all unimodular elements of a symplectic module over a commutative ring of characteristic not 2 is identical with the set of orbits of the action of the corresponding elementary transvection group. This result is used to get improved injective stability estimates for K1 of the symplectic transvection group over a non-singular affine algebras.
Introduction
H. Bass introduced two types of linear transvections of a projective module R ⊕ P in [1] . He also introduced two types of symplectic transvecitons of a symplectic module (H(R) ⊕ P, , ⊥ ψ 1 ). (These are recalled in §4).
Since elementary automorphisms are homotopic to the identity, we are able to invoke Quillen-Suslin theory (see [10] , [13] ) to show that
• the groups generated by the two types of elementary linear transformations are the same as the elementary linear group in the free case (see Lemma 4.5) .
• the group generated by the two types of elementary symplectic transformations w.r.t. the standard alternating form are the same as the elementary symplectic group in the free case (see Lemma 5.13).
The above generalizes the special case of these results in ( [4] , Theorem 2). The title of this paper alludes to the comparison of the elementary linear and elementary symplectic orbits of a unimodular element (a, b, p) in a symplectic module (H(R) ⊥ P ). In case P is free of rank ≥ 4, it is established in ( [5] , Theorem 4.2, Theorem 5.6) that these two orbits coincide. In the Appendix the missing case when P is free of rank 2 is proved by a similar, but slightly more involved argument. This means one has to essentially prove Lemma 2.9 and Lemma 3.1. Note that in the literature (for instance, see [6] . [7] ) the general method of the rank 2 symplectic case is usually by recourse to the study of Chevalley groups via the Chevalley commutator formulae; and the approach here is more in the vein of the higher sizes.
Since elementary automorphisms are homotopic to the identity, we show how the Quillen-Suslin machinery enables one to extend the results of [5] to show that the two orbits are equal in the general case when P is a finitely generated projective module. (The transition is by no means automatic!)
Preliminaries
A row v = (v 1 , . . . , v n ) ∈ R n is said to be unimodular if there are elements w 1 , . . . , w n in R such that v 1 w 1 + · · · + v n w n = 1. Um n (R) will denote the set of all unimodular rows v ∈ R n . Let I be an ideal in R. We denote by Um n (R, I) the set of all unimodular rows of length n which are congruent to e 1 = (1, 0, . . . , 0) modulo I. (If I = R, then Um n (R, I) is Um n (R)).
Definition 2.1. Let P be a finitely generated projective R-module of rank n. An element v in P is said to be unimodular if for any maximal ideal m of R, we have v m ∈ Um n (R m ). The collection of unimodular elements of P is denoted by Um(P ). Note that Um(P, IP ) denotes the collection of elements from Um(P ) such that v m ∈ Um n (R m , I m ). The set Um(P, IP ) is the collection of all relative unimodular elements w.r.t. an ideal I of R.
The group GL n (R) of invertible matrices acts on R n in a natural way: v −→ vσ, if v ∈ R n , σ ∈ GL n (R). This map preserves Um n (R), so GL n (R) acts on Um n (R). Note that any subgroup G of GL n (R) also acts on Um n (R). Let v, w ∈ Um n (R), we denote v ∼ G w or v ∈ wG if there is a g ∈ G such that v = wg.
Let E n (R) denote the subgroup of SL n (R) consisting of all elementary matrices, i.e. those matrices which are a finite product of the elementary generators E ij (λ) = I n + e ij (λ), 1 ≤ i = j ≤ n, λ ∈ R, where e ij (λ) ∈ M n (R) has at most one non-zero entry λ in its (i, j)-th position.
In the sequel, if α denotes an m × n matrix, then we let α t denote its transpose matrix. This is of course an n × m matrix. However, we will mostly be working with square matrices, or rows and columns. Definition 2.2. The Relative Groups E n (I), E n (R, I): Let I be an ideal of R. The relative elementary group E n (I) is the subgroup of E n (R) generated as a group by the elements E ij (x), x ∈ I, 1 ≤ i = j ≤ n.
The relative elementary group E n (R, I) is the normal closure of E n (I) in E n (R).
(Equivalently, E n (R, I) is generated as a group by E ij (a)E ji (x)E ij (−a), with a ∈ R, x ∈ I, i = j, provided n ≥ 3 (see [15] , Lemma 8)).
) is the subgroup of E n (R) generated by the elements of the form E 1i (a) and E i1 (x), where a ∈ R, x ∈ I, and 2 ≤ i ≤ n. Definition 2.4. Symplectic Group Sp 2n (R): This is the isotropy group of the standard symplectic form
Let σ denote the permutation of the natural numbers given by σ(2i) = 2i − 1 and σ(2i − 1) = 2i. Definition 2.5. Elementary Symplectic Group ESp 2n (R): We define for z ∈ R,
(It is easy to check that all these generators belong to Sp 2n (R)).
We call them the elementary symplectic matrices over R and the subgroup of Sp 2n (R) generated by them is called the elementary symplectic group ESp 2n (R). Definition 2.6. The Relative Group ESp 2n (I), ESp 2n (R, I): Let I be an ideal of R. The relative elementary group ESp 2n (I) is the subgroup of ESp 2n (R) generated as a group by the elements se ij (x), x ∈ I and 1 ≤ i = j ≤ 2n.
The relative elementary group ESp 2n (R, I) is the normal closure of ESp 2n (I) in ESp 2n (R).
Definition 2.7. The group ESp 1 2n (R, I) is a subgroup of ESp 2n (R) generated by the elements of the form se 1i (a) and se j1 (x), where a ∈ R, x ∈ I and 2 ≤ i, j ≤ 2n. Notation 2.8. We fix some notations. G(n, R) will denote either the linear group GL n (R), or the symplectic group Sp 2m (R), for n = 2m. Also, E(n, R) will denote either of the elementary subgroups E n (R) or ESp 2m (R). The standard elementary generators of E(n, R) are denoted by ge ij (a), a ∈ R. Let I be an ideal in R. Let G(n, R, I) denote the relative linear groups GL n (R, I), or SL n (R, I), the relative symplectic group Sp 2m (R, I). Note that E(n, I) is a subgroup of E(n, R) generated as a group by the elements ge ij (x), where x ∈ I, and 1 ≤ i = j ≤ n. Here, E(n, R, I) denotes the corresponding relative elementary subgroups E n (R, I), ESp 2m (R, I), respectively. These are the normal closures of the subgroups E(n, I) in E(n, R), which are also known to be generated by the elements ge ij (a)ge ji (x)ge ij (−a), a ∈ R, x ∈ I, and 1 ≤ i = j ≤ n (see [15] , Lemma 8) . Also, E 1 (n, R, I) is a subgroup of E(n, R), generated by the elements ge 1i (a), where a ∈ R and ge i1 (x), where x ∈ I, 2 ≤ i ≤ n in the linear and symplectic case.
Lemma 2.9. Let n ≥ 3 in the linear case and n ≥ 4 in the symplectic case. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Then the following sequence is exact
Thus E(n, R, I) equals E 1 (n, R, I) ∩ G(n, R, I).
Proof: For the proof in the linear case reader can see ([8] , Lemma 2.2). The proof in the symplectic case is similar when n ≥ 6. The proof when n = 4 is discussed in the Appendix.
Local Global Principle for Relative Elementary Group
Lemma 3.1. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Let n ≥ 3 in the linear case and n ≥ 4 in the symplectic case. Let ε = ε 1 . . . ε r be an element in E 1 (n, R, I), where each ε k is a (standard) elementary generator. Also ge ij (Xf (X)) is a standard elementary generator of
where either i t = 1 or j t = 1 and
Hence the result is true when r = 1. We show the case j = 1 by carrying out similar calculations. Let us assume the result is true when the number of generators is r − 1, i.e, ε 2 . . . ε r se ij (Y
We prove the result when the number of generators is r. We repeat the calculation above to conclude that εse ij (Y 
Lemma 3.3. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Let n ≥ 3 in the linear case and n ≥ 4 in the symplectic case. Let a be a non-nilpotent element in R and α(X) be in 
Theorem 3.4. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Let n ≥ 3 in the linear case and n ≥ 4 in the symplectic case. Let a be a non-nilpotent element in R and α(X) be in
Proof: Follows from the previous lemma and Lemma 2.9, which says that E(n, R, I) is E 1 (n, R, I) ∩ G(n, R, I).
Transvection Groups
Following H. Bass one can define transvections of a finitely generated R-module as follows:
Collection of transvections of M is denoted by Trans(M ). This forms a subgroup of Aut(M ).
Definition 4.2. Let M be a finitely generated R module. The automorphisms of
where x ∈ M and τ ∈ M * are called elementary transvections of N . Let us denote the first automorphism by E x and the second one by E * τ . It can be verified that these are transvecions of N . Let us consider π(t, y) = t and q = (0, x) to get E x . Next we can consider π(a, p) = τ (p), where τ ∈ M * and q = (1, 0) to get E * τ . The subgroup of Trans(N ) generated by elementary transvections is denoted by ETrans(N ). Definition 4.3. Let I be an ideal of R. The group of relative transvections w.r.t. an ideal I is generated by the transvections of the form 1 + π q , where either q ∈ Um(IM ), π ∈ Um(M * ), or q ∈ Um(M ), π ∈ Um(IM * ). The group of relative transvections is denoted by Trans(M, IM ). Lemma 4.5. Let I be an ideal of R and M be a free R module of rank n ≥ 2, and
Proof: Note that when M is a free R module, an element of Trans(N, IN ) looks like I n+1 + v t w, for some v, w ∈ R n+1 , with either v or w unimodular and belongs to
) (follows from [13] , Lemma 1.2 and Lemma 1.3).
Using definition of ETrans(N, IN ), E n+1 (R, I) and the fact that in the free case elementary transvections E x and E * τ of N are of the form 1 x 0 In , and
, and hence the result follows.
Here we establish dilation principle for the elementary transvection group.
Lemma 4.6. Let I be an ideal of R and let M be a finitely generated module of R. Let a be non-nilpotent element of R such that M a be free R a -module of rank at least
, where N ≫ 0 and α * (0) = Id.
Proof: Given that M a is a free R a -module. Using Lemma 4.5 we get that
Lemma 4.7. Let I be an ideal of R and let M be a finitely generated projective R-
where N ≫ 0. The ideal generated by b m 's is the whole ring R. Therefore we have
Theorem 4.8. Let I be an ideal of R and let M be a finitely generated projective R-module of rank n ≥ 2.
. There are only finitely many denominators involved. Therefore there exists a m ∈ R \ m such that γ(X, T ) belongs
Note that the ideal generated by b m 's is the whole ring R. Therefore
Again in the above equation replacing
Here we establish equality of two groups. 
Symplectic Modules and Symplectic Transvections
Definition 5.1. Alternating Matrix: A matrix in M n (R) is said to be alternating if it has the form ν − ν t , where ν ∈ M n (R). (It follows that its diagonal elements are zeros.) Lemma 5.2. Let (R, m) be a local ring and I be an ideal of R. Let ϕ be an alternating matrix of Pfaffian 1 over R, and ϕ ≡ ψ n (mod I). Then ϕ is of the form
for some ε ∈ E 2n−1 (R, I).
Proof: Follows using induction on n and the fact that for any v ∈ Um n (R, I), v = e 1 β, for some β ∈ E n (R, I).
Remark 5.3. The condition that the alternating matrices, in this article, are of Pfaffian one can be extended to all invertible alternating matrices by observing that an invertible alternating matrix over a local ring which is congruent to (u ψ 1 ⊥ ψ n−1 ) (mod I), where u = Pfaffian ϕ, is of the form
, where ε ∈ E 2n−1 (R a , I a ), for some a / ∈ m. We will constantly use this fact without even refering to it! Definition 5.5. A symplectic R-module is a pair (P, , ), where P is a finitely generated projective R-module of even rank and , : P ×P −→ R is a non-degenerate (i.e, P ∼ = P * by x −→ x, ) alternating bilinear form.
Definition 5.6. Let (P 1 , , 1 ) and (P 2 , , 2 ) be two symplectic R-modules. Their orthogonal sum is the pair (P, , ), where P = P 1 ⊕ P 2 and the inner product is defined by (
There is a unique non-degenerate bilinear form , on the R-module
Now onwards Q will denote (R 2 ⊥ P ) with induced form on (H(R) ⊥ P ), and
Definition 5.7. An isometry of a symplectic module (P, , ) is an automorphism of P which fixes the bilinear form. The group of isometries of (P, , ) is denoted by Sp(P, , ).
Definition 5.8. In [3] Bass has defined a symplectic transvection of a symplectic module P to be an automorphism of the form
where α ∈ R and u, v ∈ P are fixed elements with u, v = 0. It is easy to check that σ(p), σ(q) = p, q and σ has an inverse τ (p) = p − u, p v − v, p u − α u, p u. The subgroup of Sp(P, , ) generated by the symplectic transvections is denoted by Trans Sp (P, , ) (see [14] , Page 35).
Definition 5.9. The symplectic transvections of Q = (R 2 ⊥ P ) of the form
where α, β ∈ R and q ∈ P , are called elementary symplectic transvections.
The elementary symplectic transvections are symplectic transvections on Q. Take (u, v) = ((0, 1, 0), (0, 0, q)) and (u, v) = ((−1, 0, 0), (0, 0, q)) respectively to get the above two transvections of Q.
The subgroup of Trans Sp (Q, , ) generated by elementary symplectic transvections is denoted by ETrans Sp (Q, , ).
Definition 5.10. Let I be an ideal of R. The group of relative symplectic transvections w.r.t. an ideal I is generated by the symplectic transvecions of the form σ(p) = p + u, p v + v, p u + α u, p u, where α ∈ I and u ∈ P , v ∈ IP are fixed elements with u, v = 0. The group generated by relative symplectic transvections is denoted by Trans Sp (P, IP, , ).
Definition 5.11. The elementary symplectic transvections of Q of the form
where α, β ∈ I and q ∈ IP are called relative elementary symplectic transvections w.r.t. an ideal I.
The subgroup of ETrans Sp (Q, , ) generated by relative elementary symplectic transvections is denoted by ETrans Sp (IQ, , ) . The normal closure of ETrans Sp (IQ, , ) in ETrans Sp (Q, , ) is denoted by ETrans Sp (Q, IQ, , ) .
Remark 5.12. Let P be a free R-module and p, q = pϕq t , where ϕ be an alternating matrix with Pfaffian 1.
In this case the symplectic transvection σ(p) = p + u, p v + v, p u + α u, p u corresponds to the matrix (I 2n − v t uϕ − u t vϕ)(I 2n − αu t uϕ) and the group generated by them is denoted by Trans Sp (P, , ϕ ).
Also in this case ETrans Sp (Q, , ϕ ) will be generated by the matrices of the form
, and µ ϕ (q, β) =
Note that for q = (q 1 , . . . , q 2n ) ∈ R 2n , and for the standard alternating matrix ψ n , we have
Lemma 5.13. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Let P be a free R-module of rank 2n, n ≥ 1. Let ϕ = ψ n , the standard alternating matrix, then ETrans Sp (Q, IQ, , ψn ) = ESp 2n+2 (R, I).
Proof: We first show ETrans Sp (Q, IQ, , ψn ) is a subset of ESp 2n+2 (R, I). It is enough to show that an element of the form t ψn (q 1 , α)s ψn (q 2 , β)t ψn (q 1 , α) −1 is in ESp 2n (R, I), for q 1 ∈ R 2n , q 2 ∈ I 2n , α ∈ R and β ∈ I. Here t ψn and s ψn are ρ ψn or µ ψn . Using equations (1), (2) we get ETrans Sp (Q, IQ, , ψn ) ⊆ ESp 2n (R, I).
To show the other inclusion we recall the equivalent definition of the relative group which says that ESp 2n (R, I) is the smallest normal subgroup of ESp 2n (R) containing se 21 (x), where x ∈ I (see [8] , Lemma 2.2). We have gse 21 (x)g −1 ∈ ETrans Sp (Q, IQ, , ψn ), hence ESp 2n (R, I) ⊆ ETrans Sp (Q, IQ, , ψn ), and hence the equality is established.
Lemma 5.14. Let P be a free R-module of rank 2n. Let (P, , ϕ ) and (P, , ϕ * ) be two symplectic R-modules with ϕ = (1 ⊥ ε) t ϕ * (1 ⊥ ε), for some ε ∈ E 2n−1 (R). Then
Proof: In the free case for symplectic transvections we have
Hence the first equality follows. For elementary symplectic transvections we have
hence the second equality follows.
Lemma 5.15. Let I be an ideal of R and P be a free R-module of rank 2n. Let (P, , ϕ ) and (P, , ϕ * ) be two symplectic R-modules with ϕ = (1 ⊥ ε) t ϕ * (1 ⊥ ε), for some ε ∈ E 2n−1 (R, I). Then
Proof: Using the three equations appear in the proof of Lemma 5.14, we get these equalities.
Proposition 5.16. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Let (P, , ϕ ) be a symplectic R-module with P free of rank 2n, n ≥ 1. Let ϕ = (1 ⊥ ε) t ψ n (1 ⊥ ε), for some ε ∈ E 2n−1 (R, I). Then Trans Sp (Q, IQ, , ψ1⊥ϕ ) = ETrans Sp (Q, IQ, , ϕ ).
Proof: Using Lemma 5.13 and Lemma 5.15 we get,
and
and hence the sequence of equalities are established.
Remark 5.17. In view of above two lemmas, for any symplectic module (P, , ϕ ) over a local ring (R, m), we have Trans Sp (Q, IQ, , ψ1⊥ϕ ) = ETrans Sp (Q, IQ, , ϕ ).
Here I is an ideal of the ring R.
Next we establish dilation principle for elementary symplectic transvection group.
Lemma 5.18. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Let (P, , ) be a symplectic R-module with P finitely generated projective R-module of rank 2n, n ≥ 1. Let a ∈ R be non-nilpotent and (P a , , ϕ ) be a symplectic module with P a be a free R a -module. Also let ϕ = (1 ⊥ ε)
, , ) such that α * (X) localises to α(bX), where b ∈ (a N ), for N ≫ 0, and α * (0) = Id.
Proof: We have
, for r ≫ 0 and for each se i k j k either i k is 1 or j k is 1. Hence β(XY 
, where τ ϕ is either ρ ϕ or µ ϕ (see Lemma 5.14) . Let us choose α * (X, Y ) from the group
Lemma 5.19. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Let (P, , ) be a symplectic R-module with P finitely generated projective module of rank 2n, n ≥ 1.
Proof: Proof follows arguing similarly as in Lemma 4.7.
Theorem 5.20. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Let (P, , ) be a symplectic R-module with P finitely generated projective module of rank 2n, n ≥ 1.
Proof: Proof follows arguing similarly as in Theorem 4.8.
Here we establish equality of the symplectic transvection group and the elementary symplectic transvection group.
Theorem 5.21. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Let (P, , ) be a symplectic R-module with P finitely generated projective module of rank 2n, n ≥ 1. Also assume for any maximal ideal m of R, the alternating form 
Equality of orbits
In this section we establish main result of this article regarding equality of orbits.
Theorem 6.1. Let R be a commutative ring with R = 2R, and let I be an ideal of R. Let (P, , ) be a symplectic R-module with P finitely generated projective module of rank 2n, n ≥ 1.
Here we also assume that for each maximal ideal m of R, the alternating form , corresponds to the alternating matrix ϕ m , where ϕ m ≡ ψ n (mod I), over the local ring R m . Let m be a maximal ideal of R. Over R m , we have
and hence
, , ϕm ). The first equality above follows from ( [5] , Theorem 5.6) when n > 2. For n = 2 the result has been proved in the Appendix -see Theorem 7.8. This is true for all maximal ideal m of R, hence by Theorem 5.20,
Now we show the other inclusion. Let us consider β from ETrans Sp (Q, IQ, , ).
Let m be a maximal ideal of R. Over the local ring R m , we define
Here the last equality follows from Theorem 7.8. This is true for all maximal ideal m of R, hence by Theorem 4.8,
7 Decrease in injective stability for Sp(Q, , )/ETrans Sp (Q, , )
Final goal of this section is to give an improvement for Basu-Rao ([4], Theorem 2) estimate in the module case over finitely generated rings. For this purpose we state and prove a few preliminary results. While dealing with the results in the relative case w.r.t. an ideal I of a ring R, we will always assume that over the local ring R m , where m is a maximal ideal, the alternating form , corresponds to the alternating matrix ϕ m , where ϕ m ≡ ψ n (mod I). Let I be an ideal of R and P be a projective module of rank
Lemma 7.2. Let R be commutative ring of dimension d, and let I be an ideal of R. Let us assume R = 2R. Let (P, , ) be a symplectic R-module with P finitely generated projective module of even rank ≥ max{2, d}, and let Q = R 2 ⊥ P . Let v 1 , v 2 ∈ Um(Q) and v 1 ≡ v 2 (mod IQ). Then there exists β ∈ ETrans Sp (Q, IQ) such that v 1 β = v 2 .
Proof: Follows from Theorem 7.1 and Theorem 6.1. Theorem 7.3. Let R be a commutative ring of dimension d. Let us assume R = 2R. Let (P , ) be a symplectic R-module with P finitely generated projective module of even rank ≥ d. Let Q = (R 2 ⊥ P ), and let Q = (R 2 ⊥ Q). Let σ ∈ Sp(Q, , ) and (I 2 ⊥ σ) ∈ ETrans Sp ( Q, , ). Then σ is (stably elementary symplectic) homotopic to the identity. In fact, σ = ρ(1), and
e, e 1 α(X)β(X) = e 1 . Let us call the product α(X)β(X) = δ(X). Since δ(X) ∈ ETrans Sp ( Q[X], , ), we have e 1 δ(X), e 2 δ(X) = e 1 , e 2 = 1, and hence e 2 δ(X) = (a(X), 1, q(X)) = u(X) (say). Note that δ(0) = Id, hence u(0) = (0, 1, 0). Also δ(1) = Id, hence u(1) = (0, 1, 0), i.e, u(X) ≡ (0, 1, 0) (mod (X 2 − X)). Let m be a maximal ideal of R and ϕ m be the alternating matrix over R m , which corresponds to the alternating bilinear form , . Let us choose an element
, , ), such that e 1 γ(X) = e 1 and u(X) γ(X) = e 2 = u(0). This is true for all maximal ideals m of R. By Theorem 5.20 there is a
, , ) such that e 1 γ(X) = e 1 and u(X) γ(X) = e 2 . Let us call δ(X) γ(X) = η(X). Clearly η(X) ∈ ETrans Sp ( Q[X], , ), and e 1 η(X) = e 1 ; e 2 η(X) = e 2 . Let η(X) = I 2 ⊥ ρ(X), where ρ(X) = η(X)| Q [X] . Note that ρ(X) ∈ Sp(Q[X], , ), and
, and ρ(0) = Id. 
for n ≥ 1, where ϕ m is the associated matrix of the alternating bilinear form , .
The next corollary improves Basu-Rao estimate in the module case over finitely generated rings.
Corollary 7.5. Let R be a finitely generated non-singular algebra of dimension d over K, where K is either a finite field or the algebraic closure of a finite field. Let us assume R = 2R. Let (P. , ) be a symplectic R-module with P finitely generated projective module of even rank ≥ d − 2. Let Q = (R 2 ⊥ P ), and Q = (R 2 ⊥ Q). Let σ ∈ Sp(Q, , ) and (I 2 ⊥ σ) ∈ ETrans Sp ( Q, , ). Then σ belongs to ETrans Sp (Q, , ). [se ij (a),
[se ij (a),
[se
[se ij (a), se kl (b)] = 1, where i = σ(k), l and j = k, σ(k).
Note that se ij (x) ∈ ESp 1 2n (R, I), for 1 ≤ i, j ≤ 2 and x ∈ I. For 3 ≤ i, j ≤ 2n we have g ij (x) = [ge i1 (x/2), ge 1j (1)] ∈ ESp 1 2n (R, I). In the following computation we will express generators of S ij in terms of g ij (x) or ge 1j (a), where x ∈ I, a ∈ R. Also note that we will use * to represent an element of the ideal I and ⊛ to represent an element of the ring R, which does not belong to the ideal I.
Case (a): Let us assume i = σ(j) and 1 ≤ i ≤ 2, 3 ≤ j ≤ 2n. If i = 1 it is trivial. We assume i = 2. Using the equations above we get
where
It is clear that A, C ∈ ESp 
From the computation below it will be clear that B ∈ ESp 1 2n (R, I). We execute the calculation with the help of equations (8), (9) , (12) and (15) . 
where α = se21(a) se 1k (1) which can be expressed in the following three different ways, namely
and we will use them as we find it convenient. Now
Given that * represents elements of I and S 1k ⊆ ESp 1 2n (R, I), we have α se k1 ( * ) ∈ ESp 1 2n (R, I). Let M = ge j1 (x j )ge 1i (a i ) ∈ E 1 (n, R, I) ∩ G(n, R, I). Note that M ∈ G(n, R, I) impliesM = ge j1 (0)ge 1i (ā i ) = ge 1i (ā i ) = I n , i.e, M ∈ ker(f ). Therefore ker(f ) = E 1 (n, R, I) ∩ G(n, R, I). Now we shall prove that ker(f ) = E(n, R, I). Let E = r k=1 ge j k 1 (x k )ge 1i k (a k ) ∈ ker(f ). Note that E can be written as ge j11 (x 1 ) r k=2 γ k ge j k 1 (x k )γ −1 k , where γ l is equal to l−1 k=1 ge 1i k (a k ) ∈ E(n, R), and hence ker(f ) ⊆ E(n, R, I). The reverse inclusion follows from the fact that E(n, R, I) ⊆ E 1 (n, R, I).
Proof of Lemma 3.1 in the symplectic case when n = 4: Given that se ij (Xf (X)) is in ESp . We prove the result using induction on r, the number of generators of ε. Let r = 1 and ε = se pq (a). Note that when p = 1, a ∈ R, and when q = 1, a ∈ I. Also note that we will use * to represent an element of the ideal I.
Case ( 
