I. Introduction
In a Modigliani and Miller (1958) world, firm financial policies such as debt level, dividend payments, cash balances, and risk management are irrelevant for firm valuation. However more recent theories, for example, in risk management, argue that firms which engage in risk management and have smooth cash flows can add value by reducing their costs of external financing (Froot, Scharfstein, and Stein, 1993) . On the other hand, agency theories suggest that risk management is done to benefit managers and not necessarily a firm's shareholders. Firms can hedge not only using a variety of financial and operational risk management tools, but also using various alternative financial policies such as liquidity, payout, and leverage. 1 Recent theoretical work by Gamba and Triantis (2009) examines the role of liquidity and its association to other hedging activities in the overall risk management program of the firm, while recent empirical work by Bates, Kahle, and Stulz (2009) finds that there is a large increase in the average cash held by US firms over the last several decades, especially for firms in industries which experienced a large increase in risk, evidence consistent with a hedging motive for liquidity.
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While prior work has examined extensively the value of risk management (See, e.g., Mackay and Moeller, 2007 , Graham and Rogers, 2002 , and Allayannis and Weston, 2001 , little work has been done to empirically examine how related financial policies may add to the risk management value on their own, as well as jointly. In this paper we examine in a unified framework the joint distribution of four financial policies, leverage, payout, liquidity, and risk management, and their impact on firm value.
Similarly, low levels of debt (Graham, 2000) and low payout can serve a firm's hedging needs by mitigating distress costs (Smith and Stulz, 1985) and by providing for cheaper internally generating cash flows to support strategic investments.
To operationalize our tests and to allow for comparisons across financial policies, we classify firms' policies in four general groups, conservative, aggressive, mimickers, and other, or not-classified.
To arrive at the classifications we exploit the observations that industry factors are important determinants of the various financial policies and that there is a certain amount of clustering at the industry level.
However, while many firms tend to mimic industry norms (see e.g., Massa, Rehman, and Vermaelen, 2007 , on repurchases), other firms maintain divergent, "rogue" policies with either a conservative or an aggressive bias. Firms also tend to diverge across financial policies, and a given firm may maintain a conservative rogue policy for leverage and payout, while contemporaneously may mimic the industry policy for risk management. We employ an empirical methodology to characterize each year a firm's conservative, aggressive, or mimicking behavior for each of the four financial policies we examine using the residuals from a first-stage financial policy regression at the industry level.
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If firms pursue conservative financial policies as a hedge, then we should expect a positive association between conservative policies and firm value. On the other hand, if conservative financial policies are simply reflecting agency costs, then we should expect a negative association between conservative financial policies and firm value. For example, regarding liquidity, a hedging motive behind a conservative liquidity policy would positively impact value by reducing the costs of external financing (Froot, Scharfstein, and Stein, 1993) or by avoiding high costs of financial distress when a firm's risk cannot be completely hedged through derivatives (Gamba and Triantis, 2009 ). On the other hand, if a conservative liquidity strategy (high cash holdings) reflects entrenched managers hoarding cash (Jensen, 1986 ) then we should expect a negative impact of such a strategy on firm value. Conversely, if aggressive financial policies (i.e., low cash holdings for liquidity) reflect absence of agency costs, we should expect a positive association between aggressive strategies and firm value; on the other hand, if aggressive 3 Specifically, we classify a firm as pursuing a conservative financial policy (a conservative "rogue") in a particular year, if the firm has leverage (for capital structure), payout (for payout policy), cash and marketable securities to assets (for liquidity policy), and cash flow volatility (for risk management) (see e.g., Rountree, 2008) consistently in the lowest quartile (highest quartile for liquidity) of the distribution of the respective residuals during the last three years. Conversely, firms which persistently pursue financial policies in the upper quartile (lowest quartile for liquidity) of the residuals distribution for the last three years are characterized as pursuing aggressive financial policies (an aggressive "rogue"). Firms that stay consistently in quartiles 2 and 3 during the last three years are classified as "Mimickers." Firms that do not fall in the above categories are classified as "Other" or "Not Classified".
financial policies reflect absence of a hedging motive, then we should expect a negative association between such strategies and firm value. While prior work has directly or indirectly looked at the valuation implications of certain financial policies, it has done so largely on an independent basis. In this paper, instead, we examine the conservative or aggressive nature of these policies in a joint set up. The benefit of doing so is that we can explore the relative importance of pursuing such conservative or aggressive strategies across policies, that is, we can examine which one is valued the most; examine their interrelatedness, for example, examine which strategies are pursued most in combination and document their associated value effect; and explore whether a specific view, conservative or aggressive, permeates a firm in all its financial policies. This is important as we seek to understand why some firms appear underleveraged, or are holding abnormal amounts of cash (e.g., Graham, 2000 , Bates, Kahle and Stulz, 2009 , and Opler, Pinkowitz, Stulz, and Williamson, 1999 .
We find significant evidence that conservative financial policies are generally associated with a valuation premium during 1975-2008, consistent with a hedging motive behind the use of such strategies.
The evidence is the strongest for conservative leverage, liquidity and risk management policy. 4 For payout, we only find significant evidence in a few specifications.
That is, controlling for variables that are known to be associated with firm value, conservative rogue firms across these policies are associated with a higher value, suggesting that the market positively views such conservative financial policies. Our results are consistent with recent evidence in Bates, Kahle, and Stulz (2009) which find that firms doubled their liquidity during 1980 -2006 , and Mikkelson and Partch (2003 which find that firms with persistently high cash holdings during 1986-1992 outperform a sample of matched firms during 1992-1996. Our results are also consistent with Rountree et al (2008) which find that the market rewards firms with low cash flow volatility, with Graham (2000) , whose evidence suggests that many firms appear largely underleveraged, and Lemmon, Roberts, and Zender (2008) which find that leverage ratios have moved towards more moderate levels over time. Our results, however, go beyond these papers in that they establish that to a large extent, the market views financial conservatism across several financial policies in a similar way and that the market positively values it, consistent with a hedging motive behind these policies. Our results further imply that there are several alternative ways for firms to hedge that are valued by the market.
The market not only seems to reward financially conservative firms but also seems to penalize firms with aggressive financial policies, although this is true in the majority of the alternative specifications that we employ during our entire sample period for risk management and leverage only (and for payout, for about half specifications). Interestingly, in contrast, we find no valuation discount for firms pursuing aggressive liquidity policies (but no premium either). Finally, we find no consistent valuation effect for mimickers regardless of financial policy.
The magnitudes of these premiums (discounts) for conservative (aggressive) policies are also economically significant. Specifically, firms which pursue a conservative liquidity strategy are associated with an 8.8 percent higher Q than similar firms which pursue a mimicking strategy in liquidity (based on a coefficient estimate of 0.088 on the conservative liquidity dummy in our base-case regression). On the other hand, firms which pursue an aggressive capital structure strategy have a 3.8 percent lower Q than similar firms pursuing a mimicking strategy. Regarding the relative valuation impact of each policy, the coefficients from our base-case multivariate tests suggest that firms with a conservative liquidity are associated with the highest premium (8.8 percent vs. 3.7 percent for conservative leverage and 5.3 percent for conservative risk management). This result is consistent with Gamba and Triantis (2009) who note that in their framework, "liquidity is an important, and in many circumstances the most effective risk management mechanism".
In further sub-period tests we find that conservative financial policies on leverage, liquidity, and risk management are generally associated with a premium during most sub-periods, although in some sub-periods the effect is weaker (for example, conservative leverage and risk management have earned a significant premium largely since the 1980s). On the other hand, aggressive leverage and payout policies are mostly associated with a discount during the last two decades and aggressive risk management during the most recent decade and in the 1970s. In subsequent tests we attempt to explain this variation. We estimate cross-sectional regressions where on the left-hand side we employ the estimated value coefficients on conservative rogue and aggressive rogue firms per financial policy, per year, and on the right hand-side variables that are related to time, the level of the policy and its variability, and the economic growth.
First, we test the hypothesis whether over time the market has become more conservative in that it rewards (penalizes) more conservative (aggressive) policies and find evidence consistent with this hypothesis for aggressive risk management only. Second, we test whether the level of the policy in a given year is associated to the market premium/discount for conservative/aggressive financial policy.
Specifically, we examine whether during times when the aggregate level of a policy is high, the market rewards (penalizes) conservative (aggressive) policies more so than when it is low. We find such evidence for aggressive policies for all but payout, but only for liquidity for conservative policies. The interpretation on liquidity is the opposite, given the opposite definitions on aggressive (low) and conservative (high) liquidity.
This suggests that, for example, for leverage, firms' aggressive leverage policies are discounted even more during high debt periods. Third, we examine whether the economic environment and growth is linked with the premiums/discounts we observe; we hypothesize that in high growth periods, the market may be more accepting (less rewarding) of aggressive (conservative) strategies and that the reverse may be true during economic downturns. We find this to be true only for conservative liquidity policies in that they are less (more) valued during periods of high (low) economic growth. Perhaps not surprisingly, this finding suggests that cash holdings are less valuable when there are plenty of valuable investment opportunities (during high economic growth); interestingly, however, even in such environment, conservative cash holdings are still valued at a premium on average.
Finally, in our last tests, we examine the extent to which these financial policies (conservative vs.
aggressive vs. mimicking) are interrelated. 6 For example, do firms that pursue a conservative strategy in leverage also pursue conservative strategies in payout, liquidity, and risk management? We find few firms which pursue conservative (aggressive) policies in three or four policies in any one year, although we find many firms pursuing similar financial policies across two financial policies. 6 Earlier work on interrelated financial policies include among other, Jalilvand and Harris (1984), Geczy, Minton, and Schrand (1997) , Graham and Rogers (2002) , Acharya, Almeida, and Campello (2007) , and Haushalter, Klasa, and Maxwell (2007) .
Regarding joint-policy distributions, we find that firms which pursue conservative leverage also pursue conservative liquidity policies and firms which pursue aggressive leverage also pursue aggressive payout and aggressive liquidity policies at a frequency significantly higher than what would occur by chance. We find significant evidence consistent with agency explanations in the valuation of such joint policies. For example, firms which pursue both a conservative leverage and a conservative liquidity policy are valued at a discount, even though those that pursue a conservative leverage or a conservative liquidity policy on its own are valued at a premium. On the other hand, reflecting perhaps the low or no agency costs arising from such strategy, firms which pursue both an aggressive leverage and an aggressive liquidity policy are valued at a premium, even though firms pursing an aggressive leverage policy on its own are valued at a discount.
7 One example of a firm pursuing similar financial policies is Emerson Electric Company, which in the years between 2002 and 2006 pursued aggressive financial policies relative to its peers in leverage, payout, and liquidity, with leverage levels between 36 and 44 percent, payout levels between 49 and 88 percent of earnings, and liquidity levels between 2 and 8 percent of assets.
We perform several robustness tests to ensure that our results are not based on a specific cut of the data or the use of a particular specification. First, we acknowledge that we had to make several decisions regarding our sample and the way we define conservative rogue, aggressive rogue and mimicking firms; however, our results are qualitatively similar using several alternative industry peer classifications, such as assuming the top half of firms based on assets within a sector instead of the top quartile, 8 or even the entire set of firms within the Fama-French (1997) industries, and define rogues/mimickers based on the last 5 years (instead of the last 3) of systematically being in the top/bottom or middle quartile.
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Of course, endogeneity is a concern in tests such as ours. It could be that the effect does not run in the direction from financial policy to value as we have implied here but in the opposite one, namely that it is high (low) growth (Q) firms which engage in conservative (aggressive) financial policies and not the other way round. However, for example regarding risk management, one would expect that high-Q firms would be associated with high cash flow volatility (that is, aggressive risk management policies) and not with conservative risk management policies yielding low cash flow volatility. It also seems unlikely that suggests that financial policies do matter for firm value. In this paper we find that the market rewards (penalizes) conservative (aggressive) financial policies with a premium (discount).
Hence, we argue that the direction of the effect is more likely the one we have hypothesized.
As an additional test we lag financial policies by 3 years and examine whether lagged conservative (aggressive) policies are associated with higher (lower) values and find that they are. It is less likely that Q levels three years later yield a conservative or aggressive preference in financial policies three years earlier (which would mean a consistently high or low financial policy for years -6 to -3).
The remainder of this paper is organized as follows. Section II describes our sample and methodology. Section III presents our results. Section VI concludes.
II. Sample Description and Methodology
Our sample selection begins with all Compustat firms from 1975 to 2008. We define industries using the Fama-French classification (1997) based on 4 digit SICs. We exclude utilities (SIC codes in 4900s) and financials (SIC codes in 6000s) as regulated entities as well as firms in the MISC and BUSSV industries based on the ambiguity of these industry definitions. To account for realistic benchmarking in financial policies among firms that are peers in a given sector and to focus on the largest firms in the economy, we limit our sample to all U.S. firms in Compustat whose total assets in the previous year exceed the annual 75 th total assets percentile by industry and year. To ensure sufficient cross-sectional 11 Sampling only large firms has the additional benefit that our results are not driven by distressed firms with low liquidity, very low or very high debt, low payout, and high volatility.
variation in policies, firm-year observations are included only for those industries that maintain more than 10 firms in the industry in a particular year. We define four annual financial policy measures: a) leverage, using the ratio of total debt to total book capital as a proxy; b) payout, using a three-year dividend payout as a proxy; 12 c) liquidity, using the ratio of total cash and marketable securities to total assets as a proxy; and d) risk management, using cash flow volatility (the five-year standard deviation of quarterly operating cash flow to assets) as a proxy.
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In robustness tests we also use alternative definitions for leverage (market leverage) and payouts (which includes share buybacks). Our sample firms have on average 34.8% leverage but there is significant variation in the sample (19.8% at the 25 th percentile and 48.1% at the 75 th percentile). On average, our sample firms pay about 36% of their earnings as dividends, but as with leverage, there is significant variation in payouts (standard deviation of 60%). For liquidity, on average 10% of our sample firms' assets are in cash and marketable securities. Finally, as discussed earlier, we use cash flow volatility as a proxy for risk management and find that our firms have an average cash flow volatility of 0.018. We measure firm value using the ratio of the market value of equity and book value of debt to total assets used as a proxy for Tobin's Q. As commonly done in previous studies we use the natural log to control for skewness in the variable. On average, our sample firms have a Tobin's Q of 1.18 (log Q of 0.173).
14 12 Specifically, to avoid extreme variations from year to year (often as a result of net income), we smooth dividend payouts using the sum of the past three years of dividends divided by the sum of the past three years of net income.
13 Rountree et al (2008) find that cash flow volatility proxies for more than just risk management activities, compared to actual derivatives usage, employed by most papers in the area (e.g., Weston, 2001, and Graham and Rogers, 2002) . Our sample period which begins in 1975 does not allow us to use the latter proxy, as derivatives disclosures did not become mandatory for most firms until 1994 (Statement of Financial Accounting Standards (SFAS) 119). Earlier work by Barton (2001) , however, finds that firms that use financial derivatives have low cash-flow volatility. 14 Using Tobin's Q as a proxy for firm value has been quite common among various literatures in corporate finance (see e.g., Lang and Stulz, 1994 For each industry, year, and financial policy we estimate cross-sectional regressions using firm characteristics on size (log of assets), age, current and lagged profitability (ROA), and sales growth to predict financial policy for that year, as shown below.
We use the residuals from the financial policy regressions to classify firms. Since the models are estimated by industry and year, the residuals represent the unexpected financial policy value for the firm for that year. Hence, firms are considered pursuing a conservative policy only to the extent that the financial policy maintained is low in an unexpected sense. Such abnormal financial policies should be relevant for pricing if financial policies impact value at all. However, we also examine the robustness of this assumption by classifying firms according to actual level of policy used rather than employing the residuals from the policy regressions and find our results using this alternative classification generally As an alternative to using a common model (same factors) for each financial policy for the firststage regressions (model (1)), we also use policy-specific (custom) models consistent with prior literature.
For example, we use proxies for tax-rate, asset tangibility, size, payout, liquidity, and volatility as explanatory variables in the leverage regressions (see e.g., Allayannis, Brown, and Klapper (2003) ); controls for R&D intensity, net working capital ratio, size, leverage, payout and liquidity for risk management (see e.g., Geczy, Minton, and Schrand (1997)); controls for profitability, size, leverage, liquidity, and volatility for payout (see, e.g., Chay and Suh (2009)), and controls for size, capital expenditures, net working capital, profitability, growth, leverage, payout, and volatility for liquidity (see e.g., Dittmar et al. (2003) ). Our results are qualitatively similar using these policy-specific models.
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Further, to ensure that the maintained financial policy is part of a persistent policy and not simply an outlier year event, we use the residuals over a three-year rolling horizon to classify firms into four groups. Firms that maintain a policy above the 75 th percentile for the past three years are classified as there is generally an opposite trend with respect to payout where aggressive payout policies are 15 We have estimated variants of these models in which we do not include controls for the other financial policies and find similar results.
maintained by a higher percent of firms than conservative ones ( Figure 1b ). The other two policies (leverage and risk management) have a similar percent of firms with conservative and aggressive policies on average and for leverage, they range between 8%-15% for aggressive policy and 9%-15% for conservative policy. However, in the majority of the years we observe a slightly higher incidence of conservative rogues for leverage ( Figure 1a ). The percent of firms maintaining conservative or aggressive policies in risk management is much lower and ranges between 5%-11% for conservative ones, for example. We do not observe a clear pattern regarding a systematic preference for conservative or aggressive rogue policy for risk management (Figure 1d ). The CHIPS, COMPS, DRUGS, and TOYS sectors have the highest liquidity ranging from 0.14 to 0.16.
On the other hand, the BOOKS, PAPER, and TELCM sectors have some of the lowest liquidity with a 50 th percentile of only 0.03. Finally, cash flow volatility ranges (at the median) across sectors from 0.009 (TELCM) to 0.025 (GOLD).
III. Empirical Results

Frequency Distribution of Financial Policies
In this subsection we examine the stability of conservative and aggressive financial policies over time and their own, as well as their joint frequency distribution. In Table 3 we report the results of the transition matrix of the four classifications (conservative, aggressive, mimic, and the not classified firms)
from each year to the next in the sample. Because of our requirement that a firm remains in the same upper quartile for three consecutive years to be considered an aggressive rogue for that policy, and similarly we have imposed a three-year criterion for conservative rogues and mimickers, it is not possible to transition between these categories without passing through the not classified category. The most frequent strategies with conservative or aggressive bias are conservative leverage and liquidity and aggressive payout strategies with 12.7%, 12.1% and 12.0% of firms pursuing them respectively. On the other hand, only 8.4% of firms pursue an aggressive liquidity strategy and only 9.0% a conservative cash flow volatility strategy. Among mimicking strategies, the mimicking strategy on leverage has the highest frequency (19.9% of firms) (column 1, Table 3 ).
The table presents the percentage frequency distributions of being in one category in the current year, classified according to prior year category. For example, out of the aggressive rogues in leverage in any one year, on average, 74.15% (8.35% out of 11.26%) remain aggressive rogues the following year.
The most stable classification among conservative or aggressive rogues is conservative rogues in leverage in which about 77% (9.74% out of total 12.66%) of the conservative rogues in any year remain in that classification in the following year. On the other hand, aggressive (conservative) rogues in cash flow volatility maintain their classification in the following year only 67% (63%) of the time.
While Table 3 presents results on the stability of the conservative, aggressive, and mimicking strategies over time for the four financial policies, in Table 4 , we show the interaction frequency distributions across policies.
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16 Note that there is a slight sample change in the baseline frequency distribution statistics from Table 3 to Table 4 based on the lagging structure in Table 3 .
Several interesting facts emerge when we examine joint strategies. First, 3.6% of firms pursue both a conservative leverage and a conservative liquidity strategy; this is significantly higher than the frequency of firms pursuing a conservative leverage and an aggressive liquidity strategy (with a t-statistic of -14.0). It is also significantly higher than the uncorrelated joint frequency of 1.5% (which is equal to the product of the individual frequencies 12.4% for CR_LEV and 11.8% for CR_LIQ reported on column 1, Table 4 ). Second, firms that pursue an aggressive leverage strategy are also more likely to pursue an aggressive payout strategy (2.0%) and an aggressive liquidity strategy (2.2%) (significantly higher than pursuing a conservative payout and a conservative liquidity strategy respectively). The uncorrelated joint frequency for these values is 1.3% and 0.9%, respectively.
Third, firms which pursue a conservative payout strategy are also more likely to pursue a conservative liquidity policy (than an aggressive liquidity policy). 17 Finally, surprisingly, some policies that were expected to be related were found not to be so. For example, the nature of the leverage policy (aggressive/conservative) appears to be independent of the respective risk management policy. We test some of the valuation implications of these joint strategies further below.
Univariate Tests of Valuation Effects
In this subsection we present univariate tests of the value effects associated with rogue financial policies. Table 5 presents univariate results across the four financial policies. Specifically, the last two columns present tests and associated t-statistics for the difference in mean Qs for the sample of aggressive and conservative rogue firms versus mimickers respectively across the four financial policies we examine.
We find significant evidence that conservative liquidity and conservative risk management policies are associated with higher valuations relative to a control sample of mimickers and that aggressive leverage is associated with lower valuations (t-statistics of 6.10, 6.15, and -6.33 respectively). For example, the mean log q of firms pursuing a conservative liquidity strategy is 0.29 versus 0.16 for mimickers. For payout, rogue policies on either the conservative or aggressive direction are associated with lower valuations (t-statistics of -2.85 and -2.33). Because many other factors affect Qs, we perform further multivariate tests in which we control for factors that have been shown to be related to firm value in prior work. 
Multivariate Valuation Tests and Results
In this section we present multivariate tests of the value effects of rogue financial policies. We explicitly control for factors which theory suggests should affect firm value and prior empirical work has confirmed to be important.
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18 See, e.g., Lang and Stulz (1994) , and Allayannis and Weston (2001) .
Specifically, we control for firm size using the log of ASSETS and profitability using ROA. We expect profitability to be positively associated with firm value, and make no prediction for ASSETS: a positive relationship between size (assets) and firm value would be reflective of size being a proxy for market power, whereas a negative relationship would be reflective of agency costs (see e.g., Lang and Stulz (1994) ). Our measure of sales growth captures growth opportunities for the firm and we expect the coefficient on this variable to be positive. We also control for the age of the firm using the number of years a firm has data on Compustat. We expect that younger firms with more growth opportunities should have a higher Tobin's Q and hence expect a negative relationship between a firm's age and Q. We also control for intangible asset intensity and expect the coefficients on these controls to be positive. As in prior work, we use R&D to assets and advertising to assets as our proxies for intangibles. Finally, we control for industry and year effects.
To examine the valuation implications for conservative, aggressive and mimicking financial policies, we include indicator variables that denote whether a firm pursued such strategy for the particular financial policy (for example, we use CR_LEV to indicate a firm with a conservative leverage policy, AR_LEV to indicate a firm with aggressive leverage policy and NC_LEV to indicate a firm which falls in the "not classified" category). Mimickers are not explicitly included in the model and are therefore our control sample. Indirectly, we can infer the coefficient on mimickers as the opposite from the coefficient on the "not classified". We model it in this way (that is, including dummies for conservative, aggressive
and not-classified financial policies) so that the coefficients can be interpreted as "relative to a mimicking strategy". For example, a positive coefficient on a conservative strategy should be interpreted as positively valued relative to a mimicking strategy. in which the first-stage financial-policy regressions are estimated using model (1) described earlier, using common regressors across policies. The evidence suggests that conservative financial policies are positively and significantly associated with firm value for three out of the four financial policies that we examine (leverage, liquidity, and risk management). We also find a significant negative association between firm value and aggressive rogue policies for three out of four policies (leverage, payout, and risk management). In contrast, we find no significant valuation impact for firms in the not classified (or mimicking) category. These results are consistent with a hedging value effect behind the value of conservative financial strategies and a lack of hedging behind the value of aggressive strategies. Regarding the relative valuation impact of each policy, the coefficients of our multivariate tests suggest that firms with a conservative liquidity are associated with the highest premium (0.088 vs. 0.037 for leverage and 0.053 for risk management). This is consistent with liquidity playing an important role as an alternative risk management policy (Gamba and Triantis (2009) ). These results suggest that conservative financial policies are generally positively associated with firm value whereas aggressive policies are generally negatively associated with firm value.
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The coefficients on our control variables are generally consistent with theoretical priors and extant empirical evidence (e.g., Lang and Stulz 1994, and Weston 2001, among others) .
Specifically, although we make no predictions on size, however, consistent with prior studies, we find a negative relationship between size and firm value, potentially reflecting agency costs of size. We find that profitability and growth are positively and significantly related to firm value consistent with our priors.
Finally, as expected, R&D and advertising expenditures (both as a percent of assets) are positively and highly significantly related to firm value.
Endogeneity is a concern in these tests and it could be that the effect does not run in the direction from financial policy to value as we have implied here but in the opposite one and that it is high-(low) Q firms which engage in conservative (aggressive) financial policies and not the other way round. However, regarding risk management for example, one would expect that high growth (Q) firms would be associated with high cash flow volatility (that is, aggressive risk management policies) and not conservative risk management policies, yielding low cash flow volatility. It is unlikely that low-Q (lowgrowth) firms have more volatile cash flow and pursue aggressive risk management policies. Hence, we argue that the direction is more likely the one we have hypothesized. As an alternative test to address endogeneity, we lag financial policies by 3 years and examine whether lagged conservative (aggressive) policies are associated with higher (lower) values. It is less likely that Q levels three years later yield a conservative or aggressive bias in financial policies three years earlier (which would mean a consistently high or low financial policy for years -6 to -3). Column 2 of Table 6 shows the results of this test. We find that our results remain unaltered (except for the coefficient on AR_LEV which is no longer significant).
To control for unobserved heterogeneity among firms we estimate a firm-fixed effects model (column 3, Table 6 ). Results from this firm fixed-effects model are similar to the base-case results presented in column 1 with the exception of the coefficients on conservative leverage and aggressive risk management which are no longer statistically significant.
In columns 4, 5, and 6 we test for the affect of the specification of our first-stage model that is used to classify firms. In columns 4 and 5 we employ specifications for the first-stage regression that include custom variables for each policy. The leverage model includes the prevailing tax rate, asset tangibility, and total assets as regressors. The payout model includes profitability and total assets as regressors. The liquidity model includes the capital expense ratio, the net working capital ratio, profitability, total assets, and sales growth as regressors. The risk management model includes the R&D ratio, the net working capital ratio, and total assets. In column 4, the first-stage specification also includes the other financial policies as regressors in each financial policy model (for example, for leverage, we also include payout, liquidity, and volatility), whereas in column 5 we do not. The inclusion of the other policies or not in the first stage regression reflects a view of whether financial policies are independent or jointly determined. In column 6 we use an unconditional specification where no firm characteristics are used to determine the abnormal policy value but rather the raw values are used directly. Our results are relatively robust to the specification of the first-stage model. The most important assumption appears to be regarding the inclusion of the other policy values. The coefficients on the AR_PAY and CR_VOL are no longer statistically significant once the other financial policies are included in the first-stage model.
However, we still find a significant effect for conservative leverage and liquidity, as well as payout, and a significantly negative effect for aggressive leverage and volatility.
As an additional test of the common implications of conservative and aggressive policies, we construct an index of conservatism, aggressiveness, and mimicking, and examine whether firms which pursue more conservative (aggressive) strategies are valued higher (lower) than those pursuing fewer conservative (aggressive) strategies (that is, regardless of which financial policies).
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We perform several additional robustness tests. Specifically, to examine the robustness of our results to our 3-year requirement to classify a firm as following a conservative, aggressive, or mimicking strategy, we extend it to a 5-year requirement -that is, for example, for a firm to be characterized as following a conservative strategy in leverage, the residuals from the first-stage regression have to consistently fall in the lower quartile of the distribution for five years in a row. Although this classification process is quite demanding from our data, most of the results remain, namely that conservative strategies in leverage, liquidity, and risk management are positively associated with firm value and in addition, aggressive risk management strategies are negatively associated with firm value (and aggressive leverage is negative and significant at the 10 percent level) (column 7).
We construct the indices as follows: for each firm, in each year, we add 1 for each financial policy that the firm is classified as conservative (for the conservatism index) and similarly for the aggressiveness and mimicking indices.
We find a strong positive association between the conservative index and firm value and a strong negative association between the aggressive index and firm value, thereby confirming our earlier results that conservative (aggressive) financial policies are positively (negatively) associated with firm value. While this test is agnostic to the specific policies that a firm chooses to be conservative or aggressive in, in further tests below we explicitly examine specific joint strategies and their valuation impact.
Second, to examine the robustness of our results with respect to our sampling criterion of including the top quartile of firms per industry year, we perform our test using two different size thresholds: 90 th percentile and 50 th percentile. Columns 8 and 9 report the results for these tests. The findings when restricting the sample to only the top 10 percent of firms are weaker but several of our findings remain (significant positive coefficients on CR_LIQ and CR_VOL and significant negative coefficient on AR_LEV). The findings using the larger 50th percentile are highly significant and similar with the baseline results reported on column 1. We also examine a specification in which we employ all firms in our sample with available data; such sample yields highly statistically significant results in line 20 To conserve space we do not report results from this test. Results are available upon request.
with the baseline results and in addition, we find that the coefficient on AR_LIQ which was not significant when using a 75 th or a 50 th percentile cutoff, is negative and significant at the 1 percent level in this sample (results not reported).
As another robustness test, we alter the definition of several of the financial policy definitions to test for impact. Our first specification replaces the book leverage definition with a market leverage definition, where leverage is defined as the total book value of debt divided by total book debt and market capitalization of common equity. This specification is reported in column 10. The alternative definition dramatically increases the correlation between leverage and Q. The coefficient on CR_LEV increases to 0.098 (t-stat=8.31) and the coefficient on AR_LEV decreases to -0.205 (t-stat=-16.30). To some extent, the negative correlation with AR_LEV may be influenced by the mechanical relation with market capitalization being in the numerator of Q and in the denominator in the alternative leverage definition.
Next, we augment the payout ratio to include share buybacks (in addition to dividends) over the past three years. These results are reported in column 11. We find that all previous results still hold and the negative coefficient on aggressive payout is economically and statistically significant.
Finally, we have also performed a test using non-overlapping data to examine the robustness of our result to potential cross-correlation across years in our cash flow volatility measure which requires five years of data to estimate (results reported in column 12). Not surprisingly, given the lower power of this test the results are somewhat weaker, but we still find significant positive associations for conservative leverage and liquidity and a significant negative association for aggressive risk management.
In general, across all specifications, we find the strongest results for conservative leverage, liquidity, and risk management strategies and aggressive leverage and risk management strategies. For example, we find a significant positive association between conservative liquidity and Q in all twelve (out of twelve) alternative specifications that are reported in Table 6 and in ten out of the twelve for conservative leverage.
While the results from our entire sample period spanning almost thirty-five years yield significant evidence that conservative (aggressive) financial policies are generally positively (negatively) associated with firm value, given that this is a long time period that spans booms, recessions, and generally very different market characteristics, it is instructive to examine our hypothesis within sub-periods. This will allow us to examine whether the market has valued conservative and aggressive policies similarly across time. Table 7 presents the results from sub-period tests in which we have divided the sample in four sub-periods, the "1970's", the "1980's", the "1990's" and the "2000's". The results show that some conservative policies have been consistently positively associated with firm value across most subperiods, but for others, this is more of a recent phenomenon. Specifically, conservative leverage strategies are significantly positively associated with firm value during the last three sub-periods (since the '80s) although the significance is weaker (at the 10 percent level) during the 2000s. Similarly, conservative cash flow volatility strategies are also significantly positively associated with firm value during the last three sub-periods, however the impact seems to be the largest during the last sub-period (coefficient of 0.090 in the 2000s). Conservative liquidity strategies have also been rewarded with a higher valuation since the 1980s (in the 1990s, the significance is at the 10 percent level). We also observe a change in the market's view regarding conservative payout strategy from a significantly positive association with value during the 1980's to a significantly negative during the 1990's (but otherwise insignificant during the rest of the sub-periods). Finally, regarding aggressive policies, we observe a significant negative association in the 2000s for three out of the four financial policies (leverage, payout, and risk management).
However, for leverage and payout this effect has also been significant in the 1990s and for cash flow volatility also during the 1970s. In summary, although we find generally a significant positive effect for conservative strategies (except for payout) across most decades and a negative effect for several aggressive strategies across half of the sub-periods, the effect has been somewhat stronger during the last decade. This pattern can also be seen in Figure 2 
Time-series tests and results
In the previous section we report some changes in how the market has viewed financial policies over time and document a generally stronger value effect during the last decade. In this section we test specific hypotheses to explain this time variation.
First, we directly test whether the market has become more conservative/ aggressive over time across the various financial policies that we examine by testing whether the value effect of such strategies has increased over time. We use TIME as an indicator variable to capture a potential time effect. In these tests, we employ valuation coefficients which are estimated each year, for each type (conservative, aggressive), for each policy (leverage, payout, liquidity, and risk management), as shown in Figure 2 (ad). A positive (negative) coefficient on time would suggest that the market has rewarded (penalized) with a higher premium (higher discount) a conservative (aggressive) strategy for this particular financial policy over time. Second, we test whether booms or busts affect the market's view of a policy. For example, it is possible that conservative policies are valued less during boom times than during bust times. We use the growth in real GDP (REALGDP) as a proxy to test this hypothesis. Finally, we examine the overall level and volatility of the financial policy and their impact on the value effect. For example, for leverage, we test whether high levels of leverage on average are associated with the market discounting (valuing) aggressive (conservative) leverage policies more and whether a high volatility of leverage is associated with the market valuing conservative leverage policies more. In our tests, we use our annual mean and standard deviation of each policy, to test for such effects. Table 8 reports the results from these time-series tests. Columns 1 and 2 show the results using the conservative and aggressive value coefficients respectively, while column 3 shows the results using the difference between the conservative and the aggressive value coefficient as our dependent variable.
First, we find evidence consistent with our hypothesis that over time the market has valued more conservative strategies and/or penalized more aggressive ones, only for aggressive risk management policies (a coefficient of -0.006 on aggressive value coefficients on risk management). Consistent with this result we also find a positive coefficient on time for risk management (0.01) when using the difference in the value coefficients as dependent variable (column 3) suggesting a higher valuation difference over time between conservative and aggressive risk management policies.
Second, we test whether the level of the policy in a given year is associated with the market value impact of conservative or aggressive financial policy. For example, for leverage, we examine whether during times when the aggregate level of leverage is high, the market penalizes (rewards) aggressive (conservative) leverage strategies more. We find significant evidence for this hypothesis regarding aggressive policies for leverage and (weakly significant) for risk management (coefficients of -1.42, and -24.30 for aggressive leverage and risk management respectively). Results are statistically stronger for risk management when we examine the difference in the value coefficients reported in column 3 of Table 8 :
we find that the higher the level of cash flow volatility, the higher the difference of the value effect between conservative and aggressive risk management policies. In contrast, for liquidity, we find the opposite result: the higher the level of liquidity, the higher the premium for conservative liquidity strategies, and the higher the discount for aggressive strategies.
Third, we examine whether economic growth is linked with the premiums/discounts we observe;
we hypothesize that in higher growth periods, the market may be more accepting (less rewarding) of aggressive (conservative) strategies and that the reverse may be true during economic downturns. We find this to be true only for conservative liquidity strategies, in that during economic growth periods the market seems to be assigning lower premiums to conservative liquidity policies (coefficient of -0.017 on the REALGDP variable). We find evidence consistent with this also when looking at the difference of the value effects reported in column 3. Finally, we test whether the dispersion of the financial policy is associated with the premiums/discounts we observe. We expect that the higher the dispersion (the higher the uncertainty regarding the level of the policy), the higher the discount (premium) for aggressive (conservative) policies. We find no significant evidence in support of this hypothesis when testing conservative/aggressive policies individually but find support for leverage when we examine the difference in the value coefficients as reported in column 3 (coefficient of 2.721). That is, the difference between the premium for conservative leverage and the discount for aggressive leverage is higher, the higher the dispersion in leverage.
Interactions
In the previous sections we document a generally positive association between conservative financial strategies and firm value and a generally negative association between aggressive financial strategies and firm value. In this section we examine interaction effects and whether strategies that are pursued in combination yield any valuation effects. In Table 4 we show results for the likelihood that a firm employs joint conservative/aggressive strategies across policies and find, among other, a higher likelihood that firms pursue joint conservative policies in leverage and liquidity, and aggressive policies in leverage and payout, and leverage and liquidity. In Table 9 , we examine the valuation effects of such joint strategies.
Column 1 shows valuation results for the strategies on their own and the subsequent columns show results from interaction terms (for example, the second column shows the valuation effect from a joint conservative leverage and aggressive payout policy and a joint aggressive leverage and aggressive payout policy). Note that although we present the results in this way for more clarity, we have estimated one regression model (with 24 interaction variables). Our interaction results are quite revealing: we find a significant negative association with firm value for firms that pursue a conservative leverage and a conservative payout strategy (coefficient of -0.066) and a similar effect for firms that pursue a conservative leverage and a conservative liquidity strategy (coefficient of -0.059). In contrast, we find a positive association with value for firms which pursue both an aggressive leverage and an aggressive liquidity strategy (coefficient of 0.079). Hence, while a conservative liquidity and a conservative leverage strategy are positively associated with value on its own (coefficients of 0.108 and 0.062 respectively), when they are pursued in combination, they are negatively valued. Similarly, while aggressive leverage is negatively associated with value on its own, when pursued in combination with aggressive liquidity, it is positively valued. A potential explanation of these results is that while the market prefers conservative financial policies on average, the pursuit of a combination of conservative leverage and liquidity may be reflective of agency costs present in such a situation when a company employs both little debt and has a lot of cash on its balance sheet, resulting in a negative valuation effect. A similar effect may also be underlying the negative valuation effect of firms pursuing a combined conservative leverage and conservative payout strategy (coefficient of -0.066). Conversely, whereas the market penalizes aggressive leverage strategies on their own (coefficient of -0.042), the combination of both an aggressive leverage and an aggressive liquidity policy may be reflective of the absence of agency costs (and the positive influence of the monitoring effects of leverage and discipline of low liquidity), resulting in a positive valuation effect.
IV. Conclusion
In this paper we examine the frequency distribution of conservative and aggressive financial policies and the associated valuation effects. We examine this using four alternative financial policies (leverage, payout, liquidity, and risk management) using a large sample of firms during 1975-2008. We find significant evidence of a positive association between conservative financial policies and firm value and a negative association between aggressive financial policies and firm value. The effect is strongest for conservative leverage, liquidity and risk management strategies and aggressive leverage and risk management strategies. These results are consistent with a premium for hedging for the use of conservative policies and discount for lack of hedging for aggressive strategies. The magnitude of the conservative liquidity premium is the largest among alternative conservative financial policies and potentially reflects the use of liquidity as an alternative hedging strategy (Gamba and Triantis, 2009 ).
Over time, across policies, the value effect seems to be the strongest during the last decade. We find that the level of the policy also affects the magnitude of the effect for aggressive leverage and risk management, that is, the higher the average leverage (cash flow volatility) in a year, the more the market penalizes firms pursuing aggressive leverage (risk management) strategies. We also find that the positive effect of conservative liquidity is tempered when there is high economic growth; in other words, the value of a conservative liquidity policy is lower (higher) when there is high (low) growth. Finally, we find important interaction effects potentially reflecting the impact of agency costs: specifically, while conservative liquidity and conservative leverage policies on their own are positively valued, the pursuit of these two policies in combination is negatively valued. Our results overall point to the significance that the market attributes to financial policies and their potential hedging value and add to evidence found in previous work by Graham and Rogers (2002) 
Appendix 1
Advertising Expenditures Ratio: This item represents the cost of advertising media (radio, television, newspapers, periodicals) and promotional expense (Compustat data item XAD) divided by total revenue (Compustat data item SALE). If advertising expenditures are not reported we set it equal to zero.
Age: Defined as the number of years a firm (identified by GVKEY) has data on Compustat.
Capital Expenditures: This item represents capital expenditures restated up to 10 years for acquisitions, accounting changes, and/or discontinued operations. Restated data is collected from summary presentations and is reported by the company.
Cash-flow Volatility: Standard deviation of operating cash flows divided by total assets over the past five years (Compustat quarterly data item OIBDQ/ ATQ). When at least 10 years of quarterly data is not available, the standard deviation of the annual cash flow ratio over the past five years is used (Compustat OIBDP/AT).
Leverage: Constructed as the ratio of total debt to total book capital:
Liquidity: Constructed as total cash and marketable securities divided by total assets (Compustat CHE/ AT)
Long-term debt:
Compustat annual data item DLTT. This item represents debt obligations due more than one year from the company's balance sheet date or due after the current operating cycle.
Number of common shares outstanding:
Measured at the end of the fiscal year in millions (Compustat CSHO). This item represents the net number of all common shares outstanding at year-end.
Payout: Sum of the past three years of cash dividends (Compustat DVT) divided by the sum of the past three years of net income (Compustat NI). If the sum of the past three years of net income is negative, the payout ratio is set to missing.
Profitability: Used the ratio of EBITDA (Compustat OIBDP) divided by total assets (Compustat AT)
Research & Development Expense Ratio: This item represents spending on research and development expenses as reported by the firm (Compustat XRD) divided by total revenue. If R&D expense is not reported we set the ratio equal to zero.
Sales Growth:
The annual growth rate of annual sales (Compustat SALE/Lag SALE)-1).
Share Price: Measured at the close of the fiscal year (Compustat PRCC_F).
Tobin's Q: Employ the market-to book ratio as a proxy. Constructed as the natural log of the ratio of the market value of equity and book value of debt divided by total assets. The market value of equity is constructed by multiplying the share price times the number of common shares outstanding: ln(Compustat PRCC_F * CSHO + DLC + DLTT) / AT).
Total Assets: This item represents current assets plus property, plant, and equipment, plus other noncurrent assets, including intangible assets, deferred charges, and investments and advances (Compustat AT). . The control variables are defined in the appendix. The 1 st stage regressors refer to the variables used in the first-stage regression. A "standard" specification refers to the specification in equation 1 of the text. A "Custom" specification refers to a specification that is unique to the particular policy as described in the text. An "Other" specification refers to a specification that includes the levels of the other financial policies. An "Uncond" specification refers to an unconditional model where no first stage regression is run. Firm FE indicates firm fixed effects. The 3 year lag specification delays the policy definition by three years such that the policy is sorted based on policy metrics in year t-5 through t-2. The 5 year classification uses five rather three years to define the policy such that an aggressive rogue must maintain the aggressive policy for five years rather than three years. 
