Purpose: The average energy expended by an energetic electron to create an ion pair in dry air, W air , is a key quantity in radiation dosimetry. Although W air is well established for electron energies up to about 3 MeV, there is limited data for higher energies. The measurements by Domen and Lamperti [Med. Phys. 3, 294-301 (1976)] using electron beams in the energy range from 15 to 50 MeV can, in principle, be used to deduce values for W air , if the electron stopping power of graphite and air are known. A previous analysis of these data revealed an anomalous variation of 2% in W air as a function of the electron energy. We use Monte Carlo simulation techniques to reanalyze the original data and obtain new estimates for W air , and to investigate the source of the reported anomaly. Methods: Domen and Lamperti (DL) reported the ratio of the response of a graphite calorimeter to that of a graphite ionization chamber for broad beams of electrons with energies between 15 and 50 MeV and at different depths in graphite (including depths well beyond the range of the primary electrons, i.e., in the bremsstrahlung photon regime). Using a detailed EGSnrc model of the DL apparatus, as well as up-to-date stopping powers, we compute the dose ratio between the ionization chamber cavity and the calorimeter core, for plane-parallel electron beams. This dose ratio, multiplied by the DL measured ratio, provides a direct estimate for W air . Results: Despite an improved analysis of the original work, the extracted values of W air still exhibit an increase as the mean electron energy at the point of measurement decreases below about 15 MeV. This anomalous trend is dubious physically, and inconsistent with extensive data for W air obtained at lower energies. A thorough sensitivity analysis indicates that this trend is unlikely to stem from errors in extrapolation and correction procedures, uncertainties in electron stopping powers, or bias in calorimetry or ionization chamber measurements. However, we find that results are quite sensitive to the intrinsic graphite mass thickness of the detectors and to the incident beam energy.
INTRODUCTION
Air-filled ionization chambers are widely used for measuring ionizing radiation fields. In many cases, relative measurements suffice; but any absolute measurement of air kerma or absorbed dose using an ionization chamber requires knowledge of W air , the mean energy expended by an energetic electron to create an ion pair in air. It is a fundamental quantity in radiation dosimetry, first alluded to by Thomson and Rutherford in a 1896 paper, 1 notably "this being still a year ahead of the discovery of the electron". 2 For electrons with an energy less than about 10 keV, it is possible to measure W air directly using a total absorption technique. 3 As the electron energy increases further, the value of W air is expected to converge towards a high-energy limit, 2 and the best data in this regard have been obtained by comparing the response of a graphite calorimeter and a graphite ionization chamber in 60 Co c-ray beams. 4 This approach requires knowledge of the electron stopping power for graphite (and for air), which poses a challenge because of uncertainties related to the mean excitation energy of graphite, I g , and to the appropriate density effect correction. For example, new recommendations 5 for these quantities have led to a change of about 0.7% for the stopping power of electrons set in motion by 60 Co c-rays.
In addition, recent work 6 has pointed out that the perturbation correction previously ascribed to the graphite ionization chamber by Niatel et al. 4 is incorrect. Burns 7 has reanalyzed the available data on I g , W air , and the product W air Á s g;air (where s g;air is the graphite to air stopping power ratio), to conclude that the best consistency overall is obtained when W air ¼ ð33:97 AE 0:11Þ eV. A subsequent reanalysis of key data for dosimetry in ICRU Report 90 5 resulted in the recommendation W air ¼ ð33:97 AE 0:12Þ eV.
Remarkably, increasing the electron energy further in the MeV domain mitigates the uncertainty of I g because the stopping power becomes less dependent on I g . Furthermore, accurate electron stopping power measurements in the 5-30 MeV range have improved knowledge of the density effect. 8 Hence, deriving W air from measurements at higher energy is in principle more robust and provides an independent verification of its value over the whole energy range of interest in radiation therapy.
In 1976, Domen and Lamperti 9 (DL) published the results of a detailed series of measurements using electron beams with energies from 15 to 50 MeV. They measured the response of a graphite calorimeter compared to a graphite ionization chamber for a wide range of depths in a graphite phantom. Ten years later, Svensson and Brahme 10 extracted values of W air from the DL data and found, surprisingly, a significant 2% variation as a function of electron energy with the higher-energy results in reasonable agreement with the accepted value for 60 Co c-rays. Since to our knowledge no physical effect can explain this anomalous trend, we suppose that some perturbation effects that could not easily be estimated at the time may have been overlooked in the analysis. Or, as suggested back then, that the effect might be due to inaccurate stopping power values.
Given the benefit of a W air value extracted from high-energy data, we are prompted to re-examine the DL experiment in detail, using up-to-date stopping powers and the full breadth of modern Monte Carlo (MC) simulation. Our hypothesis at the outset is that more reliable calculations of the correction factors involved in the original measurement, by redressing the anomaly reported previously, could lead to improved knowledge of W air for high-energy electrons. Unfortunately, this turns out not to be the case. The anomaly persists and forestalls any tightening of the uncertainty on W air , although the range of extracted values overlaps with the accepted one.
Of note, DL also reported measurements for depths well beyond the electron practical range in graphite, i.e., where energy deposition is due to electrons set in motion by secondary bremsstrahlung photons rather than primary electrons. Analysis of this photon regime data yields W air values which also compare favorably with recent values obtained using xray beams produced by clinical linacs. 11 Cojocaru and Ross 12 reported on a preliminary version of the present analysis, focusing on only the electron data. By making plausible assumptions regarding the DL measurements, they obtained a value of W air ¼ ð33:84 AE 0:14Þ eV. The relationship between this result and the current work will be discussed in the final section.
THEORY
By definition, W air is the ratio between the energy deposited and the number of ion pairs created, in a given air volume. It can be expressed in terms of absorbed dose to air, D air , the ionized charge per unit mass of air, J air , and the elementary charge, e, as follows:
Since it is not practical to measure directly energy deposition in air, it is measured instead in a surrogate dense medium suitable for calorimetry, graphite being a prevailing choice. In terms of dose to graphite, D g , we rewrite Eq. (1) identically as
The first ratio on the right-hand side is precisely the quantity R g reported by DL (they report D g =J air in units of J/C, so it is numerically equal to D g =ðJ air =eÞ expressed in eV per ion pair). The second, dimensionless ratio D air =D g is an air-to-graphite dose correction factor, which must be evaluated to recover W air . In the past this factor was estimated based on the ratio of the restricted, spectrum-averaged, electronic stopping power of air and graphite; indeed this is the dominant contribution. Nowadays, however, such correction factors are best calculated with MC, with the added benefit of taking into account other small perturbation effects that may have been overlooked by DL or Svensson and Brahme.
The ICRU Report 31 2 defines both a differential and integral form of the mean energy expended in a gas per ion pair formed. The differential quantity, w, relates to ions produced when a charged particle with initial kinetic energy, T 0 , loses a small amount of energy, dT, while W relates to all ions produced when the particle has lost all of its energy. The two are related by
where I is the lowest ionization potential of the absorber. Waibel and Grosswendt 13 have discussed the relationship between w air and W air for electrons with energies below about 5 keV. As the electron energy increases beyond 30 eV, both quantities decrease rapidly and become approximately constant at higher energy. The energy variation of w air at low energies does not make an important contribution to the integral for MeV electrons. Thus, if w air is assumed constant in Eq. (3), then W air is equal to w air . For this reason, in what follows, we will refer only to W air even though the quantity being discussed may seem at times closer to the definition of w air . Of course, finding that W air varies with electron energy would imply the possibility that w air is energy dependent for high-energy electrons as well.
MATERIALS AND METHODS
We begin with a brief summary of the apparatus used by DL, reviewing how it was used, how the measurements were carried out and how the results were reported. We then describe our EGSnrc MC model of the key components of the DL setup which allows us to calculate effects that could not easily be estimated in 1976, or to confirm corrections that could only be estimated at the time.
3.A. Domen-Lamperti apparatus
The original motivation of DL was not to extract the value of W air , but to establish a transfer standard. Calorimetry could not be used for routine dosimetry in electron beams, however they recognized that "With knowledge of the quotient of absorbed dose by specific charge [...] ionization-chamber measurements can be converted to absorbed-dose determination." The main output of their work is an extensive dataset of the quotient, in graphite, of the absorbed dose divided by charge per unit mass of air. They call "specific charge" the charge per unit mass of air, and we denote it by J air . Thus, they tabulated the ratio R g D g =J air , with D g being the absorbed dose in graphite.
A graphite calorimeter and a parallel-plate ionization chamber, depicted in Fig. 1(a) , were mounted on a rail system that permitted either to be accurately positioned in front of an incident electron beam. A series of cylindrical graphite absorbers of different thicknesses were mounted on a large wheel in front of the detector, thus allowing the measuring depth in graphite to be varied. DL point out that the accelerator beam current was adjusted to maintain approximately the same dose rate across all measurements.
The graphite calorimeter has been described in detail in other papers 14, 15 and its behavior is well understood. The graphite ionization chamber, on the other hand, was built specifically for this experiment. It is a parallel-plate chamber with a well-defined and accurately measured collecting volume and a large guard ring. The collecting volume of the chamber was designed to be the same size as that of the calorimeter core. Figure 1 (a) indicates that the centers of the core and the collecting volume were positioned at the same distance from the beam exit window during the measurements.
The electron beams were generated by the high-energy electron linac [16] [17] [18] installed at the National Bureau of Standards (NBS) [now the National Institute of Standards and Technology (NIST)]. The pencil beam impinged on a scattering foil to produce an approximation to a broad, parallel beam at the measurement distance, which was typically 175 cm. To estimate the effect of the scattering foil, DL carried out a series of measurements of R g for different foil thicknesses and extrapolated to zero to predict the value of R g with no added foil. They also obtained R g for several distances from 75 cm to 225 cm and with the measuring point offset from the central axis by up to 6 cm. From these ancillary measurements, they concluded that their data for R g hold for a broad, parallel beam of monoenergetic electrons.
Although R g is independent of air temperature and pressure, it does depend on humidity. At the time when DL carried out their work there was some doubt over the appropriate humidity correction for ionization chamber measurements, so DL applied no correction but added a corresponding uncertainty of 0.3%. The humidity correction is now well established, 2, 19 hence we correct the DL data by multiplying J air by 0.997. This value will not change by more than 0.001 as long as the relative humidity during the DL measurements was in the range of 20-80%.
3.B. Monte Carlo simulations
We use the EGSnrc software 20 to model the DL ionization chamber and graphite calorimeter in detail, as shown in Fig. 1(b) . With the egs_chamber 21 application we calculate the dose ratio D air =D g for broad (20 cm wide), plane-parallel, monoenergetic beams of electrons, taken to be the conditions corresponding to the R g ratio tabulated by DL. See Fig. 2 for sample simulation pictures. According to Eq. (2), multiplying R g by this MC calculated dose ratio yields the value of W air .
In all simulations electrons and photons are tracked down to a kinetic energy of 10 keV (then transport is stopped and the remaining energy is deposited locally). Standard density effect correction files distributed with EGSnrc are used for air, PMMA, and Mylar. For graphite, a custom density correction file is generated with the ESTAR program, 22 for a 2.265 g/cm 3 grain density 5, 8 and for a mean excitation energy I g ¼ 81 eV 5 . Typical options for high accuracy simulation are selected (see EGSnrc input file in Supplemental Material). Range-based Russian roulette and correlated sampling variance reduction techniques are also employed to increase simulation efficiency. 21 A statistical uncertainty below 0.02% on the dose to the ionization chamber is sought, which is typically attained within 10 11 histories. The analysis also relies on other EGSnrc applications: SPRRZnrc 23 to calculate graphite-to-air stopping-power ratios and FLURZnrc 23 to determine the mean electron energy as a function of depth. Finally, BEAMnrc 24 is used to model the generation of the scattered beam from the primary NBS electron beam, to verify the DL extrapolation method to convert scattered beam measurements into broad beam data. Unfortunately, DL do not specify the primary electron beam characteristics of the NBS linac; we take it to be a narrow monoenergetic beam with a Gaussian profile (r = 0.5 mm) and no angular spread, and check that results are insensitive to reasonable changes in these assumptions.
RESULTS

4.A. Domen and Lamperti data for R g
The original dose per specific charge results published by DL are reproduced in Table I , and summarized graphically in Fig. 3 , showing two distinct regimes. At shallow depths, the absorbed dose is attributed mainly to primary electrons; we call this the electron regime. At depths beyond the practical electron range, absorbed dose is due to electrons set in motion by secondary bremsstrahlung photons; we call this the photon regime. The standard uncertainties on the DL data range in size from 0.01% to 0.55%, with an average value of 0.15%.
Near the end of the practical range of primary electrons, the electron spectrum changes rapidly as electrons produced from secondary bremsstrahlung photons begin to dominate [consider Fig. 2(c) ]. Hence the trend in R g also changes drastically near this transition between the two regimes, and the DL extrapolation to infer broad parallel beam equivalence becomes problematic. 9 For this reason we shall confine our analysis to depths in graphite well removed from this critical point. Specifically, in the electron regime we only consider depths less than 80% of the practical electron range, while in the photon regime we consider depths where the DL broad beam correction is negligible (following Fig. 4 of the DL paper). The number following the AE sign in each case is the standard deviation of the mean in percent, followed in parentheses by the number of measurements minus one (degrees of freedom). All data must be divided by 0.997 to account for humidity. The six omitted points are missing in the original For completeness, Table II lists the raw simulation results for the MC calculated D air =D g dose ratio, collected directly from simulation output files, with no postprocessing. Simulations are carried out to a precision of 0.02% in the electron regime, and to 0.05% in the photon regime, on par or better than the experimental uncertainty for most data points, in order to curb MC statistical noise in the W air analysis.
4.C. Extracted W air values
The central results of this paper are the values of W air listed in Table III for D air =D g , following Eq. (2). These data are portrayed graphically in Fig. 4 . For the sake of clarity, the electron regime data are isolated in the left pane of the graph, while the photon regime data are shown in the right pane (on a slightly compressed, and partly overlapping horizontal scale). The currently accepted value W air ¼ ð33:97 AE 0:12Þ eV is highlighted in the middle of the vertical axis.
4.C.1. Electron regime
The electron regime data in Fig. 4 (a) reveal a dependence on the incident beam energy and depth in graphite. This, precisely, is the anomaly, since the value of W air should join smoothly to well-established low-energy values. Since DL used both the beam energy and the depth in graphite to modulate the energy of the electrons reaching the ion chamber cavity (or calorimeter core), the results are best interpreted in terms of that single parameter. Using the EGSnrc application FLURZnrc, the mean kinetic energy of the electrons at the point of measurement is calculated (data not shown), and in Fig. 5 the W air electron regime data are replotted as a function of this energy. The ordinates of these data points are the same as in Fig. 4 . Thus in terms of electron energy, all points cluster around a single trend line, exhibiting a 3% increase as the energy of the electrons decreases from about 30 MeV to 2 MeV. The rightmost data point with large uncertainty is not included in the evaluation of the trend line.
For reference, the trend line from the previous analysis by Svensson and Brahme 10 is included as a dashed line in Fig. 5 . Hence MC calculations soften the reported anomalous trend slightly, by up to about 0.5%, mostly on account of more accurate stopping powers, and in a smaller measure on account of accurate detector perturbation corrections. However, these improvements cannot, in the end, redress the anomaly.
4.C.2. Photon regime
At depths well beyond the range of the primary electrons, the absorbed dose relates to electrons set in motion by secondary bremsstrahlung photons. In this regime, R g varies slowly with depth and is only weakly dependent on the Table I and Table II , and dividing by 0.997 to account for the humidity correction. The uncertainty on the last two digits is given in parentheses. Underlined values in each column divide the electron regime values (top) from the photon regime ones (bottom). energy of the incident electrons (see Fig. 3 ). DL showed that the scattering foil correction was negligible in this case, however the detector perturbation effects are somewhat larger (data not shown). The photon region W air results are shown graphically in Fig. 4(b) . It is immediately apparent that the results for 15 MeV are not consistent with those for other beams. This is due to irregular experimental data, as seen already in Fig. 3 , where the 15 MeV data would be expected to be the top curve towards higher depths. Instead, it crosses the other datasets and exhibits a broad minimum near 30 g/cm 2 . On that account -and because MC calculated D air =D g values do not mirror any such irregular trend -the 15 MeV data in the photon regime is deemed flawed. By contrast, no such argument holds in the electron regime, where the 15 MeV data follow a regular progression in R g compared with other beams, as seen on the left side of Fig. 3 . But this certainly does cast a doubt on the reliability of the experimental 15 MeV dataset, overall.
Without the 15 MeV results, the photon regime data yield an unweighted mean value W air ¼ ð33:91 AE 0:03Þ eV, within range of the accepted value. The data are not rigorously consistent with a constant value (v 2 =df % 12) owing to the small experimental uncertainties, which are probably underestimated, as discussed below. Including the 15 MeV data reduces the mean to (33.82 AE 0.04) eV, which is not consistent with the accepted value.
DISCUSSION
The mean value of W air extracted from the photon regime data (excluding the 15 MeV measurements) is in statistical agreement with the currently recommended value W air ¼ ð33:97 AE 0:12Þ eV. On the other hand, in the electron regime, and using the best available stopping powers and applying all known corrections, W air still shows an unexpected dependence on incident energy and depth, as first noted by Svensson and Brahme 10 . This anomaly lies well outside the uncertainties estimated by DL, hence it begs the question: what could have possibly gone wrong? We devote the rest of this discussion to the effects we have considered in our attempts to answer this question.
5.A. Extrapolation and energy loss corrections
DL used lead scattering foils to produce a divergent electron beam that was approximately uniform in cross section over several centimeters at the position of the detectors. These foils degraded the electron energy and led to the production of bremsstrahlung. To account for these effects, each set of measurements was repeated for different scattering foil thicknesses and extrapolated linearly to zero foil thickness (see Fig. 3 in the DL paper 9 ). It was also necessary to account for the energy loss in the linac aluminum exit window (mass thickness 0.1 g/cm 2 ), and for the energy loss in the air column between the scattering foil and the detector. Having made all these corrections, DL claim that their corrected values for R g in Table I apply to a broad, parallel beam of monoenergetic electrons with the energy shown at the top of the table, for a depth in graphite given by the mass thickness in the leftmost column.
This claim ought to be scrutinized, because linear extrapolation can be misleading -one famous example being the determination of the ionization chamber wall effect for air kerma standards 25 -and energy loss calculations based on stopping power completely ignore spectral dispersion and thus yield a poor estimate of actual scattered electron energies.
Unfortunately, the original paper does not report the raw measurement data, only the final, corrected R g values. Therefore, we can only gauge the validity of the DL approach indirectly, from the error incurred when following the same procedure to correct the calculated D g =D air ratio (as a standin for R g ). To this end, additional MC simulations were carried out using the BEAMnrc application to model the entire experimental setup including the aluminum exit window, the lead foil, and the air column. The dose ratio as a function of foil thickness was determined, using the same thicknesses as in the original measurements (0.013, 0.025, 0.089, and 0.14 cm). This ratio was then extrapolated to zero foil thickness, and corrected for energy loss according to total stopping powers. Any difference between these "corrected" values and the "exact" broad beam MC results would then suggest a flaw in the DL correction procedure.
We have placed the details of the Monte Carlo calculations, related estimates, tables and graphs in the supplementary material. The analysis leads us to conclude that inaccuracies in the extrapolation and energy loss correction method used by DL cannot account for the anomalous trend in the extracted W air values; especially not for the 15 MeV dataset.
5.B. Electron stopping powers
It was pointed out following Eq. (2) that the dose ratio D air =D g is closely related to the ratio of the electronic stopping powers of graphite and air, which are part of the physical data supplied to the Monte Carlo code in order to extract W air . The stopping power data, especially for graphite, have been revised in the past few years, culminating in new recommendations in ICRU Report 90. 5 The results presented here are based on the new data which specify (85.7 AE 1.2) eV and (81.0 AE 1.8) eV for the mean excitation energies for air and graphite, respectively. The ICRU also recommends that the crystalline density be used when evaluating the density effect for graphite, rather than the bulk density. For the range of electron energies relevant to this work (100 keV to 50 MeV), the change to the graphite stopping power compared to the values recommended by the previous ICRU Report 37 26 ranges from about 0.6% to 1.2%. The data for air have remained unchanged.
ICRU Report 90 5 shows how the uncertainty of the mean excitation energy contributes to the uncertainty of the electronic stopping power. The effect is energy dependent so we will consider the energy range from 1 to 50 MeV as representative of the data required for this work. Adding in quadrature the contributions of graphite and air leads to 0.20% at 1 MeV, decreasing to 0.05% by 50 MeV. These contributions are small compared to the overall uncertainty of 0.5 to 1% that ICRU Report 90 suggests.
The stopping power measurements by MacPherson 8 in the energy range from 5 to 30 MeV have an uncertainty of about 0.3% for graphite. The measured and calculated stopping powers are in agreement if the crystalline density is used when calculating the density effect. There are no measured data for air but MacPherson reported satisfactory agreement between measurements and calculations for a wide range of materials. Thus, it seems reasonable to assume that the uncertainty on the calculated electronic stopping power for air is no worse than 0.3%. Then the uncertainty of the graphite to air stopping power ratio can be estimated to be about 0.4%. Hence we conclude that the anomalous W air trend in the electron regime cannot be explained by uncertainties in stopping power data.
5.C. Calorimetry
DL point out that they used a dose rate that was high enough to permit short runs (less than 100 s) and the accelerator beam current was adjusted to achieve approximately the same dose rate at all energies and depths. They restored thermal equilibrium after each run by introducing air into the calorimeter vacuum gaps for a few minutes. We considered the possibility that thermal isolation was not restored completely owing to the difficulty of pumping residual air from the small vacuum gaps. We carried out thermal modeling for different values of residual pressure, but the results (not shown) indicate that the corresponding heat loss correction, for short runs, would not be substantial. Furthermore, DL claim the measured heat loss correction was less than 0.03%. We cannot identify any other issues related to calorimetry that might lead to systematic effects.
5.D. Ionization chamber
To our knowledge, the ionization chamber was not used for any other work. DL state that measurements were done at both polarities and that recombination corrections were about 0.1%. There is some uncertainty regarding the insulator for the high voltage electrode of the chamber which is simply described as a "plastic ring" (see Fig. 1 ). We used Monte Carlo calculations to test how different plastics might affect the ionization chamber response. For typical plastics, the effect on the response was within 0.1%. We also tested the sensitivity of the calculated D air =D g with respect to the material composition and the thickness of the epoxy resin that supports the collecting electrode (see Fig. 1 ). We found at most a 0.2% effect in extreme cases where epoxy is replaced by graphite outright, or when the radius of the epoxy ring is varied by 1 mm. We cannot identify any other issues that might lead to systematic effects.
5.E. Graphite absorbers
Experimentally, the depth in graphite was modulated with combinations of graphite disks positioned in front of the ionization chamber or calorimeter. Figure 5 shows that the anomalous behavior sets in at a mean electron energy below about 15 MeV, regardless of the incident beam energy. This suggests that perhaps the actual graphite mass thickness was nonuniform and greater near the central axis (in front of the detectors). Then R g would have to be corrected down, and more so for larger depths, which in turn would flatten the W air anomaly. Unfortunately, it proved impossible to locate the original absorbers to confirm their densities. However, Steve Domen kindly perused his old laboratory notebooks to find the raw density measurement data. He reported an average density value and standard deviation of (1.665 AE 0.007) g/cm 3 for the set of nine graphite disks used in the experiment. This is admittedly a small standard deviation in light of data he collected for a second set of 11 graphite disks manufactured at the same time: (1.73 AE 0.08) g/cm 3 . Although the mass thicknesses listed in Table I were determined for each disk independently, and set accordingly in the simulations, the large standard deviation in the second set of disks casts a small doubt on the intrinsic density variations within each disk. However, modeling reveals (data not shown) that even for a graphite density approaching 1.9 g/cm 3 -anything higher deemed unlikely for manufactured graphite -the W air variations in Fig. 4(a) , though reduced, are not completely resolved. More importantly, the curves for different beam energies move down more or less in unison when the absorber graphite density increases, so overall the problem stands. Finally, at least one reference suggests that the density of a graphite rod may be minimum rather than maximum near the central axis. 27 For all these reasons, we conclude that density variations in the graphite absorbers cannot account for the W air anomaly.
5.F. Detector graphite mass thickness
The DL experiment is quite sensitive, it turns out, to the 0.90 g/cm 2 graphite mass thickness overlying the ionization chamber cavity or calorimeter core. Any difference in this intrinsic mass thickness between the two detectors would affect the calculated D air =D g ratio, and thus W air . In the 1976 paper, 9 this mass thickness is expressed with either two and three significant digits (0.90 g/cm 2 and 900 mg/cm 2 ), but no uncertainty is quoted explicitly. DL state 14 that the entire calorimeter assembly was machined from the same block of 99.9% pure graphite of density q = 1.70 g/cm 3 , yet the core disk dimensions (20 mm in diameter and 2.75 mm thick) and mass (1.434 g) imply a density of 1.66 g/cm 3 , i.e., about 2.5% lower. Moreover, the original calorimeter blueprints quote the graphite density simply as q $ 1.7 g/cm 3 , and the machining tolerances as roughly 0.1 mm (0.005 inches) for each of the 3 graphite caps enclosing the core. The front plate of the ionization chamber was machined as a single graphite plate, but from a different graphite block. As mentioned in Section 5.E, density variations between blocks or even within a given block are a real concern. Finally, it is unclear how the 0.013 cm Mylar window in the calorimeter was accounted for (see Fig. 1 ; we assumed it accounted for 0.018 g/cm 2 ). All these considerations lead us to contemplate the impact of a few percent mismatch in the nominal 0.90 g/cm 2 intrinsic mass thickness between the two detectors.
Let us assume for the sake of argument that the 0.90 g/cm 2 figure is accurate for the ionization chamber, but that in reality it was 5% lower in the calorimeter. It is not necessary to run additional simulations to investigate this point. Indeed, precise Monte Carlo calculated dose distributions in graphite for the various incident beam energies (data not shown) allow us to predict how D g (and thus the D air =D g ratio) shifts with mass thickness. This is shown in Fig. 6(a) . For each beam, at depths beyond the electron dose distribution maximum, W air moves downward considerably (because the D g gradient is negative and steep), hence it is not robust against density variations. On the other hand, for shallower locations W air moves up only slightly (because the D g gradient is positive and small), and is comparatively robust. For reference, the electron dose maxima for 15, 20, 25, 30, 40 , and 50 MeV beams are located approximately at 4.7, 6.1, 7.2, 7.7, 8.9, and 9.8 g/cm 2 , respectively. Hence, given some uncertainty on the graphite density, it would seem wise to exclude from the analysis points beyond the electron dose maximum [the points that moved down in Fig. 6(a) ].
5.G. Beam energy
DL provide very little information on the characteristics of the accelerator beam. They state that the rms fluctuation in beam energy was about 0.25 MeV but do not give any indication as to how well the beam energy was known. There is some published literature on the NBS accelerator laboratory but we have not been able to identify which beam line was used for the DL work. In general, if the incident electron beam energies were different than the stated values, the anomalous trend could be reduced, almost eliminated. To illustrate this point, Fig. 6(b) shows the individual beam energies that would be required, on top of the intrinsic mass thickness adjustment from panel (a), for each dataset to average out to the accepted value for W air . The 15 MeV beam requires the largest adjustment at À8%, the 30 MeV beam is fine as is, while the 50 MeV beam would need a 1% boost (the other beams requiring intermediate adjustments, as labeled in the figure) . Again, these data are predicted from interpolation of D air =D g as a function of energy, but are borne out perfectly by explicit simulations (data not shown), except for maximal graphite depths since the interpolations neglect the correlation between the two types of adjustments.
Experimentally, such beam energy offsets are conceivable: quoting from an (unrelated) earlier report on beam monitoring at the NBS linac: "energy measurements are good to about AE5%". 28 Moreover, because DL sought to maintain a constant dose rate as the depth was changed, they had to increase the electron current substantially as thicker absorbers were added. We could suppose that the beam energy tended to decrease as the current increased, which could explain the slight but persisting upward trend in Fig. 6(b) ; however we have no independent evidence to support this conjecture.
5.H. Beam geometry
The 15 MeV data in the photon regime are notably anomalous [see Fig. 4(b) ]. The uncertainty remains small but the measured values deviate substantially from the expected behavior. The deviation is so large that it cannot be explained by any reasonable change in the beam energy. At 15 MeV in the photon regime the beam current will need to be perhaps three orders of magnitude larger than that required for the electron regime. We note from the DL setup (Fig. 1) that the incident beam is not collimated so there will be a spray of electrons and photons irradiating nearby cables. Induced spurious cable currents might lead to effects that would not affect precision but would give rise to systematic offsets. The authors also do not comment on how beam steering was maintained or checked. It may be that beam alignment changed as the beam current was increased, but again this remains a conjecture.
CONCLUSIONS
We carried out Monte Carlo simulations of a 1976 experiment by Domen and Lamperti, in order to extract values of W air from electron beams with incident energies ranging from 15 to 50 MeV. Despite high accuracy calculations of the D air =D g dose ratio, using a faithful model of the detectors, we are unable to resolve conclusively the anomalous dependence of W air on energy in the electron regime, first noted by Svensson and Brahme in 1986. For electron energies below about 10 keV, W air is known to show a strong dependence on electron energy. Although there is no fundamental reason why it need be so, W air is generally assumed to be independent of electron energy when the energy is well above 10 keV. In principle, the data in Fig. 5 could suggest that W air in fact exhibits an energy dependence for electrons with energies from a few MeV to 15 MeV; strictly speaking, this possibility still cannot be excluded. However, the data do not join in a satisfactory way to the well-established results for 10 keV electrons, 60 Co c-rays, and MV x-ray beams; 3, 5, 11 hence the dependence is considered anomalous.
We investigated a number of possible reasons as to why the original experimental data might have been skewed. Our analysis shows that the following factors are unlikely to be significant: (a) errors in extrapolations and correction procedures; (b) uncertainties in electron stopping powers; (c) bias in calorimetry or ionization chamber measurements; and (d) the density of the graphite absorbers. By way of contrast, the results are found to be quite sensitive to the intrinsic graphite mass thickness of the detectors and to the incident beam energy. In fact, generous yet plausible variations of a few percent in these parameters could, in and of themselves, account for the observed W air dependence on energy. At the very least, the accepted value W air ¼ ð33:97 AE 0:12Þ eV certainly cannot be excluded by this experiment in the face of uncertainties in those parameters. The accepted value is also supported by the photon regime data [with the exclusion of the 15 MeV outlier dataset, see Fig. 4(b) ].
Another insight afforded by the numerous simulations performed for this work is that values of W air for electrons with energy greater than 20 MeV are remarkably insensitive to variations in materials, detector dimensions, and physical parameters. The evaluation by Cojocaru and Ross 12 was based largely on this observation, combined with the fact that plausible variations in the density of the graphite absorbers and of the incident beam energy could eliminate most of anomalous energy variation. We note that for such higher energy electrons, W air is found to be systematically 0.2-0.3% below the currently accepted value (see Fig. 5 , above 15 MeV), but still within the standard uncertainty of 0.35% recommended by ICRU Report 90.
Reliable values of W air for high-energy electrons would fill a gap in the data available for the absorbed dose protocols 29, 30 that form the basis of radiation therapy. One option would be to simply repeat the Domen and Lamperti measurements using a suitable electron beam. This work demonstrates that the measurement protocol is sound, but consideration should be given to using another material for the calorimeter and ionization chamber, such as aluminum or magnesium, to alleviate concerns surrounding the density of graphite. The value of W air should be independent of the choice of phantom material and any differences from results obtained with graphite would help to identify systematic errors. The intrinsic mass density of the detectors and the beam energy should be determined most carefully, ideally with sub-percent precision. Nowadays, beams and detectors can be modeled in exquisite detail with Monte Carlo simulation, eliminating the need for empirical extrapolations and corrections.
Another approach would be that used by Barber 31 in 1955. In this case, an electron beam with a well-established beam current is allowed to pass through a gas-filled ionization chamber. The ionization chamber is constructed so that ions are collected over a known length thus establishing knowledge of the number of ions per unit length per incident electron. If the stopping power of the gas filling the ionization chamber is assumed known then a value for W air can be extracted. The electron stopping powers and their associated uncertainties are better known than they were in 1955 and again, Monte Carlo simulations can be relied upon to calculate the energy lost by the electron beam.
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