Introduction
It is easy to prove that a sequence that is -far from being π-free must contain many disjoint copies of π. It 23 follows, via a standard probabilistic argument, that we can test π-freeness using O( 1/k n 1−1/k ) queries. We 24 can improve this running time in some interesting cases by exploiting the structure of π.
25
The case of monotone patterns is special because they allow for a relatively simple recursive attack.
26
Assume that f : [n] → R is -far from (1, . . . , k)-free. We start by guessing (in a particular non-uniform 27 way) two disjoint but adjacent intervals I L and I R of [n] such that there is a collection T of relatively many 28 forbidden (1, . . . , k)-tuples with their first l points in I L and the last k − l points in I R , for some fixed 29 l ∈ [k − 1]. The concatenation of a (1, . . . , l)-tuple from I L and a (1, . . . , k − l)-tuple from I R will be a 30 (1, . . . , k)-tuple whenever the last value of the first piece is smaller than the first value of the second piece.
31
Hence we can employ a "median-split and concatenate" argument to reduce the problem of (1, . . . , k)-32 testing to testing for two monotone patterns of smaller length. This yields a poly-logarithmic tester for 33 monotone patterns.
34
This approach, unfortunately, works only for monotone patterns. For example, let us consider the pattern
35
(1, 3, 2). Even if we find two adjacent intervals I L and I R as before with relatively many (1, 3, 2)-tuples with 36 their first two coordinates in I L and the third coordinate in I R , we do not have a median-split argument to 37 take us forward. It may as well turn out that, for every (1, 2)-pair in I L there may be at most one coordinate 38 in I R that can complete it to a (1, 3, 2)-tuple. Hence finding that using random sampling is very unlikely 39 using o( √ n) queries. We exploit this possibility to establish a lower bound of Ω( √ n) for the running time
40
of non-adaptive (1, 3, 2)-testers. Moreover, we combine our (1, 2)-tester and a uniform sampler to design a 41 non-adaptive (1, 3, 2)-tester with O( √ n) running time. On the other hand, this extreme situation described above forces a lot of structure on the sequence in I L . If we allow ourselves the power of adaptivity, we 1 can use this structure using a slightly modified randomized binary search to find that unique coordinate in The definition of π-freeness can easily be extended to partially ordered domains. Given a function f : D → 7 R whose domain is partially ordered by contains a pattern π ∈ S k , if there are i 1 i 2 · · · i k such 8 that f (i x ) > f (i y ) whenever π(x) > π(y). Now the pattern (2, 1) corresponds to monotonicity testing over 9 partially ordered domains, one of the most widely studied problem in property testing.
10
We remark that the result of testing π-freeness for a pattern of constant length k in time O( 1/k |D| 1−1/k ) 11 extends to this more general setting implying that we can always test the problem in sub-linear query com-12 plexity. The question of classifying the patterns that can be efficiently tested in this more general setting is 13 an interesting open problem.
14 Delete distance vs. Hamming distance. The delete distance between two functions f and g in R [n] is n 15 minus the length of a longest common subsequence of f and g. Since one can delete the entries where f and 16 g differ from both of them to get a common subsequence of length n − d(f, g), the delete distance is at most them. Nevertheless, it can be seen that for any pattern π ∈ S k , for any k ≤ n, the Hamming distance of f 20 to the set F π of π-free functions is at most the delete distance of f from F π . Hence, our results continue to 21 hold when the metric used to define the notion of being -far from a class of functions is the delete distance. Fischer [22] , and many others, see e.g., [7, 37, 3, 24] , and citations therein.
27
The problem of testing hereditary properties of permutations has been studied before by Hoppen et 28 al.
[31] under the rectangular distance (discrepancy of intervals) and by Klimošová and Král [36] under 29 Kendall's tau-distance (the normalized number of transpositions). Unlike the edit distance used in this 30 paper, in both the distance measures discussed above, local changes do not contribute much to the distance:
31
For example, the sequence (2, 1, 4, 3, . . . , n, n − 1) is close to being monotone with respect to these two 32 distances, while according to the edit distance it is not. Therefore, the results are not comparable.
33
Another line of research relevant to our problem (mostly to the extension to partial orders discussed in 34 the previous subsection) is monotonicity testing [28, 11, 20, 30, 23, 14, 2, 21, 9, 18, 34, 12, 4, 19] . Recently,
35
Chakrabarty and Seshadhri gave an optimal tester for this problem on the hypercube and on hypergrids 36 [15, 16] . In another paper they prove that the important special case of monotonicity of Boolean functions 37 over the d-dimensional hypercube can be tested in o(d) query complexity [17] . This was improved by Khot, 38 Minzer and Safra to anÕ( Finally, we note that some progress on the exact decision problem for π-freeness for permutations was 41 obtained in [1] , and a more efficient O(f (k) · n) time algorithm was presented in [29] where f is a doubly 42 exponential function in the length of the pattern k. Importantly, due to the existence of this algorithm, the q = q( , n) queries, if there exists a randomized algorithm A which makes at mostueries to any function 23 f :
[n] → R and accepts it with probability 1 if it is π-free, and rejects it with probability at least 0.5 if it is
24
-far from being π-free. Here, a query to f is made by specifying an index i ∈ [n] on which the answer is 25 f (i). We say that A is non-adaptive if it chooses all theuery locations before it makes the first query to 26 f .
27
The definitions above are made for one fixed permutation π ∈ S k , as most results are for this case.
28
However, the definitions can be extended to collection of forbidden permutations A of maximum length k.
29
Namely, f is A-free if it does not contain any π ∈ A. The distance to being A-free is defined appropriately.
30
Most of our analysis start by picking a collection of disjoint k-tuples. The next basic proposition will be 31 used recurrently.
32
Definition 2.1 Let T be a set of k-tuples of [n]. We denote by T (i), for each i ∈ [k], the set of the i-
33
th coordinates of the k-tuples in T : e.g.,
We call the set of k-tuples
We say that T is a matching if every pair of k-tuples in T are 35 disjoint as sets.
36
Proposition 2.2 Let f : [n] → R be -far from being π-free for some pattern π ∈ S k . Then there is a 37 matching T of π-tuples in f with |T | ≥ n/k.
38
Proof. Let T be a maximal matching of π-tuples in f and let
restricted to the set [n] \ I is π-free. We can make function f π-free for the whole domain [n] by replacing 40 for each i ∈ I the value f (i) by f (j), where j is the largest integer j / ∈ I with j < i. Since f is -far from
Next we discuss a simple result that shows that testing for a constant size set of forbidden patterns is 3 essentially as difficult as testing for each forbidden pattern individually.
4
For constant-size A, it is obvious that if one can test π-freeness for every π ∈ A in at mostueries, 5 then being A-free can be tested in O(q) queries. The other way around is not necessarily true, at least for 6 non-adaptive testing as we show by a counter example in Section 6.
7
Proposition 2.3 Let A be a set of forbidden permutations of maximum length k.
is -far from A-free then f is |A| -far from π-free for at least one π ∈ A. In particular, if one can test π-9 freeness with 1-sided error for every π ∈ A in at most q(n, k, ) queries, then being A-free can be tested in 10 |A| · q(n, k, |A| ) queries. If one can test π-freeness with 2-sided error for every π ∈ A in at most q(n, k, ) 11 queries, then being A-free can be tested in O(|A| log |A| · q(n, k, |A| )) queries.
12
Proof.
For sake of contradiction assume that f is -far from A-free but /|A|-close to being π-free all 13 patterns π in A. Then for each π ∈ A we can delete fewer than n/|A| elements from f (viewed as a se-14 quence) to obtain a π-free sequence. Thus, overall we can delete fewer than n elements from f to obtain an
15
A-free sequence. Hence f is -close to A-free, which is a contradiction. This implies the result for one-sided 16 error using |A| · q(n, k, |A| ) queries by applying each tester individually. If the tester has 2-sided error, we 17 first need to amplify the tester so that it errs with probability at most 1/(3|A|) (which can be done with an
18
O(log |A|) factor overhead by repeating each of the tests and taking the majority of the outcomes. The tester
19
for A-freeness rejects, if one of the individual testers rejects. The result then follows from the union bound. at random, then with high probability there is a π-tuple in f among the sampled indices. Hence the next 25 result.
26
Theorem 2.4 Every pattern π can be tested in O −1/k n 1−1/k queries using a non-adaptive one-sided-
27
error algorithm, where k is the length of π.
28
Proof. It suffices to show that if a function f : [n] → R is -far from being π-free, then a random uniform
contains the pattern π with a constant positive probability.
30
Then by standard amplification (two times would be enough) we would reach a probability 1/2 of rejection.
31
By Proposition 2.2, f : [n] → R which is -far from being π k -free, contains m = n/k disjoint π-tuples.
32
Let A i be the event that that Q contains the i'th member of this set. Then, the probability that Q contains a 33 pattern π is at least in the reversed sequence, we restrict our discussion to testing for π k = (k, . . . , 1). The goal of this section 4 is to prove:
5
Theorem 3.1 Every monotone pattern π k can be tested in (k −1 log n) O(k 2 ) queries using a non-adaptive 6 one-sided-error algorithm.
7
The tester is conceptually simple. We show that sampling a k-tuple of points, under a suitable dis-8 tribution will return a π k -tuple in f with sufficient probability. We do not explicitly state the distribution 9 according to which we sample the k-tuples. Instead, we explicitly describe the sampling procedure: numbers and a natural number k ≤ m. The output is a k-tuple t ∈ I k generated as described below.
12
1. If k = 1, return t ∈ I picked uniformly at random and terminate. 2 consecutive slices up to s, and I R to be the union of the 2(k − ) consecutive slices after s. That is,
21
I L = I s−2 +1 ∪ · · · ∪ I s , and I R = I s+1 ∪ · · · ∪ I s+2(k− ) .
22
In the above expressions, assume
5. Recursively sample (t 1 , . . . , t ) from I L and (t +1 , . . . , t k ) from I R . That is,
6. Return the concatenated tuple t = (t 1 , . . . , t k ) and terminate.
24
Theorem 3.1 follows immediately from the following stronger theorem. We need the following defini-25 tions for its proof:
26
Definition 3.3 Let t = (t 1 , . . . , t k ) be a k-tuple of positive integers with t 1 < · · · < t k . We define the 27 leap-start of t to be the smallest i
and the leap-size 28 of t to be log(t i+1 − t i ) , where i = leap-start(t).
29
Theorem 3.4 Let t be the k-tuple generated by a call to Algorithm 3.2 with arguments ([n], k). For any 30 function f : [n] → R which contains a matching T of π k -tuples, the joint probability that t is a π k -tuple in 31 f and t ∈ T * is at least (|T |/n) k (2k 2 log n)
Proof.
The proof is by an induction on k. The statement is easily verified for k = 1 (where the only 1 nontrivial event is t ∈ T * ).
2
The event that the k-tuple t = (t 1 , . . . , t k ) returned by Algorithm 3.2 is a π k -tuple in f is denoted by 3 f | t ∼ π k . We want to estimate the probability of the joint event
Since Algorithm 3.2, at its top level, makes three independent and uniform random choices, namely 5 split-point, slice-width, and slice-number, we can write the total probability of success as the expected value 6 of the conditional probabilities by Algorithm 3.2 are as the split point, W = 2 w as the slice-width and s as the slice number. That is,
where
all the k-tuples t in T with leap-start(t) = , min{leap-size(t), log n − 1} = w, and t ∈ I s , where
Notice that every k-tuple (t 1 , . . . , t k ) ∈ T ,w,s has t 1 , . . . , t ∈ I L and 14 t 1 , . . . , t ∈ I L and t +1 , . . . , t k ∈ I R . Hence
The key combinatorial observation we make here is that if u and v are two k-tuples in T ,w,s such that
T * ,w,s with T ,w,s here). In particular, if we choose any x ∈ R and define L ,w,s (x) = {(t 1 , . . . , t ) :
that the concatenation of any π -tuple in L ,w,s (x) * and any π k− -tuple in R ,w,s (x) * results in a π k -tuple in
23
T * ,w,s . Hence the following claim is true.
24
CLAIM 3.4.1. For every x ∈ R, the probability
, where
25
We will choose x to be the maximum value so that the corresponding set L = L ,w,s (x) has size at least 26 k |T ,w,s |. This also ensures that the corresponding R = R ,w,s (x) has size at least
By the induction hypothesis, we know that
and similarly
Substituting this lower bound for P [f | t ∼ π k , t ∈ T * | E ,w,s ] in Eqn. (1), and using the standard fact
successively three times, we get,
as claimed in the theorem. As we noted before, non-adaptive one-sided-error monotonicity testers with query complexity O( −1 log n) 8 are known. This complexity is asymptotically optimal by [22] . Theorem 3.4 (for k = 2) is a monotonicity 9 tester with query complexity O( −2 log 2 n), which is not optimal. However, as far as we know, none of the 10 asymptotically optimal testers have the additional useful property that the tester will return a π 2 -tuple which 11 belongs to T * , the closure of an implicitly assumed collection T of π 2 -tuples. This property is quite useful
12
for many inductive arguments as demonstrated in the previous proof. It will be used again in the adaptive 13 tester for the pattern (1, 3, 2). The (2, 1)-tester we designed has a further useful property which helps us in 14 using it as a subroutine in the non-adaptive and adaptive (1, 3, 2)-testers. We defer the discussion of this
15
property to Section 4 (Definition 4.1, Claim 4.2) where we describe those (1, 3, 2) testers.
16
4 Adaptive and non-adaptive testers for (1, 3, 2)-freeness
17
Unlike for the monotone patterns, a non-adaptive one-sided-error tester for (1, 3, 2)-pattern needs to make
18 Ω( √ n) queries to f . This will be shown in Section 5.1. Nevertheless we describe an adaptive one-sided-
19
error tester for the (1, 3, 2)-pattern which makes only poly-log many queries (Section 4.1). This is the most 20 technical part of the paper.
21
We also describe a non-adaptive one-sided-error tester with O( −1 √ n) queries showing that the lower 22 bound is nearly tight (Section 4.2). Before proceeding to the testers for the pattern (1, 3, 2), we prove one 23 additional property of the dyadic sampler (Algorithm 3.2), which will play a crucial role there.
in f (and denote it by (i, j) f (i , j )), if the f -interval of (i, j) contains the f -interval of (i , j ). In 27 particular every pair dominates itself. Further, we say that (i, j) dominates a set T of pairs (and denote it 28 by (i, j) f T ), if it dominates at least one pair in T .
29
Claim 4.2 Let t = (t 1 , t 2 ) be the ordered pair generated by a call to Algorithm 3.2 with arguments ([n], 2).
30
For any function f : [n] → R which contains a matching T of (2, 1)-tuples, the probability that t is a
31
(2, 1)-tuple in f , t ∈ T * , and t f T is at least (|T |/n) 2 (8 log n) −2 .
32
Note that the lower bound on probability stated above is equal to the one guaranteed by Theo-1 rem 3.4 for k = 2. So this claim is stronger only because of the demand that t f T . We reexamine the 2 proof of Theorem 3.4, with k = 2, to show that this additional requirement is obtained for free.
3
Claim 3.4.1 in the previous proof bounds the probability
the product of the probabilities p 1 and p 2 . When k = 2 (and hence = 1) they reduce to
For a t 2 ∈ R ,w,s , let t 2 denote the partner of t 2 in T (i.e., (t 2 , t 2 ) ∈ T ), which is unique since T is a 8 matching. Then, for every t 1 ∈ L ,w,s , we have f (t 1 ) ≥ x ≥ f (t 2 ) (by definition of the set R ,w,s ) and thus The -test that we are going to describe will make queries to f and reject f if and only if it finds a
17
(1, 3, 2)-tuple among the queried points. The one-sidedness is obvious. We will only need to show that the 18 test rejects an -far input with high enough probability. 
That is, all the tuples in T 1 have leap-start 1 while those in T 2 have leap-start 2.
23
The two cases are of a different nature. We will present two tests; the first has high probability of success 24 when |T 1 | is large, while the second has high probability of success when |T 2 | is large. The full test will run 25 both these tests. Notice that at least one of T 1 or T 2 has size n/6 or more.
26
Test 1: Test for the case |T 1 | ≥ n/6:
27
The tester for this case is again DYADICSAMPLER([n], 3), and the analysis is also similar to the case 28 of (3, 2, 1)-testing. Intuitively, the structural reason for the success of the dyadic sampler when T 1 is large 29 is the following. When the sampler chooses 1 as the split point at the top level, and recursively samples
32
Lemma 4.4 Let t be the 3-tuple sampled by a call to Algorithm 3.2 with arguments ([n], 3). For any function 33 f : [n] → R which contains a matching T of (1, 3, 2)-tuples, all of which have leap-start 1, the probability 34 that t is a (1, 3, 2)-tuple in f is at least (|T |/n) 3 (18 log n) −5 .
35
In fact, we will prove that under the same hypothesis, the joint probability that t is a (1, 3, 2)-
36
tuple in f and t ∈ T * is at least (|T |/n) 3 (18 log n) −5 . Notice that this bound is the same as the one in
37
Theorem 3.4 with k = 3. The proof is similar to that of Theorem 3.4 with the pattern π = (1, 3, 2) taking 38 the role of π 3 = (3, 2, 1) there, once we make the following two observations:
39
The first observation is that, in Eqn. (2), for every w and s, T 2,w,s is empty by definition since all tuples 40 in T have leap-start 1. So we can ignore the case = 2 in the analysis.
41
The second observation is that, when = 1, we can make a claim similar to Claim 3.4.1 for the proba-
Then the concatenation of any t 1 ∈ L 1,w,s (x) and any (2, 1)-tuple (t 2 , t 3 ) in R 1,w,s (x) * is a (1, 3, 2)-tuple This case is different from the previous one since we cannot make a claim similar to Claim 3.4.1 for
from the left interval I L and an index t 3 from the right interval
Hence we cannot do the earlier median-split and concatenate argument. In fact, Theorem 5.1
11
shows that this limitation is grave enough to rule out poly-log non-adaptive testers for the pattern (1, 3, 2).
12
To explain the intuition behind the adaptive tester (Algorithm 4.12 below) without getting into the quan- is a large matching T of (1, 3, 2)-tuples with
We sample a pair (j, k) from I R using the dyadic sampler. If f | I R has many (2, 1)-tuples, then with 17 good probability, (j, k) is a (2, 1)-tuple from I R . In this case, (i 0 , j, k) is a (1, 3, 2)-tuple and we are done. 2
18
On the other hand, if the dyadic sampler on I R does not succeed after sufficiently many trials, one can
19
infer that f | I R is very close to monotone. Next, we run the dyadic sampler on I L to get a pair (i, j). With 20 good probability, (i, j) is a (1, 2)-pair with f (i) ≥ f (i 0 ) and which dominates a (1, 2)-pair in {(t 1 , t 2 ) :
2). Finally, we search for t 3 in I R using a version of random binary search 22 that performs well in a nearly sorted array. If the search succeeds in finding an index k ∈ I R such that 
27
Before we formally state and analyse Test 2 (Algorithm 4.12), we discuss the version of random binary 28 search that is used as a subroutine in Algorithm 4.12. number . The interval I and the ranges F and Q are explicitly given, while f is available via query access.
33
Furthermore, the following three promises are also given: (i) the preimage A = f −1 (F ) has size at least exists an index i in the above monotone sequence such that f (i) ∈ Q. The goal is to find (w.h.p.) an index i ∈ I such that f (i) ∈ Q using at most poly( −1 log m) queries to f . either an index i ∈ I such that f (i) ∈ Q or FAIL.
4
The algorithm repeats the following two steps as long as I = ∅ and the total number of queries made to f 5 is less than 1000 −2 log 4 m. If either of the above happens, then the algorithm returns FAIL. 
Notice that Algorithm 4.7 is a standard random binary search in which a basic random query is replaced 10 with independent random queries until one gets a value in a specified filter range; the filter range being there exists a very large subset A of indices in f −1 (F ) for which this strategy works (Theorem 4.11).
13
Assume that f : [n] → R is a function that is represented by the sequence of f -values in an array of 14 size n; f (1), . . . , f (n). The goal is to search for a value x in the array. That is, to find i such that f (i) = x.
15
When f is monotone, a deterministic binary search is the optimal search algorithm making 1 + log n queries 16 in the worst case. Many variants of binary search were considered in the literature, mainly to accommodate 17 noisy answers of different types, see [32, 6] . We need a different variant that is closely related to the above,
18
but as far as we know, not simply reducible to any of the previous results.
19
In our case, f is not necessarily monotone or even close to be so, however, there will be a filter range
is relative large and f | f −1 (F ) is very close to monotone. Moreover, F is 21 available to the algorithm by an explicit decision oracle that for a given a, it will answer whether a ∈ F .
22
Our intention is to do a randomized binary search for i. If f would be monotone on f | f −1 (F ) , a simula-23 tion of the deterministic binary search would still find a required i ∈ Q, if one exists, in O(log m) queries.
24
The only difficulty is to sample the next query so as to be in f −1 (F ) and to split f −1 (F ) into two large whether this event has occurred. The second event will happen with high enough probability for the random 28 query x, conditioned on the event that x ∈ f −1 (F ) (This event cannot be verified by the algorithm, but the 29 correctness does not need this).
30
In our case, f | f −1 (F ) is not monotone but is guaranteed to be extremely close to monotone. That is,
31
there exists a large subset M of f −1 (F ) in which f is monotone. This is not enough to carry the above is properly contained in another.
7
Consider the greedy procedure which constructs a maximal collection P ⊂ I of pairwise disjoint inter-8 vals, by iteratively choosing a maximum-measure interval from among the intervals in I which are disjoint 9 with every interval already added to P.
10
Let P = I∈P I. Observe that |P | ≤ |S ∩ P | + (1 − δ)n, and
Combining the two estimates, we conclude that
Next, we bound |S γ |. If i ∈ S γ is not in P , then the greedy procedure did not include I i in P. By 12 definition of the greedy procedure, if the interval I i ∈ I is not in P, then there exists an interval I ∈ P
13
overlapping with I i such that µ(I) ≥ µ(I i ). Hence, if we enlarge each interval I ∈ P so that it covers the 14 nearest µ(I) more elements from S on both sides, then this collection of enlarged intervals from P cover all 15 the elements of S γ . Hence |S γ | ≤ I∈P 3µ(I) = 3|S ∩ P |.
16
Remarks 4.10 Lemma 4.9 will be used in two different regimes. The first regime is when δ is extremely close 18 to 1. Then one can choose γ also quite close to 1 and still have very few elements of G to be γ-deserted. In 19 particular, if δ = 1− / log 5 n and γ = 1−1/ log 3 n, then at most 3 n/ log 2 n elements in G are γ-deserted.
20
A second regime is when δ is close to 0. In this case, we choose γ δ so that at most 3γn δn elements 21 in G are γ-deserted. 
33
Let i ∈ A be such that i ∈ f −1 (Q). When we run Algorithm 4.7, we say that the algorithm is on the 1 log log m trials. Then P (A k ) 1 − 1/ log 3 m, ∀k. Let M k denote the event that, the first 3 element from A that the algorithm hits in its k-th iteration belongs to M . Since i is not γ 2 -deserted in A,
Once both these events happen, the algorithm takes one more step in the 5 right track by spending at most 10γ −1 1 log log m queries in the k-th iteration.
6
The probability that either A k or M k fail to happen for some k ≤ 100 log m is, by union bound, at 7 most (100 log m)(1/ log 3 m + 1/ log 3 m) ≤ 1/(2 log m). The probability that a random binary search takes 8 more than 100 log m steps on an array of length m is much smaller than 1/(2 log m). Hence the algorithm 9 succeeds with probability at least (1 − 1/ log m).
10
Since A k happens for all k ≤ 100 log m, the total number of queries made to f in this case is at most
1 log m · log log m ≤ 1000 −2 log 4 m.
13
Now we are ready to give the complete description of Test 2. 
17
(The total number of queries made to f will be limited to O(q).) 18 2. Fix a "slice-width" W = 2 w , where w is chosen uniformly at random from {0, 1, . . . , log n − 1}. a smallest f -value among these q points. 
36
Lemma 4.13 Let f : [n] → R contain a matching T 2 of n (1, 3, 2)-tuples with leap-start 2. Then Algo-37 rithm 4.12 called with arguments (f, ) returns a (1, 3, 2)-tuple in f with a probability at least Ω 3 / log 6 n .
38
Moreover, the algorithm makes at most O −4 log 20 n queries to f .
39
Proof. The claim on query complexity is obvious once we notice that the the FILTEREDBINARYSEARCH 40 called in
Step 7 makes at most ( ) −2 log 4 n queries which is O(q). We only need to analyze the probability 41 of success. Next, we define success for each step of Algorithm 4.12 and provide a lower bound on the 42 success probability of each step conditioned on the event that every step prior to it is successful.
43
Step 2. For each w ∈ {0, . . . , log n −1} let T 2,w denote the tuples (i, j, k) in T 2 with leap-size log(k − j) = 1 w.
Step 2 is considered successful if it chooses a w so that |T 2,w | ≥ n/ log n. Since log n −1 w=0
there exists at least one w with |T 2,w | ≥ n/ log n. Hence
Step 2 succeeds with probability p 2 ≥ 1/ log n.
3
Step 3. For the w chosen in previous step, and for each s ∈ [ n/2 w ], let T 2,w,s denote the tuples 4 (i, j, k) in T 2,w with j ∈ I s , where I s is the s-th slice of width W = 2 w in [n].
Step 3 is consid-5 ered successful if it chooses an s so that |T 2,w,s | ≥ Step 2 is successful.
9
Step 4. In what follows, we assume that the previous steps are successful and thus |T 2,w,s | ≥ 1 2 log −1 n W .
10
Let T = T 2,w,s and m T be the median f -value in T (1).
Step 4 is considered successful if f (i 0 ) < m T . Let
11
I L and I R be the intervals chosen by Algorithm 4.12 in Step 3. In particular, |I L | ≤ 3W and |I R | ≤ 2W .
12
Notice that every tuple (i, j, k) ∈ T 2,w,s satisfies i, j ∈ I L (since j −i < k−j < 2W ) and k ∈ I R . The prob-13 ability that a single i chosen uniformly at random from I L has f (i) > m T at least
14 So the probability that no i from the q trials has f (i) < m T is o(1). That is, when steps 2 and 3 are 15 successful, Step 4 succeeds with probability p 4 = 1 − o(1).
16
Step 5.
Step 5 is considered successful if it returns a (2, 1)-pair (j, k) in I R × I R . In this case the entire 17 algorithm is successful and hence it terminates. We expect this step to succeed only if f | I R is ( log −5 n)- single call to the dyadic sampler returns a (2, 1)-pair from I R × I R with probability at least Ω( 4 log −14 n) (Theorem 3.4). Therefore at least one of the q trials succeed with probability 1 − o(1). That is, in this case,
23
Step 5 succeeds with probability p 5 = 1 − o(1) and thus the whole algorithm succeeds with probability
24
Π 5 t=2 p i = Ω( log −2 n).
25
Step 6. In what follows, we assume that the steps 2 to 4 were successful and
Step 5 was not successful.
26
Step 6 is considered successful if it returns a (1, 2)-pair from I L × I L which can be extended to a (1, 3, 2)- 
30
Moreover, since
Step 5 failed, we are already under the assumption that f restricted to A is ( / log 5 n)-
31
close to monotone increasing. Hence the theorem guarantees the existence of a set A ⊂ A with size
32
(1 − / log m))|A| of "quickly searchable" indices.
33
Consider the matching of (1, 2)-pairs
Step 4 is successful, f (i 0 ) < m T and thus |S| ≥ dominates S with probability p 6 = Ω( 2 log −4 n). (Remark: We would have repeated this step also q times 37 if there was any way of deciding whether a pair dominates S. )
38
Step 7. If Step 6 is successful, then Algorithm 4.7 succeeds in finding k with probability 1 − o(1). Thus the 39 whole algorithm succeeds with probability Ω( 3 log −6 n).
Repeating Algorithm 4.12 O( −3 log 6 n) times returns a (1, 3, 2)-tuple in f with probability close to 1
42
when |T 2 | ≥ n/6. Thus, Theorem 4.3 follows from Lemmas 4.4 and 4.13. 
12
Since T is a matching, for each pair (i, j) ∈ D, there is a distinct index k ∈ I R , such that (i, j, k) point-samples from I R , we hit a (1, 3, 2)-tuple with very high probability.
17
Wrapping this up inside the dyadic slicing argument that we have used twice before, we can conclude Here we justify the note made in Section 1.1 about the testability of Gilbreath shuffling, i.e., {(1, 3, 2), (3, 1, 2)}-
22
freeness. In general, -testing for a finite set of forbidden patterns A ⊆ S k can be done as discussed in
23
Proposition 2.3. However, the lower bounds do not follow, and indeed {(1, 3, 2), (3, 1, 2)}-freeness can be 24 tested using poly(log n) queries.
25
We sketch here why such non-adaptive 1-sided error testing works. If the given sequence if -far from one-third among the tuples to T 1 , the middle one-third to T 2 and the rest to T 3 . The pertinent combinatorial 35 observation to make here is that if we find some i ∈ T 1 (1), j ∈ T 3 (2) and k ∈ T 2 (3), then if i < j, (i, j, k)
36
forms a (1, 3, 2)-tuple and if i > j, (j, i, k) forms a (3, 1, 2)-tuple. A uniform sampling in I L and I R has 37 sufficient probability to find such an i, j and k. 
40
The permutation (1, 3, 2) ∈ S 3 is a smallest pattern that is not monotone. Note that testing a function and testing for (3, 1, 2) and (2, 1, 3) patterns are, respectively, equivalent to testing for (1, 3, 2) and (2, 3, 1)
1 patterns in (−f ). Hence (1, 3, 2)-testing is equivalent to testing of every non-monotone pattern in S 3 .
2
Theorem 5.1 Any one-sided-error non-adaptive -tester for the pattern (1, 3, 2) has query complexity Ω( √ n),
Proof. For the sake of contradiction, assume that there exists a one-sided error non-adaptive (1/4)-tester,
5
A, for the pattern (1, 3, 2) with query complexity q < √ n/2. We will show that the success probability 6 of A is less than 1/4, contradicting the assumption that A is a tester. Note that, by success probability, we 7 mean the probability by which A rejects an input that is (1/4)-far from being (1, 3, 2)-free.
8
We do so using Yao's principle. That is, we define a distribution D over the inputs and show that 9 any deterministic algorithm for the task has probability of success at most 1/4 when inputs are sampled 
16
The distribution D over input arrays of length n = 4m is formed by picking a number k uniformly at 17 random from [m] and selecting the input to be the array f k defined as follows. 
which is less than n/16, and k is chosen uniformly at random from [n/4], the probability that D contains k 27 is less than 1/4. Therefore, the probability that A succeeds in rejecting inputs sampled according to D is at 28 most 1/4. 
General non-monotone patterns

35
Intuitively it sounds natural that testing for not containing a longer non-monotone pattern is as hard as testing
36
(1, 3, 2)-freeness, as discovering a non-monotone π in f discovers also a (1, 3, 2) subpattern (or one of the 37 other similarly hard to test non-monotone length-3 patterns). However, this does not make a formal proof.
38
In this section we present such a proof in a strong setting (which includes also 2-sided error testing). We show that the problem of (1, 3, 2)-freeness can be reduced to the problem of testing for any non-monotone 1 pattern.
2
Theorem 5.3 Let π be a non-monotone pattern in S k , k ≥ 4. Testing for π-freeness can be reduced to 3 (3, 1, 2)-freeness (for adaptive / non-adaptive setting, and for 1-sided / 2-sided error testers). In particular 4 this implies that any one-sided-error non-adaptive -tester for π has query complexity Ω( √ n), for every
For the set of input functions f : [n] → R that the theorem holds for, we assume that there is a known
We first observe that any non-monotone pattern π ∈ S k contains a length-3 non-monotone pattern with 9 values in a contiguous interval of [k].
10
Proposition 5.4 Let k ≥ 4, and π ∈ S k a non-monotone pattern. Then there exists i ∈ [k − 2] such that 11 π| {π −1 (i),π −1 (i+1),π −1 (i+2)} is non-monotone.
12
We break the non-monotone pattern π into two subsequencesπ ∈ S 3 , and π ∈ S k−3 as follows.
13
Let i be the smallest value so that π| {π −1 (i),π −1 (i+1),π −1 (i+2)} is non-monotone. DefineÎ = {π −1 (i), π −1 (i+ 14 1), π −1 (i + 2)} and I = [k] \Î. Letπ ∈ S 3 and π ∈ S k−3 be the permutations order isomorphic to the 15 restriction of π on, respectively,Î and I .
Let f : [n] → R be any function for which we want to test forπ-freeness. We construct a function
, with the goal that f containsπ if and only if f π contains π.
2
Moreover, if f is far from beingπ-free then f π is far (with somewhat smaller distance) from being π-free.
3
Doing it in a "local" way will imply the reduction, and the corresponding lower bound. 
8
Let f : [n] → R that we want to test for being (3, 1, 2)-free (that isπ-free). In f π we construct, 9 f π (6j) = f (j), j = 1 . . . n. Thus every (3, 1, 2)-tuple (t 1 , t 2 , t 3 ) in f will also correspond to a (3, 1, 2)-10 tuple in f π in the places (6t 1 , 6t 2 , 6t 3 ). In the 5-consecutive indices before each 6j we will insert values 11 that are independent of the value of f , and are outside [−M, M ]. They will augment any (3, 1, 2)-tuple of 12 the form (6t , 6t 2 , 6t 3 ) to a π-tuple. This will be done by placing in the 5 values before each 6j, the values
Note that by doing so, the (3, 1, 2)-tuple (6t 1 , 6t 2 , 6t 3 ) is 14 augmented to the π-tuple (6t 1 − 5, 6t 1 − 4, 6t 1 − 3, 6t 1 , 6t 2 − 2, 6t 2 , 6t 3 − 1, 6t 3 ).
15
Further, due to the above local augmentation, a matching of (3, 1, 2) tuples in f will correspond to the 16 same size matching of π-tuples in f π . Moreover, no other π-tuples will be formed. Thus testing (3, 1, 2)-
17
freeness for f will be reduced to testing π freeness for f π (1/6 of the distance parameter as the length is
18
increased by a factor of 6).
19
We end now with a formal description of the reduction. 
21
For every s ∈ {0, . . . , n} and t
One can verify that if (s 1 , s 2 , s 3 ) is aπ-tuple in f , then f π contains π-tuple in the "(k−3)-neighborhood" 22 of (s 1 , s 2 , s 3 ), that is, among the set of indices
contains a matching of tπ-tuples, then f π contains a matching of t π-tuples. by (k − 2)) corresponds to aπ-tuple in f .
32
Based on these two observations we conclude that, if f isπ-free, then f π is π-free and if f is -far from 33 beingπ-free, then f π is /(k − 2)-far from being π-free. Hence an -tester forπ reduces to an /(k − 2)-34 tester for π. Since testing for any non-monotone pattern in S 3 is equivalent to testing for the pattern (1, 3, 2),
35
Theorem 5.3 follows from Theorem 5.1.
36
6 Open problems and further discussion 37 In a preliminary version of this draft (SODA2017), we posed three open problems, of which two where 38 already solved. We give an account of these problems, with an additional one here below. In this section, we prove 
40
Our strategy is to define a certain search task, which we call the "intersection-search". Let C be the 1 class of algorithms for this search task. We show that every algorithm from C has a large query complexity.
2
Finally, we reduce the intersection-search task to the testing of (1, 3, 2)-freeness. 
Notice that this is an easy task for a randomized adaptive algorithm. Selecting constantly many elements 7 from A 1 uniformly at random and searching for their location in each of A j , j ≥ 2 using a binary search is 8 bound to succeed with high probability. This suggests an adaptive algorithm of O(m log n) query complex-9 ity. However, we are interested here in non-adaptive algorithms. In this setting it can be seen, as in Theorem contain a witness with high probability. We argue next that one cannot do much better. For this we first 12 define formally the class of algorithms C that we are willing to accept. The algorithm is said to succeed if it returns an m-tuple. The success probability of the algorithm is the 20 worst-case success probability, i.e., the minimum over all inputs. The query complexity of the algorithm is 21 m j=1 |Q j |.
22
Lemma A.4 Let A be an algorithm in class C for Problem A.2 on m arrays. If A makes q < n/2 queries, 23 then the success probability of A is at most (q/m) m /n m−1 .
24
Proof.
We use Yao's principle to lower bound the success probability of A. That is, we define a dis- 
39
The arrays A 1 , . . . , A m are defined as follows:
and for 2 ≤ j ≤ m,
With this, the input distribution D is fully defined, the following properties are immediate. All the m of queries allowed is less than n, no algorithm under our consideration can determine S completely.
6
Let A be a deterministic algorithm for Problem A.2. Let Q j , j ∈ [m] be the set of indices for which (ii) i 1 ∈ S. Since A knows with certainty that i 1 ∈ S (condition (ii) above), it is necessary that A knows We have designed f so that for every (i 1 , i 2 , i 3 ) that is a solution for the intersection-search problem, i.e and i 3 = 3n + 1 − i 3 , is a (1, 5, 4, 2, 3)-tuple in f . Since there are n such disjoint pairs at least, f is -far 
