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CONSTRUCTION OF DISCRETE SERIES REPRESENTATIONS
OF SOe(4, 1) VIA ALGEBRAIC DIRAC INDUCTION
ANA PRLIC´
Abstract. The notion of algebraic Dirac induction was introduced by P.
Pandzˇic´ and D. Renard. This is a construction which gives representations
with prescribed Dirac cohomology. They proved that all holomorphic discrete
series representations can be constructed via Dirac induction. All discrete se-
ries representations of the group SOe(4, 1) are nonholomorphic. In this paper
we prove that they can also be constructed using algebraic Dirac induction.
1. Introduction
The notion of Dirac cohomology was formulated by Vogan in 1997 [8]. Let G be
a connected real reductive Lie group with Cartan involution Θ such that K = GΘ
is a maximal compact subgroup of G and let g = k⊕p be the corresponding Cartan
decomposition of the complexified Lie algebra g of G. The algebraic version of the
Dirac operator D is defined in [8] as
D =
∑
i
bi ⊗ di ∈ U(g)⊗ C(p),
where U(g) is the universal enveloping algebra of g, C(p) is the Clifford algebra of
p with respect to an invariant nondegenerate symmetric bilinear form B on g0, bi
is a basis of p and di is the dual basis with respect to B. From the well known (and
easy to prove) formula
D(1 ⊗ x) + (1⊗ x)D = −2x⊗ 1, for x ∈ p,
it follows that understanding the p action on the (g,K)–module X comes down
to understanding the action of the Dirac operator on X ⊗ S where S is the spin
module of C(p). The Dirac cohomology of a Harish-Chandra module X is defined
as
HDV (X) = KerD/ImD ∩KerD.
It is a K˜–module, where K˜ is the spin double cover of K. In [8] Vogan conjectured
and in [1] Huang and Pandzˇic´ proved that Dirac cohomology, if nonzero, determines
the infinitesimal character of the representation. Namely, the following theorem
holds: Let h = t ⊕ a be a fundamental Cartan subalgebra of g. We view t∗ ⊂ h∗
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by extending functionals on t by 0 over a. We fix compatible positive root systems
R+g and R
+
k for (g, h) respectively (k, t).
Theorem 1.1. Let X be a (g,K)-module with infinitesimal character Λ ∈ h∗.
Assume that HDV (X) contains the irreducible K–module Eγ with highest weight
γ ∈ t∗. Then
γ + ρk = wΛ for some w ∈Wg.
One of the consequences of the above theorem is the fact that unitary (g,K)–
modules with nonzero Dirac cohomology are exactly those for which Dirac inequal-
ity becomes equality on some K˜–types of X ⊗ S. Namely, Dirac inequality says
that for a unitary (g,K)–module X and an irreducible representation Eτ of K˜ with
the highest weight τ ∈ h∗ such that the multiplicity of the K˜–type Eτ in X ⊗ S is
at least one, then
||τ + ρk|| ≥ ||Λ||,
where Λ ∈ h∗ denotes the infinitesimal character of X . Important examples of uni-
tary modules with nonzero Dirac cohomology are discrete series representations,
most of the more general unitary modules with strongly regular infinitesimal char-
acter, the so-called Aq(λ)–modules and many others. Classification of irreducible
unitary (g,K)–modules with nonzero Dirac cohomology is still an open problem.
In [4] the authors describe certain constructions which give representations with
prescribed Dirac cohomology by tensoring the algebra U(g)⊗C(p) with the Dirac
cohomology over a certain subalgebra that contains the Dirac operator. Since the
functor of Dirac cohomology admits no adjoint, two alternative definitions were
proposed in [4], both of which coincide with the Vogan’s definition for unitary and
finite dimensional (g,K)–modules. They are called Dirac cohomology and homol-
ogy. The functor of Dirac cohomology is left exact and admits a right adjoint,
while the functor of Dirac homology is right exact and admits a left adjoint. These
adjoints are called Dirac induction functors. For example, all holomorphic discrete
series can be constructed by tensoring the algebra U(g)⊗C(p) with the Dirac coho-
mology over the algebra generated by k∆, the ideal I ⊂ (U(g)⊗C(p))
K generated
by the Dirac operator and C(p)K .
Let us review the definition and the main results about Dirac induction as defined
in [4]. By composing the adjoint action of k on p with the embedding of the Lie
algebra so(p) into the Clifford algebraC(p), we get a Lie algebra map α : k −→ C(p).
Now we can embed the Lie algebra k diagonally into U(g)⊗ C(p), by
X 7→ X∆ = X ⊗ 1 + 1⊗ α(X).
We will denote the image of this embedding by k∆ and A = U(g) ⊗ C(p). Let I
be the two-sided ideal in the algebra of K–invariants AK generated by D and let
B be the K–invariant subalgebra of A with unit, generated by k∆ and I.
Definition 1.2. Let X be a (g,K)–module. Dirac cohomology of X is defined as
HD(X) = {v ∈ X ⊗ S | av = 0, ∀a ∈ I},
while the functor of the Dirac homology is defined as
HD(X) = X ⊗ S/I(X ⊗ S).
If the module X is finite-dimensional or unitary, then we have
HD(X) = HD(X) = H
D
V (X) = Ker(D) = Ker(D
2).
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The functor of the Dirac cohomology HD : M(A, K˜) −→ M(k∆, K˜) has a left
adjoint, the functor
IndD :W 7→ A ⊗B W,
while the functor of the Dirac homology HD :M(A, K˜) −→M(k∆, K˜) has a right
adjoint, the functor
IndD : W 7→ HomB(A,W )K˜−finite.
The algebra B is the smallest reasonable choice for the algebra over which we ten-
sor (that containes the Dirac operator). However, even for the simplest nontrivial
example of a (g,K)–module (sl(2,C), SO(2)), the modules we get by this version
of induction are not irreducible. Therefore, we would like to tensor over a big-
ger algebra B. The second possible choice is the algebra B = U(k∆)A
K and the
third one is the so-called “intermediate” version where we tensor over the algebra
U(k∆)(C(p)
K +I). In both of the last cases we can consider HD as a functor from
the category of (A, K˜)–modules to the category of (B, K˜)–modules on which I acts
by zero. Then the functor IndD = A ⊗B · is left adjoint to the functor H
D, while
the functor IndD = HomB(A, ·)K˜−finite is right adjoint to the functor HD. It turns
out that the algebra C(p)K is very easy to describe unlike the algebra of all K–
invariants in A. The last one contains the algebra U(g)K which is, in general, hard
to describe. Nevertheless, the algebra AK can be explicitly described for the groups
SU(2, 1) and SOe(4, 1). While all holomorphic discrete series representations can
be constructed via intermediate version of Dirac induction, it turns out that for the
construction of the nonholomorphic discrete series of the groups SU(2, 1) (see [6])
and SOe(4, 1) we have to tensor over the algebra U(k)∆A
K . Although this does
not look promising for the generalization, since the algebra AK is hard to describe,
it seems to the author that for the construction of the more general examples of
discrete series, it will be enough to tensor over the algebra generated by k∆, I,
C(p)K and one more distinguished element, the so-called k–Dirac operator. The
last algebra is exactly the algebra U(k∆)A
K if G is SU(2, 1) or SOe(4, 1) (see [5]
and [7]).
The paper is organized as follows. In Section 2 we give the K–types of the
discrete series representation Ab(λ) of SOe(4, 1) using the results from [3]. Further,
we calculate the action of p on the highest weight vectors of the K–types of Ab(λ)
and we describe a basis of the Ab(λ)–module. In Section 3, we reduce the obvious
spanning set of the induced module to the spanning set which will later be shown
to be a basis of the induced module. Finally, in Section 4 we construct the discrete
series of the group SOe(4, 1) via algebraic Dirac induction.
In the future, we hope to generalize our results to all discrete series represen-
tations and to study the connection between Dirac induction, translation functors
and cohomological induction.
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2. Discrete series representations of SOe(4, 1)
The (real) Lie algebra of the Lie group G = SOe(4, 1) is g0 = so(4, 1) . We use
the following basis of the complexification g of g0 (see [7]):
H1 = ie12 − ie21, H2 = ie34 − ie43,
E1 =
1
2
(e13 − e24 − ie23 − ie14 − e31 + e42 + ie32 + ie41),
E2 =
1
2
(e13 + e24 − ie23 + ie14 − e31 − e42 + ie32 − ie41),
F1 =
−1
2
(e13 − e24 + ie23 + ie14 − e31 + e42 − ie32 − ie41),
F2 =
−1
2
(e13 + e24 + ie23 − ie14 − e31 − e42 − ie32 + ie41),
E3 = e15 − ie25 + e51 − ie52,
E4 = e35 − ie45 + e53 − ie54,
F3 = e15 + ie25 + e51 + ie52,
F4 = e35 + ie45 + e53 + ie54.
where eij denotes the matrix with the ij entry equal to 1 and all other entries equal
to 0. The commutation relations are given by the following table (see [7]):
Table 1. commutator table
H2 E1 E2 F1 F2 E3 E4 F3 F4
H1 0 E1 E2 −F1 −F2 E3 0 −F3 0
H2 E1 −E2 −F1 F2 0 E4 0 −F4
E1 0 H1 +H2 0 0 0 −E4 E3
E2 0 H1 −H2 0 E3 −F4 0
F1 0 F4 −F3 0 0
F2 E4 0 0 −F3
E3 2E1 2H1 2E2
E4 2F2 2H2
F3 −2F1
Let g = k ⊕ p be the Cartan decomposition of g corresponding to the Cartan
involution θ(X) = −Xτ . Then
k = span{H1, H2, E1, E2, F1, F2} ∼= so(4,C), and p = span{E3, E4, F3, F4}.
We have k = k1 ⊕ k2, where
k1 = span{H1 +H2, E1, F1} ≃ sl(2,C), k2 = span{H1 −H2, E2, F2} ≃ sl(2,C)
with H1+H2, E1 and F1 (resp. H1−H2, E2 and F2) corresponding to the standard
basis of sl(2,C). Algebras k1 and k2 mutually commute. In the standard positive
root system, the compact positive roots are ǫ1 ± ǫ2, and the noncompact positive
roots are ǫ1, ǫ2. For a k1–module V and a k2–moduleW , the external tensor product
V ⊠W is equal to the tensor product V ⊗W as a vector space, and it is a k–module
such that k1 acts on V and k2 acts onW . We will denote by Vm a finite dimensional
sl(2,C)–module with the highest weight m.
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All discrete series representations are Ab(λ)–modules for some Borel subalgebra
b and some λ ∈ h∗ which is is admissible for b. Here we take
b = h⊕ gǫ1−ǫ2 ⊕ gǫ1+ǫ2 ⊕ gǫ1 ⊕ gǫ2 .
From [3, Corrolary 7.] it follows that the discrete series representation Ab(λ) of G
has the following K–types
(2.1) Vλ1+λ2+2+l+k ⊠ Vλ1−λ2−l+k, k ∈ N0, l ∈ {0, 1, · · · , λ1 − λ2}.
Here Vn⊠Vm denotes the k–module with highest weight (n,m), such that H1+H2
acts on the highest weight vector vn ⊠ vm by n and H1 −H2 acts on the highest
weight vector vn ⊠ vm by m. All of the above K–types are of multiplicity one. Let
us denote the set (2.1) by Γ(Ab(λ)). The next step is to find the action of the
elements of p on the highest weight vector vn ⊠ vm of each K–type Vn ⊠ Vm in
Γ(Ab(λ)).
Figure 1. K–types
(m0 , n0)
(m0 + 1 , n0 + 1)
(m0 + 2 , n0 + 2)
(m0 + 1 , n0 − 1)
(m0 + 2 , n0)
(m0 + 3 , n0 + 1)
(m0 + n0 , 0)
(m0 + n0 + 1 , 1)
(m0 + n0 + 2 , 2)
In the above figurem0 = λ1+λ2+2 and n0 = λ1−λ2. The highest weight vector
of the K–type p = span{E3, E4, F3, F4} ≃ V1 ⊠ V1 in U(g) is E3. The weights of
the vectors E4, F3, F4 are (1,−1), (−1,−1), (−1, 1), respectively. The action map
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a : p⊗ (Vn ⊠ Vm) −→ p · Vn ⊠ Vm is k–equivariant. Furthermore, we have
(V1 ⊠ V1)⊗ (Vn ⊠ Vm) = (V1 ⊗ Vn)⊠ (V1 ⊗ Vm)
= (Vn+1 ⊕ Vn−1)⊠ (Vm+1 ⊕ Vm−1)
= (Vn+1 ⊠ Vm+1)⊕ (Vn+1 ⊠ Vm−1)
⊕ (Vn−1 ⊠ Vm+1)⊕ (Vn−1 ⊠ Vm−1).
It follows that
E3 · vn ⊠ vm = µ(n,m)vn+1 ⊠ vm+1,
for some scalar µ(n,m), where vn+1 ⊠ vm+1 is the highest weight vector of the K–
type Vn+1 ⊠ Vm+1 of Ab(λ). From now on, we will denote the K–type Vn ⊠ Vm by
(n,m).
Lemma 2.1. For each K–type (n,m) of the discrete series Ab(λ) we have µ(n,m) 6=
0, where µ(n,m) is as above. Equivalently, E3 · vn ⊠ vm 6= 0.
Proof. Let us fix some K–type (n,m) of the discrete series Ab(λ) with the highest
weight vector vn ⊠ vm. Since Ab(λ) is an irreducible (g,K)–module, we have
Ab(λ) = U(g) · vn ⊠ vm.
It follows from the Poincare´-Birkhoff-Witt theorem that
Ab(λ) = U(k) · spanC{F
a
4 F
b
3E
c
4E
d
3 | a, b, c, d ∈ N0} · vn ⊠ vm.
Let us assume that µn,m = 0, i.e., E3 · vn ⊠ vm = 0. Then we have
(2.2) Ab(λ) = U(k) · spanC{F
a
4 F
b
3E
c
4 | a, b, c ∈ N0} · vn ⊠ vm.
The weight of the vector F a4 F
b
3E
c
4 · vn⊠ vm is equal to (n+ c− b− a,m− c− b+ a).
Since the K–type (n + 1,m + 1) contributes to Ab(λ), then it follows from (2.2)
that
n+ 1 = n+ c− b− a
m+ 1 = m− c− b+ a
for some a, b, c ∈ N0. It follows that b = −1, a contradiction. Hence µ(n,m) 6= 0. 
Since the weights of the vectors E4, F3 and F4 are (1,−1), (−1,−1) and (−1, 1)
respectively, it follows that
E4 · vn ⊠ vm = α(n,m)F2 · vn+1 ⊠ vm+1 + β(n,m)vn+1 ⊠ vm−1
F3 · vn ⊠ vm = γ(n,m)F1F2 · vn+1 ⊠ vm+1 + δ(n,m)F1 · vn+1 ⊠ vm−1
+ ǫ(n,m)F2 · vn−1 ⊠ vm+1 + η(n,m)vn−1 ⊠ vm−1
F4 · vn ⊠ vm = ρ(n,m)vn−1 ⊠ vm+1 + ζ(n,m)F1 · vn+1 ⊠ vm+1,
where vn ⊠ vm, vn+1 ⊠ vm+1, vn+1 ⊠ vm−1, vn−1 ⊠ vm+1 and vn−1 ⊠ vm−1 are the
highest weight vector of theK–types (n,m), (n+1,m+1), (n+1,m−1), (n−1,m+1)
and (n− 1,m− 1) in Ab(λ). If some of these K–types do not contribute to Ab(λ),
then the corresponding scalar in the above equations equals 0.
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Figure 2. p–action
(n , m)
E3
(n + 1 , m + 1)
(n , m)E4
(n + 1 , m + 1)
(n + 1 , m − 1)
(n , m)
F3
(n + 1 , m + 1)
(n + 1 , m − 1)(n − 1 , m − 1)
(n − 1 , m + 1)
(n , m)
F4
(n + 1 , m + 1)(n − 1 , m + 1)
The black dots in the above figure represent the highest weight vectors of the
corresponding K–types while the white dots represent lower vectors.
Lemma 2.2. Let us fix some K–type (n,m) in Ab(λ). With notation as above, we
have β(n,m) 6= 0 if the K–type (n+ 1,m− 1) belongs to Ab(λ).
Proof. Let us assume that the K–type (n+1,m−1) belongs to Ab(λ) and β(n,m) =
0. From that assumption it follows that α(n,m) 6= 0. Otherwise we would have
E4 · vn ⊠ vm = 0 and then E3 · vn ⊠ vm = 0, since E3 = [E2, E4], which contradicts
the previous lemma. Furthermore we have
E4 · vn ⊠ vm = [F3, E1] · vn ⊠ vm = −E1F3 · vn ⊠ vm
= −E1(γ(n,m)F1F2 · vn+1 ⊠ vm+1 + δ(n,m)F1 · vn+1 ⊠ vm−1
+ ǫ(n,m)F2 · vn−1 ⊠ vm+1 + η(n,m)vn−1 ⊠ vm−1)
= −γ(n,m)E1F1F2 · vn+1 ⊠ vm+1 − δ(n,m)E1F1 · vn+1 ⊠ vm−1,
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since E1 · vn−1 = 0. We assumed that β(n,m) = 0. Then E4 · vn⊠ vm = α(n,m)F2 ·
vn+1 ⊠ vm+1 from where it follows δ(n,m) = 0 and then
p · Vn ⊠ Vm ⊂ (Vn+1 ⊠ Vm+1)⊕ (Vn−1 ⊠ Vm+1)⊕ (Vn−1 ⊠ Vm−1).
Since the K–type (n+ 1,m+ 1) is in Ab(λ), we have
(2.3) E4 · vn+1 ⊠ vm+1 = α(n+1,m+1)F2 · vn+2 ⊠ vm+2 + β(n+1,m+1)vn+2 ⊠ vm.
If the K–type (n− 1,m− 1) is in Ab(λ), then we have
E4 · vn−1 ⊠ vm−1 = α(n−1,m−1)F2 · vn ⊠ vm + β(n−1,m−1)vn ⊠ vm−2.
Furthermore, we have
E4 · vn+1 ⊠ vm+1 = E4
(
1
µ(n,m)
E3 · vn ⊠ vm
)
=
1
µ(n,m)
(E3E4 − 2E1) · vn ⊠ vm
=
α(n,m)
µ(n,m)
(E3F2) · vn+1 ⊠ vm+1
=
α(n,m)
µ(n,m)
(−E4 + F2E3) · vn+1 ⊠ vm+1,
from where it follows(
1 +
α(n,m)
µ(n,m)
)
E4 · vn+1 ⊠ vm+1 =
α(n,m)
µ(n,m)
µ(n+1,m+1)F2 · vn+2 ⊠ vm+2.
Since α(n,m) 6= 0, µ(n,m) 6= 0, µ(n+1,m+1) 6= 0 and F2 · vn+2 ⊠ vm+2 6= 0, then
from the equation above it follows that 1+
α(n,m)
µ(n,m)
6= 0. From here and (2.3) we get
β(n+1,m+1) = 0. Similar calculation shows that if the K–type (n − 1,m− 1) is in
Ab(λ), then β(n−1,m−1) = 0. Since β(n+1,m+1) = β(n−1,m−1) = 0, then
δ(n+1,m+1) = δ(n−1,m−1) = 0.
From the previous conclusions we get
spanC{F
a
4 F
b
3E
c
4E
d
3 | a, b, c, d ∈ N0} · Vn ⊠ Vm ⊂
⋃
(k,l)∈Γ(Ab(λ))
k−l≤n−m
Vk ⊠ Vl.
This contradicts the assumption (n+ 1,m− 1) ∈ Γ(Ab(λ)). 
Theorem 2.3. The set
{F a1 F
b
2E
k
3E
l
4 · vλ1+λ2+2 ⊠ vλ1−λ2 | k ∈ N0, l ∈ {0, 1, · · · , λ1 − λ2},
a ∈ {0, 1, · · · , λ1 + λ2 + 2 + k + l},
b ∈ {0, 1, · · · , λ1 − λ2 + k − l}}(2.4)
is a basis of the discrete series representation Ab(λ).
Proof. Let us introduce the following notation
St = {F
a
1 F
b
2E
k
3E
l
4 · vλ1+λ2+2 ⊠ vλ1−λ2 | k ∈ N0, l ∈ {0, 1, · · · , λ1 − λ2}, k + l ≤ t,
a ∈ {0, 1, · · · , λ1 + λ2 + 2 + k + l},
b ∈ {0, 1, · · · , λ1 − λ2 + k − l}},
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for t ∈ N0. From lemma 2.1 and lemma 2.2 it easily follows that the set St is a
spanning set of the vector space
(2.5) Zt =
⊕
(λ1+λ2+2+r,y)∈Γ(Ab(λ)),
r≤t
Vλ1+λ2+2+r ⊠ Vy.
It is easy to see that
Zt =
t⊕
r=0
Vm0+r ⊠ (Vn0+r ⊕ Vn0+r−2 ⊕ · · · ⊕ V|n0−r|),
where m0 = λ1 + λ2 + 2 and n0 = λ1 − λ2. The dimension of that space is
t∑
r=0
(m0 + r + 1)(dimVn0+r + dimVn0+r−2 + · · ·+ dimV|n0−r|)
=
t∑
r=0
(m0 + r + 1)(r + 1)(n0 + 1)
=
1
6
(n0 + 1)(3m0 + 2t+ 3)(t
2 + 3t+ 2),
and the cardinality of the set St is
n0∑
l=0
t−l∑
k=0
(m0 + k + l + 1)(n0 + k − l + 1) =
1
6
(n0 + 1)(3m0 + 2t+ 3)(t
2 + 3t+ 2).
From this it follows that St is a basis of Zt and hence, the set (2.4) is a basis of the
discrete series Ab(λ). 
3. Dirac cohomology and the induced module
The algebra AK is generated by Casimir elements for k1 and k2, by one generator
from C(p)K , by the Dirac operator
D = E3 ⊗ F3 + E4 ⊗ F4 + F3 ⊗ E3 + F4 ⊗ E4,
and by the k–Dirac operator
Dk = E1 ⊗ α(2F1) + E2 ⊗ α(2F2) + F1 ⊗ α(2E1) + F2 ⊗ α(2E2)
+ (H1 −H2)⊗ α(H1 −H2) + (H1 +H2)⊗ α(H1 +H2).(3.1)
For more details about the structure of the algebra AK see [7]. The spin module is
S = span{1, E3, E4, E3 ∧ E4}.
The C(p)–module S can be viewed as a k–module (see [2, Section 2.]). We will
denote by V(n,m) the irreducible finite dimensional k–module with highest weight
(n,m) such that H1 acts by n on the highest weight vector, while H2 acts by m on
the highest weight vector. As a k–module S is equal to
S = V( 12 ,
1
2 )
⊕ V( 12 ,−
1
2 )
,
where
V( 12 ,
1
2 )
≃ V1 ⊠ V0 = span{E3 ∧E4, 1}
V( 12 ,−
1
2 )
≃ V0 ⊠ V1 = span{E3, E4}.
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Since the lowest K–type of the discrete series representation Ab(λ) is
Vλ1+λ2+2 ⊠ Vλ1−λ2 ≃ V(λ1+1,λ2+1),
then by [2, Corollary 7.4.5.] it follows that the Dirac cohomology HD(Ab(λ)) is
a single K˜–type with the highest weight equal to (λ1 + 1, λ2 + 1) − ρn, where
ρn = ρ− ρk =
1
2 (1, 1) is the half sum of the noncompact positive roots. Therefore,
the Dirac cohomology of Ab(λ) is the K˜–type V(λ1+ 12 ,λ2+
1
2 )
, from where it follows
that the Dirac cohomology is contained in the tensor product of the lowest K–
type of Ab(λ) and the K–type V( 12 ,
1
2 )
≃ V1 ⊠ V0 = span{E3 ∧ E4, 1} in S. Now,
using the fact that the highest weight vector of HD(Ab(λ)) is annihilated by the
elements (E1)∆ and (E2)∆, it is easy to check that H
D(Ab(λ)) is the K˜–type with
the highest weight vector equal to
w(λ1+ 12 ,λ2+
1
2 )
= (vλ1+λ2⊠vλ1−λ2)⊗E3∧E4+2(λ1+λ2+2)(vλ1+λ2+2⊠vλ1−λ2)⊗1.
The Dirac cohomology is
HD(Ab(λ)) = span{w(λ1+ 12−s,λ2+
1
2−t)
| s ∈ {0, 1, · · · , λ1+λ2+1}, t ∈ {0, 1, · · · , λ1−λ2}},
where
w(λ1+ 12−s,λ2+
1
2−t)
= (F1)
s
∆(F2)
t
∆w(λ1+ 12 ,λ2+
1
2 )
= (vλ1+λ2−2s ⊠ vλ1−λ2−2t)⊗ E3 ∧ E4
+ 2(λ1 + λ2 + 2− s)(vλ1+λ2+2−2s ⊠ vλ1−λ2−2t)⊗ 1.
Let xs denote λ1 +
1
2 − s and let yt denote λ2 +
1
2 − t. We describe a spanning set
of (A, K˜)–module IndD(W ) = A⊗B W , where W = H
D(Ab(λ)). Let us denote
Z = spanC{ab⊗ w − a⊗ bw | a ∈ A, b ∈ B, w ∈ W}.
We are going to reduce the obvious spanning set of A⊗B W given by
{a⊗ w + Z | a ∈ A, w ∈W}.
As in [6], it is easy to show that we can “remove” U(k). For x ∈ k, y ∈ C(p) and
w ∈ W we have
(x⊗ y)⊗ w = ((1⊗ y) · (x∆ − 1⊗ α(x))) ⊗ w =
= ((1⊗ y) · x∆)⊗ w − (1⊗ y · α(x)) ⊗ w
= ((1⊗ y) · x∆)⊗ w − (1⊗ y)⊗ x∆w︸ ︷︷ ︸
∈Z
+(1⊗ y)⊗ x∆w
− (1 ⊗ y · α(x)) ⊗ w
∈ (1⊗ C(p))⊗W + Z.
From here it follows:
(3.2) (U(k)⊗ C(p))⊗W ⊂ (1⊗ C(p))⊗W + Z.
Now, we are going to describe the structure of the algebra U(g) using the results
from [7]. The next proposition and its proof are similar to [6, Proposition 4.2.] and
its proof, but we recall it for the reader convenience.
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Proposition 3.1. We have
U(g) = spanC{x(E3F3 + E4F4)
ty |x ∈ {(adF1)
a(adF2)
b(Ek3 ) | k ∈ N0, a, b ∈ {0, · · · , k},
(3.3)
t ∈ N0, y ∈ U(k)}.
Proof. Let T be the right side of (3.3). We will show by induction that Ul(g) ⊂ T
for all l ∈ N0. The claim is obvious for l = 0 and l = 1. Let us assume that the
claim is true for l ∈ N0 less than or equal to some fixed t ≥ 1. By the Poincare-
Birkhoff-Witt’s theorem, it is enough to prove that elements of the form Ep3E
q
4F
r
3F
s
4 ,
p, q, r, s ∈ N0, p+ q + r + s = t+ 1 are in T . From [7, p. 278] it follows that
Sn(p) = V(n,0) ⊕ (E3F3 + E4F4)S
n−2(p),
for all n ∈ N, n ≥ 2, where V(n,0) is the irreducible k–module with the highest weight
vector En3 and the highest weight (n, 0) (more precisely H1 acts by n and H2 acts
by zero on En3 ). Now we have
Ep3E
q
4F
r
3F
s
4 ∈ (spanC{(adF1)
a(adF2)
b(Et+13 ) | k ∈ N0, a, b ∈ {0, · · · , t+ 1}}}
⊕ spanC{E
m+1
3 E
n
4 F
r+1
3 F
s
4 + E
m
3 E
n+1
4 F
r
3F
s+1
4 |m,n, r, s ∈ N0,
m+ n+ r + s = t− 1})⊕ Ut(g).
Therefore, it is enough to show that Em+13 E
n
4 F
r+1
3 F
s
4 + E
m
3 E
n+1
4 F
r
3F
s+1
4 ∈ T for
m,n, r, s ∈ N0, m+n+ r+ s = t− 1. By induction on r and s it can be easily seen
that
Em+13 E
n
4 F
r+1
3 F
s
4 + E
m
3 E
n+1
4 F
r
3F
s+1
4 ∈ E
m
3 E
n
4 F
r
3F
s
4 (E3F3 + E4F4) + Ut(g)
⊂ Ut−1(g)(E3F3 + E4F4) + Ut(g),
and the proposition follows. 
Furthermore, we have
(3.4) (E3F3 + E4F4)⊗ 1 = −
1
2
D2 +Dk + (H1 +H2).
which implies that
((E3F3 + E4F4)⊗ 1)⊗ w ∈ (U(k)⊗ C(p))⊗W + Z.
By (3.2), proposition 3.1 and (3.4) we see that the vector space A⊗BW is spanned
by the elements of the form (x⊗ y)⊗ w where
(3.5) x ∈ {(adF1)
a(adF2)
bEk3 | k ∈ N0, a, b ∈ {0, 1, · · · , k}}, y ∈ C(p), w ∈W.
The next step is to reduce a part of the algebra C(p).
Lemma 3.2. If T ∈ EndC(S) ∼= C(p) is any linear operator such that
T (1) = T (E3 ∧ E4) = 0,
then T = Tp
′
, where p
′
is the projection on spanC{E3, E4}.
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Proof. For s ∈ spanC{E3, E4} we have p
′(s) = s and then Tp′(s) = T (s). Further-
more, T (1) = T (E3 ∧E4) = 0 = Tp
′(1) = Tp′(E3 ∧ E4). Since
S = spanC{1, E3, E4, E3 ∧ E4}
it follows that T = Tp′. 
In the spin module S, the following identities hold
E3F4 · 1 = 0, E3F4 ·E3 ∧ E4 = E3 · (2E3) = 0,
E4F3 · 1 = 0, E4F3 ·E3 ∧ E4 = E4 · (−2E4) = 0,
(E3F3 − E4F4) · 1 = 0, (E3F3 − E4F4) ·E3 ∧ E4 = E3 · (−2E4)− E4 · (2E3) = 0.
By lemma 3.2, we have E3F4p
′ = E3F4, E4F3p
′ = E4F3 and (E3F3 − E4F4)p
′ =
(E3F3 − E4F4). Since (1⊗ p
′)w = 0 for w ∈W , we get that for any a ∈ A and
s ∈ spanC{E3F4, E4F3, (E3F3 − E4F4)}
(a(1⊗ s))⊗ w = (a(1⊗ sp′))⊗ w = (a(1⊗ s)(1⊗ p′)) ⊗ w
= (a(1⊗ s)(1 ⊗ p′))⊗ w − (a(1⊗ s))⊗ (1⊗ p′)w︸ ︷︷ ︸
0
∈ Z.
It follows that
(U(g)⊗ C(p)E3F4)⊗W ⊂ Z
(U(g)⊗ C(p)E4F3)⊗W ⊂ Z
(U(g)⊗ C(p)(E3F3 − E4F4))⊗W ⊂ Z.(3.6)
From (3.2), (3.5), (3.6) and
(adFi)
aEk3 ∈ span{F
m
i E
k
3F
n
i |m+ n = a}, i = 1, 2
it follows that the vector space A⊗B W is spanned by the set
{(x⊗ y)⊗ w |x ∈ {F a1 F
b
2E
k
3 | k ∈ N0, a, b ∈ {0, · · · , k}},(3.7)
y ∈ {1, E3, E4, F3, F4, E3E4, E3F3, F3F4}, w ∈W}.
Furthermore, one can easily check that
D · (1⊗ E3F4)− (1⊗ E3F4) ·D = −2(E3 ⊗ F4 − F4 ⊗ E3);(3.8)
D · (1⊗ E4F3)− (1⊗ E4F3) ·D = −2(E4 ⊗ F3 − F3 ⊗ E4);
D · (1⊗ (E3F3 − E4F4))− (1⊗ (E3F3 − E4F4)) ·D = −2D+ 4(E4 ⊗ F4 + F3 ⊗ E3);
D − (E4 ⊗ F4 + F3 ⊗ E3) = (E3 ⊗ F3 + F4 ⊗ E4).
From (3.8), (3.6) and D ⊗W ⊂ Z we get
(E3 ⊗ F4 − F4 ⊗ E3)⊗ w ∈ Z(3.9)
(E4 ⊗ F3 − F3 ⊗ E4)⊗ w ∈ Z
(E4 ⊗ F4 + F3 ⊗ E3)⊗ w ∈ Z
(E3 ⊗ F3 + F4 ⊗ E4)⊗ w ∈ Z.
Proposition 3.3. For s ∈ {0, 1, 2, · · · , λ1 + λ2} and t ∈ {0, 1, 2, · · · , λ1 − λ2} we
have
(1⊗ F4)⊗ (λ1 + λ2 + 1− s)w(xs,yt) ∈ (1⊗ E3)⊗ (F1)∆w(xs,yt) + Z.
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Proof. For w ∈ W we have
(3.10) (F1)∆(1 ⊗ E3)⊗ w ∈ (1⊗ E3)⊗ (F1)∆w + (1⊗ F4)⊗ w + Z.
Furthermore, using (3.6) we get
(3.11) (F1)∆(1⊗ E3)⊗ w ∈ (F1 ⊗ E3)⊗ w + Z.
From (3.9), and D ⊗W ⊂ Z we get
(F1 ⊗ E3)⊗ w = −
1
2
([F3, F4]⊗ E3)⊗ w(3.12)
= −
1
2
[(F3F4 ⊗ E3)⊗ w − (F4F3 ⊗ E3)⊗ w]
∈ −
1
2
[(F3E3 ⊗ F4)⊗ w + (F4E4 ⊗ F4)⊗ w] + Z
= −
1
2
[(F3E3 + F4E4)⊗ F4 ⊗ w] + Z.
From (3.4), we get
(3.13) (F3E3 + F4E4)⊗ 1 = −
1
2
D2 +Dk − (H1 +H2).
A strightforward calculation shows that Dk acts onW by (−λ1−λ2−4). The proof
follows from (3.10), (3.11), (3.12), (3.13) and from
((H1 +H2)⊗ F4)⊗ w(xs,yt) = (1⊗ F4)((H1 +H2)∆ ⊗ w(xs,yt)
− 1⊗ α(H1 +H2)⊗ w(xs,yt))
= (λ1 + λ2 − 2s)(1⊗ F4)⊗ w(xs,yt) + Z.

Corollary 3.4. For s ∈ {1, 2, · · · , λ1 + λ2} and t ∈ {0, 1, 2, · · · , λ1 − λ2} we have
(1 ⊗ E4F4)⊗ (λ1 + λ2 + 1− s)w(xs,yt) ∈ (1⊗ E4E3)⊗ (F1)∆w(xs,yt) + Z,
(1 ⊗ F3F4)⊗ (λ1 + λ2 + 1− s)w(xs,yt) ∈ (1⊗ F3E3)⊗ (F1)∆w(xs,yt) + Z,
(1 ⊗ F3)⊗ (λ1 + λ2 + 1− s)w(xS ,yt) ∈ −(1⊗ E4)⊗ (F1)∆w(xs,yt) + Z.
Proof. The first two claims follow from the previous lemma. Furthermore, we have
(1⊗ E4F3F4)⊗ (λ1 + λ2 + 1− s)w(xs,yt)
∈ (1⊗ E4F3E3)⊗ (F1)∆w(xs,yt) + Z
The proof follows from E4F3E3 = −2E4 + E3E4F3, E4F3F4 = 2F3 + F4E4F3 and
(U(g)⊗ C(p)E4F3)⊗W ⊂ Z. 
From Proposition 3.3, Corollary 3.4 and from the previous conclusions it follows
that the vector space A⊗B W is spanned by the set
{(x⊗ E3)⊗ w(xs,yt), (x⊗ E4)⊗ w(xs,yt),
(x⊗ 1)⊗ w(xs,yt), (x⊗ E3E4)⊗ w(xs,yt),
(x⊗ F3)⊗ w(xλ1+λ2+1,yt), (x⊗ F4)⊗ w(xλ1+λ2+1,yt),
(x⊗ E3F3)⊗ w(xλ1+λ2+1,yt), (x⊗ F3F4)⊗ w(xλ1+λ2+1,yt),
x ∈ {F a1 F
b
2E
k
3 | k ∈ N0, a, b ∈ {0, 1, · · · , k}}, s ∈ {0, 1, · · · , λ1 + λ2 + 1}, t ∈ {0, 1, · · · , λ1 − λ2}}.
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Proposition 3.5. For s ∈ {0, 1, · · · , λ1 + λ2}, t ∈ {0, 1, · · · , λ1 − λ2} and for any
nonnegative integer k we have
(F1E
k
3 ⊗ E3)⊗ w(xs,yt) ∈ spanC{(E
k−2
3 ⊗ E3)⊗ (E2)∆w(xs,yt),
(Ek3 ⊗ E3)⊗ (F1)∆w(xs,yt)}+ Z,
where E−13 = E
−2
3 = 0.
Proof. One can easily show by induction that for each k ∈ N
(3.14) F1E
k
3 = −k(k − 1)E
k−2
3 E2 + kE
k−1
3 F4 + E
k
3F1.
Furthermore, using α(E2) = −
1
2E3F4 and α(F1) =
1
2F3F4 and previous conclusions
we get
(3.15) (E2 ⊗ E3)⊗ w(xs,yt) ∈ (1⊗ E3)⊗ (E2)∆w(xs,yt) + Z,
and
(3.16) (F1 ⊗ E3)⊗ w(xs,yt) ∈
λ1 + λ2 + 2− s
λ1 + λ2 + 1− s
(1⊗ E3)⊗ (F1)∆w(xs,yt) + Z.
From (3.9) and Proposition (3.3) we get
(F4 ⊗ E3)⊗ w(xs,yt) = (E3 ⊗ F4)⊗ w(xs,yt)(3.17)
∈
1
λ1 + λ2 + 1− s
(E3 ⊗ E3)⊗ (F1)∆w(xs,yt) + Z.
The proof follows from (3.14), (3.15), (3.16) and (3.17). 
Proposition 3.6. For any t ∈ {0, 1, · · · , λ1− λ2} and for any nonnegative integer
k we have
(F1E
k
3 ⊗ E3)⊗ w(xλ1+λ2+1,yt)
∈ spanC{(E
k−2
3 ⊗ E3)⊗ (E2)∆w(xλ1+λ2+1,yt), (E
k
3 ⊗ F4)⊗ w(xλ1+λ2+1,yt)}+ Z,
where E−13 = E
−2
3 = 0.
Proof. The proof follows from (3.14), (3.15) and from
(F1 ⊗ E3)⊗ w(xλ1+λ2+1,yt) ∈ (1⊗ F4)⊗ w(xλ1+λ2+1,yt) + Z
(F4 ⊗ E3)⊗ w(xλ1+λ2+1,yt) = (E3 ⊗ F4)⊗ w(xλ1+λ2+1,yt).

Finally, from propositions 3.5 and 3.6 and previous conclusions we get
Theorem 3.7. One spanning set of the vector space A⊗B W is given by
{(F c2E
k
3 ⊗ E3)⊗ w(xs,yt), (F
c
2E
k
3 ⊗ E4)⊗ w(xs,yt),
(F c2E
k
3 ⊗ 1)⊗ w(xs,yt), (F
c
2E
k
3 ⊗ E3E4)⊗ w(xs,yt),
(x⊗ F3)⊗ w(xλ1+λ2+1,yt), (x⊗ F4)⊗ w(xλ1+λ2+1,yt),
(x⊗ E3F3)⊗ w(xλ1+λ2+1,yt), (x⊗ F3F4)⊗ w(xλ1+λ2+1,yt),
x ∈ {F a1 F
b
2E
k
3 | k ∈ N0, a, b ∈ {0, 1, · · · , k}}, c ∈ {0, 1, · · · , k},
s ∈ {0, 1, · · · , λ1 + λ2 + 1}, t ∈ {0, 1, · · · , λ1 − λ2}}.
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We will show that the above spanning set is also a basis of A⊗B W a bit later.
In the figure below c ∈ {0, 1, · · · , k} and t ∈ {0, 1, · · · , λ1 − λ2}.
Figure 3. Basis
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F1F
c
2E
k
3
F 21F
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k
3
F k1 F
c
2E
k
3
E3
F4
w(x0,yt)
(F1)∆w(x0,yt)
(F1)
2
∆w(x0,yt)
(F1)
λ1+λ2+1
∆ w(x0,yt)
F c2E
k
3
F1F
c
2E
k
3
F 21F
c
2E
k
3
F k1 F
c
2E
k
3
E3E4
E3F3
w(x0,yt)
(F1)∆w(x0,yt)
(F1)
2
∆w(x0,yt)
(F1)
λ1+λ2+1
∆ w(x0,yt)
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F c2E
k
3
F1F
c
2E
k
3
F 21F
c
2E
k
3
F k1 F
c
2E
k
3
E4
F3
w(x0,yt)
(F1)∆w(x0,yt)
(F1)
2
∆w(x0,yt)
(F1)
λ1+λ2+1
∆ w(x0,yt)
F c2E
k
3
F1F
c
2E
k
3
F 21F
c
2E
k
3
F k1 F
c
2E
k
3
1
F3F4
w(x0,yt)
(F1)∆w(x0,yt)
(F1)
2
∆w(x0,yt)
(F1)
λ1+λ2+1
∆ w(x0,yt)
4. Construction of the discrete series representations of the group
SOe(4, 1) via Dirac induction
Our goal is to get a basis of X ⊗S which is similar to the spanning set from the
theorem 3.7. The first step is to “remove” E4 from Theorem 2.3. Since
(adF2)E
k
3 = kE
k−1
3 E4 − k(k − 1)E
k−2
3 E1,
one can easily show by induction that for all k ∈ N0 and for all l ∈ {0, 1, · · · , λ1−λ2}
we have
(adF2)
lEk+l3 ·vλ1+λ2+2⊠vλ1−λ2 = (k+l)(k+l−1) · · · (k+1)E
k
3E
l
4 ·vλ1+λ2+2⊠vλ1−λ2 .
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One basis of the vector space Zt (see (2.5)) is given by
S1t = {F
a
1 F
b
2 (adF2)
lEk+l3 · vλ1+λ2+2 ⊠ vλ1−λ2 | k ∈ N0, l ∈ {0, 1, · · · , λ1 − λ2}, k + l ≤ t,
a ∈ {0, 1, · · · , λ1 + λ2 + 2 + k + l},
b ∈ {0, 1, · · · , λ1 − λ2 + k − l}}.(4.1)
Furthermore, we have
(4.2) (adF2)
lEk+l3 ∈ span{F
s
2E
k+l
3 F
t′
2 | s+ t
′ = l}.
From (4.1) and (4.2) it easily follows that the set
S2t = {F
a
1 F
b
2E
k+l
3 F
l
2 · vλ1+λ2+2 ⊠ vλ1−λ2 | k ∈ N0, l ∈ {0, 1, · · · , λ1 − λ2}, k + l ≤ t,
a ∈ {0, 1, · · · , λ1 + λ2 + 2 + k + l},
b ∈ {0, 1, · · · , λ1 − λ2 + k − l}}(4.3)
is a spanning set of the vector space Zt. Since the sets S
1
t and S
2
t have the same
cardinality, the set S2t is a basis of Zt. If we denote r = k + l it follows that one
basis of the vector space Zt ⊗ E3 is given by
(St)
1
E3
= {F a1 F
b
2E
r
3 ⊗ E3 · w(λ1+ 12 ,yl) | r ∈ {0, · · · , t}, l ∈ {0, 1, · · · ,min{λ1 − λ2, r}},
a ∈ {0, 1, · · · , λ1 + λ2 + 2 + r},
b ∈ {0, 1, · · · , λ1 − λ2 + r − 2l}}.(4.4)
To prove what we claim we need the following lemma.
Lemma 4.1. For x, y ∈ N0 such that x > y and for l ∈ {0, 1, · · · , λ1−λ2} we have
F x2 E
y
3 ⊗ E3 · w(λ1+ 12 ,yl) ∈ span{F
z
2E
v
3 ⊗ E3 · w(λ1+ 12 ,λ2+
1
2−p)
|
p ∈ {0, 1, · · · , λ1 − λ2}, v ∈ {0, 1, · · · , y}, z ≤ v}.
Proof. It is sufficient to prove the claim for x = y+1. The general case then follows
easily by induction. The claim is obvious for y = 0. Let us assume that the claim
is true for some y = k − 1. Then we have
F k+12 E
k
3 ⊗ E3 · w(λ1+ 12 ,yl) =kE4F
k
2 E
k−1
3 ⊗ E3 · w(λ1+ 12 ,yl)
+ F k2 E
k
3 ⊗ E3 · w(λ1+ 12 ,yl−1),(4.5)
where w(λ1+ 12 ,yl−1) = 0 for l = λ1 − λ2. Furthermore, we have
E4F
z
2E
v
3 ⊗ E3 · w(λ1+ 12 ,λ2+
1
2−p)
= F z2E
v
3E4 ⊗ E3 · w(λ1+ 12 ,λ2+
1
2−p)
∈ span{F z2 (adF2)E
v+1
3 ⊗ E3 · w(λ1+ 12 ,λ2+
1
2−p)
}
∈ span{F z+12 E
v+1
3 ⊗ E3 · w(λ1+ 12 ,λ2+
1
2−p)
+ F z2E
v+1
3 ⊗ E3 · w(λ1+ 12 ,λ2+
1
2−p−1)
}.(4.6)
If z ≤ v ≤ k− 1 then z+1 ≤ v+1 ≤ k. The proof follows from (4.5) and (4.6). 
Let us consider the following set
(St)
2
E3
= {F a1 F
b
2E
r
3 ⊗ E3 · w(λ1+ 12 ,yl) | r ∈ {0, · · · , t}, l ∈ {0, 1, · · · , λ1 − λ2},
a ∈ {0, 1, · · · , λ1 + λ2 + 2 + r},
b ∈ {0, 1, · · · , r}}.(4.7)
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It follows from lemma 4.1 that the set (St)
2
E3
⊂ Zt⊗E3 is a spanning set of Zt⊗E3.
Since the cardinality of the set (St)
2
E3
is
t∑
r=0
(m0 + r + 1)(r + 1)(n0 + 1),
(where m0 = λ1 + λ2 + 2, n0 = λ1 − λ2) and the dimension of the space
Zt ⊗ E3 = (Vm+r ⊠ (Vn+r ⊕ Vn+r−2 ⊕ · · · ⊕ V|n−r|))⊗ E3
is
t∑
r=0
(m0+r+1)(dimVn0+r+dimVn0+r−2+· · ·+dimV|n0−r|) =
t∑
r=0
(m0+r+1)(r+1)(n0+1),
the set (St)
2
E3
is a basis of Zt ⊗ E3.
The next proposition is an analogue to the proposition 3.5 in the space X⊗S =
Ab(λ)⊗ S.
Proposition 4.2. For s ∈ {0, 1, · · · , λ1 + λ2}, l ∈ {0, 1, · · · , λ1 − λ2} and for any
nonnegative integer k we have
(F1E
k
3 ⊗ E3) · w(xs,yl) ∈ spanC{(E
k−2
3 ⊗ E3) · w(xs,yl−1),
(Ek3 ⊗ E3) · w(xs+1,yl)},
where E−13 = E
−2
3 = 0.
Proof. For each k ∈ N
(4.8) F1E
k
3 = −k(k − 1)E
k−2
3 E2 + kE
k−1
3 F4 + E
k
3F1.
Furthermore, we have
(4.9) (E2 ⊗ E3) · w(xs,yl) = l(λ1 − λ2 − l + 1)(1⊗ E3) · w(xs,yl−1),
and
(4.10) (F1 ⊗ E3) · w(xs,yl) =
λ1 + λ2 + 2− s
λ1 + λ2 + 1− s
(1⊗ E3) · w(xs+1,yl).
Since (E3 ⊗ F4 − F4 ⊗ E3) · w = 0 for all w ∈ W , we get
(F4 ⊗ E3) · w(xs,yl) = (E3 ⊗ F4) · w(xs,yl)(4.11)
=
1
λ1 + λ2 + 1− s
(E3 ⊗ E3) · w(xs+1,yl).
The proof follows from (4.8), (4.9), (4.10) and (4.11). 
The next proposition is an analogue to the proposition 3.6 in the space X⊗S =
Ab(λ)⊗ S.
Proposition 4.3. For l ∈ {0, 1, · · · , λ1 − λ2} and for any nonnegative integer k
we have
(F1E
k
3 ⊗ E3) · w(xλ1+λ2+1,yl)
∈ spanC{(E
k−2
3 ⊗ E3) · w(xλ1+λ2+1,yl−1), (E
k
3 ⊗ F4) · w(xλ1+λ2+1,yl)},
where E−13 = E
−2
3 = 0.
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Proof. The proof follows from (3.14), (4.9) and
(F1 ⊗ E3) · w(xλ1+λ2+1,yl) = (1⊗ F4) · w(xλ1+λ2+1,yl);
(F4 ⊗ E3) · w(xλ1+λ2+1,yl) = (E3 ⊗ F4) · w(xλ1+λ2+1,yl).

From propositions 4.2 and 4.3 we get that the set
(St)final = {(F
c
2E
k
3 ⊗ E3) · w(xs,yl),(4.12)
(F a1 F
b
2E
k
3 ⊗ F4)⊗ w(xλ1+λ2+1,yl), |
k ∈ {0, 1, · · · , t}, a, b, c ∈ {0, 1, · · · , k},
s ∈ {0, 1, · · · , λ1 + λ2 + 1}, l ∈ {0, 1, · · · , λ1 − λ2}} ⊂ Zt ⊗ E3
is a spanning set of Zt ⊗ E3. Since the cardinality of the set (St)final equals the
cardinality of the set (St)
2
E3
which is a basis of Zt ⊗ E3, we conclude that (St)final
is a basis of Zt ⊗ E3. Finally, from the previous conclusions we get that one basis
of the vector space X ⊗ S is given by
{(F c2E
k
3 ⊗ E3) · w(xs,yl), (F
c
2E
k
3 ⊗ E4) · w(xs,yl),
(F c2E
k
3 ⊗ 1) · w(xs,yl), (F
c
2E
k
3 ⊗ E3E4) · w(xs,yl),
(x⊗ F3) · w(xλ1+λ2+1,yl), (x⊗ F4) · w(xλ1+λ2+1,yl),
(x⊗ E3F3) · w(xλ1+λ2+1,yl), (x⊗ F3F4) · w(xλ1+λ2+1,yl),
x ∈ {F a1 F
b
2E
k
3 | k ∈ N0, a, b ∈ {0, 1, · · · , k}}, c ∈ {0, 1, · · · , k},
s ∈ {0, 1, · · · , λ1 + λ2 + 1}, l ∈ {0, 1, · · · , λ1 − λ2}}.
The action map φ : A⊗W −→ X ⊗ S
φ(a⊗ w) = a · w, a ∈ A, w ∈W
maps the spanning set of A ⊗B W from Theorem 3.7 into the basis of the space
X ⊗ S, which implies that this spanning set is a basis of the vector space A⊗BW .
Finally, we get:
Theorem 4.4. Let X be the vector space of the discrete series representation of the
group SOe(4, 1) and let W be the Dirac cohomology of X. Then the (A, K˜)–module
IndD(W ) = A⊗B W is isomorphic to the (A, K˜)–module X ⊗ S.
Remark 4.5. There is one more positive root system that contains the fixed positive
root system {ǫ1 ± ǫ2} for k. This positive root system is
{ǫ1 ± ǫ2, ǫ1,−ǫ2}
and the corresponding Borel subalgebra is
b′ = h⊕ gǫ1−ǫ2 ⊕ gǫ1+ǫ2 ⊕ gǫ1 ⊕ g−ǫ2 .
Discrete series of SOe(4, 1) of the form Ab′(λ) for some λ which is admissible for
b′ can also be constructed via Dirac induction. The proof is similar.
Acknowledgements: The author is grateful to Pavle Pandzˇic´ for a careful
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