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Symbols
A Initial vehicle thermal coefficient matrix
Ap,h Estimated surface area of structural part p of house h
ac Battery ageing model coefficient
Bh Initial house h thermal coefficient matrix
bt Vehicle thermal model vector on time t
b Battery ageing model fitting parameter
Cn,h Heat capacity of node n for house h
Cref TABULA reference heat capacity
ch,t House h thermal model vector on hour t
cdhw Specific heat capacity of water at 60◦C
cin Specific heat capacity of water at 8◦C
ca Volumetric specific heat capacity of air at 20◦C
cc Volumetric specific heat capacity of concrete
c Battery ageing model fitting parameter
D−v,t Driving energy consumption of vehicle v on hour t
d1/2 Vector determining the inequality (1) or equality (2) con-
straints of a LP problem
Emax,v,0 Nominal battery capacity of vehicle v
Ev,t Energy stored in the battery of vehicle v on hour t
Eac Cell activation energy for the capacity fade process
F+max,v Maximum fuel charging power of vehicle v
F+v,t Fuel charging power of vehicle v on hour t
f Vector containing the coefficients of the objective function of a
LP problem
fj(t) Probability density for type j journey as a function of hour t
fobj Objective function for obj optimization
G
+/−
v,t Electric power directly charged (+) to or discharged from (−)
the electricity market of vehicle v on hour t
Gs/b,t Electricity sold (s) to and bought (b) from the market to the
home grid on hour t
Gmax Maximum electricity traded by home grid
gv,t Vehicle v grid-connection binary on hour t
Hnm,(h) Heat transfer coefficient between nodes n and m (of house h)
v
Hdhw Heat transfer coefficient between the domestic hot water
storage tank and the ambient air
hwa Minimum residential dwelling room height
hv Vehicle v plug-in hybrid binary
I Total current through the battery
Isol,t Solar irradiance on hour t
Jt Ampere-hour throughput of the whole battery system
jt Ampere-hour throughput of a single battery cell
Lv,t Battery capacity loss percentage of vehicle v at hour t
M1/2 Matrix determining the inequality (1) or equality (2) con-
straints of a LP problem
Nppl,h Number of residents in house h
Nh Number of modelled households
NY/N Number of people who either travelled (Y ) or didn’t (N) on
their day of survey
P
+/−
v,t Electric power charged (+) to and discharged (−) from vehi-
cle v on hour t
P
+/−
h,t Electric power draw of the heating (
+) and cooling (−)
equipment of house h on hour t
P−max,h Maximum electric power draw of the ground source cooling
system
P±max,v Vehicle on-board charger maximum power
Papp,h,t Electric power draw of the appliances and lighting in house
h on hour t
Psol,t Photovoltaic power generation on hour t
pr/m/F,t Retail (r) and market (m) prices of electricity, as well as fuel
(F ) prices on hour t
pf Additional fees included in retail electricity price
Qcell/battery Ampere-hour capacity of a single battery cell or a full bat-
tery system
Rg Universal gas constant
rj Random number associated with type j journey
r PEV battery ageing model driving mode parameter
SOC0 Battery ageing model fitting parameter
SOCmin Minimum permitted SOC of the PEV batteries
T¯n,h,t Mean temperature of node n over all houses h and hours t
Tn,v/h,t Temperature of node n for vehicle v or house h on hour t
Tsup,t Heating system supply water temperature on hour t
vi
Tmax/min,n Maximum or minimum temperature of node n
Tcell Surface temperature of a single battery cell
Tdhw Required domestic hot water temperature
Tin Inlet cold water temperature
Tg Yearly average temperature of the ground heat source
Ts Surface temperature of the floor
Top1.1 Operative temperature in the room at 1.1 m height
Up U-value of structural part p
U Nominal voltage of the battery system
Vdhw,t Volume of used domestic hot water per person on hour t
wv,t Vehicle v grid-connection at work binary on hour t
wj Weight coefficient of type j journey
x Vehicle node temperature vector
y House node temperature vector
z Vector containing the decision variables of a LP problem
zf Thickness of the modelled floor slab
z Battery ageing model fitting parameter
α
+/−
n Vehicle heating (+) or cooling (−) element coefficient of per-
formance of node n
α
+/−
h,t Coefficient of performance of the heating (
+) or cooling (−)
equipment of house h on hour t
α−ac Seasonal energy efficiency ratio of the ground source cooling
system
α+hp,t Coefficient of performance of the ground source heat pump
on hour t
α+dhw Coefficient of performance of the heat pump for heating do-
mestic hot water
αc Battery ageing model fitting parameter
β Vehicle thermal coefficient matrix 1
βij Element of matrix β on row i and column j
βc Battery ageing model fitting parameter
γ Vehicle thermal coefficient matrix 2
γij Element of matrix γ on row i and column j
γc Battery ageing model fitting parameter
∆t Time step length
∆Utb Extra heat transfer due to thermal bridging
δT Temperature difference of the heat pump heat exchangers
vii
h House h thermal coefficient matrix 1
h,ij Element of matrix h on row i and column j
ζh House h thermal coefficient matrix 2
ζh,ij Element of matrix ζh on row i and column j
ηCa Carnot efficiency parameter
ηk Energy efficiency of vehicle component k
κrfh/rad Supply water temperature coefficient of floor heating (rfh) or
radiator heating (rad) systems
Λc Effective surface area of the vehicle cabin
µ TABULA reference air exchange rate
ν Hourly self-discharge rate of the battery system
υ¯ Mean total heat transfer factor between floor f and interior i
nodes
τrfh/rad Supply water temperature constant of floor heating (rfh) or
radiator heating (rad) systems
υ Total heat transfer factor between floor f and interior i nodes
Φ±n,v/h,t Total thermal power to node n of vehicle v or house h on hour
t
φdhw,t Thermal power required for domestic hot water per person on
hour t
ϕppl,h,t Passive heating power of the residents of house h
ϕsol,h,t Passive solar heat gains og house h on hour t
Ψ±v,t Total electric power of the battery management system and
vehicle v air-conditioning thermal elements on hour t
ψ
+/−
max,n,v Maximum electric power draw of heating (+) or cooling (−)
element of node n of vehicle v
ψ
+/−
n,v,t Electric power draw of heating (+) or cooling (−) element of
node n of vehicle v on hour t
ψdhw,h,t Domestic hot water heating electric power draw of house h on
hour t
viii
Abbreviations
A/C Air conditioning
BEV Battery electric vehicle
BMS Battery management system
CD Charge-depleting
COP Coefficient of performance
CS Charge-sustaining
DHW Domestic hot water
DOD Depth of discharge
DSM Demand side management
HVAC Heating, ventilation, and air conditioning
ICE Internal combustion engine
LMO Lithium-manganese oxide
LP Linear programming
MG Microgrid
MILP Mixed-integer linear programming
MPC Model predictive control
NMC Nickel manganese cobalt
PDF Probability density function
PEV Plug-in electric vehicle
PHEV Plug-in hybrid electric vehicle
pp Percentage point
PV Photovoltaic
RE Renewable energy
SEA Swedish Energy Agency
SHLC Space heating load control
SMHI Swedish Meteorological and Hydrological Institute
SIKA Swedish Institute for Transport and Communications Analysis
SOC State of charge
UDDS Urban dynamometer driving schedule
V2G Vehicle-to-grid
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1. Introduction
The amount of renewable energy (RE) generation in the world is steadily
increasing along with energy demand [1]. Concerns about the adverse
effects of fossil fuel and nuclear based generation are driving the change
towards a more sustainable energy economy, one where decentralized RE
generation would hold a more central role. However, some prominent RE
technologies, such as solar and wind generation, are rather unpredictable
by nature and often don’t coincide with energy demand.
Any electrical grid must balance generation and consumption at all times
in order to function properly. Traditionally power systems have been de-
signed as load-following, with the generation side adjusting its output to
meet the demand in order to ensure grid stability. However, this type of
grid stabilization is becoming increasingly more difficult with the grow-
ing penetration of variable RE generation. Without additional flexibility
offered by other generators, consumers, or energy storage facilities, large
scale RE generation cannot be fully utilized without compromising grid
reliability and safety. [2]
In principle, energy storage has the potential to solve the RE mismatch
problem, as well as reduce the need for expensive peak-load power plants
operated only out of necessity at high marginal cost. Unfortunately, elec-
tricity is a difficult form of energy to store economically. Storage technolo-
gies with good electricity conversion efficiencies are typically set back by
large self-discharge rates, making them infeasible for long-term seasonal
storage, and their high cost usually makes them less attractive a storage
option than comparable thermal storages. [3]
Demand side management (DSM) is a concept that aims to compensate
the generation side loss of flexibility by establishing some manner of con-
trol over the consumption. In principle, DSM encompasses all activities by
the consumer side that affect the electricity demand, from changing appli-
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ances to more efficient ones to rescheduling appliances or even curtailing
some consumption altogether. In current power systems, DSM consists
mostly of large industrial consumers having agreements with the grid op-
erators to reduce their consumption during peak hours, should the need
for it arise. [3]
With the expansion of time-of-use and real-time pricing, DSM is slowly
starting to spread to customer driven applications as well. In addition, the
rapid developments in communication technologies and increasing net-
working of appliances have enabled controlling individual appliances in
accordance with the needs of the consumer and the electrical grid. This
form of DSM is often referred to as load shifting, and can naturally only
be applied to a small subset of appliances, as consumers cannot be ex-
pected to schedule their entire lives around RE generation. Ideally DSM
appliances have a lot of idle time, and the exact timing of their power
draw is irrelevant to the end user. For example space heating, heating
domestic hot water (DHW), and charging plug-in electric vehicles (PEVs)
are promising candidates for DSM applications. [3]
As the transportation sector is heavily dependent on oil, transport elec-
trification is seen as an appealing approach to reducing greenhouse gas
emissions, and the market penetration of PEVs is expected to increase
significantly in the years to come. PEVs can be further divided into two
distinctively different categories: battery electric vehicles (BEVs) that are
fully electric, and plug-in hybrid electric vehicles (PHEVs) that also have
an on-board internal combustion engine (ICE) for propulsion and or elec-
tricity generation. Since most privately owned vehicles spend significant
amounts of time parked [4], with PEVs this means a considerable amount
of idle battery capacity connected to the grid. Using smart charging a
fleet of PEVs could provide a significant contribution to the flexibility of
the electrical grid. The vehicle-to-grid (V2G) concept aims to take the in-
teraction between PEVs and the electrical grid a step further, by making
it possible for the PEVs to feed electricity back into the grid. Essentially,
this would render the PEV fleet a form of mobile distributed short-term
electricity storage. [5]
Even with sufficient flexibility, operating country-wide electrical grids
safely and reliably is a difficult task, which is made no easier by the in-
creasing amounts of distributed generation. Microgrids (MGs) are a con-
ceptual solution that aims to divide the overlaying power grid into smaller
self-regulated sub-grids, making it easier to manage the grid as a whole.
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Essentially, MGs are comprised of various loads and distributed genera-
tors operating under some sort of an energy management system ensuring
that the MG behaves according to the needs of the overlaying electrical
grid. The most significant feature of MGs is the possibility to make them
capable of autonomous operation while disconnected from the main grid,
often referred to as islanded operation in literature. [6]
This work aims to determine what the benefits achievable by V2G and
space heating load control (SHLC) schemes are for residential-scale con-
sumers with local photovoltaic (PV) generation. What are the savings in
yearly electricity costs for different PEV and SHLC systems, and how are
they affected by the number of households in the MG, the amount of PV
generation, or PEV battery degradation? These questions are addressed
by constructing a linear programming (LP) model of a small residential
MG with PEVs and PV generation, and cost-optimizing the scheduling of
the PEV and space heating loads.
The thesis is organized as follows: Chapter 2 provides a review of the
state-of-the-art literature on the various technological concepts modelled
in this work, Chapter 3 explains the various derived models and sources of
data, and Chapter 4 explains the final LP formulation. Chapter 5 presents
and discusses the results, and finally Chapter 6 presents a summary and
conclusions of the work.
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2. Background
In this work V2G and SHLC are studied as energy management assets
for residential customers in increasing the self-consumption of locally pro-
duced PV, as well as for taking advantage of real-time pricing. The MG
concept offers us a great platform to aggregate the benefits of PV genera-
tion combined with the storage capacity provided by the PEVs and ther-
mal mass of the modelled houses, although such a system would naturally
require the co-operation of the inhabitants.
The followings sections further describe the various aforementioned con-
cepts, as well as provide a quick overview on the relevant literature.
State-of-art studies relevant to the aims of this work are also described
in more detail.
2.1 Space Heating Load Control
Space heating load is an ideal candidate for DSM, as the exact timing
of the power draw is of no consequence to the consumer as long as ther-
mal comfort isn’t compromised. Depending on the heating system, the
thermal mass of the building, as well as possible thermal energy stor-
age elements such as hot water storage tanks or phase change materials,
the space heating load can incorporate considerable amounts of flexibility.
Naturally, taking advantage of the buildings properties in this manner re-
quires sophisticated control schemes for the heating system, for example
model predictive control (MPC). MPC is a method that aims to utilize the
thermal storage in a building to its maximum potential via model-based
predictions of the building’s climate, that attempt to account for distur-
bances such as internal heat gains and weather. [7]
Applications for heating, ventilation, and air conditioning (HVAC) load
control have been widely studied in literature, ranging from grid ancillary
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services with both commercial [8] and residential buildings [9], to econom-
ical energy management again with both commercial [10] and residential
[11] scale buildings. As grid ancillary services and commercial buildings
are beyond the scope of this work, the rest of the literature review shall
focus on residential scale energy management studies.
MPC is considered well suited for SHLC, for example a study by R. Havl-
gaard et al. [12] presents a MPC scheme that is designed to minimize the
heating costs of a modelled residential house with a ground source heat
pump and a floor heating system. The simulation spanned a 5 day period
with the controller having access to perfect forecasts on weather and elec-
tricity prices for the next 2 days, and the MPC was able to achieve 25%
cost savings over a constant electricity price scenario without compromis-
ing thermal comfort.
In another study by B. Favre and B. Peuportier [13], dynamic program-
ming was used for SHLC in a low energy single-family house in France
with time-of-use pricing and no active thermal storage elements. The cost
optimal scheduling of the space heating load resulted in 10–30% reduction
in heating costs over a constant temperature control scheme during the
modelled week during winter depending on the modelled weather, even
though utilizing the thermal mass of the house was found to lead into in-
creased heating energy consumption of 3–15%. The study also highlights
the importance of building thermal mass and insulation for the flexibility
of the space heating load.
M. Ali et al. [14] on the other hand used LP optimization in their study
of a Finnish single-family house with direct electric heating and partial
thermal storage, using hourly spot market electricity prices. The opti-
mizations were performed during a winter day with unusually volatile
spot market prices, and resulted in heating cost savings from around 5.5%
for no thermal storage up to around 46% with thermal storage capacity
capable of storing 40% of daily heating demand, when compared to an
unoptimized scenario.
While the aforementioned studies have focused mainly on reducing heat-
ing costs under various time-of-use electricity prices, D. Vanhoudt et al.
[15] performed a laboratory test of a residential heat pump emulating
the behaviour of a residential single-family house, with sufficient PV or
wind generation to render the modelled house a net-zero energy build-
ing. The emulated house had a floor heating system and included a 400
l hot water storage tank for thermal storage, as well as a 300 l DHW
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tank. The used market-based multi-agent control system increased RE
self-consumption by 5–29% in all studied RE scenarios when compared
to conventional heat demand based controls during the simulated win-
ter weeks. However, the multi-agent controls also increased the overall
energy consumption of the heating system by around 8-12%, making the
reduction in electricity bought from the main grid insignificantly small.
While the aforementioned studies have modelled and optimized the SHLC
of single-family houses in great detail, most of the studies seem to span
only a few weeks at best. In addition to examining the yearly benefits of
SHLC in this work, we also study the effects of increasing the number
of co-operating houses in the modelled MG combined with PEVs. To the
author’s best knowledge, the effects of this type of scaling haven’t been
previously studied in literature.
2.2 PEV Smart Charging and Vehicle-to-Grid
Since PEVs represent a significant extra load for the electrical grid, smart
charging is expected to become a crucial part of vehicle electrification in
order to avoid adverse effects of uncoordinated charging [16, 17]. In ad-
dition to avoiding overloading the power grid, smart charging has been
shown capable of providing benefits such as cost savings [18], peak load
reduction [19], and increased battery lifetime [20].
The V2G concept aims to take smart charging a step further by enabling
the PEVs to feed electricity from their batteries back into the grid, effec-
tively rendering the PEV fleet a massive mobile distributed electricity
storage, and some even envision that PHEVs could generate electricity
for the grid using their ICEs [5]. However, successfully implementing
V2G technology in the existing power systems is challenging. The re-
quirements on the charging infrastructure include fast and safe power
connection with the grid, communications between the PEV and the grid
operator, and suitable metering. Incorrect usage of the V2G systems could
result in adverse effects on the distribution equipment in the grid, as well
as unnecessary battery degradation. Even system security has to be con-
sidered to eliminate the possibility of deliberate misuse. [21]
As a concept, V2G was first proposed by W. Kempton and S. Letendre
[22], where they highlight the potential of the technology as a buffer for
RE generation or as a peak power resource and provide a simple economic
evaluation of the possible benefits. The larger scale studies on the vari-
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ous applications of V2G include wind [23] and PV [24] integration on a
national scale, as well as grid ancillary services using thousands of PEVs
[25]. V2G has also been studied as a way to increase MG reliability, par-
ticularly under islanded operation [26]. As this work focuses on RE inte-
gration and energy management, a few of such studies will be discussed
in more detail below.
C. Battistelli et al. [27] proposed an optimization tool, in which a LP
algorithm is used for energy management in a large MG. The case study
consists of two V2G-capable garages, a biomass power plant, a wind farm,
and appropriate loads derived from typical residential and industrial pro-
files. Robust optimization was used to account for the uncertainty asso-
ciated with the number of PEVs connected into the grid, and uncertainty
in the wind power production was accounted for by a stochastic program-
ming framework. According to the study, PEV availability is the main
source of uncertainty in this type of energy management optimization.
RE integration via V2G has been studied by M. Honarmand et al. [28] in
a MG with micro-turbines and fuel cells for additional distributed gener-
ation using mixed-integer linear programming (MILP) methodology. The
PEVs were connected to the MG via an intelligent parking lot acting as an
aggregator for the distributed PEV batteries, and possible consequences
of battery degradation were acknowledged by reducing the permitted cy-
cling of older PEV batteries. The proposed energy resources scheduling
results in lower overall operating costs in the modelled MG, as well as
points out the intelligent parking lot could provide cheaper spinning re-
serves for the MG than the fuel cells and micro-turbines. RE integration
and energy management of PEVs in a MG has also been studied by W. Su
et al. [29], using two-stage stochastic optimization in order to account for
the inherent uncertainty of RE generation.
Optimal energy management in a single household with V2G and RE
generation has been studied by L. Igualada et al. [30]. The presented
MILP model divides the household electricity load into critical, adjustable,
and shiftable categories, and includes simple battery wear cost calcula-
tions. A novel representation of range anxiety is also included, in the
form of a parameter that penalizes the PEV battery for incomplete state
of charge (SOC). The study reports overall daily electricity cost savings up
to e0.52 (15.5%) for the simulated house depending on the simulated level
of range anxiety, compared to the daily cost of electricity of e3.33 for the
baseline case where the PHEV charges itself to full as soon as possible.
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M. Rastegar and M. Fotuhi-Firuzabad [31] have also studied household
V2G energy management, with both RE and natural gas fuelled CHP.
Their modelled household also included a separate 7.8 kWh electricity
storage as well as a dispatchable dishwasher, washing machine, and a
clothes dryer. The study resulted in the yearly total costs decreasing from
e1801 to e631 (65% reduction) when installing 20 m2 of PV (around 5
kWp) and enabling V2G in their modelled household.
The aforementioned studies have experimented with a multitude of dif-
ferent scenarios, optimization methods, and objectives for V2G technology.
However to the author’s best knowledge, the effects of V2G on PEV bat-
tery lifetime are often omitted, or acknowledged through approximations
based on the number of battery cycles, neglecting the impact of battery
temperature and exact PEV utilization on the cycle life.
2.3 Battery Management Systems and Battery Ageing
The battery systems in PEVs consist of hundreds of small battery cells,
which are assembled into battery modules, which are then connected into
the full battery system and regulated by a battery management system
(BMS). The main tasks of the BMS are ensuring that the individual bat-
tery cells operate within proper voltage and temperature intervals while
fulfilling the requirements of the PEV. The voltage interval requirements
are met with various systems to detect, estimate, and equalize parame-
ters such as current throughput and SOC. As such systems are electronic,
their energy consumption is likely insignificant for the PEVs. However,
ensuring the correct operating temperature of the battery system is usu-
ally done with air or liquid thermal management systems [32]. Especially
in colder climates, heating the battery during winter could prove to affect
the PEV usability. [33]
So far the applications of batteries haven’t required extensive lifetimes,
but for automotive applications understanding the ageing phenomena and
their implications on the performance of batteries has become crucial.
Identifying different ageing and degradation mechanisms that occur in
batteries is a difficult task, as the processes are often complicated and
depend on both environmental and utilization related parameters. The
battery ageing process can be divided into two distinctive parts, called
calendar ageing and cycle ageing. Calendar ageing is the degradation of
battery performance associated with self-discharge and storage, whereas
8
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cycle ageing is the degradation associated with the charging and discharg-
ing processes. [34]
Currently the PEV industry seems to prefer various Li-ion chemistries
due to their high specific energy, comparatively low cost, as well as suffi-
cient performance and lifetime [35]. The ideal battery temperature for Li-
ion batteries is between 25◦C to 40◦C when in use, where a good balance
between battery performance and degradation is reached [32]. However,
thermal management systems consume on-board energy from the vehicle
battery when the PEV isn’t plugged in, reducing the range of the vehicle.
In reality PEV manufacturers seem to prefer the extended range over the
reduced battery degradation. The thermal management systems in real
PEVs seem to be set to keep the battery temperature within safe discharg-
ing limits between around −30◦C to 55◦C, depending on the exact battery
chemistry [33]. For example, the Nissan Leaf 2013 Owner’s Manual [36]
states that the battery warmer turns on if the Li-ion battery temperature
is −17◦C or lower, whereas the Mitsubishi I-MiEV 2012 Owner’s Manual
[37] states that the battery is heated only when its temperature is below
−25◦C. Charging the batteries however is another matter, as below 0◦C
lithium plating of the anode may occur, significantly reducing the cycle-
life of the battery [38].
Battery ageing in PEVs has been thoroughly studied by K. Smith et al.
[39] and J. Neubauer et al. [40], under varying battery temperatures and
drive cycles necessary to correctly account for PEV use. While these stud-
ies haven’t included V2G, they provide valuable information on the role of
battery and cabin thermal management in the PEV energy consumption
and battery ageing. According to [40], the primary challenges for PEVs in
cold climates are efficient cabin heating systems, while the impact of re-
quired battery heating remains largely negligible. In hot climates on the
other hand, efficient battery cooling systems were considered necessary
to avoid excessive battery degradation.
The feasibility of V2G as a peak power resource considering battery
ageing has been studied by C. Zhou et al. [41], taking into account the
depth of discharge (DOD) of the batteries and the ambient temperature.
However, the modelling is simplified by removing any thermal manage-
ment elements from the batteries. The study concludes that only Li-
ion batteries might be economical under temperate climate conditions for
V2G, whereas lead-acid and nickel-metal hydride chemistries aren’t due
to lower cycle life.
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A simple battery degradation model for PEV modelling was also pro-
posed by S. Han et al. [42], and demonstrated with optimizing residential
V2G energy management with PV generation. The battery wear model is
extremely simplified in order to allow for calibrating the model to corre-
spond to different battery chemistries according to typical cycle-life data
provided by battery manufacturers, and neglects the effects of battery
temperature. However, the study shows that including the approximated
costs of the battery wear in the energy management optimization has a
considerable impact on the V2G behaviour of the PEV. The PEV was seen
limiting its V2G use to times when the benefits exceeded the costs, but ul-
timately the results could not be considered economical with the modelled
battery costs.
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3. Data and Modelling
The Swedish Energy Agency (SEA) carried out a monitoring campaign
covering 201 detached houses and 188 apartments between August 2005
and December 2008 [43], most of which were located in the Mälardalen
region (58–59◦N, 15–18◦E). All the major electric equipment in the mea-
sured houses were monitored with wattmeters, from the HVAC system
down to the individual appliances and lights. The electrical energy con-
sumptions of each monitored device were logged with a 10-minute time
resolution. Even though the study was conducted several years ago, it is
reasonable to assume that there have been no significant changes in res-
idential electricity consumption since then, with the possible exception of
lighting [44].
From this data, 5 detached houses and 5 apartments that were mea-
sured for a full year during the years 2005–2006 were selected to rep-
resent the households modelled in this work. The data of the selected
households was rearranged to form uninterrupted electricity consumption
profiles spanning from 2005-9-1 00:00 to 2006-8-31 23:00 for each house-
hold, essentially assuming that the electricity consumption habits were
unaffected by weather or electricity prices. As the space heating load of
the houses is modelled separately for DSM purposes, this is a reasonable
assumption.
In this work, we build a residential energy management optimization
model, which is illustrated in Figure 3.1, based on the aforementioned
data. The following sections explain the various models used to describe
a single-family household with a PEV and local PV generation, as well as
any additional data used in their construction. Hourly time scale is used
mainly due to lack of more accurate weather and driving pattern data, but
also to allow for faster computations spanning the entire modelled year.
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Figure 3.1. Illustration of the energy flows within the modelled residential MG. The en-
ergy management is centrally optimized, meaning that each HVAC system
and PEV is co-operating towards a single common goal. The circles represent
dispatchable devices, the diamonds represent electricity infrastructure, and
the squares represent required uses for energy.
3.1 PEV Availability and Movement
The biggest difference between a PEV and a regular electricity storage is
that the PEV is also used for travelling, and thus is not always available
as a dispatchable resource. Also unlike stationary electricity storage sys-
tems, the PEVs have more strict temporal constraints on their SOC, as
they need to be sufficiently charged in order to complete necessary trips
at specific times.
A national travel survey by the name of RES 2005–2006 [4] was con-
ducted in Sweden between October 2005 and September 2006 by Statistics
Sweden and Swedish Institute for Transport and Communications Analy-
sis (SIKA). The survey included telephone interviews supported by travel
journal entries, and consists of data obtained from slightly over 41,000
randomly selected people between the ages of 6 and 84. Each participant
recorded their movements on a single specific day of survey, determined by
the SIKA. The raw travel journal data was not available, and instead we
12
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use the public statistics, which allow us to generate approximate driving
patterns for typical Swedes, albeit some assumptions have to be made.
The hourly distribution of journeys by purpose as determined in the
RES 2005–2006 survey statistics is shown in Figure 3.2. Unfortunately,
the statistics don’t differentiate between going to and returning from work,
combining them into a single category instead. The RES 2005–2006 ques-
tionnaire definition of a journey is a set of consecutive trips with either
residence, workplace, or school as possible final destinations [4]. This
results in trips from home to work and from work back home counting
as separate journeys, whereas trips from home to a shop and back again
count as a single journey. The survey also divided each trip into stages
if the mode of travel changed mid-travel, for example driving to a train
station and travelling the rest of the way via train.
Assuming that each person has to both go to work and return from work
during a single day and that the number of people going to work and re-
turning from work are equal, the work journey distribution can be cut in
half to form two separate distributions for these different trips. Since the
different distributions have their minima at 01:00-01:59 as seen in Figure
3.2, we’ll choose to have it represent the point at which every person re-
turns from work or other journeys at the latest. Then by choosing 11:00-
Figure 3.2. The hourly distribution of journeys by purpose [4].
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Figure 3.3. The PDF of work duration including commuting. Calculated from PDFs for
going to work fg and returning from work fr that are assumed to be indepen-
dent of each other.
11:59 as the latest hour people go to work, we minimize the difference
between the number of trips to and from the workplace. This yields two
separate hourly distributions that can easily be normalized into discrete
probability density functions (PDFs). In reality, the PDFs of going to work
fg(tg) and returning from work fr(tr) aren’t independent, but instead are
linked together by a work duration distribution fw(∆tw), which unfortu-
nately is unknown. For now, we assume fg and fr to be independent and
calculate the work duration PDF as
fw(∆tw) '
∑
tg
fg(tg)fr(tg + ∆tw). (3.1)
The resulting PDF presented in Figure 3.3 has a reasonable shape, even
though it includes possible work durations up to 19 hours. However, this
work duration distribution essentially gives the amount of time the PEV
spends parked at the workplace, and not the amount of time the com-
muters are expected to actually work. Thus the occasional longer work
days can be interpreted as occurrences where the commuters spend time
in the vicinity of the workplace while leaving their PEV parked there.
Similarly, the occurrences where the work duration is exceptionally short
could be interpreted as occasions where the commuters only shortly visit
their workplace, and work from home for the rest of the day.
From here on, we define journey as the whole act of travelling away
from home in order to perform a task and returning later, whereas trips
are defined as the individual acts of moving between places. As an ex-
ample, a normal workday counts as a single work-type journey under this
definition, and includes two trips: going to and returning from work.
As for the journeys unrelated to working, certain assumptions also have
to be made in order to extract applicable PDFs from the statistics. First,
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we assume that each PEV can only make one journey for each purpose on
each day, but besides commuting on workdays isn’t required to make any.
Second, the service, leisure, and other-type journey PDFs fs(t), fl(t), and
fo(t) can be normalized so that
24∑
t=1
wsfs(t) + wlfl(t) + wofo(t) =
NY
NY +NN
, (3.2)
Where ws, wl, and wo are weight coefficients determined by the relative
numbers of the different journey types, NY is the number of people that
travelled on their day of survey, and NN is the number of people that
didn’t. Third, the weight coefficients are determined by the relative num-
bers of journeys made by car for each purpose. The resulting PDFs for the
different types of journeys are presented in Figure 3.4.
Figure 3.4. The PDFs for different trips used in generating the driving patterns of each
vehicle.
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Each type of trip has a set distance driven, determined by the aver-
age stage lengths of the car driver category in the RES 2005–2006 [4]
statistics, which are used in calculating the driving electricity consump-
tion time series for each PEV. The lengths of the trips are considered to
be independent of the PEV’s location for simplicity, implying that a trip to
the shop is equally long whether the car is at home, at work, or on another
journey. If multiple trips are made on the same time step, only the longest
trip will count in order to prevent excessive driving during a single hour.
This can be interpreted as combining multiple tasks into a single trip, for
example stopping to buy groceries on the way home from work.
The movement time series of each PEV are generated in 24-hour seg-
ments starting at 02:00 each day, which was previously chosen to rep-
resent the latest hour every PEV returns home at the latest, using the
journey PDFs and the following procedure:
1. PEV location initialized to home ∀ t ∈ [1, 24].
2. Generate independent uniformly distributed random
{rg, rw rs, rl, ro} ∈ [0, 1].
3. If it is a workday.
• Find min(tg) s.t.
∑tg
t=1 fg(t) ≥ rg, tg ∈ [1, 24].
• Find min(∆tw) s.t.
∑∆tw
∆t=1 fw(∆t) ≥ rw, ∆tw ∈ [1, 24].
• PEV location set to work on hours tg to tg + ∆tw.
Else no work journey is made today.
4. Find min(ts) s.t.
∑ts
t=1 fs(t) ≥ rs, ts ∈ [1, 24].
If
∑24
t=1 fs(t) < rs, no service journey is made today.
Else set PEV location to service on hour ts.
5. Repeat step 4 for leisure and other-type journeys.
6. Update the PEV location time series.
7. Repeat steps 1-6 for the next 24 hours.
The service, leisure and other type journeys are determined in exactly this
order because then possible overlaps result in the longer journeys over-
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Figure 3.5. Examples of the possible of the driving patterns generated. Week 1 barely
has any trips besides commuting, whereas Week 2 has non-commuting trips
almost every day.
writing the previous one. The random numbers are generated using the
Mersenne Twister, and unless otherwise mentioned all the simulations
presented in this work use the same generation seed (0) resulting in the
same driving profiles. Figure 3.5 presents two example weeks of gener-
ated driving patterns, that represent different extreme cases.
It is worthy of note that the way the PDFs are derived from the statistics
permit service, leisure and other journeys during workdays at the same
probability than during weekends, which can result in some heavy driving
during working hours as can be seen from Figure 3.5. For BEVs this
can cause problems if the vehicle is required to drive extensive distances
without a chance to recharge the battery.
The energy consumption of cars is dependent on the ambient tempera-
ture, mostly because of air conditioning (A/C). For traditional ICE vehicles
and PHEVs, the waste heat from the engine is often used to assist in cabin
heating, reducing the impact of cold ambient temperatures on the driving
energy consumption [45, 46]. For BEVs however, the A/C system has to
draw comparatively more power from the battery in order to manage the
cabin temperature, reducing the range of the vehicle when A/C is em-
ployed. In hot ambient conditions, such as Phoenix, Arizona, the energy
demands of PHEVs and BEVs are much more similar [40].
The energy consumption of the PEV drivetrain is assumed to be inde-
pendent of the ambient temperature, and the increased energy consump-
tion while driving in cold or hot ambient temperatures is only accounted
for by the cabin A/C and BMS. The base driving energy consumption of the
drivetrain is calculated by multiplying the driving distance with the av-
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erage energy consumption per kilometre of the vehicle, measured at 23◦C
with vehicle A/C systems off for the urban dynamometer driving schedule
(UDDS) [47, 48], which simulates driving in an urban environment.
Experimental data related to the energy consumptions of various PEVs
under different driving conditions were obtained from the Downloadable
Dynamometer Database [48], and experimental data related to the tech-
nical specifications of various PEVs were obtained from the Advanced Ve-
hicle Testing Activity [47] database. The values of the parameters related
to the PEV modelling are presented in Tables 3.1 and 3.2.
3.2 PEV Batteries and Thermal Management
The performance of a battery system is mainly dependent on its temper-
ature and SOC. In cold ambient temperatures, the increase in internal
resistance generally makes fully charging or discharging the battery take
longer, as the current must be lowered earlier in order to keep cell voltage
within permissible limits [49]. For our purposes the decrease in the max-
imum discharging power can be neglected, as PEV battery systems are
designed with a high peak power capability (≈ 50–120 kW [47]) required
for sufficient driving performance. Thus, the electric infrastructure be-
tween the PEV and the utility grid sets the limit to the V2G discharge.
The reduction in charging power in cold ambient temperatures is a more
difficult matter. Measurements in different ambient temperatures indi-
cate that the time required for a full charge for the 2013 Nissan Leaf
increases by around 15–40 minutes when the ambient temperature de-
creases, as can be seen from Figure 3.6 [47]. The total charge delivered
into the battery remains approximately the same regardless of charging
temperature, but this might vary depending on battery chemistry. Both
modelled real-world vehicles, Nissan Leaf and Chevrolet Volt, have bat-
teries with lithium-manganese oxide (LMO) cathodes and carbon anodes
(LMO/Carbon). The effect of temperature on the battery system perfor-
mance can thus be assumed to be approximately the same.
Properly accounting for the temperature dependency of the battery per-
formance would require modelling the battery system down to its voltage
and current characteristics, which would necessitate non-linear optimiza-
tion methods for optimal control as well as shorter time steps, reducing
computational efficiency. On an hourly time step, the temperature depen-
dency of the battery power can be safely neglected.
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Figure 3.6. Nissan Leaf charging power consumption in different ambient temperatures.
At cold ambient temperatures the power has to be reduced earlier, but the
energy after the full charge is roughly the same at all temperatures. Repro-
duced from [47] with added ◦C temperature readings.
Battery Energy Model
For our purposes, the dynamics of a V2G-ready PEV battery module can
be written as
dE(t)
dt
= ηbηc(P
+ + ηFF
+)− P− −D− −Ψ± − νE(t), (3.3)
where E(t) is the energy stored in the battery module of the car, ηb is
the battery charging and discharging efficiency, ηc is the efficiency of the
on-board battery charger, P+ and P− are the grid connected charging
and discharging power terms respectively, ηF is the fuel-to-electricity effi-
ciency of the ICE and F+ is the fuel energy consumption term, D− is the
power draw required by driving the PEV, Ψ± is the total electric power
of the BMS and vehicle A/C thermal elements, and ν is the self-discharge
rate of the battery system. The self-discharge rates of Li-ion batteries typ-
ically range from 3–5% per month [33], resulting in hourly self-discharge
rates around ν < 10−4 1h . This value is insignificantly small when con-
sidering how PEVs are used, but without any storage losses the battery
model can run into numerical issues where the optimized control charges
the battery in pulses every other hour, presumably to take advantage of
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limited numerical accuracy and rounding. Strictly speaking the battery
efficiency ηb alone would be enough to counter this problem, but the self-
discharge can be included explicitly without adding to the complexity of
the model. Values for the various parameters are presented in Table 3.2.
Assuming that the different power terms stay constant over a time step
∆t = 1 h, Eq. (3.3) can be solved
dE(t)
dt
+ νE(t) = ηbηc(P
+ + ηFF
+)− P− −D− −Ψ±
∣∣∣∣ · eνt
d
dt
(
E(t)eνt
)
= eνt[ηbηc(P
+ + ηFF
+)− P− −D− −Ψ±]
∣∣∣∣ ∫ t+∆t
t
dt(
E(t)eνt
)∣∣∣∣t+∆t
t
=
(
eνt
ν
) ∣∣∣∣t+∆t
t
[ηbηc(P
+ + ηFF
+)− . . . ]
∣∣∣∣ · e−ν(t+∆t)
E(t+ 1)− e−ν∆tE(t) = 1− e
−ν∆t
ν
[ηbηc(P
+ + ηFF
+)− . . . ]
∣∣∣∣ · ν1− e−ν∆t
and written using time step indexing
ν
1− e−ν∆t (Et+1 − e
−ν∆tEt) = ηbηc(P+t + ηFF
+
t )− P−t −D−t −Ψ±t , (3.4)
where t is the time step.
For simplicity, the PHEV is assumed to always work in series operating
mode, meaning that the on-board ICE is used solely for generating elec-
tricity to the battery system. In reality, the Chevrolet Volt PHEV modelled
in this work is actually a so-called multi-mode hybrid. Thus it would be
capable of also operating in power-split mode, meaning that the ICE could
be used to provide power directly to the wheels bypassing the battery and
the electric motor.
The assumption that the power terms for fuel usage F+t , driving D
−
t ,
and vehicle thermal elements Ψ±t remain constant over an entire hour is
rather unrealistic, as most of the modelled trips only take around half
an hour [4]. Fortunately the energy balance dynamics determined by Eq.
(3.4) are insensitive to the length of the time step, since the battery energy
depends more on the amount of energy drained than its exact timing.
Vehicle Thermal Model
In this work the thermal behaviour of the PEVs is modelled using a two-
capacity model for simplicity and computational efficiency, illustrated in
Figure 3.7. The energy balance equations for the vehicle cabin and battery
nodes can be written as
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Cb
dTb(t)
dt
= Hbe(Te − Tb(t)) +Hbc(Tc(t)− Tb(t)) + Φ±b
+(1− ηb)(ηcP+ + P− + ηF ηcF+ +D−)
, (3.5)
Cc
dTc(t)
dt
= Hce(Te − Tc(t)) +Hbc(Tb(t)− Tc(t)) + Φ±c + ΛcIsol, (3.6)
where Cb and Cc are the heat capacities, and Tb(t) and Tc(t) are temper-
atures of the battery b and cabin c nodes respectively, Hbe, Hbc, and Hce
are the effective heat transfer coefficient between the battery, cabin, and
ambient temperature e nodes, Φ±b and Φ
±
c are the battery thermal man-
agement and cabin A/C thermal power terms respectively, Λc is the effec-
tive surface area of the cabin, and finally Isol is the solar irradiance. The
values for the various parameters are presented in Tables 3.1 and 3.2.
In Eq. (3.5) the energy losses inside the battery are assumed to produce
heat that affects the battery temperature node directly, whereas none of
the energy losses in the on-board battery charger and the possible ICE
are assumed to directly affect either the cabin or battery node tempera-
tures. Effectively, this means that the vehicle is incapable of utilizing the
waste heat from these components, which will unfortunately lead to the
modelled PHEVs having slightly worse cold weather fuel efficiency than
they would in reality. Utilizing the waste heat from the ICE would require
Figure 3.7. An illustration of the PEV thermal model.
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some sort of additional variables that could dump the excess heat when
it isn’t useful, as otherwise the ICE overheats the cabin in the summer,
complicating the computations.
Eqs. (3.5) and (3.6) can be cast into a linear formdTb(t)dt
dTc(t)
dt
 =
−Hbe+HbcCb HbcCb
Hbc
Cc
−Hce+HbcCc
Tb(t)
Tc(t)
+
HbeTe+Φ±b +···Cb
HceTe+Φ
±
c +···
Cc
 , (3.7)
and written as
d
dt
x(t) = Ax(t) + b, (3.8)
where x(t) is the node temperature vector, A is a coefficient matrix, and b
is a vector containing the ambient temperature and power terms. Again,
the various power terms are treated as hourly averages and assumed to
stay constant over a single time step of ∆t = 1 h. Since the determinant
of A is non-zero as seen from Eq. (3.7), and thus A is invertible, Eq. (3.8)
can be solved and written using time step indexing as
xt+1 − eA∆txt = −(I− eA∆t)A−1bt. (3.9)
The detailed derivation of the solution to a linear differential equation
system in the form of Eq. (3.8) is presented in Appendix A. Eq. (3.9) can
be written as Tb,t+1
Tc,t+1
− β
Tb,t
Tc,t
 = −γ
HbeTe,t+Φ±b,t+···Cb
HceTe,t+Φ
±
c,t+···
Cc
 , (3.10)
where β = eA∆t and γ = (I − eA∆t)A−1. Using the coefficient matrices β
and γ, we can write Eq. (3.10) as two separate equations again
Tb,t+1 − β11Tb,t − β12Tc,t = −γ12
Cc
[
HceTe,t + Φ
±
c,t + ΛcIsol,t
]
− γ11
Cb
[
HbeTe,t + Φ
±
b,t + (1− ηb)(ηcP+t + P−t + ηF ηcF+c,t +D−t )
] (3.11)
Tc,t+1 − β21Tb,t − β22Tc,t = −γ22
Cc
[
HceTe,t + Φ
±
c,t + ΛcIsol,t
]
− γ21
Cb
[
HbeTe,t + Φ
±
b,t + (1− ηb)(ηcP+t + P−t + ηF ηcF+c,t +D−t )
] (3.12)
where βij and γij correspond to the elements of matrices β and γ on row i
and column j respectively.
The thermal power terms Φ±b,t and Φ
±
c,t consist of different terms for the
heating and cooling elements as follows
Φ±b,t = α
+
b ψ
+
b,t − α−b ψ−b,t, (3.13)
Φ±c,t = α
+
c ψ
+
c,t − α−c ψ−c,t, (3.14)
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where α+b , α
+
c , α
−
b and α
−
c are the battery and cabin heating (+) and
cooling (−) element coefficients of performance (COPs), and ψ+b,t, ψ
+
c,t, ψ
−
b,t
and ψ−c,t are the corresponding heating element power draws. Typically
such heating elements are simple electric heaters and pumps or fans as-
sociated with forced air or liquid cooling systems [40, 47, 32], and are
approximated to have a constant COP for simplicity. The heating element
power draws in Eqs. (3.13) and (3.14) are connected to the total BMS and
vehicle A/C power draw term Ψ± in Eq. (3.4) via
Ψ±t = ψ
+
b,t + ψ
−
b,t + ψ
+
c,t + ψ
−
c,t. (3.15)
The values for the heat transfer coefficients and the cabin heat capacity
are obtained from [40, 50], where a similar thermal model was fit into
experimental data recorded for a 2005 Toyota Prius, and used to study
the impact of thermal management in a BEV on its utility. Similarly to
the energy dynamics, the assumption of the power terms staying constant
during the hourly time step is rather unrealistic, which will be discussed
further in Section 5.1.
Table 3.1. Car-independent parameters used for the PEV modelling.
Symbol Description Value
ν Hourly battery self-discharge rate 10−4 1h [33]
ψ+max,b,v Battery heating element max power 300 W [40]
ψ−max,b,v Battery cooling element max power 1400 W [40]
ψ+max,c,v Cabin heating element max power 4000 W [40]
ψ−max,c,v Cabin cooling element max power 1800 W [40]
α+b Battery heating element COP (PTC heater) 1 [40]
α−b Battery cooling element COP (liquid cooled) 2.5 [40]
α+c Cabin heating element COP (PTC heater) 1 [40]
α−c Cabin cooling element COP (A/C) 2.5 [40]
Cc Cabin heat capacity 28.3 WhK [50]
Hce Heat transfer coefficient 22.6 WhK [50]
Λc Effective cabin surface area 0.77 m2 [50]
Tmax,c Maximum driving cabin temperature 24◦C [48]
Tmin,c Minimum driving cabin temperature 16◦C a
Tmax,b Maximum battery temperature 50◦C [33]
Tmin,b Minimum off-grid battery temperature −17◦C [33]
aAround 22◦C in [48], excessive when passengers are appropriately clothed.
23
D
ata
and
M
odelling
Table 3.2. Car-dependent parameters used for the PEVs modelled in this work.
Symbol Description 2013 Chevrolet Volt (PHEV) 2013 Nissan Leaf (BEV) High-End BEV a
Emax,v,0 Nominal battery capacity 16.5 kWh [47] 24.0 kWh [47] 70 kWh [51]
Qbattery Nominal battery Ah-capacity 45.0 Ah [47] 66.2 Ah [47] 193.1 Ah
SOCmin Minimum allowed battery SOCb 0.13 [47] 0.10 [47] 0.1
U Nominal battery voltage 355.2 V [47] 364.8 V [47] 366.0 V [51]
ηb Battery efficiencyc
√
0.98 [47]
√
0.98 [47]
√
0.98
ηc On-board charger efficiency 0.91 [47] 0.87 [47] 0.87
ηF ICE energy conversion efficiency 0.3 [52] 0 0
P±max,v On-board charger max. power 3.1 kW [48] 6.7 kW [48] 11.0 kW [53]
F+max,v Fuel charging max. power 111 kW [47] 0 kW 0 kW
Cb Battery heat capacity 43.57 WhK [47, 54] 64.11
Wh
K [47, 54] 185.9
Wh
K
Hbe Heat transfer coefficient 1.049 WK [50] 4.343
W
K [50] 12.60
W
K
Hbc Heat transfer coefficient 0.752 WK [50] 3.468
W
K [50] 10.06
W
K
UDDS driving consumption 157.6 Whkm [47] 125.1
Wh
km [47] 170.4
Wh
km
aThe High-End BEV is loosely based on the Tesla Model S, as necessary technical specifications were not found to model the original Model S properly, and
parameters lacking a reference were scaled from Nissan Leaf parameters according to vehicle weight ratio or battery size ratio.
bThe minimum SOC values are low enough to affect the driving performance of the modelled vehicles [47], but are required for the Nissan Leaf to manage
through the winter with the modelled driving patterns.
cThe square root of the battery efficiency is used, because the losses are applied equally when both charging and discharging the battery.
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Battery Ageing Model
For V2G purposes, the capability to estimate the capacity fade of the bat-
teries due to possibly irregular charging and discharging patterns is help-
ful, as it allows us to estimate the costs associated with V2G use. For this
purpose, we employ a cycle-life ageing model proposed by A. Cordoba-
Arenas et al. [55]
L(t) = ac exp
(
− Eac
RgTcell
)
j(t)z,
where ac = αc + βcrb + γc(SOCmin − SOC0)c.
(3.16)
L(t) is the cumulative cell capacity fade percentage at time t, r is a pa-
rameter that determines whether the vehicle is driven in charge-depleting
(CD) or charge-sustaining (CS) mode, SOCmin is the minimum permitted
SOC of the battery cell, Eac is the cell activation energy for the capacity
fade process, Rg is the universal gas constant, Tcell is the surface tem-
perature of the cell, and j(t) is the Ah throughput in both charge and
discharge. The terms αc, βc, b, γc, SOC0, c, and z are dimensionless coef-
ficients used in fitting the model to the experimental data from a 15 Ah
3.75 V NMC-LMO/Graphite cell, presented in Table 3.3. This cell chem-
istry is a slower degrading improvement on the LMO/Carbon cells that
are actually used in the modelled PEVs [55], and is used because suffi-
ciently accurate ageing models for LMO/Carbon cells couldn’t be found in
literature.
CD and CS modes are terms used with PHEVs, and correspond to how
the battery and ICE are used together. In CD mode the PHEV operates
the ICE in a way that results in the SOC of the battery system decreasing,
Table 3.3. The various parameters used in the capacity fade model [55].
Symbol Description Value
Eac Cell capacity fade process activation energy 22,406 Jmol
Rg Universal gas constant 8.314 JK mol
r Driving mode parameter 1
αc Model fitting parameter 137
βc Model fitting parameter 420
γc Model fitting parameter 9610
b Model fitting parameter 0.34
c Model fitting parameter 3
z Model fitting parameter 0.48
SOC0 Model fitting parameter 0.25
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meaning that the ICE generates less electricity than the PHEV consumes,
if any at all. In CS mode the PHEV keeps the SOC of the battery constant
using the ICE. For simplicity, we assume the PHEV to operate in CD mode
whenever possible, resulting in r = 1 for both the BEV and the PHEV. [55]
The model in Eq. (3.16) doesn’t allow for changing cell temperature, but
an approximation can be derived using the first order Taylor expansion
L(t+ ∆t) ≈ L(t) + dL(t)
dj(t)
∆j(t),
which can be resolved as
Lt+1 = Lt + zac exp
(
− 2Eac
Rg(Tcell,t+1 + Tcell,t)
)
jz−1t (jt+1 − jt), (3.17)
using time step indexing. Since in reality the temperature of the cells is
changing during the time step, we calculate the battery degradation by
using the mean temperature during the step. This is done in order to
account for the rising battery temperatures during driving, charging, and
discharging of the battery system, discussed further in Section 5.1.
As Eq. (3.17) is still formulated for a single cell, we need to adjust the Ah
throughput through each cell to match the throughput of the whole bat-
tery system. In a battery system, the total Ah capacity is determined by
the parallel connected cell stacks. Assuming an ideal BMS that ensures
all the cells are drained equally and their temperatures are equalized, we
can write
j(t) =
Qcell
Qbattery
J(t),
which can be substituted into Eq. (3.17) resulting in
Lt+1 = Lt + zac
(
Qcell
Qbattery
)z
exp
(
− 2Eac
Rg(Tb,t+1 + Tb,t)
)
Jz−1t (Jt+1 − Jt),
(3.18)
where Qcell and Qbattery are the rated Ah capacities of the individual bat-
tery cell and the battery system respectively, and Jt is the Ah throughput
of the battery system at time step t, defined as [55]
J(t) =
∫ t
0
|I(t)|dt =
∫ t
0
∣∣∣∣P (t)U(t)
∣∣∣∣ dt,
where I(t) is the total current to or from the battery. For our purposes,
this is approximated as
Jt ≈ 1
U
t∑
1
ηc(P
+
t + ηFF
+
t ) + P
−
t +D
−
t + Ψ
±
t , (3.19)
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Figure 3.8. Measured Nissan Leaf VIN 7885 battery system voltages as a function of dis-
charged Ah capacity. BOT is a baseline corresponding to 562 miles driven,
ICD1 a later measurement with 4,813 miles driven, and ICD2 the latest mea-
surement with 15,736 miles driven. Graph from [47] with added line denot-
ing the nominal battery voltage U .
where U is the nominal voltage of the battery system. Eqs. (3.18) and
(3.19) now allow us to calculate the battery capacity loss percentage Lt,
as long as the time series Jt and Tb,t are known.
In reality, the PEV battery system voltage decreases as the SOC of the
battery goes down, as can be seen from Figure 3.8, which affects the Ah
throughput. The capacity fade model in Eq. (3.18) was tested with a
linear approximation between the battery system voltage and discharged
capacity to better account for the changes in voltage, and both models
were compared to the original model in Eq. (3.16) in a scenario measured
in [55]. The model with SOC-dependent linear voltage resulted in bat-
tery degradation more similar to the results of the original model, but
only when the computational steps were sufficiently small. With compu-
tational steps comparable to the hourly time scale used in the intended
simulations however, the model using the nominal battery system voltage
better reproduces the results of the original battery model, and is there-
fore used in this work.
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3.3 Space Heating Load
The thermal modelling of the detached houses is done using a two-capacity
model similar to that of the PEVs, illustrated in Figure 3.9. According
to the TABULA national building typologies [56], typical single-family
houses in southern Sweden have rather light wooden structures, except
for a concrete slab floor. Since the floor contains a significant portion of
the total heat capacity of the house, it is separated into a dedicated tem-
perature node apart from the rest of the house. The detached houses
are assumed to have so called plinth foundations [57], allowing us to use
the same external temperature time series for the heat losses through
the floor as through the rest of the house exterior. This type of founda-
tions slightly increases the overall heat losses of the detached houses, but
avoids the need to model the complex interaction between the ground and
the floor.
The energy balance equations for the interior and floor nodes can be
written as
Figure 3.9. An illustration of the detached house thermal model. The concrete floor slab
is modelled as a separate temperature node while the walls, roof, and inside
air are lumped together into a single temperature node representing the rest
of the house.
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Ci
dTi
dt
= Φ±i +Hie(Te − Ti) +Hif (Tf − Ti), (3.20)
Cf
dTf
dt
= Φ±f +Hfe(Te − Tf ) +Hif (Ti − Tf ), (3.21)
where Ci and Cf are the heat capacities, Ti and Tf are the temperatures,
and Φ±i and Φ
±
f are the thermal power terms to the interior i and floor
f nodes respectively. Hie, Hif , and Hfe are the heat transfer coefficients
between the interior, floor, and ambient air e nodes. Eqs. (3.20) and (3.21)
can be expressed in a linear form dTidt
dTf
dt
 =
−Hie+HifCi HifCi
Hif
Cf
−Hfe+HifCf
Ti
Tf
+
 Φ±i +HieTeCi
Φ±f +HfeTe
Cf
 , (3.22)
and written as
d
dt
y(t) = By(t) + c, (3.23)
where y(t) is the temperature vector, B is the coefficient matrix and c is a
vector containing the thermal power terms and the effects of the external
temperature. Since Eq. (3.23) is identical in form to Eq. (3.8) and B is
invertible, it can be solved as shown in Appendix A resulting in
yt+1 − eB∆tyt = −(I− eB∆t)B−1ct, (3.24)
when using time step indexing. Since each house has different thermal
properties, each house h has a different coefficient matrix Bh. Denoting
eBh∆t = h and (I− eBh∆t)B−1h = ζh, Eq. (3.24) becomes
yh,t+1 − hyh,t = −ζhch,t, ∀h, t
which can be written as two separate equations for the interior and floor
node temperatures
Ti,h,t+1 − h,11Ti,h,t − h,12Tf,h,t = −ζh,11
Ci,h
(Φ±i,h,t +Hie,hTe,t)
−ζh,12
Cf,h
(Φ±f,h,t +Hfe,hTe,t)
∀h, t (3.25)
Tf,h,t+1 − h,21Ti,h,t − h,22Tf,h,t = −ζh,21
Ci,h
(Φ±i,h,t +Hie,hTe,t)
−ζh,22
Cf,h
(Φ±f,h,t +Hfe,hTe,t)
∀h, t (3.26)
where h,jk and ζh,jk are the elements of the coefficient matrices h and ζh
of house h, on row j and column k.
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In a study by K. K. Andersen et al. [58], the direct solar radiation into
the test room was found to only directly affect the inside air temperature
instead of the temperature of the floor. This is likely due to the thermal
radiation being absorbed by the immediate surface of the floor, from which
the heat is quickly transferred into the inside air via convection. This is
assumed to also apply to any thermal radiation from the radiator system,
meaning that no thermal power terms have a significant direct effect on
the mass node temperature when using radiators for space heating. For
a radiator system, the thermal power terms can now be broken down as
follows
Φ±i,h,t = α
+
h,tP
+
h,t − α−h,tP−h,t + Papp,h,t + ϕppl,h,t + ϕsol,h,t
Φ±f,h,t = 0
∀h, t, (3.27)
where α+h,t is the COP and P
+
h,t is the power draw of the heating equipment
in house h on time step t, α−h,t is the COP and P
−
h,t is the power draw of
the cooling equipment, Papp,h,t is the total power consumption of all the
appliances and lights in house h, ϕppl,h,t is the passive heating power of
the residents, and ϕsol,h,t are the passive solar heat gains. For a radiant
floor heating system, the power terms can be written
Φ±i,h,t = −α−h,tP−h,t + Papp,h,t + ϕppl,h,t + ϕsol,h,t
Φ±f,h,t = α
+
h,tP
+
h,t
∀h, t. (3.28)
All the electricity consumed by the household appliances and lighting is
assumed to turn into heat within the house eventually.
The SEA data does contain electricity consumed by heating loads in the
households, but not all the measured households were primarily heated
with electricity. Other forms of space heating or heating of DHW, such
as district heating, aren’t visible from electricity consumption measure-
ments. Fortunately, the SEA data contains information on the floor areas
and building years of each household, as well as the number of inhabi-
tants, allowing us to model the space heating and DHW systems sepa-
rately using TABULA [56] building typologies for the thermal parameters
of each house. The passive heating power of the residents is calculated
from a typical daily schedule according to Swedish statistics from 1990/91
[59] and average heat gains of the different activities [60]. Newer statis-
tics from 2010/11 [61] don’t present an applicable average daily schedule,
but tell us that there are no changes from the 1990/91 survey that are
significant on an hourly time scale. The passive solar heat gains were
calculated with ALLSOL [62] by SOLPROS.
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The thermal parameters of the houses are estimated assuming that they
are rectangular and single-storey. The floor node heat capacity Cf,h for
each house h is calculated as the heat capacity of the concrete slab cover-
ing the total floor area of the house, and the interior node heat capacity is
calculated using the floor heat capacity as follows
Cf,h = cczfAfl,h, (3.29)
Ci,h = CrefAfl,h − Cf,h, (3.30)
where cc is the volumetric specific heat capacity of concrete, zf is the thick-
ness of the floor slab, Afl,h is the floor surface area of house h, and Cref
is the TABULA reference heat capacity of a typical single family house
in southern Sweden built between 1976 and 1985 [56] with advanced re-
furbishment. Floor slab thickness of zf = 8 cm is found to be reasonable
considering the TABULA reference heat capacity, as well as typical un-
derfloor heating system floor slab thickness of around 10 cm [63].
The heat transfer coefficients between the temperature nodes are calcu-
lated for each house h as follows [56, 64]
Hif,h = υ¯Afl,h, (3.31)
Hfe,h =
[(
1
Ufl
− 1
υ¯
)−1
+ ∆Utb
]
Afl,h, (3.32)
Hie,h = caµhwaAfl,h +
∑
p∈Sm
[
(Up + ∆Utb)Ap,h
]
, Sm = {wi, do, ro, wa}
(3.33)
where υ¯ is the mean total heat transfer factor between the floor and the
interior nodes, Up is the TABULA reference U-value of structural part
p of house h, Ap,h is the approximated surface area, ∆Utb is the extra
heat transfer due to thermal bridging, ca is the volumetric specific heat
capacity of air at 20◦C, µ is the TABULA reference air exchange rate, and
hwa is the minimum residential dwelling room height [65]. The different
structural parts p in set Sm are denoted with sub-indexes: windows wi,
doors do, roof ro, and walls wa. Values of the various parameters used in
the thermal modelling of the detached houses are presented in Tables 3.4
and 3.5.
The mean total heat transfer factor between the floor and the interior υ¯
was determined based on a study by T. Cholewa et al. [66], who proposed
υ(Ts, Top1.1) = 7.67(Ts − Top1.1)0.1 (3.34)
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for radiant floor heating systems, where Ts is the surface temperature of
the floor, and Top1.1 is the operative temperature in the room at the height
of 1.1 m. Operative temperature is defined as the average of the mean
radiant temperature of the surrounding surfaces and the temperature of
the air [63]. Since the two-capacity thermal model assumes homogeneous
temperatures inside the nodes, Eq. (3.34) can be approximated as
υ(Tf,h,t, Ti,h,t) ≈ 7.67(Tf,h,t − Ti,h,t)0,1. (3.35)
Table 3.4. House related parameters used in the thermal modelling of the detached
houses [43]. The door, window, roof and wall areas are estimated based on
known floor areas and TABULA [56] reference house measurements. The
Norm. house is used for simulations with normalized yearly electricity con-
sumption.
Name Nppl,h Afl [m2] Awi [m2] Ado [m2] Aro [m2] Awa [m2]
House 1 5 191 33.6 2.77 191 138
House 2 2 200 35.2 2.82 200 141
House 3 2 155 27.3 2.48 155 124
House 4 2 164 28.9 2.56 164 127
House 5 2 140 24.6 2.36 140 118
Norm. 2.7 170 29.9 2.60 170 130
Table 3.5. Parameters used in the thermal modelling of the detached houses. TABULA
[56] reference values from a typical climatic zone 3 (southern Sweden) single-
family house built between 1976-1985 with advanced refurbishment.
Symbol Description Value
cc Volumetric heat capacity of concrete 490 WhKm3 [63]
ca Volumetric heat capacity of air at 20◦C 0.34 WhKm3 [64]
zf Floor slab thickness 0.08 m [63]
υ¯ Mean floor-interior heat transfer factor 7.70 W
Km2
hwa Minimum residential dwelling room height 2.4 m [65]
Cref Reference heat capacity of a typical house 45 WhKm2 [56]
µ Reference air exchange rate 0.60 1h [56]
Uwi Reference window U-value 0.76 WKm2 [56]
Udo Reference door U-value 0.90 WKm2 [56]
Ufl Reference floor U-value 0.20 WKm2 [56]
Uro Reference roof U-value 0.05 WKm2 [56]
Uwa Reference walls U-value 0.15 WKm2 [56]
∆Utb Extra heat transfer due to thermal bridging 0.10 WKm2 [56]
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The thermal model cannot explicitly account for Eq. (3.35) without be-
coming non-linear, so in this work we calculate υ¯ using the mean tempera-
tures T¯f,h,t and T¯i,h,t, resulting in υ¯ ≈ 7.7 WKm2 . This heat transfer factor is
also used for the heat transfer between the floor and interior when mod-
elling a radiator system instead of a radiant floor heating system, even
though the difference in the mean temperatures T¯f,h,t and T¯i,h,t is slightly
smaller. However, based on a few tests the overall performance of the
heating system is barely affected by small (≈ ±2.0 W
Km2
) changes in the
mean heat transfer coefficient υ¯.
HVAC System
The houses in the MG are modelled to have a hydronic heating system
with a ground source heat pump for both heating and cooling. Hot wa-
ter heated with the heat pump is circulated through the radiators or the
floor heating system to provide heating when necessary, whereas cold wa-
ter from the borehole is circulated through heat exchangers located in the
air exchange channels to provide cooling. Cooling the house this way is
extremely efficient, only requiring the use of circulation pumps and fans.
This type of system is modelled in this work as having a maximum electric
power draw of P−max,h = 300 W corresponding to typical ventilation equip-
ment power draws measured in the SEA data, with a constant COP of
α−ac = 30 approximated to be equal to the seasonal energy efficiency ratio
typical of such systems [67]. The modelled heating system is illustrated
in Figure 3.10.
The supply and return temperatures of hydronic heating systems are
adjusted according to external temperature to ensure sufficient heating
[64], which affects the COP of the heat pump. In this work, the heating
system supply temperature Tsup,t is approximated as a linear function of
the external temperature as
Tsup,t = τ − κTe,t, Te,t ≤ 20◦C (3.36)
Tsup,t = 25
◦C, Te,t > 20◦C (3.37)
where τ K and κ are coefficients that depend on the type of hydronic heat-
ing system used. The minimum supply temperature is set to 25◦C in order
to always allow the houses to be heated.
For a radiator system with sufficient oversizing, the supply and return
temperatures at −15◦C external temperature can be lowered to 55/45◦C,
instead of the typical 80/60◦C systems without oversizing in Sweden [68].
For radiant floor heating systems the supply temperatures can be kept
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lower due to larger surface area of the floor compared to that of the radi-
ators, with typically around 35◦C supply temperature at −15◦C external
temperature [64]. The heating system supply temperature coefficients ac-
cording to Eq. (3.37) for both radiator and floor heating are presented in
Table 3.6, along with heat pump related parameters.
The temperature dependent COP of the heat pump α+hp,t can be modelled
using the COP of a corresponding ideal Carnot heat pump cycle [71, 70]
α+hp,t = ηCa
Tg − δT
Tsup,t − Tg + 2δT + 1, (3.38)
where Tg is the yearly average temperature of the ground heat source,
ηCa is the Carnot efficiency, and δT is the temperature difference of the
heat exchangers. For ground source heat pumps, parameter values of
ηCa = 0.55 [70] and δT = 5◦C [71] are considered reasonable. Since the
heat pump output temperature is assumed to be fixed to the supply water
temperature of the heating system, this effectively means that the heating
power is assumed to be controlled solely by adjusting the speed of the
circulation pumps. In reality, such a system might require specialized
dimensioning of the floor heating systems.
Figure 3.10. An illustration of the modelled hydronic heating system with a ground
source heat pump for both space and DHW heating. Cooling is done by
circulating cold water from the borehole through heat exchangers in the
ventilation, sometimes called ground source free cooling.
34
Data and Modelling
Table 3.6. Values of the various parameters used in the modelling of the HVAC system.
Symbol Description Value
τrad Radiator supply temperature parameter 549.4214 K
κrad Radiator supply temperature parameter −0.8571
τrfh Floor heating supply temperature parameter 381.9071 K
κrfh Floor heating supply temperature parameter −0.2857
P+max,h Heat pump maximum electric power 6 kW [69]
ηCa Carnot efficiency parameter of the heat pump 0.55 [70]
δT Heat exchanger temperature difference 5 K [71]
Tg Yearly average borehole water temperature 1◦C [72]
P−max,h Cooling equipment maximum electric power 300 W
α−ac Ground source free cooling COP 30 [67]
Tmax,i Maximum interior node temperature 22◦C [43]
Tmin,i Minimum interior node temperature 20◦C [43]
Tmax,f Maximum floor node temperature 29◦C [73]
Tmin,f Minimum floor node temperature 19◦C [73]
Domestic Hot Water
DHW is a significant heat load for residential houses, and one which isn’t
included in every house of the SEA electricity consumption data. As illus-
trated in Figure 3.10 the heating of DHW is done using the same ground
source heat pump that is connected to the space heating system using a
switching valve. Swedish regulations from 2006 demand that DHW must
be heated to between 50–60◦C to minimize the risks of bacterial contam-
ination and accidental scalding [74]. In this work the DHW storage tank
is modelled as fully mixed for simplicity, and combined with the predeter-
mined consumption of DHW the total energy flexibility of a 180 l DHW
storage tank only amounts to around 2 kWh. This is rather small com-
pared to the flexibility offered by the PEV batteries or the thermal mass
of the houses (>10 kWh), and therefore the DHW storage tank is not dis-
patched in the model. However, heating DHW still affects the operation
of the heat pump.
Because the temperature of the tank is kept constant, the thermal power
required for the DHW is
φdhw,t = Vdhw,t(cdhwTdhw − cinTin) +Hdhw(Tdhw − Tmax,i), (3.39)
where Vdhw,t is the volume of used DHW per person on hour t, cdhw and
cin are the specific heat capacities of the hot water and cold inlet water
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respectively, Tdhw and Tin are the temperatures of the hot water and cold
inlet water respectively, Hdhw is the heat transfer coefficient between the
DHW tank and its surroundings, and Tmax,i is the ambient temperature
surrounding the tank, approximated here as the maximum permitted in-
terior node temperature. DHW storage tanks in houses are usually lo-
cated out of sight in areas that don’t require the same level of thermal
comfort as the living spaces. For simplicity, the ambient temperature sur-
rounding the DHW tank is considered to remain constant, and not af-
fected by the modelled interior temperature node of the house. Similarly,
the heat losses from the DHW tank are considered not to affect the in-
terior temperature node. Parameters related to the DHW modelling are
presented in Table 3.7
The DHW consumption time series Vdhw,t is constructed using hourly
average DHW use profiles for workdays and weekends separately [75].
These profiles are based on measurements by the SEA in the Stockholm
area between October 2006 and June 2007 [76], scaled to match the av-
erage daily DHW consumption of Swedish one-family houses of 42 l per
person [77].
Table 3.7. DHW related parameters. The storage tank is modelled as a cylinder with
radius-to-height ratio of 1:3, a volume of 180 l, and a U-value of 0.3 WKm2 [78].
Symbol Description Value
Hdhw Heat transfer coefficient to ambient air 0.5387 WK
Tin Inlet water temperature 8◦C [79]
Tdhw Required hot water temperature 60◦C [74]
cdhw Specific heat capacity of water at 60◦C 1.14 kWhKm3 [64]
cin Specific heat capacity of water at 8◦C 1.16 kWhKm3 [64]
α+dhw Heat pump COP for DHW 3.14
3.4 Renewable Generation and Energy Prices
Hourly direct and diffuse solar irradiance measurements from the Norrkö-
ping-SMHI weather station (58.58◦N 16.15◦E) were obtained through pri-
vate communication with the Swedish Meteorological and Hydrological
Institute (SMHI) [80]. The hourly solar electricity production in the MG,
and the passive solar heat gains of the houses ϕsol,h,t were calculated us-
ing ALLSOL [62] by SOLPROS, with the modelled PV panels aligned
southwards with a 30◦ inclination.
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Figure 3.11. The retail and market prices of electricity as well as the price of fuel in eMWh
of electricity produced by the PHEV ICEs.
Hourly electricity spot market prices for the SE area in 2005–2006 were
obtained from Nord Pool Spot [81]. The retail electricity prices pr,t are
calculated as
pr,t = 1.25× (pm,t + pf ), ∀ t (3.40)
where the multiplier of 1.25 accounts for the value-added tax, pm,t is the
hourly spot market price, and pf accounts for the additional fees for the
consumer. Additional fees of pf = 50 eMWh are considered reasonable for an
average Swedish customer [44]. Eq. (3.40) assumes no support schemes
and that the surplus renewable electricity is sold to an electricity trader
at the hourly spot market price. The retail and market electricity prices,
as well as fuel prices, are presented in Figure 3.11.
Fuel price data was obtained from the Weekly Oil Bulletin statistics by
the European Energy Commission [82]. The fuel prices used in this work
are tax-inclusive EU weighted weekly average prices of Euro-Super 95
petrol from 2005–2006, which were linearly interpolated to daily values
that change at midnight, as is typical for gasoline stations. The energy
content in the fuel is calculated with a typical energy density of gasohol
E10 of about 9.2 kWhl [83], and the PHEV ICEs are assumed to have 30%
energy conversion efficiency [52].
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4. Linear Programming Formulation
In this work, the potential benefits of the V2G and utilizing building ther-
mal mass for residential customers are assessed by modelling a small res-
idential MG using LP methodology, and solving the cost optimal dispatch
of the PEVs and the space heating load. The canonical formulation of a
LP problem can be expressed as
min fTz,
s.t. M1z ≤ d1,
M2z = d2,
and z ≥ 0,
where z is the vector of decision variables, and fTz is the objective func-
tion. MatrixM1 and vector d1 determine the inequality constraints, whereas
matrix M2 and vector d2 determine the equality constraints. The accurate
models derived before are not all immediately applicable for LP as such,
and require some adjusting. The various constraints and the used objec-
tive function are presented in functional form for clarity in the following
sections.
4.1 PEV Battery Constraints
The energy and thermal dynamics of the PEV batteries are determined
by Eqs. (3.4), (3.11) and (3.12), which are easily converted into applicable
linear equality constraints by simply arranging all the state and decision
variables on one side of the equation, and all the known pre-determined
time series on the other, yielding
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ν
1− e−ν∆t (Ev,t+1 − e
−ν∆tEv,t)− ηbηc(P+v,t +G+v,t + ηFF+v,t)
+P−v,t +G
−
v,t + Ψ
±
v,t = −D−v,t
∀ v, t
(4.1)
Tb,v,t+1 − β11Tb,v,t − β12Tc,v,t + γ12
Cc
Φ±c,v,t
+
γ11
Cb
[
Φ±b,v,t + (1− ηb)(ηc(P+v,t +G+v,t) + P−v,t +G−v,t + ηF ηcF+v,t)
]
= −γ11
Cb
[
HbeTe,t + (1− ηb)D−v,t
]− γ12
Cc
[HceTe,t + ΛcIsol,t]
∀ v, t
(4.2)
Tc,v,t+1 − β21Tb,v,t − β22Tc,v,t + γ22
Cc
Φ±c,v,t
+
γ21
Cb
[
Φ±b,v,t + (1− ηb)(ηc(P+v,t +G+v,t) + P−v,t +G−v,t + ηF ηcF+v,t)
]
= −γ21
Cb
[
HbeTe,t + (1− ηb)D−v,t
]− γ22
Cc
[HceTe,t + ΛcIsol,t]
∀ v, t
(4.3)
where v is the index of the vehicle. The additional decision variables G+v,t
and G−v,t correspond to the PEV battery exchanging electricity directly
with the utility grid while at work, as opposed to the decision variables
P+v,t and P
−
v,t that are connected to the home MG. G
+
v,t and G
−
v,t are only
used in scenarios where the PEV is considered grid connected both at
work and at home, and are required to correctly account for possible costs
associated with electricity transmission between the home MG and the
workplace PEV charging station.
The next step is to constrain the various state and decision variables
according to the PEV and V2G infrastructure we wish to simulate. Natu-
rally the PEV battery can only store a limited amount of energy depend-
ing on its capacity, and the BMS and A/C thermal elements have some
maximum power draws, resulting in the following constraints
SOCmin(1− Lv,t)Emax,v,0 ≤ Ev,t ≤ (1− Lv,t)Emax,v,0 ∀ v, t (4.4)
0 ≤ ψ+c,v,t ≤ ψ+max,c,v ∀ v, t (4.5)
0 ≤ ψ−c,v,t ≤ ψ−max,c,v ∀ v, t (4.6)
0 ≤ ψ+b,v,t ≤ ψ+max,b,v ∀ v, t (4.7)
0 ≤ ψ−b,v,t ≤ ψ−max,b,v ∀ v, t (4.8)
for every vehicle v.
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The constraints for the battery charging and discharging decision vari-
ables, as well as for the cabin temperature state variable, are dependent
on whether the PEV is idle or driving. The constraints to enforce the
correct operation of the PEV battery and A/C system are formulated as
0 ≤ P+v,t +G+v,t ≤ gv,tP±max,v ∀ v, t (4.9)
0 ≤ P−v,t +G−v,t ≤ gv,tP±max,v ∀ v, t (4.10)
0 ≤ G+v,t ≤ wv,tP±max,v ∀ v, t (4.11)
0 ≤ G−v,t ≤ wv,tP±max,v ∀ v, t (4.12)
0 ≤ F+v,t ≤ hvF+max,v ∀ v, t (4.13)
Tmin,c ≤ Tc,v,t ≤ Tmax,c, if D−v,t > 0 ∀ v, t (4.14)
where gv,t is a binary time series determined by the driving pattern of
vehicle v that tells whether the PEV is currently connected to the grid
either at home or at work, wv,t is a binary time series that tells whether
the PEV is grid-connected and at work, and hv is a PEV type parameter
that determines whether the PEV is a BEV or a PHEV. When the PEV
is parked, there are no significant constraints on the cabin temperature,
but when the vehicle is driven the A/C system is set to keep the cabin
temperatures between a set interval for driver comfort in Eq. 4.14.
The constraints on the battery temperature are slightly more convo-
luted. Depicting a truly intelligent BMS would require additional binary
logic variables to keep track whether the batteries of the PEVs are being
charged on each time step, in order to tell when the batteries need to be
heated or cooled to their permitted charging temperatures. Even though
this can be formulated as a MILP problem, it becomes computationally
too demanding for our purposes.
The simplest way to account for the BMS heat demand without binary
logic variables is to always keep the batteries in charging temperatures
when grid-connected even when it’s unnecessary, resulting in
Tmin,b ≤ Tb,v,t ≤ Tmax,b, if gv,t = 0
0◦C ≤ Tb,v,t ≤ Tmax,b, if gv,t = 1
}
∀ v, t (4.15)
where Tmin,b is the minimum permitted temperature and Tmax,b is the
maximum permitted temperature of the battery. This unavoidably leads
to higher than necessary overall electricity consumption of the BMS, but
remains computationally efficient. The ideal BMS behaviour could be cal-
culated based on the solution using its known battery use, which would
allow us to quantify the energy wasted in needlessly keeping the battery
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Figure 4.1. Shares of the electricity consumption of the different PEV systems calculated
from the mean electricity consumptions of 10 simulated Nissan Leafs. The
BMS is only required in winter when ambient temperatures are too cold for
charging, and the results are fairly independent of the PEV model.
in charging temperatures. However, even the overestimated BMS only ac-
counts for only a small portion of the total electricity consumption of the
PEV, which can be seen from Figure 4.1. The BMS represents around a
percent of the yearly total electricity consumed by the PEV, so any error
made remains largely insignificant.
Another approach attempted was to iterate the optimization and update
the battery temperature constraints between iterations based on the bat-
tery usage of the previous solution. This way the logical binary variables
are avoided, as the temperature constraints are predetermined and not
dependent on the decision variables, preserving linearity while allowing
the battery temperatures to deviate from the desired operating tempera-
tures when the battery is not used. Iterating the temperature constraints
ultimately leads to better energy consumption of the BMS than the set
temperature range solution, but it never seems to reach convergence with
multiple PEVs. This is most likely caused by the optimizer alternating be-
tween which PEV battery to use in which situation, depending on which
battery has the least strict temperature constraints. This results in the
battery use and the operating temperatures never fully coinciding. The
number of iterations needed to reach meaningful improvements over the
simple set temperature range is also quite large, significantly increasing
the computational load.
Battery Capacity Loss
As can be seen from Eq. (3.18) the battery capacity loss due to usage is
non-linear, and thus cannot be explicitly implemented into a linear model.
Fortunately, the capacity loss is rather small, and ultimately doesn’t have
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a major impact on the dynamics of the system as a whole. This allows us
to account for it approximately by iterating the optimization problem and
updating the battery capacity constraints to match the previous battery
usage between iterations.
This isn’t a perfect solution, as reaching convergence with more than a
few modelled PEVs begins to take excessive amounts of time. However,
reasonably small relative capacity excess is reached already with a few
iterations, up to around 20 Wh for a few hours at a time. As automotive
batteries are not intended to be cycled with 100% DOD to avoid excessive
temperature and SOC effects on battery performance and degradation,
the minuscule and short-lived overcharges are insignificant.
4.2 House HVAC Constraints
The thermal dynamics of the modelled houses with radiator systems are
determined by Eqs. (3.25) and (3.26), that are rearranged into applicable
equality constraints
Ti,h,t+1 − h,11Ti,h,t − h,12Tf,h,t + ζh,11
Ci,h
(α+hp,tP
+
h,t − α−acP−h,t)
= −ζh,11
Ci,h
(Papp,h,t + ϕppl,h,t + ϕsol,h,t +Hie,hTe,t)
−ζh,12
Cf,h
(Hfe,hTe,t)
∀h, t (4.16)
Tf,h,t+1 − h,21Ti,h,t − h,22Tf,h,t + ζh,21
Ci,h
(α+hp,tP
+
h,t − α−acP−h,t)
= −ζh,21
Ci,h
(Papp,h,t + ϕppl,h,t + ϕsol,h,t +Hie,hTe,t)
−ζh,22
Cf,h
(Hfe,hTe,t)
∀h, t (4.17)
for each house h. The constraints for the radiant floor heating system
are the same, except than in Eq.(4.16) P+h,t is multiplied by
ζh,12
Cf,h
instead
of ζh,11Ci,h , and in Eq. (4.17) P
+
h,t is multiplied by
ζh,22
Cf,h
instead of ζh,21Ci,h . Again,
the temperatures and electric powers are constrained to enforce desired
behaviour
Tmin,i ≤ Ti,h,t ≤ Tmax,i ∀h, t (4.18)
Tmin,f ≤ Tf,h,t ≤ min(Tmax,f , Tsup,h,t), if rfh
Tmin,f ≤ Tf,h,t ≤ Tmax,f , if rad
}
∀h, t (4.19)
0 ≤ P+h,t ≤ P+max,h,t − ψdhw,h,t ∀h, t (4.20)
0 ≤ P−h,t ≤ P−max,h ∀h, t (4.21)
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where ψdhw,h,t is the electricity consumption of heating the DHW with the
heat pump, calculated as
ψdhw,h,t = Nppl,h
φdhw,t
α+dhw
, ∀h, t (4.22)
where Nppl,h is the number of residents in house h and α+dhw is the heat
pump COP when heating DHW. The floor node temperatures are con-
strained according to thermal comfort standards [73].
In Eq. (4.19) when using radiant floor heating rfh we also restrict the
floor node temperature from exceeding the floor heating system supply
temperature, in order to prevent the optimizer from heating the floor node
to higher than supply temperatures. Unfortunately, this may lead to some
excess cooling demand if the supply temperature suddenly drops below
floor temperature or the floor node temperature naturally rises above the
supply temperature due to changes in ambient temperature. In both cases
the constraint would now force the HVAC system to cool the floor node ac-
cordingly, but fortunately the temperature constraints of the interior node
seem to keep the floor node temperatures low enough even during hot
summer days. Even if such excess cooling were to be necessary at times,
the modelled cooling system is extremely energy efficient, and would only
result in an insignificantly small increase in energy consumption.
Introducing thermal energy storage in the form of hot water storage
tanks into the model was attempted, but explicitly modelling the depen-
dency between the heat pump COP and the temperature of the hot water
storage tank proved infeasible due to non-linearity and non-convexity is-
sues. Additional attempts with iterating the optimization and updating
the storage temperatures, and fixing the storage temperature to the ra-
diator supply temperatures encountered a problem where the heat pump
would fully charge the thermal energy storage during the time step with
the best COP, violating the second law of thermodynamics during said
step. Fixing the COP at a constant value would make the storage tank
behave correctly, but would result in wasteful use of energy due to non-
optimal use of the heat pump. Ultimately modelling the thermal energy
storage was abandoned in favour of correctly modelling the COP of the
heat pump in the hydronic heating system. The DHW tank would run
into similar problems with the heat pump COP if the temperature of the
tank was allowed to vary between the temperatures 50–60◦C set in legis-
lation.
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4.3 Microgrid Power Balance and Objective Functions
So far each modelled PEV and household has not been interconnected in
any way. In order to form the desired MG with RE generation, we enforce
yet another equality constraint∑
v
[P+v,t − ηbηcP−v,t] +
∑
h
[P+h,t + P
−
h,t] +Gs,t −Gb,t
=
∑
h
[Papp,h,t + ψdhw,h,t]− Psol,t
∀ t (4.23)
where Gs,t and Gb,t are the amounts of power sold to and bought from the
main electrical grid respectively, and Psol,t is the PV generation in the MG.
The grid connection variables are constrained according to
0 ≤ Gs,t ≤ Gmax, ∀ t (4.24)
0 ≤ Gb,t ≤ Gmax, ∀ t (4.25)
where Gmax is the maximum power capacity of the connection between
the MG and the utility grid. This value is scaled based on the number of
modelled households Nh in the MG as
Gmax = 24Nh kW. (4.26)
Eq. (4.26) is based on an assumption that each house has three 35 A main
fuses and phase voltage of 230 V.
It is worth noting that the PEV grid trading decision variables G+v,t and
G−v,t don’t appear in Eq. (4.23), as their main function is to distinguish
between electricity transferred from the home MG and electricity traded
directly while at work. This means that in case the PEVs are considered
grid-connected even at the workplace, only the home MG connected charg-
ing and discharging terms P+v,t and P
−
v,t can be made subject to the possible
transmission fees.
With the hourly time scale of the overall model we essentially have
to assume that the modelled MG has hourly net-metering, even though
hourly net-metering isn’t actually used in Sweden. However, hourly net-
metering is currently in use is Denmark, and under consideration in Fin-
land as a way to support RE generation. [84]
The objective function used in this work is a total cost minimizing func-
tion
fcost =
∑
t
[∑
v
[
pr,tG
+
v,t − pm,tηcηbG−v,t + pF,tF+v,t + pfwv,t(P+v,t + ηcηbP−v,t)
]
+pr,tGb,t − pm,tGs,t
]
,
(4.27)
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where pF,t is the eWh price of fuel. The transmission fees pf only apply to
power transfer between the MG and the PEV when the PEV is at work,
hence the multiplication by wv,t.
Another objective function that was considered minimized the total am-
ount of electricity bought into the modelled MG, which indirectly encour-
aged the MG to utilize its local PV generation to its fullest. However this
objective function was found to be a little too zealous, as it occasionally
utilized the temperatures of the PEV cabin and battery as extremely in-
efficient energy storages for excess PV. While the bought electricity min-
imizing objective function technically resulted in slightly increased self-
sufficiency of the MG, this often came at a significant extra cost caused by
the lost income from sold excess PV generation.
The cost-optimized scheduling of the PEVs and the HVAC systems is
compared against a scenario, where the energy consumptions of the PEVs
and HVAC systems are optimized separately without any grid intercon-
nections. The resulting baseline represents an equally sophisticated sys-
tem, except lacking any V2G or DSM capabilities able to take advantage
of the real-time pricing.
The baseline PEV charging schedule is calculated by minimizing the
usage of the battery
fPEV =
∑
t
∑
v
[
10(F+v,t +G
+
v,t +G
−
v,t) + P
+
v,t + P
−
v,t − 0.1Ev,t
]
, (4.28)
with an incentive factor of −0.1 for keeping the batteries as full as pos-
sible and a penalty factor of 10 for fuel usage and direct trading between
the PEV and the market. The exact values of the incentive and penalty
factors are arbitrary, as long as they place the most weight on the fuel F+v,t
and direct grid exchange G±v,t, and the least weight on the energy stored
inside the battery Ev,t. The PEV baseline optimization with Eq. (4.28)
only uses the PEV constraints in Eqs. (4.1)–(4.15), resulting in each PEV
scheduling its charging solely according to its driving pattern. This re-
sults in the PEV baseline using as little electricity and fuel as possible
to get through the year, while fully charging their batteries as soon as
possible after connecting to the grid. The V2G discharge P−v,t yields no
benefits for the PEV, but is included in Eq. (4.28) for numerical reasons.
Since Eq. (4.28) doesn’t consider costs and the direct trading terms G+v,t
and G−v,t are penalized, the PEV does all its power transfers through the
MG. However, accounting for the correct transmission and direct trading
can be done after determining the baseline schedule.
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The baseline HVAC system schedule is calculated by minimizing its
electricity consumption
fHV AC =
∑
t
∑
h
[
P+h,t + P
−
h,t
]
, (4.29)
while keeping the temperatures within permissible limits, as constrained
by Eqs. (4.16)–(4.21). As with the PEVs, this minimizes the amount of
electricity used to manage the temperatures inside the houses.
The baseline used in this work is rather tough in the sense that it
uses very little energy for the required PEV and HVAC operations, thus
making most changes consume more energy than the baseline. However,
comparing the V2G and SHLC capable system to anything less efficient
would yield seemingly better results partly due to increased energy effi-
ciency, making it harder to quantify the benefits gained solely from the
cost-optimal scheduling of the system.
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5. Results and Discussion
The constructed optimal MG energy management problem was formu-
lated using MATLAB R2015a, and solved with IBM ILOG CPLEX Opti-
mization Studio 12.4. The optimizations are performed on a single desk-
top computer with an Intel Xeon CPU E3-1230 v3 processor and 16 GB of
RAM. The largest single optimization sets included 10 households each
with their own PEV within the modelled residential MG, and took up
to between 15-20 minutes to solve for the modelled year spanning from
2005-9-1 00:00 to 2006-8-31 23:00.
A single optimization sequence consists of first optimizing the baseline
PEV and space heating behaviour, then optimizing the full MG energy
management problem, and finally optimizing the MG energy manage-
ment problem by dispatching only the PEVs and only the space heating
loads respectively. All the optimizations including PEVs are also iterated
a few times in order to sufficiently account for the battery degradation.
It is worth noting that the cost of battery degradation isn’t included in
the cost optimization due to the non-linear nature of the battery ageing
process. Also, in order to correctly estimate the cost of the extra battery
degradation caused by V2G discharge, we first have to consider the bat-
tery degradation caused by normal PEV use. Hence the costs of battery
degradation must be calculated and accounted for separately from the op-
timization results, and will be discussed separately from the other results.
First, we calculate the cost-optimal scheduling of the individual house-
holds, and then proceed to examine how increasing the number of house-
holds and amount of PV generation in the modelled MG affects the results.
Lastly, we examine whether workplace charging and V2G are worthwhile
compared to smart home charging, when accounting for additional elec-
tricity transfer fees and costs of battery degradation.
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5.1 Model Validation
The following sections analyse the validity of the PEV and HVAC models
by comparing initial results to those obtained in literature.
PEV Model Analysis
Even though each modelled PEV is technically identical and their driving
habits are the same, the generated driving patterns vary considerably,
between 18,000 and 20,000 km per PEV per year when using average
stage distances from the RES 2005–2006 statistics. This value is high
compared to the average Swedish value around 12,000–13,000 km per
car per year [85]. However, this value is calculated based on Swedish
road traffic statistics, and includes vehicles that are not used regularly
for commuting. Since most of the electricity consumed by the PEVs is
used for driving, this variance in the total distance driven also affects the
yearly electricity consumption of the PEVs.
The driving consumption is affected by the ambient temperatures via
the cabin A/C. For the Nissan Leaf the average driving electricity con-
sumption is around 142 Whkm over the year, which represents a 13% in-
crease over the UDDS 23◦C A/C systems off consumption of 125 Whkm [47].
In [40] this increase in yearly average driving consumption in the compa-
rably cold climate of Minneapolis was found to be around 24%. However,
this was calculated for cabin A/C set to 22◦C, whereas we use a mini-
mum cabin temperature of 16◦C instead. By running our simulation at
22◦C minimum cabin temperature, the increase in yearly average driving
consumption for the 2013 Nissan Leaf increases by around 20%, similar
to the result in [40]. Experimental data suggests that the driving con-
sumption at −7◦C could however be as much as 40–120% larger than the
no-A/C driving consumption [48]. Our model results in maximum driv-
ing consumption increase of around 50–70% for the Nissan Leaf, depend-
ing on the used minimum cabin temperature, which is reasonable con-
sidering the relatively long time step of one hour used in this work. For
the Chevrolet Volt the increase in average yearly driving consumption is
around 11% and the increase in maximum driving consumption is around
81%, whereas for the hypothetical high-end BEV the corresponding val-
ues are 10% and 39% respectively.
Figure 5.1 presents two examples on the thermal dynamics of the mod-
elled PEVs, and illustrates the problem associated with the length of the
hourly time step. Due to the nature of the thermal model in Eqs. (3.11)
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and (3.12), each action affects the temperature on the following time step.
This can be seen in Figure 5.1 as the sharp drops in cabin temperature
after steps where the cabin is cooled, or as the rise in battery temperature
after the PEV is driven. In reality, these effects would take place immedi-
ately when cooling or driving begins, but due to the chosen time step the
effect is now delayed to the following hour. This delay in the dynamics
is the main reason the ageing model in Eq. (3.18) averages the battery
temperature over two subsequent steps, in an attempt to account for the
changing battery temperature. This delay affects the Chevrolet Volt more
due to the faster thermal dynamics of the smaller battery, and might have
a significant effect on its battery degradation. Increasing the time resolu-
tion of the optimization would alleviate this problem, but would require
more accurate weather and driving pattern data.
Figure 5.1. Examples of the thermal dynamics of the modelled PEVs in early September
2005 with the same driving pattern. The changes in the battery temperature
of the Chevrolet Volt are much larger and faster than those in the Nissan Leaf
due to the reduced thermal mass of the smaller battery system. The cabin
temperatures rise well above the external temperatures during the day due
to solar radiation.
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House Model Analysis
The yearly electricity consumption of the appliances and lighting in the
modelled houses varies between around 2.3–5.1 MWh, averaging around
4.7 MWh per year. Similarly, the yearly heating demand of the modelled
houses varies by quite a bit between around 12.0–21.1 MWh. However,
the heating demands per m2 of the different houses are more similar, vary-
ing between around 86.0–105.5 kWhm2 per year, averaging at around 93.0
kWh
m2 per year. The corresponding value for the TABULA reference house
with similar insulation is 93.7 kWhm2 per year, so it seems the space heat-
ing model performs adequately. The electricity consumption of the HVAC
equipment depends on the system, as the floor heating system achieves
an average ground-source heat pump COP of around 4.94 over the year,
whereas the radiator heating system only achieves an average COP of
4.37. The floor heating system has a slightly higher yearly heating de-
mand than the radiator heating system due to the fact that it has to heat
the floor slab in addition to the house interior, but the floor heating sys-
tem ends up requiring around 13% less electricity due to the improved
heat pump COP achieved with the lower supply temperatures.
The modelled energy demand of DHW is around 814 kWh per person
per year, which corresponds well enough with 781 kWh per person per
year found in literature [77]. Since the modelled houses have different
numbers of inhabitants and the DHW is heated using the heat pump, the
yearly electricity consumed by heating the DHW varies between 0.6–1.4
MWh, averaging around 0.7 MWh per year.
Overall Performance
As a whole the model performs well, and attempts to match consumption
with local PV generation to minimize the cost of electricity. Figure 5.2
presents two examples of the effect the optimization has on the power
balance in a MG with 70 kWp, during both summer and winter. During
summer the modelled MG is almost capable of meeting all of its electric-
ity demand with local PV generation, with considerable excess PV gen-
eration still sold to the market. During winter the local PV generation
rarely exceeds electricity consumption, but the optimized solution can be
seen shifting consumption from afternoon and evening peak hours to the
cheaper early morning hours. During winter the tendency of the cost opti-
mal solution to charge all PEVs simultaneously during the cheapest hours
of the early morning is also seen from the peaking of the consumption.
50
Results and Discussion
Figure 5.2. Examples of the electricity balance in a 5 household MG with Nissan Leafs
and radiant floor heating systems. The modelled MG has 70 kWp of PV gener-
ation capacity, matching the yearly electricity consumption of the MG during
the modelled year.
By performing the optimization with either the PEVs or the space heat-
ing load locked to the baseline behaviour, we can compare the benefits
of the individual technologies. It seems that the PEVs offer significantly
larger flexibility to the MG, with yearly savings of around e100 (15%)
per household with the Chevrolet Volts, around e150 (24%) per household
with the Nissan Leafs, and around e250 (35%) per household with the
hypothetical high-end BEVs. By itself the SHLC achieves yearly savings
of around e20 (3%) per household with radiator heating systems, around
e40 (6%) per household with floor heating systems with a 8 cm thick floor
slab, and around e60 (9%) per household with floor heating systems with
a 12 cm thick floor slab, referred to as improved floor heating for short.
These results are calculated from results for a MG with 5 households,
with around 70–75 kWp of PV generation, enough to match the yearly
electricity consumption of the modelled MG including the PEVs.
Compared to the values found in literature [12, 13, 14] ranging from
5–46% savings in heating costs, the results of the separate SHLC opti-
mization might seem low at first. However, our model doesn’t include any
active thermal storage elements and the results account for costs for the
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whole household including the PEVs and appliances, reducing the relative
impact of the SHLC. As for the PEVs-only optimization, daily electricity
cost savings up to e0.52 were reported in [30] with a PEV comparable
to the Chevrolet Volt in battery capacity, whereas our initial results vary
between e0.27–0.68 depending on the modelled PEV. These results are
quite similar considering the optimization in [30] only spanned a single
day in Spanish summer climate.
The better flexibility offered by the PEVs is not simply caused by bigger
energy storage capacities, but also the fact that the batteries are electric-
ity storages, as opposed to the thermal energy storage capacity offered by
the building thermal mass. The flexibility offered by the thermal mass
all but vanishes during summer, when there is little heating demand,
and the cooling demand is supplied by extremely energy efficient ground
source free cooling systems as modelled in this work. By contrast, elec-
tricity is still required by the PEVs, household appliances, and lighting.
However, currently the PEVs have unrealistic advantage caused by the
perfect forecasting of the driving patterns, and their flexibility might be
drastically reduced under uncertainty. Naturally the SHLC would suffer
from weather and internal heat gain uncertainties as well, but their im-
pact on the HVAC system flexibility would remain comparatively small.
5.2 Individual Households
First off, we optimize each of the modelled houses individually in order
to determine the benefit to an individual single-family household. Each
house is modelled with enough PV generation to account for its yearly
electricity demand including the PEV, implying peak power capacities
of around 17 kWp, 13 kWp, 14 kWp, 15 kWp, and 14 kWp for houses
1 through 5 respectively, depending slightly on the modelled PEV and
HVAC system. The PEVs are also only considered grid-connected when at
home.
As can be seen from Figure 5.3, the modelled houses are rather different
from each other, even though the PEV and the HVAC equipment are mod-
elled as identical for each house. The savings in total yearly costs range
from arounde120 per year for the Chevrolet Volt and radiator heating sys-
tem to around e280 per year for the hypothetical high-end BEV and im-
proved floor heating. The baseline costs for the Nissan Leaf scenarios are
the cheapest for each house mostly due to the good energy efficiency of the
52
Results and Discussion
Figure 5.3. Cost optimized yearly costs, as well as yearly bought and sold electricity for
each of the modelled households, baseline results indicated by the white bars.
The Ratios in the figures below are calculated by dividing the optimized re-
sult by the baseline result. The households are modelled with enough PV
generation to account for their yearly electricity demand including the mod-
elled PEVs.
Nissan Leaf, but the flexibility offered by the larger battery capacity in the
high-end BEV scenario is able to reduce the costs below those of even the
optimized Nissan Leaf. The Chevrolet Volt scenario baselines are about
as costly as the high-end BEV baselines depending somewhat on the driv-
ing pattern, but perform the worst post-optimization due to limited stor-
age capacity. For individual households, the adoption of V2G and SHLC
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seem to result in yearly total electricity cost savings of around e118–
125 (14–18%) for PHEVs and radiator heating systems, around e172–188
(24–30%) for BEVs and floor heating systems, and around e275–294 (35–
40%) for hypothetical high-end BEVs and heavy floor heating systems. It
should be noted that the yearly electricity costs weren’t high to begin with
due to the large amount of PV and energy efficient baseline.
As expected, the larger battery capacity of the BEVs allows the houses to
better utilize the local PV production, resulting in around 23–26% reduc-
tion in bought and around 26–31% reduction in sold electricity for the Nis-
san Leaf scenario, and around 31–35% and 36–40% reductions for bought
and sold electricity respectively for the high-end BEV scenario. The yearly
values vary slightly (≈ ±2%) depending on the used driving pattern, but
there are no significant changes to the results of the optimization.
5.3 Microgrid Size
An interesting question is whether it is worthwhile to aggregate multi-
ple households and PEVs into a larger centrally managed MG. Naturally
such a MG would require co-operation from the residents, a cost division
scheme that would distribute the aggregated costs between the collabora-
tors according to their participation, as well as infrastructure to exchange
the information necessary in the optimization between the households
and the MG central management system.
Looking at the measured household results in Figure 5.4a it seems like
the relative benefits gained from aggregating multiple households into a
large MG are rather unclear. Clearly houses 1 and 2 perform better to-
gether than they would on their own, decreasing the cost, as well as sold
and bought electricity ratios by around 2–5 pp depending on the modelled
PEV and HVAC systems as well as the driving patterns. Adding house 3
still often seems to lead into noticeable decrease in the ratios, although
only by around 1–2 pp. However, adding houses 4 and 5 into the MG
doesn’t seem to yield any additional relative benefits. Since the modelled
households have quite different yearly electricity consumptions and driv-
ing patterns, it makes comparing the grid sizes quite difficult.
In order to better compare the benefits from MGs of various sizes, the
electricity consumption of each household and PEV are normalized. For
the household electricity consumption, the experimental SEA residential
electricity consumption time series are scaled so that the total yearly elec-
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Figure 5.4. The relative benefits of various MG sizes for the different PEV and HVAC
system types, for both the measured and normalized households, using 3 dif-
ferent driving profiles. Houses are added to the MG in the order of their
indexing, and the MG is modelled to have enough PV generation to account
for its yearly electricity consumption including the PEVs. The effect of the
randomness in the driving profiles can be seen from the small variations in
the ratios after the maximum benefits have been reached at 5 households and
above, and changing the order the houses are added to the MG has a similar
effect.
tricity consumption of each household equals the mean yearly consump-
tion of the experimental data of the detached houses used in this work, at
around 4.7 MWha . Similarly, the yearly HVAC consumption of the house-
holds is made approximately equal by modelling each house with identi-
cal dimensions, estimated based on the mean floor area of the SEA data
houses used in this work presented in Table 3.4. Each household is also
set to have the same number of residents in order to equalize the inter-
nal heat gains from inhabitants, as well as DHW electricity consumption,
set to the average value of 2.7 inhabitants per household. Even though
each house is identical, the yearly electricity consumption of the HVAC
system varies a bit due to the different internal heat gains from the ap-
pliances. Although the yearly electricity consumption of the appliances in
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each household is normalized, the waste heat from the appliances is more
valuable for the HVAC system when the external temperature is low.
The household electricity consumption normalization also allows us to
extend the modelled MG from 5 to 10 households by using SEA electricity
consumption data from 5 apartments measured at roughly the same time
in 2005–2006. Naturally, since apartments and detached houses gener-
ally have different sets of electric appliances, these 5 extra electric con-
sumption profiles are slightly different in shape from the house profiles.
Nonetheless, they are considered sufficiently similar for our purposes.
The electricity consumption of the modelled PEVs is normalized by scal-
ing the length of the individual trips of each car, so that the total yearly
distance driven equals the mean value of the statistics-based driving gen-
erator of around 18,900 km per PEV per year. As with the house HVAC
systems, the total electricity consumption of the PEV cabin A/C systems
and BMS thermal elements still vary between PEVs due to different driv-
ing patterns.
The normalized MG results also presented in Figure 5.4b provide a
slightly clearer picture on the benefits of aggregating multiple house-
holds into a single centrally managed MG. As with the measured case,
the step from a lone household to a pair of co-operating households yields
the largest relative benefits, around 1–5 pp reduction in the cost, as well
as sold and bought electricity ratios. With the normalized households
however, the ratios continue to decrease until the MG has around 4–
5 co-operating households, after which any additional households don’t
seem to noticeably increase the relative benefits. Determining the most
cost-efficient MG size would require detailed information about the sort
of neighbourhood in question, as well as the type of extra infrastructure
required for the communications and DSM optimization.
It is rather interesting that the relative benefits gained from increasing
the size of the MG seem to stagnate around 4–5 households regardless of
the modelled PEVs and HVAC systems. Naturally one would need more
co-operating PHEVs than BEVs to reach similar absolute benefits, but ap-
parently the relative benefits are more dependent on the properties of the
individual co-operators than their number. However, this could change if
uncertainty were to be introduced into the model, as increasing the num-
ber of modelled PEVs would probably "smooth" the uncertainty associated
with their driving profiles.
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5.4 Photovoltaic Generation
Another aspect of interest is the role of the PV generation in the MG, and
the effect its amount has on the performance of the V2G and building
MPC systems. Here we measure the amount of PV generation as a frac-
tion of the total yearly PV production divided by the total yearly electricity
consumption of the modelled MG, called PV fraction in Figure 5.5. The PV
fractions of 0.5, 1.0, and 1.5 correspond to around 7–8 kWp, 14–15 kWp,
and 21–23 kWp of installed solar capacity per household respectively, de-
pending slightly on the modelled PEVs and HVAC systems. The effect
of the MG size was found to be independent of the PV fraction as well,
meaning that the MG size of 5 households should yield the best benefits
per household.
From Figure 5.5 it is apparent that without any PV generation the flex-
ibility offered by the V2G and SHLC technologies can only achieve yearly
cost savings of around e20–50 (2–4%) per household, and since no con-
sumption can be curtailed and the baseline is already energy efficient the
amount of bought electricity cannot be decreased. In this case the cost
savings are achieved by shifting consumption from expensive hours into
cheaper ones. As the PV fraction is increased, the PEVs and HVAC sys-
tems begin shifting their consumption into hours with excess PV genera-
tion, which can be seen in the decreased amount of electricity traded with
the utility grid of the optimized results. Naturally the costs are decreased
further as more PV generation is added into the grid, with the optimal
high-end BEV scenario almost turning a profit with a PV fraction of 1.5.
With a PV fraction of 2.0, all scenarios except the PHEV baseline already
turn a profit during the year. The value of the extra flexibility offered
by the high-end BEV scenario can be seen when comparing the costs and
bought electricity amounts between the 0.5 and 1.0 PV fraction scenar-
ios, as the high-end BEV scenario overtakes the Nissan Leaf one as the
cheapest alternative.
In [31], yearly total costs were reduced from e1800 to e630 (−65%) after
installing around 5 kWp of solar capacity. According to our results, such
an improvement seems to require at least 14–15 kWp of solar capacity per
household, but this is without the residential CHP system, extra 7.8 kWh
electricity storage, and appliance level DSM. In the author’s experience
appliance level DSM doesn’t have a large impact on the yearly costs, but
such extra gains from CHP and an extra battery seem rather incredible.
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Figure 5.5. Cost optimized results for a MG with 5 normalized households with different
amounts of PV generation, depicted here as a fraction of the yearly electricity
consumption called PV fraction. The white bars indicate the baseline results.
5.5 PEV Infrastructure
Finally, we examine the effects of the PEV charging infrastructure on the
MG. One interesting question is whether V2G provides any significant
benefits over only smart charging when accounting for the extra battery
wear. Another point of interest is how much the PEV flexibility can be
improved by introducing PEV charging infrastructure to the workplace,
as the PEVs typically spend the most solar intensive hours of the day
away from home at work. In order for this to increase the flexibility of the
modelled MG however, transferring the RE generation from the MG to
the workplace over the utility grid needs to be possible. This would allow
the PEVs to utilize the PV generation of the home MG when at work at a
cost, possibly yielding additional savings.
As can be seen from Figure 5.6, the 2013 Chevrolet Volt PHEV gains the
most benefits from being able to charge its batteries at work, thus reduc-
ing its fuel consumption. The yearly fuel consumption of the PHEVs is
reduced from around 35 l to 2 l (−94%) when charging at the workplace is
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H0 Grid connected only at home, smart charging without V2G
H1 Grid connected only at home, full V2G capability
W0 Grid connected at home and at work, smart charging without V2G
W1 Grid connected at home and at work, full V2G capability
Figure 5.6. Cost optimized results for a MG with 5 normalized households and a PV
fraction of 1.0. Baseline results indicated by the white bars.
allowed, as the PHEV battery is large enough for the individual trips, but
not for multiple trips in succession. The baseline PHEV behaviour seems
to be able manage mostly on electricity, as for comparison a pure ICE ve-
hicle would need around 1200 l of fuel to make it through the year. Since
electricity is generally cheaper than fuel in series PHEV mode, charging
at the workplace reduces PHEV operating costs.
The increase in the BEV baseline costs when charging at the workplace
is caused by the transmission costs, and the fact that the PEV baseline
isn’t price-conscious. This means that every time the BEV goes to work
or makes a trip while at work, it either buys electricity from the mar-
ket or transfers excess PV from the home MG at a cost to charge itself
full again. It seems that the modelled transmission fee is large enough
to make it uneconomical to use most excess PV this way, as the benefits
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barely increase. Removing the transmission fees completely would drop
the yearly costs per household by around e20–70 in the workplace charg-
ing scenarios.
Comparing the V2G and smart charging only scenarios, the costs per
household decrease by around e20–50 per year by using V2G. The ad-
ditional battery wear in the V2G capable scenarios is around 0.3–0.4%
for the high-end BEVs, around 0.4–0.6% for the Nissan Leaf, and around
0.3–0.5% for the Chevrolet Volt, which amount to capacity losses of around
210–280 Wh, 96–144 Wh, and 50–83 Wh respectively. Estimates on the
cost of modern Li-ion EV batteries vary by quite a lot, between around
260–360 ekWh [86], placing the costs of V2G battery wear between around
e13–100 per year. For the high-end BEV the costs of the additional bat-
tery wear associated with the V2G are larger than the benefits even when
using the lowest price estimate for the battery capacity. However, the
Nissan Leaf and the Chevrolet Volt seem to be able to profit from the V2G
discharge for up to around e10 per household per year with the lowest
battery price estimate.
This is an interesting result, as it suggests that V2G could be econom-
ically feasible for distributed energy storage purposes even with concur-
rent battery technology and without income from grid regulatory services,
contrary to [42]. As the LP model is currently incapable of explicitly tak-
ing the costs associated with battery wear into account during the opti-
mization, this most likely results in excessive V2G use, particularly with
the modelled high-end BEV. If the costs of battery degradation could be
included in the LP formulation, for example by using a linear approxima-
tion of the battery ageing process, both the Nissan Leaf and the high-end
BEV would probably limit their V2G discharge to times when the mone-
tary benefits exceed the battery wear costs. For the Chevrolet Volt such
benefits would remain significantly smaller though, as typically PHEV
batteries are 30–50% more expensive due to higher requirements on bat-
tery power density [86].
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In this work, we assess the economical benefits of V2G and SHLC for
residential consumers with local PV generation. A SHLC-capable house
energy model is constructed based on residential electricity consumption
data by SEA [43] and TABULA national building typologies [56], coupled
to a PEV model constructed using travel survey statistics [4] and experi-
mental PEV data [47, 48]. The PEV model accounts for the thermal be-
haviour of the vehicle battery and cabin [40], as well as battery degrada-
tion [55]. The houses, the PEVs, and the PV generation are linked through
LP methodology, and the cost optimal energy management is then solved
using IBM ILOG CPLEX Optimization Studio 12.4. The optimizations are
performed for a MG consisting of 1–10 detached houses located in Nor-
rköping, Sweden (58.58◦N 16.15◦E), for a full year from 2005-9-1 00:00 to
2006-8-31 23:00 on a hourly time scale. The different PEVs modelled in
this work include the 2013 Chevrolet Volt, 2013 Nissan Leaf, and a hypo-
thetical high-end BEV based mainly on 2013 Tesla Model S. The modelled
house HVAC systems include hydronic radiator and floor heating systems,
with ground source heat pumps and free cooling systems.
The PEV model was found to be consistent with existing literature [40],
with 10–13% increase in average electricity consumption due to the cabin
A/C systems in the cold climate of Sweden. The electricity consumption of
the PEV battery thermal management was found to be largely insignifi-
cant, even though the used model exaggerates its consumption. However,
due to the relative roughness of the hourly time step, the PEV cabin and
battery thermal dynamics are slower than they would in reality, which
could have an impact on the modelled battery degradation. The HVAC
model of the detached houses also performed adequately, with the average
heating demands per m2 as well as the DHW energy demand correspond-
ing well to existing literature [56, 77].
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The overall MG model performed as expected, shifting the PEV and
HVAC loads to match excess local PV generation, as well as other hours
with comparably cheap electricity. During summer the modelled MG with
70 kWp occasionally managed to function without buying any electricity
for a few days at a time, thanks to the local PV generation and the storage
capacity offered by the PEVs and the building thermal mass. The flexi-
bility offered by the PEVs was estimated to be around 4–5 times more
valuable for the modelled MG than the flexibility offered by the SHLC,
excluding the additional costs associated with battery wear.
For individual households, yearly cost savings of around e120–290 (14–
40%) were achieved compared to the established baseline, depending on
the modelled PEVs and HVAC systems. The households were modelled
with enough PV generation to match their yearly electricity consumption
including the PEV and an energy efficient baseline, so the yearly costs in
this case weren’t high to begin with. The benefits of increasing the MG
size by aggregating multiple households into a single centrally optimized
entity were found to saturate at around 4–5 households, only yielding
an additional 5 pp decrease in yearly costs per household over the single
household case. This could change if uncertainty were to be introduced to
the driving patterns, as increasing the number of PEVs would probably
smooth the combined uncertainty of the individual PEVs.
Changing the amount of PV generation in the modelled MG demon-
strated that the relative savings achievable with intelligent energy man-
agement increase along with the amount of PV generation. Without any
PV generation the storage capacity offered by the PEVs and the building
thermal mass can only take advantage of the real-time-pricing, reducing
the achieved savings to around e20–50 (2–4%) per year. In an attempt
to further increase the benefits of self-consuming local PV generation, a
system where a PEV owner could transfer excess PV from the home MG
to a workplace charging station at a cost was also studied. While the
Chevrolet Volt achieved significant savings due to reduced fuel consump-
tion thanks to workplace charging, the Nissan Leaf and the high-end BEV
didn’t achieve significant savings under the modelled transmission fees.
V2G was found to result in additional yearly cost savings compared to
smart charging-only scenarios, but after accounting for the additional bat-
tery wear the benefits become dubious. However, the results suggest that
V2G could be economically feasible as a distributed energy storage re-
source even with concurrent battery technology, contrary to [42]. How-
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ever, it is clear that the degradation costs cannot be ignored in the V2G
optimization, as otherwise the V2G might be used excessively.
While the LP energy management model constructed in this work suc-
ceeds in finding the exact global cost-optimal V2G and SHLC schedul-
ing in a small residential MG and yields some interesting results, it still
leaves a few things to be desired. As the current model operates on per-
fect knowledge of weather, appliance electricity consumption, activities of
the inhabitants, electricity prices, and PEV driving patterns, the results
of this work essentially represent the best possible savings achievable un-
der the modelled conditions. If this type of energy management were to
be applied in real life, these would have to be forecast or otherwise deter-
mined ahead of time, likely to include significant errors. According to [27]
the uncertainty associated with PEV availability is especially important
for this type of energy management, making it an important aspect for
possible future research. Since the model is currently linear, robust opti-
mization seems like a promising approach [87]. However, the nature and
magnitude of the uncertainty associated with the PEV driving patterns
requires further contemplation, since the driving pattern forecasts are
mainly dependent on the driver. How accurate the forecast trip schedule
is, are all forecast trips driven, and when does the PEV know for certain
are all questions that would need to be answered.
Even though thermal energy storage elements, couldn’t be successfully
included into the model in this work, they are worth considering. DHW
storage tanks and other hot water storage tanks could offer the HVAC sys-
tems considerable extra flexibility, provided they could be modelled prop-
erly within the LP framework. For instance, some sort of plug-flow model
might be possible with the temperature dependent COP of the ground
source heat pump. Phase-change materials could also be considered as
possible thermal energy storage elements.
Another important research aspect would be to include the costs associ-
ated with battery degradation into the LP model, as the results indicate
that these costs clearly cannot be ignored in V2G energy management op-
timization. As battery ageing is an inherently non-linear process, it can-
not be explicitly included in a linear model. However, taking advantage
of the fact that battery degradation is a rather slow process, it might be
possible to derive a reasonable approximation based on the battery degra-
dation iterations already performed in this model. This way the V2G could
restrict its output only to times when it is truly economical, and should
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always be able to outperform smart charging-only scenarios even when
battery costs are accounted for.
Finally, the thermal and battery ageing modelling of the PEVs could be
further refined. The hourly time step is too long for realistic modelling
of the PEV cabin and batteries, as explained in Section 5.1. Shortening
the time step to at least 10 minutes could significantly improve the ther-
mal modelling and by extension the degradation, as well as the accuracy
of the grid interactions, reducing our dependency on the assumed hourly
net-metering. Unfortunately this would require more accurate weather
and behavioural data, as well as significantly increasing the computa-
tional load. However if the MG size truly has such a limited impact on
the benefits of V2G and SHLC, a single household could perhaps be rea-
sonably optimized for an entire year with 10-minute time steps. Calendar
ageing of the batteries can be included as well to further improve the ac-
curacy of the batter degradation model, but whether it would be affected
differently by V2G and smart charging remains dubious.
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A. Linear Differential Equation System
Here, we present a detailed solution to a linear differential equation in
the form of
d
dt
x(t)−Ax(t) = b,
where both A ∈ R2 and b ∈ R2 are independent of time t, and A is invert-
ible. First we prove that for an invertible A, all matrices A, A−1 and eAt
are mutually commutative. Starting from the matrix exponential power
series definition
eX =
∞∑
k=0
1
k!
Xk,
by replacing X by At, where t ∈ R we get
eAt =
∞∑
k=0
1
k!
(At)k =
∞∑
k=0
1
k!
Aktk.
If A is invertible, we can write
eAt =
∞∑
k=0
1
k!
(IA)ktk
=
∞∑
k=0
1
k!
(A−1AA)ktk
=
∞∑
k=0
1
k!
(A−1AA)(A−1AA) . . . (A−1AA)(A−1AA)tk
=
∞∑
k=0
1
k!
A−1A(AA−1)A(AA−1) . . . (AA−1)A(AA−1)AAtk
=
∞∑
k=0
1
k!
A−1AkAtk
= A−1
[ ∞∑
k=0
1
k!
Aktk
]
A
= A−1eAtA
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which can easily be shown to hold true also for
eAt = AeAtA−1
simply by multiplying A by I on the first row from the right instead of the
left. It now follows that
AeAt = AA−1eAtA = eAtA, and
A−1eAt = A−1AeAtA−1 = eAtA−1,
thus proving that matrices A, A−1 and eAt are mutually commutative.
Second, we again use the matrix exponential power series definition in
order to determine the time derivative
d
dt
eAt =
d
dt
∞∑
k=0
1
k!
Aktk
=
∞∑
k=0
1
k!
Ak d
dt
tk
=
∞∑
k=1
1
(k − 1)!A
ktk−1
= A
∞∑
k=1
1
(k − 1)!A
k−1tk−1
= AeAt,
which is nice and similar to a regular exponential function derivative.
Finally we can solve the original linear differential equation system us-
ing the properties proven above. Here, the solution is calculated over an
arbitrary time interval ∆t, which in the LP modelling corresponds to the
time step
d
dt
x(t)−Ax(t) = b,
∣∣∣ e−At·
e−At
d
dt
x(t)− e−AtAx(t) = e−Atb,
∣∣∣ e−AtA = Ae−At
d
dt
(
e−Atx(t)
)
= e−Atb,
∣∣∣ ∫ t+∆t
t
dt(
e−Atx(t)
) ∣∣∣t+∆t
t
= −A−1
(
e−At
) ∣∣∣t+∆t
t
b,
∣∣∣ eA(t+∆t)·
finally resulting in
x(t+ ∆t)− eA∆tx(t) = −(I− eA∆t)A−1b.
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