We consider a nonlinear control system, affine with respect to an unbounded control u taking values in a closed cone of R m , and with drift depending on a second, ordinary control a, ranging on a bounded set. We provide first and higher order necessary optimality conditions for a Bolza problem associated to this system. The lack of coercivity assumptions gives an impulsive character to the problem: minimizing sequences of trajectories happen to converge toward impulsive, namely discontinuous, trajectories. As is known, a distributional approach does not make sense in such a nonlinear setting, where instead, a suitable embedding in the graph space is needed. We will illustrate how the chance of using impulse perturbations, makes it possible to derive a Maximum Principle which includes both the usual maximum condition and higher order conditions involving the Lie brackets of the vector fields involved in the dynamics.
Introduction
In this paper we investigate necessary optimality conditions for the following optimal control problem: (1) minimize Ψ(T, x(T )) + 
T 0 |u(t)|dt ≤ K, (T, x(T )) ∈ T, for some K ≤ +∞. For simplicity, the state variable x ranges over R n , but treated issues and the presented results can be easily extended to the case of a differential manifold. The set T ⊆ R 1+n is regarded as a target. The main feature of the control system (2) consists in the fact that the control u is unbounded: more precisely, u takes values in a closed, convex, cone C ⊆ R m , while a is a standard control ranging in a compact set A ⊂ R q . The Lagrangian ℓ is assumed to have the form ℓ(x, u, a) = ℓ 0 (x, a) + ℓ 1 (x, u),
where ℓ 0 , ℓ 1 are non-negative functions and ℓ 1 is positively homogeneous in u of degree γ ∈ (0, 1]. Since the dynamics is affine in u, this sublinearity of ℓ 1 with respect to u is crucial for it causes the minimum problem (1)-(3) to have an impulsive character. Indeed, in an unbounded control problem it is exactly the superlinearity of the Lagrangian in the variable u that makes, so to speak, very large speeds not convenient. On the contrary, the lack of such growth condition makes jumps of optimal trajectories a likely occurrence. A trivial example is represented by the time optimal problem with the target intersecting the orbit of the vector field g 1 issuing from the initial pointx: the optimal time is clearly equal Date: March 13, 2019. 1 to zero and an optimal trajectory is represented by running across the mentioned orbit with infinite speed. Let us recall that, because of the nonlinearity of the dynamics, a measuretheoretical approach, with u to be interpreted as a Radon measure, is out of question (see e.g. [13] ). Instead, following a nowadays standard approach [31, 24, 5, 17, 16, 26] , we embed the original system into the space-time system (6) below, namely the control system for the graphs, possibly reparametrized in order to include instantaneous evolutions. Preliminarily, let us rewrite the integral constraint in (3) as the final constraint Considering a new time parameter s, related to t through the relation t = y 0 (s), for a nondecreasing function y 0 , we obtain the system which has bounded controls (w 0 , w, α) with values in a subset of [0, +∞) × C × A, and where the reparameterized version of the variable v is denoted by β. Observe that when the function t = y 0 (s) is strictly increasing, that is w 0 (s) > 0 for almost every s, the space-time system is a mere rescaling of time from t to s of the original control system (2)- (5) . Instead, by allowing subsets I ⊆ [0, S] of positive measure with w 0 (s) = 0 a.e. s ∈ I, we are actually extending our control system into a new larger system where space-time trajectories may contain instantaneous arcs: when w 0 = 0 the time t is stopped, while the state evolves (in the pseudo-time s) obeying to the non-drift dynamics dy ds = m i=1 g i (y)w i . It is then natural that necessary conditions concern, more or less explicitly (see e.g. [27, 20, 16] ), an optimal space-time process (S, w 0 , w, α, y 0 , y, β) for the system (6) and the extended cost To begin with, we exploit the rate-independence of system (6) to establish a First Order Maximum Principle, from which the identical vanishing of some Hamiltonians H g i (x, p) := p · g i follows.
The main novelty of the paper consists in a Higher Order Maximum Principle, namely Theorem 4.1. The result contains new, higher-order constants of motion, the latter involving iterated Lie brackets of the vector fields {f, g 1 , . . . , g m }.
Optimal control problems of the form (1)-(3) are motivated by several important applications [6, 12, 7, 15] . For instance, in Classical Mechanics, when moving D'Alambert constraints are regarded as controls, the u i 's turn out to be the velocities of these moving constraints [21] .
As far as we know, higher-order necessary optimality conditions -up to second order -are present in the literature on optimal impulsive control only for the commutative case, namely when all brackets [g i , g j ] vanish identically (see e.g. [10, 2, 3] ). This is the so-called Frobenius property, under which the vector fields g 1 , . . . , g m are constant in a suitable coordinate chart. Instead, our necessary conditions are established for the general, non-commutative case. Furthermore, our results are obtained under very low regularity assumptions on the involved vector fields. Moreover, for some nonnegative integer m 1 , the control components u m 1 +1 , . . . , u m are allowed to range only on a convex cone which is not a subspace. Even more importantly, unlike [8] , we are not assuming any constancy hypothesis on the dimension of the Lie algebra generated by g 1 , . . . , g m .
The article is organized as follows. In the next subsection 1.1 we introduce some notation and a set of definitions and technical results involving Lie brackets. The optimal control problem to be dealt with is given in Section 2, together with its space-time extension. In Section 3 we state a First Order Maximum Principle (see Theorem 3.1). We establish a Higher-Order Maximum Principle, that is our main result, in Section 4 (see Theorem 4.1). Section 5 is devoted to the proof of the main result. Some generalizations are discussed along Section 6. In particular, while Theorems 3.1, 4.1 are stated and proved on R n , in Subsection 6.1 we give the details for a version of the results on a differential manifold. Moreover, in Subsection 6.2 we give some hints for the extension to the case of non-smooth vector fields and in Subsection 6.3 discuss the connection of our main theorem with a higher order maximum principle, recently proved in [8] , for non-impulsive but still unbounded control systems.
Notations and preliminaries.
1.1.1. Notation. Let N be a natural number. For every i ∈ {1, . . . , N }, we write e i for the ith element of the canonical basis of R N . Givenx ∈ R N , B N (x) is the closed unit ball {x ∈ R N : |x −x| ≤ 1}, just B N whenx = 0, and ∂B N := {xR N : |x| = 1} is its boundary. A subset K ⊆ R N is called cone if αx ∈ K whenever α > 0, x ∈ K. Given a real interval I and X ⊆ R N , we write AC(I, X) for the space of absolutely continuous functions, C 0 (I, X) for the space of continuous functions, L 1 (I, X) for the Lebesgue space of L 1 -functions, and L ∞ (I, X) for the Lebesgue space of measurable essentially bounded functions, respectively, defined on I and assuming values in X. As customary, we shall use · C 0 (I,X) , · L ∞ (I,X) , and · L 1 (I,X) to denote the C 0 , the essential supremum norm and the L 1 -norm, respectively. Sometimes, when no confusion may arise, we will simply write · ∞ , · 1 . Given an integer k ≥ 1 and an open subset Θ ⊆ R N , we say that a function F : Θ → R N is of class C k if it possesses continuous partial derivatives up to order k in Θ. Given a real valued function F : [a, b] → R, we define, as usual, the essential infimum of F as ess inf [a,b] F := sup r ∈ R : m{x ∈ [a, b] : F (x) < r} = 0 , where m denotes the Lebesgue measure.
1.1.2. Boltyanskii approximating cones. Let us recall the notion of Boltyanskii approximating cone. Let N be a natural number. Definition 1.1. Let Z ⊆ R N , z a point in Z and K a convex cone in R N . We say that K is a Boltyanskii approximating cone to Z at z if there exist a convex cone C ⊂ R M (for some integer M ≥ 0), a neighborhood V of 0 in R M , and a continuous map F : V ∩ C → Z such that F (0) = z, F is differentiable at 0 in the direction of C with differential L at 0, namely, for some neighborhood of 0, there exists a linear map L :
and LC = K. Definition 1.2. Let us consider two subsets A 1 , A 2 of a topological space X . If y ∈ A 1 ∩A 2 , we say that A 1 and A 2 are locally separated at y provided there exists a neighborhood C of y such that
A basic relation between local separation and linear separation of their approximating cones is established by the following result. Theorem 1.1. Let Z 1 and Z 2 be subsets of R N , z ∈ Z 1 ∩ Z 2 and let K 1 , K 2 ⊆ R N be approximating cones to Z 1 and Z 2 , respectively, at z. If one of the two cones K 1 or K 2 is not a subspace and Z 1 , Z 2 are locally separated at z, then there exists a covector λ = 0 such that
1.1.3. Lie brackets of vector fields and formal brackets. As is well-known, the Lie bracket of two C 1 vector fields F 1 , F 2 is the vector field [F 1 , F 2 ] defined, in any system of coordinates, by
where D denotes differentiation. By iterating the bracketing procedure, for vector fields with the appropriate regularity, we obtain iterated vector fields. The Lie bracket is antisymmetric and verifies the Jacobi identity
Let us define a formal bracket as the object that one obtains by formally replacing vector fields with a set of adjacent abstract variables (X 1 , X 2 . . .) ordered increasingly. For instance,
are formal brackets. The length of a formal bracket b is the number of variables in b. For instance, the lengths of the above b 1 and b 2 are 3 and 5, respectively.
Clearly, for every formal bracket b there exists a unique pair (b 1 , b 2 ) of formal brackets, called the factorization of b, such that
We now introduce recursively a notion of regularity for q-tuples F = (F 1 , . . . , F q ) of vector fields, in connection with a given formal bracket b.
. . X µ+p ) be a formal bracket. We say that a q-tuple F = (F 1 , . . . , F q ) of vector fields is of class C b+k if the following conditions hold true: i) whenever the length of b is 1, i.e. p = 1 and b = X µ+1 , the vector field F µ+1 is of class C k ; ii) when p > 1 and (b 1 , b 2 ) is the factorization of b, F is of class C B 1 +k+1 and of class
Roughly speaking, (F 1 , . . . , F q ) is of class C b+k if there exists non-negative integers k 1 , . . . , k q such that every vector field F j is of a class C k j , and this information is enough to conclude that the Lie bracket b(F 1 , . . . , F q ) is well defined and is of class C k . For instance, if b = [X 3 , X 4 ], [[X 5 , X 6 ], X 7 ] and F = (F 1 , . . . , F 8 ) is a 8-tuple of vector fields, (so m = 5, q = 8, µ = 2), then F is of class C b+3 if and only if F 3 , F 4 , F 7 ∈ C 5 and F 5 , F 6 ∈ C 6 .
The optimization problems
In this section we introduce rigorously the optimization problem over L 1 -controls and its embedding in an impulsive problem.
Throughout the paper we shall assume the following hypotheses: (Hp) (i) The target T is a closed subset of [0, +∞) × R n ; the control set A ⊂ R q is compact; the unbounded control set C ⊆ R m is a convex cone of the form
where m 1 + m 2 = m and C 2 ⊂ R m 2 is a convex cone which does not contain straight lines; (ii) the drift dynamics f : R n × A → R n is continuous and continuously differentiable in x, for every fixed a ∈ A, and has continuous partial derivatives ∂f ∂x 1 , . . . , ∂f ∂x n ; (iii) the vector fields g 1 , . . . , g m : R n → R n are continuously differentiable in R n ; (iv) the running cost ℓ : R n × C × A → [0, +∞) is continuous and continuously differentiable in x for every fixed (u, a) ∈ C × A and has continuous partial derivatives ∂ℓ ∂x 1 , . . . , ∂ℓ ∂x n . Moreover, ℓ(x, u, a) = ℓ 0 (x, a) + ℓ 1 (x, u) for all (x, u, a) ∈ C × A and there exists γ ∈ (0, 1] such that
(v) the final cost Ψ : R × R n → R is continuously differentiable around the final point of a given reference trajectory. Observe that the hypothesis (i) on C is by no means restrictive, since it can be recovered by replacing the single vector fields g i with suitable linear combinations of {g 1 , . . . , g m }.
2.1. The original optimal control problem. We define the set of strict-sense controls as
Definition 2.1. For any (T, u, a) ∈ U , we say that (T, u, a, x, v) is a strict-sense process if (x, v) is the unique Carathéodory solution to denote the optimization problem over the set of strict-sense processes. In order to define local minimizers of (P), we introduce a metric over the set of trajectories. To this aim, for any strict-sense process (T, u, a, x, v), we consider the extension of (x, v) to [0, +∞) obtained by setting (x(t), v(t)) := (x(T ), v(T )) for t > T . For any pair of strict-sense processes (T, u, a, x, v), (T ,ū,ā,x,v), we define the distance:
Definition 2.2 (Local and global strict-sense minimizers). We say that a feasible strictsense process (T ,ū,ā,x,v) is a local strict-sense minimizer of (P) if there exists δ > 0 such that
for every feasible strict-sense process (T, u, a, x, v) verifying
If relation (10) is satisfied for all admissible strict-sense processes, we say that (T ,ū,ā,x,v) is a global strict-sense minimizer.
Remark 2.1. By adding the trivial equations dx 0 dt (t) = 1, dx dt (t) = u(t), wherex = (x n+1 , . . . , x n+m ), we can allow ℓ, f , g j , j = 1, . . . , m in (1)-(2) to depend on t and on the integral of u, and Ψ in (1) to depend on the integral of u as well.
2.2. The space-time optimal control problem. Define the set of space-time controls
Since every L 1 -equivalence class contains Borel measurable representatives, here and in the sequel we tacitly assume that all L 1 -maps are Borel measurable on compact intervals, when necessary.
Definition 2.3. For any space-time control (S, w 0 , w, α) ∈ W, we say that (S, w 0 , w, α, y 0 , y, β) is a space-time process if (y 0 , y, β) is the unique Carathéodory solution of where we remind that
for some γ ∈ (0, 1]. Given a space-time process (S, w 0 , w, α, y 0 , y, β), we extend (y 0 , y, β) to [0, +∞) by setting (y 0 , y, β)(s) := (y 0 , y, β)(S) for every s > S. For any pair of space-time processes (S, w 0 , w, α, y 0 , y, β), (S,w 0 ,w,ᾱ,ȳ 0 ,ȳ,β), we define the distance If (14) is satisfied for all feasible space-time processes, we say that (S,w 0 ,w,ᾱ,ȳ 0 ,ȳ, β) is a global space-time minimizer.
The space-time system (12) enjoys a key property: it is rate-independent. Precisely, given a strictly increasing, surjective and bi-Lipschitz continuous function σ : [0, S] → [0,S], (S,w 0 ,w,α,ỹ 0 ,ỹ,β) is a space-time process of (12) if and only if (S, w 0 , w, α, y 0 , y, β) verifying
is a space-time process of (12) (see [17, Sect. 3] ). In this case, (S,w 0 ,w,α,ỹ 0 ,ỹ,β) is feasible if and only if (S, w 0 , w, α, y 0 , y, β) is feasible, and in this case it holds Ψ((ỹ 0 ,ỹ)(S)) + This allows us to introduce an equivalence relation: we say that two space-time processes (S,w 0 ,w,α,ỹ 0 ,ỹ,β), (S, w 0 , w, α, y 0 , y, β) are equivalent if there exists a function σ with the above properties. It is not difficult to prove the following result.
Lemma 2.1. A feasible space-time process (S,w 0 ,w,ᾱ,ȳ 0 ,ȳ,β) is a local minimizer (resp., a global minimizer) for the space-time problem (P st ) if and only if every equivalent spacetime process is a local minimizer (resp., a global minimizer), and in this case the costs coincide.
As a consequence, one can replace without loss of generality a minimizer with its canonical parameterization: Definition 2.5. For any space-time process (S, w 0 , w, α, y 0 , y, β), let us set
Observing that σ : [0, S] → [0, S c ] is strictly increasing, surjective and bi-Lipschitz continuous, we call canonical parameterization of (S, w 0 , w, α, y 0 , y, β) the equivalent process
Note that w 0 c (s) + |w c (s)| = 1 a.e. s ∈ [0, S c ]. Therefore, we set
and call canonical the space-time controls in W c and the corresponding space-time processes of (12) . Of course, a canonical space-time process coincides with its canonical parameterization.
2.3. The space-time embedding. The original control system (8) can be embedded into the space-time system (12) . Precisely, as an easy consequence of the chain-rule, given a strict-sense process (T, u, a, x, v), by setting
one obtains that
Conversely, if (S, w 0 , w, α, y 0 , y, β) is a space-time process with (S, w 0 , w, α) ∈ W + , then the function y 0 : [0, S] → [0, T ], has an absolutely continuous inverse
is a strict-sense process. Hence, the family of strict-sense processes can be identified with the subfamily of space-time processes (S, w 0 , w, α, y 0 , y, β) for which (S, w 0 , w, α) belongs to W + . The impulsive, space-time extension of the original optimal control problem consists just in allowing the control w 0 to vanish (on a set of positive measure): observe that the s-intervals where w 0 vanishes represent the 'impulses', namely the arcs of instantaneous evolution of both the control and the state (see e.g. [5, 17, 1, 19] ).
The notion of local minimizer for (P st ) is consistent with the definition of local minimizer for the original problem (P): Lemma 2.2. A feasible strict-sense process (T, u, a, x, v) is a strict-sense local minimizer for problem (P) if and only if (S, w 0 , w, α, y 0 , y, β) defined as in (19) is a space-time local minimizer for (P st ) among feasible space-time processes with controls in W + . Moreover,
We omit the proof of this result, which is an easy consequence of Lemma 2.1 above.
A First Order Maximum Principle
In this section we prove a First Order Maximum Principle and deduce some constants of motion. Due to the rate-independence of the space-time control system discussed in Subsection 2.2, we can always assume that a local minimizer (S,w 0 ,w,ᾱ,ȳ 0 ,ȳ,β) for the space-time problem (P st ) is canonical.
Let us set
We will consider the unmaximized Hamiltonian
and the Hamiltonian H :
H(x, p 0 , p, π, λ, w 0 , w, a) Theorem 3.1 (First Order Maximum Principle). Let (S,w 0 ,w,ᾱ,ȳ 0 ,ȳ,β) be a canonical local minimizer for the space-time problem (P st ). Then, for every Boltyanskii approximating cone Γ of the target T at (ȳ 0 ,ȳ)(S), there exists a multiplier
such that the following conditions hold true:
Particularly, if the trajectoryȳ is not instantaneous, namely, ifȳ 0 (S) > 0, then (22) can be strengthened to
(iii) (adjoint equation) The path p solves the adjoint equation Proof. In a slightly different version (utilizing the limiting normal cone instead of the polar of a Boltyanski approximating cone), this result has been already proved in [18] as an easy consequence of the standard Maximum Principle. For the sake of self-consistency, let us give the precise proof of the version stated here, which, again, is an almost straightforward corollary of the classical Pontryagin Maximum Principle. Indeed, if we apply the classical Pontryagin Maximum Principle -in the version one can find e.g. in [29] and [25] -we get the existence of a multiplier (p 0 , p, π, λ) ∈ R × AC [0,S], R n × (−∞, 0] × [0, +∞) verifying the non-transversality condition (24), the adjoint equation (26), the maximum relation (27), the conservation (28), and the non-triviality condition (29) (p 0 , p, π, λ) = 0.
To get the strengthened non-triviality condition (22) , just observe that if it were false, then from (29) one would get π < 0, which in turn would imply (by (24) Definition 3.1. A process (S,w 0 ,w,ᾱ,ȳ 0 ,ȳ,β) is called an extremal if it verifies the conditions in Theorem 3.1 for some multiplier (p 0 , p, π, λ). If there is a choice of the multiplier with λ = 0, then the extremal (S,ȳ 0 ,ȳ,β,w 0 ,w,ᾱ) is called abnormal, otherwise it is normal. Finally, the extremal is said to be strictly abnormal if every choice of the multiplier (p 0 , p, π, λ) verifies λ = 0.
When ℓ 1 (x, ·) is positive 1-homogeneous, so that
we can introduce the following drift Hamiltonian:
and the impulse Hamiltonian: 
In particular, if for some s ∈ [0,S] \ N one has
Proof. By (28) it follows that for every s ∈ [0,S], one has
for all (w 0 , w, a) ∈ W (C) × A. Now, by choosing w = 0 one gets that w 0 = 1 and
Therefore, H (dr) (ȳ(s), p(s), π, λ) ≤ 0 and H (imp) (ȳ(s), p(s), π, λ) ≤ 0. In fact, it must be that max H (dr) (ȳ(s), p 0 , p(s), λ) , H (imp) (ȳ(s), p(s), π, λ) = 0, since otherwise both the Hamiltonians would be negative, which easily contradicts (28) . Let N ⊂ [0,S] be the zeromeasure subset such that the first order maximization (27) is verified in [0,S] \ N . Let s ∈ [0,S] \ N . Then by (27), (28) one has that
Since the above argument implies that both terms in this equality are nonnegative, they necessarily vanish, namely (30) and (31) are verified. Suppose now that H (dr) (ȳ(s), p(s), π, λ) < 0. Then (30) impliesw 0 (s) = 0, so that |w(s)| = 1 and the thesis (32) follows by (31) . If instead H (imp) (ȳ(s), p(s), π, λ) < 0, then w(s) = 0 due to (31) For any continuous vector field F : R n → R n , let us introduce the classical F -Hamiltonian
Corollary 3.2. Let (S,w 0 ,w,ᾱ,ȳ 0 ,ȳ,β) be a canonical extremal for the space-time problem (P st ) and let (p 0 , p, π, λ) be a corresponding multiplier. If π = 0 and λℓ e (ȳ(s), 0, e i ) = 0, for all s ∈ [0,S], i = 1, . . . , m 1 , then one has
Proof. By (28) it follows that for every s ∈ [0,S] one has
for all (w 0 , w, a) ∈ W (C) × A. Therefore, choosing w 0 = 0 and w = ±e i for any i = 1, . . . , m 1 , one gets (34).
Remark 3.2. Let us recall from Theorem 3.1 that the hypothesis π = 0 is verified as soon asβ(S) < K. Moreover, the hypothesis λℓ e (ȳ(s), 0, e i ) = 0 is obviously satisfied when the extremal (S,w 0 ,w,ᾱ,ȳ 0 ,ȳ,β) is abnormal and one chooses λ = 0, or when ℓ 1 ≡ 0, or even when
A Higher Order Maximum Principle
This section is devoted to establish a Higher Order Maximum Principle.
Let us begin with a regularity notion for Lie brackets of vector fields in {g 1 , . . . , g m 1 }. 
is a q-tuple of class C b+k of vector fields belonging to {g 1 , . . . , g m 1 } (see Definition 1.3).
We will use B k to denote the set of C k -admissible Lie brackets.
Roughly speaking, a Lie bracket B = b(F 1 , . . . , F q ) is a C k -admissible Lie bracket if one can deduce its C k regularity from the regularity of the vector fields F 1 , . . . , F q . (ii) (non-tranversality) (vi) (Vanishing of higher order Hamiltonians)
Furthermore, if the trajectoryȳ is not instantaneous, namely, ifȳ 0 (S) > 0, then (35) can be strengthened to (42) (p, λ) = (0, 0) .
The proof of this theorem is postponed to Section 5.
To make the meaning of Lie brackets involving the vector field f , in the sequel we will use the notation f a (·) := f (·, a). In particular, if h is a vector field of class C 1 , [h, f a ] denotes the Lie bracket of the vector fields x → h(x) and x → f a (x). for all s ∈ [s 1 , s 2 ]. In particular, since one also has p(s) · E = 0, one gets p ≡ 0 on these intervals provided the linear system (47) verifies the Kalman Controllability Condition (see e.g. [28] ).
Proof of Theorem 4.1
This section is entirely devoted to prove Theorem 4.1. We assume that a canonical local minimizer (S, ,w 0 ,w,ᾱ,ȳ 0 ,ȳ,β) of (P st ) verifyingβ(S) < K is given, and we call it reference process. Let us recall that throughout this section the homogeneity degree γ of ℓ 1 is strictly less than 1, as required in the statement of Theorem 4.1.
We begin by transforming our problem with variable terminal time S into a problem on the fixed interval [0,S]. This is achieved by a standard procedure, which consists in the following steps: 
(y 0 ,y, y ℓ , β)(0) = (0,x, 0, 0);
(iii) one shows that a process (S,w 0 ,w,ᾱ,ȳ 0 ,ȳ,ȳ ℓ ,β) is a local minimizer for the variable end-time problem if and only if the process (S,w 0 ,w,ᾱ, 0,ȳ 0 ,ȳ,ȳ ℓ ,β) is a local minimizer for the fixed end-time problem where the local minimum is achieved among the processes (S, w 0 , w, α, ζ, y 0 , y, y ℓ , β) of (48) (that agree with the terminal constraint (y 0 , y) ∈ T), where the function 0 is obviously defined by 0(s) := 0 for all s ∈ [0,S].
The proof's main point consists in defining the variations that produce at the same time Lie brackets of various lengths. Once this is done, the proof proceeds by making use of some arguments that are akin to the ones utilized in one of the standard approaches to the Pontryagin Maximum Principle, namely local set-separation.
Let us observe that we can consider an optimal control problem related to (P st ), in which f and the g i 's are modified outside a ball in R × R n containing the graph of (ȳ 0 ,ȳ) in its interior, by truncation and mollification. Since the analysis involves consideration of space-time trajectories with graphs arbitrarily close to the graph of (ȳ 0 ,ȳ) in the Hausdorff sense and the relations appearing in the statement of the theorem concern properties of the data 'near' the graph of (ȳ 0 ,ȳ), it suffices to prove the assertions for only the modified problem. Precisely, we may assume, without loss of generality, that (Hp) is replaced by the stronger hypothesis:
(Hp)* all the assumptions in (Hp) are verified and, moreover, ℓ, f , the g i , their derivatives ∂ℓ ∂x j , ∂f ∂x j , ∂g i ∂x j and all the iterated brackets B ∈ B 0 of g 1 , . . . , g m 1 are bounded. Hypothesis (Hp)* guarantees that for any control (w 0 , w, α, ζ) ∈ L ∞ ([0,S], W (C) × A × − 1 2 , 1 2 ) there exists a unique solution (y 0 , y, y ℓ , β) to (48), which is defined on the whole interval [0,S]. Moreover, the input-output map
which associates to any control the corresponding solution to (48) turns out to be Lipschitz continuous, when one considers the usual sup-norm over the set of trajectories, while the set of controls is equipped with the following distanced: 
where W (C) is as in (21) and B 0 as in Definition 4.1. Namely, the elements of V are either four-tuples (w 0 , w, a, ζ) ∈ [0, +∞) × C × A × − 1 2 , 1 2 such that w 0 + |w| = 1 or iterated Lie brackets of the vector fields g 1 , . . . , g m 1 . The elements of V will be called variation generators. More specifically, any c ∈ W (C) × A × − 1 2 , 1 2 will be called a needle variation generator, or a variation generator of length 1, while, for every integer h ≥ 2, any c = B ∈ B 0 of length h will be called a bracket-like variation generator of length h.
To every variation generator and to each instants, we now associate an infinitesimal space-time variation of the reference trajectory (ȳ 0 ,ȳ,ȳ ℓ ,β), whose y-component coincides with either a standard needle variation or a Lie bracket.
As usual, the needle variations will be considered at pointss where the augmented optimal dynamics enjoys some continuity-like property, e.g. Lebesgue points. We will use the notation (0,S) Leb ⊆ (0,S) to denote the full measure subset of Lebesgue points of the function 
is a needle control approximation of (w 0 ,w,α,ζ) ats associated to c.
Lemma 5.1 below, concerning the asymptotics of needle variations, is a standard result (see e.g. [4] ). In order to state it, let use M (·, ·) to denote the n × n fundamental matrix corresponding to the variational equation
More precisely, for each vector v ∈ R n and each s 1 ,
where V is the solution of (54) such that V (s 1 ) = v. 
where y 0ε , y ε , y ℓε , β ε denotes the solution of the rescaled system (48) corresponding to the needle control approximation (w 0 ,w,ᾱ, 0) ε c,s of (w 0 ,w,ᾱ, 0) ats associated to c.
Bracket-like approximations, which can be performed in various ways (see e.g. [8] ), are here based on the following result: Proof. While the first relation in (56) is trivial, in that w 0 c,s ≡ 0 and ℓ e (y, a, w 0 c,s , w c,s ) = ℓ 0 (y, a)w 0 c,s + ℓ 1 (y, w c,s )(w 0 c,s ) 1−γ ≡ 0, a proof of (57) can be found in [11] . Finally, the second relation in (56) is trivial as well, for |w c,s | ≡ 1 on [0, s]. 
For any control
and any ε as above, let us define the control (w 0 ,w,α, 0) ε c,s by setting
where a ∈ A is arbitrary and w c,ε 1/h is as in Lemma 5.2. We refer to the family of controls (w 0 ,w,α, 0) ε c,s : ε ∈ (0,ε), 2ε 1/h <s as a bracket-like control approximation of (w 0 ,w,α, 0) ats associated to c = B. Hence
where w c,ε 1/h is the control associated to the bracket B as in Lemma 5.2. It follows that y ε (s) = y ε (s + (s − ε 1/h )) s=ε 1/h = y ε (ε 1/h ), where we have used y ε to denote the solution to the Cauchy problem
so that, by Lemma 5.2, we get
Therefore,
. Since for every s ∈ (s,S], the fundamental matrix M (s,s) is the differential of the flow map froms to s, one obtains 
Composition of variations.
Let c ∈ V be a variation generator of length h, with h ≥ 1, and lets ∈ (0,S). For any ε > 0 small enough 6 , let us introduce the map w,ᾱ, 0) , and let S , w 0 ǫ , w ǫ , α ǫ , ζ ǫ , y 0 ǫ , y ǫ , y ℓ ǫ , β ǫ denote the corresponding process of (48).
Then, for every s ∈ (s N ,S], one has In particular, if all c j are needle variations, i.e. c j := (w 0 j , w j , a j , ζ j ) for every j = 1, . . . , N , one gets
Proof. Let us prove the theorem by induction on N, the number of composed variations. For N = 1, the result is proved in Lemmas 5.1 and 5.3. If N ≥ 2, let us assume that the result holds true for N − 1 and let us show that it holds for N as well. Let us use (y 0 , y, y ℓ , β) N and (y 0 , y, y ℓ , β) N −1 to denote the trajectories associated to the N variations and to the first N − 1 variations, respectively (we omit to indicate the dependence on ǫ for brevity). We have
Using the inductive hypothesis, we get . Furthermore, we claim that
Let us prove (73). The expressions in (73)-(74) concerning the variables y 0 , y ℓ and β follow easily, hence we omit their proofs. We consider two cases: when the N th variation is a needle variation, and when the N th variation has length h N ≥ 2.
Case I: the N th variation is a needle variation, namely c N = (w 0 N , w N , a N , ζ N ). One has
where
Let us start by estimating
where there is some K > 0 such that 
where L is the maximum of the Lipschitz constants of f and the g i 's. By estimate (79), and recalling thats N is a Lebesgue point as in Definition 5.2, we derive that,
Notice that o(ε N ) ε N → 0 when | ǫ| → 0. Therefore,
and the relation in (73) concerning the state variables is proven.
Case II: the N th variation has length bigger than 2, i.e. c N = B N ∈ B 0 , with h N ≥ 2. We know that
Hence we have
where w
is the control associated to the bracket B N as in Lemma 5.2. In view of Lemma 5.2, we get the estimate
where o(ε N ) ε N → 0 when ǫ → 0. This yields (73).
At this point, by (71)-(74) the proof of (67), (68) can be concluded, recalling that, for every s ∈ (s N ,S], the fundamental matrix M (s,s N ) is the differential of the flow map froms N to s, so that a cost-valued space-time process 7 . We will use (S,w 0 ,w,ᾱ, 0,ȳ 0 ,ȳ,ȳ ℓ ,ȳ c ,β) to denote the cost-valued space-time process corresponding to the reference process.
For every δ > 0, let us define the augmented δ-reachable set R δ and its projection R ′ δ : 7 As is well known, the presence of the relation y c = Ψ(y0, y) doesn't change the fact that (48) is a genuine Cauchy problem, for it can be replaced by the differential relation dy c ds = ∂Ψ ∂t w 0 + ∂Ψ ∂x f (y, α)w 0 + m i=1 giw i + dy ℓ ds with the initial condition y c (0) = Ψ(0,ŷ, 0).
(86)
R δ := y 0 , y, y c , β (S) : (S, w 0 , w, α, ζ, y 0 , y, y ℓ , y c , β) verifying d e (S, y 0 , y, y c , β), (S,ȳ 0 ,ȳ,ȳ c ,β) < δ ⊆ R × R n × R × R,
When all c j = (w 0 j , w j , a j , ζ j ) are needle variations, j=1,. . . N, let us consider the set
Furthermore, in the general case (i.e. when some c j are allowed to be bracket-like variations) but under the hypothesis that γ < 1, let us consider the set 8
Finally, let us define the convex cones
where, for a given subset Θ of a vector space we have used span + (Θ) to denote its positive span. It is straightforward to prove that
where the linear operator L ∈ Hom(R N , R 1+n+1 ) is defined by 8 Let us remind that v ℓ c j ,s j = 0 as soon as the variation generator cj has length > 1.
and v 0 c j ,s j , v c j ,s j , v ℓ c j ,s j are as in Definition 5.3. Hence (i) is proved, for R ′ = L(0, +∞) N .
Let us consider the profitable set
and let Γ be a Boltyanskii approximating cone for the target T at (ȳ 0 ,ȳ)(S). Set: i) J = R ifβ(S) ∈ (0, K), ii) J = (−∞, 0] ifβ(S) = K, and iii) J = [0, +∞) ifβ(S) = 0. It is trivial to check that P := Γ × (−∞, 0] × J , is a Boltyanskii approximating cone for P at (ȳ 0 ,ȳ,ȳ c ,β)(S).
Let us also consider the projected profitable set
It also is trivial to check that P := Γ × (−∞, 0], is a Boltyanskii approximating cone for P ′ at (ȳ 0 ,ȳ,ȳ c )(S).
We will need the following elementary result:
Lemma 5.6. Let (S,w 0 ,w,ᾱ, 0,ȳ 0 ,ȳ,β) be a local minimizer such thatβ(S) < K. Then there exists a δ > 0 such that the sets P ′ and R ′ δ are locally separated at (ȳ 0 ,ȳ,ȳ c )(S).
Proof. Suppose that for every δ > 0 the sets P ′ and R ′ δ are not locally separated at (ȳ 0 ,ȳ,ȳ c )(S). Fix δ > 0 such that δ < K −β(S). Then there would exist a sequence of controls (S, w 0 n , w n , α n , ζ n ) such that the corresponding trajectories of (48) verify (88) (y 0 n , y n , y c n , β n )(S) ∈ R ′ δ ∩ P ′ ∀n ∈ N and (y 0 n , y n , y c n )(S n ) → (ȳ 0 ,ȳ,ȳ c )(S). Notice that by (88) one has δ−β(S) ≤ β n (S n ) ≤ δ+β(S) < K, so that (y 0 n , y n , y c n , β n )(S n ) ∈ P ∩ R δ . In particular, for every δ, the sets P and R δ are not locally separated, which is in contradiction with the fact that (S,w 0 ,w,ᾱ, 0,ȳ 0 ,ȳ,β) is a local minimizer.
Since (S,w 0 ,w,ᾱ, 0,ȳ 0 ,ȳ,β) is local minimizer andβ(S) < K , by Lemma 5.6 the projected reachable set R ′ δ must be locally separated from the projected profitable set P ′ at (ȳ 0 ,ȳ,ȳ c )(S), for some δ > 0. Therefore, since R ′ and P ′ are approximating cone to R ′ and P ′ , respectively, and, furthermore, P ′ is not a subspace, there exists
Since
Recalling the form of R ′ , (89) is verified if and only if
we obtain that the multipliers (p 0 , p, λ) ∈ R × AC [0,S], R n × [0, +∞) verify 
Moreover, by the definition of → M (S, s), the path p solves the adjoint equation (37). Finally, for a needle variation generator c j = (w 0 j , w j , a j , ζ j ), by (90) we get
while, for a bracket-like variation generator c j = B, we obtain (92) p(s j ) · B(ȳ(s j )) ≤ 0.
Conclusion of the proof.
To conclude the proof we need to extend the previous inequalities to almost all s ∈ [0,S] and to all variations generators c ∈ V. This will obtained via density arguments coupled with infinite intersection criteria. Though this is a quite standard procedure, we give the details for the sake of completeness. Definition 5.6. Let us consider an arbitrary subset F of D × V. One says that a triple (p 0 ,p, λ) ∈ R × R n × R verifies (P) F if, setting p(·) =p · M (S, ·), one has (i) (p 0 , p(S)) + λ ∂Ψ ∂t ((ȳ 0 ,ȳ)(S)) , ∂Ψ ∂x ((ȳ 0 ,ȳ)(S)) ∈ −Γ ⊥ ;
(ii) inequality Clearly, for arbitrary subsets F 1 , F 2 of D × V the sets Λ(F 1 ), Λ(F 1 ) are compact and Λ(F 1 ∪ F 2 ) = Λ(F 1 ) ∩ Λ(F 2 ). 9 We recall that t ∈Ẽ ⊂ R is a density point forẼ if lim
We have already proved in the previous step that Λ(F ) = ∅ as soon as F is finite and of the form (95) (s 1 , c 1 ), . . . , (s N , c N ) , with 0 =:s 0 <s 1 < · · · <s N <S.
In order to prove that Λ(F ) = ∅ for an arbitrary finite set F ⊂ D × V, we have to show that it is non-empty even in case ((s N , c N ) , with 0 =:s 0 ≤s 1 ≤ · · · ≤s N ≤S,
where one allows thats j =s j+1 for some j = 1, . . . , N − 1. To this end, observe that everȳ s j belongs to some set of density points D k , that we denote D k(j) . Hence there exists a sequence (s j,i ) i∈N such that s j,i ∈ D k(j) ands 1,i < · · · <s N,i , ∀i, and lim i→+∞s j,i =s j ,
For each i, set F i := (s 1,i , c 1 ), . . . , (s N,i , c N ) , so that F i has the form (95) and hence Λ(F i ) = ∅. For each i ∈ N, let us select (p 0 i ,p i , λ i ) ∈ Λ(F i ). Since |(p 0 i ,p i , λ i )| = 1, by possibly considering a subsequence, we can assume that (p 0 i ,p i , λ i ) converges to a point (p 0 ,p, λ) with |(p 0 ,p, λ)| = 1. By the definition of D k(j) (⊆ E k(j) ), passing to the limit as j → +∞ one obtains that (p 0 ,p, λ) ∈ Λ(F ). Hence we have proved that Λ(F ) = ∅ as soon as card(F ) < +∞. In particular, if we take a finite family of subsets
is a family of compact subsets such that the intersection of each finite subfamily is nonempty. This implies that also the (infinite) intersection of all Λ(F ) over finite sets F is non-empty. Therefore 6. Generalizations and final remarks 6.1. The result on manifolds. One of the main motivation for studying impulsive systems is Classical Mechanics, where it often happens that the state ranges over a differential manifold (typically, the cotangent bundle of a state-space manifold). This, as well as other applications [12, 7, 15] ,, motivate the interest for a generalization of the previous results to the case of a differential manifold. Though this extension does not present any special difficulty, we devote this subsection to make the corresponding notions and statements precise. This is also the occasion to point out that all definitions and results in this paper have a chart-independent character. Let us begin by generalizing the notion of Boltyanskii cone.
Definition 6.1 (Boltyanskii cones on manifolds). Let Ω be a C 1 Riemannian manifold with a metric d, and let Z ⊆ Ω be any subset. Consider a point z ∈ Z and let K ⊂ T z Ω be a convex cone, where T z Ω denotes the tangent space at z. We say that K is a Boltyanskii approximating cone to Z at z if there exist a convex cone C ⊂ R β (for some integer β ≥ 0), a neighborhood V ⊆ R β of 0, and a continuous map F : V ∩ C → Z such that, for one (hence any) coordinate chart (ξ, U ) on a neighborhood U of z, there exists an n × β matrix L verifying
where o(|v|) denotes a function g :
By passing to coordinates it is trivial to check that Theorem 4.1, connecting transversality and set separation remains unchanged if we take Ω to be a C 1 manifold.
Aiming to the definition of Hamiltonians on the cotangent bundle T * Ω, we use Π : T * Ω → Ω to denote the fiber-bundle projection of T * Ω on Ω, namely Π(P ) = x as soon as P ∈ T *
x Ω. Definition 6.2 (Hamiltonian). Let Ω be a C 1 manifold. We will call unmaximized Hamiltonian the function H : T * Ω × R 2 × [0, +∞) × C × A → R defined by setting, for every P ∈ T * Ω, (p 0 , π) ∈ R × R and (w 0 , w, a) ∈ [0, +∞) × C × A, H(P, p 0 , π, w 0 , w, a) := p 0 w 0 + P , f Π(P ), a w 0 + m i=1 g i (Π(P ))w i + π|w|, where ·, · denotes the duality product. Furthermore, we set H(P, p 0 , π) := sup (w 0 ,w,a)∈W (C)×A H(P, p 0 , π, w 0 , w, a).
and call the so defined function H : T * Ω × R 2 → R the (maximized) Hamiltonian.
The optimal control problem, both in its original version and in the extended form, makes perfectly sense when the state ranges on a Riemannian manifold. Of course, in the notion of local minimizer one has to use the Riemannian metric instead of the Euclidean norm.
Finally, the Maximum Principle on differential manifolds reads the same as in the Euclidean case (Theorem 3.1), except for the part concerning the adjoint equation, which is no longer meaningful and is now replaced by Hamilton equation on the cotangent bundle: Theorem 6.1 (Maximum Principle on manifolds). Let (S,ȳ 0 ,ȳ,β,w 0 ,w,ᾱ) be a canonical local minimizer for the extended problem (P st ). For every Boltyanskii approximating cone Γ of the target T at (ȳ 0 ,ȳ)(S), there exist a path P ∈ AC [0,S]; T * Ω and multipliers (p 0 , π, λ) ∈ R × (−∞, 0] × [0, +∞) such that, mutata mutandis and according to the above definition,ȳ = Π • P and conditions (i),(iii), and (iv) of Theorem 3.1 hold true. Furthermore, one has:
(ii) ′ (Hamilton equation) The path P solves Hamiltonian system at almost every s ∈ [0, S], where X H denotes the Hamiltonian vector field 10 corresponding to H, the latter being regarded as a function (parameterized by (p 0 , π)) on T * Ω.
6.2. The case of brackets of nonsmooth vector fields. There are several aspects of our result that suggest for a possible generalization to non-smooth data. The first and more obvious one concerns even the first order Maximum Principle, namely the part of Theorems 3.1 and 6.1 that do not involve Lie brackets, and consists in the idea that a non-smooth Maximum Principle (applied to the reparameterized problem, see e.g. [9, 30, 29] ) surely holds true for an impulsive trajectory. Indeed, such a generalization reduces to the application of a non-smooth maximum principle to the reparameterized problem, which happens to be a standard optimal control problem. In particular the adjoint equation should be replaced by a differential inclusion.
However, another kind of non-smoothness might affect a problem where the vector fields are not sufficiently smooth for a given bracket to be continuous. For instance, if the vector fields g 1 , . . . , g m 1 are just locally Lipschitz continuous the bracket [g 1 , g 2 ] is a bounded measurable function defined almost everywhere.
Besides the afore-mentioned issue of using an adjoint differential inclusion in place of an adjoint equation, one might consider the chance of using the multi-valued Lie brackets of locally Lipschitz vector fields defined in [22, 23] and [11] . For instance, we wonder whether a relation like p(s) · [g 1 , g 2 ](ŷ(s)) = 0 keeps on holding even in the Lipschitz case in some form, perhaps in the form p(s) · b = 0 for all b ∈ [g 1 , g 2 ] set (ŷ(s)),
where [g 1 , g 2 ] set is the set-vakued bracket of the Lipschitz vector fields g 1 , g 2 , defined by [g 1 , g 2 ] set (y) = co v = lim yn→y Dg 2 (y n ) · g 1 (y n ) − Dg 1 (y n ) · g 2 (y n ) ,
where we have used co E to denote the convex hull of E. We do not have an answer at the moment.
6.3. Unbounded control problems. Under some additional hypotheses -like e.g. the normality of the examined extremal, the C ∞ -smoothness of the vector fields, and the identity C = R m -in [8] the authors investigate higher-order sufficient conditions for the optimal time problem associated to the original unbounded system (2) . Part of the paper is devoted to higher-order necessary conditions, and it is noticeable that a certain number of the latter formally coincide with our conditions. This deserves some interest, for the time-optimal unbounded control problem is clearly different from its impulsive extension: the minimum must be a strict sense trajectory, whose performance, in turn, has to be compared only with strict sense trajectories. In particular, it is not obvious that a necessary condition for the impulsive problem may be applied to a non-impulsive minimum. On the contrary, the coincidence between some of our conditions and those proved in [8] seems to suggest that, for some reason a (possibly higher-order) Maximum Principle valid for the impulsive system might be a necessary condition for the strict sense unbounded system as well. The advantage of such a criterium would prove useful in easing the search of new necessary conditions, for instance the ones proved here under weakened hypotheses. Our guess is that such automatic applicability of the conditions for the impulsive problem to the original problem holds actually true. The reason why we formulate this conjecture lies on the observation that the set of strict sense controls turns out to be abundant in the set of extended, impulsive controls, according to the definition of abundantness introduced by Jack Warga in the 70s [31] . Referring the reader to [31] and [14] for the definition of abundant set, we just point out that abundantness is stronger than density and seems suitable for the construction of variational cones which approximate both the original reachable set and the extended one.
