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Abstract: We study cooperative output feedback tracking control of stochastic linear
heterogeneous leader-following multi-agent systems. Each agent has a continuous-time lin-
ear heterogeneous dynamics with incompletely measurable state, and there are additive and
multiplicative noises along with information exchange among agents. We propose the set of
admissible distributed observation strategies for estimating each follower’s own state and the
leader’s state, and the set of admissible cooperative output feedback control strategies based
on the certainty equivalence principle. By output regulation theory and stochastic analysis, we
show that for observable leader’s dynamics and stabilizable and detectable followers’ dynamics,
if the product of the intensities of multiplicative measurement noises and the sum of real parts
of unstable eigenvalues of leader’s dynamics is less than 1/4 of the minimum non-zero Laplacian
eigenvalue of the communication graph, then there exist admissible distributed observation and
cooperative control strategies to ensure mean square bounded output tracking, provided the
associated output regulation equations are solvable. Finally, the effectiveness of our control
strategies is demonstrated by numerical simulation.
Keywords: heterogeneous multi-agent system, additive measurement noise, multiplicative
measurement noise, mean square bounded output tracking
1 Introduction
In recent years, distributed cooperative control of multi-agent systems has attracted much
attention by the system and control community. So far, the research on multi-agent systems
∗The authors are with School of Mathematical Sciences, East China Normal University, No. 5005, South Lian-
hua Road, Shanghai 200241, China. Please address all the correspondences to Tao Li: tli@math.ecnu.edu.cn,
Phone: +86-21-54342646, Fax: +86-21-54342609.
1
in perfect communication environment has reached a reasonable degree of maturity ([7, 41, 43,
45, 48, 58]). However, when each agent interacts with its neighbors through the communication
network, communication processes are inevitably interfered by random noises due to uncertain
communication environment. Nowadays, more and more researchers have paid attention to
distributed cooperative control of multi-agent systems with random communication noises.
For discrete-time multi-agent systems with additive noises, based on stochastic approxi-
mation algorithms, sufficient conditions for mean square and almost sure consensus were given
([2, 19–22, 27]). Up to now, continuous-time multi-agent systems with additive noises have been
extensively studied ([5, 6, 14, 28, 29, 31, 32, 36, 54, 59]), where the multi-agent systems with
first-order integrator dynamics were investigated in [14, 29, 31, 36, 59]. Ma et al. ([36]) obtained
a sufficient condition for mean square tracking under unbalanced topologies. By a novel ve-
locity decomposition technique, Hu and Feng ([14]) gave sufficient conditions for mean square
tracking under time-invariant and time-varying topologies. By stochastic Lyapunov theory,
Zheng et al. ([59]) gave a sufficient condition for finite-time consensus in probability. Li et al.
([29]) investigated the containment tracking control problem under directed Markovian switch-
ing topologies. By matrix theory, algebraic graph theory and the Gronwall-Bellman-Halanay
type inequality, Liu et al. ([31]) obtained a sufficient condition for mean square average consen-
sus with delays. The multi-agent systems with second-order integrator dynamics were studied
in [6, 28, 32, 54]. Cheng et al. ([6]) provided a necessary and sufficient condition for asymptotic
unbiased mean square average consensus. By constructing an attenuation gain, Liu et al. ([32])
gave a sufficient condition for mean square tracking. Li et al. ([28]) presented a necessary and
sufficient condition for mean square bounded tracking. Based on sampled-data with sampling
delays, Wu et al. ([54]) investigated the stochastic bounded consensus tracking problem. Cheng
et al. ([5]) studied mean square consensus of multi-agent systems with high-order integrator
dynamics.
Compared with additive noises, multiplicative noises play a stabilizing role in the almost
sure stability of systems ([18]). For discrete-time first-order multi-agent systems with mul-
tiplicative noises ([33, 42, 61]), Patterson et al. ([42]) considered convergence rates of dis-
tributed average consensus with stochastic link failures. Long et al. ([33]) gave sufficient
conditions for mean square and almost sure consensus under fixed, deterministically and ran-
domly switching topologies, respectively. Zong et al. ([61]) investigated stochastic consensus
with delays. There are some results on continuous-time multi-agent systems with multiplicative
noises ([9, 26, 40, 60, 62, 63]), where the multi-agent systems with first-order integrator dynam-
ics were studied in [9, 26, 40, 62, 63]. Ni and Li ([40]) investigated mean square consensus under
fixed and deterministically switching topologies, respectively. Djaidja and Wu ([9]) investigated
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the mean square consensus tracking problem. Li et al. ([26]) gave sufficient conditions for mean
square and almost sure consensus and revealed that multiplicative noises may enhance almost
sure consensus. By developing stochastic stability lemmas, Zong et al. ([62]) investigated mean
square and almost sure consensus with additive and multiplicative noises. By constructing a
degenerate Lyapunov functional and choosing an appropriate control gain, Zong et al. ([63])
considered mean square and almost sure consensus of multi-agent systems with delays. By the
stochastic stability theorem and the generalized algebraic Riccati equation, Zong et al. ([60])
studied stochastic consensus of continuous-time linear homogeneous multi-agent systems.
In practical applications, agents may have different dynamics. For example, the differences
in mass and orbits of satellites ([4]), velocities and mass of unmanned aerial vehicles ([39]),
and generators and loads of micro-grids ([3, 38]) all lead to dynamics of agents with different
structures and parameters. Nowadays, many scholars have studied the distributed coopera-
tive control problem of heterogeneous multi-agent systems. As the dynamics of each agent is
heterogeneous and in particular the dimension of each agent’s state is different, the output
consensus problem is more meaningful. Wieland and Allgo¨wer ([51]) showed that the existence
of a common internal model is a necessary condition for output consensus under fixed topolo-
gies. By the internal model principle ([11]), Wieland and Allgo¨wer ([52]) further studied output
consensus under time-varying topologies and showed that the existence of a common internal
model is necessary and sufficient for output consensus if the dynamics of each agent is stabiliz-
able and detectable. Assuming that only output information can be transmitted among agents,
Lunze ([35]) proved that the existence of a common internal model is a necessary condition for
output consensus. By designing distributed observers and decentralized laws, Grip et al. ([12])
investigated output consensus of heterogeneous multi-agent systems with unmeasurable state.
By dividing the output regulator equations into observable and unobservable parts, Lewis et
al. ([25]) constructed a reduced-order synchronizer to achieve output consensus. Inspired by
classical output regulation theory ([10, 17]), Su and Huang ([47]) considered cooperative out-
put regulation of linear heterogeneous multi-agent systems by designing a distributed dynamic
feedback control law. By exploiting properties of positive real transfer matrices, Alvergue et
al. ([1]) proposed a output feedback control law to achieve output consensus. Based on the
solution of the output regulation equation, Yan et al. ([56]) presented a distributed full infor-
mation control law to achieve output consensus. Huang et al. ([15]) suggested an H∞ approach
for cooperative output regulation of heterogeneous multi-agent systems. Yaghmaie et al. ([55])
gave a linear matrix inequality condition for cooperative output regulation of heterogeneous
multi-agent systems. By a high-gain approach, Meng et al. ([37]) studied the output regulation
problem of heterogeneous multi-agent systems under deterministic switching topologies. Based
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on the internal model principle and output regulation theory, the robust output regulation
problem of linear heterogeneous multi-agent systems with parameter uncertainties was solved
in [24, 30, 44, 46, 49, 53]. The output regulation problem of nonlinear heterogeneous multi-agent
systems was studied in [8, 13, 23, 34, 50, 57]. Most of the above literature on heterogeneous
multi-agent systems assumed that each agent can get its neighboring information precisely. In
practical applications, the information that each agent receives is often corrupted by random
noises. For example, in cooperative vehicle platoons, when vehicles obtain the accelerations of
the preceding vehicles through a communication network, the accelerations obtained from the
preceding vehicles are usually interfered by random noises.
In this paper, we investigate cooperative output feedback tracking control of stochastic
linear heterogeneous leader-following multi-agent systems. Each agent has a continuous-time
linear heterogeneous dynamics with incompletely measurable state, and there are additive and
multiplicative noises along with information exchange among agents. We propose the set of
admissible distributed observation strategies for estimating each follower’s own state and the
leader’s state, and the set of admissible cooperative output feedback control strategies based on
the certainty equivalence principle. By output regulation theory and stochastic analysis, we give
sufficient conditions on the dynamics of agents, the network graph and the intensities of noises
for the existence of admissible distributed observation and cooperative control strategies to
ensure mean square bounded output tracking. The effectiveness of our control strategies is then
demonstrated by numerical simulation. The main contributions of our paper are summarized
as follows.
(i) Compared with the existing literature on heterogeneous multi-agent systems, we assume
that there are both additive and multiplicative noises along with information exchange among
agents. The multiplicative measurement noises make it impossible to construct an appropriate
stochastic Lyapunov function based on the positive definite solution of the Riccati equation.
Here, based on the duality principle and Lemma 3.1 in [60], we give a sufficient condition
for the existence of positive define solution of the generalized Riccati equation with an ob-
servable leader’s dynamics. By the inverse of the positive definite solution of the generalized
Riccati equation, we construct an appropriate stochastic Lyapunov function. Compared with
homogenous multi-agent systems with multiplicative measurement noises ([60]), the method of
analyzing the error system between each follower and the leader is not applicable. Here, by
output regulation theory, the mean square output tracking problem of heterogeneous multi-
agent systems is transformed into the solvability problem of the associated output regulation
equations.
(ii) We show that for an observable leader’s dynamics and stabilizable and detectable fol-
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lowers’ dynamics, if the product of the intensities of multiplicative measurement noises and
the sum of all real parts of unstable eigenvalues of leader’s dynamics is less than 1/4 of the
minimum non-zero Laplacian eigenvalue of the communication graph, then there exist admissi-
ble distributed observation and cooperative control strategies to ensure mean square bounded
output tracking, provided the associated output regulation equations are solvable.
The rest of this paper is arranged as follows. Section 2 formulates the problem to be
investigated. Section 3 gives the main results of this paper. Section 4 uses numerical simulation
to demonstrate the effectiveness of our control laws. Section 5 concludes the paper. For clarity
of presentation, the proofs are put in appendixes.
The following notation will be used throughout this paper. Rn denotes the set of n-
dimensional real column vectors; Rm×n denotes the set of m× n dimensional real matrices; 0N
represents the N -dimensional column vector with all zeros; 1N denotes the N -dimensional col-
umn vector with all ones; Im denotes the m×m dimensional identity matrix; diag{A1, . . . , AN}
represents the block diagonal matrix with entries being A1, . . . , AN . For a given vector or ma-
trix X , XT denotes its transpose, Tr(X) denotes its trace, and ‖X‖ represents its 2-norm. For
a given real matrix A ∈ Rn×n, σ(A) represents the spectrum of A, and λi(A)(i = 1, . . . , n)
represents the ith eigenvalue of A arranged in order of ascending real part. For a given com-
plex number Z, Re(Z) represents its real part. For a given real symmetric matrix B ∈ Rn×n,
λmin(B) is the minimum eigenvalue of B, and λmax(B) is the maximum eigenvalue of B. A > 0
(or A > 0) denotes that A is positive definite (or positive semi-definite) and A < 0 (or A 6 0)
denotes that A is negative definite (or negative semi-definite). For two real symmetric matrices
A and B, A > B (or A > B) denotes that A − B is positive definite (or A − B is positive
semi-definite), and A < B(or A 6 B) denotes that A − B is negative definite ( or A − B
is negative semi-definite). For two matrices C and D, C ⊗ D denotes their Kronecker prod-
uct. Let (Ω,F , {Ft}t>t0 ,P) a complete probability space with a filtration {Ft}t>t0 satisfying
the usual conditions, namely, it is right continuous and increasing while F0 contains all P-null
sets; w(t) = (w1(t), . . . , wm(t))
T denotes a m-dimensional standard Brownian motion defined in(
Ω,F , {Ft}t>t0 ,P
)
. For a given random variable X , the mathematical expectation of X is de-
noted by E[X ]. For continuous martingales {M(t), t > 0} and {N(t), t > 0}, {〈M,N〉(t), t > 0}
denotes their quadratic variation.
2 Problem Formulations.
Consider a leader-following multi-agent system co-nsisting of a leader and N followers,
where the leader is indexed by 0 and the N followers are indexed by 1, . . . , N , respectively. The
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dynamics of the leader is given by 

x˙0(t) = A0x0(t),
y0(t) = C0x0(t),
(1)
where x0(t) ∈ R
n is the state and y0(t) ∈ R
p is the output of the leader, respectively; A0 ∈ R
n×n
and C0 ∈ Rp×n. To avoid the trivial case, we always assume that Re( λn(A0)) > 0.
The dynamics of the ith follower is given by

x˙i(t) = Aixi(t) +Biui(t),
yi(t) = Cixi(t),
(2)
where xi(t) ∈ R
ni is the state, ui(t) ∈ R
mi is the input, and yi(t) ∈ R
p is the output of the ith
follower, respectively; Ai ∈ Rni×ni , Bi ∈ Rni×mi , Ci ∈ Rp×ni and p 6 mi.
We use G¯ = (V¯, E¯ , A¯) to represent the graph formed by the leader and N followers, and
use G = (V, E ,A) to represent the subgraph formed by N followers, where the set of nodes
V¯ = {0, 1, 2 . . . , N} and V = V¯\{0}, and the set of edges E¯ ⊆ V¯ ×V¯ and E ⊆ V×V. Denote the
neighbors of the ith follower by Ni. The adjacency matrix A = [aij ] ∈ RN×N , A¯ =
[
0 0TN
a0 A
]
∈
R
(N+1)×(N+1), and if j ∈ Ni, then aij = 1, otherwise aij = 0; a0 = [a10, a20, . . . , aN0]
T and if 0 ∈
Ni, then ai0 = 1, otherwise ai0 = 0. The Laplacian matrix of G¯ is given by L¯ =
[
0 0TN
−a0 L+ F
]
∈
R
(N+1)×(N+1), where L is the Laplacian matrix of G and F = diag (a10, a20, . . . , aN0).
2.1 Admissible distributed observation and cooperative control strate-
gies.
Since each agent has a dynamics with incompletely measurable state, we consider the fol-
lowing set of admissible observation strategies to estimate agents’ states. Denote
J = {J = {(Θi,Ξi), i = 1, . . . , N}} ,
where Θi represents the observer of the ith follower to observe its own state, and Ξi represents
the distributed observer of the ith follower to observe the leader’s state. Here,
Θi :


˙ˆxi(t) = Aixˆi(t) +Biui(t) +Hi (yi(t)− yˆi(t)) ,
yˆi(t) = Cixˆi(t),
(3)
and
Ξi : ˙ˆxi0(t) = A0xˆi0(t) +G1i
∑
j∈Ni
aijzij(t) +G2iai0zi0(t), (4)
where xˆi(t) is the estimate of xi(t), and Hi is the gain matrix to be designed; xˆi0(t) is the
estimate of x0(t) by the ith follower,
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zij(t) = yˆj0(t)− yˆi0(t) + 1pσ1ijξ1ij(t) + σ2ij (yˆj0(t)− yˆi0(t)) ξ2ij(t), j ∈ Ni,
denotes the relative estimate of the leader’s output between the ith follower and its neighbor,
the jth follower, yˆi0(t) = C0xˆi0(t) represents the estimate of the leader’s output by the ith
follower, and
zi0(t) = y0(t)− yˆi0(t) + 1pσ1i0ξ1i0(t) + σ2i0 (y0(t)− yˆi0(t)) ξ2i0(t), 0 ∈ Ni,
denotes the estimation error for the leader’s output by the ith follower, when it is adjacent
to the leader. {ξ1ij(t), i = 1, . . . , N, j = 0, . . . , N} and {ξ2ij(t), i = 1, . . . , N, j = 0, . . . , N}
denote additive and multiplicative measurement noises, respectively. {σ1ij(t), i = 1, . . . , N, j =
0, . . . , N} and {σ2ij(t), i = 1, . . . , N, j = 0, . . . , N} represent the intensities of additive and
multiplicative measurement noises, respectively, and G1i and G2i are the gain matrices to be
designed.
For the output regulation problem of linear time-invariant systems, Huang [16] proposed a
state feedback control law
u(t) = K1x(t) +K2υ(t), (5)
where x(t) is the state of the system, υ(t) is the state of the external system, and K1 and K2
are the gain matrices to be designed.
We consider the following set of admissible distributed cooperative control strategies based
on the control law (5) and the certainty equivalence principle
U = {U = {ui(t) = K1ixˆi(t) +K2ixˆi0(t), t > 0, i = 1, 2, . . . , N}} ,
and the distributed control law of the ith follower is given by
ui(t) = K1ixˆi(t) +K2ixˆi0(t), (6)
where xˆi(t) and xˆi0(t) are given by (3) and (4), respectively, and K1i ∈ Rmi×ni and K2i ∈ Rmi×n
are the gain matrices to be designed.
Remark 2.1 In order to estimate the state of the ith follower and the leader, we consider
distributed observers. For the distributed observers, the follower who is not adjacent to the
leader doesn’t use the estimation error for the leader’s output, and only uses the relative estimate
of the leader’s output between the follower and its neighbor through the communication network.
Compared with [16], we use the state estimate xˆi(t) and xˆi0(t) instead of the real values to design
the distributed control law.
2.2 Assumptions.
In this section, we formulate the conditions on the agent’s dynamics, the communication
graph and the noises for the existence of admissible distributed observation and cooperative
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control strategies to achieve mean square output tracking.
For the dynamics of the leader and followers, we have the following assumptions.
Assumption 2.1 The pair (Ai, Bi) is stabilizable, i = 1, 2, . . . , N .
Assumption 2.2 The pair (Ai, Ci) is detectable, i = 1, 2, . . . , N .
Assumption 2.3 The pair (A0, C0) is observable.
Assumption 2.4 The linear matrix equation
ΠiA0 = AiΠi +BiΓiCiΠi = C0 (7)
has a solution (Πi,Γi) for each i = 1, 2, . . . , N .
Remark 2.2 Note that there exists a solution (Πi,Γi) of the matrix equation (7) if and only if
for all λ ∈ σ(A0),
rank
[
λ− Ai Bi
Ci 0
]
= ni + p, i = 1, 2, . . . , N.
For more details, the readers may refer to Theorem 1.9 in [16].
For the noises and the communication graph, we have the following assumptions.
Assumption 2.5 The noise processes {ξlij(t), l = 1, 2, i = 1, 2, . . . , N, j ∈ Ni} satisfy
∫ t
0
ξlij(s)ds
= wlij(t), t > 0, where {wlij(t), l = 1, 2, i = 1, 2, . . . , N, j ∈ Ni} are independent one dimen-
sional standard Brownian motions.
Assumption 2.6 The diagraph G¯ contains a spanning tree and the graph G is undirected.
3 Main results.
The lemmas required are given below.
Lemma 3.1 Suppose that Re (λn (A0)) > 0, Assumption 2.3 holds and α > λ
u
0(A0), where
λu0(A0) =
n∑
i=1
max {Re (λi(A0)) , 0}, then the following generalized algebraic Riccati equation
A0P + PA
T
0 − 2αPC
T
0
(
Ip + C0PC
T
0
)−1
C0P + In = 0 (8)
has a unique positive solution P .
Proof. If Assumption 2.3 holds, we know that
(
AT0 , C
T
0
)
is controllable. By Lemma 3.1 in [60],
we know that ATP +PA−2αPB
(
Ip +B
TPB
)−1
BTP + In = 0 has a unique positive solution
P , where A = AT0 and B = C
T
0 .
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Lemma 3.2 ([28]) If A is Hurwtiz, then the solution of the system
dx(t) = Ax(t)dt +Bdw(t)
satisfies
lim
t→∞
E
[
‖x(t)‖2
]
= Tr
{∫ ∞
0
eAsBBT eA
T sds
}
.
In this subsection, based on graph theory, output regulation theory and stochastic analy-
sis, we give conditions for the existence of admissible distributed observation and cooperative
control strategies to achieve mean square bounded output tracking. We design the distributed
control law and define tε¯ = inf
{
t : sups>tE
[
‖yi(s) − y0(s)‖
2
]
6 ε¯, 0 < ε¯ < ∞, i = 1, . . . , N
}
as the mean square output tracking time. Denote λu0(A0) =
∑n
i=1max{Re(λi(A0)), 0} and
σ22 = max
{
max
16i,j6N
σ22ij , max
16i6N
σ22i0
}
.
Theorem 3.1 Suppose that Assumptions 2.1-2.6 hold, and 4σ22λ
u
0(A0) < λ1(L+ F ).
(I) Then there exists an admissible observation strategy J ∈ J and an admissible cooperative
control strategy U ∈ U such that under the distributed control law (3), (4) and (6), for any given
initial values x0(0), xi(0), xˆi(0) and xˆi0(0), i = 1, . . . , N , the closed-loop system satisfies
lim sup
t→∞
E
[
‖yi(t)− y0(t)‖
2] <∞. (9)
Especially, if there are no additive measurement noises, i.e., σ1ij = 0, i = 1, . . . , N, j =
0, . . . , N , then under the distributed control law (3), (4) and (6), for any given initial values
x0(0), xi(0), xˆi(0) and xˆi0(0), i = 1, . . . , N , the closed-loop system satisfies
lim
t→∞
E
[
‖yi(t)− y0(t)‖
2] = 0. (10)
(II) Choose K1i and Hi, i = 1, 2, . . . , N such that Ai +BiK1i and Ai +HiCi are Hurwitz, and
choose K2i = Γi−K1iΠi, G11 = . . . = G1N = k1PCT0
(
Ip + C0PC
T
0
)−1
, and G21 = . . . = G2N =
k2PC
T
0
(
Ip + C0PC
T
0
)−1
, where k1, k2 ∈ (k, k), k =
(
λ1(L + F ) −
√
λ21(L+ F )− 2αρ
)
/ρ,
k =
(
λ1(L+F )+
√
λ21(L+ F )− 2αρ
)
/ρ, α ∈
(
λu0(A0), λ
u
0(A0)+ε
)
, ε ∈
(
0,
λ1(L+F )−4σ22λu0 (A0)
4σ2
2
)
,
ρ = 2λ1(L+ F )σ22, and σ
2
2 = max
{
max
16i,j6N
σ22ij , max
16i6N
σ22i0
}
, then under the distributed control
law (3), (4) and (6), for any given initial values x0(0), xi(0), xˆi(0) and xˆi0(0), i = 1, . . . , N , the
closed-loop system satisfies (9), where (Πi,Γi) is the solution of the matrix equation (7), and
P is the unique positive solution of the generalized algebraic Riccati equation (8). Especially, if
there are no additive measurement noises, then under the distributed control law (3), (4) and
(6), for any given initial values x0(0), xi(0), xˆi(0) and xˆi0(0), i = 1, . . . , N , the closed-loop
system satisfies (10), and the mean square output tracking time satisfies

tε¯ 6 −
ln
(
ε¯
̺1
)
2min{ρ2,ρ4, γ2}
, 0 < ε¯ < ̺1,
tε¯ = 0, ε¯ > ̺1,
9
where 0 < γ < 1‖P‖ , P is the unique positive solution of the generalized algebraic Riccati
equation (8),
̺1 = max
16i6N
{
2ρ23 ‖Ci‖
2
E
[
‖xi(0)− xˆi(0)‖
2
]
+ 6ρ21 ‖Ci‖
2
E
[
‖xˆi(0)− Πix0(0)‖
2
]
+
6ρ21λmax(P )
(ρ2 −
γ
2
)2λmin(P )
‖Ci‖
2 ‖BiK2i‖
2
E
[
N∑
i=1
‖xˆi0(0)− x0(0)‖
]
+
6ρ21ρ
2
3
(ρ2 − ρ4)2
‖Ci‖
2‖HiCi‖
2
E
[
‖xi(0)− xˆi(0)‖
2
] }
,
and ρ1, ρ2, ρ3 and ρ4 are positive constants satisfying
∥∥e(Ai+BiK1i)t∥∥ 6 ρ1e−ρ2t and ∥∥e(Ai+HiCi)t∥∥ 6
ρ3e
−ρ4t.
The proof is given in Appendix A.
Remark 3.3 From the condition 4σ22λ
u
0(A0) < λ1(L+F ), we know that the smaller the inten-
sities of multiplicative measurement noises are, the more stable the leader’s dynamics is and the
greater the minimum non-zero Laplacian eigenvalue of the communication graph is, the easier
it is for the existence of admissible distributed observation and cooperative control strategies to
ensure mean square bounded output tracking. This is consistent with intuition.
4 Numerical simulation.
In this section, we will use numerical simulation to demonstrate the effectiveness of our
control laws proposed in this paper.
Example 4.1. We consider a platoon consisting of a leader vehicle and three follower vehicles,
and demonstrate that the follower vehicles can track the leader vehicle under the distributed
control law (3), (4) and (6) proposed in Theorem 3.1.
The dynamics of the leader vehicle is given by (1), where A0 =
[
0 1
0 0
]
and C0 =
[
1 0
]
.
The dynamics of the ith follower vehicle is given by (2), where xi(t) ∈ R3 and yi(t) ∈ R; the
components of xi(t) are regarded as the position, the velocity and the acceleration, respectively;
A1 =


0 1 0
0 0 1
0 0 −4

, B1 =


0
0
4

, C1 = [1 0 0]; A2 =


0 1 0
0 0 1
0 0 −5

, B2 =


0
0
5

, C2 = [1 0 0];
A3 =


0 1 0
0 0 1
0 0 −2.5

, B3 =


0
0
2.5

, C3 =
[
1 0 0
]
. The communication topology G¯ = (V¯, E¯ , A¯)
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is shown in Figure 1, where A¯ =


0 0 0 0
−1 1 0 0
−1 0 2 −1
0 0 −1 1

. By Figure 1, we get λ2(L¯) = λ1(L+F ) =
3−√5
2
. The intensities of additive measurement noises σ101 = σ102 = σ123 = σ132 = 0 and the
intensities of multiplicative measurement noises σ201 = σ202 = σ223 = σ232 = 0.25.
It can be verified that the pair (Ai, Bi) is controllable for i = 1, 2, 3, and the pair (Ci, Ai) is
observable for i = 0, 1, 2, 3. Therefore, we choose K11 =
[
−2 −1 −2
]
, K12=
[
−3 −2 −1
]
,
K13 =
[
−4 −2 −2
]
, H1 =


−2
−6
4

, H2 =


−2
−3
−4

 and H3 =


−2
−1
−3

 such that Ai + BiK1i
and Ai + HiCi are Hurwitz for i = 1, 2, 3. By (7), we have Π1 = Π2 = Π3 =


1 0
0 1
0 0

 and
Γ1 = Γ2 = Γ3 =
[
0 0
]
.
From K2i = Γi − K1iΠi, i = 1, 2, 3, we obtain K21 =
[
2 1
]
, K22 =
[
3 2
]
, and K23 =[
4 2
]
. Since λu0(A0) =
2∑
i=1
max{Re(λi(A0)), 0} = 0, we select α = 0.5. By the generalized
algebraic Riccati equation (8), we obtain P =
[
7.8297 2.9715
2.9715 2.6350
]
. Choose k1 = 2, k2 = 4,
G1 = k1PC
T
0 (Ip + C0PC
T
0 )
−1 =
[
1.7735
0.6731
]
and G2 = k2PC
T
0 (Ip + C0PC
T
0 )
−1 =
[
3.5470
1.3461
]
.
The position errors between the follower vehicles and the leader vehicle under the distributed
control law (3), (4) and (6) are shown in Figure 2. From Figure 2, it is shown that the follower
vehicles track the leader vehicle.
5 Conclusion.
In this paper, we have studied cooperative output feedback tracking control of stochastic
linear heterogeneous leader-following multi-agent systems. By output regulation theory and
stochastic analysis, we have shown that for observable leader’s dynamics and stabilizable and
detectable followers’ dynamics, if (i) the associated output regulation equations are solvable,
(ii) the product of the intensities of multiplicative measurement noises and the sum of real parts
of unstable eigenvalues of leader’s dynamics is less than 1/4 of the minimum non-zero Laplacian
eigenvalue of the communication graph, then there exist admissible distributed observation and
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Figure 1: The communication topology graph.
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Figure 2: Trajectories of mean square output
tracking errors.
cooperative control strategies based on the certainty equivalent principle to ensure mean square
bounded output tracking. Especially, if there are no additive measurement noises, then for any
given initial values, the closed-loop system achieves mean square output tracking. There are
still many interesting topics to be studied in the future. Efforts can be made to investigate the
consensus problem of heterogeneous multi-agent systems under Markovian switching topologies
and heterogeneous multi-agent systems with delays.
Appendix A.
Proof of Theorem 3.1. It can be seen that the (II) of Theorem 3.1 is a constructive
method of the (I) of Theorem 3.1. Therefore, if we can prove the (II) of Theorem 3.1, then the
(I) of Theorem 3.1 follows immediately. Our first goal is to show the (II) of Theorem 3.1 holds.
Denote x(t) = (xT1 (t), x
T
2 (t), . . . , x
T
N (t))
T, xˆ(t) = (xˆT1 (t), xˆ
T
2 (t), . . . , xˆ
T
N(t))
T, y(t) = (yT1 (t),
yT2 (t), . . . , y
T
N(t))
T, yˆ(t) =
(
yˆT1 (t), yˆ
T
2 (t), . . . , yˆ
T
N(t)
)T
, xˆ0(t) = (xˆ
T
10(t), xˆ
T
20(t), . . . , xˆ
T
N0(t))
T, eˆi(t)
= xi(t)− xˆi(t), δi(t) = xˆi0(t)− x0(t) and δ(t) = (δT1 (t), δ
T
2 (t), . . . , δ
T
N (t))
T.
By (2) and (3), we get
˙ˆei(t) = x˙i(t)− ˙ˆxi(t)
= Aixi(t) +Biui(t)−Aixˆi(t)−Biui(t)−Hi (Cixˆi(t)− yi(t))
= (Ai +HiCi) eˆi(t), i = 1, . . . , N. (A.1)
Based on Assumption 2.2, we choose Hi such that Ai + HiCi is Hurwitz, i = 1, . . . , N . By
Lemma 3.2 and the above equation, we have
lim
t→∞
E
[
‖xi(t)− xˆi(t)‖
2] = 0, i = 1, . . . , N. (A.2)
In the following, we will estimate lim sup
t→∞
E
[
‖xˆi0(t)− x0(t)‖
2] , i = 1, . . . , N .
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Choose G11 = . . . = G1N = G1 and G21 = . . . = G2N = G2, where G1 = k1PC
T
0
(
Ip +
C0PC
T
0
)−1
and G2 = k2PC
T
0
(
Ip + C0PC
T
0
)−1
. In view of (1), (4) and Assumption 2.5, we get
dδ(t) = (IN ⊗A0 − L⊗G1C0 − F ⊗G2C0) δ(t)dt + dM1(t) + dM2(t) + dM3(t) + dM4(t),
where M1(t) =
N∑
i,j=1
σ1ij
∫ t
0
[
S1ij ⊗G11p1Tn
]
1nNdw1ij(s), M2(t) =
N∑
i=1
σ1i0
∫ t
0
[S¯1i ⊗G21p1Tn ]1nN
dw1i0(s),M3(t) =
N∑
i,j=1
σ2ij
∫ t
0
[S2ij⊗G1C0]δ(s)dw2ij(s), andM4(t) = −
N∑
i=1
σ2i0
∫ t
0
[S¯2i⊗G2C0]δ(s)
dw2i0(s). Here, S1ij = [nkl]N×N is an N ×N matrix satisfying when k = i and l = i, nkl = aij ,
and when k and l take other values, nkl = 0; S¯1i = [n¯kl]N×N is an N × N matrix satisfying
when k = i and l = i, n¯kl = ai0, and when k and l take other values, n¯kl = 0; S2ij = [skl]N×N is
an N ×N matrix satisfying when k = i and l = i, skl = −aij , when k = i and l = j, skl = aij ,
and when k and l take other values, skl = 0; S¯2i = [s¯kl]N×N is an N ×N matrix satisfying when
k = i and l = i, s¯kl = ai0, and when k and l take other values, s¯kl = 0.
From Assumption 2.6, we know that L + F is a real symmetric matrix and all of its
eigenvalues are positive. Hence, there exists a unitary matrix Φ such that ΦT(L + F )Φ =
diag (λ1(L+ F ), . . . , λN(L+ F )) =: Λ.
Denote δ¯(t) = (Φ−1 ⊗ In) δ(t). By the above equation, we have
dδ¯(t) =
(
IN ⊗ A0 − Φ
TLΦ⊗G1C0 − Φ
TFΦ⊗G2C0
)
δ¯(t)dt+ dM5(t),
whereM5(t) =
N∑
i,j=1
σ1ij
∫ t
0
[ΦTS1ij⊗G11p1Tn ]1nNdw1ij(s)+
N∑
i=1
σ1i0
∫ t
0
[ΦTS¯1i⊗G21p1Tn ]1nNdw1i0(s)
+
N∑
i,j=1
σ2ij
∫ t
0
[ΦTS2ijΦ⊗G1C0]δ¯(s)dw2ij(s)−
N∑
i=1
σ2i0
∫ t
0
[ΦTS¯2iΦ⊗G2C0]δ¯(s)dw2i0(s).
Choose the Lyapunov function V (t) = δ¯T(t) (IN ⊗ P−1) δ¯(t). By the above equation and
Itoˆ’s formula, we obtain
dV (t) = 2δ¯T(t)
(
IN ⊗ P
−1) [IN ⊗ A0 − ΦTLΦ⊗G1C0 − ΦTFΦ⊗G2C0] δ¯(t)dt
+d
〈
M5,
(
IN ⊗ P
−1)M5〉 (t) + 2δ¯T(t) (IN ⊗ P−1) dM5(t). (A.3)
By the definition of quadratic variation and M5(t), we have〈
M5,
(
IN ⊗ P
−1)M5〉 (t) = N∑
i,j=1
σ21ij
∫ t
0
1TnN
[(
ΦTST1ijS1ijΦ
)
⊗ 1p1
T
nG
T
1 P
−1G11p1Tn
]
1nNds
+
N∑
i=1
σ21i0
∫ t
0
1TnN
[(
ΦTS¯T1iS¯1iΦ
)
⊗ 1p1
T
nG
T
2 P
−1G21p1Tn
]
1nNds
+
N∑
i,j=1
σ22ij
∫ t
0
δ¯T(s)
[(
ΦTST2ijS2ijΦ
)
⊗ CT0 G
T
1 P
−1G1C0
]
δ¯(s)ds
+
N∑
i=1
σ22i0
∫ t
0
δ¯T(s)
[(
ΦTS¯T2iS¯2iΦ
)
⊗ CT0 G
T
2 P
−1G2C0
]
δ¯(s)ds
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6 σ21
∫ t
0
1TnN
[(
N∑
i,j=1
ΦTST1ijS1ijΦ
)
⊗ 1p1
T
nG
T
1 P
−1G11p1Tn
]
1nNds
+σ21
∫ t
0
1TnN
[(
N∑
i=1
ΦTS¯T1iS¯1iΦ
)
⊗ 1p1
T
nG
T
2 P
−1G21p1Tn
]
1nNds
+σ22
∫ t
0
δ¯T(s)
[(
N∑
i,j=1
ΦTST2ijS2ijΦ
)
⊗ CT0 G
T
1 P
−1G1C0
]
δ¯(s)ds
+σ22
∫ t
0
δ¯T(s)
[(
N∑
i=1
ΦTS¯T2iS¯2iΦ
)
⊗ CT0 G
T
2 P
−1G2C0
]
δ¯(s)ds,
where σ21 = max
{
max
16i,j6N
σ21ij , max
16i6N
σ21i0
}
and σ22 = max
{
max
16i,j6N
σ22ij , max
16i6N
σ22i0
}
.
Noting that
N∑
i,j=1
(
ST1ijS1ij
)
6 NIN ,
N∑
i=1
(
S¯T1iS¯1i
)
6 IN ,
N∑
i,j=1
(
ST2ijS2ij
)
= 2L and
N∑
i=1
(
S¯T2iS¯2i
)
=
F 6 2F , by the above inequality, we get〈
M5,
(
IN ⊗ P
−1)M5〉 (t) 6 σ21N
∫ t
0
1TnN
(
IN ⊗ 1p1
T
nG
T
1 P
−1G11p1Tn
)
1nNds
+σ21
∫ t
0
1TnN
(
IN ⊗ 1p1
T
nG
T
2 P
−1G21p1Tn
)
1nNds
+2σ22
∫ t
0
δ¯T(s)
(
ΦTLΦ⊗ CT0 G
T
1 P
−1G1C0
)
δ¯(s)ds
+2σ22
∫ t
0
δ¯T(s)
(
ΦTFΦ⊗ CT0 G
T
2 P
−1G2C0
)
δ¯(s)ds,
which together with (A.3) leads to
dV (t) 6 2δ¯T(t)
(
IN ⊗ P
−1) [IN ⊗A0 − ΦTLΦ⊗G1C0 − ΦTFΦ⊗G2C0] δ¯(t)dt
+2σ22 δ¯
T(t)
[
ΦTLΦ⊗ CT0 G
T
1 P
−1G1C0 + ΦTFΦ⊗ CT0 G
T
2 P
−1G2C0
]
δ¯(t)dt
+̺2dt + 2δ¯
T(t)
(
IN ⊗ P
−1) dM5(t),
where ̺2 = σ
2
1N1
T
nN
(
IN ⊗ 1p1TnG
T
1 P
−1G11p1Tn
)
1nN + σ
2
11
T
nN
(
IN ⊗ 1p1TnG
T
2 P
−1G2 1p1Tn
)
1nN .
Denote δ˜(t) = (IN ⊗ P−1) δ¯(t). By the above inequality, we obtain
dV (t) 6 −2δ˜T(t)
[
ΦTLΦ⊗G1C0P + Φ
TFΦ⊗G2C0P
]
δ˜(t)dt
+2σ22 δ˜
T(t)
[
ΦTLΦ⊗ PCT0 G
T
1 P
−1G1C0P + ΦTFΦ⊗ PCT0 G
T
2 P
−1G2C0P
]
×δ˜(t)dt+ ̺2dt + 2δ˜
T(t) (IN ⊗A0) (IN ⊗ P ) δ˜(t)dt + 2δ˜
T(t)dM6(t),
whereM6(t) =
N∑
i,j=1
σ1ij
∫ t
0
[ΦTS1ij⊗G11p1
T
n ]1nNdw1ij(s) +
N∑
i=1
σ1i0
∫ t
0
[ΦTS¯1i⊗G21p 1
T
n ]1nNdw1i0(s)
+
N∑
i,j=1
σ2ij
∫ t
0
[ΦTS2ijΦ⊗G1C0P ]δ˜(s)dw2ij(s)−
N∑
i=1
σ2i0
∫ t
0
[ΦTS¯2iΦ⊗G2C0P ]δ˜(s)dw2i0(s).
Denote W (t) = eγtV (t), 0 < γ < 1‖P‖ . By the above inequality and applying Itoˆ’s formula
to W (t), we get
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dW (t) = γeγtV (t)dt+ eγtdV (t)
6 γeγt
(
δ˜T(t) (IN ⊗ P ) δ˜(t)
)
dt + eγt
[
δ˜T(t)
(
IN ⊗
(
A0P + PA
T
0
))
δ˜(t)
]
dt
−2eγtδ˜T(t)
[
ΦTLΦ⊗G1C0P + Φ
TFΦ⊗G2C0P
]
δ˜(t)dt
+2σ22e
γtδ˜T(t)
[
ΦTLΦ⊗ PCT0 G
T
1 P
−1G1C0P
+ΦTFΦ⊗ PCT0 G
T
2 P
−1G2C0P
]
δ˜(t)dt + eγt̺2dt+ 2e
γtδ˜T(t)dM6(t)
= eγtδ˜T(t)Ψ(γ)δ˜(t)dt + eγt̺2dt+ 2e
γtδ˜T(t)dM6(t),
where Ψ (γ) = γ (IN ⊗ P ) + IN ⊗
(
A0P + PA
T
0
)
− 2ΦTLΦ ⊗ G1C0P − 2ΦTFΦ ⊗ G2C0P +
2σ22Φ
TLΦ⊗ PCT0 G
T
1 P
−1G1C0P + 2σ22Φ
TFΦ⊗ PCT0 G
T
2 P
−1G2C0P .
Integrating both sides of the above inequality from 0 to t and taking the mathematical
expectation, we obtain
E[W (t)] 6 E[W (0)] +
∫ t
0
eγs̺2ds+ E
[∫ t
0
eγs
[
δ˜T(s)Ψ (γ) δ˜(s)
]
ds
]
. (A.4)
In the following, we proceed to prove that the matrix Ψ(γ) < 0. On one hand, noting that
G1 = k1PC
T
0 (Ip + C0PC
T
0 )
−1 and G2 = k2PCT0 (Ip + C0PC
T
0 )
−1, we have
Ψ (γ) = γ (IN ⊗ P ) + IN ⊗
(
A0P + PA
T
0
)
− 2ΦTLΦ⊗G1C0P − 2Φ
TFΦ⊗G2C0P
+2σ22Φ
TLΦ⊗ PCT0 G
T
1 P
−1G1C0P + 2σ22Φ
TFΦ⊗ PCT0 G
T
2 P
−1G2C0P
= γ (IN ⊗ P ) + IN ⊗
(
A0P + PA
T
0
)
− 2k1
(
ΦTLΦ
)
⊗ PCT0
(
Ip + C0PC
T
0
)−1
C0P
−2k2
(
ΦTFΦ
)
⊗ PCT0
(
Ip + C0PC
T
0
)−1
C0P
+2σ22k
2
1
(
ΦTLΦ
)
⊗ PCT0
(
Ip + C0PC
T
0
)−1
C0PC
T
0
(
Ip + C0PC
T
0
)−1
C0P
+2σ22k
2
2
(
ΦTFΦ
)
⊗ PCT0
(
Ip + C0PC
T
0
)−1
C0PC
T
0
(
Ip + C0PC
T
0
)−1
C0P
6 γ (IN ⊗ P ) + IN ⊗
(
A0P + PA
T
0
)
− 2k1
(
ΦTLΦ
)
⊗ PCT0
(
Ip + C0PC
T
0
)−1
C0P
−2k2
(
ΦTFΦ
)
⊗ PCT0
(
Ip + C0PC
T
0
)−1
C0P + 2σ
2
2k
2
1
(
ΦTLΦ
)
⊗ PCT0
×
(
Ip + C0PC
T
0
)−1
C0P + 2σ
2
2k
2
2
(
ΦTFΦ
)
⊗ PCT0
(
Ip + C0PC
T
0
)−1
C0P
= γ (IN ⊗ P ) + IN ⊗
(
A0P + PA
T
0
)
+
(
2σ22k
2
1 − 2k1
) (
ΦTLΦ
)
⊗ PCT0 (Ip
+C0PC
T
0 )
−1C0P + (2σ22k
2
2 − 2k2)
(
ΦTFΦ
)
⊗ PCT0
(
Ip + C0PC
T
0
)−1
C0P
6 γ (IN ⊗ P ) + IN ⊗
(
A0P + PA
T
0
)
−
2α
λ1(L+ F )
(
ΦT(L+ F )Φ
)
⊗PCT0
(
Ip + C0PC
T
0
)−1
C0P
= γ (IN ⊗ P ) + IN ⊗
(
A0P + PA
T
0
)
−
2αΛ
λ1(L+ F )
⊗ PCT0
(
Ip + C0PC
T
0
)−1
C0P.
On the other hand, noting that Re (λn (A0)) > 0 and α > λ
u
0(A0), by Assumption 2.3, we
know that Lemma 3.1 holds. By the generalized algebraic Riccati equation (8), we get
γP + A0P + PA
T
0 −
2α
λ1(L+ F )
λi(L+ F )PC
T
0
(
Ip + C0PC
T
0
)−1
C0P
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= γP + 2αPCT0
(
Ip + C0PC
T
0
)−1
C0P − In −
2αλi(L+ F )
λ1(L+ F )
PCT0
(
Ip + C0PC
T
0
)−1
C0P
6 γP + 2αPCT0
(
Ip + C0PC
T
0
)−1
C0P − In − 2αPC
T
0
(
Ip + C0PC
T
0
)−1
C0P
= γP − In < 0, i = 1, . . . , N,
which implies Ψ(γ) < 0, for 0 < γ < 1‖P‖ .
Therefore, by (A.4) and the matrix inequality Ψ(γ) < 0, we obtain
E[W (t)] 6 E[W (0)] + ̺2
∫ t
0
eγsds,
which together with the definition of W (t) gives
E[V (t)] 6 e−γtE[V (0)] + ̺2
∫ t
0
eγ(s−t)ds.
Noting that λ−1max(P )E
[∥∥δ¯(t)∥∥2] 6 E[V (t)], by the above inequality, we get
E
[∥∥δ¯(t)∥∥2] 6 λmax(P )e−γtE[V (0)] + λmax(P )̺2
γ
(
1− e−γt
)
, (A.5)
which implies
lim sup
t→∞
E
[∥∥δ¯(t)∥∥2] 6 λmax(P )̺2
γ
.
Then, noting that δ¯(t) = (Φ−1 ⊗ In) δ(t), we have
lim sup
t→∞
E
[
‖δ(t)‖2
]
= lim sup
t→∞
E
[∥∥δ¯(t)∥∥2] 6 λmax(P )̺2
γ
.
This together with the definition of δ(t) gives lim sup
t→∞
E
[
‖xˆi0(t)− x0(t)‖
2
]
6
λmax(P )̺2
γ
.
Then, we proceed to estimate lim sup
t→∞
E
[
‖yi(t)− y0(t)‖
2] for i = 1, . . . , N .
Denote ∆i(t) = xˆi(t) − Πix0(t), i = 1, . . . , N . Noting that K2i = Γi −K1iΠi, i = 1, . . . , N ,
by (1), (3) and Assumption 2.4, we have
∆˙i(t)
= ˙ˆxi(t)−Πix˙0(t)
= Aixˆi(t) +Biui(t) +Hi (yˆi(t)− yi(t))− ΠiA0x0(t)
= Aixˆi(t) +Biui(t) +Hi (yˆi(t)− yi(t))− (AiΠi +BiΓi) x0(t)
= Ai∆i(t) +Bi (K1ixˆi(t) +K2ixˆi0(t))− BiΓix0(t) +Hi (yˆi(t)− yi(t))
= Ai∆i(t) +BiK1ixˆi(t) +BiK2ixˆi0(t)− BiΓix0(t) +HiCi (xˆi(t)− xi(t))
= Ai∆i(t) +BiK1ixˆi(t) +Bi (Γi −K1iΠi) xˆi0(t)−BiΓix0(t) +HiCi (xˆi(t)− xi(t))
= Ai∆i(t) +BiK1i (xˆi(t)− Πix0(t)) +BiK1iΠi (x0(t)− xˆi0(t))
+BiΓi (xˆi0(t)− x0(t)) +HiCi (xˆi(t)− xi(t))
= (Ai +BiK1i)∆i(t) + (BiΓi −BiK1iΠi) (xˆi0(t)− x0(t)) +HiCi (xˆi(t)− xi(t))
= (Ai +BiK1i)∆i(t) + (BiΓi −BiK1iΠi) (xˆi0(t)− x0(t)) +HiCi (xˆi(t)− xi(t))
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= (Ai +BiK1i)∆i(t) +BiK2i (xˆi0(t)− x0(t)) +HiCi (xˆi(t)− xi(t)) .
Integrating both sides of the above equation from 0 to t yields
∆i(t) = e
(Ai+BiK1i)t∆i(0) +
∫ t
0
e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s)) ds
+
∫ t
0
e(Ai+BiK1i)(t−s)HiCi (xˆi(s)− xi(s)) ds,
which gives
E
[
‖∆i(t)‖
2] = E[∥∥∥e(Ai+BiK1i)t∆i(0) +
∫ t
0
e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s)) ds
+
∫ t
0
e(Ai+BiK1i)(t−s)HiCi (xˆi(s)− xi(s)) ds
∥∥∥2]
6 3E
[∥∥e(Ai+BiK1i)t∆i(0)∥∥2]+ 3E
[∥∥∥ ∫ t
0
e(Ai+BiK1i)(t−s)BiK2i(xˆi0(s)
−x0(s))ds
∥∥∥2]+ 3E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)HiCi (xˆi(s)− xi(s)) ds
∥∥∥∥
2
]
. (A.6)
By the inequality
(
E
[∥∥∥∫ t0 X(τ)dτ∥∥∥2
])1/2
6
∫ t
0
(
E
[
‖X(τ)‖2
])1/2
dτ , we have(
E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s)) ds
∥∥∥∥
2
]) 1
2
6
∫ t
0
(
E
[∥∥e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s))∥∥2]) 12 ds
6
∫ t
0
(
E
[∥∥e(Ai+BiK1i)(t−s)∥∥2 ‖BiK2i‖2 ‖xˆi0(s)− x0(s)‖2]) 12 ds
=
∫ t
0
(∥∥e(Ai+BiK1i)(t−s)∥∥2 ‖BiK2i‖2 E [‖xˆi0(s)− x0(s)‖2]) 12 ds. (A.7)
By Assumption 2.1, we choose K1i such that Ai +BiK1i is Hurwitz matrix. As Ai +BiK1i is
Hurwitz, there exist positive constants ρ1 > 0 and ρ2 > 0 such that∥∥e(Ai+BiK1i)t∥∥ 6 ρ1e−ρ2t, i = 1, . . . , N. (A.8)
Since lim sup
t→∞
E
[
‖δ(t)‖2
]
6
λmax(P )̺2
γ
, for any given constant ε1 > 0, there exists a positive
constant T1 > 0 such that for any t > T1
E
[
‖xˆi0(t)− x0(t)‖
2]
6
λmax(P )̺2
γ
+ ε1, i = 1, . . . , N,
which together with (A.7) and (A.8) gives(
E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s)) ds
∥∥∥∥
2
]) 1
2
6
∫ t
0
(
E
[∥∥e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s))∥∥2]) 12 ds
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6∫ t
0
(
E
[∥∥e(Ai+BiK1i)(t−s)∥∥2 ‖BiK2i‖2 ‖xˆi0(s)− x0(s)‖2]) 12 ds
=
∫ t
0
(∥∥e(Ai+BiK1i)(t−s)∥∥2 ‖BiK2i‖2 E [‖xˆi0(s)− x0(s)‖2]) 12 ds
+
∫ t
T1
(∥∥e(Ai+BiK1i)(t−s)∥∥2 ‖BiK2i‖2 E [‖xˆi0(s)− x0(s)‖2]) 12 ds
6 ‖BiK2i‖
∫ T1
0
ρ1e
−ρ2(t−s) (E [‖xˆi0(s)− x0(s)‖2]) 12 ds
+
(
λmax(P )̺2
γ
+ ε1
)
‖BiK2i‖
∫ t
T1
ρ1e
−ρ2(t−s)ds
= ‖BiK2i‖ e
−ρ2t
∫ T1
0
ρ1e
ρ2s
(
E
[
‖xˆi0(s)− x0(s)‖
2]) 12 ds
+
(
λmax(P )̺2
γ
+ ε1
)
ρ1 ‖BiK2i‖
ρ2
(
1− eρ2(T1−t)
)
.
Taking the limit on both sides of the above inequality, we get
lim sup
t→∞
(
E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s)) ds
∥∥∥∥
2
]) 1
2
6
(
λmax(P )̺2
γ
+ ε1
)
ρ1‖BiK2i‖
ρ2
.
Then, by the arbitrariness of ε1, we obtain
lim sup
t→∞
(
E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s)) ds
∥∥∥∥
2
]) 1
2
6
ρ1λmax(P )̺2
γρ2
‖BiK2i‖ ,
which gives
lim sup
t→∞
E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s)) ds
∥∥∥∥
2
]
6
ρ21λ
2
max(P )̺
2
2
ρ22γ
2
‖BiK2i‖
2 . (A.9)
Noting that lim
t→∞
E
[
‖xˆi(t)− xi(t)‖
2] = 0, similar to the above inequality, we get
lim sup
t→∞
E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)HiCi (xˆi(s)− xi(s)) ds
∥∥∥∥
2
]
= 0. (A.10)
By (A.6) and (A.8)−(A.10), we obtain
lim sup
t→∞
E
[
‖xˆi(t)− Πix0(t)‖
2]
6
3ρ21λ
2
max(P )̺
2
2
ρ22γ
2
‖BiK2i‖
2 . (A.11)
By the Cr inequality, (1)−(3) and (7), we have
E
[
‖yi(t)− y0(t)‖
2]
= E
[
‖yi(t)− yˆi(t) + yˆi(t)− y0(t)‖
2]
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6 2E
[
‖yi(t)− yˆi(t)‖
2]+ 2E [‖yˆi(t)− y0(t)‖2]
6 2 ‖Ci‖
2
E
[
‖xi(t)− xˆi(t)‖
2]+ 2E [‖Cixˆi(t)− CiΠix0(t)‖2]
6 2 ‖Ci‖
2
E
[
‖xi(t)− xˆi(t)‖
2]+ 2 ‖Ci‖2 E [‖xˆi(t)−Πix0(t)‖2] . (A.12)
By (A.2), (A.11) and the above inequality, we obtain
lim sup
t→∞
E
[
‖yi(t)− y0(t)‖
2]
6
6ρ2λ2max(P )̺
2
2
η2γ2
‖Ci‖
2 ‖BiK2i‖
2 , i = 1, . . . , N.
In particular, if there are no additive measurement noises, i.e., σ1ij = 0, i = 1, . . . , N, j =
0, . . . , N , we get ̺2 = 0. Noting that ̺2 = 0, by the above inequality, we get
lim sup
t→∞
E
[
‖yi(t)− y0(t)‖
2] = 0, i = 1, . . . , N,
which together with E
[
‖yi(t)− y0(t)‖
2]
> 0, i = 1, . . . , N, gives
lim
t→∞
E
[
‖yi(t)− y0(t)‖
2] = 0, i = 1, . . . , N.
In the following, we will estimate the mean square output tracking time.
By (A.12) and the definition of eˆi(t) and ∆i(t), we get
E
[
‖yi(t)− y0(t)‖
2]
6 2 ‖Ci‖
2
E
[
‖eˆi(t)‖
2]+ 2 ‖Ci‖2 E [‖∆i(t)‖2] . (A.13)
By (A.1), we have
eˆi(t) = e
(Ai+HiCi)teˆi(0). (A.14)
Substituting (A.6) and (A.14) into (A.13) leads to
E
[
‖yi(t)− y0(t)‖
2]
6 2 ‖Ci‖
2
E
[∥∥e(Ai+HiCi)teˆi(0)∥∥2]+ 6 ‖Ci‖2 E [∥∥e(Ai+BiK1i)t∆i(0)∥∥2]
+6 ‖Ci‖
2
E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s)) ds
∥∥∥∥
2
]
+6 ‖Ci‖
2
E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)HiCi (xˆi(s)− xi(s)) ds
∥∥∥∥
2
]
. (A.15)
Noting that ̺2 = 0, by (A.5) and the definition of δ¯(t), we get
E
[
‖xˆi0(t)− x0(t)‖
2]
6 λmax(P )e
−γt
E [V (0)] .
By the inequality
(
E
[
‖
∫ t
0
X(τ)dτ‖2
])1/2
6
∫ t
0
(E [‖X(τ)‖2])
1/2
dτ and the above inequality,
we have (
E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)BiK2i (xˆi0(s)− x0(s)) ds
∥∥∥∥
2
]) 1
2
6
∫ t
0
(∥∥e(Ai+BiK1i)(t−s)∥∥2 ‖BiK2i‖2 E [‖xˆi0(s)− x0(s)‖2]) 12 ds
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6∫ t
0
(∥∥e(Ai+BiK1i)(t−s)∥∥2 ‖BiK2i‖2 λmax(P )e−γsE [V (0)]) 12 ds
= (λmax(P )E [V (0)])
1
2 ‖BiK2i‖
∫ t
0
∥∥e(Ai+BiK1i)(t−s)∥∥ e− γ2 sds. (A.16)
By the inequality
(
E
[∥∥∥∫ t0 X(τ)dτ∥∥∥2
])1/2
6
∫ t
0
(
E
[
‖X(τ)‖2
])1/2
dτ and (A.14), we obtain(
E
[∥∥∥∥
∫ t
0
e(Ai+BiK1i)(t−s)HiCi (xˆi(s)− xi(s)) ds
∥∥∥∥
2
]) 1
2
6
∫ t
0
(∥∥e(Ai+BiK1i)(t−s)∥∥2 ‖HiCi‖2 E [‖xˆi(s)− xi(s)‖2]) 12 ds
=
∫ t
0
(∥∥e(Ai+BiK1i)(t−s)∥∥2 ‖HiCi‖2 E [∥∥e(Ai+HiCi)seˆi(0)∥∥2]) 12 ds
= ‖HiCi‖
∫ t
0
∥∥e(Ai+BiK1i)(t−s)∥∥(E [∥∥e(Ai+HiCi)seˆi(0)∥∥2]) 12 ds.
Substituting (A.16) and the above inequality into (A.15) leads to
E
[
‖yi(t)− y0(t)‖
2]
6 2 ‖Ci‖
2
E
[∥∥e(Ai+HiCi)teˆi(0)∥∥2]+ 6 ‖Ci‖2 E [∥∥e(Ai+BiK1i)t∆i(0)∥∥2]
+6 ‖Ci‖
2
(
(λmax(P )E [V (0)])
1
2 ‖BiK2i‖
∫ t
0
∥∥e(Ai+BiK1i)(t−s)∥∥ e− γ2 sds)2
+6 ‖Ci‖
2
(
‖HiCi‖
∫ t
0
∥∥e(Ai+BiK1i)(t−s)∥∥(E [∥∥e(Ai+HiCi)seˆi(0)∥∥2]) 12 ds
)2
= 2 ‖Ci‖
2
E
[∥∥e(Ai+HiCi)teˆi(0)∥∥2]+ 6 ‖Ci‖2 E [∥∥e(Ai+BiK1i)t∆i(0)∥∥2]
+6 ‖Ci‖
2 ‖BiK2i‖
2 λmax(P )E [V (0)]
(∫ t
0
∥∥e(Ai+BiK1i)(t−s)∥∥ e− γ2 sds)2
+6 ‖Ci‖
2 ‖HiCi‖
2
(∫ t
0
∥∥e(Ai+BiK1i)(t−s)∥∥(E [∥∥e(Ai+HiCi)seˆi(0)∥∥2]) 12 ds
)2
6 2 ‖Ci‖
2
E
[
‖eˆi(0)‖
2] ∥∥e(Ai+HiCi)t∥∥2 + 6 ‖Ci‖2 E [‖∆i(0)‖2] ∥∥e(Ai+BiK1i)t∥∥2
+6 ‖Ci‖
2 ‖BiK2i‖
2 λmax(P )E [V (0)]
(∫ t
0
∥∥e(Ai+BiK1i)(t−s)∥∥ e− γ2 sds)2
+6 ‖Ci‖
2 ‖HiCi‖
2
E
[
‖eˆi(0)‖
2](∫ t
0
∥∥e(Ai+BiK1i)(t−s)∥∥ ∥∥e(Ai+HiCi)s∥∥ ds)2 . (A.17)
As Ai+BiK1i and Ai+HiCi are Hurwitz, there exist positive constants ρ1 > 0, ρ2 > 0, ρ3 > 0
and ρ4 > 0 such that∥∥e(Ai+BiK1i)t∥∥ 6 ρ1e−ρ2t, ∥∥e(Ai+HiCi)t∥∥ 6 ρ3e−ρ4t, i = 1, . . . , N. (A.18)
By the definitions of V (t), δ¯(t), δ(t) and Φ, we get
E [V (0)] 6 λmax(IN ⊗ P
−1)E
[
‖δ¯(0)‖2
]
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6 λ−1min(IN ⊗ P )‖Φ
−1 ⊗ In‖E
[
N∑
i=1
‖xˆi0(0)− x0(0)‖
]
= λ−1min(P )E
[
N∑
i=1
‖xˆi0(0)− x0(0)‖
]
. (A.19)
By (A.17)−(A.19) and the definition of eˆi(t) and ∆i(t), we have
E
[
‖yi(t)− y0(t)‖
2]
6 2ρ23e
−2ρ4t ‖Ci‖
2
E
[
‖eˆi(0)‖
2]+ 6ρ21e−2ρ2t ‖Ci‖2 E [‖∆i(0)‖2]
+6 ‖Ci‖
2 ‖BiK2i‖
2 λmax(P )E [V (0)]
(∫ t
0
ρ1e
−ρ2(t−s)e−
γ
2
sds
)2
+6 ‖Ci‖
2 ‖HiCi‖
2
E
[
‖eˆi(0)‖
2](∫ t
0
ρ1e
−ρ2(t−s)ρ3e−ρ4sds
)2
6 2ρ23e
−2ρ4t ‖Ci‖
2
E
[
‖eˆi(0)‖
2]+ 6ρ21e−2ρ2t ‖Ci‖2 E [‖∆i(0)‖2]
+6 ‖Ci‖
2 ‖BiK2i‖
2 λmax(P )E [V (0)]
ρ21
(ρ2 −
γ
2
)2
e−2min{
γ
2
,ρ2}t
+
6ρ21ρ
2
3
(ρ2 − ρ4)2
e−2min{ρ2,ρ4}t ‖Ci‖
2 ‖HiCi‖
2
E
[
‖eˆi(0)‖
2]
6
{
2ρ23 ‖Ci‖
2
E
[
‖xi(0)− xˆi(0)‖
2]+ 6ρ21 ‖Ci‖2 E [‖xˆi(0)−Πix0(0)‖2]
+
6ρ21λmax(P )
(ρ2 −
γ
2
)2λmin(P )
‖Ci‖
2 ‖BiK2i‖
2
E
[
N∑
i=1
‖xˆi0(0)− x0(0)‖
]
+
6ρ21ρ
2
3
(ρ2 − ρ4)2
‖Ci‖
2 ‖HiCi‖
2
E
[
‖xi(0)− xˆi(0)‖
2]}e−2min{ρ2,ρ4, γ2}t
6 ̺1e
−2min{ρ2,ρ4, γ2}t,
where
̺1 = max
16i6N
{
2ρ23 ‖Ci‖
2
E
[
‖xi(0)− xˆi(0)‖
2
]
+ 6ρ21 ‖Ci‖
2
E
[
‖xˆi(0)− Πix0(0)‖
2
]
+
6ρ21λmax(P )
(ρ2 −
γ
2
)2λmin(P )
‖Ci‖
2 ‖BiK2i‖
2
E
[ N∑
i=1
∥∥xˆi0(0)− x0(0)∥∥
]
+
6ρ21ρ
2
3
(ρ2 − ρ4)2
‖Ci‖
2
×‖HiCi‖
2
E
[
‖xi(0)− xˆi(0)‖
2
]}
.
Therefore, for 0 < ε¯ < ̺1, there exists a positive constant T2(ε¯) = −
ln
(
ε¯
̺1
)
2min{ρ2,ρ4, γ2}
such that for
any t > T2 (ε¯), we get
E
[
‖yi(t)− y0(t)‖
2]
6 ̺1e
−2min{ρ2,ρ4, γ2}t 6 ε¯. (A.20)
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For ε¯ > ̺1, we have that ∀t > 0
E
[
‖yi(t)− y0(t)‖
2]
6 ̺1e
−2min{ρ2,ρ4, γ2}t 6 ε¯,
which together with (A.20) gives

tε¯ 6 −
ln
(
ε¯
̺1
)
2min{ρ2,ρ4, γ2}
, 0 < ε¯ < ̺1,
tε¯ = 0, ε¯ > ̺1.
Therefore, the proof of (II) of Theorem 3.1 is completed. Finally, the (I) of Theorem 3.1 follows
immediately from what we have proved before. 
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