Abstract-PSO is a nature-inspired optimization algorithm widely applied in many fields. In this paper, we present a variant named MP-PSO, in which some particles are allowed to move on a scale-free network and change the interaction pattern during the search course. In contrast to traditional PSOs with fixed interaction sources, MP-PSO shows better flexibility and diversity, where the structure of the particle swarm could change adaptively and balance exploration and exploitation to a large extent. Experiments on benchmark functions show that MP-PSO outperforms other PSO variants on solution quality and success rate, especially for multimodal functions. We further investigate effects of the moving strategy from a microscopic view, finding that the cooperation mechanism of particles located on hub and non-hub nodes plays a crucial role during the optimization process. In particular, owing to the movement of particles on non-hub nodes, the exploration can be guaranteed to some extent even in the final stage, which may be benefit for optimization. We demonstrate the applicability of MP-PSO by using it to solve an important optimization problem, arrival sequencing and scheduling, in the field of air traffic control.
INTRODUCTION
O PTIMIZATION plays an important role in many realworld problems in the field of science and engineering [1] , [2] , [3] . The target of a typical optimization problem can be simply abstracted as seeking for the global optimal solution of one objective function. With the development of technology and the increasing difficulty of the problems, traditional optimization methods, including conjugate gradient method, linear programming and Lagrange multiplier method [4] , [5] , has gradually failed to meet people's demands or available results. To solve these complicated problems, many intelligent optimization methods were proposed in past decades, including particle swarm optimization (PSO) [6] , [7] .
Inspired by bird flocks and fish schools and first presented by Kennedy and Eberhart, PSO is a widespread optimization algorithm dealing with complex practical matters in many fields [8] , [9] , [10] . In PSO, a flock of particles fly in the searching space during the optimization process and try to find out the optimal solution cooperatively. Each particle has its certain position in the space, which is evaluated by fitness value. During iterations, the velocity and position of a particle are updated according to the best position discovered before by both itself and other interacted particles. Generally, a PSO process terminates with a predefined iteration or a predefined goal of fitness value.
For its simplicity and high efficiency, PSO has attracted many researchers since its appearance, and many variants of PSO have been proposed to better balance exploration and exploitation [11] , [12] , [13] . Some earlier researches commonly focus on parameter selection [11] , [14] , [15] , [16] . Shi and Eberhart introduced the inertia weight coefficient to control the scope of the search and managed to balance global and local searching [11] , [15] . Clerc and Kennedy proposed a variant with constriction coefficient and proved its similar algebraic effects as the variant with the inertia weight coefficient [16] . Apart from model coefficients, some innovative learning strategies are adopted in some studies [12] , [17] , [18] , [19] . Mendes et al. noticed the excessive dependence on the bestperformed neighbor of each particle, and introduced the fully informed particle swarm (FIPS) [19] , where all neighbors of a particle contribute to its velocity updating. Liang et al. proposed comprehensive learning particle swarm optimizer (CLPSO) [12] , in which particles learn from different neighbors on each dimension separately, to make the swarm avoid getting trapped into local optima to some extent. Considering concepts of quantum mechanics, Sun et al. and Yang et al. introduced quantum behavior into particle swarm optimization algorithm [20] , [21] , showing the advantages and leading many further research studies [22] , [23] , [24] . The topology structure is another important aspect [6] , [13] , [25] , [26] , [27] , [28] , [29] , [30] , since it determines the interaction pattern of the swarm in PSO. As is widely known, the canonical version of PSO, introduced by Kennedy and Eberhart, adopts a fullyconnected topology structure (Fig. 1a) [6], where each particle could directly interact with any other particles in the whole swarm. Although canonical PSO converges fast, it tends to be easily trapped in local optima because of the lack of time for a comprehensive searching in the solution space. To address such a defect, Kennedy later proposed PSO with ring (circle) structure (Fig. 1b) [13] , where each particle can only interact with two neighbor particles rather than with all particles directly. Admittedly, particles within the ring structure could explore the searching space more carefully to avoid local optima and find out more promising regions, but the convergence speed is hard to be guaranteed. Some other regular structures such as wheel, star and von Neumann were demonstrated to be able to make good results when solving some specific problems [27] . Moreover, with the development of network science, especially the proposal of small-world and scale-free model in 1998 and 1999 respectively [31] , [32] , people got more inspirations on the population structure of PSO. Gong and Zhang proposed small-world PSO which permits particles to occasionally interact with non-neighbor particles by small-world randomization [30] .
An important property of real networks is scale-free-ness, i.e., the node degree follows a power law [32] . The degree heterogeneity of scale-free networks (Fig. 1c) allows the hub nodes (whose degrees are larger than a certain threshold) to guide the system for exploitation and the non-hub nodes (whose degrees are less than the threshold) to explore the solution space. Employing scale-free networks, Liu et al. introduced PSO with scale-free interactions (SFPSO) [29] , where scale-free structure makes the algorithm achieve a good tradeoff between exploration and exploitation during the optimization process. Also adopting scale-free network, selectively-informed PSO (SIPSO) proposed by Gao et al. [28] showed that when structural hub particles and non-hub particles employ different strategies, where hub particles get information from all neighbors while non-hub particles only learn from the best-performed neighbor, the system achieves a better cooperation and a promising overall performance.
However, particles in most of the variants mentioned above are with fixed interaction patterns during the optimization process. Particles can only learn from the neighbors on the static topology structure, which limits the information interaction in the swarm. On the basis of scale-free structure whose advantages have been widely proved, a PSO variant is expected to make particles flexibly change interaction sources to better handle different situations during the optimization process. Consequently, we propose a particle swarm optimization with moving particles on scale-free networks (MP-PSO), where particles are consistently restricted in a static scale-free base network but are partly free to adaptively change the swarm network with the moving strategy during iterations. In MP-PSO, the adaptive moving strategy helps the particle swarm cope with varies of complicated and uncertain situations, and particles are more likely to get useful information during each iteration. Numerical experiments show that MP-PSO has a superior performance, especially on multimodal problems.
The rest of this paper is organized as follows. Section 2 introduces MP-PSO in detail and gives some premised information. Section 3 compares the results of six PSOs, demonstrates some discussions mainly concerning the property of the algorithm macroscopically and microscopically. Section 4 applies MP-PSO to solve the arrival sequencing and scheduling problem to demonstrate its applicability. Section 5 makes a conclusion. D g refers to the best position all particles discovered in a fully-connected structure.
During the whole optimization process, each particle has a dynamic fitness value corresponding with its current position. p p i and p p g of each particle are also updated during each iteration if a better fitness value is available. This process iterates continuously until a certain number of time or a certain goal of fitness value is met.
MP-PSO
Base Network. In the initial stage, a base scale-free network with N B nodes is established adopting BA scale-free model (Fig. 2a) , which is proposed by Barab asi and Albert in 1999 [32] . With m 0 initial interconnected nodes, the network adds nodes one after another separately. When new nodes are added, each connects to m (m < m 0 ) different existing nodes and the probability of building connection with node i, P i , is related to the degree of node i (k i ) and of other existing nodes as follows:
where j traverses all existing nodes. In other words, new nodes are more likely to connect with high-degree hubs, and the number of edges among all nodes approximately follow power law property in the end. Swarm Network. In MP-PSO, N S (N S < N B ) particles are randomly assigned in the base network (Fig. 2b) . Particles, as well as edges between them, make up the swarm network (Fig. 2c) . Obviously, the structure of swarm network determines the information spread pattern during the optimization process. The velocity update method of each particle in MP-PSO is as follows:
where p p si refers to the best position discovered by the ith particle and its neighbors in the swarm network, and the position update method is the same as Equation (2) .
Since there are two networks in our MP-PSO, namely base network and swarm network, here we define two concepts concerning degree, k B and k S . k B of a node refers to its degree in the base network, while k S is the degree in the swarm network. For example, in Fig. 2 , k B of node i and j is 7 and 4 respectively (Fig. 2a) , and their k S are 0 and 2 ( Fig. 2c) . Note that k B of each node is constant during the optimization process since the base network is static, while k S can be varied during iterations with the moving strategy, which will be discussed detailedly in the next part.
Moving Strategy. The key point of MP-PSO is the moving strategy, according to which the swarm network adaptively changes. First, we define a time counter t i for each particle i, which denotes the number of generations that its p p i ceases improving. If t i reaches a preset value T gap , particle i is qualified. A qualified particle can move to a vacant neighbor node if there is at least one vacant position in its base network neighbors, carrying its position and velocity information as well as p p i and p p si . Consequently, the structure of swarm network is changed, as is shown in Fig. 3 . Note that the destination of a particle is chosen randomly if more than one vacant neighbor nodes are available, and if a particle cannot move because of the lack of a vacant neighbor node, it remains on the current topology position and t i will keep increasing without a reset, until it moves successfully to a vacant neighbor node in further iterations or its p p i is updated. The movement of particles can lead to two effects: converging and diverging.
Figs. 3a and 3b show the converging effect, where the movement can make the swarm network denser and the information can spread more fluently, corresponding to the facility of exploitation. Conversely, Figs. 3c and 3d show the diverging effect, where the movement can make the swarm network sparser. Obviously, the diverging effect is beneficial for exploration. During the optimization process, the interaction pattern will change due to the particles' movements and it may make a good tradeoff between exploration and exploitation.
Parameter Setting. According to common practices, we adopt x ¼ 0:7298 and c 1 ¼ c 2 ¼ 2:05 to update the velocity and position of each particle during the optimization process [8] , [19] , [29] , [34] , [35] . To build up the scale-free base network in MP-PSO, we adopt parameters m 0 ¼ 5 and m ¼ 2.
Obviously, the filling ratio (the ratio of the swarm network size N S to the base network size N B ) may affect the optimization performance of MP-PSO. If the filling ratio is too high, the moving range of particles is so limited that the swarm network is similar with the static topology structure in SFPSO; if the filling ratio is too low, the swarm network is so sparse that particles can hardly interact with others, leading to a random search process. After extensive experiments, we select N B ¼ 80 as the base network size and N S ¼ 50 as the swarm network size respectively. All experiment results are averaged by 50 times after 5000 iterations. T gap represents the movement threshold, and higher values of T gap make particles hard to move. After massive experiments, we set T gap ¼ 4. All these values are as default in the rest of this paper.
Benchmark Functions
To test the performance of MP-PSO, 16 benchmark functions are used in this paper (Table 1) , including 5 unimodal functions (f 1 -f 5 ), 6 multimodal functions (f 6 -f 11 ) and 5 rotated multimodal functions (f 12 -f 16 ) [12] , [20] , [28] , [33] .
Specifically, f 1 is an easy problem for most algorithms to solve, while f 2 is relative difficult and is sometimes treated as a multimodal function when with a high D [12] , [36] . f 3 is similar with f 1 but with non-differentiable points, and f 5 adds a random interference on the basis of f 4 . Most multimodal problems are much more difficult. f 9 has some minor local optima. f 6 , f 7 and f 10 involve a large number of deep local optima and f 8 makes linkages among variables, while only a set of points in f 11 are differentiable [12] . For rotated multimodal functions, algorithms cannot solve the problems by dealing with each dimension separately. To establish a rotated function in this paper, an orthogonal matrix M M is generated using Salomon's method [37] , and the position of each particle x x is left multiplied by M M to get the rotated position y y (except for f 15 ), which is used to calculate the fitness value. The rotated functions have similar shapes of the original functions, but the problems are more difficult for algorithms to solve [12] .
RESULTS AND DISCUSSIONS
The performance of MP-PSO is compared with three PSOs with static interaction patterns: fully-connected (FPSO), ring (RPSO) and scale-free (SFPSO), and two PSOs with different learning strategies: selectively-informed (SIPSO) and quantum behavior (QPSO). Note that two important parameters are set as reasonable values k c ¼ 5 and g ¼ 0:96 in SIPSO and QPSO respectively [20] , [28] , and the number of particles in all PSOs is set to 50 in the following experiments. We first examine the result of solution quality R ( Table 2) .
As all selected benchmark functions are minimization problems, smaller results reflect better performance. Here the best sets are marked in bold. FPSO performs better on 3 of 5 unimodal functions due to its high speed on information spreading. MP-PSO can obtain best results on 6 of 11 multimodal and rotated multimodal problems (including 3 multimodal functions and 3 rotated multimodal functions), remarkably outperforming other algorithms. It can be attributed to the flexible moving strategy, which may make the algorithm jump out of local optima via the cooperation of converging and diverging effects. Fig. 4 depicts the number of times that each algorithm performs top-Z among all the 16 benchmark functions [38] . It can be observed that the curve of MP-PSO is never beneath that of any other PSO algorithms, and it first reaches 16 at Z ¼ 5, which shows its outstanding performance in this aspect. Table 3 shows the results of the convergence speed Q (iteration times required to meet the goal value), where 'À' indicates that the algorithm fails to reach the goal value even once. MP-PSO only fails on f 15 , while FPSO/RPSO/ SFPSO/SIPSO/QPSO cannot reach the goal value on 4/3/ 3/2/2 functions respectively. As for the success rate (Table 4) , MP-PSO ranks first on 10 functions and second on 5 functions, while other PSOs perform poorly on some functions more or less. Obviously, MP-PSO performs overall the best concerning results of the three criterions. To investigate the underlying mechanism of the excellent performance of MP-PSO, we analyze the optimization process from a network science view. Here a representative multimodal function Rastrigin (f 7 ) is chosen in all following experiments.
As can be learned from Fig. 3 , the base network in MP-PSO is static, while the swarm network changes with the particle movements. In general, the denser the swarm network is, the faster the information spreads. Fig. 5a shows the variation of k S during the optimization process. It is found that k S continuously increases, indicating that the swarm network concentrates with iterations. From Fig. 5b , we can observe that there are 5 or 6 connected components of the swarm network in the initial state but only about 2 components after the evolution, showing the same concentrating trend as in Fig. 5a . Although the swarm network gets denser during the optimization process, however, the curve of N m in Fig. 5c indicates that it does not concentrate blindly, which may induce premature. Instead, there are even more moving particles in the last period (please see Fig. 5c ). The increasing number of moving particles presents some possibilities of exploration. Fig. 6 shows four snapshots of the base network with particles at t ¼ 0, t ¼ 5, t ¼ 2000 and t ¼ 5000 respectively. Obviously, with 4 connected components, a random beginning (Fig. 6a) , the swarm network converges rapidly to one single component once the particle moving is first permitted at t ¼ 5 (Fig. 6b) . During the later period of optimization process, the giant component still exists, but more particles occasionally separate from the giant component and explore by themselves, making the swarm explore the searching space and may find more promising regions (Figs. 6c and 6d) .
As can be found in Fig. 6 , particles located on hub nodes are always within the giant component, while particles separating from the giant component are mainly located on non-hub nodes. It seems that the structural properties of nodes have significant impacts on the behaviors of particles located on them during iterations. Hence, we further investigate the effects of k B , the node degree in the base network, on particle moving behaviors. Fig. 7a shows the frequency that the node is occupied by a particle. Obviously, nodes with larger k B obtain higher f OCC , indicating that hub nodes are more possibly to be occupied. In the scale-free network, the degree distribution is heterogeneous. Once a hub node with large k B becomes vacant, numerous particles on its neighbor nodes will occupy it. In Fig. 7b , the curve of move desire f QUA decreases with the increase of k B , showing that particles on hub nodes are more inert to move. For particles located on hub nodes, they can collect information from more sources, and thus can get more high-quality information to update their p p i . Conversely, the move frequency f MOV shows a just opposite trend (Fig. 7b) . We can conclude that moving behaviors of particles on hub and non-hub nodes are quite different. For a hub particle (such as particle s in Fig. 3d ), the move desire and the move frequency are almost the same, indicating that it can move once it wants to move. This is guaranteed by its large neighbor sets in the base network. However, particles on non-hub nodes present strong move desires but much lower move frequency. For a non-hub particle (such as particle l in Fig. 3b) , its p p i can hardly update due to the poor information sources. Although the move desire can be very strong, it cannot move if there does not exist a vacant node in its neighbor set. Furthermore, even if a non-hub particle is allowed to move (such as particle j in Fig. 3c ), since the neighboring hub nodes are always occupied, it will possibly leave the giant component to explore by itself (Fig. 3d) . As a result, the particles on hub nodes take on the main responsibility of the optimization, while particles on non-hub nodes guarantee an appropriate exploration ability of the swarm during the evolution. The cooperation between particles on hub and non-hub nodes achieves an overall better performance.
A CASE STUDY ON THE ARRIVAL SEQUENCING AND SCHEDULING (ASS) PROBLEM
To demonstrate the applicability of MP-PSO, we use it to solve the arrival sequencing and scheduling (ASS) problem, which has attracted considerable discussion in the field of Air Traffic Control (ATC) during past decades [39] , [40] , [41] .
Problem Description
The ASS problem can be simplified as generating efficient landing sequences and landing times of a certain number of arriving flights, to minimize both the total delay of all arriving flights (T delay ) and the total time of the entire process (T length ) [41] . For the sake of safety, the minimum permissible time between two successive landing flights is restricted by the landing time interval (LTI), depending on the feature of the two aircrafts [41] , [42] . The goal of ASS problem is usually to minimize T delay , and T length is also sometimes adopted as the index for optimization [41] . In our experiment, we adopt T delay and the objective function can be simply defined as follows:
s.t.
where X d is the dth landing flight in the optimized sequence, SðX dÀ1 ; X d Þ indicates the LTI between flight X dÀ1 and X d , while t A ðX d Þ and t P ðX d Þ are the actual and predicted landing time of the corresponding flight.
To perform ASS, the simplest method is first-come-firstserve (FCFS), which shares the same order based on the predicted landing time. Although the schedule it establishes is relative fair and safe, some useful information is ignored [41] , and thus optimization methods are required to solve the problem better.
Data Sets
In our following experiments, the total number of flights is set to N F ¼ 50. For simplicity, we choose four types of common commercial aircraft (A, B, C and D) and the LTI between them are shown in Table 5 [41] . For a landing sequence data, t P t P is the predicted landing time, whose elements obey uniform distribution in range of ð0; 5000Þ, and type is the type of aircraft, and the ratio of the four types of aircraft is 5:3:1:1.
Simulation Results
The performance of MP-PSO is compared with other PSO algorithms by optimizing the original landing sequence, as well as with FCFS method. To simply illustrate how FCFS method and optimization algorithms work, Table 6 gives the predicted landing sequence and optimization results in a single test. Note that T delay of each method and algorithm is calculated and Fig. 7 . (a) f OCC ¼ t OCC =5000 denotes the frequency that the node is occupied by a particle in 5000 iterations, where t OCC is the occupied times of the node during the whole process. (b) f QUA ¼ t QUA =t OCC denotes the frequency that the particle located on the node is qualified, where t QUA is the qualified times that a particle i meets t i ! T gap , and f MOV ¼ t MOV =t OCC denotes the frequency that the particle moves away from the node, where t MOV is the iteration times that the particle located on the node moves away.
presented at the bottom of Table 6 . Obviously, T delay of MP-PSO is less than that of FCFS method and other algorithms. Table 7 shows the statistic results for 50 individual runs, indicating T delay of FCFS method and all optimization algorithms. In Table 7 the best sets are marked in bold, where one can see that MP-PSO performs better than other PSO algorithms. The overall performances demonstrate the applicability of MP-PSO when solving real-world problems.
CONCLUSION
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