Tree-ring growth records from bristlecone pines reveal an irregular pattern of fluctuations that have been linked to climatic change but otherwise have remained poorly understood. We find within these records evidence for a temporally related variance to mean power law, 1/f noise and multifractality that empirically resembles a fractal stochastic process and could be attributed to self-organized criticality. These growth records, however, also conformed to a non-Gaussian statistical distribution (the Tweedie compound Poisson distribution) characterized by an inherent variance to mean power law, that by itself implies 1/f noise. This distribution has a fundamental role in statistical theory as a focus of convergence for many types of random data, much like the Gaussian distribution has with the central limit theorem. The growth records were also multifractal, with the dimensional exponent of the Tweedie distribution critically balanced near the transition point between fractal stochastic processes and gamma distributed data, possibly consequent to a related convergence effect. Non-Gaussian random systems, like those related to bristlecone pine tree growth, may express 1/f noise and multifractality through mathematical convergence effects alone, without the dynamical assumptions of self-organized criticality.
Introduction
The annual tree-ring growth of bristlecone pines provides a means to estimate warm season temperatures over thousands of years [1] . Tree-ring measurements like these fluctuate irregularly, correlating with atmospheric 14 C levels [2] , solar activity [3, 4] , El Niño changes [5] as well as with volcanism [6] and have indicated warming within the twentieth century [7] . Telesca & Lovallo [8] , notably, have recently reported a large analysis of tree-ring growth fluctuations that demonstrated persistent long-range correlations associated with climatic changes. Despite these observations, the mechanisms that underlie the growth fluctuations remain incompletely understood. Here, we find that bristlecone pine growth fluctuations resemble self-similar random processes used to describe ethernet traffic, in that they manifested 1/f noise and a temporally related variance to mean power law [9] . These fluctuations appeared to be multifractal, with their local fractal dimensions affected by a critical balance between self-similar random processes and other noise patterns. Such features could be attributed to selforganized criticality, a theory that complex dynamical systems can naturally evolve to manifest borderline unstable states subject to cataclysmic change [10] .
Another postulated feature of self-organized criticality is an association with non-Gaussian probability distributions [11] . The growth fluctuations analyzed here indeed obeyed a nonGaussian distribution, as did the dimensional exponent of that distribution. On closer examination, though, these non-Gaussian distributions led to an alternative explanation for 1/f noise, multifractality and self-organized criticality based upon fundamental statistical theory.
Self-similar random processes
This introduction to self-similar random processes follows the definitions and notation of Leland et al. [9] , and Tsybakov & Georganas [12] . Given a discrete time-
and autocorrelation function
(calculated for the lag interval k). Self-similar random processes exhibit long-range autocorrelations of the form
where the exponent β is a real-valued constant bounded by 0 < β < 1, and L(k) is a slowly varying function for large values of k. One can construct an expanding cover of equal-sized, adjacent and non-overlapping counting bins of integer size m to produce the new sequences Y (m) that possess the reproductive property,
where m is chosen so that N/m is an integer. The sample meanμ and varianceσ 2 of Y can be regarded as constants, provided that the initial sequence remains unaltered during the analysis,
. Y (m) obeys a variance-bin size relationship derived from these expanding bins 5) if and only if the autocorrelation of the primary sequence is [12, 13] ,
This autocorrelation expresses the limiting behaviour, [14] to describe fractional Brownian motion, where β = 2(1 − H). H is a real-valued number within the interval (0, 1). H = 1/2 indicates Brownian motion; 1/2 < H < 1, correlation (or persistence); and 0 < H < 1/2, anti-correlation (or anti-persistence). H also relates to the fractal dimension D = 2 − H [15] .
One can also construct a second set of additive sequences: 
Sinceμ andσ 2 can be regarded here as constants, we have a variance to mean power law with the exponent p = 2 − β, and
Consequent to the biconditional relationship between equations (2.5) and (2.6), any sequence that reveals the variance to mean power law, by the method of expanding bins, will also express long-range autocorrelations that approximate r(k) ∼ c 1 k −β , where c 1 is a constant.
The spectral density S( f ), expressed in terms of the frequency f, relates to the autocorrelation by the Fourier transformation 
Alternatively the limit from equation (2.7) can be used to approximate the long-range autocorrelation, r(k) ∼ c 1 k −β , and then through the Wiener-Khintchine theorem [16] we obtain a power spectral density that approximates S( f ) ∼ c 2 f β −1 , within the constant factors c 1 and c 2 . Power spectra of the form S( f ) ∝ 1/f 1−β , where 0 < β < 1, indicate 1/f noise. The relationship p = 2−β, between the variance to mean power-law exponent and the correlation exponent, follows from this approximation.
Initial observations
A record of mean annual tree-ring widths from bristlecone pines at the upper treeline of Campito Mountain, California, has been ascertained from 3435 BC to AD 1969 (figure 1) [1] . At that altitude the growth of tree-rings is thought to be driven by summer temperatures, allowing past climatic changes to be inferred [1] . This tree-ring chronology revealed numerous small high-frequency fluctuations modulated by larger low-frequency fluctuations that spanned many hundreds of years. The frequency spectrum S( f), constructed from these data by Fourier transform, provided the intensity of fluctuations at their different component frequencies f. Figure 2 gives a log-log plot of S( f ), which revealed a power-law relationship S( f ) ∝ 1/f 0.8 indicative of 1/f noise.
The spectrum S( f ) ∝ 1/f 1−β , given in the frequency domain, corresponds to an autocorrelation function r(t) ∝ t −β in the time t domain [12] . Another way to demonstrate the time domain effects would be to take the data from figure 1, divide it into a series of equal-sized and non-overlapping enumerative bins, sum the measurements within each bin, and then assess the sample meanμ and Frequency spectrum. Fourier analysis was performed to construct the frequency spectrum. In order to demonstrate 1/f noise, the Campito tree-ring sequence was padded to a power of 2, the mean subtracted, detrended, a 49 point Hamming window was applied for data smoothing with Fourier transformation. The log-log plot of the spectrum appeared approximately linear, indicative of 1/f 0.8 noise.
varianceσ 2 of the summed measurements over the entire sequence of bins [17] . These calculations were repeated for sets of larger bins derived from the same data, and the resultant variances plotted against their respective means. Figure 3 provides a log-log plot of this variance function. It revealed a power-law relationshipσ 2 ∝μ p with exponent p = 1.8.
As noted in §2, the variance to mean power law and 1/f noise are identifying features of self-similar stochastic processes that characteristically exhibit bursts of activity when examined on multiple different timescales [9] . The biconditional relationship between these two features provided a first clue towards an alternative explanation for the tree-ring 1/f noise.
Another clue followed from the identification of a probability distribution for these data. This distribution was deemed likely to be found from among the exponential dispersion models (EDMs), which describe an extensive range of non-Gaussian error distributions uniquely characterized by their variance functions [18] . A subclass of these models, the Tweedie EDMs [19] , expresses an inherent power-law relationship between the population variance and the mean σ 2 ∝μ p that is further categorized by its exponent p [18] . The Tweedie EDMs include the extreme (p = 3), as well as the compound Poisson distribution [18] for which 1 < p < 2 (table 1) . This last distribution represents the sum of a Poisson-distributed number of gamma-distributed jumps.
Since the tree-ring data yielded p = 1.8, and since 0 < β < 1 from 1/f 1−β noise both provide a value for p within the range 1 < p < 2, the compound Poisson distribution was considered a candidate distribution.
The Tweedie exponential dispersion models
EDMs are statistical models based on the natural exponential family of distributions that were created to describe the error distributions of generalized linear models [18, 20] . The Tweedie EDMs represent a subclass of these models distinguished by their closure under additive and reproductive convolution as well as under scale transformation. The interested reader can find more detail regarding these models and related technical terms in Jørgensen's seminal monograph [18] . The Tweedie EDMs are further subclassified by the properties of additivity (the additive Tweedie EDMs), and weighted averaging (the reproductive Tweedie EDMs [18] : . The constant α is referred to here as the dimensional exponent; it relates to the variance to mean power-law exponent p by the equation
Given that p = 4 − 2D from §2, α can then be shown to relate to the fractal dimension D,
We define the cumulant generating function (CGF) for the additive random variable Z, 
(4.5)
The constants θ and λ are known as the canonical and index parameters, respectively. The cumulant function κ p (θ ) is given by [18] 
In equations (4.5) and (4.6), the case where 1 < p < 2 represents a specific formulation of the sum of a random (Poisson distributed) number of independent and identically distributed gamma distributed variables that defines the Tweedie compound Poisson distribution [21] . These CGFs can be shown to yield Taylor's Law, expressed here in terms of the population mean and variance:
with p = (α − 2)/(α − 1). The exponent α in equation (4.5) functions as one of the two parameters that specify the gamma distribution that is compounded within the Poisson distribution. In more conventional models, its negative integer values would specify the number, −α, of exponential distributions convolved together to yield a gamma distribution. In the somewhat less conventional situation -α assumes positive non-integer values that help specify the fractal dimension D of the growth fluctuations. We have D = (3α−2)/[2(α−1)] (as can be seen through the inversion of equation (4.3) ). . Probability-probability plot. The theoretical compound Poisson CDF was fitted to an empirical CDF derived from the tree-ring data with the parameters θ = −0.63, λ = 4.9, and p = 1.5 (i.e. α = −1.0).
The Tweedie compound Poisson probability density
, expressed in terms of its variable z, does not exist in closed form but can be expressed as an infinite series where [18] ,
To test this distribution against the tree-ring data, its theoretical cumulative distribution function (CDF) was fitted to an empirical CDF derived from these data. A probability-probability plot was constructed by plotting the empirical CDF versus the theoretical CDF (figure 4). A linear relationship was obtained that indicated consistency between the two CDFs, and that yielded p = 1.5. The similarity between the value of p derived from the variance to mean power laŵ σ 2 ∝μ p and that derived from the fit of the theoretical CDF provided some support for the hypothesis being presented here.
Power laws and statistical convergence
The Tweedie EDMs represent a class of EDMs that are closed under additive and reproductive convolution as well as under transformations of scale. This latter property is what yieldsσ 2 ∝μ p . These Tweedie EDMs have a fundamental role in statistical theory as foci of mathematical convergence for other random distributions [18] , much like the role the Gaussian distribution has as a focus of convergence in the central limit theorem. In the case of the Tweedie EDMs, though, the convergence is directed towards their variance functions rather than the distributions themselves. Any EDM that asymptotically approximates a variance to mean power law (a condition that encompasses a wide variety of data [17] ) must converge towards the variance functions of the Tweedie EDMs [18, 22] . In practical terms, this Tweedie convergence theorem indicates that most natural processes that express a variance to mean power law (and the theoretical models used to describe these processes) would be expected to relate to a Tweedie EDM.
Variance to mean power laws have been observed from the spatial clustering of animals and plants within their habitats [23] , human immunodeficiency virus (HIV) epidemiology [24] , regional organ blood flow [25] , measles epidemiology [26] and the clustering of leukaemia cases [27] . In the case of animals and plants, this relationship has come to be called Taylor's power law [28] . Taylor attributed this clustering to a balance between migratory and congretory behaviour of animals. Many other explanations have been offered for Taylor's Law with no particular explanation finding general acceptance [17] . The wide range of manifestations of this power law, however, has underscored the need for a more general explanation (and the difficulty ad hoc population dynamic models have had in providing such an explanation). The Tweedie convergence theorem, though, provides a theoretical basis for understanding how the variance to mean power law can manifest in diverse situations.
Both the variance to mean power law and the Tweedie compound Poisson distribution have been employed together to describe the clustering of potato beetles within their habitat [29] . They have also helped describe the genomic distribution of single-nucleotide polymorphisms and genes [30] , the numerical distribution of cancer metastases [31] , eigenvalue deviations from random matrices [17] and the distribution of the prime numbers [32] .
1/f Noise and self-organization
1/f Noise has similarly been reported from a range of sources: electrical resistors, flood levels from the river Nile and stellar luminosities, to name a few [33] . Sources of 1/f noise examined to date have also demonstrated the variance to mean power law and consistency with the compound Poisson distribution [17, 34, 35] . As with Taylor's Law, many explanations have been proposed to explain 1/f noise [36] , but none have found much acceptance with the exception perhaps of self-organized criticality [33] .
Self-organized criticality was proposed by Bak, Tang and Wiesenfeld as a universal explanation for 1/f noise [33] . According to their theory, dynamical systems with multiple degrees of freedom can evolve towards unstable states that manifest 1/f noise. They provided simulations designed to represent the growth and collapse of simple sandpiles over time to corroborate their theory. Critics might argue, however, that self-organized criticality would be better considered a collection of models related by formal analogy than a scientific theory [37] .
The traditional view of a dynamical system is one in which the evolution of the system can be described with a deterministic trajectory. This contrasts with random processes where both the trajectory governing the evolution of the system and the initial conditions are not predictable [38] . The dynamical systems postulated in self-organized criticality have been said to be organized, in part because of their persistent long-range correlation functions r(t) ∝ t −β that have been interpreted to indicate non-random dependencies. The scale invariant clustering implied byσ 2 ∝μ p could similarly be interpreted to indicate organization.
These dynamical systems are said to manifest criticality for reason of the unpredictable changes that may follow a single local event [37] , and by analogy to the critical point effects seen with phase transitions in physics [33] . The systems furthermore can be called self-organized, because this criticality appears to arise spontaneously without external influence [37] . In Bak, Tang and Wiesenfeld's view, 1/f noise does not reflect random noise per se but rather the deterministic response of a dynamical system to the self-organized critical state [39] .
Multifractality
Further examination of the tree-ring record (figure 1) revealed regions where larger growth fluctuations appeared to be clustered to yield peaks and troughs suggestive of multifractal singularities [40] . Wavelet analysis can be used to construct a multifractal singularity spectrum from these data (figure 5a) [40, 41] .
Briefly, this method uses the wavelet transform T ψ [ f ](b,ã) of a function f by decomposition into contributions from an analysing wavelet ψ by means of translations and dilations specified through the real-valued scale and shape parametersã ∈ R + andb ∈ R, Wavelets used in our analyses were chosen from successive derivatives of the Gaussian function
This analysis relied on the local Hölder exponent to characterize singularities of a function f at some specified point x 0 . The Hölder exponent h(x 0 ) is the largest exponent for which a polynomial P n (x) of order n exists to satisfy the relation To facilitate the wavelet analysis, we employ the partition function
where q ∈ R is the order of the generalized fractal dimension and L (a) is the set of connected wavelet maxima lines l i which reach or cross the a-scale. Under the limit a → 0, an exponent τ(q) (this exponent is not related to the mean value mapping that employed a similar notation) can be determined from the power-law scaling of the partition function, Z(a, q) ∼ a τ (q) . The D(h) spectrum is determined from the Legendre transform of τ (q),
For monofractal data, D(h) would describe only a single point; for multifractal data, it would give an inverted curve. The spectrum derived from the tree-ring data, indeed, revealed an inverted curve (figure 5a).
Multifractality would indicate that the fractal dimension D varies locally within the data sequence. These variations would correspond to local variations in the dimensionally related exponents α and p = 4 − 2D. Figure 5b provides a frequency histogram for α derived from sequential 100-year segments of bristlecone pine growth records. The top axis provides the corresponding values of p. The greater majority of these values for p fell within the range for self-similar stochastic processes; that is, 1 < p < 2, as found with the Tweedie compound Poisson distribution and indicating persistence.
The histogram from figure 5b exhibited what seemed to be a relatively sharp peak at −1 < α < 0; i.e. 1.5 < p < 2. At the point α = 0 (p = 2) in this histogram, a different statistical model would come into effect, the gamma distribution. The sharp decrease in the frequency of α at this transition point could be considered to indicate a critical point, and criticality in the mechanisms governing the growth (and, in turn, the related climatic) fluctuations.
An analysis of the limited data provided by this histogram indicated an asymmetrical and peaked form that approximated an asymmetric Laplace distribution (figure 5b). This has a potential implication with regards to a second convergence effect that will be discussed in the next section.
Discussion (a) Convergence towards a Tweedie compound Poisson distribution yields 1/f noise
Sandpile simulations were one of the sources of 1/f noise that were found to express a variance to mean power law and correspond to a Tweedie compound Poisson distribution [34] . Using the clues that followed from the tree-ring data, the Tweedie convergence theorem would indicate that a wide range of data types will converge to express a variance to mean power law with 1 < p < 2. The biconditional relationship between the correlation function and the temporally related variance to mean power law would imply 1/f noise. 1/f noise can thus be attributed to the Tweedie convergence theorem [17] , and the compound Poisson distribution can be used to model this self-organized criticality [34] . As noted in §5, the Tweedie convergence governs a wide range of data types; hence the wide range of manifestations of Taylor's power law and 1/f noise within natural and mathematical systems [29] .
Proof of the Tweedie convergence theorem has required that the random variables involved be independent and identically distributed [18, 22] , whereas the variance to mean power law associated with the Tweedie distributions implies long-ranged correlations [12, 17] that indicate statistical dependency. This apparent inconsistency can be attributed to the premises of the Tweedie convergence theorem likely being more restrictive than necessary. Consider, for example, the first proofs of the central limit theorem which were restricted to independent and identically distributed random variables; subsequent proofs allowed for non-identical and correlated variables [43] .
We know that within a single growth season some plants, like Agave murpheyi, can undergo growth bursts that correlate with changes in daily temperatures [44] . It is plausible that intraseasonal periods of warming might correlate with small bursts that could contribute to the yearly tree-ring growth of bristlecone pines. If, within each growth season, a random (Poissondistributed) number of these bursts were to accumulate, and the amount of growth associated with each burst were distributed in accordance with a gamma distribution, the total growth per season would obey a compound Poisson distribution and thus describe 1/f noise.
Telesca & Lovallo have reported long-range correlations in tree-ring data [8] , where the corresponding power spectra S( f ) ∝ 1/f 1−β had a value of β < 1, which indicated persistent correlations (H > 1/2). In their analyses, this persistence was consistent with long-range correlations from climatic time series. These results were similar to what was observed from the Campito mountain tree-ring data, which also corresponded to climatic changes [7] .
The Campito tree-ring sequence also demonstrated increasing growth within the twentieth century that associated with climatic warming over the same period. This growth increase was similar to increases associated with earlier growth fluctuations that contributed towards a background of 1/f noise fluctuations. These prior fluctuations made it difficult to ascribe the twentieth century growth increase to recent anthropogenic global warming that would not have been responsible for the 1/f noise fluctuations evident over thousands of years previous.
The explanation provided here for 1/f noise was based on mathematical convergence alone, without the dynamical assumptions of self-organized criticality [17] . Indeed, 1/f noise like this has been demonstrated from purely numerical processes like the eigenvalue deviations of random matrices [17] and the distribution of the prime numbers [32] where dynamical systems have thus far not been definitively demonstrated.
(b) Convergence to the Laplace distribution may contribute to self-organized criticality A second family of Tweedie models exists, the geometric Tweedie models, that governs geometric sums of random variables [45] . The geometric Tweedie models are characterized by ν-functions, analogous to the variance functions mentioned earlier. These ν-functions are power laws, ν(μ) ∝ μp. Jørgensen & Kokonendji have shown that geometric dispersion models with ν-functions asymptotic to ν(μ) ∝ μp converge towards the geometric Tweedie models, of which the asymmetric Laplace distribution is a member (p = 0) [45] .
The peaked histogram for the dimensional exponent α might be attributable to this second convergence effect. The peak occurred near α = 0, an identifiable transition point between statistical models, and by analogy to critical effects associated with phase transitions in the Ising model [46] , this could be interpreted to indicate criticality in the values of α. On the basis of this convergence effect, this criticality could be considered to emerge spontaneously, without external influence and accordingly represent self-organization.
The multifractality of the tree-ring data thus might represent the consequence of two forms of statistical convergence: one directed towards the Tweedie compound Poisson distribution that generates 1/f noise, the other towards the asymmetric Laplace distribution that induces criticality within the dimensional exponent α and generates multifractality. This dual convergence effect underlying multifractality may also be at play with the distribution of prime numbers and the eigenvalue deviations of random matrices [47] . In the view of the limited data available here for an analysis of the frequency histogram of α, further studies would be required to better establish a role for this second convergence effect in self-organized criticality.
Conclusion
1/f noise and multifractality, evident from the yearly growth records of bristlecone pines, can be attributed to non-Gaussian random processes subject to convergence effects related to the central limit theorem. The local fractal dimensions associated with these growth fluctuations (and their associated climatic fluctuations) appeared affected by a self-organized and critical behaviour that emerged as a consequence of statistical convergence, without the need for any dynamical system as has been previously assumed to underlie self-organized criticality. The statistical models and theorems employed here could be applicable to other manifestations of the variance to mean power law and 1/f noise within biological, economic, physical and mathematical systems and thus provide an alternate mechanistic model for self-organized criticality.
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