Recovery of sparse signals from linear, dimensionality reducing measurements broadly falls under two well-known formulations, named the synthesis and the analysis formulations. Recently, Chandrasekaran et al. introduced a new algorithmic sparse recovery framework based on the convex geometry of linear inverse problems, called the atomic norm formulation. In this paper, we prove that atomic norm formulation and synthesis formulation are equivalent for closed atomic sets. Hence, it is possible to use the synthesis formulation in order to obtain the so-called atomic decompositions of signals. In order to numerically observe this equivalence we derive exact linear matrix inequality representations, also known as the theta bodies, of the centrosymmertic polytopes formed from the columns of the simplex and their antipodes. We then illustrate that the atomic and synthesis recovery results agree on machine precision on randomly generated sparse recovery problems.
INTRODUCTION
Linear inverse problems typically revolve around recovering an unknown signal x from its dimensionality reducing linear measurements y = x + n, where n is a bounded additive noise. As such problems are ill-posed, we rely on prior knowledge on x to obtain good quality solutions. In this setting, compressive sensing (CS) specializes on the case where the signal has a sparse representation in a known dictionary [1, 2] . By sparse representation, we mean that the signal can be written as a linear combination of a few elements of a dictionary . Letting x 2 R n and 2 R n⇥l , this implies
where only k ⌧ l of the coefficients of s are nonzero. While the initial CS results are predicated upon the signals being sparse in a known orthonormal basis, there are several important cases in machine learning and signal processing in which a signal of interest is actually sparse in a frame with correlated columns. One of the well-known recovery approaches emerged to handle this redundant representations case is the so-called synthesis formulation [3] . The synthesis formulation seeks to reconstruct signals as sparse combinations of the columns of a dictionary as follows:
where is constant, which is typically chosen to be equal to the norm of the noise n so that the true signal is feasible in optimization.
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where conv(A) is the convex hull of the elements in A, and kxk A is the atomic norm. In sparse recovery, we form the atomic set A by concatenating the columns of and their negatives. The atomic formulation highlights the importance of the geometry induced by the sparsifying dictionary. Sparse representation of a signal, for instance, implies that the signal lives in low dimensional facets of the atomic ball. Based on this observation, the atomic formulation aims to recover signals, which feature the minimum atomic norm given the linear observations:
While the recovery criteria (2) and (4)-seemingly-differ from each other, it is relatively straightforward to establish with some elementary analysis in Appendix A that they are in fact equivalent:
Theorem 1 (Equivalence of synthesis and atomic formulations). The synthesis (2) and the atomic norm (4) recovery formulations are equivalent in the sense that they yield the same basic solutions b xS = b xAtomic for any noise variance. Note however that this equivalence goes well beyond the sparse recovery, covering many other low-dimensional signal models [4] .
The equivalence stated in Theorem 1 has many interesting implications, which we study in this paper using sparse recovery as a running example. It turns out that the choice of the individual recovery formulation relies heavily on the number of atoms, the proximalprojection friendliness of the atomic norm, as well as the algorithm that tackles the optimization criteria. For concreteness, we study an equiangular tight frame construction based on the n-simplex, where l = n + 1. We derive exact linear matrix inequality (LMI) characterizations of the atomic norm induced by such frames. We then compare the solution quality of the interior point method and the first order methods to emphasize that we must be careful in comparing numerical performance of these approaches.
The organization of the paper is as follows. In Section 2, we provide a systematic comparison of the two formulations, highlighting the available analysis techniques and solution methods. In Section 3, we introduce theta bodies as convex relaxations of a convex hull with an algebraic structure and set up a special dictionary from the n-simplex. We then leverage the LMI characterization of the n-simplex in Section 4 to numerically illustrate the equivalence of
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MAIN MESSAGES

Caveat Emptor
The atomic norm definition induces a proper norm only if the geometric polytope, as defined by the atomic ball, is centrosymmetric. One of the interesting points about the atomic norm is that it includes many of the previously well-studied norms as special cases [4] ; for example, the atomic norm simplifies to the`1 norm for vectors sparse in the canonical basis, i.e., kxkA = kxk1, where A = {ei} n i=1 . This example, however, should not be confused with the result on the equivalence of atomic and synthesis formulations. Theorem 1 indeed implies that a signal with a simple representation in any dictionary can be recovered from its undercomplete linear measurements either by using the atomic formulation or by finding the corresponding sparse coefficients using the synthesis approach, while this example simply shows that when the dictionary is the canonical basis, the atomic norm is nothing different than thè 1 norm. Other examples include the nuclear norm for low rankmatrices (where the dictionary is composed of all unit-Euclidean norm rank-1 matrices with given dimensions), the spectral norm for orthogonal matrices, and the norm induces by the Birkhoff polytope for permutation matrices [4] .
Recovery guarantees
Each of the two discussed formulations are equipped with some guarantees for robust recovery of signals with simple representations. For the synthesis formulation, Rauhut et al. give an upper bound on the restricted isometry property (RIP) of based on the RIP of [5] . Rauhut's results rely on the incoherence of the columns of the dictionary, which depends on the angle between the dictionary columns. Moreover, its analysis is easily extendable to non-Gaussian measurements ensembles, such as randomized subsampled Fourier ensembles or Hadamard transforms.
The atomic formulation, on the other hand, is endowed with a stronger geometrical tool for finding tight bounds on the required number of Gaussian measurements. This is done by computing the Gaussian widths of the normal cones to the atomic ball at the signal points, which is based on Gordon's minimum restricted singular values theorem [6] . Signals with simple representations live in low dimensional facets of the atomic ball. The lower the dimension of these facets, the less the required number of measurements.
One immediate result of Theorem 1 is that the bounds derived for recovery of a signal using the atomic formulation can be applied to the synthesis formulation and vice versa: for instance, Rauhut et al.'s compressive sensing bounds in [5] become instantly applicable to random embeddings of high dimensional polytopes.
Encoding the polytopes
Theorem 1 guarantees the equivalence of the signals recovered by using either of the synthesis and atomic formulations. Therefore, choosing between the two formulations is just a matter of complexity. Considering the simplicity of synthesis formulation that only involves projections onto the`1 ball, it is more advantageous to use (2) in the cases that l is polynomially bounded in n. The atomic formulation is preferred in the cases that the atomic ball is proximalprojection friendly [7] . As an example of such atomic balls, consider recovering a low-rank matrix from limited information. In this case, the dictionary includes all (infinitely many) rank-one matrices of unit-Euclidean norm. However, the atomic ball is the nuclear norm ball and the projection onto this polytope is quite efficient which only needs singular value thresholding.
Although there are cases that the atomic formulation is preferred to the synthesis formulation due to its lower dimensional underlying minimization problem, describing the atomic ball can be very complicated for general frames with arbitrary distributed atoms in the space. Chandrasekaran et al. suggest two approaches to (approximately) solving (3) . The first one is based on proximal first order methods, which rely on the following projection [8] :
where µ is a smoothing parameter. The complexity of these projections is quite high as the solution involves a quadratic program with 2l constraints.
The second approach is (approximate) characterization of the atomic ball by using algebraic structures called theta bodies. Encoding the atomic ball by its theta bodies, however, needs to impose some structures on the atomic set A: we assume that A is an algebraic variety (defined in the sequel section). Chandrasekaran et al. mention that in these cases, theta bodies can provide different relaxations of conv(A) and consequently, different-order approximations of the atomic norm. The price of this simplification is extra measurements needed for exact recovery, in the cases that the theta body relaxations are not exact.
In Section 4, we present an evaluation of theta body relaxations; we find a family of dictionaries by using simplices for which loworder theta bodies can provide exact characterizations of their atomic ball; however, they may lead to very poor approximations of the atomic norm in general. Using the same dictionaries, we give an example of a case that the first theta body approximation is the`2 ball. Although more accurate approximations of such an atomic ball might be found by searching amongst its higher order theta bodies, their computational complexity would not be affordable. Theorem 1 assures that we can always recover the same results by employing existing efficient convex optimization algorithms for the alternative synthesis formulation on the sparse coefficients.
THE THETA BODIES AND THE N -SIMPLEX
In this section, we first introduce theta bodies as semidefinite relaxations of conv(A) for a set of atoms. We then use these structures to show that the atomic ball of a dictionary derived from an n-simplex can be exactly characterized by its theta bodies. We refer the readers to [9] for a more comprehensive coverage of the topic.
Let A be a subset of a larger atomic setĀ, then it follows that kxkĀ  kxkA for any vector x. Thus, the approximate norm kxkĀ provides a lower bound for the objective in (4). This is the key concept in generating theta bodies. Before we proceed, we need to present some definitions. • 8g 2 I, 8f 2 R[x] : f · g 2 I, g · f 2 I. Verifying the nonnegativity of a multivariate polynomial is intractable. However, a polynomial which can be written as sum of squares (SOS) of other polynomials is easily seen to be nonnegative everywhere. Hence, relaxations of the convex hull can be obtained by replacing nonnegative functions with SOS restricted ones. A k-SOS function is the one that can be written as a sum of squares of polynomials of degree at most k. Using the k-SOS functions, the k-th theta body T H k (I) of the algebraic variety of an ideal is given by T H k (I) = {x f (x) 0, 8f linear and k SOS modulo I}.
One can easily show that for all k, the convex relaxations T H k (I) satisfy 
Computing theta bodies involve k-th truncated quadratic modules M B,k (I), which requires computing a basis for the quotient ring R[x]/I. Consider a basis B = {f1, f2, ...} = {1, x1, ..., xn, ...}. We assume that the elements of B are indexed in the order of increasing degree. B can be extended by adding the multivariate polynomials in x = [x1, ..., xn] to the set {1, x1, ..., xn} such that the resulting set form an independent set over the points in V R (I). B k represents the extension of B to the polynomials of degree at most k and |B k | shows the cardinality of B k . Now, every polynomial g 2 I has a unique representation as a linear combination of the polynomials in B. Specially, for every f
as a linear combination of the elements in B 2k . Assume i,j be the corresponding coefficient vector of this representation: f
s . Then, for every y 2 R |B 2k | , the k-th truncated moment matrix M B,k (y) is the matrix whose (i, j) entry is i,j · y = P s i,j s ys. The following theorem alludes to a reconstruction method for T H k of an ideal, based on semidefinite programming. Theorem 2 (Corollary 2.15 and Proposition 2.18 in [9] ). Let I be an ideal and choose B = {1, x 1, . . . , xn, . . . } as the basis for the quotient ring
is the k-th truncated moment matrix and ⇡ R n is the projection over the coordinates indexed by degree one monomials.
In order to present empirical evidence for the equivalence of the two mentioned formulations of signal recovery, we seek a lowdimensional dictionary for which the atomic ball (or equivalently, the atomic norm with respect to this ball) can be exactly characterized. In view of that, we use a dictionary generated by the vertices of an odd dimensional simplex. In the rest of this section, we prove that for such dictionaries, the atomic ball is 1-exact, i.e., using T H 1, we can find an accurate description of the atomic ball. We then employ that dictionary in the simulations.
A simplex, sometimes called a hypertetrahedron, is the generalization of a tetrahedral region of space to n dimensions. In one dimension, the simplex is the line segment [ 1, 1] . In two dimensions, the simplex is the convex hull of the equilateral triangle. In general, an n-simplex can be formed by the convex hull of every (n + 1) points p 0, p1, . . . , pn in R n such that p1 p0, p2 p0, . . . , pn p0 are linearly independent. Here, we study the regular simplex formed by the vectors 0, e1, . . . , en where {ei} n i=1 denotes the canonical basis. The resulting n-simplex has equal length edges. The vertices of this simplex form a dictionary n⇥(n+1) with the corresponding atomic set A composed of all simplex vertices and their antipodes. We prove below that conv(A) is 1-exact and 2-exact for odd and even values of n, respectively.
Theorem 3 (T H exactness of simplices).
Let S be the set of n + 1 vertices of a regular n-simplex in R n and A = S [ ( S). Then conv(A) is 1-exact and 2-exact for odd and even values of n, respectively.
Proof of this theorem is based on the following lemma which is a corollary of Theorem 4.2 in [4] . Lemma 1. For a set of points S, conv(S) is at most k-exact, if S is contained in the union of a hyperplane and k parallel translates of it.
Proof: Let c = 0+e 1 +···+en n+1 be the centroid of the n-simplex and ei = 2c ei be the reflection of ei with respect to c. Then, the atomic set is A = {0, e1, . . . , en, 2c,ẽ1, . . . ,ẽn}. Now, let
ei when n is odd and v = P n 1 i= n 2 2ei + en when n is even. It is easy to see that 8a 2 A, v · a 2 {0, 1} for n odd and v · a 2 {0, 1, 2} for n even. Consequently, all vectors in A can be covered by two (three) parallel shifts of the facets of conv(A) for odd (even) n. This result and Lemma 1 complete the proof. ⌅
We have shown that for the atomic set formed by vertices of a 2-simplex and their negatives, T H 1(conv(A)) is the`2-ball (we omit the proof due to the lack of space). The result argues that evendimensional simplices are not 1-exact in general. Note that this result is different from the statement of Example 4.6 in [9] in the sense that here, we consider negatives of the vertices as well. Although theta bodies may not be ideal surrogates of conv(A) in all problems, they are useful in this paper in demonstrating the numerical equivalence of the atomic and synthesis formulations.
NUMERICAL SIMULATIONS
While our main theorem proves the equivalence of the synthesis and atomic formulations, one needs to be careful when comparing the results of their numerical solutions.
To this end, we use an odd-dimensional simplex as our dictionary (with centroid shifted to the origin to avoid a zero column in the dictionary). Since odd-dimensional simplices are 1-exact (Theorem 3), we can implement the atomic formulation in (4) using Signal error versus different realizations of (m, k) for sparse recovery of a signal from noisy measurements for the atomic and synthesis formulations for a 99-simplex dictionary. the algebraic structure of T H 1. Theorem 2 gives the rules for computing theta bodies of an ideal. To compute T H1, we just need to add the quadratic basis functions of the form xixj , 1  i, j  n to the set B = {1, x1, . . . , xn}. For the vanishing ideal of the atomic set A, this can be done without need to compute the ideal.
To run the experiments, we generate random realizations of the model y = m⇥n n⇥l s + n for n = 99, l = 100 and 10 different pairs of (m, k), where the dictionary is formed by the vertices of the 99-simplex. For each pair of (m, k), we generate 10 different vectors s and dense random sensing matrices whose entries are iid Gaussian with zero mean and variance 1/m for different values of m. The supports of vectors s are chosen randomly for each value of k and non-zero coefficients are generated iid according to the standard normal distribution. We assume additive Gaussian white noise with distinct variances.
We use three different approaches for signal recovery: atomic norm minimization using T H 1 (which in this case, gives an exact description of the atomic ball), synthesis formulation in (2) , and an a first order implementation of the atomic formulation suggested by equation (5) with µ = 10 4 , and 2000 maximum number of iterations or 10 4 tolerance, whichever occurs first. The experimental result for the above problem configurations is depicted in Fig. 1 . The signal errors in this figure are the average values over 10 different realizations of s for each (m, k) pair. The results show that when we use exact algebraic characterizations of the atomic ball, the interior point method results in the same solutions for both the synthesis and the atomic formulations of sparse recovery up to computer accuracy, while the first order method proposed by Chandrasekaran et al. could lead to different results as it is a first order method. Moreover, (not shown) the first order methods of the synthesis still leads to numerically accurate solutions.
CONCLUSIONS
Synthesis and atomic formulations provide principled ways of handling linear inverse problems associated with a low-dimensional model. In the synthesis formulation, the low-dimensional model is encoded via sparse representations on a redundant dictionary. In contrast, the low-dimensional model is encoded by the lowdimensional facets of a centrally symmetric polytope. We illustrate in this paper that the choice of the recovery formulation could lead to interesting computational trade-off. In particular, we focus on the n-simplex, for which the synthesis formulation is quite accurate and fast whereas the atomic norm formulation via theta bodies is quite costly.
A. PROOF OF THEOREM 1
Proof: This statement is already geometrically observed in Elad et al. [3] . Here, we provide an algebraic proof. Using the definition of the atomic norm (3), and noting the symmetry condition required for the atomic set A to define a proper norm, we have
Note that the above set, over which we are taking the infimum, also includes either of the representations P i (ci di)ai or P i (di ci)( a i ), depending on whether ci di 0 or di ci > 0. Using the triangular inequality, we have |ci di|  ci + di. By excluding the representations of x in (10) which have no chance to take the infimum value, we have the following equality
Since {s x = s} is a closed set, we can write b xAtomic as b xAtomic = arg min 
The above equalities are valid when the solutions to the synthesis and atomic formulations are unique, i.e., when the measurement plane y = x intersects the atomic ball in a unique point.
⌅ -------------------------
