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The limits of Buchstab's iteration sieve by 1 . INTRODUCTION The purpose of this note is to present an analysis leading to explicit equations for the limits of the Buchstab iteration sieve and to compute the limits for some values of the relevant parameter K. The approximations given in Tables 1, 2 He also expresses his thanks to Professor H. Diamond and to D. Rawsthorne for an interesting conversation.
ASSUMPTIONS
We shall be using the notations of Halberstam and Richert [7] . Let (4) is even stronger than that obtained by Rosser' s si'eve. Consequently, this might lead to better limit functions of the Buchs tab iterations. The first iteration has been carried out by ANKENY and ONISHI [1] and the second iteration by PORTER [9] . It is not difficult to write down a system of equations which should be satisfied by the limit functions F(s) and f(s). There must exist two numbers a~ 1 and S ~ 1 (sieving limits) such 
Hence one can compute F(s) and f(s) by the method of steps. It remains to determine two unknown constants a and S. They should be obtained from the asymptotic behaviour (2) . The aim of this note is just to solve the differential-difference problem (6) effectively and to compute a and S for special values of K with 1 < K ~ 2.0. our arguments are much the same as those used in [8] for the Rosser sieve. We would like to draw the reader's attention to a very elegant and almost forgotten doctoral thesis of J.J.A.
BEENAKKER [2] in which the author develops a theory of the differentialdifference equation
This equation is a special case of those which have been investigated in [8] independently but later.
SOME DIFFERENTIAL-DIFFERENCE EQUATIONS
Here we collect some results of [8] concerning the differentialdifference equation It is often convenient to study such an equation together with its adjoint equation (8) (sg(s))' = ag(s) + bg(s+l).
For any real numbers a, b there exists a solution g(s) of (8) 
by (2) we get ( 10) P(s) = 2 + O(e-s) and Q(s) = 0 (e -s) ass • 00
As we will see later, we have a 2 S, which we henceforth assume for simplic- The corresponding adjoint equations take the form
(sq(s))' = Kq(s) + Kq(s+l).
By (9) we obtain
The formula for q(s) is slightly more complicated. For all K < 2 we have Hence, on takings= a we get
Therefore, by partial integration we obtain
a.-1 a,
a.-1 and similarly
a.-1
By (6) we have
so that, by (14) we finally obtain ( 15) a,
provided S ~a~ 13+1, and a P (a) -(a-1)f(a-1)q(a-1) = 0, cr (a) cr (x) a-2 provided a~ S+1. In the latter case we can find one equation with one unknown parameter a:
Having computed a we can find f(a-1) from any of (16). To get S we use the formula 
such that F(s) = 1 + O(e-s) and f(s) = 1 + O(e-s) ass •~. It turns out that s 1 -1 is the greatest real zero of q(s) and
On the basis of these formulas we computed 
