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Abstract
Due to their high computational efficiency on a continuous space, gradient op-
timization methods have shown great potential in the neural architecture search
(NAS) domain. The mapping of network representation from the discrete space
to a latent space is the key to discovering novel architectures, however, existing
gradient-based methods fail to fully characterize the networks. In this paper, we
propose an efficient NAS approach to optimize network architectures in a continu-
ous space, where the latent space is built upon variational autoencoder (VAE) and
graph neural networks (GNN). The framework jointly learns four components: the
encoder, the performance predictor, the complexity predictor and the decoder in an
end-to-end manner. The encoder and the decoder belong to a graph VAE, mapping
architectures between continuous representations and network architectures. The
predictors are two regression models, fitting the performance and computational
complexity, respectively. Those predictors ensure the discovered architectures char-
acterize both excellent performance and high computational efficiency. Extensive
experiments demonstrate our framework not only generates appropriate continuous
representations but also discovers powerful neural architectures.
1 Introduction
Deep neural networks have achieved great success in various domains due to powerful hierarchical
feature representations generated by well-designed neural architectures. For example, convolution
neural networks (CNN) have evolved from AlexNet [1] into several architectures, including VGG [2],
Inception [3], ResNet [4] and DenseNet [5]. However, the design of network architectures highly
depends on the artificial experience and extremely inefficient, which promotes the research on Neural
Network Search (NAS) [6–11]. NAS discovers promising architectures via optimization on the search
space, outperforming handcrafted networks [9, 10, 12]. There are two key issues:
1) Representation. Typically, neural architectures are represented in a high dimensional discrete
space according to the candidate operators and hyperparameters, such as graph representations
in reinforcement learning (RL) [9] and evolutionary algorithms (EA) [8, 12]. However, discrete
representations of architecture lead to enormous search space and hard to optimize. Researchers tried
to encode network architectures to a continuous space, where the mapping is the key to finding novel
architectures in the continuous space. Bayesian optimization (BO) [13] and gradient-based methods
[10, 14] encode architectures into a continuous space and then optimize architectures in the space.
2) Optimization. Based on the discrete space of different layers in architectures, RL methods [6, 9]
use policy optimization to choose a layer’s type and corresponding hyperparameters. EA approaches
[8, 15, 12] utilize genetic algorithms to optimize both the neural architectures and their weights.
Typical Bayesian optimization (BO) approaches [13, 11] are based on Gaussian process and more
suitable for low-dimensional continuous optimization problems, thus they first map the discrete
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Figure 1: The learning framework of NGAE. The neural architecture is mapped into a continuous
representation by the encoder network. Using stochastic gradient ascent, the continuous representation
is optimized via maximizing the predictor, combining performance and complexity predictor. The
optimized continuous representation is decoded out to a network architecture using the decoder.
representations to continuous representations. Gradient-based methods optimize [10, 14, 16, 17] the
network architecture on the continuous space w.r.t performance of architectures.
Gradient-based approaches have drawn much attention because of their continuous optimization and
high efficiency. However, existing gradient methods have two weaknesses: 1) Graph representations
use continuous relaxation [14] or sequential embeddings [10] focus on the structure but fail to extract
computations in the neural architectures. 2) Existing gradient methods pursue architectures with
better performances but ignore the computational efficiency.
In this paper, we propose a gradient-based Neural architecture optimization with Graph variational
AutoEncoder (NGAE), which aims to find architectures with both preferable performance and high
computational efficiency. As shown in Figure 1, three are three parts in the framework NGAE: 1) The
encoder is to map the architectures to a latent space, where we use graph neural networks (GNN)
to obtain continuous representations of architectures. 2) The predictor consists of two regression
models fitting the performance and the computational complexity in the latent space. 3) The decoder
is to recover neural architectures from the continuous representations.
2 Related Work
2.1 Variational Graph Autoencoder
Variational graph autoencoder is a kind of graph generative model using variational autoencoder
(VAE) on graph embeddings. VAE aims to learn both the decoder pθ(x|s) and the encoder qφ(s|x)
via maximizing the variational evidence lower bound (ELBO) [18], which is stated as
L(φ,θ;x) = Ez∼qφ(s|x) [log pθ(x|s)]−DKL [qφ(s|x) || pθ(s)] . (1)
The first term estimates the reconstruction accuracy which reflects the similarity between the primal
graphs and the decoded graphs. The KL divergence term DKL regularizes the latent space.
NAO employed two LSTM models as the encoder and the decoder, which generates sequential
representations of neural architectures [10]. Graphrnn used a second-level RNN to capture edge
dependencies [19]. To better extract characteristics of graphs, recent work began to incorporate
VAE and graph neural networks (GNNs). Using graph convolutional networks (GCN), [20]
represented neural architectures with the synchronous message passing scheme. In contrast, D-VAE
[21] employed asynchronous message passing schema as known from directed acyclic graphs (DAGs),
to extract representations of nodes and edges in neural architectures. Using GNNs, VS-GAE [22]
was specialized in the representations of architectures with varying lengths.
2
2.2 Gradient-based NAS methods
While RL and EA methods search architectures in a discrete space, gradient-based methods use
continuous representations to enable differentiable optimization. NAO [10] encodes the neural
architectures into continuous representations using VAE and discover new powerful architectures via
stochastic gradient ascent by maximizing the predictor. DARTS [14] uses a continuous relaxation
to enable gradient-based optimization, where the graph is represented by the convex combination
of the possibilities of all edges. Both SNAS [17] and ProxylessNAS [16] optimize a parametrized
distribution over the possible operations. NASP [23] searches architectures in a differentiable space
with a discrete constraint on architectures and a regularizer on model complexity.
3 Learning Framework
Let (x, y, z) ∈ X ×Y×Z be a triplet of the architecture, its performance (e.g. classification accuracy
of the network) and its computational complexity (e.g. the amount of computations), where X is
the search space and Y,Z ∈ R+ are performance measure and computational measure, respectively.
The learning framework consists of four components: the encoder E, the performance predictor
fperf , the complexity predictor fcomp and the decoder D. The encoder E : X → S and the decoder
D : S → X are used to convert representations between networks search space X and a continuous
space S. Based on the latent space S, the performance predictor fperf : S → Y is used to fit the
performance of network architectures, while the complexity predictor fcomp : S → Z is used to fit
the computational complexity of network architectures, We first train the encoder, two predictors and
the decoder in an end-to-end manner, and then use them to infer new architectures.
3.1 Encoder
Neural networks pass computations step-wise without circles, therefore networks are directed acyclic
graphs (DAGs), where layers correspond to nodes in DAG and mappings between layers are edges in
DAG. To fully extract underlying characteristics of neural architectures, we employ a specialized
GNN built for DAG [21], which produces more powerful representations than traditional GNN. DAG
encoders focus on computations rather than the structure, dramatically reducing the search space.
We let the encoder be E : X → S, where the encoder maps neural networks to continuous
representations. The continuous representation of a network architecture x ∈ X is built up in
following steps: x→ hout → s, where the architecture x is first encoded as a discrete vector hout
by GNN and then mapped to a continuous representation s by a variational autoencoder (VAE).
3.1.1 Discrete Representations: x→ hout
We consider the asynchronous message passing schema in DAG where the computation of a node is
carried out until it receives all incoming messages. Therefore, the representations of nodes need to
embed both the node type and incoming edges. The discrete embedding of node v is given by:
hv = U
(
Tv, A({hu : u→ v})
)
, (2)
where Tv is the type of node v, represented as a one-hot vector. u → v denotes the directed edge
from node u to node v, thus {hu : u→ v} is the set of v’s predecessors, which are determined by
incoming edges. The aggregate function A is used to aggregate all predecessors of v and U fuses the
representations of the node type and incoming edges. There are no predecessors for the input node,
so the aggregation for the input node is an all-zeros vector.
Following the topological ordering in the DAG, we iteratively compute the discrete vector for each
node and finally the computations end in the output node hout, where hout is used to represent the
neural network x. Although the graph embedding hout extracts structural information of neural
networks, it is hard to optimized due to the discrete representations.
Remark 1. Due to the asynchronous messages passing schema of DAG, the incoming edges {hu :
u→ v} are invariant to nodes order permutations, so the aggregate function A should be invariant
to the order of inputs. Meanwhile, to ensure the correspondence of x and hout, the aggregate function
A and the update function U should be injective. In this paper, we let A be a gated sum and U be a
gated recurrent unit (GRU).
3
3.1.2 Continuous Representations: hout → s
We then introduce variational autoencoder (VAE) to obtain continuous representations of neural
networks. For the sake of simplification, we let the variational approximate posterior qφ(s|hout) be a
multivariate Gaussian with a diagonal structure:
qφ(s|hout) = N (s;µ,σ2I)
where we use two multilayer perceptrons (MLPs) to generate the mean µ and the logarithm of
variance log(σ2), respectively.
To generate samples in the latent space S efficiently and accelerate the computation of the KL term
in the variational lower bound (1), we let the prior be pθ(s) = N (0, I). The maximization of the
variational lower bound means to minimize the Kullback-Leibler divergence between the posterior
qφ(s|x) and the prior pθ(s), then it holds [18]:
−DKL
[
qφ(s|hout) || pθ(s)
]
=
1
2
J∑
j=1
[
1 + log(σ2j )− µ2j − σ2j
]
(3)
where J is the dimensionality of the latent space S. Therefore, we can directly sample points in the
latent space from the standard normalization distribution and connect those two MLPs fmean and
flogvar to the variational lower bound (1).
3.2 Predictor
The architecture with its performance and complexity (x, y, z) ∈ X × Y × Z is converted to
(s, y, z) ∈ S × Y × Z after encoding. The performance predictor fperf : S → Y is a regression
model to fit the performance of neural networks, where the performance rating is the accuracy for
classification tasks and Y = [0, 1]. The complexity predictor fcomp : S → Z is another regression
model to fit the computational complexity of neural networks, where we regularize the computational
complexity to [0, 1]. Those two predictors can be implemented by any nonlinear regression models,
such as kernel ridge regression (KRR), Gaussian process regression and multilayer perceptron (MLP).
To facilitate the training of the predictor together with the encoder/decoder, we use two two-hidden-
layers neural network (MLP) as the performance predictor fperf and the complexity predictor fcomp,
respectively. For classification, we use Sigmoid as the activation function of the last layers, to ensure
the predicted accuracy and complexity valid.
In the training process, we train two predictors w.r.t the squared loss [fperf (s)−y]2, [fcomp(s)−z]2,
where s is the latent representation of an architecture, y is the corresponding performance and z is
the corresponding computational complexity. The optimization objective of predictors is to minimize
the empirical loss on the training data (X,Y, Z), written as
Lpred =
∑
(x,y,z)∈(X,Y,Z)
[
fperf (s)− y
]2
+
[
fcomp(s)− z
]2
. (4)
In the inference process, we directly optimize the neural architectures in the latent space based on the
performance predictor fperf and the complexity predictor fcomp, where the objective is to maximize
the predicted performance and minimize the predicted complexity. Then, we use the decoder D to
decode the network architecture from the latent space S to the search space X .
3.3 Decoder
We utilize the generative model of the graph autoencoderD : S → X to decode latent representations
to DAGs (the network architectures), where the decoder also exerts the asynchronous message passing
schema to construct valid DAGs. Using another MLP, we decode the continuous representation s
to h0 as the initial discrete representation of the graph x. We generate nodes in the graph until the
output node hout is generated or reach the max allowed layers, where the representation of each node
hv and the neural network architecture are generated as the following steps:
1) Add a node. Based on the representation of last generated node h′v, we use an MLP followed by
a softmax to determine the probability of the types of hv, where we sample the node type w.r.t the
distribution and represent it as a one-hot vector Tv. We update the discrete representation of a node
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Figure 2: The training process of NGAE. NGAE jointly optimize the encoder E : X → S , the decoder
D : S → X , the performance predictor fperf : S → Y and the complexity predictor fcomp : S → Z
via maximizing the objective (6).
hv according to its type based on the operation U in (2). Besides the discrete representation hv, we
add a node with the sampled type to the neural network architecture x.
2) Add incoming edges. Similarly, to compute the probability of directed edges {u → v} (u is a
node before the node v), we employ an another MLP base on the representation hu and hv. and
sample the edges. Using on the incoming edges, we then update the representation hv by updating
the aggregation of the incoming edges A({hu : u→ v}) in (2). Meanwhile, we build connections to
the current node in the architecture x according to the sampled edges.
At the very beginning, we generate the input node by directly setting Tv as the input and use h0 as the
initial state of the input node. Meanwhile, there are no incoming edges thus we set the aggregation as
an all-zeros vector. The input node is added into the network architecture x as well.
In fact, the decoder is the generate model pθ(hout|s) in the evidence lower bound (1). The first term
in (1) Ez∼qφ(s|x) [log pθ(x|s)] estimates the reconstruction accuracy, where the maximization of
this term urges the high similarity between the primal DAG and the decoded graph. We evaluate the
reconstruction accuracy by summing up the similarity of nodes and edges between the primal DAG
and the generated graph, where the reconstruction accuracy is denoted as:
Lrec = Ln + Le. (5)
4 Training and Inference
To facilitate the training of the search models, we optimize the encoder, two predictors and the
decoder in an end-to-end manner. The objective of VAE is to maximize evidence lower bound in (1),
while the objective of two predictors is to minimize the squared loss. Therefore, to jointly learn those
components, we combine the minimization of the KL divergence (3), the squared loss (4) and the
reconstruction loss (5), aiming to minimize the following objective:
argmin
φ,θ,fperf ,fcomp
L =
∑
(x,y,z)∈(X,Y,Z)
Ln + Le +DKL
[
qφ(s|hout) || pθ(s)
]
+
[
fperf (s)− y
]2
+
[
fcomp(s)− z
]2
,
(6)
where φ, θ, fperf , fcomp are the parameters for the encoder, the decoder, the performance predictor
and the complexity predictor, respectively. Ln and Le measure the reconstruction loss in terms of
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Algorithm 1 Neural Architecture Optimization with Graph Embedding
Input: The training data (X,Y ) with the architectures and their performance. The initialized encoder
E, performance predictor fperf , complexity predictor fcomp and decoder D. Step size λ, batch
size b and number of iterations T for training. Step size η and number of iterations L for testing.
Output: The neural architecture x′ with the optimal performance.
1: procedure TRAINING . Optimize D, fperf , fcomp, E by maximizing the objective (6)
2: for t = 1, · · · , T do
3: Split the training data (X,Y ) with batch size b.
4: for each batch (Xi, Yi) do . Use sgd on each batch (Xi, Yi)
5: φ← φ− λ∂L∂φ . φ is the parameter set of the encoder D
6: fperf ← fperf − λ ∂L∂fperf
7: fcomp ← fcomp − λ ∂L∂fcomp
8: θ ← θ − λ∂L∂θ . θ is the parameter set of the encoder D
9: return the optimized D, f,E
10: procedure INFERENCE . Optimize x′ by maximizing the objective (7)
11: Sample a point s′ ∈ S w.r.t pθ(s).
12: for l = 1, · · · , L do
13: s′ = s′ + η ∂f∂s′
14: Decode s′ to a architecture x′ = D(s′)
15: return the discovered architecture x′
nodes and edges. Generated by the encoder, hout and s are the discrete representation and the latent
continuous representation for the architecture x, respectively. Figure 2 illustrates the training process
of NGAE, which outputs the latent space S and the objective regression model.
After the training process, we obtain a latent space S and two regression models fperf and fcomp on
this continuous space. To find the architecture with optimal performance and high computational
efficiency, we maximize the performance predictor and minimize the complexity predictor:
argmax
s∈S
f(s) = fperf (s)− fcomp(s). (7)
To solve the optimization problem in (7), we sample a point s ∈ S according to the prior pθ(s) =
N (0, I). We use the first-order stochastic gradient method to optimize (7), and the continuous
representation s is updated along the direction of the gradient:
sl+1 = sl + η
∂f
∂sl
, where l ∈ {1, · · · , L},
where L is the maximal iterations. After the inference, we use the decoder D : S → X to construct
a valid neural architecture from the optimized representation s′ according to the generative mode
pθ(x|s). So, the discovered architecture is x′ = D(s′).
We complete the detailed algorithm as shown in Algorithm 1. In the training, the algorithm optimizes
the encoder E, the performance predictor fperf , the complexity predictor fcomp and the decoder D
by maximizing the objective (6), where we use the stochastic gradient descent (sgd) to solve the
optimization. In the inference, the algorithm starts with a sampled point s′ w.r.t the prior pθ(s) and
then optimize s′ by maximizing the performance and computational efficiency f (7).
5 Experiments
Our experiments aim to estimate the effectiveness of the proposed framework in the neural architecture
search domain, covering three complementary tasks:
1) Basic properties of the variational graph VAE. The graph VAE is the core of our approach,
which determines the continuous latent space and the ability of representations for architectures.
So, we first estimate the convergence of the reconstruction loss and KL divergence. Finally, the
smoothness of the latent space is illustrated by the visualization in the 2D subspace.
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Figure 3: The basic properties of the proposed approach. (left) The reconstruction loss and KL
divergence during the training process. (right) Visualization of 2D subspace of the latent space.
2) Predictive ability of the predictor f . The predictor f includes two nonlinear regression models
that fit the performance and the complexity of architectures. We optimize architectures in the latent
space by maximizing the predictor f , thus the fitness of f is significant to explore better architectures.
We compare the predicted performance and ground truth for randomly sampled graphs, and estimate
the rooted-mean-squared error (RMSE) of f in training and testing.
3) The comparison of the generalization ability and efficiency. Towards the generalization ability
and efficiency, we compared the end-to-end framework NGAE with/without the complexity predictor
and D-VAE. DAG variational autoencoder (D-VAE) [21] first learns the VAE to obtain the latent
space and then use Bayesian optimization to generate new architectures.
Different from the traditional NAS methods, our approach focus on powerful representations of
neural architectures and the predictive model, thus the proposed methods don’t need to train networks
in the training. Here, our training dataset (X,Y, Z) consists of 19, 020 neural architectures from
the ENAS software [24]. The architectures include 6 nodes except the input node and the output
node, where those nodes are sampled from 6 kinds of different operations: 3× 3 convolution, 3× 3
separable convolution, 5 × 5 convolution, 5 × 5 separable convolution, average pooling and max
pooling. We split the dataset into 90% training data and 10% testing data, where we use the training
data to learn the VAE and the predictor and testing data for evaluation.
5.1 Basic properties of the variational graph VAE
During the training process, we record the reconstruction loss Ln + Le and the KL divergence
DKL
[
qφ(s|hout) || pθ(s)
]
. The left figure in Figure 3 reports the convergence of the reconstruction
loss and the KL divergence that can be summarized as follows: (1) The reconstruction loss plays a
dominant role in the training loss (6), which reflects the match between the encoderE and the decoder
D. (2) The reconstruction loss is the main optimization term and decreases dramatically during the
training. It convergence to a small constant near zero after 200 epochs. (3) At the beginning, the
encoder is relatively simple where the posterior approximation qφ(s|hout) is close to the prior pθ(s),
thus the KL divergence is small. As the encoder becomes more complex, the KL divergence grows
while the reconstruction loss decreases. (4) After the reconstruction loss no longer reduces (100
epochs), the KL divergence begins to reduce to near zero.
Using the optimized models under 100/200/300 epochs, we evaluate the performance of the proposed
approach on testing dataset via four measures: (1) The reconstruction accuracy estimates the rate of
perfectly recovered graphs via graph VAE. (2) The validity measures the proportion of valid DAGs
generated from the prior distribution pθ(s). (3) The uniqueness show the frequency of unique graphs
from valid DAGs. (4) The novelty measures the proportion of novel graphs from valid DAGs which
are not in the training set. Table 1 reports the performance measures after 100/200/300 epochs. From
Table 1, we find (1) reconstruction accuracy is growing from 82.83% and finally achieves 99.99%,
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Measures 100 epoch 200 epoch 300 epoch
Accuracy 82.83 99.97 99.99
Validity 99.98 100 100
Uniqueness 51.55 42.05 38.56
Novelty 100 100 100
Table 1: Reconstruction accuracy, prior validity, uniqueness and novelty (%) for different periods.
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Figure 4: Predictive performance of the predictor f . (left) True accuracies and predicted accuracies
on sampled test architectures. (medium) The convergence of RMSE on training data and test data.
(right) The predicted accuracy during inference using SGD.
(2) uniqueness declines as the training epochs increases because many optimized architectures tend
to be same, (3) prior validity and novelty remain unchanged around 100%.
To estimate the smoothness of our method, we use the first two principal components of a continuous
representation s sampled by pθ(s). We then obtain more continuous representations by moving s
in the first two principal components and measure their performance predicted by the predictor f .
Results are reported in the right of Figure 3 where two dimensionalities correspond to two principal
components and the color bar indicates the predicted accuracies. In the right of Figure 3, the predicted
accuracy (the color) changes smoothly as the move of two principal components, showing that the
generated latent space is continuous thus it can be optimized by gradient methods easily.
5.2 Predictive ability of the predictor f
In the left of Figure 4, we record true accuracies and predicted accuracies of randomly sampled 100
architectures on the test set. The fit line is close to the line ytrue = ypred, that means our predictor f
achieve excellent predictive ability on accuracy. The middle of Figure 4 illustrates the convergence of
RMSE on training data and test data, where we only evaluate test RMSE on 100/200/300 epochs.
RMSE convergent to a small number, improving the performance of f . In the inference, we use
the stochastic gradient ascent method to optimize the continuous representations by maximizing the
output of predictor f . The update of predicted accuracy in the inference is recorded in the right of
Figure 4. The convergence of predicted accuracy reveals the superiority of multiple steps update of
gradient over one-step update in NAO [10].
5.3 The comparison of the generalization ability and efficiency
Figure 5 reports the top 3 neural architectures found by NGAE, NGAE without complexity predictor
and D-VAE [21] on CIFAR-10. NGAE without complexity predictor is a simpler version of NGAE,
which only use the encoder, the performance predictor, the decoder in the framework, waiving the
complexity predictor. D-VAE use similar encoder and decoder to NGAE, but D-VAE only learns
the encoder and decoder in representations training. Then D-VAE trains a Bayesian optimization
model and use it to search architectures. NGAE and D-VAE apply similar graph VAE to construct
a connections space, but NGAE learns the VAE and the optimizer (two predictors) in an end-to-end
manner, while D-VAE split the training of VAE and the optimizer (Bayesian model).
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Figure 5: Top 3 architectures found by NGAE, NGAE without complexity predictor and D-VAE.
From Figure 5, we find that (1) Both NGAE with/without complexity predictor outperform D-VAE,
proving the effectiveness of jointly training VAE and predictors. (2) NGAE without complexity
predictor found architectures with best results but high computational complexity. (2) NGAE reduce
computational complexity significantly by sacrificing little accuracy.
6 Conclusion and Future Work
In this paper, we have proposed NGAE, using GNN-based VAE to construct a continuous space and
gradient-based optimization to search new architectures on it. There are two predictors (performance
and complexity) built upon the latent space using the training set. The combination of those predictors
is used to find architectures with both better performance and lower computational complexity.
Due to our limited computational resources, we can’t perform complex NAS methods, such as
NAO [10], [14] and NASP [23]. Meanwhile, we can also train the proposed NGAE using recent
NAS-Bench-101 [25] and NAS-Bench-201 [23]. NGAE can not only search convolutional network
architectures but also can search other types of architectures (e.g. RNN, GNN), only need to use their
corresponding performance measures instead of accuracies on CIFAR-10. We leave more compared
methods, larger training datasets and other types of architecture for future work.
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