Abstract
Introduction
Nowadays, the transportation of commodities, people and services has a considerable effect on most businesses and also has a large impact on the environment. In business, well-organized routing can minimize the transportation costs, develop a customer's trust and also improve a firm's competitive advantage. For example, Thailand's logistics report in 2011 [1] showed that the transportation costs had the largest proportion (about 47% or 776.4 billion baht) of total logistics cost. For an environmental concern, prior-plan for routing may decrease the traffic congestion and also reduces carbon credits and emission.
Vehicle routing problem (VRP) is a generic name given to a class of logistic activities related to the search of the most efficient route for a fleet of vehicles. Each vehicle departs from a depot, serves a given of scattered customers with a known non-negative demand, and returns back to the same depot [2, 3] . The capacitated vehicle routing problem (CVRP) is additionally constrained by the vehicle's loading capacity. The common objective of CVRP is to minimize the total cost or distance associated with the vehicle usage. The CVRP is, however, categorized as the non-deterministic polynomial hard (NP-hard) problem, which means that the computational effort required for solving this problem increases exponentially with the problem size [4] .
Although the exact algorithms guarantee the best solution, these are not appropriate approaches to solve very large-size NP problems, particularly, solving within a limited time period. Therefore, approximation algorithms so called, Metaheuristics or Nature-inspired optimization methods have received more attention in the last few decades. Metaheuristics that iteratively conduct stochastic search process to find near optimal solutions in acceptable computational time can be categorized into three groups: physically-cased, socially-based and biologically-based inspiration [5] .
Artificial Immune System (AIS) is the recent bio-inspired algorithms based on the principles and processes of the vertebrate immune system. Based on the variety of immunological theories, there are a number of AIS algorithms including immune network [6] , negative selection [7] , danger theory [8] and clonal selection [9] . Clonal selection based on a situation of 'B' cell response against a nonself molecule called antigen with an affinity by proliferating and producing antibody in order to kill antigenic cells [10] .
AIS with Clonal Selection performs multiple directional searches using a set of cloned antibodies, conducting by affinity maturation and receptor editing processes. However, the performance of conventional AIS may not be influential for some problems [11] . A probable reason is that the mutation operation may not play an important role for all problem domains. Pongcharoen et al. [12] improved the conventional AIS for solving TSP by embedding two effective mutation operations (Inversion and Shifted Operations mutations), which have been previously investigated via statistical design and analysis [13] . The AIS has also been successfully applied to solve various combinatorial optimization problems such as flow shop scheduling [14] , machine loading [15] and traveling salesman [12] . However, the application of AIS has been rarely found to solve CVRP.
The objectives of this paper were to: i) investigate the suitable setting of AIS parameters for solving the CVRP through the statistical design of experiment, and ii) comparatively study the performance of the proposed AIS and other methods (GA and GEWA) for benchmarking twenty CVRP instances in terms of the quality of solutions obtained and the computational time used.
The remaining sections are organized as follows. Section 2 is a reviews of the literature related to the CVRP including its classification and the mathematical definition. In Section 3, the processes and pseudo codes of AIS including GEWA and GA for solving the CVRP are described. Section 4 demonstrates two-step sequential experiment and data analyses. Finally, the conclusions of this research are shown in section 5.
Vehicle Routing Problem (VRP)
Dantzig and Ramser [16] initially proposed a problem entitled "the truck dispatching problem". Their work was regarded as the first article originating to the well-known Vehicle Routing Problem, which has been extensively studied in the last few decades [17] [18] [19] [20] [21] . Nowadays, VRP and its variants have become one of the most important applications in the area of distribution management [22] . There are various types of VRP classified by their additional constraints such as loading capacity limitation [20] , multiple depots [23] , restricted time window [24] and fuzzy demands [25] .
The classical CVRP considers the vehicle routes, in which each vehicle has the equivalent loading capacity. The problem starts with each vehicle departing from a depot and then routing to serve through geographically dispersed customers. Each customer has known demands and can only be visited by one vehicle. Finally, the problem is terminated when all vehicles have returned to the depot. On loading capacity constraint, each vehicle cannot be loaded excessively beyond the maximum loading capacity. The objective of CVRP is to minimize the traveling cost associated with the routing of vehicles. The mathematical formulation of the CVRP modified from Lin et al. [26] is described as follows: 
Subject to:
The equation (1) is the objective function aimed to minimize the total cost. Constraint (2) ensures that the demands do not exceed the loading capacity of vehicle k. Constraint (3) ensures that every route starts and ends at the delivery depot. The constraints (4) and (5) indicate that each customer is served by only one vehicle. Constraint (6) specifies that there are maximum K routes going out of the delivery depot, and constraints (7) specify the range of the decision variables.
Various metaheuristics have been applied for solving CVRP such as genetic algorithm [3, 27, 28] . However, there has been very little research works, in which the Artificial Immune System (AIS) has been applied to solve the vehicle routing problem (VRP). Among a few, Masutti and de Castro [29] have proposed The RABNET-CVRP (Real-valued AntiBody NETwork to solve the capacitated vehicle routing problem), which is the immune method based relating to self-organizing networks. Their proposed method has been benchmarked with other self-organizing networks and the experimental results have shown that the performance of immune technique was capable of finding the better solutions than the results obtained from other methods.
Ma et al. [30] have developed an improved clonal selection with three ideas. A new process called vaccination, which is the process of learning the prior knowledge of the best antibody (individual) has been added in order to improve the quality of searching. Cloning operators have also been introduced to maintain the diversity of the population and improve the performance of algorithm. The best individual has been retained using the immune mechanism. They have shown that the quality of solution obtained from the proposed clonal selection is better than the other algorithms (SGA and IGA). However, a computation experiment has been conducted using a single instant dataset without showing a convergence graph.
Metaheuristics Optimization Algorithms
Metaheuristics have emerged over the last few decades because it can find near optimal solutions for a very large-size problem within an acceptable amount of computational time. The methods are particularly popular for solving complex combinatorial optimization problems with very large-scale solution space, which full enumerative search is impractical. The following subsections briefly describe three metaheuristics that are applied to solve capacitated vehicle routing problems.
Artificial Immune System (AIS)
Immune system is one of the most intricate biological mechanisms within an organism. The immune system is a collection of cells, tissues, and molecules that mediate resistance to infections. The responsibility of immune system is to prevent infections and to eradicate recognized infections [31] . There are many factors to cause disease. Infectious disease is a disease incident caused by pathogen's invading. A pathogen or infectious agent is a microorganism (e.g. viruses or bacteria) that aims to successfully infect its host e.g. plant, animal or even human [32, 33] . The primary function of the immune system is to distinguish between self-cells (harmless) and nonself-cells (disease causing), and to eliminate the nonself-cells out of the organism [10] .
Farmer et al. [6] initially published the idea of the computational immunology named the Artificial Immune System (AIS). Based on immunology theory, many types of AIS have been proposed to solve complex computational, engineering or optimization problems [10] . Focusing on clonal selection, there are two main processes (clonal selection and affinity maturations) inspired by the biological stimulating 'B' cells and 'T' cells to produce an antibody in order to match and kill the foreign invaders [11, 34] . The pseudo code is shown in Figure 1 . 
Clonal Selection Procedure for CVRP
Clonal selection algorithm consists of six main processes: problem encoding, antibody initialization, affinity evaluation, mutation operation and receptor editing. The main processes are described as follows.
Problem Encoding and Antibody Initialization
Firstly, a solution is encoded and called an antibody, which represents the sequence of customers to be served by each vehicle. Each sub-antibody in the string is assigned by the integer number referring to a customer to be visited. The sequence of sub-antibodies is the order of visiting customers as shown in Fig. 2 . Therefore, the length of an antibody (possible solution) is determined by the total number of customers. The process of generating antibody can be repeated until the size of population is satisfied. The population size (P) determines the number of candidate solutions in the solution space. However, increasing of the population size will increase the amount of searches and also the bulk of memory and computation required. 
Affinity Evaluation
After generating an antibody, the next step is to measure the affinity of the antibodies through the affinity function, which is determined by the total traveled distance from all vehicles. Therefore, the shortest distance is equal to the highest affinity value. The affinity function is presented below: 
Mutation Operation
Mutation has been known to be an important part of genetic evolution of GA and also the crucial processes within the AIS algorithm. It determines the diversity of antibody populations and the amount of exploration within the search space. In the mutation process, each antibody is cloned where the number of clones is determined by its affinity value (fitness) and the size of antibody population. Each clone is then mutated using the inverse mutation operator [35] . If a mutated antibody is better than the original clone, the clone is replaced by the new mutated antibody. Otherwise, the shift operation mutation [36] is used to try and produce an antibody with a better affinity value. This process is repeated until all the antibodies are mutated. Examples on the mechanism of the inverse and shift operation mutations are demonstrated in Figure 3 .
Figure 3. Inverse mutation and Shift operation mutation

Receptor Editing
After finishing the mutation process, the cloned antibodies are sorted. Next step, the receptor editing is to eliminate bad antibodies from the current population. The number of eliminating antibodies for each iteration depends on the percentage of antibody elimination (%B).
Finally, the whole process is repeated until the given number of iterations (Imax) is satisfied. Similarly to the population size, the number of iterations directly determines the amount of searches, which is related to the probability of finding the optimum solution. But higher number of iterations requires intensive numerical and long computational time and resources.
Genetic Algorithm (GA)
Genetic Algorithms (GA) were initially introduced by John Holland [37] . The idea of GA is inspired by Darwin's theory about evolution in which the strong survives and the weak perishes. Nowadays, GA have become one of the well-known biology-inspired metaheuristics which have drawn a great deal of attention from researchers.
The simple GA starts by encoding the problem to produce a list of genes in the form of a string. The genes are randomly combined to create a population of chromosomes representing to a possible solution. The population size (P) and the number of generations (G) are important parameters that need to be pre-assigned. Then, genetic operations including crossover and mutation are performed on chromosomes. To produce offspring, chromosomes are randomly selected from the population as parents (one for mutation and two chromosomes for crossover operations). Crossover mechanism helps in search strategy to explore the solution space whilst exploitation is conducted by the mutation mechanism. The next step is to measure the chromosomes' fitness value of which the probability of the survival is determined. After performing the fitness evaluation process, a chromosome selection mechanism such as the roulette wheel [35] , is then used to stochastically choose the same amount of chromosomes to the next generation. The GA process is repeated until a termination condition is satisfied. The mechanism of GA is demonstrated as the pseudo code in Figure 4. 
Generalized Evolutionary Walk Algorithms (GEWA)
Generalized Evolutionary Walk Algorithm (GEWA) was originally designed by Xin-She Yang [38] . Evolutionary walk is a random walk, but with a biased selection towards optimality. Generalized Evolutionary Walk Algorithms is based on three major components: i) global exploration by randomization, ii) intensive local search by random walk, and iii) the selection of the best with some elitism.
The main steps of the GEWA start from initializing a population of walkers. The population is evaluated to find the current best (g*) solution. The next step is to perform local search (random walk) or global search (randomization) which is randomly selected compared with α (see Eq. 9). During comparison loop, the best-so-far solution is iteratively updated.
where ε is drawn from a Normal distribution and d is the step length vector related to the actual scales of independent variables. The randomization step can be achieved by Eq. 10.
where ϵ is drawn from a uniform distribution. U and L are the upper and lower bound vectors, respectively. The GEWA process is repeated until termination criteria are satisfied. The pseudo code of GEWA is demonstrated in Figure 5 . 
Experimental Design and Analysis
The experiments conducted in this work were based upon a two-step sequential experiment. Experiment A was designed to identify appropriate settings of the AIS, GA and GEWA parameters whilst Experiment B was aimed at comparing the performance of the AIS with the GA and GEWA in terms of the quality of solutions obtained and the computational time required. All computational runs were conducted on a personal computer with Intel Core i7-2630QM 2.00 GHz CPU and 8 GB DDRIII RAM. This research considered the twenty benchmarking instances of CVRP. All instances were selected from the vehicle routing data sets [39, 40] as shown in details in Table 1 .
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Experiment A
The aim of this experiment was to identify appropriate settings of the AIS, GA, GEWA parameters for a CVRP. AIS parameters include the combination of the number of antibodies and the number of iterations (AI) as well as the percentage of eliminating antibodies (%B). GA parameters include the combination of the number of population and the number of iterations (PG), probability of crossover (Pc) and probability of mutation (Pm). GEWA parameters include the combination of the number of population and the number of iterations (PG), probability of selected procedure (α) and probability of discard the worst solution (Pd). The full factorial experimental design and the range of values considered for each of the factors is shown in Table 2 . The computational runs were replicated 30 times with different random seed numbers.
The combination of PG or AI directly determines the amount of searches conducted in each algorithm. The setting of these combinations can be ideally defined as large as possible. The large amount of searches theoretically increases the probability of finding an optimal solution but requires intensive numerical and long computational time and resource. In practice, there may be limitation on computational time and resources. For benchmarking perspective, the comparison of algorithm's performance must be unbiased and should base on the similar amount of searches. Therefore, the amount of searches considered in this work was fixed at 100,000 candidate solutions. This amount of searches was sufficient to achieve the convergence of results during pre-experimental test runs. The results were analyzed using the general linear model form of analysis of variance (ANOVA), shown in Table 3 . For AIS parameters the percentages of eliminated antibodies (%B) were statistically significant with a 95% confidence level. All GA parameters were statistically significant in terms of the main effect with a 95% confidence interval. For the GEWA parameters, probability of selected procedure (α) and probability of discard the worst solution (Pd) were statistically significant with a 95% confidence level. In order to identify the appropriate setting of the factors considered, the main effect plot and the interaction plot are provided in Figures 6. It can be seen that the best settings of AIS parameters including AI and %B were 100*1000 and 50, respectively. The best settings of GA parameters that were PG, Pc and Pm were 100*1000, 0.5 and 0.1, respectively. Finally, the best settings of GEWA parameters including PG, α and Pd were 100*1000, 0.75 and 0.5, respectively. 
Experiment B
This experiment was aimed to benchmark the performance of the AIS, GA and GEWA using the best parameter settings that had previously been identified in experiment A. For each algorithm, the computational runs were replicated 30 times with different random seeds. The experimental results for 20 different problems were analyzed in terms of the average, standard deviation (Std.Dev.), maximum and minimum travelled distance, and computational time as shown in Table 4 . It can be seen that the average solutions obtained from AIS outperformed those obtained from GA and GEWA for all problem sizes by up to 71.39%. Not only average solutions, but also the minimum and maximum solutions produced by AIS were 71.14% greater than the routes produced by other algorithms for all problem sizes. In term of computational time usage, GA was the quickest approach in this test whilst AIS consumed the longer computational time for finding the high-quality solution. Table 5 shows the percentage of margin between AIS's best so far solution and the announced optimal solution. For the small problem size (less than 40 customers), the solutions obtained from AIS were equal to the optimal solution. However, the comparison for the larger problem size demonstrated the optimal solution is particularly better than the AIS's solution obtained. One of the probable reasons was the fixed population size and number of generations which may not suitable to the larger size of problem. Figure 7 shows the comparative progress of AIS, GA and GEWA for exploring the solution space. The total travelling costs found in the initial iteration from all three methods were similar. During progressed iteration, the travelling cost obtained from AIS iteratively reduced quicker than that produced by GA and GEWA. 
Conclusions
This paper describes successful development and application of a tool incorporating an Artificial Immune System (AIS), a Genetic Algorithm (GA) and Generalized Evolutionary Walk Algorithm (GEWA) for solving vehicle routing problem (CVRP). A two-step sequential experiment was designed and conducted to identify the best parameter configuration of the algorithms for solving twenty CVRP instances. An analysis of variance showed that the AIS parameters amount of searches (AI) and the percentage of eliminating antibodies (%B) were statistically significant with a 95% confidence interval. A main effect plot found that values of 100*1000 and 50%, performed best. All GA parameters and the GEWA parameters, probability of selected procedure (α) and probability of discard (Pd) were statistically significant in terms of the main effect with a 95% confidence interval. The best settings of GA and GEWA parameters PG, Pc, Pm, α and Pd were 100*1000, 0.5, 0.1, 0.75 and 0.5, respectively.
In the sequential experiment, the average best-so-far solutions obtained from the AIS were the most 70% better than those produced by the GA and GEWA for all problem sizes. The convergence graph indicated that the best-so-far result obtained from AIS was decreased quicker than those from the GA and GEWA. However, the high-quality solution obtained from AIS required a longer computational time usage than the other approaches.
