Let Q(n, I) be the set of even unimodular positive definite integral quadratic forms in nvariables. Then n is divisible by 8. For A [x] in Q(n, I), the theta series (h(z):= c,-,,?
Introduction
Let 5j be the complex upper half plane and let T,(N) be a congruence subgroup of S&(Z) whose elements are congruent to (A 7) mod N (N = This article is a continuation of the second author's previous work [6] . Let Q(n, 1) be the set of even unimodular positive definite integral quadratic forms in n-variables.
Then n E Omod8 [9] . For A[X] E Q(n, l), the theta series 6A(z) := C enizA'X1 (z E 5)
XEZ"
is a modular form of weight n/2 for I-( 1) (=%2(Z)) and hence for I-r(4). In cases n = 8 and 16, the quotients of theta series are trivial, that is, we are able to express it as a rational function of jr.4 (Theorem 7). In particular, when n = 24 we shall completely determine in Appendix B all the theta sereis 0,(z) as symmetric polynomials over (ID in 0~(2z)~ and 03(2~)~.
Through the paper we adopt the following notations:
Mk(UN)) the space of modular forms of weight k for the group T(N) Mk12(f(N)) the space of modular forms of half integral weight of level N Mk(Tr(N)) the space of modular forms of weight k for the group rr (N)
x' the transpose of an integral column vector X.
two generators of I( 1). ( 1 For k > 2 and a congruence subgroup r' of r( 1 ), we have
Preliminaries
where g is the genus of P\sj*, a,(P) the number of P-inequivalent cusps, el, . . . , e,.
the orders of inequivalent elliptic elements of P and u (resp. u') the number of inequivalent regular (resp. irregular) cusps of r'.
ifkisodd.
Proof. We see from [3] that 9 = 0, cr X = 3 and fi(4) has no elliptic elements. Since the cusps cx), 0 are regular and i is irregular, the result follows from the above fact. 0
For convenience, let us put CX(Z)=&(~Z)~ and B(z>=&(~z>~.
Proposition 3.
The vector spuce hfZk(rI (4) ) is spanned by ~8, akP'/?, . . . , jlk over C.
Proof. It follows from Proposition 2 that the dimension of M2k(rr (4)) is kf 1 (k > 1).
We then see by Theorem 1 that zkPi/Y (0 5 i 5 k) are members of Mzk(rr (4)). Thus it suffices to show that the functions listed above are linearly independent over C. Suppose that We need to show at this stage that ,ji,4 is transcendental over @. Choose any c E @ and consider j1,4 -c. Since jr.4 -c is a non-constant modular function, it has at least one zero. This implies that the image of ,jr,4 is all of C. But if we had an algebraic equation satisfied by ji,,, then the image of ji,4 would be mapped into the set of solutions of the algebraic equation which is at most finite. This is a contradiction, which yields the proposition. q
In order to express a modular form as a polynomial in two variables x(z) and p(z),
we have to make it clear that they are algebraically independent. To this end, we need the concept of modular forms of half integer weight. See [l l] or Ch. IV of [4] for precise definition of a modular form of half integer weight.
For any k/2 E N, MkQ(?(4)) =M@(r(4)).
Indeed, for '/ = (f 2) E r(4), j(;j,z) =
, that is, Mk!2(f(4)) has the same automorphy factor as that of Mk/z(r(4)). We claim that p is symmetric. Indeed,
On the other hand, we get from the transformation formulas in (1) that
We then see that 
Therefore, we would obtain by (4) that P( r(z >> P(z 1) = .f (z > = .f(z>l[( ', : )12k since ,fEk&(r(l))
= P(P(Z)> a(z)). 0 234 K.J. Hong, J.K. KoolJournal of Pure and Applied Algebru 138 (1999) 229-238

For p(x) E @[xl, we call p(x) symmetric if p(x) =xkp( l/x) with k = deg(p(x)). Then by Proposition 5 we readily get:
Corollary 6. Let f,, f2 E A&(r( 1)). Then f1(z)
where p,q are symmetric polynomials in one variable whose degrees are less than or equal to k.
Proof of Theorem 7
Now, we consider the theta series associated to quadratic forms. Let Q(n, 1 ), A [X] and OA(Z) be as in the introduction. In case n = 8 and 16, the quotients OA(Z)/&(Z) are
For n 2 24, we shall prove the following theorem.
Theorem 7. For any two quadratic forms A, B in Q(n, l),
where p,q are symmetric polynomials over Q in j1.4 of degree n/4.
Since 0~ belongs to Mn!2(r( 1 )), we see that the quotient f3~(z)/&(z) can be written as the form in Corollary 6 with p,q defined over @. The following lemma, however, points out that p and q are in fact defined over Q. i.1
Lemma 8. For n E 0 mod 4, let f E M+(r( 1)). Zf f has a Fourier expansion with rational coeficients, then it can be written as a homogeneous polynomial over Q in u(z) and B(z) whose degree is n/4.
Proof. By Proposition 5,
ani4
Note that the jth column of the matrix (cji) corresponds to the Fourier coefficients of
Since a(~)"/~, Y(z)"/~-~~(z), . . . , p(z>"14 are linearly independent over @, the matrix (cQ ) has rank n/4 + 1. This allows us to choose n/4 + 1 rows from (cl,, )
which are linearly independent.
Without loss of generality, we may assume that the matrix (c;,)a<i, j<n/4 is invertible. Now, instead of (6) Multiplying through by the inverse of the matrix (cii)oli, jG2/4, we have the desired result. q From Proposition 5 and Lemma 8, we know that 6)A and $ are symmetric homogeneous polynomials over Q in U(Z) and b(z) whose degree is n/4. In both cases the coefficients of the term r(z)"14 do not vanish because tin= tJB(oc)= 1, x(cc)=O and /I(co) # 0 by Appendix A. Therefore, the result follows.
Example
In case n = 24, we are able to completely determine the polynomials discussed in Theorem 7. Proof. Since M12(r( 1)) = CEt2 @@F [4, 91, we can write
By comparing q-expansion, we get qA = CA + w. Now, plugging the results in Lemma 9 into (7) we obtain the assertion. 0 Appendix A For 3 cusps of I-t(4), we have the following Table. Appendix B By Theorem 10, the values of r~( 1) in (9) of [5] and following Niemeier's notation, we obtain the following identities. OGo(Z) = x6 -3~5~+771~4~+2558x3~3+771~2~4 -3#+/j6.
