The peakon inverse problem for the Degasperis-Procesi equation is solved directly on the real line, using Cauchy biorthogonal polynomials, without any additional transformation to a "string"-type boundary value problem known from prior works.
Introduction
The Degasperis-Procesi (DP) equation [16] u t − u xxt + uu x = u x u xx + uu xxx , (x, t) ∈ ℝ , (1.1)
like the other two similar nonlinear equations, namely, the Camassa-Holm (CH) [9] and Novikov's equation [22] , admits a type of nonsmooth solution called n-peakon. The n-peakon solutions of nonlinear equations have been the subject of research (see for example [1, 2, 17, 19] ) mostly because of their interesting soliton-like behavior (for the behavior of soliton solutions of nonlinear equations see [10] [11] [12] [13] [14] ). In particular, the wave breaking phenomena was studied in [11] and [10] , and stability of peakons was studied in [14] . Also, peakons can be viewed as limit of solitary waves (see for example [25] ). For different views on the solutions of the DP equation one can refer to [23] and [24] . An n-peakon is a solution of the following form:
For the DP equation it is known that x i (t) and m i (t) must satisfy the following system of nonlinear ODEs:
The peakon inverse problem method provides the solution of (1.3)-(1.4) and consequently it provides the n-peakon solutions of the DP equation. Previously, for CH, DP and the Novikov's equation the inverse problem was solved using a transformation which translates the problem on the real line into a problem on a finite interval (see [1] , [19] and [17] respectively.) However, recently the peakon inverse problem for the two integrable equations CH and Novikov's equation was solved in [20] and [21] , respectively, without any transformation of the problem to a string-type boundary value problem. In particular, in [21] it was shown that for the Novikov's equation, Cauchy biorthogonal polynomials [6] are the solutions to the approximation problem relevant to the inverse problem. Recent developments (see [3-5, 7, 8] ) suggest that Cauchy biorthogonal polynomials can be also useful in the investigation of various problems in random matrix theory. In this paper it is shown that Cauchy biorthogonal polynomials [6] can be used to solve the peakon inverse problem arising in the DP equation. The associated boundary value problem is non-selfadjoint, given by a third order differential equation. So it is indeed very interesting and important to verify that these polynomials can be applied to solve the inverse problem of non-selfadjoint type.
Forward problem
It is easy to verify that another form of the DP equation (1.1) is
So, if the n-peakon solution (1.2) satisfies the DP equation, we must have m = ∑ n i= m i δ x i . It is known that (see [15] ) the DP equation is the compatibility condition for the following system for ψ(x, t; z):
Therefore, on such an interval we have
where x = −∞ and x n+ = +∞. The equation
also implies that (explanation can be found in [19] )
where
In order to proceed we need the following lemma.
Lemma 1. We have S
Proof. We can write
Thus, one can show that all the entries of the matrix S [n,k] and its adjoint are of degree k. We denote the entries of S [n,k] by s ij . In the following propositions we obtain approximations that will be needed for the inverse problem.
Proposition 2. We have
Proof. From (2.5) we have
. Now, since all the entries of S [n,k] and its adjoint are of degree k and since
A similar argument proves the second approximation.
Now we consider the Weyl functions of the DP equation that are introduced in [19] , namely
where A(z) = A n (z), B(z) = B n (z) and C(z) = C n (z). A n , B n and C n are given by equation (2.3). Note that in [19] these two Weyl functions are denoted by ω and ζ respectively. From Proposition 2 and equations (2.6) we get the approximations
We note that s ( ) = , s ( ) = and s ( ) = .
Proposition 3. We have
Proof. By Lemma 1 we have
Taking the transpose of both sides we get
Hence,
It is clear that A n (z), B n (z) and C n (z) are polynomials in z of degree n. Therefore, using the partial fraction decomposition we can write
where each λ k is a root of multiplicity n k for A n (z) and ∑ p k= n k = n. Now, from [19, Theorem 2.12] we understand that with the assumption of all m i ( ) > and x ( ) < ⋅ ⋅ ⋅ < x n ( ), we obtain real distinct positive roots for A n (z), i.e. < λ < ⋅ ⋅ ⋅ < λ n . As in [19] we call the above assumption, "the pure peakon assumption (PPA)". For the time being we suppose the pure peakon assumption holds unless otherwise stated. Therefore we can introduce the discrete measure μ(x) = ∑ n k= b k δ λ k (x). Then we have
and
According to a proposition in [19] , if x i (t) and m i (t) satisfy the system of ODEs (1.3)-(1.4), theṅ
Applying equations (2.12) to equations (2.10) and (2.11) one can prove the following formulas (a detailed discussion can be found in [19] )
. Therefore one can proceed as in [19] to get the time evolution of b k and c k as follows:
Hence, using equation (2.11) and the second equation of (2.13) we can write
dμ(x) dμ(y).
Inverse problem
In the previous section the spectral variables {b k (t), λ k } were obtained from the peakons {x i (t), m i (t)}. Since the time evolution of the spectral variables is known, in the present section we move backward and suppose the spectral variables {b k (t), λ k } are given and we obtain {x i (t), m i (t)}. Now the peakon inverse problem can be formulated as follows. Suppose the discrete measure μ(x) = ∑ n k= b k δ λ k (x) is given and let
The approximation relations (2.7), (2.8) and (2.9) suggest that we consider the following approximation problem:
with deg(P k ) = deg(P k ) = k, deg(Q k ) = k + , P k ( ) = ,P k ( ) = , Q k ( ) = and Q ὔ k ( ) = .
Now consider the polynomials
Then the approximation problem can be rewritten as follows: 
