Abstract. The Montgomery multiplication is commonly used as the core algorithm for cryptosystems based on modular arithmetic. With the advent of new classes of attacks (timing attacks, power attacks), the implementation of the algorithm should be carefully studied to thwart those attacks. Recently, Colin D. Walter proposed a constant time implementation of this algorithm [17, 18] . In this paper, we propose an improved (faster ) version of this implementation. We also provide figures about the overhead of these versions relatively to a speed optimised version (theoretically and experimentally).
Introduction
In RSA based crypto-systems, modular exponentiations are often computed with Montgomery multiplications [14] .The optimisation of this algorithm is consequently very important. Several fast implementations of this algorithm were proposed both in hardware (e.g. [18] ) and software (e.g. [10, 6] ). These implementations were mainly designed to achieve speed gains.
Recently, a new range of attacks (timing attacks [11] and power attacks [12] ) appeared. These attacks are based on side-channel information that are leaked by the hardware device. The tricks used to optimise to the utmost the speed of the algorithm usually amplify this side-channel information. Therefore, new implementations of the algorithm are being created to reduce these threats while almost preserving the speed performance.
In two recent papers [17, 18] , Colin D. Walter shows that, with a correct implementation, it is possible to make a complete exponentiation based on Montgomery multiplications without any modular reduction (even at the end of the exponentiation) 1 . His implementation is slower than an optimised one although a security gain is achieved against timing attacks and power attacks.
The author focuses on hardware implementations while neglecting software implementations that are commonly used even in embedded hardware such as smart cards 2 . Here, we will show a tighter bound on the assumptions made by Colin D. Walter that allow us to speed up software implementations. To illustrate this gain, we will show some figures about performance on a 32-bit RISC-based chip for smart card.
In hardware, the situation is more complex. Usually the tighter bound will either speed up a hardware implementation, or reduce the size of the circuitry needed to obtain this implementation of the Montgomery multiplication. In a particular case, if the size of the modulus is smaller than the size of the multiplier, the new implementation is not suitable.
Montgomery Multiplication
The Montgomery multiplication is an algorithm used to compute the product of two integers A and B modulo an integer N .
Because A and B are, for security reasons, quite large, the multiplication is computed with A and B decomposed in small blocks. Those blocks usually have a length t of 8, 16, 32, 64 bits and each number can be decomposed in the form
it where p is the number of blocks needed to represent all numbers used in the algorithm.
The Montgomery multiplication algorithm is described in Fig. 1 . As Barrett [2, 3] and Quisquater [15, 16] modular multiplication, this one does not require any division (expensive operation in hardware). Here, the multiplication is done from left (high order bits) to right (low order bits) which is not the classical order used to make a multiplication.
The value n 0 is computed so that n 0 × n 0 ≡ 1 mod N . The integer p must be chosen such that N < 2 pt . For more details on the algorithm, see [14, 6, 18] .
3 Montgomery-based Exponentiation
Description
The Montgomery multiplication is the basic component used to implement a classical square and multiply algorithm that computes an exponentiation. The result of a Montgomery multiplication (×) is not A × B mod N but rather A × B × 2 −pt mod N . To obtain a correct result at the end of the exponentiation, we need to make a pre-multiplication (A × 2 2pt mod N ) and a post-multiplication (A e × 1 mod N ). With the following assumptions: A < 2N, t ≥ 1 and 2N < 2 (p−1)t C. Walter [17, 18] proves that the end-result of the exponentiation (E) is lower than the modulus (N ) and does not need any further modular reduction. We will rapidly sketch out the proof.
Proof. Because the result of the multiplication is used as input for the next multiplication, the output must have the same bound as the input. At the second last iteration, we have S < N + B. The assumptions A < 2N and 2N < 2
guarantee that a p−1 = 0. Therefore at the last iteration, we have S < N +2 −t B < 2N .
At the last multiplication of the exponentiation, we have A e < 2N . The post-multiplication by 1 will remove the possible last reduction. We have at the end: E2 pt = A e + QN . Q < 2 nt and A e < 2N implies that: E2 pt < (2 pt + 1)N . We obtain S ≤ N (S is an integer). The last case S = N is removed because it implies that A e ≡ 0 mod N and therefore A ≡ 0 mod N . This signifies that either A = 0 (no reductions) or A = N (in a classical crypto-system, A < N ).
Shortcomings
The first part of the proof shows the non-growing property of the Montgomery multiplication. With A, B < 2N, t ≥ 1 and 2N < 2 (p−1)t the output of the multiplication is bound: S < 2N .
While this result is true, we should not forget the pre-multiplication phase. In this pre-multiplication the integer A is multiplied by 2 2pt that is obviously greater than 2N and thus we have no insurance that S will be bounded by 2N after this pre-multiplication. Therefore, we can not be sure that the result at the end of the exponentiation will not require a final reduction.
We have two solutions to avoid that (proposed in [7, 8] ):
-pre-compute 2 2pt mod N -use a normal modular multiplication algorithm (Barrett or Quisquater) and compute A × 2 pt mod N .
Besides this little problem, performance is impeded by one assumption. The 2N < 2 (p−1)t condition can be very annoying. Specially if we take classical sizes for N and t. Example 1. We have a modulus N (512 bits) and a 32x32 multiplier (t = 32), then we need p = 18 instead of p = 16 which lowers the performance because the number of multiplications is O(p). With non classical sizes of modulus such as 510 bits, we obtain p = 17 instead of p = 16 which is less annoying.
For the rest of the paper, we will suppose that we are in a typical case where the size of N is equal to 512, 768, 1024, 2048 bits and t = 32.
Bound Optimisation
We can improve this bound and prove that the result (S < 2N ) still holds even with N < 2 (p−1)t and with a tighter constraint on t: that is, t ≥ 2 which is obviously not a problem in a software implementation.
In hardware, this can be a problem. If the size of N is less than 2 t , this result does not stand. However this situation does not happen very often as, nowadays, the minimum size for N is at least 512 bits.
At each step of the algorithm the following bound is satisfied: S < N + B. From N < 2 (p−1)t and A < 2N , we know that a p−1 ∈ {0, 1}. If we start from the second last iteration we have that:
The remaining of the proof is the same as Walter's one because he does not require anymore that 2N < 2 (p−1)t . Therefore, we proved that we still avoid a final reduction at the end of the exponentiation with better bounds. Example 2. In the previous example, this new bound is p = 17 which is worse than the classical algorithm but better than Walter's version.
Speed Analysis

Building a Generic Model
We can build an approximative model of the number of operations required for a Montgomery multiplication. Let C A represent the number of clock cycles for an addition and C M the number of clock cycles for a multiplication. At each step, we need:
-(2C A + 2C M )p clock cycles for computing S -C A + 2C M clock cycles for computing q i .
We need to make a final subtraction in the case of the original Montgomery multiplication: this final subtraction takes C A p clock cycles. So we have the following formulae to compute the approximative clock cycles required for a Montgomery multiplication:
Adaptation to the ARM7M
We already had a cryptographic library that was designed in the European project CASCADE [4] by J.-F. Dhem. The library runs on an ARM7M CPU (this CPU is used in the GemXpresso 2.0 smart card from Gemplus). Therefore, we used this platform to experimentally compare the performance of the implementations.
The ARM7M is a pure RISC processor. It does not hold any division instructions and there is no support for floating point operations. On the ARM7M, an addition takes 1 clock cycle (C A = 1). The multiplication is a little more complex. The ARM7M possess a dedicated multiply unit that is able to multiply 32x8 bits. Therefore, to multiply 32x32 bits and obtain a 64 bits result, this unit must be used four times. If we add the setup time, a multiplication usually takes 6 clock cycles (C M = 6).
The time taken by the multiplication is not always constant due to optimisations in the ARM7M. If one of the 8 bits blocks of the operand is null, this sub-part of the multiplication is skipped. More details are available in [1] . In particular, if the operand is null then the number of clock cycles decreases from 6 to 2 (the setup time only).
Remembering that the block a p−1 ∈ {0, 1}, if we take one block more, we need to adapt the above formulae to deal with this non-constant time. So if we take one block more (this paper), we consider that the last block's multiplication for computing S takes only 2 clock cycles 3 and if we take two blocks more (Walter's version), we consider that the last two blocks' multiplication takes only two clock cycles. We obtain thus the following estimations in Table 1 .
Speed Comparison
The library we use has been protected against timing attacks. The original version of the Montgomery algorithm always makes a subtraction after the multiplication and chooses to take the result of the subtraction if it is greater than zero, otherwise the result remains unchanged. A modification was made to avoid timing attacks by adding cycles to have the same timing when the result of the subtraction must be discarded. See [5, 9] for timing attacks on this library. Table 1 . Formulae (based on a simple model of the ARM7) used to predict the number of clock cycles required for the different versions of the algorithm.
Value
This paper Walter's version However because those added cycles come from an empty loop, this is not a protection against power attacks [13, 12] . If we compare predicted results in Table 2 and real results in Table 3 , we can see some divergence. This is normal due to the following facts:
-The prediction is made on one multiplication and we get the results on a complete exponentiation without taking the added time into account. -There is a 3-stage pipeline in the ARM7.
-This is a basic model (no memory operations are taken into account).
It is crucial to note the improvement will be far higher if we take a CPU architecture where the multiplication takes a constant time whatever the value of the operands. Suppose that the time of a multiplication is the same as the time of the addition and equals one clock cycle, we obtain the following results in Table 4 .
Security Considerations
Today, in smart cards, absolute performance is not the only objective for algorithms anymore. New kinds of side channels based attacks (like the time [11] , the power [12] ) appeared and security algorithms must be protected against them. This is usually done at the expense of the performance of algorithms. We will see how this algorithm theoretically performs against timing and power attacks.
Timing Attacks
The original speed optimised algorithm is already protected against timing attacks. Against such attacks our version does not add more security. However this is a cleaner design than always perform a subtraction and add an empty loop (if needed) at the end of the exponentiation.
Power Attacks
In the original speed optimised version, after the always performed final subtraction, a conditional instruction must decide whether the result of the final subtraction must discarded. Because the result is returned by value and not by address, if the result must be kept, it must be copied. To avoid timing attacks, in the other case (no copy), an empty loop is executed to simulate the time taken by the copy. This method can be easily detected in a power attack. In our new version, a security gain is achieved because no conditional instructions exist anymore.
At first sight, it can only be considered as a security gain because it will not be sufficient to protect against power attacks. Indeed, attacks can be mounted on the exponentiation algorithm independently of the multiplication algorithm as, here, a conditional Montgomery multiplication is executed within the exponentiation algorithm depending on the value of each key bit. This is unrelated to the multiplication algorithm used, it depends on the exponentiation algorithm (attacks of this type were done in [13] ).
We notice an important improvement of the performance with this version of the Montgomery multiplication but it remains slower than the speed optimised version. With a more generic platform than the ARM7, we should obtain even better improvements as shown in Table 4 .
The security gain is related to power attacks [12] against smart cards as there are no more conditional reductions. However, this is not sufficient because the exponentiation algorithm itself is not protected against power attacks.
