We propose two estimators of a monotone spectral density, that are based on the periodogram. These are the isotonic regression of the periodogram and the isotonic regression of the log-periodogram. We derive pointwise limit distribution results for the proposed estimators for short memory linear processes and long memory Gaussian processes and also that the estimators are rate optimal.
1. Introduction. The motivation for doing spectral analysis of stationary time series comes from the need to analyze the frequency content in the signal. The frequency content can for instance be described by the spectral density, defined below, for the process. One could be interested in looking for a few dominant frequencies or frequency regions, which correspond to multimodality in the spectral density. Inference methods for multimodal spectral densities have been treated in [5] , using the taut string method. A simpler problem is that of fitting a unimodal spectral density, i.e. the situation when there is only one dominant frequency, which can be known or unknown, corresponding to known or unknown mode, respectively, and leading to the problem of fitting a unimodal spectral density to the data. In this paper we treat unimodal spectral density estimation for known mode. A spectral density that is decreasing on [0, π] is a model for the frequency content in the signal being ordered. A unimodal spectral density is a model for there being one major frequency component, with a decreasing amount of other frequency components seen as a function of the distance to the major frequency.
Imposing monotonicity (or unimodality) means that one imposes a nonparametric approach, since the set of monotone (or unimodal) spectral densities is infinite-dimensional. A parametric problem that is contained in our estimation problem is that of a power law spectrum, i.e. when one assumes that the spectral density decreases as a power function f (u) ∼ u −β for u ∈ (0, π), with unknown exponent β. Power law spectra seem to have important applications to physics, astronomy and medicine: four different application mentioned in [16] are a) fluctuations in the Earth's rate of rotation cf. [20] , b) voltage fluctuations across cell membrane cf. [10] , c) time series of impedances of rock layers in boreholes cf. e.g. [13] and d) x-ray time variability of galaxies cf. [17] . We propose to use a nonparametric approach as an alternative to the power law spectrum methods used in these applications. There are (at least) two reasons why this could make sense: Firstly, the reason for using a power function e.g. to model the spectrum in the background radiation is (at best) a theoretical consideration exploiting physical theory and leading to the power function as a good approximation. However, this is a stronger model assumption to impose on the data than merely imposing monotonicity and thus one could imagine a wider range of situations that should be possible to analyze using our methods. Secondly, fitting a power law spectral model to data consists of doing linear regression of the log periodogram; if the data are not very well aligned along a straight line (after a log-transformation) this could influence the overall fit. A nonparametric approach, in which one assumes only monotonicity, is more robust against possible misfit.
Sometimes one assumes a piecewise power law spectrum, cf. [21] , as a model. Our methods are well adapted to these situations when the overall function behaviour is that of a decreasing function.
Furthermore there seem to be instances in the litterature when a monotonically decreasing (or monotonically increasing) spectral density is both implicitly assumed as a model, and furthermore seems feasible: Two examples in [22] (cf. e.g. Figures 20 and 21 in [22] ) are e) the wind speed in a certain direction at a certain location measured every 0.025 second (for which a decreasing spectral density seems to be feasible) and f) the daily record of how well an atomic clock keeps time on a day to day basis (which seems to exhibit an increasing spectral density). The methods utilized in [22] are smoothing of the periodogram. We propose to use an order-restricted estimator of the spectral density, and would like to claim that this is better adapted to the situations at hand.
Decreasing spectral densities can arise when one observes a sum of several parametric time series, for instance AR(1) processes with coefficient |a| < 1; the interest of the non parametric method in that case is that one does not have to know how many AR(1) are summed up. Another parametric example is an ARFIMA(0,d,0) with 0 < d < 1/2, which has a decreasing spectral density, which is observed with added white noise, or even with added one (or several) AR(1) processes; the resulting time series will have a decreasing spectral density. Our methods are well adapted to this situation, and we will illustrate the nonparametric methods on simulated data from such parametric models.
The spectral measure of a weakly stationary process is the positive measure σ on [−π, π] characterized by the relation
The spectral density, when it exists, is the density of σ with respect to Lebesgue's measure. It is an even nonnegative integrable function on [−π, π]. Define the spectral distribution function on [−π, π] by
An estimate of the spectral density is given by the periodogram
The spectral distribution function is estimated by the empirical spectral distribution function
Functional central limit theorems for F n have been established in [4] and [18] . However, since the derivative is not a smooth map, the properties of F n do not transfer to I n , and furthermore it is well known that the periodogram is not even a consistent estimate of the spectral density. The standard remedy for obtaining consistency is to use kernel smoothers. This however entails a bandwidth choice, which is somewhat ad hoc. The assumption of monotonicity allows for the construction of adaptive estimators that do not need a pre-specified bandwidth.
We will restrict our attention to the class of non increasing functions.
Definition 1. Let F be the convex cone of integrable, monotone non increasing functions on (0, π].
Given a stationary sequence {X k } with spectral density f , the goal is to estimate f under the assumption that it lies in F. We suggest two estimators, which are the L 2 orthogonal projections on the convex cone F of the periodogram and of the log-periodogram, respectively.
(i) The L 2 minimum distance estimate between the periodogram and F is defined aŝ
with
This estimator of the spectral density naturally yields a corresponding estimatorF n of the spectral distribution function F , defined bŷ
(ii) The L 2 minimum distance estimate between the log-periodogram (often called the cepstrum) and the "logarithm of F", is defined as
where γ is Euler's constant. To understand the occurence of the centering −γ, recall that if {X n } is a Gaussian white noise sequence with variance σ 2 , then its spectral density is σ 2 /(2π) and the distribution of I n (s)/(σ 2 /2π) is a standard exponential (i.e. one half of a chi-square with two degrees of freedom), and it is well known that if Z is a standard exponential, then E[log(Z)] = −γ and var(log Z) = π 2 /6, see e.g. [12] . The log-spectral density is of particular interest in the context of long range dependent time series, i.e. when the spectral density has a singularity at some frequency and might not be square integrable, though it is always integrable by definition. For instance, the spectral density of an ARFIMA(0,d,0) process is f (x) = σ 2 |1 − e ix | −2d , with d ∈ (−1/2, 1/2). It is decreasing on (0, π] for d ∈ (0, 1/2) and not square integrable for d ∈ (1/4, 1/2). In this context, for technical reasons, we will take I n to be a step function changing value at the so-called Fourier frequencies λ k = 2πk/n.
The paper is organized as follows: In Section 2 we derive the algorithms for the estimatorŝ f n ,F n andf n . In Section 3 we derive a lower bound for the asymptotic local minimax risk in monotone spectral density estimation, and show that the rate is not faster than n −1/3 . In Section 4 we derive the pointwise limit distributions for the proposed estimators. The limit distribution off n (suitably centered and normalized) is derived for a linear process. The asymptotic distribution is that of the slope of the least concave majorant at 0 of a quadratic function plus a two-sided Brownian motion. Up to constants, this distribution is the so-called Chernoff's distribution, see [8] , which turns up in many situations in monotone function estimation, see e.g. [23] for monotone density estimation and [27] for monotone regression function estimation. The limit distribution forf n is derived for a Gaussian process, and is similar to the result forf n . Section 5 contains a simulation study with plots of the estimators. Section 6 contains the proofs of the limit distribution results (Theorems 5 and 6).
Identification of the estimators.
Let h be a function defined on a compact interval [a, b] . The least concave majorant T (h) of h and its derivative T (h) ′ are defined by
By definition, T (h)(t) ≥ h(t) for all t ∈ [a, b] and it is also clear that T (h)(a) = h(a), T (h)(b) = h(b). Since T (h) is concave, it is everywhere left and right differentiable, T (h) ′ as defined above coincides with the left derivative of T (h) and T (h)(t) =
t a T (h) ′ (s) ds (see for instance Hörmander [11, Theorem 1.1.9]). We will also need the following result. Lemma 1. If h is continuous, then the support of the Stieltjes measure dT (h) ′ is included in the set {T (h) = h}. 
Proof. Since h and T (h) are continuous and T (h)(a)
This result seems to be well known. It is cited e.g. in [15, p. 726 ] but since we have not found a proof, we give one for completeness.
Let G : F → R be an arbitrary functional. It is called Gateaux differentiable at the point f ∈ F if the limit
t exists for every h such that f + th ∈ F for small enough t.
By integration by parts, and using that T (ḡ)(π) −ḡ(π) = T (ḡ)(0) −ḡ(0) = 0, for any function of bounded variation h, we have
By Lemma 1, the support of the measure df is included in the closed set {T (ḡ) =ḡ}, thus
If h = f −f , with f monotone non increasing, (4) and (5) imply that
Let f ∈ F be arbitrary and let u be the function defined on
Sincef n and logf n are the minimizers of the L 2 distance of I n and log(I n )+ γ, respectively, over the convex cone of monotone functions, we can apply Lemma 2 to derive characterizations off n andf n . Theorem 3. Letf n ,F n andf n be defined in (1), (2) and (3), respectively. Then
where
Standard and well known algorithms for calculating the map y → T (y) ′ are the pool adjacent violators algorithm (PAVA), the minimum lower set algorithm (MLSA) and the min-max formulas, cf. [24] . Since the maps T and T ′ are continuous operations, in fact the algorithms PAVA and MLSA will be approximations that solve the discrete versions of our problems, replacing the integrals in Q andQ with approximating Riemann sums. Note that the resulting estimators are order-restricted means; the discrete approximations entail that these are approximated as sums instead of integrals. The approximation errors are similar to the ones obtained e.g. for the methods in [15] and [1] .
3. Lower bound for the local asymptotic minimax risk. We establish a lower bound for the minimax risk when estimating a monotone spectral density at a fixed point. This result will be proved by looking at parametrized subfamilies of spectral densities in an open set of densities on R n ; the subfamilies can be seen as (parametrized) curves in the set of monotone spectral densities. The topology used will be the one generated by the metric
for f, g spectral density functions on [−π, π]. Note first that the distribution of a stochastic process is not uniquely defined by the spectral density. To accomodate this, let L g be the set of all laws of stationary processes (i.e. the translation invariant probability distributions on R ∞ ) with spectral density g.
Let ǫ > 0, c 1 , c 2 be given finite constants and let t 0 > 0, the point at which we want to estimate the spectral density, be given.
where the infimum is taken over all functions T n of the data.
Proof. Let k be a fixed real valued continuously differentiable function, with support [−1, 1] such that k(t) dt = 0, k(0) = 1 and sup |k(t)| ≤ 1. Then, since k ′ is continuous with compact support, |k ′ | < C for some constant C < ∞.
For fixed h > 0, define a parametrized family of spectral densities g θ by
and since k ′ is bounded, we have that, for |t − t 0 | < ǫ, g ′ θ (t) < 0 if |θ/h| < δ, for some δ = δ(C) > 0. Thus, in order to make the parametrized spectral densities g θ strictly decreasing in the neighbourhood {t : |t − t 0 | < ǫ}, the parameter space for θ should be chosen as Θ = (−δh, δh).
We will use the van Trees inequality (cf. Gill and Levit [7, Theorem 1] ) for the estimand g θ (t 0 ) = g(t 0 ) + θ. Let λ be an arbitrary prior density on Θ. Then, for sufficiently small δ, {g θ : θ ∈ Θ} ⊂ U (cf. the definition of the metric ρ). Let P θ denote the distribution of a Gaussian process with spectral density g θ , and E θ the corresponding expectation. Then
Then, by the Van Trees inequality, we obtain
. (9) where
is the Fisher information matrix, cf. [6] , with respect to the parameter θ of a Gaussian process with spectral density g θ , and for any even nonnegative integrable function
is the Toeplitz matrix of order n:
For any n × n nonnegative symmetric matrix A, define the spectral radius of A as
where u t denotes transposition of the vector u, so that ρ(A) is the the largest eigenvalue of A. Then, for any n × n matrix B, it holds that tr(AB) ≤ ρ(A)tr(B). If φ is bounded away from zero, say φ(x) ≥ a > 0 for all
Thus, if g is bounded below, then I n (θ) is bounded by some constant times
In order to get an expression forĨ(λ), let λ 0 be an arbitrary density on (−1, 1), and define the prior density on Θ = (−δh, δh) as λ(θ) = 
Finally, plugging the previous bounds into (9) yields, for large enough n,
for some positive constant c 4 . This completes the proof of Theorem 4.
4. Limit distribution results. We next derive the limit distributions forf n andf n under general assumptions. The main tools used are local limit distributions for the rescaled empirical spectral distribution function F n and empirical log-spectral distribution functionF n respectively, as well as maximal bounds for the rescaled processes. These will be coupled with smoothness results for the least concave majorant map established in Anevski and Hössjer [1, Theorems 1 and 2]. The proofs are postponed to Section 6. 4.1. The limit distribution for the estimatorf n . Assumption 1. The process {X i , i ∈ Z} is linear with respect to an i.i.d. sequence {ǫ i , i ∈ Z} with zero mean and unit variance, i.e.
where the sequence {a j } satisfies
Remark. Condition (11) is needed to deal with remainder terms and apply the results of [18] and [3] . It is implied for instance by the simpler condition
It is satisfied by most usual linear time series such as causal invertible ARMA processes.
The spectral density of the process {X i } is given by f (u) = (2π) −1 ∞ j=0 a j e iu 2 . Unfortunately, there is no explicit condition on the coefficients a j that implies monotonicity of f , but the coefficients a j are not of primary interest here.
The limiting distribution of the estimator will be expressed in terms of the so-called Chernoff's distribution, i.e. the law of a random variable ζ defined by ζ = arg max s∈R {W (s) − s 2 }, where W is a standard two sided Brownian motion. See [8] for details about this distribution. Theorem 5. Let {X i } be a linear process such that (10) and (11) hold and E[ǫ 8 0 ] < ∞. Assume that its spectral density f belongs to F. Assume f ′ (t 0 ) < 0 at the fixed point t 0 . Then, as n → ∞,
4.2.
The limit distributions for the estimatorf n . In this section, in order to deal with the technicalities of the log-periodogram, we make the following assumption.
Assumption 2. The process {X k } is Gaussian. Its spectral density f is monotone on (0, π] and can be expressed as f (x) = |1 − e ix | −2d f * (x), with |d| < 1/2 and f * is bounded above and away from zero and there exists a constant C such that for all x, y ∈ (0, π],
Remark. This condition is usual in the long memory literature. Similar conditions are assumed in [ Recall thatf n = exp arg min f ∈F π 0 {log f (s)− log I n (s)+ γ} 2 ds where γ is Euler's constant and I n is the periodogram, defined here as a step function:
Theorem 6. Let {X i } be a Gaussian process that satisfies Assumption 2. Assume f ′ (t 0 ) < 0 at the fixed point t 0 ∈ (0, π). Then, as n → ∞,
ζ .
Corollary 7. Under the assumptions of Theorem 6,
Remark. This is the same limiting distribution as in Theorem 5, up to the constant 3 −1/3 π > 1. Thus the estimatorf n is less efficient than the estimatorf n , but the interest of f n is to be used when long memory is suspected, i.e. the spectral density exhibits a singularity at zero, and the assumptions of Theorem 5 are not satisfied.
5.
Simulations and finite sample behaviour of estimators. In this section we apply the nonparametric methods on simulated time series data of sums of parametric models. The algorithms used for the calculation off n andf n are the discrete versions of the estimatorsf ,f n , that are obtained by doing isotonic regression of the data {(λ k , I n (λ k )) , k = 1, . . . , [(n−1)/2]} where λ k = 2πk/n. For instance the discrete versionf d n off n is calculated aŝ
Note that the limit distribution forf n is stated for the discrete versionf d n . The simulations were done in R, using the "fracdiff" package. The code is available from the corresponding author upon request. Example 1. The first example consists of sums of several AR(1) processes. Let {X k } be a stationary AR(1) process, i.e. for all k ∈ Z,
with |a| < 1. This process has spectral density function f (λ) = (2π) −1 σ 2 |1 − ae iλ | −2 for −π ≤ λ ≤ π, with σ 2 = var(ǫ 2 1 ) and and thus f is decreasing on [0, π]. If X (1) , . . . , X (p) are independent AR(1) processes with coefficients a j such that |a j | < 1, j = 1, . . . , p, and we define the process X by
then X has spectral density f (λ) = (2π) −1 p j=1 σ 2 j |1 + a j e iλ | −2 which is decreasing on [0, π], since it is a sum of decreasing functions. Assuming that we do not know how many AR(1) processes are summed, we have a nonparametric problem: estimate a monotone spectral density. Figure 1 shows a plot of the periodogram, the true spectral density and the nonparametric estimatorsf n andf n for simulated data from a sum of three independent AR(1) processes with a 1 = 0.5, a 2 = 0.7, a 3 = 0.9. Figure 2 shows the pointwise means and 95% confidence intervals off n andf n for 1000 realizations.
Example 2. The second example is a sum of an ARFIMA(0,d,0) process and an AR (1) process. Let X (1) be an ARFIMA(0,d,0)-process with 0 < d < 1/2. This has a spectral density (2π) −1 σ 2 1 |1 − e iλ | −2d . If we add an independent AR(1)-process X (2) with coefficient |a| < 1 the resulting process X = X (1) + X (2) will have spectral density
, and thus the resulting spectral density f will be a monotone function on [0, π]. As above, if an unknown number of independent processes is added we have a nonparametric estimation problem. Figure 3 shows a plot of the periodogram, the true spectral density and the nonparametric estimatorsf n andf n for simulated time series data from a sum of an ARFIMA(0,d,0)-process with d = 0.2 and an AR(1)-process with a = 0.5. Figure 4 shows the pointwise means and 95% confidence intervals off n andf n for 1000 realizations. Table 1 shows mean square root of sum of squares errors (comparing with the true function), calculated on 1000 simulated samples of the times series of Example 1. Table 2 shows the analog values for Example 2. Both estimatorsf n andf n seem to have good finite sample properties. As indicated by the theoryf n seems to be less efficient thanf n .
MISE n = 100 n = 500 n = 1000 n = 5000 MISE n = 100 n = 500 n = 1000 n = 5000 In 6. Proof of Theorems 5 and 6. Let J n be the integral of the generic preliminary estimator of the spectral density, that is the integral of I n or of log(I n ), let K denote F or the primitive of log f , respectively, and write
Let d n ↓ 0 be a deterministic sequence and define the rescaled process and rescaled centering
Consider the following conditions.
(AH1) There exists a stochastic processṽ(·; t 0 ) such that
in D(−∞, ∞), endowed with the topology generated by the supnorm metric on compact intervals, as n → ∞. (AH2) For each ǫ, δ > 0 there is a finite τ such that lim sup If there exists a sequence d n such that these four conditions hold, then, defining the process y by y(s) =ṽ(s; t 0 ) + As 2 , by Anevski and Hössjer [1, Theorems 1 and 2], as n → ∞, it holds that
where T (y) ′ (0) denotes the slope at zero of the smallest concave majorant of y. Thus (21) holds with the process y defined by
The scaling property of the Brownian motion yields the representation of T (y) ′ (0) in terms of Chernoff's distribution.
Lemma 8. Assume the process {X n } is given by (10) , that (11) holds and that E[ǫ 8 0 ] < ∞. If d n = n −1/3 , then the sequence of processesṽ n (·; t 0 ) defined in (14) converges weakly in C([−c, c]) to √ 2πf (t 0 )W where W is a standard two sided Brownian motion.
Proof. For clarity, we omit t 0 in the notation. Writẽ
Note that (2π) −1 I ǫ n is the periodogram for the white noise sequence {ǫ i }. We first treat the remainder term R n . Denote G = {g : π −π g 2 (u)f 2 (u) du < ∞}. Equation (5.11) (with a typo in the normalization) in [18] states that if (11) and
Define the setG = {k n (·, s)f : n ∈ N, s ∈ [−c, c]}. Since f is bounded, we have that k 2 n (u, s)f 2 (u) du < ∞, soG ⊂ G and we can apply (24) onG, which shows that R n converges uniformly (over s ∈ [−c, c]) to zero. We next show that
as n → ∞, on C(R), where W is a standard two sided Brownian motion. Since {ǫ k } is a white noise sequence, we set t 0 = 0 without loss of generality. Straightforward algebra yields
Since {ǫ j } is a white noise sequence with finite fourth moment, it is easily checked that
so that the first term in (26) is negligible. It remains to prove that the sequence of processes S n converges weakly to a standard Brownian motion. We prove the convergence of finite dimension distribution by application of the Proof. Without loss of generality, we can assume that f (t 0 ) = 1. Recall thatṽ n =ṽ
n (s) = F (d n s)ζ n + S n (s), whereṽ (ǫ) n and R n are defined in (22) and (23), ζ n = d −2 n (γ n (0) − 1) and S n is defined in (26) . Then From (28), we know that var(S n (s)) = O(s). Thus Thus if the series s −1 j is summable, this sum can be made arbitrarily small by chosing s 0 large enough. It was shown in the proof of Lemma 8 that
