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Abstract
We present general theorems solving the long standing problem of the exis-
tence and pathwise uniqueness of strong solutions of infinite-dimensional stochas-
tic differential equations (ISDEs) called interacting Brownian motions (IBMs).
These ISDEs describe the dynamics of infinite-many Brownian particles moving
in Rd with free potential Φ and mutual interaction potential Ψ.
We apply the theorems to essentially all interaction potentials of Ruelle’s
class such as the Lennard-Jones 6-12 potential and Riesz potentials, and to
logarithmic potentials appearing in random matrix theory. We solve ISDEs of
sineβ IBMs with β = 1, 2, 4 and the Ginibre IBM. The theorems are also used in
separate papers for Airy and Bessel IBMs. One of the key points for proving the
general theorems is to establish a new formulation of solutions of ISDEs in terms
of tail σ-fields of labeled path spaces consisting of trajectories of infinitely many
particles. These formulations are equivalent to the original notions of solutions
of ISDEs, and more feasible to treat in infinite dimensions.
Keywords interacting Brownian motions, infinite-dimensional stochastic dif-
ferential equations, random matrices, strong solutions, pathwise uniqueness
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1 Introduction.
We study infinite-dimensional stochastic differential equations (ISDEs) of
X = (X i)i∈N ∈ C([0,∞);RdN), where RdN = (Rd)N,
2
describing infinitely many Brownian particles moving in Rd with free potential Φ =
Φ(x) and interaction potential Ψ = Ψ(x, y). The ISDEs of X = (X i)i∈N are given by
dX it = dB
i
t −
β
2
∇xΦ(X it)dt−
β
2
∞∑
j 6=i
∇xΨ(X it , Xjt )dt (i ∈ N).(1.1)
Here B = (Bi)∞i=1, {Bi}i∈N are independent copies of d-dimensional Brownian mo-
tions, ∇x = ( ∂∂xi )di=1 is the nabla in x, and β is a positive constant called inverse tem-
perature. The process (X,B) is defined on a filtered probability space (Ω,F , P, {Ft}).
The study of ISDEs was initiated by Lang [17, 18], and continued by Fritz [6], and
the second author [39], and others. In their respective work, the free potential Φ is
assumed to be zero and interaction potentials Ψ are of class C30 (R
d) or exponentially
decay at infinity. This restriction on Ψ excludes polynomial decay and logarithmic
growth interaction potentials, which are important from the view point of statistical
physics and random matrix theory. The following are examples of such ISDEs.
Sineβ interacting Brownian motions (Section 13.1):
Let d = 1, Φ(x) = 0, Ψ(x, y) = − log |x− y|. We set
dX it = dB
i
t +
β
2
lim
r→∞
∑
|Xit−Xjt |<r, j 6=i
1
X it −Xjt
dt (i ∈ N).(1.2)
This ISDE with β = 2 is called the Dyson model in infinite dimensions by Spohn [38].
Airyβ interacting Brownian motions:
Let d = 1, Φ(x) = 0, Ψ(x, y) = − log |x− y|. We set
dX it = dB
i
t +
β
2
lim
r→∞
{( ∑
j 6=i, |Xjt |<r
1
X it −Xjt
)− ∫
|x|<r
ρˆ(x)
−x dx
}
dt (i ∈ N).(1.3)
Here we set
ρˆ(x) =
1(−∞,0)(x)
π
√−x.(1.4)
The function ρˆ is the scaling limit of the semicircle function
σsemi(x) =
1
2π
√
4− x21(−2,2)(x)
with scaling n1/3σsemi(xn
−2/3 + 2) associated with soft-edge scaling.
We solve (1.3) for β = 1, 2, 4 in [31] using a result presented in this paper. As the
solutions X = (X it)i∈N do not collide with each other, we label them in decreasing
order such that X i+1t < X
i
t for all i ∈ N and 0 ≤ t < ∞. Let β = 2. The top
particle X1t is called the Airy process and has been extensively studied by [12, 13, 34]
and others. In [33], we calculate the space-time correlation functions of the unlabeled
dynamics Xt =
∑∞
i=1 δXit and prove that they are equal to those of [15] and others. In
particular, our dynamics for β = 2 are the same as the Airy line ensemble constructed
in [4].
Besselα,β interacting Brownian motions:
Let d = 1, 1 ≤ α <∞, Φ(x) = −α2 log x and Ψ(x, y) = − log |x− y|. We set
dX it = dB
i
t +
β
2
{ α
2X it
+
∞∑
j 6=i
1
X it −Xjt
}dt (i ∈ N).(1.5)
3
Here particles move in (0,∞).
Ginibre interacting Brownian motions (Theorem 3.5):
Let d = 2, Ψ(x, y) = − log |x− y|, and β = 2. We introduce the ISDE
dX it = dB
i
t + lim
r→∞
∑
|Xit−Xjt |<r, j 6=i
X it −Xjt
|X it −Xjt |2
dt (i ∈ N)(1.6)
and also
dX it = dB
i
t −X itdt+ limr→∞
∑
|Xjt |<r, j 6=i
X it −Xjt
|X it −Xjt |2
dt (i ∈ N).(1.7)
We shall prove that ISDEs (1.6) and (1.7) have the same strong solutions, reflecting the
dynamical rigidity of two-dimensional stochastic Coulomb systems called the Ginibre
random point field (see Example Theorem 3.5).
All these examples are related to random matrix theory. ISDEs (1.2) and (1.3)
with β = 1, 2, 4 are the dynamical bulk and soft-edge scaling limits of the finite particle
systems of Gaussian orthogonal/unitary/symplectic ensembles, respectively. ISDE
(1.5) with β = 1, 2, 4 is the hard-edge scaling limit of those of the Laguerre ensembles.
ISDEs (1.6) and (1.7) are dynamical bulk scaling limits of the Ginibre ensemble, which
is a system of eigen-values of non-Hermitian Gaussian random matrices.
The next two examples have interaction potentials of Ruelle’s class [36]. These
potentials are also excluded by the previous results because of the polynomial decay
at infinity. We shall give a general theorem applicable to essentially all Ruelle’s class
potentials (see Theorem 13.6).
Lennard-Jones 6-12 potential:
Let d = 3 and Ψ6,12(x) = {|x|−12 − |x|−6}. The interaction Ψ6,12 is called the
Lennard-Jones 6-12 potential. The corresponding ISDE is
dX it = dB
i
t +
β
2
∞∑
j=1,j 6=i
{12(X
i
t −Xjt )
|X it −Xjt |14
− 6(X
i
t −Xjt )
|X it −Xjt |8
}dt (i ∈ N).(1.8)
Since the sum in (1.8) is absolutely convergent, we do not include prefactor limr→∞
unlike other examples (1.2), (1.3), (1.6), and (1.7).
Riesz potentials:
Let d < a ∈ N and Ψa(x) = (β/a)|x|−a. The corresponding ISDE is
dX it = dB
i
t +
β
2
∞∑
j=1,j 6=i
X it −Xjt
|X it −Xjt |a+2
dt (i ∈ N).(1.9)
At first glance, ISDE (1.9) resembles (1.2) and (1.6) because (1.9) corresponds to the
case a = 0 in (1.2) and (1.6). However, the sums in the drift terms converge absolutely
unlike those in (1.2) and (1.6).
In the present paper, we introduce a new method of establishing the existence
of strong solution and the pathwise uniqueness of solution of the ISDEs including
the ISDEs with long-range interaction potentials. Our results are applicable to a
surprisingly wide range of models and, in particular, all the examples above (with
suitably chosen β).
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In previous work, the Itoˆ scheme was used directly in infinite dimensions. This
scheme requires the “(local) Lipschitz continuity” of coefficients because it relies on
the contraction property of Picard approximations. Hence, a clever choice of stopping
times is pivotal, but is difficult for long-range potentials in infinite-dimensional spaces.
We do not apply the Itoˆ scheme to ISDEs directly, but apply it infinitely many times
to an infinite system of finite-dimensional SDEs with consistency (IFC), which we
explain in the sequel.
Our method is based on several novel ideas, and can be divided into three main
steps. The first step begins by reducing the ISDE to a differential equation of a
random point field µ satisfying
∇x logµ[1](x, s) = −β
{∇xΦ(x) + lim
r→∞
∞∑
|si|<r
∇xΨ(x− si)
}
.(1.10)
Here s =
∑
i δsi is a configuration, µ
[1] is the 1-Campbell measure of µ as defined in
(2.1), and ∇x logµ[1] is defined in (2.3). We call ∇x log µ[1] the logarithmic derivative
of µ. Equation (1.10) is given in an informal manner here, and we refer to Section 5
for the precise definition.
The first author proved in [27] with [26, 28, 29] that, if (1.10) has a solution µ
satisfying the assumptions (A2)–(A4) in Section 5 and Section 9.3, then the ISDE
(1.1) has a solution (X,B) starting at s = (si)i∈N. Here a solution means a pair of a
stochastic process X and RdN-valued Brownian motion B = (Bi)i∈N satisfying (1.1).
We thus see that the first step has been achieved by a quartet of papers [26, 27, 28, 29].
We note that such solutions in [27] are not strong solutions explained below and that
the existence of strong solutions and pathwise uniqueness of solution of ISDEs (1.1)
were left open in [27].
In the second step, we introduce the IFC mentioned above using the solution
(X,B) in the first step. That is, we consider a family of finite-dimensional SDEs of
Ym = (Y m,i)mi=1, m ∈ N, given by
dY m,it = dB
i
t −
β
2
∇xΦ(Y m,it )dt−
β
2
m∑
j 6=i
∇xΨ(Y m,it − Y m,jt )dt(1.11)
− β
2
lim
r→∞
∞∑
j=m+1, |Xjt |<r
∇xΨ(Y m,it −Xjt )dt
with initial condition
Ym0 = s
m.
Here, for each m ∈ N, we set sm = (si)mi=1 for s = (si)∞i=1, and Bm = (Bi)mi=1 denotes
the (Rd)m-valued Brownian motions. Note that X is regarded as ingredients of the
coefficients of the SDE (1.11). Hence the SDE (1.11) is time inhomogeneous although
the original ISDE (1.1) is time homogeneous.
Under suitable assumptions, SDE (1.11) has a pathwise unique, strong solution
Ym. Hence, Ym is a function of s, B, and X:
Ym = Ym(s,B,X) = Yms,B(X).
As a function of (s,B), the process Ym depends only on the first m components
(sm,Bm). Since we take m to go to infinity, the limit, if it exists, depends on the
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whole (s,B). As a function of X, the solution Ym depends only on Xm∗, where we
set
Xm∗ = (X i)∞i=m+1.
Hence, Ym(s,B, ·) is σ[Xm∗]-measurable. We therefore write
Ym = Ym(s,B, (0m,Xm∗)) = Yms,B((0
m,Xm∗)).
Here 0m = (0, . . . , 0) is the (Rd)m-valued constant path. The value 0 does not have
any special meaning. Just for the notational reason, we put 0m here.
With pathwise uniqueness of the solutions of SDE (1.11), we see that Xm =
(X i)mi=1 is the unique strong solution of (1.11). Hence we deduce that
Xm = Yms,B((0
m,Xm∗)) for all m ∈ N.(1.12)
This implies that Xm becomes a function of s, B, and Xm∗. The dependence on Xm∗
inherits the coefficients of the SDE (1.11).
Relation (1.12) provides the crucial consistency we use. From this we deduce that
the maps Yms,B have a limit Y
∞
s,B as m goes to infinity at least for X in the sense
that the first k components Ym,ks,B of Y
m
s,B coincide with Y
m′,k
s,B for all k ≤ m,m′.
Furthermore, X is a fixed point of the limit map Y∞s,B:
X = Y∞s,B(X).(1.13)
Hence, the limit map Y∞s,B is a function of (s,B) and X itself through {Xm∗}m∈N.
The point is that, for each fixed (s,B), the limit Y∞s,B = Y
∞(s,B, ·) as a function of
X is measurable with respect to the tail σ-field Tpath(RdN) of the labeled path space
W (RdN) := C([0,∞);RdN). Here we set Tpath(RdN) such that
Tpath(RdN) =
∞⋂
m=1
σ[Xm∗].(1.14)
Let P˜s be the distribution of the solution (X,B) of ISDE (1.1) starting at s. Let
P˜s,b = P˜s(X ∈ · |b) be the regular conditional distribution of P˜s. Because Y∞s,B is a
Tpath(RdN)-measurable function in X for fixed (s,b), we deduce that, if Tpath(RdN) is
trivial with respect to P˜s,b, then Y
∞
s,B is a function of (s, B) being independent of
X for P˜s,b-a.s.. Hence, from the identity (1.13), the existence of strong solutions and
the pathwise uniqueness of them are related to the P˜s,b-triviality of Tpath(RdN).
In Theorem 6.1 (First tail theorem), we shall give a sufficient condition of the
existence of the strong solutions and the pathwise uniqueness in terms of the property
of the P˜s,b-triviality of Tpath(RdN). This condition is necessary and sufficient as we
see in Theorem 6.6. The key point here is that, to some extent, we regard the labeled
path tail σ-field Tpath(RdN) as a boundary of ISDE (1.1) and pose boundary conditions
in terms of the P˜s,b-triviality of it.
The formalism regarding a strong solution as a function F of path space is at the
heart of the Yamada–Watanabe theory. They proved the equivalence between {the
existence of a weak solution + the pathwise uniqueness} and (the existence of) a
unique strong solution (see Theorem 1.1 [10, 163p]). Our main theorems, Theorems
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6.1 and 7.1, clarify the relation between this property of solutions and the tail trivial-
ity of the labeled path space. We shall provide the existence of a strong solution and
the pathwise uniqueness of solutions of ISDEs. In this sense, this is a counter part
of Yamada–Watanabe’s result in infinite dimensions. Our argument is however com-
pletely different from the Yamada–Watanabe theory. Indeed, the existence of weak
solution has been established in the first step, and we shall prove pathwise uniqueness
and the existence of strong solution together using the analysis of the tail σ-field of
the labeled path space.
In the third step, we prove the P˜s,b-triviality of Tpath(RdN). Let S be the set of
configurations on Rd. Then, by definition, S is the set given by
S = {s =
∑
i
δsi ; s(K) <∞ for all compact sets K ⊂ Rd}.(1.15)
By convention, we regard the zero measure as an element of S. Each element s of S is
called a configuration. We endow S with the vague topology, which makes S a Polish
space. Let T (S) be the tail σ-field of the configuration space S over Rd:
T (S) =
∞⋂
r=1
σ[πcr].(1.16)
Here Sr = {|x| ≤ r} and πcr is the projection πcr :S→S such that πcr(s) = s(· ∩ Scr).
In Theorem 7.1 (Second tail theorem), we deduce the P˜s,b-triviality of Tpath(RdN)
from the µ-triviality of S, where µ is the solution of equation (1.10). BecauseW (RdN)
is a huge space and the tail σ-field Tpath(RdN) is not topologically well behaved, this
step is difficult to perform.
The key point here is the absolute continuity condition (see (3.16)), that is, the
condition such that the associated unlabeled process X = {Xt}, where Xt =
∑∞
i=1 δXit ,
starting from λ satisfies
Pλ ◦ X−1t ≺ µ for each 0 < t <∞,(1.17)
where Pλ is the distribution of X such that Pλ ◦ X−10 = λ. Here we write m1 ≺ m2 if
m1 is absolutely continuous with respect to m2. This condition is satisfied if λ = µ
and µ is a stationary probability measure of the unlabeled diffusion X. Under this
condition, the P˜s,b-triviality of Tpath(RdN) follows from the µ-triviality of T (S).
One of the key points of the proof of the second tail theorem is Proposition 7.5,
which proves that the finite-dimensional distributions of X satisfying (1.17) restricted
on the tail σ-field are the same as the restriction of the product measures of µ on the
tail σ-field of the product of the configuration space S (see (7.14)).
The difficulty in controlling Tpath(RdN) under the distribution given by the solution
of ISDE (1.1) is that the labeled dynamics X = (X i)i∈N have no associated stationary
measures because they would be an approximately infinite product of Lebesgue mea-
sures (if they exist). Instead, we study associated unlabeled dynamics X as above. We
shall assume that X satisfies the absolute continuity condition. Then we immediately
see that its single time distributions Pλ ◦ X−1t (t ∈ (0,∞)) starting from λ are tail
trivial on S. From this, with some argument, we deduce the triviality of tail σ-field
Tpath(S) of the unlabeled path space C([0,∞); S) =: W (S). We then further lift the
triviality of Tpath(S) to that of Tpath(RdN). To implement this scheme, we employ a
rather difficult treatment of the map Y∞s,B in (1.13).
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The second and third steps are written in an abstract fashion. This scheme is
quite robust and conceptual, and can be applied to many other types of ISDEs in-
volving stochastic integrals beyond the Itoˆ type. Indeed, we do not use any particular
structure of Itoˆ stochastic analysis in these steps. Furthermore, even if µ is not tail
trivial, we can decompose it to the tail trivial random point fields and solve the ISDEs
in this case as well.
In [6], Fritz constructed non-equilibrium solutions in the sense that the state
space of solutions X is explicitly given. In [6], it was assumed that potentials are
of C30 (R
d) and the dimension d is less than or equal to 4. While we were preparing
the manuscript, Tsai [40] constructed non-equilibrium solutions for the Dyson model
with 1 ≤ β < ∞. His proof relies on the monotonicity specific to one-dimensional
particle systems, and uses translation invariance of the solutions. Hence it is difficult
to apply his method to multi-dimensional models, and Besselα,β and Airyβ interact-
ing Brownian motions even if in one dimension. Moreover, the reversibility of the
unlabeled processes of the solutions is unsolved in [40].
The present paper is organized as follows. In Section 2, we introduce notation
used throughout the paper and recall some notions for random point fields.
From Section 3 to Section 4 we study the Ginibre interacting Brownian motion.
This is the typical and most important example of ISDEs. In Section 3, we study the
Ginibre interacting Brownian motion, which is one of the most important examples
of interacting Brownian motions with the logarithmic potential. In Section 3.1, we
present preliminary results. In Section 3.2, we state the result for the Ginibre ensemble
as a crucial special example (Theorem 3.5). In Section 4 we prove Theorem 3.5 by
employing Theorem 6.1 and Theorem 7.1.
From Section 5 to Section 9 we devote to the general theory concerning on ISDEs.
In Section 5, we state the main general theorems (Theorems 5.1–5.3). In Section 6, we
introduce the notion of IFC solutions of the ISDEs, and clarify the relation between
the strong solution and the IFC solution in Theorem 6.1. We do this in a general
setting beyond interacting Brownian motions. We present and prove Theorem 6.1
(First tail theorem). In Section 7, we derive the tail triviality of W (RdN) from that of
S. We present and prove Theorem 7.1 (Second tail theorem). In Section 8, we prove
the main theorems (Theorems 5.1–5.3).
From Section 9 to Section 13 we devote to applying the general theory to the class
of the ISDEs called interacting Brownian motions. We shall prepare feasible sufficient
conditions for applications. In Section 9 we quote results on weak solutions of ISDEs
and the related Dirichlet form theory. In Section 10, we give sufficient conditions of
assumptions (SIN) and (NBJ) used in Theorems 5.1–5.3. In Section 11, we give a
sufficient condition of assumption (IFC). In Section 12, we devote to the sufficient
conditions of (SIN) and (NBJ) for µ with non-trivial tails. In Section 13, we give
various examples and prove Theorems 13.2–13.6. In Section 14 (Appendix), we prove
the tail decomposition of random point fields.
We shall explain the main assumptions in the present paper in Section 3.3 and
present a list of assumptions in Table 1.
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2 Preliminary: logarithmic derivative and quasi-
Gibbs measures.
Let S be a closed set in Rd such that the interior Sint is a connected open set satis-
fying Sint = S and that the boundary ∂S has Lebesgue measure zero. Let S be the
configuration space over S. The set S is defined by (1.15) by replacing Rd with S.
A symmetric and locally integrable function ρn :Sn→ [0,∞) is called the n-point
correlation function of a random point field µ on S with respect to the Lebesgue
measure if ρn satisfies∫
A
k1
1 ×···×Akmm
ρn(x1, . . . , xn)dx1 · · · dxn =
∫
S
m∏
i=1
s(Ai)!
(s(Ai)− ki)!dµ
for any sequence of disjoint bounded measurable sets A1, . . . , Am ∈ B(S) and a se-
quence of natural numbers k1, . . . , km satisfying k1+· · ·+km = n. When s(Ai)−ki < 0,
according to our interpretation, s(Ai)!/(s(Ai)− ki)! = 0 by convention.
Let µ˜[1] be the measure on (S × S,B(S)⊗ B(S)) determined by
µ˜[1](A× B) =
∫
B
s(A)µ(ds), A ∈ B(S), B ∈ B(S).
The measure µ˜[1] is called the one-Campbell measure of µ. In case µ has one-
correlation function ρ1, there exists a regular conditional probability µ˜x of µ satisfying∫
A
µ˜x(B)ρ
1(x)dx = µ˜[1](A× B), A ∈ B(S), A ∈ B(S).
The measure µ˜x is called the Palm measure of µ [14].
In this paper, we use the probability measure µx(·) ≡ µ˜x(· − δx), which is called
the reduced Palm measure of µ. Informally, µx is given by
µx = µ(· − δx| s({x}) ≥ 1).
We consider the Radon measure µ[1] on S × S such that
µ[1](dxds) = ρ1(x)µx(ds)dx.(2.1)
In the present paper, we always use µ[1] instead of µ˜[1]. Hence we call µ[1] the one-
Campbell measure of µ.
For a subset A, we set πA :S→S by πA(s) = s(· ∩A). We say a function f on S is
local if f is σ[πK ]-measurable for some compact set K in S. For such a local function
f on S, we say f is smooth if fˇ = fˇO is smooth, where O is a relative compact open
set in S such that K ⊂ O. Moreover, fˇO is a function defined on
∑∞
k=0O
k such that
fˇO(x1, . . . xk) restricted on O
k is symmetric in xj (j = 1, . . . , k) for each k such that
fˇO(x1, . . . , xk) = f(x) for x =
∑
i δxi and that fˇO is smooth in (x1, . . . , xk) for each
k. Here the case k = 0, that is S0, corresponds to a constant function. Because x is a
configuration and O is relatively compact, the cardinality of the particles of x is finite
in O. Note that fˇO has a consistency such that
fˇO(x1, . . . , xk) = fˇO′(x1, . . . , xk) for all (x1, . . . , xk) ∈ O ∩O′.(2.2)
Hence f(x) = fˇO(x1, . . . xk) is well defined.
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Let D◦ be the set of all bounded, local smooth functions on S. We set
C∞0 (S)⊗D◦ = {
N∑
i=1
fi(x)gi(s) ; fi ∈ C∞0 (S), gi ∈ D◦, N ∈ N}.
Let Sr = {s ∈ S ; |s| ≤ r}. We write f ∈ Lploc(S × S, µ[1]) if f ∈ Lp(Sr × S, µ[1]) for
all r ∈ N. For simplicity we set Lploc(µ[1]) = Lploc(S × S, µ[1]).
Definition 2.1. A Rd-valued function dµ is called the logarithmic derivative of µ if
dµ ∈ L1loc(µ[1]) and, for all ϕ ∈ C∞0 (S)⊗D◦,∫
S×S
dµ(x, y)ϕ(x, y)µ[1](dxdy) = −
∫
S×S
∇xϕ(x, y)µ[1](dxdy).(2.3)
If the boundary ∂S is nonempty and particles hit the boundary, then dµ would
contain a term arising from the boundary condition. For example, if the Neumann
boundary condition is imposed on the boundary, then there would be a local time-
type drift. In this sense, it would be more natural to suppose that dµ is a distribution
rather than dµ ∈ L1loc(µ[1]). Instead, we shall later assume that particles never hit
the boundary, and the above formulation is thus sufficient in the present situation.
It would be interesting to generalize the theory including the case with the boundary
condition; however, we do not pursue this here.
A sufficient condition of the explicit expression of the logarithmic derivative of
random point fields is given in [27, Theorem 45]. Using this, one can obtain the
logarithmic derivative of random point fields appearing in random matrix theory
such as sineβ , Airyβ, (β = 1, 2, 4), Bessel2,α (1 ≤ α), and the Ginibre random point
field (see Section 4.2), and Theorem 3.5 below). For canonical Gibbs measures with
Ruelle-class interaction potentials, one can easily calculate the logarithmic derivative
employing Dobrushin-Lanford-Ruelle (DLR) equation (see Lemma 13.7).
Let Smr = {s ∈ S ; s(Sr) = m}. Let Λr be the Poisson random point field whose
intensity is the Lebesgue measure on Sr and set Λ
m
r = Λr(· ∩ Smr ). We set maps
πr, π
c
r :S→S such that πr(s) = s(· ∩ Sr) and πcr(s) = s(· ∩ Scr).
Definition 2.2. A random point field µ is called a (Φ,Ψ)-quasi Gibbs measure if its
regular conditional probabilities
µmr,ξ = µ(πr ∈ · |πcr(x) = πcr(ξ), x(Sr) = m)
satisfy, for all r,m ∈ N and µ-a.s. ξ,
c−11 e
−Hr(x)Λmr (dx) ≤ µmr,ξ(dx) ≤ c1e−Hr(x)Λmr (dx).(2.4)
Here c1 = c1(r,m, ξ) is a positive constant depending on r, m, ξ. For two measures
µ, ν on a σ-field F , we write µ ≤ ν if µ(A) ≤ ν(A) for all A ∈ F . Moreover, Hr is the
Hamiltonian on Sr defined by
Hr(x) =
∑
xi∈Sr
Φ(xi) +
∑
j<k, xj,xk∈Sr
Ψ(xj , xk) for x =
∑
i
δxi .
Remark 2.1. (1) From (2.4), we see that for all r,m ∈ N and µ-a.s. ξ, µmr,ξ(dx)
have (unlabeled) Radon-Nikodym densities mmr,ξ(dx) with respect to Λ
m
r . This fact is
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important when we decompose quasi-Gibbs measures with respect to tail σ-fields in
Lemma 14.2. Clearly, canonical Gibbs measures µ with potentials (Φ,Ψ) are quasi-
Gibbs measures, and their densities mmr,ξ(dx) with respect to Λ
m
r are given by the
DLR equation. That is, for µ-a.s. ξ =
∑
j δξj ,
mmr,ξ(dx) =
1
Zmr,ξ
exp{−Hr(x)−
∑
xi∈Sr, ξj∈Scr
Ψ(xi, ξj)}.
Here Zmr,ξ is the normalizing constant. For random point fields appearing in random
matrix theory, interaction potentials are logarithmic functions, where the DLR equa-
tions do not make sense as they are.
(2) If µ is a (Φ,Ψ)-quasi Gibbs measure, then µ is also a (Φ+Φloc,bdd,Ψ)-quasi Gibbs
measure for any locally bounded measurable function Φloc,bdd. In this sense, the no-
tion of “quasi-Gibbs” is robust for the perturbation of free potentials. In particular,
as we see later, both the sineβ and Airyβ random point fields are (0,−β log |x− y|)-
quasi Gibbs measures, where β = 1, 2, 4.
(3) From (2.4) we see that Φ and Ψ are locally bounded from below with respect to
the L∞-norm by the Lebesgue measure.
We collect notation we shall use throughout the paper: For a subset A of a topo-
logical space, we shall denote by W (A) = C([0,∞);A) the set consisting of A-valued
continuous paths on [0,∞).
We set ‖w‖C([0,T ];S) = supt∈[0,T ] |w(t)|. We then equipW (SN) with Fre´chet metric
dist(·, ∗) given by, for w = (wn)n∈N and w′ = (w′n)n∈N,
dist(w,w′) =
∞∑
T=1
2−T
{ ∞∑
n=1
2−nmin{1, ‖wn − w′n‖C([0,T ];S)}
}
.
We introduce unlabeling maps u[m] :S
m × S→S (m ∈ N) such that
u[m]((x, s)) =
m∑
i=1
δxi + s for x = (xi) ∈ Sm, s ∈ S.(2.5)
By the same symbol u[m], we also denote the map u[m] :S
m→S such that u[m](x) =∑
i δxi , where x = (xi)
m
i=1 and m ∈ N. Let u :SN→S such that
u((si)
∞
i=1) =
∞∑
i=1
δsi .(2.6)
We often write s = (si)
∞
i=1 and s =
∑∞
i=1 δsi . Thus (2.6) implies u(s) = s. For
w = {wt} = {(w it )i∈N}t∈[0,∞) ∈ W (SN), we set upath(w), called the unlabeled path
of w, by
upath(w)t = u(wt) =
∑
i
δ
w
i
t
.(2.7)
We note that upath(w) is not necessary an element of W (S). See Remark 3.3 for
example.
Let Ss be the subset of S with no multiple points. Let Ss.i. be the subset of Ss
consisting of an infinite number of points. Then by definition Ss and Ss.i. are given
by
Ss = {s ∈ S ; s({x}) ≤ 1 for all x ∈ S}, Ss.i. = {s ∈ Ss ; s(S) =∞}.(2.8)
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A measurable map l :Ss.i.→SN is called a label if u◦ l(s) = s for all s ∈ Ss.i.. There
exist many labels l. We shall fix one throughout the paper.
Let W (Ss) and W (Ss.i.) be the sets consisting of Ss- and Ss.i.-valued continuous
path on [0,∞). Each w ∈ W (Ss) can be written as wt =
∑
i δwit , where w
i is an
S-valued continuous path defined on an interval Ii of the form [0, bi) or (ai, bi), where
0 ≤ ai < bi ≤ ∞. Taking maximal intervals of this form, we can choose [0, bi) and
(ai, bi) uniquely up to labeling. We remark that limt↓ai w
i
t = ∞ and limt↑bi wit = ∞
for bi <∞ for all i, We call wi a tagged path of w and Ii the defining interval of wi.
We set
WNE(Ss.i.) = {w ∈ W (Ss.i.) ; Ii = [0,∞) for all i}.(2.9)
We say tagged path wi of w does not explode if bi = ∞, and does not enter if Ii =
[0, bi), where bi is the right end of the interval where w
i is defined. Thus WNE(Ss.i.)
is the set consisting of non-explosion and non-entering paths. Then we can naturally
lift each unlabeled path w ∈ WNE(Ss.i.) to the labeled path w = (w i)i∈N ∈ W (SN)
using the label l = (li)i∈N such that w0 = l(w0). Indeed, we can do this because each
tagged particle can carry the initial label i forever. We write this correspondence by
lpath(w) = (l
i
path(w))i∈N and set w as
w = lpath(w) with w0 = l(w0).(2.10)
Then w i = lipath(w) by construction. We set
wm∗ =
∑
i>m
δ
w
i ,(2.11)
where
∑
i>m δwi = {
∑
i>m δwit }t∈[0,∞). For a unlabeled path w, we call the path
w[m] = (l1path(w), . . . , l
m
path(w),
∑
i>m
δ
w
i)(2.12)
the m-labeled path. Similarly, for a labeled path w = (w i) ∈ W (SN) we set w[m] by
w[m] = (w1, . . . , wm,
∑
i>m
δwi).(2.13)
Remark 2.2. upath(w)t = u(wt) by (2.7), whereas lpath(w)t 6= l(wt) in general.
3 Ginibre interacting Brownian motion
In this section, we apply our theory to the special example of the Ginibre interact-
ing Brownian motion and prove the existence of strong solutions and the pathwise
uniqueness. Our proof is based on the idea explained in Introduction. Behind it there
are two general theories called tail theorems. These two theories are robust and can
be applied to various kinds of infinite-dimensional stochastic (differential) equations
with symmetry beyond interacting Brownian motions.
The purpose of this chapter is to clarify the roles of these two theories by applying
them to the Ginibre interacting Brownian motion.
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3.1 ISDE related to the Ginibre random point field.
In Section 3.1, we introduce the Ginibre interacting Brownian motion and prepare
the result of the first step.
The Ginibre random point field µGin is a random point field on R2 whose n-point
correlation function ρnGin with respect to the Lebesgue measure is given by
ρnGin(x1, . . . , xn) = det[KGin(xi, xj)]
n
i,j=1,(3.1)
where KGin :R2 × R2→C is the kernel defined by
KGin(x, y) = π
−1e−
|x|2
2 − |y|
2
2 · exy¯.(3.2)
Here we identify R2 as C by the obvious correspondence R2 ∋ x = (x1, x2) 7→ x1 +√−1x2 ∈ C, and y¯ = y1 −
√−1y2 is the complex conjugate in this identification.
It is known that µGin is translation and rotation invariant. Moreover, µGin(Ss.i.) =
1 and µGin is tail trivial [3, 20, 30].
We next introduce the Dirichlet form associated with µGin and construct S-valued
diffusion. Let (EµGin ,DµGin◦ ) be a bilinear form on L2(S, µGin) defined by
DµGin◦ = {f ∈ D◦ ∩ L2(S, µGin) ; EµGin(f, f) <∞},(3.3)
EµGin(f, g) =
∫
S
D[f, g]µGin(ds),(3.4)
D[f, g](s) =
1
2
∑
i
(∇si fˇ ,∇si gˇ)R2 .(3.5)
Here s =
∑
i δsi , ∇si = ( ∂∂si1 , ∂∂si2 ), and (·, ·)R2 denotes the standard inner product in
R2. fˇ is defined before (2.2).
Lemma 3.1 ([28, Theorem 2.3]). (1) The Ginibre random point field µGin is a
(|x|2,−2 log |x− y|)-quasi Gibbs measure.
(2) (EµGin ,DµGin◦ ) is closable on L2(S, µGin).
(3) The closure (EµGin ,DµGin) of (EµGin ,DµGin◦ ) on L2(S, µGin) is a quasi-regular Dirich-
let form.
(4) There exists a diffusion {Ps}s∈S associated with (EµGin ,DµGin) on L2(S, µGin).
A family of probability measures {Ps}s∈S on (W (S),B(W (S))) is called a diffusion
if the canonical process X = {Xt} under Ps is a continuous process with the strong
Markov property starting at s. Here Xt(w) = wt for w = {wt} ∈ W (S) by definition.
X is adapted to {Ft}, where Ft = ∩νFνt and the intersection is taken over all Borel
probability measures ν, Fνt is the completion of F+t = ∩ǫ>0Bt+ǫ(S) with respect to
Pν =
∫
Psν(ds). The σ-field Bt(S) is defined by
Bt(S) = σ[ws; 0 ≤ s ≤ t].(3.6)
Furthermore, {Ps}s∈S is called stationary if it has an invariant probability measure.
We refer to [21] for the definition of quasi-regular Dirichlet forms. We also refer
to [7] for the Dirichlet form theory.
We recall the definition of capacity [Chapter 2.1 in [7]]. Denote by O the family
of all open subsets of S. Let (E ,D) be a quasi-regular Dirichlet form on L2(S, µ), and
E1(f, f) = E(f, f) + (f, f)L2(S,µ). For B ∈ O we define
Capµ(B) =
{
infu∈LB E1(u, u), LB 6= ∅
∞ LB = ∅,
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where LB = {u ∈ D : u ≥ 1, µ-a.e on B}, and we let for all set A ⊂ S
Capµ(A) = inf
A⊂B∈O
Capµ(B).
We call this one-capacity of A or simply the capacity of A.
We recall the notion of quasi-everywhere and quasi-continuity. Let A be a subset
of S. A statement depending on s ∈ A is said to hold quasi-everywhere (q.e.) on A
if there exists a set N ⊂ A of zero capacity such that the statement is true for every
s ∈ A \ N . When A = S, quasi-everywhere on S is simply said quasi-everywhere. Let
u be an extended real valued function defined q.e. on S. We call u quasi continuous if
there exists for any ǫ > 0 an open set G ⊂ S such that Capµ(G) < ε and the restriction
u|S\G of u on S \ G is finite continuous.
We set the probability measure PµGin by
PµGin(A) =
∫
S
Ps(A)µGin(ds) for A ∈ F .(3.7)
Under PµGin , the unlabeled process X is a µGin-reversible diffusion. Let Cap
µGin be the
capacity on the Dirichlet space (EµGin ,DµGin , L2(S, µGin)). Let Ss.i. andWNE(Ss.i.) be
as (2.8) and (2.9), respectively .
Lemma 3.2 ([25, 27]). PµGin(WNE(Ss.i.)) = 1 and Cap
µGin(Scs.i.) = 0.
Proof. PµGin(WNE(S)) = 1 follows from [27, (2.10)]. Let Ss be as (2.8). Then by [25,
Theorem 2.1], we see CapµGin(Scs) = 0. Clearly, µGin(Ss.i.) = 1. Combining these
imply the unlabeled diffusion never hits the set consisting of the finite configurations.
We thus see the capacity of this set is zero. Hence we obtain CapµGin(Scs.i.) = 0. In
particular, PµGin(W (Ss.i.)) = 1, which together with PµGin(WNE(S)) = 1 implies the
first claim.
Lemma 3.3 ([27, Theorem 61, Lemma 72]). The Ginibre random point field µGin
has a logarithmic derivative dGin. Furthermore, dGin has plural expressions:
dGin(x, s) = 2 lim
r→∞
∑
|x−si|<r
x− si
|x− si|2 ,(3.8)
dGin(x, s) = −2x+ 2 lim
r→∞
∑
|si|<r
x− si
|x− si|2 .(3.9)
Here the convergence takes place in Lploc(µ
[1]
Gin) for any 1 ≤ p < 2.
From Lemma 3.2 the process X = (X i)i∈N = lpath(X) ∈ W (R2N) is well defined,
where R2N = (R2)N. The unlabeled process X is defined on the canonical filtered
space as the evaluation map Xt(w) = wt. That is, (Ω,F , {Ps}, {Ft}) is given by
Ω = W (Ss.i.), F = B(W (Ss.i.)), {Ps} is the family of diffusion measures given by
Lemma 3.1 (4). {Ps} can be regarded as diffusion on Ss.i. by Lemma 3.2. The labeled
process X = lpath(X) is thus defined on (Ω,F , {Ps}, {Ft}). The ISDE satisfied by X
is as follows:
Lemma 3.4 ([27, Theorem 21, Theorem 22]). Let X = lpath(X) be the stochastic
process defined on (Ω,F , {Ps}, {Ft}) as above. Then there exists a set Ssde such that
µGin(Ssde) = 1, Ssde ⊂ Ss.i.
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and that X under Ps satisfies both ISDEs on (R2)N starting at each point s = l(s) ∈
l(Ssde) :
dX it = dB
i
t + limr→∞
∑
|Xit−Xjt |<r, j 6=i
X it −Xjt
|X it −Xjt |2
dt (i ∈ N),(1.6)
dX it = dB
i
t −X itdt+ limr→∞
∑
|Xjt |<r, j 6=i
X it −Xjt
|X it −Xjt |2
dt (i ∈ N).(1.7)
Furthermore, X ∈ W (u−1(Ssde)). The process B = (Bi)∞i=1 in (1.6) and (1.7) is the
same and is the (R2)N-valued, {Ft}-Brownian motion given by the formula
Bit = X
i
t −X i0 −
∫ t
0
lim
r→∞
∑
|Xis−Xjs |<r, j 6=i
X is −Xjs
|X is −Xjs |2
ds,(3.10)
Bit = X
i
t −X i0 +
∫ t
0
X isds−
∫ t
0
lim
r→∞
∑
|Xjs |<r, j 6=i
X is −Xjs
|X is −Xjs |2
ds.(3.11)
We note that (X,B) above is a solution of the two ISDEs (1.6) and (1.7). We refer
to Definition 5.1 for the definition of the solution in Lemma 3.4, which is often called
a weak solution. We also note that the identity between (3.10) and (3.11) follows
from the plural expressions of dGin in Lemma 3.3.
Remark 3.1. (1) We cannot replace W (u−1(Ssde)) by W (l(Ssde)) in Lemma 3.4.
Indeed, l(Ssde) ⊂ u−1(Ssde) and Xt 6∈ l(Ssde) for some 0 < t <∞.
(2) The Brownian motion B = (Bi)∞i=1 in Lemma 3.4 is given by a functional of
X. Hence we write B(X) = (Bi(X))∞i=1. It is given by the martingale part of the
Fukushima decomposition of the Dirichlet process X it − X i0. Indeed, for (1.6) and
(1.7), Bi is given by (3.10) and (3.11), respectively.
We note that the coordinate function xi does not belong to the domain of the
unlabeled Dirichlet form even if locally. Hence we introduced in [27] the Dirichlet
space of the m-labeled process (X1, . . . , Xm,
∑
j>m δXj ), where i ≤ m, to apply
the Fukushima decomposition to the coordinate function xi. The consistency of the
Dirichlet spaces plays a crucial role for this argument [26, 27]. See Section 9.3 for the
definition of the Dirichlet space of the m-labeled process and their consistency, which
is given under the general situation.
(3) The function in the coefficient in (1.7) belongs to the domain of the m-labeled
Dirichlet space locally. Indeed, regarded as a function on R2 × S, we prove that it
belongs to the domain of one-labeled Dirichlet form locally (see Lemma 4.5). By the
same argument we can prove that it is in the domain of the m-labeled Dirichlet form
if we regard as a function on (R2)m × S in an obvious manner. Hence, by taking a
quasi-continuous version of the function, the drift term becomes a Dirichlet process.
We thus see that the process
−X it + limr→∞
∑
|Xjt |<r, j 6=i
X it −Xjt
|X it −Xjt |2
in the drift term is a continuous process. This makes the meaning of the drift term
more explicit because we usually take a predictable version of the coefficients (see
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pp 45–46 in [10]). The key point here is that the coefficient is in the domain of the
Dirichlet space. All examples in the present paper enjoy this property. We shall
assume this in (C1)–(C2) and use this in the proof of Lemma 11.7.
3.2 Main result for the Ginibre interacting Brownian motion.
All above results in Section 3.1 belong to the first step explained in Introduction
(Section 1). Our purpose in Section 3.2 is to obtain the existence of strong solutions
and the pathwise uniqueness of the solution, which is the main result for the Ginibre
interacting Brownian motion.
For w ∈ W (Ss.i.) let
Smsde(t,w) = {s = (s1, . . . , sm) ∈ (R2)m ; u(s) + wm∗t ∈ Ssde},(3.12)
where wm∗ is given by (2.11). By definition Smsde(t,w) is a time-dependent domain.
Let (Ω,F ,Ps, {Ft}) be as Lemma 3.4. Let (X,B) be the solution of ISDE (1.7)
given by Lemma 3.4. Recall that X = lpath(X), where X is the canonical process such
that Xt(w) = wt and B is the {Ft}-Brownian motion given by (3.11) as before. Let
X = (X i)∞i=1, X
m = (X i)mi=1, and X
m∗ = (Xm+1, Xm+2, . . .).
For each m ∈ N, we introduce the md-dimensional SDE of Ym for (X,B) starting
at lm(s) = (l1(s), . . . , lm(s)) defined on (Ω,F ,Ps, {Ft}) such that Ym = (Y m,i)mi=1 is
a {Ft}-adapted, continuous process satisfying
dY m,it = dB
i
t − Y m,it dt+
m∑
j=1
j 6=i
Y m,it − Y m,jt
|Y m,it − Y m,jt |2
dt+ lim
r→∞
∞∑
j>m,
|X
j
t |<r
Y m,it −Xjt
|Y m,it −Xjt |2
dt,(3.13)
Ps(Y
m
t ∈ Smsde(t,X) for all t) = 1,(3.14)
Ym0 = l
m(s).(3.15)
Remark 3.2. (1) Equation (3.13) makes sense because Xm∗, Bm, and Ym are all
defined on the same filtered space (Ω,F ,Ps, {Ft}). We remark that (3.13) depends on
Xm∗, and that Xm∗ is regarded as a part of the coefficient of (3.13). We emphasize
(X,B) is a priori given in SDE (3.13). We consider SDE (3.13) only for Bm, but not
for an arbitrary {Ft}-Brownian motion Bˆm.
(2) A triplet of {Ft}-adapted, continuous process (Ym,Bm,Xm∗) on (Ω,F ,Ps, {Ft})
satisfying (3.13)–(3.15) is called a weak solution. Roughly speaking, (Ym,Bm,Xm∗)
is called a strong solution if, in addition, Ym is a functional of (Bm,Xm∗). We refer
to Definition 4.1 and Definition 4.2 in Section 4 for the precise meaning of the SDE,
a strong solution, and a unique strong solution.
(3) This SDE is not a conventional type because the coefficient of (3.13) depends on
X. We can regard X as a random environment, and call this kind of SDE random
environment type. Random environment type SDEs had appeared in homogenization
problem (see [23, 35] for example). In this case, random environment and Brownian
motion in SDEs are usually independent of each other. We emphasize that Bm and
Xm∗ are {Ft}-adapted and can depend on each other. The original Brownian motion
B is a functional of X. We can nevertheless take the first m-components Bm of B as
Bm because Bm is {Ft}-adapted.
(4) The triplet (Xm,Bm,Xm∗) under Ps is made of the original weak solution (X,B)
of the ISDE (3.13)–(3.15). This fact yields the crucial identity (1.12).
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To present the main theorem in this section, we introduce three conditions on
a probability {Ps} on (Ω,F , {Ft}). We shall restate these conditions before Theo-
rem 5.1. Let PµGin be as (3.7). Under PµGin , the unlabeled process X is a µGin-
reversible diffusion.
We recall that IFC is the abbreviation of an infinite system of finite-dimensional
SDEs with consistency introduced in Section 1. We assume:
(IFC): There exists a subset H ⊂ Ssde such that µGin(H) = 1 and that for each s ∈ H
and all m ∈ N, the SDE (3.13)–(3.15) has a unique strong solution for (X,B) defined
on (Ω,F ,Ps, {Ft}) in the sense of Definition 4.2. (see Section 4 below).
We call a weak solution (X,B) defined on a filtered space (Ω,F , P, {Ft}) an IFC
solution if it is a weak solution satisfying the IFC condition (IFC). By definition the
notion of IFC solution is stronger than weak solution. We shall prove under additional
conditions an IFC solution becomes a unique strong solution. We now present three
pivotal conditions for this.
(TT) µ is tail trivial. That is, µ(A) ∈ {0, 1} for all A ∈ T (S).
(AC) The unlabeled dynamics X =
∑∞
i=1 δXi satisfies for µGin
PµGin ◦ X−1t ≺ µGin for all 0 < t <∞.(3.16)
(NBJ) The labeled dynamics X = (X i)i∈N satisfies
PµGin(mr,T (lpath(X)) <∞) = 1 for each r, T ∈ N.(3.17)
Here we set mr,T :W (S
N)→N ∪ {∞} such that for w = (wi)i∈N
mr,T (w) = inf{j ∈ N ; min
t∈[0,T ]
|wit| > r for all i ∈ N such that i > j}.(3.18)
We call (3.17) no big jump condition because for any path w such that mr,T (w) =∞
sup
n∈N
sup
0≤s,t≤T
|wis − wit|1[0,r]( min
0≤u≤T
|wiu|) =∞(3.19)
and so for any δ > 0
sup
n∈N
sup
0≤s,t≤T
|s−t|≤δ
|wis − wit|1[0,r]( min
0≤u≤T
|wiu|) =∞,(3.20)
which implies the existence of paths which visit Sr during [0,T] and have modulus
of continuity bigger than ℓ for any ℓ ∈ N. We give an example of path such that
mr,T (w) =∞ in Remark 3.3 below. This example indicates the necessity of (NBJ).
Remark 3.3. An example of a path w ∈ W (R2N) such that mr,T (w) = ∞ is as
follows. We take l(s) such that |si| ≤ |si+1| for all i ∈ N. Let ti =
∑i
j=1 2
−j and
wit =

(1, i) t ∈ [0, ti] ∪ [ti+1,∞)
linear [ti, ti + 2
−i−2]
(0, 0) t = ti + 2
−i−2
linear [ti + 2
−i−2, ti+1].
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All particles sit on the vertical line {(1, y); y ∈ R+} at time zero. The i-th particle
sits at (1, i), jumps off at time ti and touch the origin at time ti + 2
−i−2. Then it
springs up to the original position (1, i). We need (3.18) to exclude this type of “big
jump ” paths. We note that upath(w) 6∈W (S) although w ∈W (R2N). We conjecture
that, if upath(w) ∈ WNE(Ss.i.), then mr,T (upath(w)) <∞ is automatically satisfied.
Roughly speaking, if there exists a function F such that X is given by an image
of the starting point s and the Brownian motion B, that is, X = Fs(B), then the
solution (X,B) is called a strong solution starting at s (cf. Definition 5.6 for the
precise definition). Our purpose is to prove the solution in Lemma 3.4 is a strong
solution starting at s and satisfies the pathwise uniqueness (see Definition 5.4). The
pathwise uniqueness in Theorem 3.5 (2) is weaker than that of Definition 5.4 because
it is the uniqueness in the category of solutions satisfying additional conditions (IFC),
(NBJ), and (AC) for µGin.
For a set A ∈ B(W (R2N)), we say an SDE has a solution X on A if the SDE has a
solution with initial distribution µˇ for any probability measure µˇ such that µˇ(A) = 1.
If A = {x}, we call X a solution starting at x.
Theorem 3.5. Let (X,B) be the solution given by Lemma 3.4.
(1) There exists a subset H of Ssde such that µGin(H) = 1 and that (X,B) is a strong
solution of ISDE (1.6) starting at l(s) ∈ l(H) defined on (Ω,F ,Ps, {Ft}). Furthermore,
(X,B) under Ps satisfies (IFC), (NBJ), and (AC) for µGin.
(2) A solution Xˆ of ISDE (1.6) defined on (Ω,F , P, {Ft}) satisfying (IFC), (NBJ),
and (AC) for µGin is pathwise unique in the sense that, if X
′ and X′′ are such
solutions with the same {Ft}-Brownian motion and X′0 = X′′0 a.s., then
P (X′ = X′′) = 1.(3.21)
For µGin-a.s. s, the distribution of X
′ starting at l(s) coincides with X.
(3) The same statement as (1) holds for ISDE (1.7).
(4) Let X and X′ be the solutions of (1.6) and (1.7) in (1) and (3), respectively.
Suppose that both solutions are defined on the same {Ft}-Brownian motion and that
X0 = X
′
0 a.s.. Then P (Xt = X
′
t for all t) = 1.
We remark that ISDEs (1.6) and (1.7) are different ISDEs in general. Theorem 3.5
(4) asserts that, if the unlabeled particles start from a support Ssde of µGin and if
the label l is common, then these two labeled dynamics are equal all the time. The
intuitive explanation of this fact is as follows. One may regard the set u−1(Ssde) as a
sub-manifold of R2N and the drift terms b1 and b2
b1(xi,
∑
j 6=i
δxj ) = lim
r→∞
∑
|xi−xj |<r
xi − xj
|xi − xj |2 ,
b2(xi,
∑
j 6=i
δxj ) = −xi + lim
r→∞
∑
|xj|<r
xi − xj
|xi − xj |2
of each ISDE are regarded as “tangential vectors on u−1(Ssde)”. In [27], it was shown
that both drifts are equal on u−1(Ssde). This implies the coincidence of ISDEs (1.6)
and (1.7) on u−1(Ssde). Since the drift terms b1 and b2 are tangential, the solutions
stay in u−1(Ssde) all the time, which combined with the pathwise uniqueness of the
solutions of ISDEs yields (4).
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We note that the unlabeled dynamics X are µGin-reversible because X is given
by the symmetric Dirichlet form (EµGin ,DµGin) on L2(S, µGin) (see Lemma 3.1 (4)).
Hence, the distribution of Xt with initial distribution µGin satisfies µGin ◦X−1t = µGin
for each 0 < t <∞. In contrast, the labeled dynamics Xt are trapped on a very thin
subset of the huge space R2N. We conjecture that the distribution of Xt is singular
to the initial distribution µGin ◦ l−1 for some t > 0.
3.3 The role of three assumptions: (IFC), (NBJ), and (AC),
and other main assumptions.
In Section 3.2, we introduced three assumptions: (IFC), (NBJ), and (AC). In this
subsection, we explain the role of these assumptions in the proof of Theorem 3.5. We
also explain the role of other main assumptions used in the present paper.
To prove Theorem 3.5, we use the strategy introduced in Section 1. One of
the key points of the strategy is the reduction of ISDE to the infinite system of
finite-dimensional stochastic differential equations. For this we use a pathwise unique
strong solution of the finite-dimensional stochastic differential equations associated
with ISDE. The condition (IFC) claims finite-dimensional SDEs have such a unique
strong solution. So the (IFC) is pivotal to the reduction of ISDE to the IFC schemes
of finite-dimensional SDEs.
Another key point of the proof is the tail triviality of the labeled path space under
the distribution of the weak solution. We shall deduce this from the tail triviality of
the Ginibre random point field µGin. In general random point field µ this property is
assumed as the tail triviality for µ and denoted by (TT).
One of the most critical part of the proof is to prove the tail triviality of the labeled
path space under the distribution of the weak solution. We shall carry out this in a
general frame work as the second tail theorem in Section 7. The key idea for this is
passage from the tail triviality of µ to that of the path space of the labeled dynamics.
Because of (AC), the tail σ-field of S under the single time marginal distributions of
X is trivial. From this we shall deduce the tail triviality of the unlabeled path space
under the finite-dimensional distributions of the diffusion measure PµGin , where the
meaning of tail is spatial (see (7.8) for definition). We next deduce the tail triviality
of the labeled path space from this. To carry out the passage from the unlabeled
path space to the labeled path space, we shall use (NBJ). Thus (NBJ) guarantees
the passage from the unlabeled dynamics to the labeled dynamics. Thus (NBJ) and
(AC) are used in Section 7 to prove Second tail theorem (Theorem 7.1). The map
lpath from the unlabeled path space to the labeled one play an important role of our
argument. The assumption (SIN) is necessary for the construction of this map. Here
(SIN) is an abbreviation of “unlabeled path spaces on single, infinite configurations
with no explosion of tagged particles”.
In Section 6 we shall deduce the existence of a unique strong solution of ISDE to
the tail triviality of labeled path space. These conditions are denoted by (Tpath1)
and (Tpath2).
(TT) and (AC) are used in the proof of Second tail theorem in Section 7. These
claims the triviality of labeled path space at the cylindrical level.
Conditions (A1)–(A4) given in Section 9 and Section 10 are related to Dirichlet
forms; these are conditions for random point fields µ from view points of Dirichlet
form theory. Conditions (B1)–(B2) and (C1)–(C2) are for (IFC) introduced in
Section 11–Section 12. (IFC) is an important condition for our theory, and in these
sections we shall give feasible sufficient conditions in terms of these conditions.
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Table 1: List of Conditions
assumptions Place The main role of the assumption
(IFC) Def 5.9 A condition for IFC solutions
(TT) Section 7.1 An assumption of the second tail theorem
(AC) Section 7.1 An assumption of the second tail theorem
(SIN) Section 7.2 An assumption of the second tail theorem
(NBJ) Section 7.2 An assumption of the second tail theorem
IFC solution Section 7.3 Assumption of the first and second tail theorems
(Tpath1) Section 6.1 An assumption of the first tail theorem
(Tpath2) Section 6.1 An assumption of the first tail theorem
(Cpath1) Sectiion 7.3 An assumption of Theorem 7.3
(Cpath2) Sectiion 7.3 An assumption of Theorem 7.3
(A1)-(A3) Section 9 Assumptions to construct weak solutions of (ISDE)
(A4) Section 10 An assumption to derive (SIN) and (NBJ)
(B1)-(B2) Section 11 Assumptions to derive (IFC)
(C1)-(C2) Section 11. 3 Assumptions to derive (B1)
We present a table for these conditions in Table 1.
4 Proof of Theorem 3.5.
In Section 4, we prove the main theorem (Theorem 3.5) using the two general theories
(First and Second tail theorems), and clarify the roles of these results in the proof.
4.1 Localization of coefficients and Lipschitz continuity.
Let a = {ak}k∈N be an increasing sequence of increasing sequences ak = {ak(r)}r∈N
such that ak(r) < ak+1(r) and ak(r) < ak(r+1) for all k, r ∈ N and that limr→∞ ak(r) =
∞ for all k ∈ N. Let K[ak] = {s ; s(Sr) ≤ ak(r) for all r ∈ N}. Then K[ak] ⊂ K[ak+1]
for all k ∈ N. It is easy to see that K[ak] is a compact set in S for each k ∈ N. Let
K[a] =
∞⋃
k=1
K[ak].(4.1)
We take ak(r) = kr
2. Then because µGin is translation invariant, we have
µGin(K[a]) = 1.(4.2)
We introduce an approximation of R2m × S consisting of compact sets. Let
S
[m]
s.i. = {(x, s) ∈ R2m × S ; u(x) + s ∈ Ss.i.},(4.3)
where x = (x1, . . . , xm) and u(x) =
∑m
i=1 δxi . Let a
+
k such that a
+
k (r) = ak(r+1) and
H[a]p,q,k =
{
(x, s) ∈ S[m]s.i. ; x ∈ Smq , s ∈ K[a+k ](4.4)
inf
j 6=k
|xj − xk| ≥ 2−p, inf
l,i
|xl − si| ≥ 2−p
}
,
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where j, k, l = 1, . . . ,m, s =
∑
i δsi , and Sq = {|x| ≤ q}. We set
H[a]q,k =
∞⋃
p=1
H[a]p,q,k, H[a]k =
∞⋃
q=1
H[a]q,k, H[a] =
∞⋃
k=1
H[a]k.(4.5)
Although H[a]p,q,k,H[a]q,k,H[a]k, and H[a] depend on m ∈ N, we suppress m from the
notation. We remark that each H[a]p,q,k is a compact set in R2m × S.
Recall that the labeled process X = (X i) is obtained from the unlabeled process
X under PµGin such that X
i = lipath(X). We set the m-labeled process (X
m,Xm∗) by
(Xm,Xm∗) = ((l1path(X), . . . , l
m
path(X)),
∞∑
j=m+1
δ
l
j
path(X)
).(4.6)
This correspondence is similar to the correspondence of m-labeled path in the sense of
(2.12) and (2.13). This relationship between the unlabeled process and the m-labeled
process is called consistent.
The m-labeled process is associated with the m-labeled Dirichlet space given in
Section 10 for the m-Campbell measure µ
[m]
Gin of µGin. Here
µ
[m]
Gin(dxdy) = ρ
m(x)µGin,x(dy)dx,(4.7)
where ρm is the m-point correlation function of µGin with respect to the Lebesgue
measure dx on R2m, and µGin,x is the reduced Palm measure conditioned at x ∈ R2m.
The m-labeled Dirichlet form is given by
Eµ[m]Gin(f, g) =
∫
R2m×S
{1
2
m∑
j=1
(
∂f
∂xj
,
∂g
∂xj
)R2 + D[f, g]
}
µ
[m]
Gin(dx
mdy),(4.8)
where ∂∂xj is the nabla in R
2. This coincides with the Dirichlet form (9.12) with d = 2,
S = R2, and µ[m] = µ[m]Gin. Furthermore, a(x, y) in (9.12) is taken to be the 2× 2 unit
matrix. Let Capµ
[m]
Gin denote the capacity given by the Dirichlet form Eµ[m]Gin .
Lemma 4.1. For each m ∈ N the following holds:
Capµ
[m]
Gin(H[a]c) = 0.(4.9)
Proof. Let a+k (r) = ak(r+1) and a
+ = {a+k }k∈N. Then from [24, Lemma 2.5 (4)], we
obtain CapµGin(K[a+]c) = 0. We easily see that K[a+] = K[a] because ak(r) = kr
2.
Hence we have
CapµGin(K[a]c) = 0.(4.10)
From Lemma 3.2 and (4.10), we obtain
CapµGin(Scs.i. ∪ K[a]c) = 0.(4.11)
From (4.11) and the consistency (4.6), we have
Capµ
[m]
Gin({(x, s); u(x) + s ∈ Ss.i. ∩ K[a]}c) = 0.(4.12)
From (4.4) and (4.5), we easily see {(x, s); u(x) + s ∈ Ss.i. ∩K[a]} = H[a]. Combining
this with (4.12), we obtain (4.9).
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To simplify the notation we set
N = {(p, q, k), (q, k), k ; p, q, k ∈ N}(4.13)
and for n ∈ N we define n+ 1 ∈ N such that
n+ 1 =

(p+ 1, q, k) for n = (p, q, k),
(q+ 1, k) for n = (q, k),
k+ 1 for n = k.
(4.14)
Let {In(m)} be a sequence of closed sets such that In(m) ⊂ In(m + 1) for all m ∈ N
and n ∈ N, and that
Capµ
[m]
Gin({∪∞m=1In(m)}c) = 0 for each n ∈ N.(4.15)
Note that the drift coefficient bm,i(x, s) of the i-th component of Xm in (4.6) is given
by
bm,i(x, s) =
1
2
dµGin(xi,
m∑
k=1,k 6=i
δxk + s), x = (x1, . . . , xm).(4.16)
Set bm = (bm,i)mi=1. Let b˜
m be a quasi-continuous version of bm with respect to the
m-labeled Dirichlet space. Let c2(m, n) be constants such that 0 ≤ c2 ≤ ∞ and that
c2 = sup{
|˜bm(x, s)− b˜m(x′, s)|
|x− x′| ; (x, s), (x
′, s) ∈ H[a]n ∩ In(m)(4.17)
x 6= x′, (x, s) ∼n (x′, s)},
where (x, s) ∼n (x′, s) means x and x′ belong to the same connected component of
{y ∈ Sm ; (y, s) ∈ H[a]n}.
Proposition 4.2. There exist b˜m and {In(m)} satisfying c2(m, n) <∞ for eachm ∈ N
and n ∈ N with n = (p, q, k).
We shall prove Proposition 4.2 in Section 4.2. Note that Proposition 4.2 implies
a local Lipschitz continuity of the coefficients of the m-labeled SDE (3.13). Using
this we shall obtain the pathwise uniqueness and the existence of a strong solution of
finite-dimensional SDEs.
The ideas of the proof of Proposition 4.2 are twofolds. One is the property that
bm are in the domain of Dirichlet forms, hence we can take a quasi-continuous version
of them, which enable us to control the maximal norm with suitable cut off due to
In(m). The second is the Taylor expansion of b
m using the logarithmic interaction
potential. We note here that differential gains the integrability of coefficients at
infinity, which is a key point of the proof of Proposition 4.2. We refer to Section 11.3
for Taylor expansion, and to Section 4.2 for a specific calculation in case of the Ginibre
interacting Brownian motion.
4.2 Proof of local Lipschitz continuity of coefficients: Propo-
sition 4.2
This section proves Proposition 4.2 to complete the proof of Theorem 3.5. For sim-
plicity we prove only for m = 1. Let N be as (4.13) for m = 1. Let χn (n ∈ N) be
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the cut-off function defined on R2 × S introduced by (11.30) with m = 1. Then by
Lemma 11.5 the function χn satisfies the following.
χn(x, s) =
{
0 for (x, s) 6∈ H[a]n+1
1 for (x, s) ∈ H[a]n
, χn ∈ D[1]Gin,(4.18)
0 ≤ χn(x, s) ≤ 1, |∇xχn(x, s)|2 ≤ c17, D[χn, χn](x, s) ≤ c18.
Here c17(n) and c18(n) are positive constants independent of (x, s), and D[1]Gin is the
domain of the Dirichlet form of the 1-labeled process (X1,X1∗) given by (4.8).
We refine the result in Lemma 3.3 from Lploc(µ
[1]
Gin) (1 ≤ p < 2) to L2(χ2nµ[1]Gin).
Lemma 4.3. dGin ∈ L2(χ2nµ[1]Gin) holds and the convergence (3.8) and (3.9) takes
place in L2(χ2nµ
[1]
Gin) for each n ∈ N such that n = (p, q, k).
Proof. From [27, Lemma 72], we deduce the convergence in L2loc(µ
[1]
Gin) of the series
dGin1+ (x, s) := 2 limr→∞
∑
1≤|x−si|<r
x− si
|x− si|2 ,
dGin2+ (x, s) := −2x+ 2 lim
r→∞
∑
1≤|si|<r
x− si
|x− si|2 .
By the definition of χn, this yields the convergence in L
2(χ2nµ
[1]
Gin). Because the weight
χn cuts off the sum around x, we easily see that
dGin1− (x, s) := 2
∑
|x−si|<1
x− si
|x− si|2 ∈ L
2(χ2nµ
[1]
Gin),
dGin2− (x, s) := −2x+ 2
∑
|si|<1
x− si
|x− si|2 ∈ L
2(χ2nµ
[1]
Gin).
As dGin = dGin1+ + d
Gin
1− = d
Gin
2+ + d
Gin
2− , we conclude Lemma 4.3.
Let ϕr ∈ C∞0 (R2) be a cut-off function such that
0 ≤ ϕr(x) ≤ 1, |∇ϕr(x)| ≤ 2 for all x ∈ R2,
ϕr(x) =
{
1 for |x| ≤ r,
0 for |x| ≥ r + 1 , ϕr(x) = ϕr(|x|) for all x ∈ R
2
and set
dGinr (x, s) = −2x+ 2
∑
i
ϕr(si)
x− si
|x− si|2 .(4.19)
Let A :R2→R4 be the 2× 2 matrix-valued function defined by
A(x) = [Aij(x)]
2
i,j=1 =
(−y2 + z2 −2yz
−2yz y2 − z2
)
for x = (y, z) ∈ R2.(4.20)
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Let E be the 2 × 2 unit matrix. We write dGinr = t(dGinr,1 , dGinr,2 ) and ∂p = ∂∂xp , where
x = t(x1, x2) ∈ R2. Then a straightforward calculation shows for j, k, l ∈ {1, 2}
∂jd
Gin
r,k (x, s) = −2E + 2
∑
i
ϕr(si)
Ajk(x− si)
|x− si|4 ,(4.21)
∂j∂kd
Gin
r,l (x, s) = 2
∑
i
ϕr(si)∂j
{Akl(x− si)
|x− si|4
}
.(4.22)
Lemma 4.4. We write dGin = t(dGin1 , d
Gin
2 ). For any n ∈ N such that n = (p, q, k)
and j, k, l ∈ {1, 2}
∂jd
Gin
k = lim
r→∞
∂jd
Gin
r,k weakly in L
2(χ2nµ
[1]
Gin),(4.23)
∂j∂kd
Gin
l (x, s) = limr→∞
∑
|si|≤r
∂j
{Akl(x − si)
|x− si|4
}
for each (x, s) ∈ H[a]n.(4.24)
Here the sum converges absolutely and uniformly in H[a]n. In particular,
sup{|∂j∂kdGinl (x, s)| ; (x, s) ∈ H[a]n} <∞.(4.25)
Proof. We deduce from Lemma 3.3 and (4.19) that for each n ∈ N with n = (p, q, k)
dGin(x, s) = lim
r→∞
dGinr (x, s) in L
2(χ2nµ
[1]
Gin).(4.26)
We next prove the term 2
∑
i ϕr(si)
A(x−si)
|x−si|4 in (4.21) are bounded in L
2(χ2nµ
[1]
Gin) as
r →∞ for each n ∈ N with n = (p, q, k). Let ρ1Gin and ρ1Gin,x be one-point correlation
functions of µGin and µGin,x with respect to the Lebesgue measure, respectively. Then
ρ1Gin(x) =
1
π
, ρ2Gin,x(s) =
1
π
− 1
π
e−|x−s|
2
.(4.27)
Here ρ1Gin(x) =
1
π follows from (3.1) and (3.2), and ρ
2
Gin,x(s) =
1
π − 1π e−|x−s|
2
follows
from the formula due to Shirai-Takahashi [37] such that the determinantal kernel
KGin,x of Palm measure µGin,x is given by
KGin,x(y, z) = {KGin(y, y)KGin(z, z)− KGin(y, z)KGin(z, y)}/KGin(x, x).
We easily see there exists a constant c3 such that for all (x, s) ∈ H[a]n∣∣∣Akl(x − si)|x− si|4
∣∣∣ ≤ c3|x− si|2 .(4.28)
We set H(x, p) = {y; |x− y| ≥ 2−p}. From (4.27) and (4.28)
lim sup
r→∞
sup
|x|≤q+1
EµGin,x [〈1H(x,p)(·)ϕr(·)Akl(x− ·)|x− ·|4 , s〉](4.29)
≤ lim sup
r→∞
sup
|x|≤q+1
∣∣∣ ∫ 1H(x,p)(s)ϕr(s)Akl(x − s)|x− s|4 ρ1Gin,x(s)ds∣∣∣ <∞.
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From the inequality Var[〈f, s〉] ≤ ∫ |f |2ρ1(s)ds valid for determinantal random point
fields with Hermitian symmetric kernel and (4.27), we have
lim sup
r→∞
sup
|x|≤q+1
VarµGin,x [〈1H(x,p)(·)ϕr(·)Akl(x− ·)|x− ·|4 , s〉](4.30)
≤ lim sup
r→∞
sup
|x|≤q+1
∫ ∣∣∣1H(x,p)(s)ϕr(s)Akl(x− s)|x− s|4 ∣∣∣2ρ1Gin,x(s)ds <∞.
Here we used (4.27) and (4.28) for the second line. From (4.27), (4.29), and (4.30) we
immediately obtain
lim sup
r→∞
∫ ∣∣∣2∑
i
ϕr(si)
A(x − si)
|x− si|4
∣∣∣2χ2ndµ[1]Gin <∞.(4.31)
Then from this and (4.21) ∂jd
Gin
r,k are relatively compact in the weak topology in
L2(χ2nµ
[1]
Gin) for all n ∈ N with n = (p, q, k). This and Lemma 4.3 yield (4.23).
By a straightforward calculation we easily see for (x, s) ∈ H[a]n
∂j
{Akl(x− si)
|x− si|4
} ≤ c4|x− si|3 .(4.32)
with constant c4 depending only on p of n = (p, q, k). Then we have for (x, s) ∈ H[a]n
∑
i
1
|x− si|3 =
∑
|si|<q+1
1
|x− si|3 +
∞∑
r=q+2
∑
r−1≤|si|<r
1
|x− si|3
(4.33)
≤23ps(Sq+1) +
∞∑
r=q+2
∑
r−1≤|si|<r
1
(1 + |si|)3 (by |x− si| ≥ 2
−p, |x| ≤ q)
≤23ps(Sq+1) +
∞∑
r=q+2
s(Sr)− s(Sr−1)
(1 + r − 1)3
=23ps(Sq+1) + lim
R→∞
{ s(SR)
R3
+
R∑
r=q+2
s(Sr−1)
{ 1
(r − 1)3 −
1
r3
}}
≤23pak(q+ 1) + lim
R→∞
{ak(R)
R3
+
R∑
r=q+2
ak(r − 1)
{ 1
(r − 1)3 −
1
r3
}}
.
Because ak(r) = kr
2, the sum in (4.33) converges in H[a]n uniformly. Hence we obtain
(4.24) and (4.25) from this and (4.32).
Recall that σ(x, s) = E and b(x, s) = 12d
Gin(x, s). Let D[1]Gin be the domain of the
1-labeled Dirichlet form of the Ginibre IBM.
Lemma 4.5. χnd
Gin, χn∂jd
Gin, χn∂j∂kd
Gin ∈ D[1]Gin (j, k ∈ {1, 2}) for all n ∈ N with
n = (p, q, k).
Proof. We only prove χnd
Gin ∈ D[1]Gin because the other cases can be proved in a
similar fashion. We set D[f ] = D[f, f ]. By definition,
Eµ[1]Gin(χndGin, χndGin) =
∫
S×S
1
2
|∇x(χndGin)|2 + D[χndGin]dµ[1]Gin.
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From (4.18), Lemma 4.3, and Lemma 4.4, we deduce that∫
S×S
|∇x(χndGin)|2dµ[1]Gin ≤ 2
∫
H[a]n+1
{χ2n|∇xdGin|2 + |∇xχn|2|dGin|2}dµ[1]Gin <∞.
From (4.18), we similarly deduce that∫
S×S
D[χnd
Gin]dµ
[1]
Gin ≤ 2
∫
S×S
{
χ2nD[d
Gin] + D[χn] |dGin|2
}
dµ
[1]
Gin
≤ 2
∫
H[a]n+1
{
D[dGin] + c218|dGin|2
}
dµ
[1]
Gin
≤ 2
∫
H[a]n+1
{
c5
(∑
i
1
|x− si|4
)
+ c218|dGin|2
}
dµ
[1]
Gin < ∞.
Here c5 is a finite, positive constant. The finiteness of the integral in the last inequality
follows from the translation invariance of µGin and Lemma 4.3.
Combining these, we obtain Eµ[1]Gin(χndGin, χndGin) < ∞. We proved χndGin ∈
L2(µ
[1]
Gin) in Lemma 4.3. Hence, we see χnd
Gin ∈ D[1]Gin. This completes the proof.
Proof of Proposition 4.2. For simplicity we prove the case m = 1; The general case
follows from the same argument. By (4.25) we have a finite constant c6(n) such that
c6 = sup{|∂j∂kdGinl (x, s)| ; (x, s) ∈ H[a]n, j, k, l ∈ {1, 2}} <∞.(4.34)
We denote by f˜ a quasi-continuous version of f ∈ D[1]Gin. From Lemma 4.5 and
(4.9) we take versions being commutative with ∂j such that
∂˜kdGinl (x, s) = ∂kd˜
Gin
l (x, s),
˜∂j∂kdGinl (x, s) = ∂j∂kd˜
Gin
l(x, s) <∞.(4.35)
Let {In(m)}∞m=1 be an increasing sequence of closed sets such that d˜Ginl , ∂˜kdGinl , and
˜∂j∂kdGinl are continuous on In(m) for each m and that
Capµ
[m]
Gin({∪∞m=1In(m)}c) = 0.
Note that H[a]n is a compact set by n = (p, q, k) and that In(m) is a closed set. Hence
H[a]n ∩ In(m) is compact. Because d˜Ginl and ∂˜kdGinl are continuous on H[a]n ∩ In(m),
these are bounded on H[a]n ∩ In(m). Hence let c7(n,m) be the constant such that
c7 = sup
{|d˜Ginl (ξ, s)|, |∂kd˜Ginl (ξ, s)| ; (ξ, s) ∈ H[a]n ∩ In(m), k, l ∈ {1, 2}} <∞.
We set
[
H[a]n ∩ In(m)
]
= {s ∈ S; (H[a]n ∩ In(m)) ∩ (S × {s})} 6= ∅}. By definition[
H[a]n ∩ In(m)
]
is the image of H[a]n ∩ In(m) by the projection (x, s) 7→ s. Let
s ∈ [H[a]n ∩ In(m)].(4.36)
Let (ξ, s), (x, s) ∈ H[a]n be such that (ξ, s) ∼n (x, s) and that (ξ, s) ∈ In(m). We denote
by [ξ, x] ⊂ S the segment connecting ξ and x. Then there exist points {x1, . . . , xk}
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and a constant c8(n) depending only on n = (p, q, k) and s such that x1 = ξ and
xk = x,
[xj , xj+1]× {s} ⊂ H[a]n for all 1 ≤ j < k,(4.37)
k−1∑
j=1
|xj − xj+1| ≤ c8|ξ − x|.(4.38)
Using (4.35) and Taylor expansion we deduce that for each 1 ≤ j < k
∂kd˜Ginl (xj+1, s)− ∂kd˜Ginl (xj , s)(4.39)
=
∫ 1
0
2∑
p=1
(xj+1,p − xj,p)∂p∂kd˜Ginl (t(xj+1 − xj) + xj , s)dt.
Here we set xj = (xj,1, xj,2) ∈ R2. Taking the sum of both sides of (4.39) and recalling
xk = x and x1 = ξ we see
∂kd˜Ginl (x, s)− ∂kd˜Ginl (ξ, s) =
k−1∑
j=1
∫ 1
0
2∑
p=1
(xj+1,p − xj,p)∂p∂kd˜Ginl (t(xj+1 − xj) + xj , s)dt.
This together with (4.37) and (4.38) yields
|∂kd˜Ginl (x, s) − ∂kd˜Ginl (ξ, s)|(4.40)
≤
k−1∑
j=1
∫ 1
0
|
2∑
p=1
(xj+1,p − xj,p)∂p∂kd˜Ginl (t(xj+1 − xj) + xj , s)|dt
≤ c6c8|x− ξ|.
Hence for each s satisfying (4.36), ∂kd˜Ginl (x, s) is bounded in x with bound
|∂kd˜Ginl (x, s)| ≤ |∂kd˜Ginl (ξ, s)|+ c6c8|x− ξ| ≤ c7 + c6c82(k+ 1).(4.41)
The bound c9 := c7 + c6c82(k+ 1) depends only on m, n satisfying (4.36). Then
sup{|∂kd˜Ginl (x, s)| ; (x, s) ∈ H[a]n, s ∈
[
H[a]n ∩ In(m)
]} ≤ c9.(4.42)
From (4.40) and (4.42) we deduce the Lipschitz continuity of ∂kd˜Ginl (x, s) in x on
H[a]n for each fixed s satisfying (4.36) with Lipschitz constant bounded by c6c8.
Using (4.35) and Taylor expansion again we deduce that for each 1 ≤ j < k
d˜Ginl (xj+1, s)− d˜Ginl (xj , s) =
∫ 1
0
2∑
p=1
(xj+1,p − xj,p)∂pd˜Ginl (t(xj+1 − xj) + xj , s)dt.
Then we can show in a similar fashion as (4.40) for each s satisfying (4.36)
|d˜Ginl (x, s)− d˜Ginl (ξ, s)| ≤c9c8|x− ξ|.(4.43)
Note that (4.43) holds for all (x, s), (ξ, s) ∈ H[a]n with s satisfying (4.36) and that the
constant c9c8 depends only on m, n. Hence we deduce c2(m, n) <∞.
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4.3 A unique strong solution of SDEs with random environ-
ment.
Let (X,B) be a solution of (1.7) starting at s = l(s) defined on (Ω,F ,Ps, {Ft})
obtained in Lemma 3.4. We denote by Bm the first m-component of the Brownian
motion B = (Bi)∞i=1 in Lemma 3.4. For X = (X
i)∞i=1, we set X
m∗ = (X i)∞i=m+1. Let
P˜m = Ps ◦ (Bm,Xm∗)−1.(4.44)
Let W0(R2m) = {w ∈ W (R2m) ;w0 = 0} and set
Cm = B(W0(R2m)×W (R2N))P˜
m
.(4.45)
Let Bt(W0(R2m) ×W (R2N)) = σ[(vs,ws); 0 ≤ s ≤ t]. Here (v,w) ∈ W0(R2m) ×
W (R2N). We set
Cmt = Bt(W0(R2m)×W (R2N))
P˜m
.(4.46)
Let Bmt be the σ-field on W (R2m) such that Bmt = σ[ws; 0 ≤ s ≤ t]. For l(s) =
(li(s))
∞
i=1 we set l
m(s) = (l1(s), . . . , lm(s)). We also set s = l(s) and s
m = lm(s). We
state the definition of strong solution.
Definition 4.1 (strong solution for (X,B) starting at lm(s)). Ym is called a strong
solution of (3.13)–(3.15) for (X,B) defined on (Ω,F ,Ps, {Ft}) if (Ym,Bm,Xm∗) sat-
isfies (3.13)–(3.15) and there exists a Cm-measurable function
Fms :W0(R
2m)×W (R2N)→W (R2m)(4.47)
such that Fms is Cmt /Bmt -measurable for each t, and Fms satisfies
Ym = Fms (B
m,Xm∗) Ps-a.s.(4.48)
Remark 4.1. Our definition of strong solution is different from that of Definition
1.6 in [10, 163 p] with the following points: We consider solutions starting at a point
l
m(s) only. The main difference is that the {Ft}-Brownian motion B and the process
Xm∗ are a priori given and fixed. Hence the solution Ym is a function of not only
B but also Xm∗. This means, if we put an arbitrary {Ft}-Brownian motion B′ into
Fms as F
m
s (B
′,Xm∗), then Fms (B
′,Xm∗) is not necessary a solution. We call Xm∗ an
environment processes. We note that there are no environment process in the frame
work of Definition 1.6 in [10, 163 p]. We shall take the limit m→∞, and prove that
the effect of Xm∗ will be vanished in the limit. As a result, the limit ISDE becomes
conventional. Vanishing the effect of Xm∗ as m→∞ is a key of our argument. This
will be done by the second main theorem (Theorem 7.1).
Definition 4.2 (a unique strong solution for (X,B) starting at lm(s)). The SDE
(3.13)–(3.15) is said to have a unique strong solution for (X,B) defined on (Ω,F ,Ps, {Ft})
if there exists a function Fms satisfying the conditions in Definition 4.1 and, for any
solution (Yˆm,Bm,Xm∗) of (3.13)–(3.15) defined on (Ω,F ,Ps, {Ft}),
Yˆm = Fms (B
m,Xm∗) for Ps-a.s.(4.49)
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A function Fms in Definition 4.1 is also called a strong solution starting at l
m(s).
SDE (3.13)–(3.15) is said to have a unique strong solution Fms on l
m(H) defined on
(Ω,F ,Ps, {Ft}) if Fms satisfies the condition in Definition 4.2. We note that the
function Fms is unique for P˜
m-a.s. in this case.
Lemma 4.6. Let (X,B) be a weak solution of (1.7) defined on (Ω,F , {Ps}, {Ft})
starting at l(s) obtained by Lemma 3.4.
(1) For each m ∈ N, the SDE (3.13)–(3.15) has a pathwise unique, weak solution
starting at lm(s) for µ-a.s. s in the sense that arbitrary solutions (Ym,Bm,Xm∗) and
(Yˆm,Bm,Xm∗) of (3.13)–(3.15) defined on (Ω,F ,Ps, {Ft}) satisfy
Ps(Y
m = Yˆm) = 1.(4.50)
In particular, (Ym,Bm,Xm∗) coincides with (Xm,Bm,Xm∗).
(2) Let (Zm, Bˆm, Xˆm∗) and (Zˆm, Bˆm, Xˆm∗) be weak solutions of the SDE (3.13)–(3.15)
defined on a filtered space (Ω′,F ′, P ′, {F ′t}) starting at sm for µ ◦ l−1-a.s. s satisfying
Zm0 = Zˆ
m
0 a.s. and
(Zˆm, Bˆm, Xˆm∗) law= (Xm,Bm,Xm∗).(4.51)
Then it holds that
Ps(Z
m = Zˆm) = 1.(4.52)
(3) Assume the same assumptions as (2) except that the filtrations of (Zm, Bˆm, Xˆm∗)
and (Zˆm, Bˆm, Xˆm∗), {F ′t} and {F ′′t } say, are different (but on the same probability
space (Ω′,F ′, P ′)). Then (4.52) holds.
Proof. Recall that (Xm,Bm,Xm∗) is a solution. So it is enough for (1) to prove (4.50)
for Yˆm = Xm.
Let m ∈ N be fixed. Let In(m) be as Proposition 4.2. For (u, v) ∈W (R2m× S) we
denote by ςm,n = ςm,n(u, v) the first exit time from H[a]
◦
n ∩ In(m) defined as
ςm,n(u, v) = inf{t > 0 ; (u, v)t 6∈ H[a]◦n ∩ In(m)}.
Here H[a]◦n is a subset of H[a]n = H[a]p,q,k such that H[a]
◦
n is the open kernel in x for
fixed s defined as
H[a]◦n =
{
(x, s) ∈ S[m]s.i. ; x ∈ Sm,◦q , s ∈ K[a+k ](4.53)
inf
j 6=k
|xj − xk| > 2−p, inf
l,i
|xl − si| > 2−p
}
.
Here Sm,◦q is the interior of S
m
q . We see {ςm,n}m∈N is non-decreasing in m ∈ N for
each n ∈ N. Let ςn = limm→∞ ςm,n. Then {ςn}n∈N is non-decreasing in n ∈ N with the
order defined by (4.14).
From Proposition 4.2, the coefficients b˜m of the SDE (3.13) are Lipschitz contin-
uous in x uniformly on H[a]n ∩ In(m). Hence the SDE (3.13)–(3.15) has a pathwise
unique solution until (Ym,Xm∗) or (Xm,Xm∗) exit from H[a]n ∩ In(m).
Let τ = τ(m, n) := min{ςm,n(Ym,Xm∗), ςm,n(Xm,Xm∗)}. If τ > 0, then we see
(Ymt ,B
m
t ,X
m∗
t ) = (X
m
t ,B
m
t ,X
m∗
t ).(4.54)
29
for all t ≤ τ := min{ςm,n(Ym,Xm∗), ςm,n(Xm,Xm∗)}. Indeed, from (4.16) and (4.17)
|Ymt∧τ −Xmt∧τ | =
∣∣ ∫ t∧τ
0
bm(Ymu ,B
m
u ,X
m∗
u )− bm(Xmu ,Bmu ,Xm∗u )du
∣∣(4.55)
≤√mc2
∫ t∧τ
0
|Ymu −Xmu |du.
We easily deduce (4.54) from (4.55). The coincidence (4.54) implies that
ςm,n(Y
m,Xm∗) = ςm,n(Xm,Xm∗).(4.56)
If ςm,n(X
m,Xm∗) > 0, then ςm,n(Ym,Xm∗) > 0. Indeed, the starting point sm is in an
interior of (time-dependent) open set in R2m and the open set is controlled by Xm∗.
So the continuous process Ym takes positive time to exit from this.
The exit times of (Xm,Xm∗) from H[a] and ∩n∈N ∪∞m=1 In(m) are both infinite by
(4.9) and (4.15). Recall that H[a]n is increasing in n ∈ N and that In(m) is increasing
in m ∈ N for each n ∈ N. This means ςm,n(Xm,Xm∗) converge to infinity as
lim
n→∞
lim
m→∞
ςm,n(X
m,Xm∗) =∞.(4.57)
Hence, the equality in (4.54) holds for all 0 ≤ t <∞. We thus see that the SDE (3.13)–
(3.15) has a pathwise unique weak solution, that coincides with (Xm,Bm,Xm∗).
In the argument above, we do not use any specific property of filtering. So we can
prove (2) and (3) similarly.
The pathwise uniqueness proved in Lemma 4.6 (3) is called the pathwise unique-
ness in the strict sense in [10, Remark 1.3, 162p].
Using the notion of a unique strong solution in Definition 4.2 we shall prove
Theorem 3.5. We have the following.
Lemma 4.7. Let (X,B) be a solution of (1.7) defined on (Ω,F , {Ps}, {Ft}) starting
at l(s) obtained by Lemma 3.4.
(1) For all m ∈ N, the SDE (3.13)–(3.15) has a unique strong solution Fms for (X,B)
defined on (Ω,F ,Ps, {Ft}) for µ-a.s. s, where s = l(s).
(2) For µ-a.s. s
Fms (B
m,Xm∗) = Xm under Ps.(4.58)
Proof. In Yamada–Watanabe theory the existence of weak solutions and the path-
wise uniqueness imply that the SDE (3.13)–(3.15) has a unique strong solution (see
Theorem 1.1 in [10, 163p]). We modify it to prove (1). Indeed, we shall prove (1)
in Proposition 11.3 as a special case of the general result. The appearance of new
randomness X∗ requires a substantial modification of the theory.
We proceed with the proof of (2). From (1), the SDE (3.13)–(3.15) has a unique
strong solution Fms . Because (X
m,Bm,Xm∗) under Ps is a weak solution, (2) follows
from (1).
4.4 Completion of proof of Theorem 3.5.
Lemma 4.8. For all r, T ∈ N, we have PµGin(mr,T (lpath(X)) <∞) = 1.
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Proof. Let R(t) = ∫∞
t
(1/
√
2π)e−|x|
2/2dx be a (scaled) complementary error function.
Let ρ1Gin(x) = 1/π be the one-point correlation function of µGin. Then∫
R2
R( |x| − r
T
)ρ1Gin(x)dx <∞ for each r, T ∈ N.(4.59)
We write lpath(X) = X = (X
i)i∈N. Let 1 ≤ i ≤ m. Then applying the Lyons–
Zheng decomposition to the coordinate function xi, we have for each 0 ≤ t ≤ T ,
X it −X i0 =
1
2
Bit +
1
2
Bˆit for P
m
µ
[m]
Gin
-a.s.,(4.60)
where Bˆi is the time reversal of Bi on [0, T ] such that
Bˆit = B
i
T−t(rT )−BiT (rT ).
Here we set rT :C([0, T ];S
m × S)→C([0, T ];Sm × S) such that rT (w)(t) = w(T − t).
We set X0 = s. Because of the coupling in Lemma 9.3 we see
∞∑
i=1
PµGin({ inf
t∈[0,T ]
|X it | ≤ r}) =
∫
S×S
µ
[1]
Gin(dxds)P
[1]
(x,s)({ inft∈[0,T ] |X
1
t | ≤ r})
=P[1]µGin({ inft∈[0,T ] |X
1
t | ≤ r}).
Then we have, taking x = X10 ,
P[1]µGin({ inft∈[0,T ] |X
1
t | ≤ r}) ≤ P[1]µGin({ sup
t∈[0,T ]
|X1t − x| ≥ |x| − r})
≤P[1]µGin({ sup
t∈[0,T ]
|B1t | ≥ |x| − r}) + P[1]µGin({ sup
t∈[0,T ]
| Bˆ1t | ≥ |x| − r}) by (4.60)
=2P[1]µGin({ sup
t∈[0,T ]
|B1t | ≥ |x| − r})
≤2
∫
S
R( |x| − r
c10T
)µ
[1]
Gin(dxds) by the martingale inequality
=2
∫
R2
R( |x| − r
c10T
)ρ1Gin(x)dx < ∞ by (4.59),
where c10 is a positive constant. Hence from this and Borel–Cantelli’s lemma we have
for each r ∈ N
PµGin(lim sup
i→∞
{ inf
t∈[0,T ]
|X it | ≤ r}) = 0.
Because
PµGin(mr,T (lpath(X)) <∞) = 1− PµGin(lim sup
i→∞
{ inf
t∈[0,T ]
|X it | ≤ r}),
we obtain (NBJ).
A continuous process (X,B) under a probability P is called an IFC solution if
it is a weak solution satisfying the IFC condition (see Definition 6.2). In addition
to the IFC condition, the following triad is the key assumptions in the argument in
Section 5–Section 7.
(NBJ) P (
⋂∞
r=1{mr,T (lpath(X)) <∞}) = 1 for all T ∈ N.
(AC) P ◦ X−1t ≺ µ for all 0 < t <∞.
(TT) T (S) is µ-trivial.
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Lemma 4.9. (X,B) under PGins is an IFC solution of ISDEs (1.6) and (1.7) starting
at s satisfying (NBJ), (AC) and (TT) for µGin.
Proof. By Lemma 3.2 and Lemma 3.4 we see (X,B) under PGins is a weak solution.
By Lemma 4.7 (X,B) under PGins satisfies the IFC condition. Hence (X,B) under
PGins is an IFC solution. The condition (NBJ) follows from Lemma 4.8. (AC) is
obvious because PGins is µGin-symmetric. (TT) follows from the general fact such
that determinantal point processes are tail trivial [3, 20, 30]. We have thus completed
the proof.
We set wm∗ = (wi)∞i=m+1 for w = (w
i)∞i=1 ∈W (R2N). Let
Tpath(R2N) =
∞⋂
m=1
σ[wm∗], T {1}path(R2N;P ) = {A ∈ Tpath(R2N) ; P (A) = 1}.
Here P is a probability measure on W (R2N). Let
PGins = PµGin(·|l(X0) = s)(4.61)
P˜Gins,b (·) = PµGin(lpath(X) ∈ · |l(X0) = s,B(X) = b)).(4.62)
Let P∞Br denote the distribution of the W0(R
2N)-valued standard Brownian motion.
We make assumptions on PGins , which essentially depend on the distributions P˜
Gin
s,b :
(Tpath1) Tpath(R2N) is P˜Gins,b -trivial for P∞Br -a.s. b.
(Tpath2) T {1}path(R2N; P˜Gins,b ) is independent of the distribution P˜Gins,b for P∞Br -a.s. b if
(X,B) under PGins is an IFC solution satisfying (Tpath1).
In the next lemma, we shall prove triviality of the tail σ-field Tpath(R2N) of the labeled
path space under the distribution of the weak solution, which is the most hard part
of the proof. We shall use the second tail theorem (Theorem 7.1) to resolve this.
Lemma 4.10. (X,B) under PGins satisfies (Tpath1) and (Tpath2) hold for µGin ◦ l−1-
a.s. s.
Proof. By Lemma 3.2 and Lemma 4.9 (X,B) under PGins fulfills the assumptions of
Theorem 7.1 (the second tail theorem). The Lemma 4.10 follows from Theorem 7.1.
We have arrived at the final stage of the proof of Theorem 3.5. We shall use
Theorem 6.1 (First tail theorem) to complete the proof.
Poof of Theorem 3.5. By Lemma 4.9 (X,B) under PGins is an IFC solution of (1.7)
starting at s = l(s). By Lemma 4.10 it satisfies (Tpath1) and (Tpath2). Hence by the
first tail theorem (Theorem 6.1) we obtain (3). (1) and (2) follows from (3) and the
coincidence of the logarithmic derivatives given by Lemma 3.3. (4) follows from the
coincidence of the logarithmic derivatives and Corollary 6.2.
5 The main general theorems: Theorem 5.1–Theorem 5.3.
5.1 ISDE
Let X = (X i)i∈N be a SN-valued continuous process. We write X = {Xt}t∈[0,∞)
and X i = {X it}t∈[0,∞). For X and i ∈ N, we define the unlabeled processes X =
{Xt}t∈[0,∞) and Xi♦ = {Xi♦t }t∈[0,∞) as Xt =
∑
i∈N δXit and X
i♦
t =
∑
j∈N, j 6=i δXjt .
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Let H and Ssde be Borel subsets of S such that
H ⊂ Ssde ⊂ Ss.i.
⋂
{s ; s(∂S) = 0}.(5.1)
Let u[1] be as in (2.5). Define Ssde ⊂ SN and S[1]sde ⊂ S × S by
Ssde = u
−1(Ssde), S
[1]
sde = u
−1
[1] (Ssde).(5.2)
Let σ : S
[1]
sde → Rd
2
and b : S
[1]
sde → Rd be Borel measurable functions, where d is
the dimension of the Euclidean space Rd that includes S. In infinite dimensions, it
is natural to consider coefficients σ and b defined only on a suitable subset S
[1]
sde of
S × S. We consider an ISDE of X = (X i)i∈N on l(H) with state space Ssde such that
dX it = σ(X
i
t ,X
i♦
t )dB
i
t + b(X
i
t ,X
i♦
t )dt (i ∈ N),(5.3)
X ∈ W (Ssde),(5.4)
X0 = l(s) ∈ l(H).(5.5)
Here B = (Bi)i∈N is a RdN-valued Brownian motion; that is, {Bi}i∈N are independent
copies of a d-dimensional Brownian motion starting at the origin.
Remark 5.1. Note that l(H) ⊂ u−1(H) and that u−1(H) is much larger than l(H).
For example, if we take l(s) = (si) as |si| ≤ |si+1| for all i ∈ N, then Xt will soon exit
from l(H). This is why we take Ssde = u
−1(Ssde) in (5.2) rather than Ssde = l(Ssde).
From (5.4) the process X moves in the set Ssde where the coefficients σ and b are
well defined. Moreover, each tagged particle X i of X = (X i)i∈N never explodes . By
(5.4), Xt ∈ Ssde for all t ≥ 0, and in particular the initial starting point s in (5.5) is
supposed to satisfy s ∈ l(H) ⊂ Ssde and equivalently u(s) ∈ H ⊂ Ssde.
By (5.1), H is a subset of Ssde. We shall take H in such a way that (5.3)–(5.5) has
a solution for each s ∈ l(H). To detect a sufficiently large subset H, where (5.3)–(5.4)
hold for all s ∈ l(H), is an important step to solve the ISDE.
The meaning of H to be large is however a problem at this stage because there is
no natural measure on the infinite product space SN. In practice, we equip S with a
random point field µ such that µ(H) = µ(Ssde) = µ(S) = 1. We thus realize H as a
support of µ. We shall later assume (9.1) to relate µ with (5.3) in such a way that
the unlabeled dynamics X of the solution X is µ-reversible. In this sense the random
point field µ is associated with ISDE (5.3).
We remark that we can extend l(H) in (5.5) to u−1(H) by retaking other labels l.
Because the coefficients of ISDE (5.3) have symmetry, this causes no problems.
Essentially, following [10, Chapter IV] in finite dimension, we present a set of
notions related to solutions of ISDE. In Definitions 5.1–5.8, (Ω,F , P, {Ft}) is a general
probability space, not necessarily the same as one in Section 4.
Definition 5.1 (weak solution). By a weak solution of ISDE (5.3)–(5.4), we mean a
SN×RdN-valued stochastic processes (X,B) defined on a probability space (Ω,F , P )
with a reference family {Ft}t≥0 such that
(i) X = (X i)∞i=1 is a Ssde-valued continuous process. Furthermore, X is adapted to
{Ft}t≥0, that is, Xt is Ft/Bt-measurable for each 0 ≤ t <∞, where
Bt = σ[ws; 0 ≤ s ≤ t, w ∈W (SN)].(5.6)
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(ii) B = (Bi)∞i=1 is an R
dN-valued {Ft}-Brownian motion with B0 = 0,
(iii) the family of measurable {Ft}t≥0-adapted processes Φ and Ψ defined by
Φi(t, ω) = σ(X it (ω),X
i♦
t (ω)), Ψ
i(t, ω) = b(X it(ω),X
i♦
t (ω))(5.7)
belong to L2 and L1, respectively. Here Lp is the set of all measurable {Ft}t≥0-
adapted processes α such that E[
∫ T
0 |α(t, ω)|pdt] <∞ for all T . Here we can and do
take a predictable version of Φi and Ψi (see pp 45-46 in [10]).
(iv) with probability one, the process (X,B) satisfies for all t
X it −X i0 =
∫ t
0
σ(X iu,X
i♦
u )dB
i
u +
∫ t
0
b(X iu,X
i♦
u )du (i ∈ N).(5.8)
Definition 5.2 (weak solution on A). We say the ISDE (5.3)–(5.4) has a weak
solution on a Borel set A if it has a weak solution for arbitrary initial distribution ν
such that ν(A) = 1.
We say X is a weak solution if the accompanied Brownian motion B is obvious or
not important. A solution X staring at x means X is a solution such that X0 = x
a.s.
Remark 5.2. In [10, Chap. IV], the state space and the set of the initial starting
points of SDEs are the same and taken to be Rd. In the present paper, the set of the
initial starting points is l(H). l(H) is a subset of Ssde. So we introduced the notion
“weak solution on A” in Definition 5.2.
Definition 5.3 (uniqueness in law). We say that the uniqueness in law of weak
solutions on l(H) for (5.3)–(5.4) holds if whenever X and X′ are two weak solutions
whose initial distributions coincide, then the laws of the processes X and X′ on the
space W (SN) coincide. If this uniqueness holds for an initial distribution δs, then we
say the uniqueness in law of weak solutions for (5.3)–(5.4) starting at s holds.
Remark 5.3. For each s ∈ l(H) take δs as the initial law of the ISDE (5.3)–(5.4).
Then the uniqueness in Definition 5.3 is equivalent to the uniqueness of the law of
weak solutions starting at each s ∈ l(H). We refer to Remark 1.2 in [10, 162 p] for
the corresponding result for finite-dimensional SDEs.
Definition 5.4 (pathwise uniqueness). We say that the pathwise uniqueness of weak
solutions for (5.3)–(5.4) on l(H) holds if wheneverX andX′ are two weak solutions de-
fined on the same probability space (Ω,F , P ) with the same reference family {Ft}t≥0
and the same RdN-valued {Ft}-Brownian motion B such that X0 = X′0 ∈ l(H) a.s.,
then
P (Xt = X
′
t for all t ≥ 0) = 1.(5.9)
Definition 5.5 (pathwise uniqueness of weak solutions starting at s). We say that
the pathwise uniqueness of weak solutions starting at s of (5.3)–(5.4) holds if the
condition of Definition 5.4 holds for X0 = X
′
0 = s a.s.
We now state the definition of strong solution, which is analogous to Definition
1.6 in [10, 163 p]. Let P∞Br be the distribution of a R
dN-valued Brownian motion B
with B0 = 0. Let W0(RdN) = {w ∈ W (RdN) ;w0 = 0}. Clearly, P∞Br (W0(RdN)) = 1.
Let Bt be as (5.6). Let Bt(P∞Br ) be the completion of σ[ws; 0 ≤ s ≤ t, w ∈
W0(RdN)] with respect to P∞Br . Let B(P∞Br) be the completion of B(W0(RdN)) with
respect to P∞Br .
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Definition 5.6 (a strong solution starting at s). A weak solution X of (5.3)–(5.4)
with an RdN-valued {Ft}-Brownian motion B is called a strong solution starting
at s defined on (Ω,F , Ps, {Ft}) if X0 = s a.s. and if there exists a function Fs :
W0(RdN) → W (SN) such that Fs is B(P∞Br)/B(W (SN))-measurable, and that Fs is
Bt(P∞Br )/Bt-measurable for each t, and that Fs satisfies
X = Fs(B) a.s.(5.10)
Also we call Fs itself a strong solution starting at s.
Definition 5.7 (a unique strong solution starting at s). We say (5.3)–(5.4) has a
unique strong solution starting at s if (5.3)–(5.4) has a strong solution Fs starting at
s such that, for any weak solution (Xˆ, Bˆ) of (5.3)–(5.4) starting at s, it holds that
Xˆ = Fs(Bˆ) a.s.(5.11)
and if, for any RdN-valued {Ft}-Brownian motion defined on (Ω,F , Ps, {Ft}) with
B0 = 0, the continuous process Fs(B) is a strong solution on of (5.3)–(5.4) starting
at s. Also we call Fs a unique strong solution starting at s.
We next present a variant of the notion of a unique strong solution.
Definition 5.8 (a unique strong solution under constrain). For a condition (•), we
say (5.3)–(5.4) has a unique strong solution starting at s under the constrain (•) if
(5.3)–(5.4) has a strong solution Fs starting at s satisfying (•) such that for any weak
solution (Xˆ, Bˆ) of (5.3)–(5.4) starting at s satisfying (•), it holds that
Xˆ = Fs(Bˆ) a.s.(5.12)
and if for any RdN-valued {Ft}-Brownian motion defined on (Ω,F , Ps, {Ft}) with
B0 = 0 the continuous process Fs(B) is a solution of (5.3)–(5.4) starting at s satisfying
(•). Also we call Fs a unique strong solution starting at s under the constrain (•).
Remark 5.4. (1) The meaning of strong solutions are similar to the conventional
situation in [10, pp 159–167]. The difference is that we consider solutions starting at
a point s. In [10], initial distributions are taken over all probability measures on the
state space.
(2) Similarly as Definition 5.8 we can introduce the notions of constrained versions of
uniqueness in Definitions 5.3–5.5.
5.2 Main Theorem I (Theorem 5.1): µ with trivial tail.
Let (X,B) be a continuous process defined on a filtered space (Ω,F , P, {Ft}). Here
Ω is not necessaryW (S). We introduce (IFC) condition for P and (X,B). This con-
dition guarantees the existence of a unique strong solution of each finite-dimensional
SDE of IFC.
For X = (X i)i∈N we set Xm∗t =
∑∞
i=m+1 δXit as before. Define
σmX : [0,∞)× Sm→Rd
2
and bmX : [0,∞)× Sm→Rd
such that, for (u,v) ∈ Sm and v =∑m−1i=1 δvi ∈ S, where v = (v1, . . . , vm−1) ∈ Sm−1,
σmX (t, (u,v)) = σ(u, v + X
m∗
t ), b
m
X (t, (u,v)) = b(u, v + X
m∗
t ).(5.13)
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We write l(s) = (si)i∈N and s∗m =
∑∞
i=m+1 δsi . Recall X0 = l(s). We then have
Xm∗0 = s
∗
m by construction. We remark that coefficients σ
m
X and b
m
X depend on both
unlabeled path Xm∗ and the label l although we suppress l from the notation. Let
Smsde(t,w) be the same as (3.12) with the replacement of R
2 by S, that is,
Smsde(t,w) = {s = (s1, . . . , sm) ∈ Sm ; u(s) + wm∗t ∈ Ssde},
where wm∗t =
∑∞
i=m+1 δwit for wt =
∑∞
i=1 δwit . By definition, S
m
sde(t,w) is a subset of
Sm depending on wm∗t . Let
Ym = (Y m,i)mi=1, Y
m,i♦ = (Y m,j)mj 6=i, Y
m,i♦
t =
m∑
j 6=i
δYm,jt
.
We introduce the SDE with random environment X describing Ym given by
dY m,it = σ
m
X (t, (Y
m,i
t ,Y
m,i♦
t ))dB
i
t + b
m
X (t, (Y
m,i
t ,Y
m,i♦
t ))dt,(5.14)
Ymt ∈ Smsde(t,X) for all t,(5.15)
Ym0 = s
m, where sm = (s1, . . . , sm) for s = (si) ∈ SN.(5.16)
We define the notion of strong solutions and a unique strong solution of (5.14)–(5.16)
similarly as Definition 4.1 and Definition 4.2 with replacement of R2 by S. We recall
that these two notions are different from those of the infinite-dimensional counter
parts, because the SDE (5.14)–(5.16) is of random environment type.
We introduce the IFC condition of (X,B) defined on (Ω,F , P, {Ft}) as follows.
We set Xm∗ = (X i)∞i=m+1 as before.
(IFC) The SDE (5.14)–(5.16) has a unique strong solution Fms (B
m,Xm∗) for (X,B)
defined on (Ω,F , Ps, {Ft}) for P ◦X−10 -a.s. s for all m ∈ N.
The SDE (5.14)–(5.16) is time inhomogeneous and the state space of the solution
Ym given by (5.15) also depends on time t through Xm∗t . Because the SDE (5.14)
is finite-dimensional, one can apply the classical theory of SDEs directly. A feasible
sufficient condition of (IFC) is given in Section 11.
Definition 5.9 (IFC solutions). (X,B) under P is called an IFC solution of (5.3)–
(5.4) if it is a weak solution satisfying the IFC condition.
We remark that a continuous process (X,B) satisfying (IFC) is not necessary an
IFC solution. See Definition 6.3.
Let T (S) be the tail σ-field of S defined as (1.16). LetX = (X i)i∈N be a continuous
process defined on (Ω,F , P, {Ft}) and X be the associated unlabeled process such that
Xt =
∑
i δXit . Let mr,T :W (S
N)→N ∪ {∞} be similarly as (3.18) such that
mr,T (w) = inf{m ∈ N ; min
t∈[0,T ]
|wnt | > r for all n ∈ N such that n > m}.(5.17)
We make assumptions of µ and dynamics X under P .
(TT) The tail σ-field T (S) is µ-trivial.
(AC) P ◦ X−1t ≺ µ for all 0 < t <∞.
(NBJ) P (mr,T (X) <∞) = 1 for each r, T ∈ N.
In Section 7, we deduce the triviality of Tpath(SN) from that of T (S) through
the tail σ-field Tpath(S) of the unlabeled path space under these assumptions. We
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shall introduce a scheme from the tail σ-field on S to the tail σ-field on W (SN). The
assumption (NBJ) is crucial for the passage from the unlabeled dynamics X to the
labeled dynamics X.
It is known that all determinantal random point fields on continuous spaces are
tail trivial [3, 20, 30]. These results are a generalization of that of determinantal
random point fields on discrete spaces [1, 37, 19].
Theorem 5.1. Assume (TT) for µ. Assume that (5.3)–(5.4) has an IFC solution
(X,B) under P satisfying (NBJ) and (AC) for µ. Then (5.3)–(5.4) has a unique
strong solution Fs starting at P ◦X−10 -a.s. s under the constrains of (IFC), (NBJ),
and (AC) for µ.
Corollary 5.2. Under the same assumptions as Theorem 5.1 the following hold.
(1) Any IFC solution (X′,B′) satisfying (NBJ) and (AC) for µ becomes a strong
solution satisfying X′ = Fs(B′).
(2) For any Brownian motion B′′, Fs(B′′) becomes a strong solution satisfying (IFC),
(NBJ), and (AC) for µ.
(3) The uniqueness in law of weak solutions of (5.3)–(5.4) starting at P ◦X−10 -a.s. s
holds under the constraints of (IFC), (NBJ), and (AC) for µ.
Remark 5.5. We study ISDEs on SN. It is difficult to solve the ISDEs on SN
directly. One difficulty in treating SN-valued ISDEs is that SN does not have any
good measures. To remedy this situation, we introduce the representation of SN as
an infinite sequence of infinite-dimensional spaces:
S, S × S, S2 × S, S3 × S, S4 × S, . . . .(5.18)
Each space in (5.18) has a good measure called the m-Campbell measure (see (9.11)).
Using (5.13), we can rewrite (5.14) as
dY m,it = σ(Y
m,i
t ,Y
m,i♦
t + X
m∗
t )dB
i
t + b(Y
m,i
t ,Y
m,i♦
t + X
m∗
t )dt.(5.19)
Thus (Ym,Xm∗) is a Sm × S-valued process, and the scheme of infinite-dimensional
spaces {Sm × S}∞m=0 in (5.18) is thus useful.
5.3 Main theorems II (Theorem 5.3): µ with non-trivial tail.
In this section, we relax (TT) of µ by the tail decomposition of µ as follows.
Let µaTail be the regular conditional probability of µ conditioned by T (S):
µaTail = µ( · |T (S))(a).(5.20)
Because S is a Polish space, such a regular conditional probability exists and satisfies
µ(A) =
∫
S
µaTail(A)µ(da).(5.21)
By construction, µaTail(A) is a T (S)-measurable function in a for each A ∈ B(S).
Let H be a subset of Ssde satisfying (5.5) and µ(H) = 1. We assume there exists a
version of µaTail with a subset of H, denoted by the same symbol H, such that µ(H) = 1
and that, for all a ∈ H,
µaTail(A) ∈ {0, 1} for all A ∈ T (S),(5.22)
µaTail({b ∈ S;µaTail = µbTail}) = 1,(5.23)
µaTail and µ
b
Tail are mutually singular on T (S) if µaTail 6= µbTail.(5.24)
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We shall prove in Lemma 14.2 that such a version µaTail exists if µ is a quasi-Gibbs
random point field satisfying (A2) in Section 9.2. All examples in the present paper
are quasi-Gibbs random point fields satisfying (A2).
Let ∼
Tail
be the equivalence relation such that a ∼
Tail
b if and only if
µaTail = µ
b
Tail.(5.25)
Let Ha = {b ∈ H; a ∼
Tail
b}. Then H can be decomposed as a disjoint sum
H =
∑
[a]∈H/ ∼
Tail
Ha.(5.26)
From (5.23), we see that µaTail(Ha) = 1 for µ-a.s. a.
For a labeled process X = (X i) on (Ω,F , P, {Ft}) we set Xt =
∑
i δXit as before.
Let l be the label such that X0 = l ◦ X0. Set µ = P ◦ X−10 and
P a =
∫
P (·|X0 = s)µaTail ◦ l−1(ds).(5.27)
Theorem 5.3. Assume that µ satisfies (5.22). Assume that (X,B) under P is an
IFC solution of (5.3)–(5.4) satisfying (NBJ). Assume that, for µ-a.s. a, (X,B) under
P a satisfies (AC) for µaTail. Then, for µ-a.s. a, (5.3)–(5.4) has a unique strong solution
Fs starting at P
a ◦X−10 -a.s. s under the constrains of (IFC), (NBJ), and (AC) for
µaTail.
6 Solutions and tail σ-fields: First tail theorem (The-
orem 6.1)
This section proves the existence of strong solution and the pathwise uniqueness of
solution of (6.2)–(6.4) below. We shall present a new formulation of a solution of
ISDEs called the IFC solution (see Definition 6.2). Using this formulation, we shall
derive the existence and pathwise uniqueness of a strong solution in Theorem 6.1. The
ISDEs studied in this section are more general than those in Section 1 and Section 5.
Naturally, the ISDEs in the previous sections are typical examples that our results
can be applied to.
Throughout this section, (Ω,F , Ps, {Ft}) is a filtered probability space and X =
(X i)i∈N is an SN-valued, continuous processes X defined on (Ω,F , Ps, {Ft}) starting
at s, which is indicated by the subscript s in Ps. We shall fix the initial starting point
s throughout this section. B = (Bi)i∈N is an RdN-valued, standard {Ft}-Brownian
motion starting at the origin. P∞Br is the distribution of B. Thus,
Ps(X0 = s) = 1, Ps(B ∈ ·) = P∞Br .(6.1)
6.1 General theorems of uniqueness and existence of strong
solutions of ISDEs.
In this subsection, we introduce ISDE (6.2)–(6.4) and state one of the main theorems
(Theorem 6.1: First tail theorem).
Let Wsol be a Borel subset of W (S
N). Let B(Wsol) be the Borel σ-field of Wsol.
Let Bt(Wsol) be the sub σ-field of B(Wsol) such that Bt(Wsol) = σ[wu; 0 ≤ u ≤ t].
Following [10] in finite dimensions, we shall introduce SDEs in infinite dimensions.
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Definition 6.1. Ad,r is the set of all functions α : [0,∞)×Wsol→Rd ⊗Rr such that
(1) α is B([0,∞))× B(Wsol)/B(Rd ⊗ Rr)-measurable,
(2) Wsol ∋ w 7→ α(t,w) ∈ Rd ⊗ Rr is Bt(Wsol)/B(Rd ⊗ Rr)-measurable for each
t ∈ [0,∞).
Let σi :Wsol→W (Rd2) and bi :Wsol→W (Rd) such that σi ∈ Ad,d and bi ∈ Ad,1.
We assume σi ∈ L2 and bi ∈ L1, where Lp is same as Definition 5.1. We introduce
the ISDE on SN of the form
dX it = σ
i(X)tdB
i
t + b
i(X)tdt (i ∈ N),(6.2)
X ∈Wsol,(6.3)
X0 = s.(6.4)
HereX = (X i)i∈N andB = (Bi)i∈N. The process (X,B) is defined on (Ω,F , Ps, {Ft}),
and B = (Bi)i∈N is an RdN-valued, {Ft}-Brownian motion.
The definition of a weak solution, a strong solution, and related notions are similar
to those of Section 5.
We remark that, in this section, we do not assume Wsol = u
−1
path(W (W)) for some
W ⊂ S unlike the previous sections. This is because we intend to clarify the relation
between the strong and pathwise notions of solutions of ISDE and the tail triviality of
the labeled path spaces. We make a minimal assumption we need for this structure.
As a result, ISDEs in this section are much general than before. In the next section,
we shall return to the original situation, and deduce the tail triviality of the labeled
path space form the tail triviality of the configuration space.
The correspondence between ISDE (5.3)–(5.4) and (6.2)–(6.3) is as follows:
Wsol = {w ∈W (Ssde);w0 ∈ l(H)},(6.5)
σi(X)t = σ(X
i
t ,X
i♦
t ), b
i(X)t = b(X
i
t ,X
i♦
t ).(6.6)
Here H, σ, and b are given in ISDE (5.3)–(5.5). Moreover,Wsol corresponds to both
l(H) and u−1(Ssde) although only u−1[1] (Ssde) was used in Section 5.
The final form of our general theorems (Theorems 5.1–5.3) are stated in terms
of random point fields. We emphasize that there are many interesting random point
fields satisfying the assumptions, such as the sine, Airy, Bessel, and Ginibre random
point fields, and all canonical Gibbs measures with potentials of Ruelle’s class (with
suitable smoothness of potentials such that the associated ISDEs make sense).
We take the viewpoint not to pose the explicit conditions of the coefficients σi and
bi to solve ISDE (6.2)–(6.4), but to assume instead the existence of a weak solution
and the pathwise uniqueness of solutions of the associated infinite system of finite-
dimensional SDEs. Our theorem clarifies a general structure of the relation between
the existence of strong solution and the pathwise uniqueness of solutions of ISDE
(6.2)–(6.4) and the triviality of the tail σ-field of the labeled path space Tpath(SN)
defined by (6.11) below.
For a given (X,B) defined on (Ω,F , Ps, {Ft}) satisfying (6.1), we introduce the
infinite system of finite-dimensional SDEs (6.7)–(6.9).
dY m,it = σ
i(Ym ⊕Xm∗)tdBit + bi(Ym ⊕Xm∗)tdt (i = 1, . . . ,m),(6.7)
Ym ⊕Xm∗ ∈Wsol,(6.8)
Ym0 ⊕Xm∗0 = s,(6.9)
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where Ym = (Y m,1, . . . , Y m,m) is an unknown process defined on (Ω,F , Ps, {Ft}),
and Ym ⊕Xm∗ = (Y m,1, . . . , Y m,m, Xm+1, Xm+2, . . .).
The process Ym denotes a solution of (6.7)–(6.9) starting at sm = (s1, . . . , sm).
The notion of a strong solution and a unique strong solution of (6.7)–(6.9) for (X,B)
defined on (Ω,F , Ps, {Ft}) is defined as Definition 4.1 and Definition 4.2 with an
obvious modification. Let Bm = (Bi)mi=1 be the first m-components of the {Ft}-
Brownian motion B = (Bi)∞i=1. The following assumption corresponds to (IFC) in
Section 5.2.
(IFC) SDE (6.7)–(6.9) has a unique strong solution Ym = Fms (B
m,Xm∗) for (X,B)
for each m ∈ N.
Remark 6.1. (1) The meaning of SDE (6.7)–(6.9) is not conventional because the
coefficients include additional randomness Xm∗, that is, Xm∗ is interpreted as ingre-
dients of the coefficients of the SDE (6.7). Furthermore, Bm and Xm∗ can depend on
each other.
(2) Another interpretation of SDE (6.7)–(6.9) is that (Bm,Xm∗) is regarded as input
to the system rather than the interpretation such that Xm∗ is regarded as a part
of the coefficient. Solving SDE (6.7)–(6.9) then means constructing a function of
(Bm,Xm∗). Thus a strong solution means a functional of (Bm,Xm∗).
The following notion is an analogy of the IFC solution of (5.3)–(5.4) introduced in
Definition 5.3. The difference between these two IFC solutions is the related ISDEs.
The IFC solution in next definition treat very general ISDEs.
Definition 6.2 (IFC solution). A weak solution satisfying the IFC condition (IFC)
is called an IFC solution.
We assume (X,B) under Ps is an IFC solution. Then we obtain the crucial
identity:
Ym = Xm.(6.10)
As we explained in Section 1, (6.10) plays an important role in the whole theory.
We set wm∗ = (wi)∞i=m+1 for w = (w
i)∞i=1 ∈W (SN). Let
Tpath(SN) =
∞⋂
m=1
σ[wm∗].(6.11)
By definition, Tpath(SN) is the tail σ-field of W (SN) with respect to the label. For a
probability measure P on W (SN), we set
T {1}path(SN;P ) = {A ∈ Tpath(SN) ; P (A) = 1}.(6.12)
For the continuous process (X,B) given at the beginning of this section, we set
P˜s(·) = Ps ◦ (X,B)−1.(6.13)
By definition P˜s is a probability measure on W (S
N)×W0(RdN). We denote by (w,b)
generic elements inW (SN)×W0(RdN). Let P˜s,b be the probability measure onW (SN)
given by the regular conditional probability P˜s,b of P˜s such that
P˜s,b(·) = P˜s(w ∈ · |b).(6.14)
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We make assumptions on Ps and (X,B), which essentially depend on P˜s:
(Tpath1) Tpath(SN) is P˜s,b-trivial for P∞Br -a.s. b.
(Tpath2) T {1}path(SN; P˜s,b) is independent of the distribution P˜s for P∞Br -a.s. b if (X,B)
under Ps is an IFC solution satisfying (Tpath1).
We note that (Tpath2) implies T {1}path(SN; P˜s,b) depends only on b for P∞Br -a.s. b.
We now state the main theorem of this section, which we shall prove in Section 6.2.
In Theorem 6.1 and Corollary 6.2 we consider ISDE (6.2)–(6.4). Recall the notions
of strong solutions starting at s given by Definition 5.6 and a unique strong solution
under the constrain of a condition (•) given by Definition 5.8. Recall the definitions
of strong solutions given by Definition 5.6 and Definition 5.8.
Theorem 6.1 (First tail theorem). The following hold.
(1) Assume that an IFC solution (X,B) under Ps satisfies (Tpath1). Then X is a
strong solution starting at s.
(2) Assume that an IFC solution (X,B) under Ps satisfies (Tpath1)–(Tpath2). Then
(6.2)–(6.4) has a unique strong solution Fs under the constrain of (IFC).
Corollary 6.2. Assume that an IFC solution (X,B) satisfies (Tpath1)–(Tpath2).
Then:
(1) For any IFC solution (X′,B′) satisfying (Tpath1)–(Tpath2) it holds that X′ =
Fs(B
′).
(2) For any Brownian motion B′′, Fs(B′′) is a strong solution satisfying (IFC).
(3) The uniqueness in law of weak solutions holds under the constraint of (IFC).
6.2 Infinite systems of finite-dimensional SDEs with consis-
tency.
In this section we prove Theorem 6.1. For this, we prepare a new formulation of a
solution of ISDE (6.2)–(6.4). We shall interpret the ISDE as a consistent family of
finite-dimensional SDEs with a trivial tail.
Let (X,B) be a pair of an {Ft}-adapted continuous process X and an {Ft}-
Brownian motion B defined on (Ω,F , Ps, {Ft}) satisfying (6.1) as before. We assume
that Ps satisfies:
Ps((X,B) ∈Wsol ×W0(RdN)) = 1, .(6.15)
We denote by Ps,b the regular conditional probability of Ps conditioned by the random
variable B such that
Ps,b(·) = Ps((X,B) ∈ · |B = b).(6.16)
By construction Ps,b(Wsol × {b}) = 1. This follows from the fact that the regular
conditional probability in (6.16) is conditioned by a random variable B. We refer to
[10, (3.1) 15p] for proof. We set
Ps(·) =
∫
Ps,b(·)P∞Br (db).(6.17)
From (6.1) and (6.16) we have a representation of P˜s = Ps ◦ (X,B)−1 such that for
any C ∈ Tpath(SN)× B(W0(RdN))
P˜s(C) = Ps(C).(6.18)
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Remark 6.2. The probability measure P˜s,b in (6.14) resembles Ps,b in (6.16), and
they are closely related to each other. The difference is that P˜s,b is a probability
measure on W (SN), wheres Ps,b is on W (SN)×W0(RdN).
In general, FP denotes the completion of σ-field F with respect to probability P .
Recall that Tpath(SN) = ∩m∈Nσ[wm∗]. Then it is easy to see that
Tpath(SN)× B(W0(RdN)) ⊂
⋂
m∈N
{
σ[wm∗]× B(W0(RdN))
}
.(6.19)
Hence taking the closure of both sides in (6.19) with respect to P˜s we have
Tpath(SN)× B(W0(RdN))
P˜s ⊂
⋂
m∈N
σ[wm∗]× B(W0(RdN))
P˜s
(6.20)
=
⋂
m∈N
σ[wm∗]× B(W0(RdN))P˜s .
The equality in (6.20) follows from a general fact such that the completion of the
countable intersection of σ-fields coincides with the countable intersection of the com-
pletion of σ-fields.
We need the inverse inclusion of (6.20), which does not hold in general. Hence we
introduce further completions of Tpath(SN)× B(W0(RdN)) as follows: We set
K = Tpath(SN)× B(W0(RdN))
P˜s
(6.21)
and
I =
⋂
b
K Ps,b
P∞Br
.(6.22)
Here the intersection is taken over P∞Br -a.s.b. To be precise, we set for U ⊂W0(RdN)
K1[U ] = {V ∈
⋂
b∈U
KPs,b ; V ∩Wb = ∅ for all b 6∈ U},(6.23)
K2[U ] = {V ∈
⋂
b∈U
KPs,b ; V ∩Wb =Wb for all b 6∈ U},(6.24)
where Wb = (W (S
N),b) ≡ {(w,b) ; w ∈ W (SN)} for b ∈ W0(RdN). Then the set I
is defined by
I = {V ; there exist Vi ∈ Ki[U ] (i = 1, 2), U ∈ B(W0(RdN))(6.25)
such that V1 ⊂ V ⊂ V2, Ps,b(V2\V1) = 0 for all b ∈ U, P∞Br (U) = 1}.
Lemma 6.3. Let Wm = σ[wm∗]× B(W0(RdN)). Then:
∩∞m=1 Wm
P˜s ⊂ I.(6.26)
Proof. Throughout the proof let · be the completion of · by P˜s. Then we easily see
∩∞m=1 Wm = ∩∞m=1Wm, ∩∞m=1σ[wm∗] = ∩∞m=1σ[wm∗](6.27)
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with the same reason as the equality in (6.20). By definition we have
∩∞m=1Wm
Ps,b
= {V ; there exist V1, V2 ∈ ∩∞m=1Wm such that(6.28)
V1 ⊂ V ⊂ V2, Ps,b(V2\V1) = 0}.
Then we see
∩∞m=1Wm
Ps,b
={V ; there exist V1, V2 ∈ ∩∞m=1Wm such that(6.29)
V1 ∩Wb ⊂ V ∩Wb ⊂ V2 ∩Wb, Ps,b(V2\V1) = 0}.
Note that Vi ∩ Wb = (Ai,b) for a unique Ai ⊂ W (SN) (i = 1, 2). Clearly, Wb ∈
∩∞m=1Wm. From these and (6.27)
(Ai,b) = Vi ∩Wb ∈ ∩∞m=1Wm = ∩∞m=1Wm.(6.30)
Hence (Ai,b) ∈ Wm for all m ∈ N. This implies Ai ⊂ σ[wm∗] for all m. Then by
(6.27)
Ai ∈ ∩∞m=1σ[wm∗] = ∩∞m=1σ[wm∗] = Tpath(SN).(6.31)
From this we obtain
(Ai,b) ∈ Tpath(SN)×W0(RdN) ⊂ Tpath(SN)×W0(RdN)(6.32)
From (6.22), (6.29), and (6.32) together with (Ai,b) = Vi ∩Wb, we see
∩∞m=1Wm ⊂ I.(6.33)
We therefore deduce (6.26) from (6.27) and (6.33).
For (X,B) as above, we assume (X,B) satisfies (IFC) with Fms . We set
F˜ms (X,B) = F
m
s (B
m,Xm∗)⊕Xm∗.(6.34)
Then we see
F˜ms (X,B) ∈Wsol.(6.35)
By construction, (F˜ms (X,B),B) satisfies the SDE in integral form such that
F˜m,is (X,B)t = si +
∫ t
0
σi(F˜ms (X,B))udB
i
u +
∫ t
0
bi(F˜ms (X,B))udu(6.36)
for i = 1, . . . ,m, where F˜ms = (F˜
m,1
s , . . . , F˜
m,m
s , X
m+1, Xm+2, . . .) by construction.
We write
F∞s (X,B) = limm→∞ F˜
m
s (X,B) in Wsol under Ps(6.37)
if F∞s (X,B) ∈Wsol and limits (6.38)–(6.40) converge inW (S) for Ps-a.s. for all i ∈ N:
lim
m→∞
F˜m,is (X,B) =Fs
∞,i(X,B),(6.38)
lim
m→∞
∫ ·
0
σi(F˜ms (X,B))udB
i
u =
∫ ·
0
σi(F∞s (X,B))udB
i
u,(6.39)
lim
m→∞
∫ ·
0
bi(F˜ms (X,B))udu =
∫ ·
0
bi(F∞s (X,B))udu.(6.40)
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We shall use the notion of IFC solutions to prove the main theorem in this sec-
tion (Theorem 6.1). The next lemma reveal the relation between solutions and IFC
solutions. Let I be as (6.22) and (6.25).
Lemma 6.4. Assume that Ps with (X,B) is an IFC solution of (6.2)–(6.4). Then:
(1) The sequence of maps {F˜ms }m∈N is consistent in the sense that, for Ps-a.s.,
F˜m,is (X,B) = F˜
m+n,i
s (X,B) for all 1 ≤ i ≤ m, m, n ∈ N.(6.41)
Furthermore, (6.37) holds and the map F∞s is well defined.
(2) (X,B) is a fixed point of F∞s in the sense that, for Ps-a.s.,
(X,B) = (F∞s (X,B),B).(6.42)
(3) F∞s is I-measurable, and F∞s (·,b) is Tpath(SN)
P˜s,b
-measurable for P∞Br -a.s. b.
(4) For each A ∈ B(W (SN))
Π2({F∞s }−1(A)) ∈ B(P∞Br ),(6.43)
and for each A ∈ Bt
Π2({F∞s }−1(A)) ∈ Bt(P∞Br ).(6.44)
Here Π2 :W (S
N) ×W0(RdN)→W0(RdN) is the projection such that (w,b) 7→ b and
B(P∞Br ) and Bt(P∞Br ) are same as Definition 5.6.
Proof. The consistency (6.41) is clear because (X,B) under Ps is an IFC solution.
Equation (6.42) is immediate from the consistency (6.41). We have thus obtained (1)
and (2).
LetWm be the completion ofWm with respect to P˜s as before. From Definition 4.1
we see F˜ms is Wm-measurable. Clearly,
Wm ⊃ Wn for n ≥ m.(6.45)
Hence, F˜ns areWm-measurable for all n ≥ m. Combining this with (6.37), we see that
the limit function F∞s is Wm-measurable for each m ∈ N. Then F∞s is {∩∞m=1Wm}-
measurable. Hence F∞s is I-measurable from Lemma 6.3. The second claim in (3)
follows from the first and the definition of I. We have thus obtained (3).
Fix m ∈ N. Because F∞s is {∩∞n=1Wn}-measurable, we deduce for A ∈ B(W (SN))
{F∞s }−1(A) ∈ Wm .(6.46)
Hence, we obtain
Π2({F∞s }−1(A)) ∈ B(P∞Br ).(6.47)
This implies (6.43). The proof of (6.44) is similar. Hence we omit it.
We now introduce a new notion of solutions of ISDEs. This is an equivalent notion
of (6.2)–(6.4) in terms of an asymptotic infinite system of finite-dimensional SDEs
with consistency (AIFC). We note that IFC solutions are always AIFC solutions. We
do not use the notion of AIFC solutions in the present paper; we expect that it will
be useful to solve ISDEs.
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Definition 6.3. A probability measure Ps with (X,B) defined on (Ω,F , Ps, {Ft})
is called an AIFC solution of (6.2)–(6.4) if Ps satisfies (6.37) and (IFC) for (X,B).
Also, we call its distribution P˜s or (X,B) under Ps an AIFC solution.
In Lemma 6.5, we construct a weak solution of (6.2)–(6.4) from an AIFC solution.
Lemma 6.5. Assume that Ps with (X,B) is an AIFC solution of (6.2)–(6.4). Let
F∞s be as (6.37). Then (F
∞
s (X,B),B) under Ps is a weak solution of (6.2)–(6.4).
Proof. This lemma is obvious from (6.36) and (6.38)–(6.40).
The next theorem reveals the relation between the existence and pathwise unique-
ness of strong solutions and the tail triviality of the labeled path spaces W (SN). The
definition of strong solution staring at s is given by Definition 5.6 with replacement
of (5.3)–(5.4) by (6.7)–(6.9).
Recall that (X,B) is a continuous process defined on (Ω,F , Ps, {Ft}) satisfying
(6.1) introduced at the beginning of this section, and P˜s is the distribution of (X,B)
under Ps. From Ps, we set P˜s,b as (6.14) and T {1}path(SN; ·) as (6.12).
Theorem 6.6. (1) Assume that Ps is an IFC solution of (6.2)–(6.4) with (X,B).
Then (X,B) under Ps is a strong solution of (6.2)–(6.4) if and only if (Tpath1) holds.
(2) Let X and X′ be strong solutions of (6.2)–(6.4) defined on (Ω,F , Ps, {Ft}) with
the same {Ft}-Brownian motion B. Assume that (X,B) and (X′,B) under Ps satisfy
(IFC). Then,
Ps({X = X′}) = 1(6.48)
if and only if for P∞Br -a.s. b
T {1}path(SN; P˜s,b) = T {1}path(SN; P˜ ′s,b).(6.49)
Proof. To simplify the notation we set throughout the proof
Tpath(SN)s,b = Tpath(SN)P˜s,b , Tpath(SN)′s,b = Tpath(SN)
P˜ ′s,b
.(6.50)
We prove (1). We note that by Lemma 6.4 (2)
(X,B) = (F∞s (X,B),B) under Ps.(6.51)
Then (X,B) = (F∞s (X,B),B) under Ps is a weak solution of (6.2)–(6.4) by (6.36)–
(6.40). The fixed point property (6.51) is a key of the proof. We shall utilize the
structure X = F∞s (X,B).
Suppose (Tpath1). Then Tpath(SN) is P˜s,b-trivial for P∞Br -a.s. b. By Lemma 6.4
(3), we see F∞s (·,b) is Tpath(SN)s,b-measurable for P∞Br -a.s. b. From these, we see that
F∞s (·,b) under P˜s,b is a constant. Hence, F∞s (X,B) under Ps becomes a function in
B. So we write, under Ps,
Fs(B) = F
∞
s (X,B).(6.52)
By Lemma 6.4 (4) and (6.52), we see that Fs is a B(P∞Br )-measurable function and that
Fs is a Bt(P∞Br )/Bt-measurable function for each t. This implies Fs(B) = F∞s (X,B)
under Ps is a strong solution. In particular, the function Fs is a strong solution in
the sense of Definition 5.6.
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Suppose that F∞s (X,B) under Ps is a strong solution. Then by Definition 5.6
there exists a function Fs such that F
∞
s (X,B) = Fs(B) for Ps-a.s.B. Hence we
see that F∞s (X,B) is constant for Ps-a.s. B. Recall that P˜s,b is the distribution of
X under Ps. Hence the distribution of F
∞
s (w,b) under P˜s,b is a delta measure δz
concentrated at a non-random path z, say. Therefore, we deduce that Tpath(SN)s,b is
P˜s,b-trivial for P
∞
Br -a.s. b. We have thus obtained (1).
We proceed with the proof of (2).
We suppose (6.48). Then the image measures P˜s,b and P˜
′
s,b defined by (6.14) for
P∞Br -a.s. b are the same. We thus obtain (6.49).
We next suppose (6.49). By assumption (X,B) and (X′,B) under Ps are strong
solutions. Hence from (1) we see Tpath(SN) is trivial with respect to P˜s,b and P˜ ′s,b for
P∞Br -a.s. b. Combining this with (6.49) we obtain for P
∞
Br -a.s. b
P˜s,b|Tpath(SN) = P˜ ′s,b|Tpath(SN)(6.53)
and in particular
Tpath(SN)s,b = Tpath(SN)′s,b.(6.54)
Let Ps,b and P′s,b be defined by (6.16) for (X,B) and (X
′,B) under Ps, respec-
tively. Then from (6.53) we easily see for P∞Br -a.s. b
Ps,b|Tpath(SN)×{b} = P′s,b|Tpath(SN)×{b}.(6.55)
Let I and I ′ be the σ-fields defined by (6.25) for (X,B) and (X′,B) under Ps,
respectively. Similarly, we set K and K′ by (6.21) for P˜s and P˜ ′s, respectively. Then
we obtain from (6.53) and (6.55) combined with (6.17) and (6.18)
I = I ′(6.56)
and for P∞Br -a.s. b
K Ps,b = K′ P
′
s,b .(6.57)
Let F∞s and Fs
′∞ be as Lemma 6.4 for (X,B) and (X′,B) under Ps, respectively.
Then by (6.56) and Lemma 6.4 (3) both F∞s and Fs
′∞ are I-measurable. Furthermore,
by (6.57) both F∞s and Fs
′∞ are K Ps,b-measurable for P∞Br -a.s. b. From this and
(6.54) we have both F∞s (·,b) and Fs′∞(·,b) are Tpath(SN)s,b-measurable for P∞Br -a.s.
b.
Let U, V ∈ I be subsets with P˜s(U) = P˜ ′s(V ) = 1 such that F∞s and Fs′∞ satisfy
(6.42) on U and V , respectively. Then from (6.42)
F∞s (w,b) = w = Fs
′∞(w,b) for (w,b) ∈ U ∩ V .(6.58)
Hence for P˜s- and P˜
′
s-a.s.
F∞s = Fs
′∞.(6.59)
Because F∞s (·,b) and Fs′∞(·,b) are Tpath(SN)s,b-measurable for P∞Br -a.s. b, we de-
duce from (6.59) for P∞Br -a.s. b
F∞s (·,b) = Fs′∞(·,b) P˜s,b- and P˜ ′s,b-a.s.(6.60)
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Because Tpath(SN)s,b is P˜s,b- and P˜ ′s,b-trivial for P∞Br -a.s. b, we write
Fs(b) = F
∞
s (·,b), Fs′(b) = Fs′∞(·,b).(6.61)
Then the strong solutions X and X′ are given by X = Fs(B) and X′ = Fs′(B). Note
that both F∞s (·,b) and Fs′∞(·,b) are Tpath(SN)s,b-measurable for P∞Br -a.s. b. Then
putting (6.53), (6.60), and (6.61) together yields Fs(b) = Fs
′(b) for P∞Br -a.s. b. This
deduces X = Fs(B) = Fs
′(B) = X′ under Ps, which yields (6.48). This concludes
(2).
Let (X,B) be a continuous process defined on (Ω,F , Ps, {Ft}) satisfying (6.1) as
before. Recall the notion of pathwise uniqueness starting at s under the constrain of
(IFC) given by Definition 5.5 and Remark 5.6 (3).
Theorem 6.7. Assume (Tpath1) and (Tpath2). Then the pathwise uniqueness of
weak solutions starting at s under the constrain of (IFC) holds.
Proof. Let (X,B) and (X′,B) be IFC solutions with the same Brownian motion
B. Then (X,B) and (X′,B) are strong solutions by (Tpath1) and Theorem 6.6 (1).
Hence applying Theorem 6.6 (2) and (Tpath2) yields (6.48), which completes the
proof.
Proof of Theorem 6.1. We begin by proving (1). Because (X,B) under Ps is an IFC
solution, we have a map F∞s in (6.37) such that
X = F∞s (X,B).(6.62)
By (Tpath1) and (6.62) we apply Theorem 6.6 (1) to obtain X = F
∞
s (X,B) is a
strong solution with Fs such that X = Fs(B). We have thus proved (1).
Let (Xˆ, Bˆ) be any IFC solution satisfying (Tpath1) and (Tpath2). Then from (1)
we deduce that (Xˆ, Bˆ) becomes a strong solution with Fˆs such that Xˆ = Fˆs(Bˆ).
Because the distribution of B coincide with Bˆ, (Fs(B),B) and (Fs(Bˆ), Bˆ) have
the same distribution. Hence (Fs(Bˆ), Bˆ) is an IFC solution. From Theorem 6.7 we
obtain
Ps(Fs(Bˆ) = Fˆs(Bˆ)) = 1.(6.63)
Then we deduce Fs = Fˆs for P
∞
Br -a.s. Hence we obtain
Xˆ = Fˆs(Bˆ) = Fs(Bˆ).
This implies (5.12).
LetB′ be any {F ′t}-Brownianmotion defined on (Ω′,F ′, P ′, {F ′t}). BecauseB′ and
B have the same distribution, (Fs(B
′),B′) and (Fs(B),B) has the same distribution.
Hence (Fs(B
′),B′) is an IFC solution satisfying (Tpath1) and (Tpath2). This implies,
similarly as the argument at the beginning of the proof, Fs(B
′) = F∞s (Fs(B
′),B′).
Then by Theorem 6.6 (1) we deduce that Fs(B
′) is a strong solution. We have thus
completed the proof.
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7 Triviality of Tpath(SN): Second tail theorem (The-
orem 7.1)
Let Tpath(SN) be the tail σ-field of the labeled path spaceW (SN) introduced in (6.11).
The purpose of this section is to prove the triviality of Tpath(SN) under distributions
of IFC solutions, which is a crucial step in constructing a strong solution as we saw in
Theorem 6.1. This step is very hard in general becauseW (SN) is a huge space and its
tail σ-field Tpath(SN) is topologically wild. To overcome the difficulty, we introduce
a sequence of well-behaved tail σ-fields, and deduce the triviality of Tpath(SN) from
that of T (S) under the stationary distribution of unlabeled dynamics X step by step
along this sequence of tail σ-fields.
The space S is a tiny infinite-dimensional space compared with SN and W (SN).
Hence, S enjoys a nice probability measure µ unlike SN andW (SN). We can take µ to
be associated with S-valued stochastic dynamics satisfying the µ-absolute continuity
condition (AC) and the no big jump condition (NBJ). This fact is important to the
derivation.
Let λ be a probability measure on (S,B(S)). We write w = {wt} ∈ W (S). Let Pλ
be a probability measure on (W (S),B(W (S))) such that
Pλ ◦ w−10 = λ.(7.1)
If necessary, we extend the domain of Pλ using completion of measures. We call Pλ
a lift dynamics of λ. For a given random point field λ there exist many lift dynamics
of it. We shall take a specific lift dynamics by (7.2) later.
Let µ be a probability measure on (S,B(S)). Let T (S) be the tail σ-field of S
defined in (1.16). Let WNE(Ss.i.) be as (2.9). For a given measurable label l, we
can define a label map lpath : WNE(Ss.i.) → W (SN) by (2.10). This map lpath is
used in (NBJ) below. We make the following assumptions originally introduced in
Section 5.2.
(TT) T (S) is µ-trivial.
(AC) Pλ ◦ w−1t ≺ µ for all 0 < t <∞.
(SIN) Pλ(WNE(Ss.i.)) = 1.
(NBJ) Pλ({mr,T (lpath(w)) <∞}) = 1 for all r, T ∈ N.
Here mr,T :W (S
N)→N ∪ {∞} is defined by (5.17).
To apply the result in Section 6, we take Pλ from (X,B) on (Ω,F , P, {Ft}) as
Pλ = P ◦ X−1, where X =
∞∑
i=1
δXi .(7.2)
Then P ◦X−10 = λ◦ l−1 and P ◦X−1 = Pλ ◦ l−1path. We set Ps by the regular conditional
probability such that
Ps = P (·|X0 = s).(7.3)
Let B be a continuous process defined on the filtered space (Ω,F , P, {Ft}). Let P˜s
denote the distribution of (X,B) under Ps:
P˜s = Ps ◦ (X,B)−1.(7.4)
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Then P˜s = P ((X,B) ∈ ·|X0 = s). We denote by P˜s,b the regular conditional proba-
bilities of Ps such that
P˜s,b = Ps(X ∈ · |B = b).(7.5)
Then P˜s,b = P (X ∈ · |X0 = s, B = b) = P˜s(w ∈ ·|b).
We assume (X,B) is a weak solution of ISDE (6.2)–(6.3) under (Ω,F , P, {Ft}).
Then (X,B) under (Ω,F , Ps, {Ft}) is a weak solution of ISDE (6.2)–(6.4) for P ◦X0-
a.s. s. Hence we can apply the results in Section 6 to (X,B) under Ps.
We now state the main theorem of this section.
Theorem 7.1 (Second tail theorem). Assume that µ and Pλ = P ◦ X−1 satisfy
(NBJ), (AC) and (TT) for µ. Assume that Ps is an IFC solution of (6.2)–(6.4) for
λ ◦ l−1-a. s. s. Then Ps satisfies (Tpath1) and (Tpath2) for λ ◦ l−1-a.s. s.
Remark 7.1. If (X,B) under P is an IFC solution, then Pλ = P ◦ X−1 satisfies
(SIN) by the definition of IFC solutions. We thus assume (SIN) in Theorem 7.1
substantially.
To explain the strategy of the proof, we introduce the notions of cylindrical tail
σ-fields on W (SN) and W (S). We set
T = {t = (t1, . . . , tm) ; 0 < ti < ti+1 (1 ≤ i < m), m ∈ N}.(7.6)
We remark that we exclude t = 0 in the definition of T in (7.6), that is, if t =
(t1, . . . , tm), then ti 6= 0 for each ti.
Let πcr be the projection π
c
r :S→S such that πcr(s) = s(·∩Scr). For w = {wt} ∈W (S)
and t = (t1, . . . , tm) ∈ T we set πcr(wt) = (πcr(wt1), . . . , πcr(wtm)) ∈ Sm.
Let T̂path(S) be the cylindrical tail σ-field of W (S) such that
T̂path(S) =
∨
t∈T
∞⋂
r=1
σ[πcr(wt) ].(7.7)
Let T̂path(SN) be the cylindrical tail σ-field of W (SN) defined as
T̂path(SN) =
∨
t∈T
∞⋂
n=1
σ[wn∗t ].(7.8)
Here wn∗t = (w
n∗
ti )
m
i=1 for t ∈ T, where wn∗ = (wk)∞k=n+1 for w = (wn)n∈N.
We shall prove Theorem 7.1 along with the following scheme:
T (S) (Step I)−−−−−−−→
Theorem 7.2
(TT), (AC)
T̂path(S) (Step II)−−−−−−−−→
Theorem 7.7
(SIN), (NBJ)
T̂path(SN) (Step III)−−−−−−−→
Theorem 7.8
IFC solution
Tpath(SN)
µ Pλ Pλ ◦ l−1path P˜s,b.
Our goal is to obtain the tail triviality of Tpath(SN) under P˜s,b for λ ◦ l−1-a.s. s. We
shall prove triviality of the tail σ-fields in the scheme above under the distributions
denoted by the symbols under the tail σ-fields. The theorems under the arrows
correspond to each step and the conditions there indicate what are used at each
passage.
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Remark 7.2. Theorem 7.2 and Theorem 7.7 need only (SIN), (NBJ), (TT) and
(AC) for µ. In these theorems, we do not use a property of ISDE. That is, Pλ is not
necessary an IFC solution. Such a generality of these theorems would be interesting
and useful in other aspects.
Theorem 7.8 requires the property of IFC solutions unlike Theorem 7.2 and The-
orem 7.7. The map F∞s in (6.37) given by the IFC solution plays an important role
in the proof of Theorem 7.8.
Remark 7.3. An example of unlabeled path X such that mr,T (lpath(w)) = ∞ is
given by Remark 3.3. Such a large fluctuation mr,T (lpath(w)) = ∞ of unlabeled
path X yields difficulty to control Tpath(SN) by the cylindrical tail σ-field T̂path(S) of
unlabeled paths. Hence we assume (NBJ).
7.1 Step I: From T (S) to T̂path(S).
Let T (S) be the tail σ-field of S and λ a probability measure on S with lift dynamics
Pλ as before. We shall lift the µ-triviality of T (S) to the Pλ-triviality of the cylindrical
tail σ-field T̂path(S) of W (S). For a probability Q on T̂path(S), we set
T̂ {1}path(S;Q) = {X ∈ T̂path(S) ; Q(X ) = 1}.
We state the main theorem of this subsection.
Theorem 7.2. Assume (TT) and (AC). The following then holds.
(1) T̂path(S) is Pλ-trivial.
(2) T̂ {1}path(S;Pλ) depends only on µ.
Remark 7.4. Theorem 7.2 (2) means in particular
T̂ {1}path(S;Pλ) = T̂ {1}path(S;Pµ).(7.9)
In case of Theorem 5.1, we can take Pµ as the distribution of the diffusion in Lemma 9.1
starting from the stationary measure µ. We shall identify the distribution Pλ|T̂path(S)
in Proposition 7.5. From this we can specify T̂ {1}path(S;Pλ).
For a probability Q on T (S), we set T {1}(S;Q) = {A ∈ T (S) ; Q(A) = 1}.
Lemma 7.3. Assume (TT) and (AC). Then the following holds.
(1) T (S) is Pλ ◦ w−1t -trivial for each t > 0.
(2) T {1}(S;Pλ ◦ w−1t ) = T {1}(S;µ) for each t > 0 .
Proof. (1) is obvious. Indeed, let A ∈ T (S) and suppose Pλ ◦ w−1t (A) > 0. Then
µ(A) > 0 by (AC). Hence from (TT), we deduce µ(A) = 1. This combined with
(AC) implies Pλ ◦ w−1t (A) = 1. We thus obtain (1). We deduce from (TT), (AC),
and (1) that A ∈ T {1}(S;Pλ ◦ w−1t ) if and only if A ∈ T {1}(S;µ). This implies
(2).
We extend Lemma 7.3 for multi-time distributions. Let T tpath(S) be the cylindrical
tail σ-field conditioned at t = (t1, . . . , tn) ∈ T:
T tpath(S) =
∞⋂
r=1
σ[πcr(wt) ].(7.10)
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Using (7.10) we can rewrite T̂path(S) as T̂path(S) =
∨
t∈T T tpath(S).
We set Su = Sn, µ⊗u = µ⊗n, and |u| = n if u = (u1, . . . , un) ∈ T.
Lemma 7.4. (1) Let u = (ui)
p
i=1,v = (vj)
q
j=1 ∈ T such that up < v1 and set
(u,v) = (u1, . . . , up, v1, . . . , vq) ∈ T. Then,
T upath(S)× T vpath(S) ⊂ T (u,v)path (S).(7.11)
(2) For each C ∈ T (u,v)path (S) and y ∈ Sv, the set C[y] is T upath(S)-measurable. Here
C[y] = {x ∈ Su ; (x, y) ∈ C}.
Furthermore, µ⊗u(C[y]) is a T vpath(S)-measurable function in y.
Proof. We easily deduce for each r ∈ N
σ[πcr(wu) ]× σ[πcr(wv) ] = σ[πcr(w(u,v)) ].(7.12)
Then, taking intersections in the left-hand side step by step, we obtain
∞⋂
s=1
σ[πcs(wu) ]×
∞⋂
t=1
σ[πct (wv) ] ⊂ σ[πcr(w(u,v)) ].(7.13)
Hence, taking the intersection in r on the right-hand side of (7.13), we deduce (7.11).
Next, we prove (2). By assumption and from the obvious inclusion, we see that
C ∈ T (u,v)path (S) ⊂ σ[πcs(w(u,v)) ] for all s ∈ N.
Then, from (7.12), we see that
C ∈ σ[πcs(wu) ]× σ[πcs(wv) ] for all s ∈ N.
Hence, C[y] is σ[πcs(wu) ]-measurable for all s ∈ N. From this we deduce that C[y] is
T upath(S)-measurable. The second claim can be proved similarly.
To simplify the notation, we set Pwtλ = Pλ ◦ w−1t for t ∈ T.
Proposition 7.5. Assume (TT) and (AC) for µ. Then, for each t = (t1, . . . , tn) ∈
T,
Pwtλ |T tpath(S) = µ⊗t|T tpath(S).(7.14)
In particular, for any C ∈ T tpath(S), the following identity with dichotomy holds.
Pwtλ (C) = µ
⊗t(C) ∈ {0, 1}.(7.15)
Proof. We prove Proposition 7.5 by induction with respect to n = |t|.
If n = 1, then the claims follow from Lemma 7.3. Here we used (TT) and (AC)
to apply Lemma 7.3.
Next, suppose that the claims hold for n− 1. Let u and v be such that (u,v) = t
and that 1 ≤ |u|, |v| < n. We then see that |u| + |v| = |t| = n. We shall prove that
the claims hold for t with |t| = n in the sequel.
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Assume that C ∈ T tpath(S). Then we deduce from Lemma 7.4 that C[y] ∈ T upath(S)
and that µ⊗u(C[y]) is a T vpath(S)-measurable function in y. By the induction hypoth-
esis, we see that Pλ(wu ∈ C[y]) is T vpath(S)-measurable in y and that the following
identity with dichotomy holds.
Pλ(wu ∈ C[y]) = µ⊗u(C[y]) ∈ {0, 1} for each y ∈ Sv.(7.16)
By disintegration, we see that
Pλ(wu ∈ ·) =
∫
Sv
Pλ(wu ∈ ·|wv = y)Pwvλ (dy).(7.17)
By the induction hypothesis, we see that Pλ(wu ∈ A) ∈ {0, 1} for all A ∈ T upath(S).
Hence let A ∈ T upath(S) and suppose that
Pλ(wu ∈ A) = a,(7.18)
where a ∈ {0, 1}. We then obtain from (7.17) and Pλ(wu ∈ A) ∈ {0, 1} that
Pλ(wu ∈ A|wv = y) = a for Pwvλ -a.s. y.(7.19)
From (7.17), (7.18), and (7.19), we deduce that for each A ∈ T upath(S)
Pλ(wu ∈ A|wv = y) = Pλ(wu ∈ A) for Pwvλ -a.s. y.(7.20)
We next remark that
Pλ(wv = y|wv = y) = 1 for Pwvλ -a.s. y.(7.21)
We refer the reader to the corollary of Theorem 3.3 on page 15 of [10] for the general
result from which (7.21) is derived.
For all A ∈ T upath(S) and B ∈ B(Sv) we deduce from (7.20) and (7.21) that
Pλ(wu ∈ A, wv ∈ B) =
∫
Sv
Pλ(wu ∈ A, wv ∈ B |wv = y)Pwvλ (dy)(7.22)
=
∫
B
Pλ(wu ∈ A|wv = y)Pwvλ (dy) by (7.21)
=
∫
B
Pλ(wu ∈ A)Pwvλ (dy) by (7.20)
= Pλ(wu ∈ A)Pwvλ (B).
From (7.22) and the monotone class theorem, we deduce that Pwtλ = P
(wu,wv)
λ
restricted on T upath(S)× B(Sv) is a product measure. We thus obtain
(Pwtλ , T upath(S)× B(Sv)) = (Pwuλ |T upath(S) × Pwvλ |B(Sv), T upath(S)× B(Sv)).(7.23)
That is,
Pwtλ |T upath(S)×B(Sv) = Pwuλ |T upath(S) × Pwvλ |B(Sv).
In particular, from (7.23), we deduce that for Pwvλ -a.s. y
Pλ(wu ∈ A |wv = y ) = Pλ(wu ∈ A ) for all A ∈ T upath(S).(7.24)
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For any C ∈ B(St), we deduce that
Pλ(wt ∈ C) =
∫
Sv
Pλ(wu ∈ C[y], wv = y |wv = y)Pwvλ (dy)(7.25)
=
∫
Sv
Pλ(wu ∈ C[y] |wv = y )Pwvλ (dy).
Here, we used Pλ(wv = y|wv = y) = 1 for Pwvλ -a.s. y, which follows from (7.21).
Assume C ∈ T tpath(S). Then from Lemma 7.4 (2), we obtain
C[z] ∈ T upath(S) for all z ∈ Sv.(7.26)
Hence from (7.24) and (7.26), we see that for Pwvλ -a.s. y
Pλ(wu ∈ C[z] |wv = y ) = Pλ(wu ∈ C[z] ) for all z ∈ Sv.(7.27)
We emphasize that (7.27) holds for all z ∈ Sv. Hence we can take z = y in (7.27) for
Pwvλ -a.s. y. This yields for P
wv
λ -a.s. y
Pλ(wu ∈ C[y] |wv = y ) = Pλ(wu ∈ C[y] ).(7.28)
From (7.25), (7.28), and (7.16) we obtain
Pλ(wt ∈ C) =
∫
Sv
Pλ(wu ∈ C[y])Pwvλ (dy) =
∫
Sv
µ⊗u(C[y])Pwvλ (dy).(7.29)
From Lemma 7.4 (2), we see that µ⊗u(C[y]) is a T vpath(S)-measurable function in y.
Combining this with the induction hypothesis (7.14) for |v| < n, we obtain∫
Sv
µ⊗u(C[y])Pwvλ (dy) =
∫
Sv
µ⊗u(C[y])Pwvλ |T vpath(S)(dy)(7.30)
=
∫
Sv
µ⊗u(C[y])µ⊗v|T vpath(S)(dy)
=
∫
Sv
µ⊗u(C[y])µ⊗v(dy) = µ⊗t(C).
From (7.29) and (7.30), we obtain (7.14) and the equality in (7.15) for |t| = n.
We deduce the µ⊗t-triviality of T tpath(S) from Lemma 7.4 (2) and the equality∫
Sv
µ⊗u(C[y])µ⊗v(dy) = µ⊗t(C)(7.31)
by induction with respect to n = |t|. Indeed, because µ⊗u(C[y]) ∈ {0, 1} by the
assumption of induction and µ⊗u(C[y]) is T vpath(S)-measurable in y by Lemma 7.4
(2), we obtain the µ⊗t-triviality of T tpath(S) from (7.31). Then from this we see that
µ⊗t(C) ∈ {0, 1} holds. This completes the proof.
Proof of Theorem 7.2. For t = (t1, . . . , tn) ∈ T and Ai ∈ T (S), let
X = {w ∈W (S) ; wti ∈ Ai (i = 1, . . . , n)}.(7.32)
Let C T̂path(S) denote the subset of T̂path(S) of the form (7.32). C T̂path(S) is then
Pλ-trivial by Proposition 7.5. The first claim (1) follows from this and the monotone
class theorem. The second claim (2) immediately follows from the equality (7.15) in
Proposition 7.5.
53
7.2 Step II: From T̂path(S) to T̂path(SN).
This subsection proves the passage from the unlabeled path space to the labeled one.
Let T̂path(SN) and T̂path(S) be as (7.8) and (7.7), respectively. Then by definition
T̂path(SN) =
∨
t∈T
∞⋂
n=1
σ[wn∗t ], T̂path(S) =
∨
t∈T
∞⋂
r=1
σ[πcr(wt) ].
Assumption (NBJ) is a key in the lift from the unlabeled path space to the labeled
path space. We use (NBJ) in Lemma 7.6 to control the fluctuation of the trajectory
of the labeled path X. Indeed, we see:
Lemma 7.6. Assume (SIN) and (NBJ). Then
l
−1
path(T̂path(SN)) ⊂ T̂path(S) under Pλ.(7.33)
Here in general for sub σ-fields G and H on (Ω,F , P ) we write G ⊂ H under P
if G ⊂ H holds up to P , that is, for each A ∈ G there exists an A′ ∈ H such that
P (A⊖A′) = 0, where A⊖A′ = {A∪A′}\{A∩A′} denotes the symmetric difference.
Proof. Recall that we define the map lpath :WNE(Ss.i.)→W (SN) by (SIN). Then
l
−1
path(W (S
N)) ⊂WNE(Ss.i.).(7.34)
Suppose A ∈ ⋃t∈T⋂∞n=1 σ[wn∗t ]. Then there exists a t = (t1, . . . , tk) ∈ T such that
A ∈
∞⋂
n=1
σ[wn∗t ].(7.35)
Let T ∈ N such that tk < T , where t = (t1, . . . , tk). Then we deduce for each r ∈ N
l
−1
path(A)
⋂
{mr,T (lpath(w)) <∞}(7.36)
∈ {WNE(Ss.i.)⋂σ[πcr(wt)]}⋂{mr,T (lpath(w)) <∞},
where mr,T is defined by (5.17) and A ∩ F = {A ∩ F ;F ∈ F} for a subset A and a
σ-field F . From (NBJ) we easily see
Pλ(
∞⋂
r=1
{mr,T (lpath(w)) <∞}) = 1.(7.37)
Combining these, we obtain under Pλ
l
−1
path(A) = l
−1
path(A)
⋂{ ∞⋂
r=1
{mr,T (lpath(w)) <∞}
}
by (7.37)
=
∞⋂
r=1
{
l
−1
path(A)
⋂
{mr,T (lpath(w)) <∞}
}
∈
∞⋂
r=1
{{
WNE(Ss.i.)
⋂
σ[πcr(wt)]
}⋂{mr,T (lpath(w)) <∞}} by (7.36)
=
∞⋂
r=1
σ[πcr(wt)] by (SIN), (NBJ).
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By (7.7) we see
⋂∞
r=1 σ[π
c
r(wt)] ⊂ T̂path(S). Thus, for arbitraryA ∈
⋃
t∈T
⋂∞
n=1 σ[w
n∗
t ],
we see l−1path(A) ∈ T̂path(S) under Pλ from above. Hence we obtain
l
−1
path
( ⋃
t∈T
∞⋂
n=1
σ[wn∗t ]
) ⊂ T̂path(S) under Pλ.(7.38)
Applying the monotone class theorem, we then deduce (7.33) from (7.38).
For a probability measure Q on W (SN), we set
T̂ {1}path(SN;Q) = {A ∈ T̂path(SN);Q(A) = 1}.(7.39)
Recall that P ◦X−1 = Pλ ◦ l−1path. We set
(Cpath1) T̂path(SN) is Pλ ◦ l−1path-trivial.
(Cpath2) T̂ {1}path(SN;Pλ ◦ l−1path) depends only on µ ◦ l−1.
Theorem 7.7. Assume (SIN), (NBJ), (TT) and (AC) for µ. Then (Cpath1) and
(Cpath2) hold.
Proof. LetA ∈ T̂path(SN). Then we see l−1path(A) ∈ T̂path(S) under Pλ from Lemma 7.6.
Theorem 7.2 (1) deduces T̂path(S) is Pλ-trivial. Hence we have Pλ(l−1path(A)) ∈ {0, 1}.
Combining these, we obtain (1). We deduce (2) from Theorem 7.2 (2).
7.3 Step III: From T̂path(SN) to Tpath(SN): Proof of Theorem 7.1.
Let (Cpath1) and (Cpath2) be as Theorem 7.7. We state the main result of this
section.
Theorem 7.8. Assume that Ps is an IFC solution of (6.2)–(6.4) for λ ◦ l−1-a. s. s.
(1) Assume (Cpath1). Then Ps satisfy (Tpath1) for λ ◦ l−1-a.s. s.
(2) Assume (Cpath1)–(Cpath2). Then Ps satisfy (Tpath2) for λ ◦ l−1-a.s. s.
The triviality in (Cpath1) and (Cpath2) is with respect to the anneal probability
measure Pλ ◦ l−1path. The pair of assumptions (Tpath1) and (Tpath2) is its quench
version. So Theorem 7.8 derive the quench triviality from the anneal one. Another
aspect of Theorem 7.8 is that it is also the passage of the triviality of the cylindrical
tail σ-field of the labeled path space to that of the full tail σ-field of the labeled path
space.
To simplify the notation, we set
Υ = P ◦ (X0,B)−1.(7.40)
Let P˜s,b be as (7.5). By construction we have a decomposition of P such that
P (A) =
∫
SN×W0(RdN)
P˜s,b(A)Υ(dsdb).(7.41)
Let F∞s be the map in (6.37). Such a map F
∞
s exists because Ps is an IFC solution.
Then we see for Υ-a.s. (s,b)
F∞s (w,b) = w for P˜s,b-a.s. w(7.42)
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and the map Fs in Theorem 6.1 is given by Fs(b) = F
∞
s (w,b). Recall that F
∞
s is I-
measurable by Lemma 6.4 (3). F∞s is however not necessary Tpath(SN)×B(W0(RdN))-
measurable. We define the Wsol-valued map F
∞
s,b on a subset of Wsol as
F∞s,b(·) = F∞s (·,b).(7.43)
The map F∞s,b is defined for P˜s,b-a.s. Let
Wfixs,b = {w ∈Wsol ; F∞s,b(w) = w}.(7.44)
Lemma 7.9. Assume that Ps is an IFC solution of (6.2)–(6.4) for λ ◦ l−1-a. s. s.
Then, P˜s,b(W
fix
s,b) = 1 for Υ-a.s. (s,b).
Proof. We deduce Lemma 7.9 from (7.5), (7.42), and (7.43) immediately.
We next recall the notion of a countable determining class.
Let (U,U) be a measurable space and let P be a family of probability measures on
it. Let U0 be a subset of ∩P∈PUP , where UP is the completion of the σ-field U with
respect to P . We call U0 a determining class under P if any two probability measures
P and Q in P are equal if and only if P (A) = Q(A) for all A ∈ U0. Here we extend
the domains of P and Q to ∩P∈PUP in an obvious manner. Furthermore, U0 is said
to be a determining class of the measurable space (U,U) if P can be taken as the set
of all probability measures on (U,U). A determining class U0 is said to be countable
if its cardinality is countable.
It is known that a Polish space X equipped with the Borel σ-field B(X) has a
countable determining class. If we replace B(X) with a sub-σ-field G, the measurable
space (X,G) does not necessarily have any countable determining class in general.
One of the difficulties to carry out our scheme is that measurable spaces W (S) and
W (SN) equipped with tail σ-fields do not have any countable determining classes. In
the sequel, we overcome this difficulty using F∞s,b and W
fix
s,b.
As SN is a Polish space with product topology, W (SN) becomes a Polish space.
Hence, there exists a countable determining class V of (W (SN),B(W (SN))). We can
take such a class V as follows. Let S1 be a countable dense subset of SN, and
U = A[{Ur(s); 0 < r ∈ Q, s ∈ S1}].
Here A[·] denotes the algebra generated by ·, and Ur(s) is an open ball in SN with
center s and radius r. We also take a suitable metric defining the same topology of
the Polish space SN. We note that U is countable because the subset {Ur(s); 0 < r ∈
Q, s ∈ S1} is countable. Let
V =
∞⋃
l=1
{(wt)−1(A) ; A ∈ U l, t ∈ (Q ∩ (0,∞))l}.(7.45)
We then see that V is a countable determining class of (W (SN),B(W (SN))).
For a σ-field F and a subset A, we set F ∩ A = {F ∩ A;F ∈ F} as before. Let
T̂path(SN)s,b be the completion of the σ-field T̂path(SN) with respect to P˜s,b.
Lemma 7.10. Assume that Ps is an IFC solution of (6.2)–(6.4) for λ ◦ l−1-a. s. s.
Then for each V ∈ V and for Υ-a.s. (s,b)
V
⋂
Wfixs,b = (F
∞
s,b)
−1(V)
⋂
Wfixs,b ∈ T̂path(SN)s,b
⋂
Wfixs,b.(7.46)
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Proof. From Lemma 6.4 (3), we deduce that F∞s,b is a Tpath(SN)s,b-measurable func-
tion for Υ-a.s. (s,b). Hence, for Υ-a.s. (s,b),
(F∞s,b)
−1(V) ∈ Tpath(SN)s,b.(7.47)
If w ∈ (F∞s,b)−1(V)
⋂
Wfixs,b, then, since w ∈ Wfixs,b, we deduce that w = F∞s,b(w) ∈
V, and so w ∈ V⋂Wfixs,b. If w ∈ V⋂Wfixs,b, then F∞s,b(w) = w ∈ V, and so
w ∈ (F∞s,b)−1(V)
⋂
Wfixs,b. Hence, we see that, for Υ-a.s. (s,b),
(F∞s,b)
−1(V)
⋂
Wfixs,b = V
⋂
Wfixs,b.(7.48)
Because V ∈ V , there exists a t ∈ (Q ∩ (0,∞))l such that V = (wt)−1(A) for some
A ∈ U l. From V = (wt)−1(A) we have V ∈ σ[wt]. Hence we obtain
V
⋂
Wfixs,b ∈ σ[wt]
⋂
Wfixs,b.(7.49)
Combining (7.47), (7.48) and (7.49) yields for Υ-a.s. (s,b)
(F∞s,b)
−1(V)
⋂
Wfixs,b ∈Tpath(SN)s,b
⋂
σ[wt]
⋂
Wfixs,b
⊂T̂path(SN)s,b
⋂
Wfixs,b.
This together with (7.48) yields (7.46) immediately.
Lemma 7.11. (1) Assume (Cpath1). Then, for each A ∈ T̂path(SN),
P˜s,b(A) ∈ {0, 1} for Υ-a.s. (s,b).(7.50)
(2) Assume (Cpath1) and (Cpath2). Set
T̂ {1}path, Υ(SN) =
{
A ∈ T̂path(SN) ; P˜s,b(A) = 1 for Υ-a.s. (s,b)
}
.
Then T̂ {1}path, Υ(SN) depends only on µ ◦ l−1.
Proof. We first prove (1). From (7.41) we have
P (A) =
∫
SN×W0(RdN)
P˜s,b(A)Υ(dsdb).(7.51)
Let BA = {(s,b) ; 0 < P˜s,b(A) < 1}. Suppose that (7.50) is false. Then there exists
an A ∈ T̂path(SN) such that Υ(BA) > 0. Hence we deduce that
0 <
∫
BA
P˜s,b(A)Υ(dsdb) < 1.(7.52)
From (7.51) and (7.52) together with Υ(BA) > 0 we deduce 0 < P (A) < 1. This
contradicts (Cpath1). Hence we obtain (1).
We next prove (2). Suppose that A ∈ T̂ {1}path(SN;P ) = {A ∈ T̂path(SN);Q(A) =
1}. Then from (7.50) and (7.51), we deduce that P˜s,b(A) = 1 for Υ-a.s. (s,b).
Furthermore, the set T̂ {1}path(SN;P ) depends only on µ ◦ l−1 by (Cpath2). Collecting
these, we obtain (2).
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We next prepare a general fact on countable determining classes.
Lemma 7.12. (1) Let (U,U) be a measurable space with a countable determining
class V = {Vn}n∈N. Let ν be a probability measure on (U,U). Suppose that ν(Vn) ∈
{0, 1} for all n ∈ N. Then, ν(A) ∈ {0, 1} for all A ∈ U . Furthermore, there exists a
unique Vν ∈ U such that Vν ∩ A ∈ {∅, Vν} and ν(A) = ν(A ∩ Vν) for all A ∈ U .
(2) In addition to the assumptions in (1), we assume {u} ∈ U for all u ∈ U . Then
there exists a unique a ∈ U such that ν = δa.
Proof. We first prove (1). Let N(1) = {n ∈ N; ν(Vn) = 1}. If N(1) = ∅, then ν
becomes the zero measure, which contradicts the assumption that ν is a probability
measure. If N(1) 6= ∅, then we take
Vν =
( ⋂
n∈N(1)
Vn
)⋂( ⋂
n6∈N(1)
V cn
)
.
Clearly, we obtain ν(Vν) = 1.
Let A ∈ U . Suppose that Vν ∩ A 6∈ {∅, Vν}. We then cannot determine the value
of ν(Vν ∩ A) from the value of ν(Vn) (n ∈ N). This yields a contradiction. Hence,
Vν∩A ∈ {∅, Vν}. If Vν∩A = ∅, then ν(A) = 0. If Vν∩A = Vν , then ν(A) ≥ ν(Vν) = 1.
We thus complete the proof of (1).
We next prove (2). Since ν(Vν) = ν(Vν ∩ U) = ν(U) = 1, we have #Vν ≥ 1.
Suppose #Vν = 1. Then there exists a unique a ∈ U such that Vν = {a}. This
combined with (1) yields that ν(A) = ν(A ∩ Vν) = ν(A ∩ {a}) ∈ {0, 1} for all A ∈ U .
Hence we see that ν = δa.
Next suppose #Vν ≥ 2. Then Vν can be decomposed into two non-empty mea-
surable subsets Vν = V
1
ν + V
2
ν because {u} ∈ U for all u ∈ U . From (1), we have
proved that ν(V 1ν ), ν(V
2
ν ) ∈ {0, 1} and that Vν is unique. Hence such a decomposition
Vν = V
1
ν + V
2
ν yields a contradiction. This completes the proof of (2).
Lemma 7.13. Assume that Ps is an IFC solution of (6.2)–(6.4) for λ ◦ l−1-a. s. s.
Assume (Cpath1)–(Cpath2) . Let P˜s = Ps ◦ (X,B)−1. Then w is a function of b
under P˜s for λ ◦ l−1-a.s. s. If we write w = w(s,b), then
P˜s,b = δw(s,b)(7.53)
Proof. From (7.42) and (7.43), we deduce that, for Υ-a.s. (s,b),
P˜s,b ◦ (F∞s,b)−1 = P˜s,b.(7.54)
Let V be the countable determining class given by (7.45). Then, we deduce from
Lemmas 7.9, 7.10 and 7.11 that, for all V ∈ V ,
P˜s,b ◦ (F∞s,b)−1(V) =P˜s,b
(
(F∞s,b)
−1(V)
⋂
Wfixs,b
) ∈ {0, 1} for Υ-a.s. (s,b).(7.55)
As V is countable, we deduce from (7.55) that, for Υ-a.s. (s,b),
P˜s,b ◦ (F∞s,b)−1(V) ∈ {0, 1} for all V ∈ V .(7.56)
We denote by B(W (SN))s,b the completion of B(W (SN)) with respect to P˜s,b.
From (7.56) and Lemma 7.12, we obtain for Υ-a.s. (s,b),
P˜s,b ◦ (F∞s,b)−1(A) ∈ {0, 1} for all A ∈ B(W (SN))s,b.
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Furthermore, for Υ-a.s. (s,b), there exists a unique Us,b ∈ B(W (SN))s,b such that
Us,b ∩A ∈ {∅,Us,b}, P˜s,b(A) = P˜s,b(A ∩Us,b)(7.57)
for all A ∈ B(W (SN))s,b. Hence we deduce that the set Us,b consists of a single
point {w(s,b)} for some w = w(s,b) ∈ W (SN). Then the probability measure
P˜s,b ◦ (F∞s,b)−1 is concentrated at the single path w = w(s,b) ∈W (SN), that is,
P˜s,b ◦ (F∞s,b)−1 = δw(s,b).
In particular, w is a function of (s,b) under P˜s because of (7.3), (7.5), and the
definition of P˜s. This combined with (7.54) implies (7.53).
Proof of Theorem 7.8. From (7.53), we immediately obtain (Tpath1). Hence we
obtain (1). From Lemma 7.11 (2), we deduce that the set Us,b depends only on
µ ◦ l−1. In particular, w(s,b) depends only on µ ◦ l−1. This completes the proof of
(2).
Proof of Theorem 7.1. By assumption, Ps is an IFC solution of (6.2)–(6.4) for
λ ◦ l−1-a. s. s, and (SIN), (NBJ), (TT) and (AC) for µ are satisfied. Then
from Theorem 7.7 (1), we see that T̂path(SN) is Pλ ◦ l−1path-trivial, which is (Cpath1).
Furthermore, applying Theorem 7.7 (2) we deduce that T̂ {1}path(SN;P ) depends only on
µ ◦ l−1, which is (Cpath2). We have thus verified (Cpath1)–(Cpath2). We then apply
Theorem 7.8 to obtain (Tpath1) and (Tpath2) for λ ◦ l−1-a.s. s.
8 Proof of Theorems 5.1–5.3.
This section is devoted to proving Theorems 5.1–5.3. Throughout this section, S is
Rd or a closed set satisfying the assumption in Section 5, and S is the configuration
space over S. We have established two tail theorems: Theorem 6.1 and Theorem 7.1.
Then Theorem 5.1 and Theorem 5.3 are immediate consequences of them.
Proof of Theorem 5.1. By assumption (X,B) under P is an IFC solution satisfying
(NBJ), (AC) and (TT) for µ. Hence we deduce from the second tail theorem
(Theorem 7.1) that Ps satisfy (Tpath1) and (Tpath2) for µ ◦ l−1-a.s. s. We therefore
conclude from the first tail theorem (Theorem 6.1) that (5.3)–(5.4) has a unique
strong solution Fs starting at µ ◦ l−1-a.s. s under the constrains of (IFC), (NBJ),
and (AC) for µ. This completes the proof.
Proof of Theorem 5.3. By (5.22) µaTail is tail trivial. We deduce that, for µ-a.s. a,
(IFC) and (NBJ) for P a follow from Fubini’s theorem and those for P . Indeed, by
(NBJ) for µ
1 = P (mr,T (X) <∞) =
∫
S
P a(mr,T (X) <∞)µ(da).
Hence P a(mr,T (X) <∞) = 1 for µ-a.s. a. This implies (NBJ) for P a. We can derive
(IFC) for P a from (IFC) for µ by using Fubini’s theorem similarly. (AC) for µaTail
follows by assumption. We have thus seen that all the assumptions of the second tail
theorem (Theorem 7.1) are satisfied.
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We deduce from the second tail theorem that (X,B) under P a(·|X0 = s) satisfy
(Tpath1) and (Tpath2) for µ
a
Tail ◦ l−1-a.s. s, which are the assumptions of the first
tail theorem (Theorem 6.1). We therefore conclude from the first tail theorem that
(5.3)–(5.4) has a unique strong solution Fs starting at P
a ◦ X−10 -a.s. s under the
constrains of (IFC), (NBJ), and (AC) for µaTail.
9 Dirichlet forms and weak solutions
9.1 Relation between ISDE and a random point field.
We shall deduce the existence of a strong solution and the pathwise uniqueness of
solution of ISDE (5.3)–(5.4) from the existence of a random point field µ satisfying
the assumptions in the sequel. Recall the notion of the logarithmic derivative dµ given
by Definition 2.1. To relate the ISDE (5.3) with the random point field µ, we make
the following assumption.
(A1) There exists a random point field µ such that σ ∈ L∞loc(µ[1]) and b ∈ L1loc(µ[1])
and that µ has a logarithmic derivative dµ = dµ(x, y) satisfying the relation
b(x, y) =
1
2
{∇x · a(x, y) + a(x, y)dµ(x, y)}.(9.1)
Here ∇x · a(x, y) = (
∑d
j=1
∂aij
∂xj
(x, y))di=1 and a(x, y) = {aij(x, y)}di,j=1 is the d × d-
matrix-valued function defined by
a(x, y) = σ(x, y)tσ(x, y).(9.2)
Furthermore, we assume that there exists a bounded, lower semi-continuous, non-
negative function a0 :R+→R+ and a positive constant c11 such that
a0(|x|)|ξ|2 ≤ (a(x, y)ξ, ξ)Rd ≤ c11a0(|x|)|ξ|2 for all ξ ∈ Rd(9.3)
and that a(x, y) is smooth in x for each y and the constant c12 = supt∈R+ a0(t) is
finite:
c12 := sup
t∈R+
a0(t) <∞.(9.4)
Remark 9.1. From (2.3), we obtain an informal expression dµ = ∇x log µ[1]. We
then interpret the relation (9.1) as a differential equation of random point fields µ as
b(x, y) =
1
2
{∇x · a(x, y) + a(x, y)∇x log µ[1](x, y)}.(9.5)
That is, (9.5) is an equation of µ for given coefficients σ and b. We shall prove in
Theorems 5.1–5.3 that, if the differential equation (9.5) of random point fields has a
solution µ satisfying the assumptions in these theorems, then the existence of a strong
solution and the pathwise uniqueness of a solution of ISDE (5.3)–(5.4) hold.
9.2 A weak solution of ISDE (First step).
In this subsection, we recall a construction of µ-reversible diffusion from [24, 28].
Recall the notion of quasi-Gibbs given by Definition 2.2. We now make the following
assumption.
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(A2) µ is a (Φ,Ψ)-quasi Gibbs measure such that there exist upper semi-continuous
functions (Φˆ, Ψˆ) and positive constants c13 and c14 satisfying
c−113Φˆ(x) ≤ Φ(x) ≤ c13Φˆ(x), c
−1
14Ψˆ(x, y) ≤ Ψ(x, y) ≤ c14Ψˆ(x, y)
and that Φ and Ψ are locally bounded from below.
We refer to [28, 29] for sufficient conditions of (A2). These conditions give us the
quasi-Gibbs property of the random point fields appearing in random matrix theory,
such as sineβ, Airyβ (β = 1, 2, 4), and Bessel2,α (1 ≤ α), and the Ginibre random
point fields [28, 29, 31, 9].
Let σkr be the k-density function of µ on Sr with respect to the Lebesgue measure
dxk on Skr . By definition, σ
k
r is a non-negative symmetric function such that
1
k!
∫
Skr
fˇ(xk)σkr (x
k)dxk =
∫
Skr
f(x)µ(dx) for all f ∈ Cb(S).
Here we set xk = (x1, . . . , xk) and dx
k = dx1 · · · dxk. Furthermore, we denote by Skr
the subset of S such that Skr = {s ∈ S ; s(Sr) = k} as before. We make the following
assumption.
(A3) µ satisfies for each m, r ∈ N
∞∑
k=m
k!
(k −m)!µ(S
k
r ) <∞.(9.6)
Clearly, (9.6) is equivalent to
∫
Sr
ρm(x)dx <∞ for all r ∈ N if the m-point correlation
function ρm of µ with respect to the Lebesgue measure exists. Under assumptions of
(A2) and (A3) µ has correlation functions and Campbell measures of any order.
Let (Ea,µ,Da,µ◦ ) be a bilinear form on L2(S, µ) with domain Da,µ◦ defined by
Da,µ◦ = {f ∈ D◦ ∩ L2(S, µ) ; Ea,µ(f, f) <∞},(9.7)
Ea,µ(f, g) =
∫
S
Da[f, g]µ(ds),(9.8)
Da[f, g](s) =
1
2
∑
i
(a(si, s
i♦)∇si fˇ ,∇si gˇ)Rd .(9.9)
Here s =
∑
i δsi and s
i♦ =
∑
j 6=i δsj , ∇si = ( ∂∂si1 , , . . . , ∂∂sid ) and (·, ·)Rd denotes the
standard inner product in Rd. When a is the unit matrix, we often remove it from
the notation; for example, Ea,µ = Eµ, Da,µ◦ = Dµ◦ , and Da = D.
Lemma 9.1. Assume (A2) and (A3). Then (Ea,µ,Da,µ◦ ) is closable on L2(S, µ), and
its closure (Ea,µ,Da,µ) is a quasi-regular Dirichlet form on L2(S, µ). Moreover, the
associated µ-reversible diffusion (X, {Ps}s∈S) exists.
Lemma 9.1 is a refinement of [24, 119p. Corollary 1] and can be proved similarly.
In Theorem 5.3 we decompose µ by taking the regular conditional probability with
respect to the tail σ-field. The refinement above is motivated by this decomposition.
Indeed, (9.6) is stable under this decomposition (see Lemma 12.1).
By construction, a diffusion measure Ps given by a quasi-regular Dirichlet form
with quasi-continuity in s is unique for quasi-everywhere starting point s. Equiva-
lently, there exists a set S0 such that the complement of S0 has capacity zero, and the
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diffusion measure Ps associated with the Dirichlet space above with quasi-continuity
in s is unique for all s ∈ S0 and Ps(Xt ∈ S0 for all t) = 1 for all s ∈ S0.
Let {Ps}s∈S be as in Lemma 9.1. We set
Pµ =
∫
S
Ps µ(ds)(9.10)
Let Ssde and WNE(Ss.i.) be as (5.1) and (2.9), respectively. If P (WNE(Ss.i.)) = 1,
then lpath can be defined for P -a.s. We thus see lpath(X) is well defined under P .
We make assumption:
(SIN) Pµ satisfies Pµ(WNE(Ss.i.)) = 1.
We next present an ISDE that X = lpath(X) satisfies.
Lemma 9.2 ([27, Theorem 26]). Assume (A1)–(A3). Assume that Pµ satisfies
(SIN). Then there exists an H ⊂ Ssde satisfying (5.1) and (5.2) such that (lpath(X),B)
defined on (Ω,F ,Ps, {Ft}) is a weak solution of ISDE (5.3)–(5.5) for each s ∈ H and
that Capµ(Hc) = 0.
Remark 9.2. (1) The solution lpath(X) of the ISDE (5.3)–(5.4) is defined on the
space (W (S),B(W (S))) with filtering Bt(S) given by (3.6).
(2) In Lemma 9.2, Brownian motion B = (Bi)i∈N is given by the additive functional
of the diffusion (X, {Ps}). In particular, B is a functional of X. Hence we write B(X)
when we emphasize this. Summing up, the weak solution in Lemma 9.2 is given by
(lpath(X),B(X)) and defined on the filtered space (W (S),B(W (S))) with {Bt(S)}.
(3) A sufficient condition of P (WNE(Ss.i.)) = 1 will be given in Section 10.1.
9.3 Dirichlet forms of m-labeled process and a coupling.
Let (Ea,µ,Da,µ) be the Dirichlet form on L2(S, µ) in (A3), and let (X, {Ps}s∈S) be
the associated diffusion. We shall construct the m-labeled process (Xm,Xm∗) from
the unlabeled process (X, {Ps}s∈S).
Let l be a label. Suppose (SIN). Then lpath makes sense and we construct the
fully labeled process X = (X i)i∈N with X0 = l(X0) associated with the unlabeled
process X =
∑
i∈N δXi by taking X = lpath(X).
We introduce the m-labeled process. Let Xm = (X i)mi=1 and X
m∗ =
∑
m<j δXj .
We call the pair (Xm,Xm∗) the m-labeled process. We shall present the Dirichlet
form associated with the m-labeled process P
[m]
(sm,sm∗).
Let µ[m] be the m-Campbell measure of µ defined as
µ[m](dxdy) = ρm(x)µx(dy)dx,(9.11)
where ρm is the m-point correlation function of µ with respect to the Lebesgue mea-
sure dx on Sm, and µx is the reduced Palm measure conditioned at x ∈ Sm. Let
Ea,µ[m](f, g) =
∫
Sm×S
{1
2
m∑
j=1
(a(x, y)
∂f
∂xj
,
∂g
∂xj
)Rd + D
a[f, g]
}
µ[m](dxdy),(9.12)
where ∂∂xj is the nabla in R
d and a(x, y) is given by (9.2), Da is defined by (9.9)
naturally regarded as the carre´ du champ on Sm × S, and
Da,µ[m]◦ = {f ∈ C∞0 (Sm)⊗D◦ ; Ea,µ
[m]
1 (f, f) <∞}.(9.13)
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When m = 0, we interpret Ea,µ[0] and µ[0] as the unlabeled Dirichlet form Ea,µ and
µ, respectively.
The closablity of the bilinear form (Ea,µ[m] , C∞0 (Sm) ⊗ D◦) on L2(Sm × S, µ[m])
follows from (A2)–(A3). We can prove this in a similar fashion as the case m = 0
as Lemma 9.1 ([24]). We then denote by (Ea,µ[m] ,Da,µ[m]) its closure. The quasi-
regularity of (Ea,µ[m] ,Da,µ[m]) is proved by [26] for µ with bounded correlation func-
tions. The generalization to (A3) is easy and we left it.
Let P
[m]
(sm,sm∗) denote the diffusion measures associated with them-labeled Dirichlet
form (Ea,µ[m] ,Da,µ[m]) on L2(Sm × S, µ[m]). (see [26]). We quote:
Lemma 9.3 ([26, Theorem 2.4]). Let s = u((sm, sm∗)) =
∑m
i=1 δsi + s
m∗. then
P
[m]
(sm,sm∗) = Ps ◦ (Xm,Xm∗)−1.(9.14)
Note that Ps in the right hand side is independent of m ∈ N. Hence this gives a
sequence of coupled Sm× S-valued continuous processes with distributions P[m](sm,sm∗).
In this sense, there exists a natural coupling among the m-labeled Dirichlet forms
(Ea,µ[m] ,Da,µ[m]) on L2(Sm×S, µ[m]). This coupling is a key point of the construction
of weak solutions of ISDE in [27].
Introducing the m-labeled processes, we can regard Xm as a Dirichlet process of
the diffusion (Xm,Xm∗) associated with the m-labeled Dirichlet space. That is, one
can regard A
[xm]
t := X
m
t −Xm0 as a dm-dimensional additive functional given by the
composition of (Xm,Xm∗) with the coordinate function xm = (x1, . . . , xm) ∈ (Rd)m.
Although Xm can be regarded as an additive functional of unlabeled process X =∑
i δXi , X
m is no longer a Dirichlet process in this case. Indeed, as a function of X,
we cannot identify Xmt without tracing the trajectory of Xs =
∑
i δXis for s ∈ [0, t].
Once Xm can be regarded as a Dirichlet process, we can apply the Itoˆ formula
(Fukushima decomposition), and Lyons–Zheng decomposition to Xm, which is im-
portant in proving the results in the subsequent subsections.
10 Sufficient conditions of (SIN) and (NBJ).
The purpose of this section is to give sufficient conditions of (SIN) and (NBJ).
In Section 9.3, we prepare the m-labeled Dirichlet space. In Section 10.1 and Sec-
tion 10.2, we give sufficient conditions of (SIN) and (NBJ), respectively.
10.1 Sufficient conditions of (SIN).
The following assumptions are related to Dirichlet forms introduced in Section 9.2.
So we named it as (A4) followed by (A3) in Section 9.2.
Let R(t) = ∫∞t (1/√2π)e−|x|2/2dx be a (scaled) complementary error function.
We set 〈f, s〉 =∑i f(si) for s =∑i δsi .
(A4) (1) For each r, T ∈ N
Eµ
[
〈R( | · | − r
T
), s〉
]
<∞,(10.1)
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and there exists a T > 0 such that for each R > 0
lim inf
r→∞
R( r
T
)Eµ[〈1Sr+R , s〉] = 0.(10.2)
(2) Each X i neither hits the boundary ∂S of S nor collides each other. That is,
Capa,µ({s; s(∂S) ≥ 1}) = 0,(10.3)
Capa,µ(Scs) = 0.(10.4)
Here Capa,µ is the capacity of the Dirichlet form (Ea,µ,Da,µ) on L2(S, µ).
The condition (10.2) is an analogy of [7, (5.7.14)]. Unlike this, the carre´ du champ
has uniform upper bounds c11c12 by (9.2)–(9.4).
We remark that (10.2) is easy to check. They are satisfied if µ has a 1-correlation
function at most polynomial growth at infinity. Obviously, condition (10.3) is always
satisfied if ∂S = ∅. We state sufficient conditions of (10.4).
Lemma 10.1 ([25, Theorem 2.1, Proposition 7.1]). Assume (A1)–(A3). Assume
that Φ and Ψ are locally bounded from below. We then obtain the following.
(1) Assume that µ is a determinantal random point field with a locally Lipschitz
continuous kernel with respect to the Lebesgue measure. (10.4) then holds.
(2) Assume that d ≥ 2. (10.4) then holds.
Proof. Claims (1) and (2) follow from [25, Theorem 2.1, Proposition 7.1].
Lemma 10.2. Assume (A1)–(A4). Then (SIN) holds. Furthermore,
Capa,µ(Scsde) = 0, Pµ ◦ l−1path(W (Ssde)) = 1.(10.5)
Proof. Applying the argument in [7, Theorem 5.7.4] to Xm of this Dirichlet form, we
see that the diffusion (Xm,Xm∗) is conservative. Because this holds for all m ∈ N,
Pµ( sup{|X it |; t ≤ T } <∞ for all T, i ∈ N ) = 1.(10.6)
Because X ∈ W (Ss) Pµ-a.s. by (10.4), we write Xt =
∑
i δXit such that X
i ∈
C(Ii;S), where Ii = [0, b) or Ii = (a, b) for some a, b ∈ (0,∞]. We shall prove
Ii = [0,∞) Pµ-a.s.. Suppose that Ii = [0, b). Then, from (10.6), we deduce that
b = ∞. Next suppose that Ii = (a, b). Then, applying the strong Markov property
of the diffusion {Ps} at any a′ ∈ (a, b) and using the preceding argument, we deduce
that b = ∞. As a result, we have Ii = (a,∞). Because of reversibility, we see that
such open intervals do not exist. Hence, we obtain Ii = [0,∞) for all i. From this,
(10.4), and µ({s(S) =∞}) = 1, we obtain Capa,µ({s ∈ S ; s(S) <∞}) = 0. From this
and (A4) (2) we have
Capa,µ(Scs.i.) = 0.(10.7)
From (10.6), (10.7), and (10.3) we obtain Pµ(WNE(Ss.i.)) = 1. By [27, Theorem 26]
we see the first claim in (10.5). The second claim is clear from the first. We have
thus completed the proof.
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10.2 Sufficient conditions of (NBJ).
In this subsection we present a sufficient condition of (NBJ).
Let l(s) = (si)
∞
i=1 = s in (5.5). Recall that X = (X
i)i∈N = lpath(X). Then
si = li(s) and X
i
0 = si by definition.
Lemma 10.3. Assume (A1)–(A4). Let M i be a local martingale such that
M it =
∫ t
0
σ(X it ,X
i♦
t )dB
i
t .(10.8)
Then for all r, T ∈ N
∞∑
i=1
Pµ( sup
t∈[0,T ]
|M it | ≥ |si| − r) <∞.(10.9)
Proof. Applying the martingale inequality to (10.8) and using (9.3) and (9.4) yield
Pµ( sup
t∈[0,T ]
|M it | ≥ |si| − r) ≤ c15
∫
S
R( |si| − r√
c11c12T
)µ(ds).(10.10)
Here c15 depends only on d and c12 = supt∈R+ a0(t) is finite by (9.4). From (10.1)
and the standard calculation of correlation functions, we deduce that
∞∑
i=1
∫
S
R( |si| − r√
c11c12T
)µ(ds) =
∫
S
∞∑
i=1
R( |si| − r√
c11c12T
)µ(ds) <∞.
This combined with (10.10) implies (10.9).
Lemma 10.4. Assume (A1)–(A4). Then (NBJ) holds.
Proof. We note that by Lemma 10.2 no tagged particles X = (X i) explode. Let i be
fixed and let m ∈ N such that i ≤ m. We use the Dirichlet form of the m-labeled
process (Xm,Xm∗) given by (9.12). Then the coordinate function xi, regarded as a
function defined on Sm × S, is locally in the domain of the Dirichlet form. Then the
additive functional A
[xi]
t := X
i
t −X i0 is a Dirichlet process. Hence one can apply the
Fukushima decomposition to A
[xi]
t to have
A
[xi]
t =M
[xi]
t +N
[xi]
t ,
where M [xi] is the continuous local martingale additive functional and N [xi] is the
continuous additive functional of locally zero energy. See Theorem 5.5.1 in [7, 273p]
for detail. It is easy to see that M
[xi]
t = M
i
t , where M
i is the continuous local
martingale given by (10.8).
We recall a Lyons–Zheng decomposition from Theorem 5.7.1 in [7, 296p] in the
form we need. The Lyons–Zheng decomposition is a decomposition of A
[xi]
t consisting
of two martingales. For A[xi] we have for each 0 ≤ t ≤ T ,
A
[xi]
t =
1
2
M
[xi]
t +
1
2
Mˆ
[xi]
t for P
m
µ[m] -a.s.,(10.11)
where Mˆ [xi] is the time reversal of M [xi] on [0, T ] such that
Mˆ
[xi]
t =M
[xi]
T−t(rT )−M [xi]T (rT ).
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Here we set rT :C([0, T ];S
m × S)→C([0, T ];Sm × S) such that rT (w)(t) = w(T − t).
Such a decomposition is valid for general Dirichlet forms and their Dirichlet processes
with functions locally in the domain of the Dirichlet form.
Let X = (X i)i∈N be a solution of (5.3) starting at s = (si)i∈N; that is, X i0 = si
by definition. Note that A
[xi]
t = X
i
t −X i0 and that M [xi] is the martingale part of the
solution X i in (5.3).
Because of the coupling Lemma 9.3 we see
∞∑
i=1
P
[1]
µ[1]
({ inf
t∈[0,T ]
|X it | ≤ r}) =
∫
S×S
µ[1](dxds)P
[1]
(x,s)({ inf
t∈[0,T ]
|X1t | ≤ r})(10.12)
=P[1]µ ({ inf
t∈[0,T ]
|X1t | ≤ r}).
Then we have, taking x = X10 ,
P
[1]
µ[1]
({ inf
t∈[0,T ]
|X1t | ≤ r}) ≤ P[1]µ[1]({ sup
t∈[0,T ]
|X1t − x| ≥ |x| − r})
≤P[1]
µ[1]
({ sup
t∈[0,T ]
|M [x]t | ≥ |x| − r}) + P[1]µ[1]({ sup
t∈[0,T ]
| Mˆ [x]t | ≥ |x| − r}) by (10.11)
=2P
[1]
µ[1]
({ sup
t∈[0,T ]
|M [x]t | ≥ |x| − r})
≤2
∫
S
R( |x| − r√
c11c12T
)µ[1](dxds) by the martingale inequality
=2
∫
S
∞∑
i=1
R( |si| − r√
c11c12T
)µ(ds) < ∞ by (10.1) .
Hence from this and Borel–Cantelli’s lemma we have for each r ∈ N
Pµ(lim sup
i→∞
inf
t∈[0,T ]
|X it | ≤ r) = 0.
Because P
[1]
µ[1]
(mr,T (lpath(X)) < ∞) = 1 − P[1]µ[1](lim supi→∞{inft∈[0,T ] |X it | ≤ r}), we
obtain (NBJ).
11 Sufficient conditions of (IFC).
11.1 Localization of coefficients.
Let a = {ak}k∈N be a sequence of increasing sequences ak = {ak(r)}r∈N of natural
numbers such that ak(r) < ak+1(r) for all r, k ∈ N. We set for a = {ak}k∈N
K[a] =
∞⋃
k=1
K[ak], K[ak] = {s ; s(Sr) ≤ ak(r) for all r ∈ N}.(11.1)
By construction, K[ak] ⊂ K[ak+1] for all k ∈ N. It is well known that K[ak] is a
compact set in S for each k ∈ N. To quantify µ by a we assume
(B1) µ(K[a]) = 1.
66
We note that a sequence a with µ(K[a]) = 1 always exists for any random point
field µ (see [24, Lemma 2.6]). We set a+k (r) = ak(r + 1) and a
+ = {a+k }k∈N. Let
S
[m]
s.i. = {(x, s) ∈ Sm × S ; u(x) + s ∈ Ss.i.},(11.2)
where x = (x1, . . . , xm) and u(x) =
∑m
i=1 δxi . Similarly as (4.4), we set
H[a]p,q,k =
{
(x, s) ∈ S[m]s.i. ; x ∈ Smq , s ∈ K[a+k ](11.3)
inf
j 6=k
|xj − xk| ≥ 2−p, inf
l,i
|xl − si| ≥ 2−p
}
,
where j, k, l = 1, . . . ,m and s =
∑
i δsi . We set
H[a]q,k =
∞⋃
p=1
H[a]p,q,k, H[a]k =
∞⋃
q=1
H[a]q,k, H[a] =
∞⋃
k=1
H[a]k.(11.4)
Although H[a]p,q,k, . . . ,H[a] depend on m ∈ N, we suppress m from the notation.
Lemma 11.1. Assume (A1)–(A4) and (B1). The following then holds.
Capa,µ(K[a+]c) = 0,(11.5)
Capa,µ
[m]
(H[a]c) = 0 for each m ∈ N.(11.6)
Proof. (11.5) follows from a similar argument in [24, Theorem 1].
From (10.7), we have Capa,µ(Scs.i.) = 0. From this and (11.5), we obtain
Capa,µ(Scs.i. ∪ K[a+]c) = 0.(11.7)
As seen in Section 9.3, the unlabeled process X =
∑∞
i=1 δXi and the m-labeled process
(Xm,Xm∗) = (X1, . . . , Xm,
∑∞
i>m δXi) have the consistency such that each tagged
process X i is the same and given by lipath(X). From this and (11.7), we then have
Capa,µ
[m]
(u−1[m](S
c
s.i. ∪ K[a+]c)) = 0.(11.8)
From (11.3) and (11.4), we see H[a]c = u−1[m](S
c
s.i. ∪ K[a+]c), where u[m] is defined by
(2.5). This together with (11.8) yields (11.6).
The property (11.6) indicates that the dynamics are trapped on the set H[a]. By
Lemma 11.1 we can thus reduce our analysis on H[a], where local Lipschitz continuity
of coefficients are expected as we will see in the subsequent subsections.
11.2 A sufficient condition of IFC and Yamada-Watanabe the-
ory for SDE of random environment type.
Let N and n be as (4.13) and (4.14). Let {In(m)}∞m=1 be an increasing sequence of
closed sets in Sm × S such that for each n ∈ N
Capa,µ
[m]
({∪∞m=1In(m)}c) = 0.
From this and sub-additivity of capacity we have
Capa,µ
[m]
(
{ ∩n∈N {∪∞m=1In(m)}}c) = 0.(11.9)
67
Let (σ, b) be the coefficients of ISDE (5.3). Set x = (x1, . . . , xm) ∈ Sm and
σm(x, s) = (σ(xi,
m∑
k 6=i
δxk + s))
m
i=1,(11.10)
bm(x, s) = (b(xi,
m∑
k 6=i
δxk + s))
m
i=1.
Then the coefficients of SDE (5.19) are time-inhomogeneous and can be given by
(σ˜m, b˜m)|s=Xm∗t . We prove the local Lipschitz continuity in x for fixed s.
Let (σ˜m, b˜m) be a quasi-continuous version of (σm, bm). Let c16 = c16(m, n) be
constants such that 0 ≤ c16 ≤ ∞ and that
c16 = sup{
|f(x, s)− f(x′, s)|
|x− x′| ; f ∈ {σ˜
m, b˜m}, (x, s) ∼n (x′, s)(11.11)
x 6= x′, (x, s), (x′, s) ∈ H[a]n ∩ In(m)},
where (x, s) ∼n (x′, s) means x and x′ belong to the same connected component of
{y ∈ Rdm ; (y, s) ∈ H[a]n}. We suppress m from the notation of c16 and H[a]n∩ In(m).
Then we make the following assumption.
(B2) For each m ∈ N, there exist (σ˜m, b˜m) and {In(m)} such that c16(m, n) <∞ for
each m ∈ N and n ∈ N with n = (p, q, k).
Remark 11.1. (1) (B2) implies that each f ∈ {σ˜m, b˜m} is Lipschitz continuous in
x uniformly in s on H[a]n ∩ In(m) for each m ∈ N and n ∈ N with n = (p, q, k).
(2) We shall later assume the coefficients are in the domain of the m-labeled Dirichlet
form, and take (σ˜m, b˜m) as a quasi-continuous version and {In(m)}∞m=1 as a nest. We
refer to [7, pp 67-69] for quasi-continuous version and nest. The sequence of sets
{In(m)} plays a crucial role in the proof of Lemma 13.1.
Let m be fixed. We write (u, v) ∈ W (Sm × S). Let ςm,n = ςm,n(u, v) be functions
on the m-labeled path space W (Sm × S) defined as
ςm,n(u, v) = inf{t > 0 ; (u, v)t 6∈ H[a]◦ ∩ In(m)}.
Here H[a]◦n is a subset of H[a]n = H[a]p,q,k such that H[a]
◦
n is the open kernel in x for
fixed s defined as
H[a]◦n =
{
(x, s) ∈ S[m]s.i. ; x ∈ Sm◦q , s ∈ K[a+k ](11.12)
inf
j 6=k
|xj − xk| > 2−p, inf
l,i
|xl − si| > 2−p
}
.
Let (X,B) = (lpath(X),B) be the weak solution of ISDE (5.3)–(5.5) given by Lemma 9.2
defined on (Ω,F ,Ps, {Ft}) and we set Pµ =
∫
Psdµ as (9.10).
Lemma 11.2. Assume (A1)–(A4) and (B1)–(B2).
(1) For each m ∈ N, the SDE (5.14)–(5.16) has a pathwise unique, weak solution
starting at lm(s) for µ-a.s. s in the sense that arbitrary solutions (Ym,Bm,Xm∗) and
(Yˆm,Bm,Xm∗) of (5.14)–(5.16) defined on (Ω,F ,Ps, {Ft}) satisfy
Ps(Y
m = Yˆm) = 1.(11.13)
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In particular, (Ym,Bm,Xm∗) coincides with (Xm,Bm,Xm∗).
(2) Let (Zm, Bˆm, Xˆm∗) and (Zˆm, Bˆm, Xˆm∗) be weak solutions of the SDE (5.14)–(5.16)
defined on a filtered space (Ω′,F ′, P ′, {F ′t}) starting at sm for µ ◦ l−1-a.s. s satisfying
Zm0 = Zˆ
m
0 a.s. and
(Zˆm, Bˆm, Xˆm∗) law= (Xm,Bm,Xm∗).(11.14)
Then it holds that
Ps(Z
m = Zˆm) = 1.(11.15)
(3) Assume the same assumptions as (2) except that the filtrations of (Zm, Bˆm, Xˆm∗)
and (Zˆm, Bˆm, Xˆm∗), {F ′t} and {F ′′t } say, are different (but on the same probability
space (Ω′,F ′, P ′)). Assume that the coefficient σm is constant. Then (11.15) holds.
Remark 11.2. In (3) the reference families of SDEs are different although the prob-
ability space and the Brownian motion is the same. The pathwise uniqueness in (3) is
called the pathwise uniqueness in the strict sense in [10, 162p]. We shall use this refine-
ment in the proof of Proposition 11.3. In the classical situation of Yamada-Watanabe
theory, the pathwise uniqueness in the strict sense follows from the pathwise unique-
ness and the existence of weak solutions as a corollary of their main result. In the
current case, it has been not yet succeeded to generalize this part of the Yamada-
Watanabe theory to SDEs of random environment type. So we add the additional
assumption in (3).
Proof. Recall that (Xm,Bm,Xm∗) is a solution. So it is enough for (1) to prove (11.13)
for Ym = Xm. From (B2), we deduce that the coefficients of the SDE (5.14)–(5.16)
are Lipschitz continuous in y = (yi)
m
i=1 on
H[a]n ∩ In(m).(11.16)
Hence solutions of the SDE (5.14)–(5.16) are pathwise unique until they exit from
H[a]n ∩ In(m). So let Σm,n = min{ςm,n(Ym,Xm∗), ςm,n(Xm,Xm∗)}. If Σm,n > 0, then
we see
(Ymt ,B
m
t ,X
m∗
t ) = (X
m
t ,B
m
t ,X
m∗
t ) for all 0 ≤ t < Σm,n.(11.17)
This coincidence implies that
ςm,n(Y
m,Xm∗) = ςm,n(Xm,Xm∗).(11.18)
We remark that, if ςm,n(X
m,Xm∗) > 0, then ςm,n(Ym,Xm∗) > 0. Indeed, the starting
point sm is in an interior of (time-dependent) open set in Sm and time dependence of
the open set is controlled by Xm∗. So the continuous process Ym takes positive time
to exit from this.
The exit times of (Xm,Xm∗) from H[a] and ∩n∈N ∪∞m=1 In(m) are both infinite by
(11.6) and (11.9). Recall that H[a]n is increasing in n ∈ N and that In(m) is increasing
in m ∈ N for each n ∈ N. This means ςm,n(Xm,Xm∗) in (11.18) converge to infinity as
lim
n→∞
lim
m→∞
ςm,n(X
m,Xm∗) =∞.(11.19)
Hence (11.19) also holds for Σm,n such that
lim
n→∞
lim
m→∞
Σm,n =∞.
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Then (11.17) holds for all 0 ≤ t < ∞. Thus the SDE (5.14)–(5.16) has a pathwise
unique solution (Ym,Bm,Xm∗) that equals to (Xm,Bm,Xm∗), which yields (1).
By (Zˆm, Bˆm, Xˆm∗) law= (Xm,Bm,Xm∗) we can prove (2) similarly as (1).
We write Zm = (Zm,i). Because σm is constant by assumption, the difference of
martingale terms of Zm and Zˆ is canceled out. Then we have
Zm,iu − Zˆm,iu =
∫ u
0
bm
Xˆ
(t, (Zm,it ,Z
m,i♦
t ))− bmXˆ (t, (Zˆ
m,i
t , Zˆ
m,i♦
t ))dt.(11.20)
From this we can use Gronwall’s lemma and the same localization as (1), which
completes the proof of (3).
Recall that (X,B) is the weak solution of (5.3)–(5.4) defined on (Ω,F ,Ps, {Ft})
given by Lemma 9.2. Let (Xm,Bm,Xm∗) be the weak solution of (5.14) made of
(X,B). To simplify the notation, we set
w = (b, x) ∈W0(Rdm)×W (S).
Let Pw be the regular conditional probability such that
Pw = Ps(X
m ∈ · | (Bm,Xm∗) = w).(11.21)
Let (Ym,Bm,Xm∗) be an independent copy of (Xm,Bm,Xm∗). Let Pˆ be the
distributions of (Ym,Bm,Xm∗). Let Pˆw = Pˆ (Ym ∈ · | (Bm,Xm∗) = w). Let Q be the
distribution of (Bm,Xm∗). We set the probability measure R on
W • :=W (Sm)×W (Sm)×W0(Rdm)×W (S)(11.22)
by
R(dudvdw) = Pw(du)Pˆw(dv)Q(dw).(11.23)
We set G to be the completion of the topological σ-field B(W •) by R, and Gt =
∩ε(Bt+ε(W •) ∨ N ), where N is the set of all R-null sets.
Proposition 11.3. Assume (A1)–(A4) and (B1)–(B2). Assume that the coeffi-
cient σm is constant. Then lpath(X) under Pµ satisfies (IFC).
Proof. From Lemma 11.2 (3) we have a pathwise unique, weak solution (Xm,Bm,Xm∗)
starting at l(s). Then from a generalization of the Yamada–Watanabe theory (see
Theorem 1.1 in [10, 163p]) to SDE with random environment, we shall construct a
strong solution.
Under R, both (u,b, x) and (v,b, x) are weak solutions of (5.14)–(5.16). These
solutions are defined on Ξ = (W •,B(W •), R, {Gt}), where {Gt} is the canonical fil-
tering of W •, and coefficients of (5.14)–(5.16) are regarded to be defined on Ξ in an
obvious fashion. Indeed, SDEs (5.14) for (u,b, x) and (v,b, x) become as follows:
duit = σ
mdbit + b
m
x (t, (u
i
t,u
i♦
t ))dt,(11.24)
dvit = σ
mdbit + b
m
x (t, (v
i
t,v
i♦
t ))dt.(11.25)
Here bmx is defined by (5.13) with replacement of X
m∗
t by x
m∗
t =
∑∞
j=m+1 δxjt
.
Solutions of SDEs (11.24) and (11.25) are defined on Ξ = (W •,B(W •), R, {Gt}).
Although we do not need the fact that b under R is a {Gt}-Brownian motion in the
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present proof, we shall prove this in the next lemma. By construction b under R is a
Brownian motion. So for this, it only remains to prove b(u)− b(t) is independent of
Gt for all t < u under R.
Note that the distributions of both (u,b, x) and (v,b, x) under R coincide with that
of (Xm,Bm,Xm∗). Hence we obtain from the pathwise uniqueness of weak solutions
given by Lemma 11.2 (3)
R(u = v) = 1.(11.26)
Let
Qw = R((X
m,Ym) ∈ ·|(Bm,Xm∗) = w).(11.27)
Then we deduce from (11.23)
Qw(dudv) = Pw(du)Pˆw(dv).(11.28)
The identity R(u = v) = 1 together with (11.27) implies Qw(u = v) = 1 for Q-
a.s.w. Meanwhile, from (11.28) we deduce that u and v under Qw are mutually
independent. Hence the distribution of (u, v) underQw is δ(F (w),F (w)), where F (w) is a
nonrandom element ofW (Sm) depending on w. Thus F is regarded as a function from
W0(Rdm)×W (S) toW (Sm) by w 7−→ F (w). The distributions of Pw(du) and Pˆw(dv)
coincide with δF (w). We therefore obtain (X
m,Bm,Xm∗) = (F (Bm,Xm∗),Bm,Xm∗).
We easily see that F is B(W0(Rdm)×W (S))Q/B(W (Sm))-measurable. Indeed,
letting ι and κ be the projections such that ι(u, v, w) = u and κ(u, v, w) = w, we see
F = κ ◦ ι−1. Then κ−1(F−1(A)) = ι−1(A) R-a.s. for each A ∈ B(W (Sm)), that is,
R(κ−1(F−1(A)) ⊖ ι−1(A)) = 0,
where ⊖ denotes the symmetric difference of sets. Note that
ι−1(A) ∈ G = B(W (Sm)×W (Sm)×W0(Rdm)×W (S))R.
Then we see κ(ι−1(A)) ∈ B(W0(Rdm)×W (S))Q by Q = R ◦ κ−1. This implies
F−1(A) ∈ B(W0(Rdm)×W (S))Q.
Hence F is B(W0(Rdm)×W (S))Q/B(W (Sm))-measurable.
We can prove that F is Bt(W0(Rdm)×W (S))Q/Bt(W (Sm))-measurable for each
t in a similar fashion. Here subscript t denotes the σ-field being generated until time
t. Indeed, we can localize the ISDE and the solution in time to [0, T ] for all 0 < T .
The restriction of the original weak solution (Xm,Bm,Xm∗) on the time interval
[0, T ] is also a solution of the ISDE. So with the same argument we can construct
a strong solution FT defined on W0([0, T ];Rdm) × W ([0, T ]; S). The solution FT
is B(W0([0, T ];Rdm)×W ([0, T ]; S))
Q
/ B(W ([0, T ];Sm))-measurable. Because of the
pathwise uniqueness of weak solutions, FT (b, x)(t) = F (b, x)(t) for all 0 ≤ t ≤ T . We
have natural identities
B(W0([0, T ];Rdm)×W ([0, T ]; S)) =BT (W0(Rdm)×W (S))
B(W ([0, T ];Sm)) =BT (W (Sm)).
From this F is BT (W0(Rdm)×W (S))Q/BT (W (Sm))-measurable for each T .
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Lemma 11.4. For each t, {bu − bt} (t < u <∞) are independent of Gt under R.
Proof. Note that Pw = R(u ∈ ·|w) and P ′w = R(v ∈ ·|w). Let F be the strong solution
obtained in the proof of Proposition 11.3. Note that F is Bt(W0(Rdm)×W (S))Q-
adapted. Then for any A1 ×A2 ×A3 ∈ Gt
ER[e
√−1〈θ,bu−bt〉1A1×A2×A3 ] =
∫
A3
e
√−1〈θ,bu−bt〉Pw(A1)P ′w(A2)Q(dw)
(11.29)
=
∫
A3
e
√−1〈θ,bu−bt〉1A1(F (w))1A2 (F (w))Q(dw)
=e−|θ|
2/2(u−t)
∫
A3
1A1(F (w))1A2 (F (w))Q(dw)
=e−|θ|
2/2(u−t)R(A1 ×A2 ×A3).
This implies the claim.
11.3 A sufficient condition of (B2) and Taylor expansion of
coefficients.
In this section we give a sufficient condition of (B2). We begin by introducing the
cut-off functions on Sm × S. Let ϕq ∈ C∞0 (Sm) such that
0 ≤ ϕq(x) ≤ 1, |∇ϕq(x)| ≤ 2 for all x ∈ Sm,
ϕq(x) =
{
1 for x ∈ Smq ,
0 for x 6∈ Smq+1
, ϕq(x) = ϕq(|x|) for all x ∈ Sm
Let hp :R→R (p ∈ {0} ∪ N) such that
hp(t) =

1 (t ≤ 0),
1− 2p+1t (0 ≤ t ≤ 2−p−1),
0 (2−p−1 ≤ t).
We write x = (xk)
m
k=1 ∈ Sm and s =
∑
i δsi ∈ S as before. Let dp :Sm × S→R such
that
dp(x, s) = {
∑
|x−si|≤2−p
(2−p − |x− si|)2}1/2.
Here |x − si| = {
∑m
k=1 |xk − si|2}1/2 for x = (xk)mk=1. We label s =
∑
i δsi in such
a way that |si| ≤ |si+1| for all i, and set J(k, r, s) = {j ; j > ak(r), sj ∈ Sr}. Here
ak = {ak(r)}r∈N are the increasing sequences in (11.1). Let
dak(s) = {
∞∑
r=1
∑
j∈J(k,r,s)
(r − |sj |)2}1/2, χak(s) = h0 ◦ dak(s).
Let χak(s) = h0 ◦ dak(s) and introduce the cut-off functions defined as
χp,q,k(x, s) = hp(dp(x, s))ϕq(x)χak(s),
χq,k(x, s) = ϕq(x)χak(s),
χk(x, s) = χak(s)
.(11.30)
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We easily see that
lim
k→∞
lim
q→∞
lim
p→∞
χp,q,k(x, s) = 1 for all (x, s) ∈ H[a].(11.31)
Let N = {(p, q, k), (q, k), k ; p, q, k ∈ N} and n be as (4.13) and (4.14). For n ∈ N we
define n+ 1 ∈ N such that
n+ 1 =

(p+ 1, q, k) for n = (p, q, k),
(q+ 1, k) for n = (q, k),
k+ 1 for n = k.
(11.32)
We set χn = χp,q,k. Then {χn} are consistent in the sense that χn(x, s) = χn+1(x, s)
for (x, s) ∈ H[a]n. We suppress m from the notation of χn although χn depends on
m ∈ N. By a direct calculation similar to that in [24, Lemma 2.5], we obtain the
following.
Lemma 11.5. For each m ∈ N, the functions χn (n ∈ N) satisfy the following.
χn(x, s) =
{
0 for (x, s) 6∈ H[a]n+1
1 for (x, s) ∈ H[a]n
, χn ∈ Da,µ[m] ,(11.33)
0 ≤ χn(x, s) ≤ 1, |∇xχn(x, s)|2 ≤ c17, D[χn, χn](x, s) ≤ c18.
Here c17 = c17(n) and c18 = c18(n) are positive constants independent of (x, s), and
Da,µ[m] is the domain of the Dirichlet form of the m-labeled process (Xm,Xm∗).
We shall give a sufficient condition of (B2) using Taylor expansion. Let
J[l] = {j = (j1, . . . , jd)m; 0 ≤ ji ≤ l,
d∑
i=1
ji = l}.(11.34)
We set ∂j =
∂l
∂xj
for j ∈ J[l] such that l ∈ N, and ∂j = id. for j ∈ J[0]. For ℓ ∈ N, we
introduce the following conditions.
(C1) For each j ∈ ∪ℓl=0J[l], χn∂jσm, χn∂jbm ∈ Da,µ
[m]
for all n ∈ N.
(C2) For each j ∈ J[ℓ] and n ∈ N with n = (p, q, k)
sup
{|∂jf(x, s)|; (x, s) ∈ H[a]n, f ∈ {σ˜m, b˜m}} <∞.(11.35)
Because we take n = (p, q, k) in (C2), the set H[a]n is compact. This is not the
case if we take n = (p, q) or n = k. We shall use compactness of H[a]n in the proof of
Proposition 11.6.
Proposition 11.6. Assume that (C1) and (C2) hold for some ℓ ∈ N. Then, (B2)
holds with quasi-continuous version given by the m-labeled Dirichlet space.
Proof. For simplicity we prove the case such that m = 1, ℓ = 2 and d = 1. The
general case follows from the same argument. We set by f˜(x, s) a quasi-continuous
version of f ∈ Da,µ[1] . Let f ∈ {σ˜m, b˜m}. Then by (C2) we have a constant c19(n)
such that
c19 = sup
{∑
i
|∂2 f˜(x, s)|; (x, s) ∈ H[a]n
}
<∞.(11.36)
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From (C1), (11.6), and (11.31) we take versions being commutative with ∂ such that
∂˜f(x, s) = ∂ f˜(x, s), ∂˜2f(x, s) = ∂2 f˜(x, s) <∞.(11.37)
Let {In(m)}∞m=1 be a sequence of closed sets such that
Capa,µ
[1]
({∪∞m=1In(m)}c) = 0
and that f˜(x, s) ∂˜f(x, s), and ∂˜2f(x, s) are continuous on In(m) for each m.
Note that H[a]n is a compact set by n = (p, q, k) and that In(m) is a closed set.
Hence H[a]n ∩ In(m) is compact. Because f˜ and ∂˜f are continuous on H[a]n ∩ In(m),
these functions are bounded on H[a]n∩In(m). Hence let c20(n,m) be the finite constant
such that
c20 = sup
{|˜f(ξ, s)|, |∂ f˜(ξ, s)| ; (ξ, s) ∈ H[a]n ∩ In(m)} <∞.(11.38)
Let [ξ, x] ⊂ S denote the segment connecting ξ and x. Let s be such that
{S × {s}} ∩ H[a]n ∩ In(m) 6= ∅.(11.39)
Let (ξ, s), (x, s) ∈ H[a]n be such that (ξ, s) ∼n (x, s) and that (ξ, s) ∈ In(m). Then
there exist points {x1, . . . , xk} and a constant c21(n) depending only on n = (p, q, k)
and s such that x1 = ξ and xk = x,
[xj , xj+1]× {s} ⊂ H[a]n for all 1 ≤ j < k,(11.40)
and that
k−1∑
j=1
|xj − xj+1| ≤ c21|ξ − x|.(11.41)
Using (11.37) and Taylor expansion we deduce that for each 1 ≤ j < k
∂ f˜(xj+1, s)− ∂ f˜(xj , s) =
∫ xj+1
xj
∂˜2f(y, s)dy.(11.42)
Taking the sum of both sides of (11.42) and recalling xk = x and x1 = ξ we see
∂ f˜(x, s)− ∂ f˜(ξ, s) =
k−1∑
j=1
∫ xj+1
xj
∂˜2f(y, s)dy.(11.43)
Then from (11.41) and (11.43) we deduce
|∂ f˜(x, s)− ∂ f˜(ξ, s)| ≤
k−1∑
j=1
∫ xj+1
xj
|∂˜2f(y, s)|dy ≤ c19c21|x− ξ|.(11.44)
Then for each s satisfying (11.39), the function |∂ f˜(x, s)| is bounded in x with bound
|∂ f˜(x, s)| ≤ |∂ f˜(ξ, s)|+ c19c21|x− ξ| ≤ c20 + c19c212(k+ 1) =: c22.(11.45)
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The bound c22 depends only on m, n that satisfy (11.39). From (11.45) and a similar
calculation as (11.44) yields ∂ f˜(x, s) is Lipschitz continuous in x on H[a]n for each
fixed s satisfying (11.39) and its Lipschitz constant is bounded by c19c21.
Using (11.37) and Taylor expansion again we deduce that for each 1 ≤ j < k
f˜(xj+1, s)− f˜(xj , s) =
∫ xj+1
xj
∂˜f(y, s)dy.(11.46)
Then we can show in a similar fashion as (11.44) for each s satisfying (11.39)
|˜f(x, s)− f˜(ξ, s)| ≤c22c21|x− ξ|.(11.47)
Note that (11.47) holds for all (x, s), (ξ, s) ∈ H[a]n with s satisfying (11.39) and that the
constant {(c19c20)2k+c22c21} depends only on m, n. Hence we deduce (B2).
Recall that Pµ is given by (9.10). We remark that Pµ obviously satisfies (AC)
because Pµ is µ-reversible. We apply Theorem 5.1 to lpath(X) under Pµ.
Theorem 11.7. Assume that µ and Pµ satisfy (TT), (A1)–(A4), and (B1)–(B2).
Assume that the coefficient σm is constant. Then (5.3)–(5.4) has a unique strong
solution starting at s = l(s) for µ-a.s. s under the constrains of (IFC), (NBJ), and
(AC) for µ.
Proof. We take (X,B) and P in Theorem 5.1 as X := lpath(X) and P := Pµ. We
check this satisfies all the assumptions of Theorem 5.1, namely, lpath(X) under Pµ
being a IFC solution, (NBJ), (AC) and (TT) for µ.
By Lemma 10.2 lpath(X) under Pµ satisfy (SIN). Hence by Lemma 9.2 lpath(X)
under Pµ is a weak solution. By Proposition 11.3 we obtain (IFC). Then lpath(X)
under Pµ becomes an IFC solution. Using Lemma 10.4 we obtain (NBJ). Because
Pµ is µ-reversible, (AC) for µ is obvious. (TT) for µ follows by assumption.
Thus, all the assumptions of Theorem 5.1 are fulfilled. Hence the claim follows
from Theorem 5.1.
Theorem 11.8. Under the same assumptions as Theorem 11.7 with replacement
(B2) by (C1)–(C2), the same conclusion as Theorem 11.7 holds.
Proof. Proposition 11.6 implies (B2). Then Theorem 11.7 deduces the claim.
Corollary 11.9. Under the same assumptions Theorem 11.7 or Theorem 11.8, lpath(X)
under Pµ is a unique strong solution of (5.3)–(5.4) under the constrains of (IFC),
(NBJ), and (AC) for µ.
Remark 11.3. For sine2, Airy2, and Bessel2,α random point fields, there is another
construction of stochastic dynamics based on space-time correlation functions [15, 34].
Theorem 11.7 combined with tail triviality obtained in [3, 20, 30] proves that these
two dynamics are the same [31, 32, 33].
12 Sufficient conditions of (SIN) and (NBJ) for µ
with non-trivial tails.
In this section, we deduce (SIN) and (NBJ) from the assumptions of µ. We shall
show the stability of (SIN) and (NBJ) under the operation of conditioning with
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respect to the tail σ-field T (S). Recalling the decomposition (5.21) of µ we have
µ(A) =
∫
S
µaTail(A)µ(da).(12.1)
Lemma 12.1. Assume (A1)–(A3) for µ. Then µaTail satisfy (A1)–(A3) for µ-a.s.
a.
Proof. (A1)–(A2) for µaTail are clear from the definitions of logarithmic derivatives
and quasi-Gibbs measures combined with Fubini’s theorem, respectively. (A3) for
µaTail follows from (A3) for µ and Fubini’s theorem. Indeed, we have∫
S
[ ∞∑
k=m
k!
(k −m)! µ
a
Tail(S
k
r )
]
µ(da) =
∞∑
k=m
k!
(k −m)!
∫
S
µaTail(S
k
r )µ(da)
=
∞∑
k=m
k!
(k −m)! µ(S
k
r ) <∞.
Hence we see that µaTail satisfies (9.6) for µ-a.s. a, which implies (A3).
By Lemma 9.1 and Lemma 12.1 (EµaTail ,DµaTail) are quasi-regular Dirichlet forms
on L2(S, µaTail) for µ-a.s. a. We easily see that
DµaTail ⊃ Da,µ for µ-a.s. a.(12.2)
Let Capa,µ and Capa,µ
a
Tail be the capacities associated with the Dirichlet forms (Ea,µ,Da,µ)
on L2(S, µ) and (EµaTail ,DµaTail) on L2(S, µaTail), respectively. Then by the variational
formula of capacity, we easily deduce that for each A∫
S
Capa,µ
a
Tail(A)µ(da) ≤ Capa,µ(A).(12.3)
By definition (EµaTail ,DµaTail) is a quasi-regular Dirichlet form on L2(S, µaTail). We
can regard (EµaTail ,DµaTail) as a Dirichlet form on L2(Ha, µaTail) from (5.23)–(5.26).
Let P
µaTail
s be the distribution of the unlabeled diffusion associated with the Dirich-
let form (EµaTail ,DµaTail) on L2(Ha, µaTail) given by Lemma 9.2. We set
Pµ
a
Tail(·) =
∫
Ha
P
µaTail
s (·)µaTail(ds).(12.4)
Lemma 12.2. Assume (A4) for µ. Then µaTail satisfy (A4) for µ-a.s. a.
Proof. We begin by proving (A4) (1) for µaTail. By (10.1) for µ and (12.1) we have∫
S
Eµ
a
Tail
[
〈R( | · | − r
T
), s〉
]
µ(da) = Eµ
[
〈R( | · | − r
T
), s〉
]
<∞.(12.5)
By Fubini’s theorem µaTail satisfies (10.1). By Fatou’s lemma, (10.2), and (12.1)∫
S
lim inf
r→∞
R( r
T
)Eµ
a
Tail [〈1Sr+R , s〉]µ(da)(12.6)
≤ lim inf
r→∞
∫
S
R( r
T
)Eµ
a
Tail [〈1Sr+R , s〉]µ(da) by Fatou’s lemma
= lim inf
r→∞
R( r
T
)
∫
S
Eµ
a
Tail [〈1Sr+R , s〉]µ(da)
= lim inf
r→∞
R( r
T
)Eµ[〈1Sr+R , s〉] = 0 by (10.2), (12.1).
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From (12.6) and the Fubini theorem we see for µ-a.s. a
lim inf
r→∞
R( r
T
)Eµ
a
Tail [〈1Sr+R , s〉] = 0.(12.7)
This implies (10.2) for µaTail. We have thus obtained (A4) (1) for µ
a
Tail.
From (12.3) and (A4) (2) for µ, we deduce∫
S
Capa,µ
a
Tail({s; s(∂S) ≥ 1})µ(da) ≤ Capa,µ({s; s(∂S) ≥ 1}) = 0∫
S
Capa,µ
a
Tail(Scs)µ(da) ≤ Capa,µ(Scs) = 0.
Hence we obtain (A4) (2) for µaTail for µa.s. a. We have thus completed the proof.
Let Pµ
a
Tail be the associated stationary diffusion given by (12.4).
Lemma 12.3. Assume (A1)–(A4) for µ. Then the diffusion Pµ
a
Tail satisfy (SIN),
and (NBJ) for µ-a.s. a. Furthermore, for µ-a.s. a
Capa,µ
a
Tail(Scsde) = 0, P
µaTail ◦ l−1path(W (Ssde)) = 1.(12.8)
Proof. By Lemma 12.1 and Lemma 12.2µaTail satisfy (A1)–(A4) for µ-a.s. a, which are
the assumptions of Lemma 10.2 and Lemma 10.4. We then see µaTail and P
µaTail satisfy
(SIN), (12.8), and (NBJ) for µ-a.s. a from Lemma 10.2 and Lemma 10.4.
Lemma 12.4. Assume that µ and Pµ satisfy (A1)–(A4) and (B1)–(B2). Assume
that the coefficient σm is constant. Then Pµ
a
Tail satisfy (IFC) for µ-a.s. a.
Proof. We use Proposition 11.3 to prove Lemma 12.4. Our task is to check µaTail and
Pµ
a
Tail satisfy (A1)–(A4) and (B1)–(B2). These are the assumptions of Proposi-
tion 11.3.
We see µaTail satisfy (A1)–(A4) for µ-a.s. a by Lemma 12.2.
From (B1) for µ and the tail decomposition (5.21) of µ combined with Fubini’s
theorem, we obtain (B1) for µaTail for µ-a.s. a.
From (11.9) and an analogy of (12.3) for m-labeled Dirichlet forms, for µ-a.s. a∫
Capa,µ
a,[m]
Tail ({∪∞m=1In(m)}c)µ(da) ≤ Capa,µ
[m]
({∪∞m=1In(m)}c) = 0.(12.9)
Here µ
a,[m]
Tail is the m-Campbell measure of µ
a
Tail. We used an inequality between
capacities Capa,µ
a,[m]
Tail and Capa,µ
[m]
similar to (12.3). From (12.9) we see Pµ
a
Tail satisfy
(B2) for µ-a.s. a.
We have thus checked that all the assumptions of Proposition 11.3 are fulfilled for
µaTail and P
µaTail , which deduces that Pµ
a
Tail satisfy (IFC) for µ-a.s. a.
The next theorem claims quench results follows from anneal assumptions.
Theorem 12.5. Let µ and Pµ satisfy (A1)–(A4) and (B1)–(B2). Assume that the
coefficient σm is constant. Then, for µ-a.s. a, (5.3)–(5.4) has a unique strong solution
starting at s = l(s) for µaTail-a.s. s under the constrains of (IFC), (NBJ) and (AC)
for µaTail.
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Proof. We take (X,B) and P in Theorem 5.1 as X := lpath(X) and P := P
µaTail . We
check this satisfies all the assumptions of Theorem 5.1, namely, lpath(X) under P
µaTail
being a weak solution, (IFC), (NBJ), (AC) for µaTail, and (TT) for µ
a
Tail.
By Lemma 12.1 and Lemma 12.2 µaTail satisfy (A1)–(A4) for µ-a.s. a. By
Lemma 10.2 we see Pµ
a
Tail satisfy (SIN) and (10.5). Hence by Lemma 9.2 we see
that lpath(X) under P
µaTail is a weak solution for µa.s. a. By Lemma 12.4 we obtain
(IFC). Then lpath(X) under P
µaTail becomes an IFC solution. By Lemma 12.3 lpath(X)
under Pµ
a
Tail satisfy (NBJ) (AC) for µaTail is obvious because P
µaTail is µaTail-reversible.
(TT) for µaTail follows from (5.22).
From these the assumptions of Lemma 9.2 are fulfilled. Hence we deduce from
Lemma 9.2 that lpath(X) under P
µaTail is a weak solution.
Thus, all the assumptions of Theorem 5.1 are fulfilled. Hence the first claim follows
from Theorem 5.1.
By (5.22) µaTail satisfy (TT). Hence the claim follows from Theorem 11.7.
Theorem 12.6. Under the same assumptions of Theorem 12.5 with replacement
(B2) by (C1)–(C2) the same conclusions as Theorem 12.5 hold.
Proof. (B2) holds by Proposition 11.6. Hence Theorem 12.5 deduces the claim.
Corollary 12.7. Assume that the same assumptions of Theorem 12.5 or Theo-
rem 12.6 hold. Then lpath(X) under P
µaTail
s is a unique strong solution of (5.3)–(5.4)
starting at s = l(s) under the constrains of (IFC), (NBJ) and (AC) for µaTail.
Remark 12.1. (1) We have two diffusions {(X,Ps)}s∈S and {{(X,Pas )}s∈Ha}a∈H. The
former is deduced from (A2) and (A3) for µ, and the associated Dirichlet form
is given by (Eµ,Dµ) on L2(S, µ). The latter is deduced from (A2) and (A3) for
µaTail, and is a collection of diffusions whose Dirichlet forms are (Eµ
a
Tail ,DµaTail) on
L2(Ha, µ
a
Tail). These two diffusions are the same (up to quasi-everywhere starting
points) when µ has a trivial tail.
(2) In Theorem 12.5, we have constructed the tail preserving solution. Its uniqueness
however is under the constrained of (AC) for µaTail. Hence it does not exclude the
possibility that there exists a family of solutions X not satisfying this condition,
and, in particular, a family of solutions whose distributions on the tail σ-field T (S)
changing as t varies. We refer to [16] for a tail preserving property of the Dyson
model.
13 Examples.
We devote to examples and applications of Theorem 11.7 and Theorem 12.5 in this
section. Throughout this section, σ is the unit matrix and b(x, y) = 12d
µ(x, y), where
dµ is the logarithmic derivative of random point field µ associated with ISDE.
We present a simple sufficient condition of (C2).
Lemma 13.1. Assume that for each j ∈ J[ℓ] and f ∈ {σ˜m, b˜m} there exists gj such
that
gj ∈ C(S2\{x = s}), ∂jf(x, s) =
m∑
k=1
∑
i
gj(xk, si) for (x, s) ∈ H[a].(13.1)
78
Assume (B1). Assume that there exist positive constants c23 and c24 such that
lim sup
r→∞
ak(r)
r
c23
<∞,
∞∑
r=1
ak(r)
r
c23+1
<∞,(13.2)
|gj(x, s)| ≤ c24
(1 + |s|)c23 for all (x, s) ∈ Hp,q.(13.3)
Here Hp,q = {(x, s) ∈ S2; 2−p ≤ |x− s|, x ∈ Sq} for p, q ∈ N. We then obtain (C2).
Proof. We write s =
∑
i δsi . From (13.3), we deduce that for (x, s) ∈ H[a]n
m∑
k=1
∑
i
|gj(xk, si)| ≤c24m
{( ∞∑
r=1
∑
si∈Sr\Sr−1
1
(1 + |si|)c23
)
+ s(S0)
}
≤c24m
{( ∞∑
r=1
∑
si∈Sr\Sr−1
1
(1 + r − 1)c23
)
+ s(S0)
}
=c24m limR→∞
{ s(SR)
R
c23
+
R∑
r=2
s(Sr−1)
{ 1
(r − 1)c23 −
1
r
c23
}}
.
The last line is finite by (13.2) and (11.1). This yields (C2).
13.1 sineβ random point fields/Dyson model in infinite dimen-
sions.
Let d = 1 and S = R. Recall ISDE (1.2) and take β = 1, 2, 4.
dX it = dB
i
t +
β
2
lim
r→∞
∞∑
|Xit−Xjt |<r, j 6=i
1
X it −Xjt
dt (i ∈ Z).(13.4)
Let µsin,β be the sineβ random point field [22, 5] with β = 1, 2, 4. µsin,2 is the random
point field on R whose n-point correlation function ρnsin,2 is given by
ρnsin,2(x
n) = det[Ksin,2(xi, xj)]
n
i,j=1.(13.5)
Here Ksin,2(x, y) = sinπ(x − y)/π(x − y) is the sine kernel. µsin,1 and µsin,4 are also
defined by correlation functions given by quaternion determinants [22]. µsin,β are
solutions of the geometric differential equations (9.5) with a = 1 and
b(x, y) =
β
2
lim
r→∞
∑
|x−yi|<r
1
x− yi in L
1
loc(µ
[1]
sin,β).(13.6)
Here “in L1loc(µ
[1]
sin,β)” means the convergence in L
1(Sr×S, µ[1]sin,β) for all r ∈ N. Unlike
the Ginibre random point field, (13.6) is equivalent to
b(x, y) =
β
2
lim
r→∞
∑
|yi|<r
1
x− yi in L
1
loc(µ
[1]
sin,β).
We obtain the following.
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Theorem 13.2. (1) The conclusions of Theorem 11.7 hold for µsin,2.
(2) Let β = 1, 4. Let µaTail, sin,β be defined as (5.20) for µsin,β . Then, for µsin,β-a.s. a,
the conclusions of Theorem 12.5 hold for µaTail, sin,β .
Remark 13.1. When β = 2, the solution of ISDE (13.4) is called the Dyson model in
infinite dimensions [38]. The random point fields µsin,β are constructed for all β > 0
[41]. It is plausible that our method can be applied to this case. We also remark that
Tsai [40] solved ISDE (13.4) for all β ≥ 1 employing a different method.
To prove Theorem 13.2 we shall check the assumptions of Theorem 11.7 (β = 2)
and Theorem 12.5 (β = 1, 4) for µsin,β. Let χn be as in Lemma 11.5.
Lemma 13.3. For each n ∈ N with n = (p, q, k) the following hold.
(1) The logarithmic derivative dµsin,β of µsin,β exists in L
2(χnµ
[1]
sin,β).
(2) The logarithmic derivative dµsin,β has the expressions.
dµsin,β (x, s) = β lim
r→∞
∑
|x−si|<r
1
x− si in L
2(χnµ
[1]
sin,β),(13.7)
dµsin,β (x, s) = β lim
r→∞
∑
|si|<r
1
x− si in L
2(χnµ
[1]
sin,β).(13.8)
Proof. (1) and (13.7) follow from [27, Theorem 82]. Set Sxr = {s; |x− s| < r} and let
Sr ⊖ Sxr be the symmetric difference of Sr and Sxr . Then we have
lim
r→∞
∑
si∈Sr⊖Sxr
1
x− si = 0 in L
2
loc(µ
[1]
sin,β)(13.9)
because d = 1 and one- and two-point correlation functions of µsin,β are bounded.
Hence, (13.8) follows from (13.7) and (13.9).
Take ℓ = 1 in Theorem 11.7 and note that σ(x, s) = 1 and b(x, s) = 12d
µsin,β (x, s).
Let D[1]sin,β be the domain of the Dirichlet form associated with the 1-labeled process.
Lemma 13.4. Let β = 1, 2, 4. Then χnd
µsin,β , χn∇xdµsin,β ∈ D[1]sin,β for all n ∈ N. In
particular, (C1) holds for ℓ = 1.
Proof. We only prove χnd
µsin,β ∈ D[1]sin,β because χn∇xdµsin,β ∈ D[1]sin,β can be proved
similarly. We set D[f ] = D[f, f ] for simplicity. By definition,
Eµ[1]sin,β (χndµsin,β , χndµsin,β ) =
∫
S×S
1
2
|∇xχndµsin,β |2 + D[χndµsin,β ]dµ[1]sin,β .(13.10)
From Lemma 11.5 and Lemma 13.3 (1), we deduce that∫
S×S
|∇xχndµsin,β |2dµ[1]sin,β ≤2
∫
H[a]n+1
{χ2n|∇xdµsin,β |2 + |∇xχn|2|dµsin,β |2}dµ[1]sin,β
<∞.
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From the Schwarz inequality and Lemma 11.5, we deduce that∫
S×S
D[χnd
µsin,β ]dµ
[1]
sin,β ≤ 2
∫
S×S
χ2nD[d
µsin,β ] + D[χn] |dµsin,β |2 dµ[1]sin,β
≤ 2
∫
H[a]n+1
D[dµsin,β ] + c18|dµsin,β |2 dµ[1]sin,β
≤ 2
∫
H[a]n+1
β2
2
(∑
i
1
|x− si|4
)
+ c18|dµsin,β |2 dµ[1]sin,β < ∞ .
Here the last line follows from a direct calculation and Lemma 13.3. Putting these
inequalities into (13.10), we obtain χnd
µsin,β ∈ D[1]sin,β for all n ∈ N.
Lemma 13.5. µsin,β satisfy (A1)–(A4) for β = 1, 2, 4.
Proof. (9.1) in (A1) follows from [27, Theorem 82]. In [28, Theorem 2.2], it was
proved that µsin,β is a (0,−β log |x − y|)-quasi-Gibbs measure for β = 1, 2, 4. This
yields (A2). (A3) is immediate from (13.5) for β = 2, and a similar determinantal
expression of correlation functions in [22] for β = 1, 4.
(10.3) holds obviously. (10.4) is satisfied by Lemma 10.1. Hence we have (A4) (2).
Because µsin,β is translation invariant, (A4) (1) holds We thus see (A4) holds.
Proof of Theorem 13.2. We check the assumptions of Corollary 12.7. (A1)–(A4)
follow from Lemma 13.5. Let a = {ak} be as in (11.1). Take ak(r) = kr. Then
(B1) holds because µsin,β is translation invariant. (C1) follows from Lemma 13.3
and Lemma 13.4. From the Lebesgue convergence theorem, we obtain
∇xb(x, s) = 1
2
∇xdµsin,β (x, s) = −β
2
∑
i
1
(x− si)2 ∈ L
∞(H[a]n, µ
[1]
sin,β).
Hence we can apply Lemma 13.1 to obtain (C2).
Assume β = 2. Then µsin,2 satisfies (TT) because µsin,2 is a determinantal random
point field. Hence applying Theorem 11.8 we obtain (1). Assume β = 1, 4. Then
applying Corollary 12.7 we obtain (2).
13.2 Ruelle’s class potentials
Let S = Rd with d ∈ N. Let Φ = 0 and Ψ(x, y) = βΨ0(x− y). Then (1.1) becomes
dX it = dB
i
t −
β
2
∞∑
j=1,j 6=i
∇Ψ0(X it −Xjt )dt (i ∈ N).(13.11)
Assume that Ψ0 is a Ruelle’s class potential, smooth outside the origin. That is,
Ψ0 is super-stable and regular in the sense of Ruelle [36]. Here we say Ψ0 is regular
if there exists a positive decreasing function ψ :R+→R and R0 such that
Ψ0(x) ≥ −ψ(|x|) for all x, Ψ0(x) ≤ ψ(|x|) for all |x| ≥ R0,(13.12) ∫ ∞
0
ψ(t) td−1dt <∞.
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Let µΨ0 be canonical Gibbs measures with interaction Ψ0. Let ρ
m be them-correlation
function of µΨ0 . We do not a priori assume the translation invariance of µΨ0 . Instead,
we assume a quantitative condition in (13.13) below, which is obviously satisfied by
the translation invariant canonical Gibbs measures.
Suppose that, for each p ∈ N, there exist positive constants c25 and c26 satisfying
∞∑
r=1
∫
Sr
ρ1(x)dx
r
c25+1
<∞, lim sup
r→∞
∫
Sr
ρ1(x)dx
r
c25
<∞,(13.13)
|∇Ψ0(x)|, |∇2Ψ0(x)| ≤ c26
(1 + |x|)c25
for all x such that |x| ≥ 1/p.
For the non-collision property assume that d ≥ 2 or that d = 1 with µΨ0 such that
there exist positive constant c27 and positive function h : [0,∞)→ [0,∞] satisfying
that
ρm(x1, . . . , xm) ≤ h(|xi − xj |) for all xi 6= xj ,
∫
0≤t≤c27
1
h(t)
dt =∞.(13.14)
Here ρm is the m-point correlation function of µΨ0 .
Theorem 13.6. Let S = Rd and β > 0. Let Ψ0 be an interaction potential of Ruelle’s
class smooth outside the origin. Assume (13.13). Assume either d ≥ 2 or d = 1 with
µΨ0 satisfying (13.14). Then the conclusions of Theorem 12.5 hold for µΨ0 .
We begin with the calculation of the logarithmic derivative.
Lemma 13.7. Assumption (A1) holds and the logarithmic derivative dµΨ0 is given
by
dµΨ0 (x, y) = −β
∑
i
∇Ψ0(x− yi) (y =
∑
i
δyi).(13.15)
Proof. This lemma is clear from the DLR equation. For the sake of completeness we
give a proof. We suppose µΨ0(s(S) =∞) = 1.
Let S
[1],m
r = Sr × Smr for m ∈ N, where Smr = {s ∈ S; s(Sr) = m}. Let µ[1]r,η be a
conditional measure of the 1-Campbell measure µ
[1]
Ψ0
conditioned at πcr(y) = π
c
r(η) for
(x, y) ∈ S × S. We normalize µ[1]Ψ0 |S[1],mr and we denote by σ
[1],m
r,η the density function
of µ
[1]
r,η on S
[1],m
r . We remark here that the logarithmic derivative is invariant under
constant multiplication of the original measure. Then, by the DLR equation and the
definitions of Palm and Campbell measures we obtain
σ[1],mr,η (x,y) =
1
Zmr,η
e
−β
{∑m
i=1 Ψ0(x−yi)+
∑m
i<j Ψ0(yi−yj)+
∑
ηk∈S
c
r
{Ψ0(x−ηk)+
∑m
i=1Ψ0(yi−ηk)}
}
,
where y = (y1, . . . , ym) and Zmr,η is the normalizing constant. Then we see that
∇x log σ[1],mr,η (x,y) = −β
{ m∑
i=1
∇Ψ0(x− yi) +
∑
ηk∈Scr
∇Ψ0(x− ηk)
}
.(13.16)
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For ϕ ∈ C0(S)⊗D◦ such that ϕ(x, y) = 0 on Scr × S, we have that
−
∫
S×S
∇xϕ(x, y)µ[1]Ψ0 (dxdy)
= −
∞∑
m=0
∫
Sr×Smr ×S
{∇xϕ(x,
m∑
i=1
δyi)} σ[1],mr,η (x,y) dxdy µ[1]Ψ0 ◦ (πcr)−1(dη)
=
∞∑
m=0
∫
Sr×Smr ×S
ϕ(x,
m∑
i=1
δyi) {∇x log σ[1],mr,η (x,y)} σ[1],mr,η (x,y) dxdy µ[1]Ψ0 ◦ (πcr)−1(dη)
=
∫
S×S
ϕ(x, y){−β
∞∑
i=1
∇Ψ0(x− yi)}µ[1]Ψ0(dxdy) by (13.16).
From this, we obtain (13.15).
Lemma 13.8. Assume that d = 1 and also (13.14). (10.4) then holds.
Proof. We can prove Lemma 13.8 in a similar fashion of the proof of [25, Theorem
2.1]. We easily deduce from the argument of [11] that [25, (4.5)] holds under the
assumptions (13.14), and the rest of the proof is the same as that of [25, Theorem
2.1].
Proof of Theorem 13.6. We verify that µΨ0 satisfies the assumptions (A1)–(A4),
(B1), and (C1)–(C2) with ℓ = 1.
(A1) follows from Lemma 13.7. We obtain (A2) from the DLR equation and the
assumption that Ψ0 is smooth outside the origin. We deduce (A3) and (A4) from
(13.13), Lemma 13.8, and ∂S = ∅. Taking ak(r) = k
∫
Sr
ρ1(x)dx, we obtain (B1).
From (13.13) we can apply the Lebesgue convergence theorem to differentiate (13.15)
to obtain (C1). (C2) follow from Lemma 13.1 and (13.13).
Remark 13.2. (1) Inukai [11] proved that the assumption (13.14) is a necessary and
sufficient conditions of the particles never to collide for finite particle systems.
(2) One can easily generalize Theorem 13.6 even if a free potential Φ exists.
(3) For given potentials of Ruelle’s class Ψ0, there exist translation invariant grand
canonical Gibbs measures associated with Ψ0 such that the m-point correlation func-
tion ρm with respect to the Lebesgue measure satisfies ρm(x1, . . . , xm) ≤ cm28 for all
(x1, . . . , xm) ∈ (Rd)m and m ∈ N (see [36]). Here c28 is a positive constant.
14 Appendix: Tail decomposition.
In this section we prove the tail decomposition of µ using [8]. The notation in this
section are adjusted as much as possible with [8]. We begin by preparing several
notions.
Definition 14.1 (probability kernels [8, 13p]). Let (X,X ) and (Y,Y) be measurable
spaces. A function π :X × Y → [0, 1] is called a probability kernel from Y to X if
(i) π(·|y) is a probability on (X,X ) for all y ∈ Y .
(ii) π(A|·) is Y-measurable for each A ∈ X .
For a measurable space ∗, we denote by P(∗) the set of all probabilities on ∗.
Let (Ω,F) be a measurable space. Let A ⊂ F be a sub-σ-field. Let P be a
non-empty subset of P(Ω,F). We set ΩP = {ω ∈ Ω ; π(·|ω) ∈ P}.
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Definition 14.2 ((P ,A)-kernel [8, (7.21) Definition, 130p]). A probability kernel
π :F × Ω→ [0, 1] is called (P ,A)-kernel if it satisfies the following:
(1) π(A|·) = µ(A|A) µ-a.s. for all µ ∈ P and A ∈ F .
(2) ΩP ∈ A.
(3) µ(ΩP) = 1 for all µ ∈ P .
Let (Ω,F), A ⊂ F , and P be as in Definition 14.2. Let
PA = {µ ∈ P ; µ(A) ∈ {0, 1} for all A ∈ A}.(14.1)
We set e(PA) = σ[eA;A ∈ F ], where eA :PA→ [0, 1] such that eA(µ) = µ(A).
Lemma 14.1 ([8, (7.22) Proposition, 130p]). Assume that (Ω,F) has a countable
determining class (also called a countable core in [8]). Suppose that there exists a
(P ,A)-kernel π. Then the following holds:
(1) PA 6= ∅.
(2) For each µ ∈ P there exists a unique w ∈ P(PA, e(PA)) such that
µ =
∫
PA
νw(dν).(14.2)
Furthermore, w is given by w(M) = µ({ω ∈ Ω;π(·|ω) ∈M}) for M ∈ e(PA).
(3) PA satisfies the following:
PA = {µ ∈ P ; µ({ω;π(·|ω) = µ}) = 1}.(14.3)
(4) µ({ω;π(·|ω) ∈ PA}) = 1 for all µ ∈ P .
Proof. (1) and (2) follow from [8, (7.22) Proposition]. (3) follows from [8, (7.23)].
(4) follows from 2) of the proof of [8, (7.22) Proposition] (see 12-17 lines, 131p in
[8]).
We introduce the notion of specifications γ. We slightly modify it according to
the present situation. Let X = Y and Y ⊂ X in Definition 14.1. Then a probability
kernel π is called proper if π(A ∩B|·) = π(A|·)1B for all A ∈ X and B ∈ Y.
Definition 14.3 (specification [8, 16p]). A family γ = {γr}r∈N of proper probability
kernels γr from σ[π
c
r ] to B(S) is called a specification if it satisfies the consistency
condition γsγr = γs when r ≤ s ∈ N, where
γsγr(A, s) =
∫
S
γs(dt, s)γr(A, t).
The random point fields in the set
G(γ) = {υ ∈ P(S,B(S)) ; υ(A|σ[πcr ]) = γr(A|·) υ-a.s. for all A ∈ B(S) and r ∈ N}
are said to be specified by γ.
With these preparations we recall the tail decomposition given by Georgii [8]. Let
µ and µaTail = µ( · |T (S))(a) be as in Theorems 5.1–5.3.
Lemma 14.2. Assume (A2). Let H be a subset of Ssde satisfying (SIN) and (IFC).
There then exists a subset of H denoted by the same symbol H, such that µ(H) = 1
and that for all a ∈ H
µaTail(A) ∈ {0, 1} for all A ∈ T (S),(14.4)
µaTail({b ∈ S;µaTail = µbTail}) = 1,(14.5)
µaTail and µ
b
Tail are mutually singular on T (S) if µaTail 6= µbTail.(14.6)
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Proof. We use Lemma 14.1 for the proof of Lemma 14.2. Let (Ω,F) = (S,B(S)).
Then (Ω,F) has a countable determining class because S is a Polish space.
Let γr = µ(·|σ[πcr ])(a), where µ(·|σ[πcr ])(a) is the regular conditional probability of
µ. Then γ = {γr}r∈N becomes a specification and µ ∈ G(γ). We set
π(·|a) = µaTail(·), P = G(γ), A = T (S).(14.7)
From [8, (7.25) Proposition, 132p] we see that π(·|a) = µaTail(·) becomes a (P ,A)-
kernel. Let Ω1 = {a;π(·|a) ∈ G(γ)}. It is also proved in the proof of [8, (7.25)
Proposition, 132p] that µ(Ω1) = 1 for all µ ∈ G(γ). Then (14.4) follows from (4) of
Lemma 14.1, and (14.5) follows from (14.3); moreover, (14.6) follows from [8, (7.7)
Theorem (d), 118p].
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