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I. Introduction
Current commercial wind turbine control algorithms are feedback only, as shown in Figure 1 . Blade pitch is often controlled by a simple proportional-integral (PI) based collective blade pitch controller, which receives its input signal from the error in generator speed. Recent work [1] [2] [3] [4] has verified that more advanced feedback controllers can reduce structural fatigue loads. These advanced controllers typically employ individual pitch control and may be based on signals from strain gauges and position encoders in addition to generator speed.
Lidar (light detection and ranging) can be used to remotely measure wind speed. Recent improvements in lidar size, cost, and reliability have made it realistic to obtain accurate wind speed measurements upstream of the turbine. 5 When wind speed measurements are available, we can make use of this additional information through disturbance feedforward control. This feedforward control can be combined with either standard or advanced feedback control, as shown in Figure 2 . The use of these wind speed measurements to reduce turbine fatigue loads is an area that is being actively researched. [6] [7] [8] [9] [10] In this study, a feedforward controller is added on to a standard feedback controller, and the results are compared to the standard feedback controller alone. A previous study 10 investigated the same configuration, but with different feedforward control designs: model-inverse and shaped compensators. The best of these previous designs, with perfect wind measurements, resulted in blade root and tower fore-aft load reductions between 5 and 15%, but slightly increased tower side-to-side motion. This paper is organized as follows. Section II describes the 5 MW turbine model, baseline controllers, and simulation conditions. In Sections III, IV, and V we describe designs and results of three feedforward controllers: non-causal series expansion, preview control, and the optimized finite impulse response (FIR) filter. Finally, Section VI outlines conclusions and future work.
II. Simulated Turbine and Turbulent Inflow

II.A. 5 MW Turbine Model and Baseline Control
All simulations are performed using a full non-linear turbine model provided by the FAST 11 software code developed at the US National Renewable Energy Laboratory (NREL). The particular model used in FAST is the NREL 5 MW reference turbine.
12 All available degrees of freedom (DOFs) are turned on in simulations. The baseline collective pitch controller is a gain-scheduled PI control.
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An individual pitch feedback-only controller was also designed 1 for use as another baseline controller for comparison with individual pitch feedforward controllers. In addition to generator speed, its inputs are the three out-of-plane blade root bending moments, and the rotor azimuth, which is used for the multi-blade coordinate 13 (MBC) (or d-q axis) transformation. The horizontal and vertical components are controlled with PI controllers, and the collective component is controlled with the same PI feedback control as the baseline collective pitch controller.
For all simulations, a 2nd-order pitch actuator model has been added to the 5 MW turbine model, with a natural frequency of 1 Hz and a damping ratio of 0.7. After FAST is used to find a linearized model of the turbine, this pitch actuator model is also added on to the linear model. FAST linearization is performed with a constant torque, while actual Region 3 operation has a varying torque to maintain rated power. Therefore the linear model is also modified to account for this varying torque by augmenting it with a generator speedto-torque feedback, linearized at the operating point. This overall model, shown as P in Figure 3 , is then used for design. 
II.B. Stochastic Turbulent Wind Field Simulator
The NREL TurbSim 14, 15 stochastic full-field inflow simulator was used to provide realistic wind fields for the turbine simulations. These simulations are based on extensive observations taken in the high-plains environment of Southeast Colorado that now has a large operating wind farm. The Great Plains (GP-LLJ) spectral model available in TurbSim was used to simulate wind conditions present at this site.
The boundary conditions for the TurbSim simulator are shown in Table 1 . These values are derived from the averages of subpopulations (e.g., AR1) of actual measured wind conditions associated with 13 m/s (above-rated) hub-height mean wind speeds. The (Y-Z) grid encompassing the turbine rotor disk contains 31×31 points of three orthogonal wind components with a sample rate of 20/s and a total record length of 630 seconds. The first 99 sec of each simulation are discarded before calculating any performance measures to allow initial transients to settle out. Thirty-one different realizations of each subpopulation were created, each 630s long. Two of these realizations in particular, AR2 s1 and AR2 s13 (seed 1 and seed 13 of subpopulation AR2) will be referred to later in this paper. Table 1 . TurbSim Boundary Conditions for 90m Hub, 5 MW Turbine, Great Plains (Lamar) Inflow Simulations. u hubhub-height mean wind speed, Ri T L -vertical stability parameter, α D -vertical power law shear exponent, u * D -mean friction velocity (shearing stress) over the rotor disk. Non-causal series expansion is a model-inverse method not tested in the previous study. 10 A first step in designing a linear model-inverse feedforward controller is obtaining a linear model of the turbine (P ). In this study, the turbine is linearized with five degrees of freedom turned on: first flapwise blade mode (for each of the 3 blades), drivetrain rotational-flexibility, and generator. This is performed using the linearization capability of FAST 11 to create a state-space model of the turbine based on perturbations from a particular operating point.
From the state-space model, we extract two transfer functions: P ob cmd maps collective blade pitch error b cmd to the error o in some output we would like to regulate. P ow maps deviation from nominal wind speed w to the output error o. We then connect a linearized version of the baseline feedback control to this state-space model of the turbine, resulting in two closed-loop transfer functions: T ob maps collective blade pitch feedforward input b to the error o in some output we would like to regulate. T ow maps deviation from nominal wind speed w to the output error o.
A feedforward controller is shown as F in Figure 4 . A linear model-inverse feedforward approach uses F to cancel the effect of w on o. Therefore, as can be seen in Figure 4 , Ideally, the feedforward controller would be set equal to F as above. However, in this case the resulting F is unstable because T ob contains non-minimum phase zeros. Therefore a stable model-inverse approximation is used instead.
In the previous study, 10 three different model-inverse techniques [16] [17] [18] [19] were investigated: nonminimumphase zero ignore (NPZ-Ignore), zero-phase-error tracking control (ZPETC), and zero-magnitude-error tracking control (ZMETC). These worked well when controlling a linear plant model, but performed worse than the baseline controller alone when simulated in FAST with the full nonlinear wind turbine dynamics. This study investigates a different model-inverse approximation method: non-causal series expansion (NCSE).
20, 21
NPZ-Ignore is actually a 0-order NCSE, but here we will discuss higher orders of NCSE. This type of inversion requires the most preview time and should theoretically provide a better approximate inverse than the NPZ-Ignore, ZPETC, and ZMETC methods.
The NCSE method results in a stable approximate model-inverse by using a Taylor series approximation. For example, if the desired F contains an unstable pole a, then we replace
which is stable, but non-causal. For each term included in the approximation, an additional sample of preview is required.
Other improvements were also made in addition to changing the approximate inversion method. The three previous model-inverse controllers 10 were designed to regulate the generator speed output, with the hope that they would also reduce structural loads. This NCSE control is instead directly designed to regulate the blade root bending moment output. The previous controllers were based on a model linearized about an operating point of 18 m/s wind speed and were gain scheduled, while this NCSE control is linearized at 13 m/s to better match simulation conditions and is not gain scheduled. Lowpass filtering was also treated differently: The original design had one lowpass filter on the linear feedforward controller, and a different lowpass filter on its gain-scheduling multiplier. The new design has no gain-scheduling multiplier, but instead has two parts described below, each with a different lowpass filter. Finally, the wind speed measurement used by the feedforward control in previous simulations was an average of five points taken at the hub and outer edges of the rotor plane. In this study, it is an average of three points, one at 75% span of each blade, since, accounting for tip losses, the blades are most sensitive to wind speed around this span location.
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The NCSE control was first tested on the linear model for three varying parameters: approximation series order, sample rate used in conversion to discrete time, and number of DOFs turned on in linearization. Greater approximation series orders, sample rates, and number of DOFs were expected to improve performance, but they also increased the occurrence of numerical problems. We attempted to compare these different design options using the H 2 norm from wind speed error to root bending moment error, but numerical problems with Matlab's 22 norm() function appeared with higher orders of approximation. Careful choice of system representation in Simulink was also required to avoid numerical problems, with the feedforward controller split into a transfer function portion and a zero-pole-gain portion. The following choices were made in the design: approximation order = 199, 80 Hz sample rate, and 5 DOFs in linearization. This resulted in a 2.5 sec preview time (200 samples: 199 from the approximation order plus 1 because the 5 DOF model had 1 non-minimum phase zero 20 ). This NCSE feedforward control does not need to operate at very low frequencies, because we are really interested in minimizing fluctuations in root moment, and are less concerned about the steady-state value. On the other hand, steady-state rotor speed is very important. Therefore the overall feedforward control is the sum of a highpass filtered NCSE control and a lowpass filtered rotor speed control, as shown in Figure 5 . Both filters have a 3 dB point at 10 −2 Hz, since wind begins to affect rotor speed relatively less than root bending moment above this frequency. The wind speed input to the rotor speed feedforward control signal (upper path in Figure 5 ) can also be delayed compared to the NCSE feedforward control signal (lower path in Figure 5 ), since only the NCSE control was designed to have a 2.5 sec preview. The rotor speed control uses a simple lookup table, with values based on testing of the non-linear turbine model at various operating points over a range of wind speeds from 11.4 to 25 m/s to find the required steady-state blade pitch at each operating point such that rated rotor speed is maintained. The feedback controller is still working to control rotor speed as well.
III.B. Results
The non-causal series expansion controller was simulated in both individual pitch and collective pitch form. In the individual pitch version, there are three copies of the feedforward controller, one controlling each blade. Three perfect point wind speed measurements are taken, 2.5 sec ahead of each blade at 75% span, Figure 5 . Feedforward control combining rotor speed regulation at low frequencies (upper path) and NCSE root bending moment reduction at higher frequencies (lower path). The linearization operating point is at 13 m/s wind speed and 0.1141 rad (6.537 degrees) blade pitch.
and these are fed into their respective feedforward controllers. This individual pitch feedforward control is then added on to the individual pitch baseline feedback controller. Results shown here are for the individual pitch version simulated in wind field AR2 s1; the collective pitch version had similar results.
Structural loading measures include RMS nacelle velocities and damage equivalent loads (DELs) of blade and tower bending moments. DELs are calculated using code from NREL based on a rainflow counting algorithm 23 also used in the NREL code CRUNCH and the Sandia code LIFE2, with a Wohler curve exponent of 10, typical for composite material. Figure 6 shows that the NCSE controller does reduce blade root bending loads, as designed, but also causes unacceptable increases in tower sway. Various other configurations of the NCSE control were also simulated considering different lowpass and highpass filters, different preview lengths to each path of the controller, only one or the other path of the controller, etc. However, no configuration produced results that were clearly better overall than the individual pitch baseline feedback controller. . Simulations were done in wind field AR2 s1, using perfect point wind measurements. Peak pitch rates were 0.81, 2.63, 7.23, 7.96, and 2.60 degrees/sec, respectively. All controllers produced an average power of 5000.0 kW. Based on the plotted performance measures, the combined shaped feedforward IP compensator augmented to the baseline IP feedback controller 10 remains the best overall controller, even compared with the new NCSE feedforward compensators augmented to the baseline IP feedback controller.
IV. Preview Control
Preview Control
24 is a method that incorporates a preview of the wind speed disturbance and includes a cost function that allows explicit minimization of rotor speed error, loads, and pitch rate.
IV.A. Design
The particular version of Preview Control used in this study is one that is designed to be added to a predetermined feedback controller, which in this case will be our baseline collective-pitch PI controller. Given a linear turbine model, predetermined feedback PI gains, weights for the cost function, and the desired number of preview samples, Preview Control allows us to solve for a feedforward controller that minimizes the cost, given a step change in disturbance (wind speed).
Initially, we designed preview controllers to minimize only rotor speed error and pitch rate. On both the linear model and in nonlinear simulation, these designs reduced blade root loads in addition to rotor speed error, but increased tower fore-aft motion compared to the baseline controller. Therefore, the procedure was modified so that the rate of change of nacelle fore-aft velocity could be included in the cost function: the right side of equation (17) of the solution 24 is changed from the originally intended
where Q is a n o × n o matrix, weighting the error e in the n o outputs (just generator speed in this case), and W s is an n × n matrix, weighting the rate of change of the n plant states x. This should change the cost function from
where R is a weighting on actuator rate ∆u f p (pitch rate in this case). The initial design was based on a 5 DOF turbine model (generator, drivetrain torsion, and first blade flap ×3), linearized about a wind speed of 13 m/s, and augmented with the actuator model and torque control feedback. The revised design instead has all DOFs (including tower bending) included in the linear model. The baseline PI feedback control is gain scheduled, so we used the gains at the 13 m/s linearization point: K p = 9.68e − 4 and K i = 4.15e − 4. The weights chosen were: Q = 1 (generator speed error), R = 10 4 (pitch rate), and W s = 10 5 C T C (tower sway) where C is a row vector that returns the fore-aft nacelle velocity when multiplied by the column vector of plant states. The number of preview samples chosen was 396, requiring 4.95 sec of wind preview (very close to the "Shaped 5s" controller, which actually has 4.96 sec of preview). Figure 7 shows that in the initial design, additional preview does not have much effect after about 2 sec. But when the design is revised to include tower sway, additional preview continues to have an effect until about 30 sec. However, a preview length of 4.95 sec was chosen instead. Thirty seconds was deemed too large because the longer the preview time, the farther ahead of the turbine the lidar must be focused, increasing errors due to wind evolution and spatial averaging by the lidar. 25 However, focusing too close to the turbine can also cause errors. If the lidar is mounted on the turbine hub or nacelle, and scanning ahead of the turbine around a circle with a radius equal to 75% of the rotor radius, its angle relative to an axis pointing into the wind will increase as the lidar measurement is taken closer to the turbine. The lidar measures wind speed in its line-of-sight direction, and we then estimate wind speed in the downwind direction, assuming the vertical component of wind speed is zero, so errors increase as this angle increases. 
IV.B. Results
Figures 8 and 9 show that the preview controller works as designed on the linear model, reducing the effect of wind disturbance on rotor speed error as well as blade and tower loads. Additional testing on the linear model shows that the preview controller is still beneficial with a 1/8 sec error (delay or advance from the designed 4.95 sec) in preview time, and that performance degrades to worse than baseline control alone when errors in preview time become greater than 1/2 sec.
In simulation, the preview controller was implemented in collective pitch form, with wind speeds measured 4.95 sec ahead of the three blades at 75% span and averaged together for the feedforward control input. When simulated in simple uniform wind fields, Figures 10 and 11 show that the preview controller is still working to reduce the rotor speed error as well as blade and tower loads on the nonlinear turbine model, although there is some loss in performance. However, when simulated in a turbulent wind field, tower fore-aft motion is worse with Preview Control, as shown in Figures 12 and 13 . Initial investigations of IP Preview Control produced similar results to the CP Preview Control shown, and IP Preview Control may be investigated further in the future.
V. Optimized FIR Filter
V.A. Design
Many of the previously mentioned feedforward designs can be represented as finite impulse response (FIR) filters with discrete-time transfer functions with all poles at zero. Given an input of a unit pulse in wind speed, the FIR filter is described by its finite output sequence. For example, the pulse responses of the controllers described above are shown in Figure 14 .
For the optimized FIR filter, we chose a sample time of 0.0125 sec and a total response length of 10 sec. Its input is wind speed with a preview time of 5 sec. This filter is therefore characterized by a sequence of 800 pitch command gain values, which all need to be optimized. The optimized FIR filter was found using a genetic algorithm, 26 which simulates thousands of random possible FIR filters, converging on combinations of those with the best simulation results. Performance was based on fatigue load reduction (blade and tower damage equivalent loads and nacelle accelerations), RMS pitch rate, peak rotor speed, and average power achieved in a simulation of the nonlinear turbine, with all DOFs, in above rated wind conditions. Wind field AR2 s13 from the previous study 10 was used for these simulations because it is the wind field that produced the highest blade root loads in this previous study out of all 93 AR wind fields.
This genetic algorithm optimization approach is advantageous because it optimizes the controller directly on the nonlinear turbine model in a turbulent wind field, with lidar errors modeled, whereas feedforward controllers designed based on a linearized turbine model with uniform wind fields often perform poorly in nonlinear turbulent simulations. The algorithm was seeded with the best of previous feedforward designs, ensuring that results will be at least as good as previous designs on wind field AR2 s13.
The optimization was performed using the Genetic Algorithm function of the Matlab Optimization Toolbox. 22 To reduce the number of variables that need to be optimized by the algorithm, the FIR sequence is downsampled to 81 points instead of 800, with heaviest sampling near 5 sec (since there will be a 5 sec preview time, this corresponds to time 0 in Figure 14 , where the most detail is required). For simulation, the full sequence of values was interpolated. After interpolation, the DC gain of the FIR filter is scaled to 1. This scaled FIR filter is then placed in series with a lookup table that converts from steady-state wind speed values to the corresponding steady-state blade pitch values.
Three copies of this feedforward controller are then implemented, one controlling each blade. Three wind speed measurements are taken, one 5 seconds ahead of each blade at 75% span, and fed into their respective feedforward controllers, giving us individual pitch control. This feedforward control is then added on to the individual pitch baseline feedback controller.
While our previous controllers used wind speed measurements that were perfect point measurements, here we use wind speed measurements that incorporate a lidar model. 25 It includes spatial averaging, which is significant at the preview distance we are using (5 sec × 13 m/s = 65 m). We also assume three hub mounted lidars with about a 35-degree wedge angle. A lidar can only measure wind speed in its line-of-sight direction, which, in this model, is at a 35 degree angle from horizontal downwind. However, we want to know the wind speed in the horizontal downwind direction, and we can only estimate this. To make this estimate, we assume that the vertical and crosswind wind speed components are zero. Therefore, by using the lidar model, we include measurement angle errors as well as spatial averaging errors in our wind speed measurements.
V.A.1. Cost Function
The genetic algorithm attempts to find the filter with the minimum cost. This cost is calculated as the sum of the following 8 performance measures, after each has been normalized by the corresponding value for an individual pitch baseline simulation: DELs on blade root, tower-top fore-aft, tower-base fore-aft, and shaft; RMS values of nacelle acceleration in the x, y, and z directions; and RMS pitch rate. This sum is then divided by 8, so that a cost < 1 represents better performance than IP baseline, and a cost > 1 is worse. Further, if rotor speed and power requirements are not met, the cost is increased sharply, as shown in the following pseudocode:
if P eakRotorSpeed > 13 (rpm), then cost = cost · (1 + (P eakRotorSpeed − 13) · 10) if AverageP ower < 4999.9 (kW), then cost = cost · (1 + (5000 − AverageP ower) · 10)
V.A.2. Constraints
To reduce the amount of time required for the algorithm to run, the set of possible filters to evaluate was reduced to those most likely to produce good results. First, the slope of the impulse response was constrained to be no more than 0.0002 rad/sample, because based on experience from initial tests, FIR filters with large impulse-response slopes returned high costs. For example, the Preview controller returned a higher cost than the baseline individual-pitch controller when evaluated with the cost function described above. If no limit is placed on slope, the individuals that the algorithm creates all tend to have very high slope. Second, algorithm requires an initial range, so the values of the impulse response were limited to between -0.01 and 0.01 radians, since the shaped controller impulse responses fell within this range. Both of these constraints are imposed before the DC gain is scaled to 1.
V.A.3. Seeds
The genetic algorithm was seeded with the following FIR filters: Shaped 10/3 sec and Shaped 5 sec. These shaped compensators had the best results in previous work. 10 The NCSE and Preview controllers were not used as seeds. The NCSE controller has an infinite impulse response. While it could be approximated as an FIR filter, its impulse response is significant out to 100 sec, and begins to cause computer memory problems if stored in FIR form at this length. The Preview controller impulse response contains steep changes in pitch that do not meet the slope constraints indicated above.
V.A.4. Creation Function
The genetic algorithm begins by creating a random initial population of individual FIR filters to evaluate. Starting with this initial population, the best (lowest cost) individuals in each generation are used as "parents" for the next generation, where they are randomly mutated and combined with each other. We chose to begin with an initial population size of 1000. Because we already had 2 seeds, this left 998 individuals that needed to be created before running the genetic algorithm. The Matlab Optimization Toolbox comes with a creation function, but using this creation function with our chosen constraints resulted in 998 individuals that looked almost exactly the same. Therefore we created a custom creation function to create individuals more randomly. These more adequately spanned the space of possible impulse responses. This custom creation function was based on the Matlab function linprog(). This is a linear programming function that outputs the vector x that minimizes f T x, subject to constraints, where the vector f is an input. To create each of the 998 individuals, we ran linprog() using an input f that was randomly generated, and used the output x as a new individual. The result was that each individual x was random and also met our chosen constraints.
V.B. Results
On wind field AR2 s13, the lowest cost for a FIR filter returned so far by the genetic algorithm is 0.9618. This is the result of about one week of simulation time. The algorithm has not yet converged on a single solution, so given more time to run, an even lower cost filter may be found. This cost represents an overall load reduction of about 4% compared to IP baseline. Figures 15, 16, 17, 18, 19, and 20 show the impulse responses and bode plots of the three best, medium, and worst performing FIR filters tried. The impulse responses of the best filters all have a peak slightly before time 0. There is also a significant difference between them, which suggests that giving the algorithm more time to run will be beneficial. The worst filters have high gains at mid frequencies and have large amplitude variations in their impulse responses.
Optimized FIR filter results should be at least as good as the best feedforward controllers so far, since these were used to seed the optimization algorithm. However, error in wind speed measurement is also being introduced through a lidar model, so overall load reduction is not as high as before. For comparison, the Shaped 5 sec controller seed returned a cost of 0.99.
The best controller on wind field AR2 s13 (shown in the left plots of Figures 15 and 16 ) was also tested on all other AR wind fields and compared to the IP baseline controller alone. On 15 of these 93 wind fields, running the IP baseline controller alone results in an average power of below 4999.9 kW. Therefore it no longer makes sense in the cost function to penalize the feedforward controller for power below 4999.9 kW. With this part of the cost removed, the average cost for the optimized feedforward controller over all AR wind fields is 0.97. None of the runs resulted in any rotor speed above 13 rpm, so the cost is based solely on structural loading and pitch actuation and represents an average of 3% load reduction. The average power over all wind fields was 5000 kW, both with and without the optimized FIR feedforward controller. Figure 21 shows how the 3% average cost reduction is broken down among the eight different measures. 
VI. Conclusions and Future Work
Three feedforward blade pitch control designs have been investigated and evaluated: non-causal series expansion, preview control, and optimized FIR filter. The non-causal series expansion controllers reduce blade loads but increase tower sway, and are overall not an improvement over baseline individual pitch control. NCSE and other model-inverse methods are designed to reduce the effect of wind disturbances on only one choice of output. However, we are interested in controlling several outputs, including rotor speed, blade bending, and tower sway. In addition, model-inverse design methods result in feedforward controllers with high gain at high frequencies, and also do not account for actuator limits, and so the pitch command reaches the 8 degree/sec rate limit when using NCSE control and other model-inverse methods tried. For these reasons, we also investigated preview control, which minimizes a cost that can include multiple outputs and actuator effort.
Preview control was able to reduce both blade and tower loads on the linear model as well as in simple uniform wind field simulations. However, when simulated in turbulent wind conditions it, like the NCSE control, increased tower sway and was not an overall improvement over baseline control.
There are nonlinear approaches to model-inverse control, 27 and possibly also to Preview Control, but since linear controllers have implementation and analysis conveniences, we investigated the optimized FIR filter as another linear control design. The optimized FIR filter was designed directly on the nonlinear turbine model in turbulent wind conditions with lidar errors modeled. It reduced loads on different parts of the turbine by varying amounts, with an average 3% load reduction overall, while maintaining rated power and rotor speed and without significantly increasing pitch rate. Future work will involve giving the optimization algorithm more time to run, and possibly reducing constraints, to see if further load reduction is possible.
