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Abstract
We consider the differential equation (u) = F(u), where  is a formally self-adjoint second-order differential
expression and F is nonlinear, with nonlinear boundary conditions. Under appropriate assumptions on , F and
the boundary conditions, existence of solutions is established using the method of lower and upper solutions. A
generalized quasilinearization method is then developed for this problem and we obtain two monotonic sequences
of approximate solutions converging quadratically to a solution of the equation.
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1. Introduction
Let I = (a, b). We consider the nonlinear problem
(u(t)) = f (t, u(t)), t ∈ I ,
g(u(a), u(b), pu′(a)) = 0,
h(u(a), u(b), pu′(b)) = 0, (1)
where
(u) = −(pu′)′ + qu,
f : I × R → R, g, h : R3 → R are continuous and p> 0, q0 almost everywhere on I.
The differential expression  considered here generalizes the ones usually considered in the literature
(see [1,2] and the references therein).A discussion of the nonlinear boundary conditions used in this work
and their relation to classical boundary conditions can be found in [2].
This paper consists of two parts. We ﬁrst develop an existence theorem for (1) using the method of
coupled upper and lower solutions. This is done in Section 2. Then we develop a generalized quasi-
linearization method that iteratively produces two monotone increasing sequences of functions which
converge uniformly to a solution of (1). This is the content of Section 3.
2. The existence theorem
We denote by L2(I ) the Hilbert space of square integrable functions. The norm and inner product in
L2(I ) will be denoted by ‖ · ‖ and 〈·, ·〉, respectively. Also  is assumed to be regular, i.e. a, b are ﬁnite
and 1/p, q are integrable on I. We regard  as deﬁned on the following set:
D = {u ∈ L2(I ) : u, pu′ ∈ AC(I), (u) ∈ L2(I )}.
A discussion of the concept of coupled upper and lower solutions for second-order boundary value
problems is given in [2]. We reproduce here the deﬁnition.
Deﬁnition 1. The functions ,  ∈ D are called coupled lower and upper solutions, respectively, of
problem (1) if the following conditions hold:
1. ((t))f (t, (t)) (respectively, ((t))f (t, (t))) for all t ∈ I ;
2. max{g((a), (b), p′(a)), g((a), (b), p′(a))}0,
min{g((a), (b), p′(a)), g((a), (b), p′(a))}0,
and
max{h((a), (b), p′(b)), h((a), (b), p′(b))}0,
min{h((a), (b), p′(b)), h((a), (b), p′(b))}0.
Deﬁnition 2. Deﬁne the Banach space C1p(I ) by
C1p(I ) = {u ∈ C(I) : pu′ ∈ C(I)}
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with norm deﬁned by
‖u‖C1p(I ) = max{‖u‖∞, ‖pu
′‖∞}.
The following lemma is a generalization of Lemma 3.1 in [5].
Lemma 3. Deﬁne the operator L : C1p(I ) → C0(I ) × R× R by
Lu(t) =
(
pu′(a) − pu′(t) +
∫ t
a
(q(s) + )u(s) ds, u(a), u(b)
)
.
Then L−1 exists and is continuous.
Proof. We ﬁrst show that L−1 is continuous on the dense subspace C10(I ) × R × R. For (v, , ) ∈
C10(I ) × R× R, the equation
Lu = (v, , )
is equivalent to the equation
( + )u = v′,
u(a) = , u(b) = 
which has the solution
u(t) = c1y1(t) + c2y2(t) − y1(t)
∫ t
a
y2(s)v
′(s) ds + y2(t)
∫ t
a
y1(s)v
′(s) ds,
where {y1, y2} is a fundamental system of solutions for
( + )u = 0
and c1, c2 are solutions of the system[
y1(a) y2(a)
y1(b) y2(b)
] [
c1
c2
]
=
[

 + 
]
(2)
and
 = y1(b)
∫ b
a
y2(s)v
′(s) ds − y2(b)
∫ b
a
y1(s)v
′(s) ds.
Note that the solvability of system (2) follows from the linear independence of the functions y1, y2 and
the positivity of .
We also have
pu′(t) = c1py′1(t) + c2py′2(t) − py′1(t)
∫ t
a
y2(s)v
′(s) ds + py′2(t)
∫ t
a
y1(s)v
′(s) ds.
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Now suppose (vn, n, n) → (0, 0, 0), then, for all t ∈ I ,∣∣∣∣
∫ t
a
yi(s)v
′
n(s) ds
∣∣∣∣=
∣∣∣∣yi(s)vn(s)|ta −
∫ t
a
py′i(s)
vn
p
(s) ds
∣∣∣∣
‖yi‖∞‖vn‖∞ + ‖py′i‖∞‖vn‖∞
∫ t
a
1
p(s)
ds, i = 1, 2.
It follows that n → 0, and, consequently, c1, c2 → 0 and un, pu′n → 0 uniformly. Hence, un → 0 in
C1p(I ). Hence, there exists a c > 0 such that
‖L−1(v, , )‖C1p(I )c‖(v, , )‖C0(I )×R×R∀(v, , ) ∈ C
1
0(I ) × R× R.
To conclude the proof we follow an argument in [3, p. 100]. To deﬁneL−1 for any (v, , ) ∈ C0×R×R
we take a sequence of elements, say, {(vn, , )} with (vn, , ) ∈ C10(I ) × R× R such that (vn, , ) →
(u, , ) in the norm of C0 × R × R. Since {(vn, , )} converges, it is a Cauchy sequence. Also since
L−1 is bounded on C10 × R × R (in the norm of C0 × R × R), the sequence {L−1(vn, , )} is Cauchy
and therefore, it converges (in the norm of C1p) to an element u. We deﬁne L−1(v, , ) as
L−1(v, , ) = limL−1(vn, , ) = u.
Now L−1 is deﬁned on the whole space C0 × R× R and
‖L−1(v, , )‖C1p(I ) = lim ‖L
−1(vn, , )‖C1p(I )
c lim ‖(vn, , )‖C0(I )×R×R
= c‖(v, , )‖C0(I )×R×R ∀(v, , ) ∈ C10(I ) × R× R.
In other words, L−1 is extended to a bounded operator on the whole space C10(I ) × R× R.
Let us now show that this deﬁnition is compatible with L in the sense that LL−1(v, , ) = (v, , )
for all (v, , ) ∈ C0 × R× R. Notice that L is bounded on C1p by deﬁnition. Thus,
u = L−1(v, , ) = limL−1(vn, , )
gives
Lu = L(limL−1(vn, , ))
= limLL−1(vn, , ) (because L is continuous)
= lim(vn, , ) (because LL−1 = Ion C10 × R× R)
= (v, , ).
Therefore, LL−1(v, , ) = (v, , ) on C0 × R× R. 
Theorem 4. Suppose that ,  are coupled lower and upper solutions of (1) such that (t)(t) in I.
Suppose further that the functions g and h are monotone nondecreasing and nonincreasing in the third
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variable, respectively. Assume also that the functions
g(x)
.= g((a), x, p′(a)),
g(x)
.= g((a), x, p′(a))
are monotone (either nonincreasing or nondecreasing) in [(b), (b)] and that the functions
h(x)
.= h(x, (b), p′(b)),
h(x)
.= g(x, (b), p′(b))
are monotone (either nonincreasing or nondecreasing) in [(a), (a)].
Then there exists at least one solution u ∈ D of (1) such that
(t)u(t)(t) in I .
Proof. Deﬁne
r(t, x) = max{(t),min{x, (t)}}.
Let > 0 and consider the modiﬁed problem
(u(t)) + u(t) = F ∗(t, u(t)), t ∈ I ,
u(a) = g∗(u(a), u(b), pu′(a)),
u(b) = h∗(u(a), u(b), pu′(b)) (3)
where
F ∗(t, u) =
⎧⎨
⎩
f (t, (t)) + (t) if (t)<u,
f (t, u) + u if (t)u(t),
f (t, (t)) + (t) if u< (t)
and
g∗(x, y, z) = r(a, x + g(x, y, z))
h∗(x, y, z) = r(b, y + h(x, y, z)).
The proof will be accomplished if we show that (3) has a solution u between  and . To do this we
divide our task into the following three steps.
Step 1: Eq. (3) has a solution.
Let L be the operator deﬁned in Lemma 3 and deﬁne the mapping
N : C1p(I ) → C0(I ) × R× R
by
Nu(t) =
(∫ t
a
F ∗(s, u(s)) ds, g∗(u(a), u(b), pu′(a)), h∗(u(a), u(b), pu′(b))
)
.
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Since F ∗ is bounded and because of the deﬁnitions of g∗, h∗, it follows from the Arzela–Ascoli theorem
that N is compact. It follows from Lemma 3 that the mapping
L−1N : C1p(I ) → C1p(I )
is continuous and compact. Now solving (3) is equivalent to ﬁnding a ﬁxed point of the mapping L−1N
and the existence of such a ﬁxed point is assured by Schauder’s ﬁxed point theorem. Furthermore,
u = L−1Nu
gives
pu′(a) − pu′(t) +
∫ t
a
(q(s) + )u(s) ds =
∫ t
a
F ∗(s, u(s)) ds.
This shows that pu′ ∈ AC(I). Therefore, differentiating both sides we obtain
(u(t)) = f (t, u(t)), t ∈ I .
Step 2: If u is a solution of (3) then (t)u(t)(t) in I.
We only show that
u(t)(t), t ∈ I .
If not, then let I1 = (, ) be a maximal interval on which u(t)> (t), t ∈ I1. We have two cases
to consider.
Case I: I 1 ⊂ I . In this case u() = () and u() = (). Let z = u − , then for t ∈ I1
(z(t)) = F ∗(t, u(t)) − u(t) − ((t))
= f (t, (t)) + (t) − u(t) − ((t))
 − (u(t) − (t))< 0. (4)
On the other hand, since z() = z() = 0
〈(z), z〉I1 =
∫
I1
pz′2 + qz20
and so
0〈(z), z〉I1 < 0
which is a contradiction.
Case II: I1 = I . Then
u(a)(a), u(b)(b).
On the other hand, by the deﬁnitions of g∗, h∗ (note that (t)p(t, x)(t)∀t ∈ I, x ∈ R) we see that
u(a)(a), u(b)(b).
Therefore,
u(a) = (a), u(b) = (b).
276 M. El-Gebeily, D. O’Regan / Journal of Computational and Applied Mathematics 192 (2006) 270–281
Hence, if we deﬁne z = u − , the argument in Case I can be applied again.
Step 3: If u is a solution of (3) then u satisﬁes (1).
We will establish that
g(u(a), u(b), pu′(a)) = 0. (5)
This will follow from the deﬁnition of g∗ once we show that
(a)u(a) + g(u(a), u(b), pu′(a))(a) (6)
because
u(a) = g∗(u(a), u(b), pu′(a)) = u(a) + g(u(a), u(b), pu′(a)).
Now, suppose that (6) is not true and assume ﬁrst that
u(a) + g(u(a), u(b), pu′(a))> (a).
Then
u(a) = g∗(u(a), u(b), pu′(a)) = (a).
Let z = u − , then z(t)0, t ∈ I and z(a) = 0. This yields
pz′(a)0.
To see this, observe that, because z, pz′ ∈ AC(I), we have
z(t) =
∫ t
a
z′(s) ds =
∫ t
a
1
p(s)
pz′(s) ds.
So, if we assume that pz′(a)> 0, it remains positive near a which gives that z is positive near a; a
contradiction.
If g is monotone increasing then
u(a) + g(u(a), u(b), pu′(a)) = (a) + g(u(a), u(b), pu′(a))
(a) + g((a), u(b), p′(a))
= (a) + g(u(b))(a) + g((b))
= (a) + g((a), (b), p′(a))
(a) (7)
which is a contradiction. Note that the last inequality follows from Deﬁnition 1.
Similarly, if g is monotone decreasing then we replace inequality (7) by
u(a) + g(u(a), u(b), pu′(a))(a) + g((a), (b), p′(a))
and a similar contradiction is obtained.
Finally, to show that (a)u(a) + g(u(a), u(b), pu′(a)) we would use the boundary function g
instead of g. 
M. El-Gebeily, D. O’Regan / Journal of Computational and Applied Mathematics 192 (2006) 270–281 277
3. The quasilinearization method
In this section we present a generalization of the quasilinearization method [1,4] to our setting.
Theorem 5. Assume that
1. 0, 0 ∈ D are coupled lower and upper solutions of (1), respectively, such that 00 on I;
2. f ∈ C(), fx, fxx ∈ C() and fx0 on , where
 = {(t, x) ∈ I × R : 0(t)x0(t)}; (8)
3. g and h are monotone nondecreasing and nonincreasing in the third variable, respectively;
4. g(x, y, z) is nondecreasing in the second argument on [0(a), 0(a)] × [0(b), 0(b)] × R;
5. h(x, y, z) is nondecreasing in the ﬁrst argument on [0(a), 0(a)] × [0(b), 0(b)] × R;
6. the zeros of at least one of the functions g or h lie on the same vertical line in R3.
Then (1) has exactly one solution u ∈ D and there exist monotone sequences {n}, {n} ⊂ D which
converge uniformly and monotonically to u. Furthermore, the convergence is quadratic.
Proof. We begin by showing that (1) has no more than one solution. Let u, v be two solutions of (1) such
that u = v. Assume, without loss of generality, that g satisﬁes assumption 6. Since
g(u(a), u(b), pu′(a)) = g(v(a), v(b), pv′(a)) = 0,
we must have
v(a) = u(a), v(b) = u(b).
Therefore, (v − u)′ = 0. Since p> 0 almost everywhere on I,
∫ b
a
(v(t) − u(t))(v(t) − u(t)) dt
=
∫ b
a
p(t)((v(t) − u(t))′)2 + q(t)(v(t) − u(t))2 dt > 0.
On the other hand, using the mean value theorem for integrals
∫ b
a
(f (t, v(t)) − f (t, u(t)))(v(t) − u(t)) dt
= (b − a)(f (, v()) − f (, u()))(v() − u())
= (b − a)fx(, )(v() − u())20
for some  ∈ I,  between v() and u(). Since the left-hand sides above are equal, we get a contradiction.
Hence, v = u.
Next, choose F ∈ C(I × R) such that Fx, Fxx ∈ C(I × R) and, for any (t, x) ∈ , Fxx(t, x) max
{fxx(t, x), 0} and set
	 = f − F .
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Then, for any (t, x), (t, y) ∈ 
	xx(t, x)0, (9)
F(t, x)F(t, y) + Fx(t, y)(x − y), (10)
	(t, x)	(t, y) + 	x(t, x)(x − y), (11)
f (t, x)f (t, y) + Fx(t, y)(x − y) + [	(t, x) − 	(t, y)] (12)
f (t, y) + [Fx(t, y) + 	x(t, x)](x − y). (13)
Let k = 0 and consider the BVPs
u = G(·, u; k, k),
g(u(a), u(b), pu′(a)) = 0,
h(u(a), u(b), pu′(b)) = 0 (14)
and
u = H(·, u; k, k),
g(u(a), u(b), pu′(a)) = 0,
h(u(a), u(b), pu′(b)) = 0, (15)
where
G(t, x; y, z) = f (t, y) + [Fy(t, y) + 	y(t, z)](x − y)
and
H(t, x; y, z) = f (t, z) + [Fy(t, y) + 	y(t, z)](x − z).
Then
0f (·, 0) = G(·, 0; 0, 0)
and by inequality (13)
0f (·, 0)G(·, 0; 0, 0).
Therefore, by Theorem 4, (14) has a solution 1 such that 010 on I. On the other hand, we have
1 = G(·, 1; 0, 0)
= f (·, 0) + [Fx(·, 0) + 	x(·, 0)](1 − 0)
f (·, 0) − [Fx(·, 0) + 	x(·, 0)](0 − 0)
+ [Fx(·, 0) + 	x(·, 0)](1 − 0)
= f (·, 0) + [Fx(·, 0) + 	x(·, 0)](1 − 0)
=H(·, 1; 0, 0).
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Furthermore, by assumptions 3 and 4 we have
g(0(a), 1(b), p
′
0(a))g(0(a), 0(b), p
′
0(a))0,
g(1(a), 0(b), p
′
1(a))g(1(a), 1(b), p
′
1(a)) = 0,
h(1(a), 0(b), p
′
0(a))h(0(a), 0(b), p
′
0(a))0,
h(0(a), 1(b), p
′
1(a))h(1(a), 1(b), p
′
1(a)) = 0.
Therefore, 1 and 0 are coupled lower and upper solutions for (15). Thus, by Theorem 4, (15) has a
solution 11. Also
1 = H(·, 1; 0, 0)
= f (·, 0) + [Fx(·, 0) + 	x(·, 0)](1 − 0)
f (·, 0) − [Fx(·, 1) + 	x(·, 0)](0 − 1)f (·, 1)
and
1 = G(·, 1; 0, 0)
= f (·, 0) + [Fx(·, 0) + 	x(·, 0)](1 − 0)
f (·, 0) + [Fx(·, 0) + 	x(·, 1)](1 − 0)f (·, 1).
Hence, 1, 1 are coupled lower and upper solutions for (1). Repeating the same arguments with k =
1, 2, . . . , we obtain a sequence of solutions {n} of (14) and a sequence {n} of solutions of (15) such
that, for all n
01 · · · nn · · · 10.
The monotonicity of the sequence {n} ensures the existence of a pointwise limit u. Similarly, the
monotonicity of {n} ensures the existence of a pointwise limit vu.
Now set
fn = G(·, n; n−1, n−1),
gn = H(·, n; n−1, n−1), t ∈ I
and notice that the continuity of the function G and the uniform boundedness of the sequence {n} imply
the uniform boundedness of the sequence {fn}. Furthermore, {fn} converges pointwise to G(·, u; u, v)=
f (·, u). The Lebeasgue dominated convergence theorem then yields
∫ t
a
fn(s) ds →
∫ t
a
f (s, u(s)) ds
for each t ∈ I . Hence
L−1
(∫ t
a
fn(s) ds, n(a), n(b)
)
→ L−1
(∫ t
a
f (s, u(s)), u(a), u(b)
)
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in C1p(I ). Noting that
n(t) = L−1
(∫ t
a
fn(s) ds, n(a), n(b)
)
,
we conclude that
u(t) = L−1
(∫ t
a
f (s, u(s)), u(a), u(b)
)
.
It follows that u ∈ C1p(I ) and
pu′(a) − pu′(t) +
∫ t
a
q(s)u(s) ds =
∫ t
a
f (s, u(s)) ds.
As a result, we get, as in Lemma 3, that u ∈ D and u = f (·, u). Thus, u is a solution of (1). A similar
argument shows that v is also a solution of (1). By the uniqueness of the solution, v = u.
To show the quadratic rate of convergence, deﬁne the error functions
en = u − n,
rn = n − u.
Then
f (·, u) − G(·, n; n−1, n−1)
= f (·, u) − {f (·, n−1) + [Fx(·, n−1) + 	x(·, n−1)](n − n−1)}
= {F(·, u) − F(·, n−1) − Fx(·, n−1)(u − n−1)}
+ {	(·, u) − 	(·, n−1) − 	x(·, n−1)(u − n−1)}
+ [Fx(·, n−1) + 	x(·, n−1)](u − n)
Fxx(·, 
)
e2n−1
2
− {	x(·, n−1) − 	x(·, n−1)}en−1
+ [Fx(·, n−1) + 	x(·, n−1)]en
= Fxx(·, 
)
e2n−1
2
− 	xx(·, )(n−1 − n−1)en−1 + fx(·, n−1)en
Fxx(·, 
)
e2n−1
2
− 	xx(·, )(en−1 + rn−1)en−1
Fxx(·, 
)
e2n−1
2
− 	xx(·, )
(
3
2
e2n−1 +
1
2
r2n−1
)
Me2n−1 + Nr2n−1,
where
n−1(t)
, u(t)
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and we have used the mean value theorem, (11), the fact that 	x is nonincreasing, and fx0. Here
M = 12 maxFxx + 32 max(−	xx) and N = 12 max(−	xx), where the maximum is taken on .
Now
en = (u − n)
= f (·, u) − G(·, n; n−1, n−1)
Me2n−1 + Nr2n−1.
Furthermore,
L(en(t)) =
(∫ t
a
(en(t)) dt, 0, 0
)
,
hence, by the continuity of the operator L−1 we obtain
‖en‖∞‖L−1‖−1
∥∥∥∥
∫ t
a
en
∥∥∥∥∞

(b − a)
‖L−1‖ (M‖e
2
n−1‖∞ + N‖r2n−1‖∞).
Similarly, we can prove that
‖rn‖∞ (b − a)‖L−1‖ (N‖e
2
n−1‖∞ + M‖r2n−1‖∞).
This establishes the quadratic convergence of the iterates. 
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