This paper considers the Approximate Agreement problem in presence of mobile Byzantine agents. We prove lower bounds on the number of correct processes to solve such problem. To do that we prove that the existing solutions tolerant to Byzantine agents still holds in such case and under which conditions.
I. INTRODUCTION
The emergent area of sensor networks or mobile robot networks revived recently the research on one of the most studied building blocks of distributed computing: Approximate Agreement. Indeed, gathering environmental data such as temperature or atmospheric pressure, or synchronizing clocks in large scale sensor networks, typically do not require perfect agreement between participating nodes. The Approximate Agreement problem [5] , [8] , [10] is nevertheless complex to solve in systems prone to Byzantine faults. The signals (transmitted data, or perceived position) sent by the faulty participants may have a tremendous impact on the approximated value that is computed by the correct ones. The problem becomes even more difficult to solve when faults are mobile. That is, when the faulty behavior may impact different participants over time.
II. RELATED WORK
The Byzantine Agreement problem, introduced first by Lamport et al. [9] is specified as the conjunction of the following three properties [10] : (Termination) All correct processes eventually decide; (Agreement) No two correct processes decide on different values; (Validity) If all correct processes start with the same value v, then v is the only possible decision value for a correct process. We are interested in the Approximate Byzantine Agreement [5] , [6] where processes start with real numbers as inputs, and eventually decide a real number as output. The difference with the (exact) Byzantine Agreement is that instead of agreeing exactly, processes are allowed to disagree within a small positive margin . The specification of the Approximate Byzantine Agreement [10] has the same termination property as the Byzantine Agreement. However, it has different agreement and validity properties: ( -Agreement) for any > 0, the decision values of any pair of correct processes are within of each other; (Validity) any decision value for a correct process is in the range of the initial values of the correct processes. Most of the presented solutions are based on successive rounds of exchanges of the latest values each process stores locally. Upon collecting each set of values, a correct process applies a function (e.g. average) and adopts as next value the value returned by the function. Allowing different kinds of faults was investigated by Kieckhafer et al. [8] , as they unify different algorithms into the class of MSR-algorithms (Mean-Subsequence-Reduced), which compute the mean of a subsequence of the reduced multi-set of values. In this model faults are partitioned into asymmetric (Byzantine), symmetric and benign.
Mobile adversaries have been formalized for different Mobile Byzantine Faults models [2] , [4] , [7] , [13] . Facing Mobile Byzantine faults is, in some sense, like having a bounded number of compromised entities at any given time but the set of such entities evolves over time. Informally speaking, it is like having Byzantine agent that move from a process to another during the computation. Several authors investigated the agreement problem in further variants of this model [1] , [2] , [7] , [11] , [12] , [13] . In Garay's model [7] , a process has the ability to detect its own infection after the Byzantine agent left it. In this model, an algorithm has been proposed, that solves Byzantine Agreement provided that n > 6f (this requirement was later dropped to n > 4f [1] ). Bonnet et al. [2] investigated the same problem in a model where processes do not have the ability to detect when Byzantine agents have moved. However, differently from Sasaki et al. [13] , cured processes have control on the messages they send. This subtle difference on the power of Byzantine agents has an impact on the bounds for solving the agreement. If in the Sasaki's model the bound is n > 6f , in Bonnet's model it decreases to n > 5f . Finally in the Burhman's model [4] , Byzantine agents move contextually to the messages sending, interestingly in such model the bound is n > 3f .
III. CONTRIBUTION
For simplicity let us call as (M1) the Garay's model [7] ; as (M2) the Bonnet et al.'s model [2] ; as (M3) the Sasaki et al.'s model [13] and finally as (M4) the Buhrman's model [4] . Our first contribution is a mapping from the existing variants of Mobile Byzantine models M1-M4 to the Mixed-Mode faults model [8] . Such mapping is reported in Table I . This result helps us to prove the correctness of class MSR (Mean-Subsequence-Reduce) Approximate Agreement algorithms [8] in the Mobile Byzantine fault model. In [8] , the authors proved that, given the number of benign faults b, the number of symmetric faults s and the number of asymmetric faults a, the minimum number of processes n needed to solve the Byzantine Approximate Agreement by an algorithm in the class MSR is n > 3a + 2s + b. Which, using the mapping in Table I leads directly to the results in Table II . Whose are proven to be lower bounds. Interestingly, as for the static case, agreement and approximate agreement share the same lower bounds. The complete results are presented in [3] .
IV. CONCLUSIONS
This paper proves lower and upper bounds for achieving Approximate Agreement in the Mobile Byzantine faults model. Our core technique is by defining a mapping between variants of Mobile Byzantine faults models, and the Mixed-mode faults model [8] . Our mapping then permitted to prove that the class of MSR (Mean-Subsequence-Reduce) Approximate Agreement algorithms are correct in the Mobile Byzantine faults model.
