Abstract-The queueing performance of a (secondary) cognitive user is investigated for a hierarchical network where there are N independent and identical primary users. Each primary user employs a slotted transmission protocol, and its channel usage forms a two-state (busy,idle) discrete-time Markov chain. The cognitive user employs the optimal policy to select which channel to sense (and use if found idle) at each slot. In the framework of effective bandwidths, the stationary queue tail distribution of the cognitive user is estimated using a large deviation approach for which closed-form expressions are obtained when N = 2. Upper and lower bounds are obtained for the general N primary user network. For positively correlated primary transmissions, the bounds are shown to be asymptotically tight. Monte Carlo simulations using importance sampling techniques are used to validate the obtained large deviation estimates.
I. INTRODUCTION
Cognitive radio is an emerging technology aimed at improving spectrum efficiency by allowing cognitive users to discover and capture transmission opportunities. For a hierarchical network where a cognitive user is secondary to spectrum incumbents (the primary users), the cognitive user may at times avoid transmission to limit its interference to the primary users. The achievable Quality of Service (QoS) of cognitive communications is therefore dictated by the traffic of the primary users as well as the access policy used by the cognitive user to locate spectrum vacancies.
While the potential of cognitive communications in maximizing spectrum utilization is widely recognized, it is not well understood what types of applications are suitable for cognitive communications. Can an application with a certain required QoS be supported by the cognitive user? Can the cognitive user provide enough "bandwidth" for video streaming, voice over IP, or online gaming? These are the motivating questions behind the problems considered in this paper.
We consider a hierarchical cognitive network where a cognitive (secondary) user exploits transmission opportunities in a multichannel communication setting [1] , [2] . In particular, we assume the presence of N parallel channels, each assigned to a primary user. The transmissions of primary users are bursty and statistically independent, and they are modeled as Markovian on-off processes, with the "off" periods representing potential opportunities for the cognitive user. The cognitive user identifies transmission opportunities through channel sensing. We assume that the cognitive user can only sense one channel in each time slot. If the sensed channel is idle (i.e. the primary user is "off"), the cognitive user can transmit some of the data accumulated in its queue. If the sensed channel is busy, it has to wait until the next slot and sense again; opportunities in channels that are not sensed are lost.
Because of the lack of access priority, cognitive transmissions are intermittent. Thus queueing for the cognitive user plays a crucial role. If the opportunities are scarce, a source with a high traffic rate will result in excessive packet drops or queue instability. To determine whether an application is admissible by the cognitive user, it is necessary to characterize the relationship between the traffic arrival rate and the queue distribution. In particular, it is of practical significance to determine the maximum traffic arrival rate that can be supported by a cognitive user provided that the probability of its queue length exceeding a certain level is bounded above by some prescribed . In this context, the queue distribution determines the QoS characteristics, and the associated maximum arrival rate can be interpreted as the effective bandwidth available for cognitive communications.
A. Summary of Results and Contributions
The objective of this paper is to obtain an analytical characterization for the relationship between the arrival rate of the cognitive traffic and the queue distribution of the cognitive user. To this end, we adopt the large deviation approach in the framework of effective bandwidth analysis. For a review, see [3] and references therein. In this analysis, we are interested in obtaining the large deviation approximation of the queue length distribution, which is a function of the primary users' traffic and also a function of the cognitive access protocol.
The key step in our large deviation analysis is obtaining a certain Gärtner-Ellis limit, which is often not available in closed form. The specific structure of the ZKL protocol makes it possible to transform the problem to the large deviation analysis of a certain sequence from a countable state Markov chain. For the two channel case, this Gärtner-Ellis limit can be obtained in closed form. From there, we obtain the large deviation estimate of the stationary queue distribution Q ∞ . Specifically, given the arrival rate a and the traffic parameters of the primary users, under stability conditions, the following identity holds
where θ * (a) > 0 represents the decay rate of the probability of the buffer overflow if the queue size is large enough. In this paper, we obtain analytical characterizations of θ * (a) for N = 2 primary channels, see Corollary 1, which provides the connection between the arrival rate a and the queue length Q ∞ in the large queue length regime. For N > 2 primary channels, we do not have a similar closed-form expression. However, we obtain closed-form upper and lower bounds for the Gärtner-Ellis limit, which gives the corresponding bounds on θ * (a). We show that, for positively correlated Markovian primary traffic, the bounds are exponentially tight as N → ∞.
A relevant issue of the large deviation analysis is how "large" is large enough. We address this issue through simulation of rare events using the importance sampling technique. It is significant that our simulation shows that the large deviation approximation of the queue distribution is sufficiently accurate with a moderate queue size, see Section IV.
B. Related Work
The methodology for queueing analysis used in this paper comes from the effective bandwidth theory (see Glynn and Whitt [6] , Veciana and Walrand [8] , Elwalid and Mitra [9] , and Kelly [3] ). A substantial body of literature exists for the analysis of queue distributions of various multiplexed access schemes, some of the earlier work for wireline networks can be found in [9] , [10] , [11] , [12] . The cognitive access scheme considered in this paper results in random departures from the queue of the cognitive user, a phenomenon similar to fading channels. There has been recent work considering such scenarios. See, e.g., [13] , [14] , [15] , [16] .
A great deal of effort has been devoted to obtaining cognitive access schemes that are throughput optimal (see [1] for a recent survey on access protocols). The work most relevant to this paper is [4] where the authors proposed the (ZKL) protocol and established the throughput optimality for the two channel case (see also [5] ). Their approach points to the analysis of a key Markov chain that models the transmission periods. In this paper, it is the large deviation property of the same Markov chain that leads to the analytical characterization of the Gätner-Ellis limits.
Despite its importance, the analysis of delays and queuing properties for cognitive communications is scarce. In [17] , the authors present queuing analysis of a multichannel hierarchical cognitive network with multiple secondary users. While the network setting in [17] is more general, the aim and technique used in [17] are different from ours. The results of [17] are about the moments of the queue lengths of secondary users, while we consider the large deviation approximation of the queue distribution. The authors in [18] have considered the decay rate of the queue of the cognitive user. However, in their problem, the cognitive user has access to only one channel, and the primary user transmission pattern (i.e. busyidle transitions) is assumed to be independent from slot to slot whereas, in our paper, the cognitive user has access to an arbitrary number of channels (which he visits according to the ZKL protocol) and the primary users activity is assumed to be Markovian. In [19] , the decay rate of the queue of the CU is also considered, the cognitive user has access to multiple channels and the primary user has a Markovian activity. The major difference between [19] and our work is that in [19] the cognitive user knows perfectly the idle channels whereas in this paper this is not the case and the user discovers the idle channels through an access scheme. The same remark holds for [20] as they assume that a base station plays the role of a scheduler and assigns idle channels to secondary users. The analysis in [19] and [20] can only provide an optimistic upper bound on the queuing performance since they assume a perfect knowledge of the spectrum opportunities. In this paper we avoid this problem by examining the combined effect of the access scheme and the primary users traffic on the queueing performance of the CU.
II. PROBLEM DESCRIPTION
We first present a description of our model and assumptions. The N primary users each can only transmit in its own channel according to time slots. The transmission activities on the N channels are modeled as N independent and identically distributed two state (busy or idle) Markov chains, and the cognitive user can only transmit in idle slots. We assume that p 11 = Pr[idle → idle] and p 01 = Pr[busy → idle]. When p 11 ≥ p 01 the channel is said to be positively correlated and when p 11 < p 01 we speak of negative correlation.
In each time slot the cognitive user can only sense one of the N channels. If the sensed channel is idle and the cognitive user has data in its queue, the cognitive user transmits and the transmission is assumed to be successful. If the channel is busy, the cognitive user does not transmit and the slot is lost. The method used to select which channel to sense in each slot is an important aspect of the problem and will be detailed later. The incoming traffic of the cognitive user is assumed to be a constant arrival process with an intensity of a bits 1 per slot and the arrived bits are stored in a buffer of size b 1. For a fixed access policy π, let Q π n denote the queue size at the end of the nth slot. Then (Q π n ) n≥0 is a Lindley process satisfying the following recursion
where (x) + is given its usual meaning max(x, 0), and C 
A. Effective Bandwidth and Effective Capacity
We state first a well known result in effective bandwidth analysis (see for example [6] and [11] ). The following lemma characterizes the decay rate of the steady state tail distribution of the queue. Lemma 1. Assume that the queue is stable and that (C n ) n≥1 satisfies the Gärtner-Ellis limit, i.e., there exits a differentiable function Ψ C (θ) such that
Assume also that there exists a unique solution
Then it follows that Q n ⇒ Q ∞ (the symbol ⇒ refers to convergence in distribution) and
This lemma implies that for a buffer of size b large enough, the buffer overflow probability
The constant γ * is in general difficult to obtain, but it has been suggested [7] that γ * ≈ 1 is in general a good approximation.
In the context of multichannel cognitive spectrum access, the available effective bandwidth (or effective capacity 3 ) can be defined as the maximum arrival rate a that can be supported provided that the buffer overflow probability satisfies P O ≤ for some prescribed QoS parameter . Specifically, for a large buffer of size b 1, the maximum sustainable arrival rate (effective bandwidth) a * ( ) can be defined as
The following Lemma which connects the effective bandwidth a * ( ) with the Gärtner-Ellis limit Ψ C (θ) immediately follows from Lemma 1.
Lemma 2.
Under the assumptions of Lemma 1, given and a queue size b 1, the effective bandwidth is given by
As expected, as the buffer size b → ∞ or as → 1, we have a
Another QoS metric that is also sometimes used is the delay violation probability, 
For a constant arrival process, which is the case in this paper, this constraint can be reformulated (see for instance [15] , [22] ) as a constraint on the steady-state queue length. Consequently there is no loss in generality in considering the buffer overflow probability as the QoS metric.
The strength of Lemma 1 is that it allows general dependencies in C n . However, it masks the difficulty in calculating the Gärtner-Ellis limit Ψ C (θ). The key step in this paper is evaluating Ψ C (θ) from which we will be able to assess the available bandwidth for cognitive communication given the traffic parameters of the primary user and the access protocol of the cognitive user.
B. The single primary channel example
Before presenting the general result, we consider the special case when there is only one primary user. In this case, the calculation of the effective bandwidth does not depend on the access protocol. Classical results from the theory of effective bandwidths allow us to easily compute the Gärtner-Ellis limit Ψ C (θ). Here C n = cX n where X n is the state of the on-off channel, C n is hence a Markov chain on the state space {0, c} (it is also a special case of a Markov modulated process with respect to (X n ) n≥1 ). The Gärtner-Ellis limit Ψ C (θ) in this case is given in the following lemma (see for instance [21, pp. 244-246] ).
Lemma 3.
with φ 1 (θ) = p 00 + p 11 e cθ and φ 2 (θ) = (p 00 + p 11 − 1)e cθ .
With such a closed-form expression, we can examine some special cases. For example, for very wideband channels, c 1 and the effective bandwidth is given by
Here we note that the effective bandwidth is proportional to the buffer size in the wideband regime. It is interesting that, in this regime, a * ( ) depends mostly on the probability that the channel changes from busy to idle. This is because when c 1, the queue is drained quickly when the channel is idle. The behavior of a * ( ) can be easily interpreted for cases when p 01 is close to one or close to zero.
This digression gives a glimpse of the type of results that we are aiming for. In the next section we will treat this general case by providing a closed form expression for Ψ C (θ) when N = 2 and providing upper and lower bounds in the case N > 2.
III. COMPUTATION OF THE GÄRTNER-ELLIS LIMIT Ψ C (θ)
We now focus on the evaluation of the Gärtner-Ellis limit that determines the effective bandwidth. This limit is a function of the primary users activity pattern (i.e., p 11 and p 01 ) as well as the cognitive access policy used to discover the spectrum opportunities. We consider here the ZKL policy [4] , which is throughput optimal for positively correlated Markov primary traffic [5] . It is the special structure of ZKL that makes the computation tractable.
A. The ZKL access policy
The ZKL policy has a simple round-robin structure. For brevity, we describe here only the positively correlated case. See [4] for complete details. Prior to access, channels are ranked according to their prior probabilities of being idle; the highest ranked channel is the one most likely to be idle, the lowest ranked one the least. If such prior probabilities are not available, the channels are ranked arbitrarily. Starting at the highest ranked channel in the priority list, sense the channel and transmit for as many idle slots as possible. The first time the channel becomes busy, switch to the next highest ranked channel in the list and stay in this channel as long as it is idle. The first time the channel becomes busy, move down in the priority list until reaching the lowest ranked channel. After the lowest ranked channel becomes busy, the policy goes back to the highest ranked channel again. A sample path of access is illustrated in Fig. 1 . Let L k ≥ 1 be the number of slots that the cognitive user stays in a channel during the kth transmission period induced by ZKL (see Fig. 1 ). It is shown in [4] that the sequence 
For the negatively correlated case (p 11 < p 01 ), the transition probability becomes 
11 . A key quantity in our calculation is the Gärtner-Ellis limit of L n defined by
which is simpler to evaluate than Ψ C (θ).
We will first establish an explicit relation between Ψ L (·) and Ψ C (·).
Theorem 1. The Gärtner-Ellis limit Ψ C (·) is given by
t ≥ 0} be the counting process associated to the sequence (S k ) k≥1 , i.e.,
We establish first a relation between Ψ C (θ) and
This is because for the positively correlated case, a channel switch corresponds to a slot without transmission and in the negatively correlated case the opposite is true.
Consequently, if p 11 ≥ p 01 , we deduce
4 There is no simple explicit form of the dependence between Tn and − → l (n−1). For later use in the paper, it sufficient to note that when N = 2 we have Tn = l n−1 and if N > 2 we will proceed through the use of bounds on T n by simple functions of l n−1 . 5 Note that it can be proved that (C n ) n≥1 is a Markov modulated process with respect to a certain Markov chain (see Section IV for more details). We have then [21, pp. 244-246 ] that Ψ C (θ) = log(λmax(Ξ(θ)), where λmax is a the largest eigenvalue of a certain matrix Ξ(θ). Computing analytically this Gärtner-Ellis limit through this relation is not mathematically tractable since a closed form expression for λmax is hard to find. In this paper we will avoid this problem by linking Ψ C (θ) with Ψ L (θ) and evaluating the latter quantity instead. and therefore
If however p 11 < p 01 , we obtain
and therefore
In order to complete the proof we make use of a technical result which relates the large deviations behavior of counting processes and their inverses. This result is due to Glynn and Whitt [23] and states that under some mild conditions (which are satisfied here) the Gärtner-Ellis limit Ψ N (θ) and the Gärtner-Ellis limit Ψ L (θ) are related as follows
Consequently, combining (12), (14) and (15) we obtain the desired result. Using this theorem as well as Lemma 1 and 2 we obtain the following corollary.
Corollary 1 (Effective bandwidth).
Under stability conditions 6 , the queue length process Q n converges in distribution to a r.v. Q ∞ that satisfies
, for x relatively large, (16) where θ * (a) is the unique positive solution of the equation
The effective bandwidth for cognitive communications with buffer size b and a maximum buffer overflow probability of is given by
. where θ * = − log( ) b . From Corollary 1 we can see that what remains is to obtain a formula for Ψ L (·). We will treat separately the case N = 2 and the case N > 2.
C. The case of N = 2 channels
In this section we consider the case where the user can only access 2 channels. In this case the sequence (L k ) k≥1 is a first-order Markov chain. The following theorem gives a closed form expression for Ψ L (·).
Theorem 2 (Closed-form expression of Ψ L (θ)). The sequence (L k ) k≥1 has the following Gärtner-Ellis limit.
where κ = log( 1 p11 ) if p 11 ≥ p 01 and κ = log( 1 p00 ) otherwise, and
with 
.
Proof:
We give here the proof for the positively correlated case, the proof for the other case is essentially similar and is thus omitted due to space limitations.
In the following, for the sake of notation simplicity, we will abbreviate 
Using the fact that p
) and after some algebra we deduce that
where g 1 (θ) = e θ + β e θ (e θ −1)
By conditioning on { − → L (n − 2) = − → l (n − 2)}, the last expression becomes
where θ = θ + log(α). Using (20), we obtain after some algebraic manipulations
Multiplying (24) by g 2 (θ) and substituting the expression of g 2 (θ)ϕ k (θ) obtained from (21) we obtain the following recurrence relation satisfied by the sequence E[e θSn ] n≥1 .
where
and
After some algebraic manipulations it can be shown that χ 1 (θ) = e θ φ 1 (θ) and χ 2 (θ) = e 2θ φ 2 (θ), with φ 1 (θ) and φ 2 (θ) are as defined in Theorem 2.
The characteristic equation associated with the recurrence relation (25) is
Leading to the following closed form for
Consequently, it is easy to see that Ψ L (θ) will be given by 
where max i=1...N w i (1) represents the highest belief in the initial slot. Consequently, the final equation (29) obtained for E[e θSn ] depends explicitly on the initial belief. However this dependence fades away when we consider Ψ L (θ).
D. The case of N > 2 channels
The analysis carried out for the case N = 2 becomes mathematically intractable when the number of channels increases, thereby making it hard to obtain a closed-form expression for Ψ L (θ) when N > 2. Therefore we aim in this section to obtain simple and accurate bounds. These bounds will prove to be very tight for a wide range of the parameters.
Before we proceed we should note here that, as in the case N = 2, Ψ L (θ) = ∞ if θ ≥ κ (where κ is given in Theorem. 2). Hence in the following we assume that θ < κ. The bounds on Ψ L (θ) are provided in the following theorem. Ψ L (θ) ). For positively correlated primary traffic (p 11 ≥ p 01 ) and for θ ≥ 0, the function Ψ L (θ) is bounded as follows
Theorem 3 (Bounds on
1−p11e θ . The inequalities are reversed if θ < 0. For the negatively correlated case (p 11 < p 01 ) and for θ ≥ 0, log f 2 (θ)+p Proof:
(34) We treat now each case separately, we start by the positively correlated case.
Therefore we have
and assuming θ ≥ 0 we obtain
Consequently, by induction we obtain
From this inequality we deduce that
Similarly using the fact that p
≤ β we obtain the upper bound given in the theorem. Note finally that these bounds are reversed if θ < 0. Case 2: p 11 < p 01 . As it was remarked in [4] , the structure of the myopic policy implies that if l n−1 is odd then in the nth transmission period the CU will switch to the channel sensed at the (n − 2)th transmission period, consequently the initial belief at the initiation of the nth transmission period is given by p (ln−1+1) 11 . After some algebra we deduce then the following
11 f 3 (θ). (40) When l n−1 is even we have that the belief at the initiation of the nth transmission period is upper bounded [4] by p (ln−1+4) 11 . Thus, if θ ≥ 0, this leads to the following
Notice now that p
11 , therefore
This proves the following
The similar argument used for the positively correlated case leads to the desired lower bound.
To find an upper bound, we use the fact that if l n−1 is even then the initial belief at the initiation of the nth transmission period is lower bounded by p
. We have therefore
, we deduce that
Consequently
The rest of the proof is similar to the positively correlated case. Note finally that the inequalities will be reversed if θ < 0.
Corollary 2. Let θ * (a) be the stationary decay rate of the queue of the CU when there are N channel. Then we have
where θ * l (a) and θ * u (a) are the unique positive solutions of the following equations Case 1:
where the parameter x is such as
where the parameter x is such as x = p
11 for θ * l (a) and x = p
The proof is based on the bounds established above on Ψ L (θ).
IV. NUMERICAL SIMULATION
We conduct numerical simulations to validate the derived expressions. Given that we are interested in the regime that the overflow probability is very small, standard Monte Carlo (MC) simulation techniques are inadequate for our purposes. We resort therefore to the use of importance sampling techniques. The problem considered in this paper has a nice structure that makes it possible to use the importance sampling tools derived for Markov modulated processes in [21] .
A. Simulation via Importance Sampling Techniques
At each time slot n, define a vector Z n as Z n = (X n , I n ), where X n = (X n (1), X n (2), . . . , X n (N )) ∈ {0, 1} N represents the state of the N different channels and I n ∈ {1, ...N } denotes the channel being sensed in the nth slot. Under the myopic policy (the ZKL protocol), it can be seen that the process (Z n ) n≥1 forms a Markov chain on S = {0, 1} N × {1, ...N } with a certain transition matrix R. It can be verified that the random output process (C n ) n≥1 of the queue of the CU is a Markov Modulated Process (MMP) with respect to
This formulation of the problem allows us to simulate the queue of the CU and obtain estimates for P (Q ∞ > x) for large x using the techniques described in [21] .
To be more specific, assume that the system has been running for a long time (say from t = −∞) so that stationarity has been reached at time t = 0. We have then
(see e.g., [25] 
where γ i (θ) = exp(θF (s i )). The biased Markov process (still on S) used for simulations is ( Z n ) n≥1 with a transition matrix R where
T is the corresponding right eigenvector and θ * is the unique positive solution to the equation aθ = − log(λ max (RΓ(−θ))).
Then we have E[Y ] = E[LY ]
where E denotes the expectation with respect to ( Z n ) n≥1 and L is the likelihood ratio defined, for a sample path ω = (
can be finally computed using standard MC simulations since when the system is simulated with ( Z n ) n≥1 , the event {Q ∞ > x} is not rare anymore. For further details on importance sampling for MMPs the interested reader is referred to [21, Section 9.6 and 9.7] .
B. Simulation Setup and Results
For the plots provided in this paper, the channel parameters used are summarized in Table I . The set A describes a positively correlated scenario while the set B describes a negatively correlated one. Throughout this simulation section c is taken to be 1. Fig. 2(a) depicts the quantity log P (Q ∞ > x)/x obtained via simulation (in dashed lines) versus the buffer size x for the two channels case. For comparison, the quantity −θ * (a) obtained from solving the equations provided in Corollary 1 (with the expressions of Ψ L (θ) given in Theorem 2) is also given in solid lines. The plots demonstrate that log P (Q ∞ > x)/x converges to the theoretically computed limit −θ * (a) as x increases. From the plots it can be seen that the convergence happens relatively fast and this is true even for moderate buffer sizes (i.e., x ≥ 30). This plot validates the theoretically computed expressions of Ψ L (θ) given in Theorem 2. Fig. 3(a) shows the same quantities but for 6 channels. The upper and lower bounds of −θ * (a) plotted with solid lines are those obtained from solving the equations in Corollary 2. In the positive correlation case the bounds prove to be particularly tight. In the negative correlation case the upper bound for −θ * (a) (−θ * l (a)) is close to the simulated curve however the lower bound (−θ * u (a)) proves to be loose. We should note at this point that we were able to obtain more accurate bounds. However, the expressions and the derivations of these bounds are more complicated and the space limitations preclude the communication of these results in this paper.
We now turn to the problem of evaluating the maximal arrival rate. In the following, we provide plots showing the maximal arrival rate a * ( ) versus the QoS exponent − log( ) b . We fix a buffer of size b = 40, which from the previous plots suggests that the approximation
is relatively accurate. We then depict a * ( ) by varying . When N = 2, through the relation given in Corollary 1, the closed form expression for Ψ L (θ) (c.f. Theorem 2) is used to plot a * ( ) in Fig. 2(b) . When N = 6, the bounds for Ψ L (θ) obtained in Theorem 3 are used to generate the plots provided in Fig. 3(b) . As it can be seen the upper and lower bounds provided are close to each other suggesting that they are close to the true value. By looking at Figs. 2(b) and 3(b), one can notice that in the negatively correlated case, the maximal arrival rate seems to be unaffected by an increase in the number of channels. The same is not true for the positively correlated case since increasing the channels from 2 to 6 shows an improvement in the maximal arrival rate.
In Figure 2 (c) and 3(c) we compare the decay rates of the CU with two different access policies; the myopic policy and a random access policy. At the beginning of each slot, the random access policy senses uniformly randomly one of the N channels. As such the random access policy is completely memoryless and totally ignores the history of the sensing outcomes in the previous slots. One would expect therefore that the random access policy performs poorly when compared to the myopic policy. This is confirmed by the plots since as it can be seen the decay rates for the random access policy are inferior to the decay rates obtained with the myopic policy.
V. CONCLUSIONS
In this paper we have investigated the queueing behavior of cognitive communications. Within a multi-channel opportunistic communication framework, a cognitive user (CU) is using a myopic sensing scheme to sense one out of N independent primary ON-OFF channels. For this problem, we have studied the decay rate of the tail distribution of the CU's queue. When N = 2, we have provided a complete characterization of the decay rate in terms of the system parameters. When N > 2, we have obtained upper and lower bounds on the decay rate. The expressions that we have derived have been used to determine the maximum arrival rate that the CU can support while the buffer overflow probability is kept under a predefined QoS guarantee.
There are several future directions that we wish to pursue such as the determination of the decay rate when the CU is capable of sensing multiple channels in each slot. A possible extension include also the study of the decay rate with different sensing policies.
APPENDIX I
We give here some considerations to the stability of the queue of the CU. We do this by considering the embedded sequence (Q + where U n = (a − c)L n + c if p 11 ≥ p 01 and U n = aL n − c otherwise. The queue is said to be stable if [24] U lim n→∞ n i=1 U i n < 0 a.s.
Consequently, it can be seen that in the positively correlated case, the queue is stable if L > c c−a whereas if p 11 < p 01 the queue is stable if L < c a . The average length of a transmission period L was studied in [4] . For N = 2 closedform expressions were obtained, whereas for N > 2 upper and lower bounds for L were provided. Using these expressions we get several conditions on the stability of the queue of the CU. For instance, in the positively correlated case, when N = 2 the queue is stable if
where e 2 = 
