Abstract-Gastroesophageal reflux disease (GERD) is one of the most prevalent gastrointestinal diseases. It is characterized by excessive reflux of gastric content (acid, pepsin, etc.) into the esophagus causing symptoms (heartburn, acid regurgitation, etc.) and mucosal inflammation and injuries. GERD occurs when the lower esophageal sphincter (LES) has a low resting pressure and stomach contents leak back, or reflux, into the esophagus. Therefore, the accurate measurement of the LES pressure is of great importance for the diagnosis of GERD. The LES pressure signal, involving severe respiratory contamination and motion artifacts, demands specific capabilities not provided by conventional data analysis methods. Recently, local regression has proved to be a very attractive technique to the nonparametric regression in statistics. In this contribution we apply the ideas of local regression to develop strategies for selecting smoothing parameters of local linear squares estimators, and present its application on the extraction of the LES pressure in GERD. The results from both extensive simulations and real data demonstrate the ability of local regression to characterize the LES pressure, which is consistent with the clinical observation.
INTRODUCTION
Local regression has recently gained widespread acceptance as an appealing solution for fitting smooth curves to noisy data. It is a nonparametric procedure in which the regression is performed by fitting parametric functions locally in the space of the predictors using weighted least squares in a moving fashion similar to the way that a time series is smoothed by moving averages. 4 The advantages of this approach include simplicity, ease of fast computation, and superior boundary behavior. 6, 17 A detailed summary of the advantages of local regression compared to kernel fitting may be found in.
Despite its popularity in statistics, local regression is far less well-known in biology and medicine. In this contribution we apply the ideas of local regression to develop strategies for choosing smoothing parameters of local linear squares estimators, and demonstrate its application on the esophageal manometric data in gastroesophageal reflux disease (GERD).
Gastroesophageal reflux disease (GERD) is one of the most prevalent gastrointestinal diseases. 18 It is characterized by excessive reflux of gastric content (acid, pepsin, etc.) into the esophagus causing symptoms (heartburn, acid regurgitation, etc.) and mucosal inflammation and injuries. GERD occurs when the lower esophageal sphincter (LES) has a low resting pressure and stomach contents leak back, or reflux, into the esophagus. The LES is a ring of muscle at the bottom of the esophagus that acts like a valve between the esophagus and stomach. Therefore, LES functions as a barrier, preventing the reflux of gastric content into the esophagus. When the LES is weak, the powerful acid which helps digest the food can reflux back into the esophagus causing inflammation and pain.
There is a positive pressure gradient between the stomach and the esophagus that tends to promote the reflux from the stomach into the esophagus. LES normally can counteract this pressure gradient and effectively prevent reflux by maintenance of a relatively higher resting pressure. Low resting LES pressure usually leads to episodes of gastroesophageal reflux. This has been frequently observed in patients with severe GERD. 1, 11 The LES pressure is a significant predictor of erosive esophagitis. 10 The purpose of esophageal manometry is to measure the LES pressure and the peristalsis of the esophagus. The station pull-through method is usually performed to measure the location, length and resting pressure of the LES during swallows. The normal range of the LES pressure is 15-35 mmHg. Figure 1 shows a typical recording of the esophageal manometric data. The elevated pressure with sharp rising edge is the LES pressure (labeled with a horizontal bar) which is extremely important in the diagnosis of GERD. The signal is highly nonstationary due to the nature of the station pull-through operation. The respiratory contamination is another added variation which poses a major challenge to the analysis of LES pressure. At present, the trough, middle and valley of the respiration are all used in current clinical practice to estimate the LES pressure, but none is accurate for the assessment of esophageal dysmotility. It is the subject of this paper to accurately measure LES pressure and esophageal peristalsis.
The gauge of the LES pressure is essentially a smoothing problem, which is well known in statistical science. We employ a smoothing technique which reduces noise by estimating local regression functions of time series. 4 The first approaches of smoothing by local polynomial fitting arose in the late nineteenth century and had its early applications in economics studies and time series analysis. 9, 13 Polynomial fitting as a robust smoothing technique has demonstrated its potential in diverse areas for many years, and now the theory and computation of local least-squares approaches can be found in some major recent contributions. 4, 6, 17 In this technique, no assumption is made about the form of the regression function: the complexity of the model will be determined completely by the data. Local regression has the necessary ability to provide an excellent tradeoff between the two desirable but conflicting properties of regression: smoothing the noise versus preserving signal information. The performance of local regression is mainly influenced by the order of the local polynomial fit and the bandwidth.
In this paper we present a local regression approach to extract the LES pressure. We introduce the concept of smoothing by local regression in the following section. We do not intend, nor do we have the space, to provide a full mathematical framework for selection criteria of the bandwidth and polynomial order parameters. Instead, we would like to refer the reader to some excellent work. 4, 12 Subsequently, we investigate this technique within the context of the esophageal manometric data in GERD applied on both computer simulations and experimental data. Finally, we conclude the work along with discussions.
MATERIAL AND METHODS

The Measurement of LES
A thin, flexible, plastic tube called a manometry catheter with four solid-state pressure sensors along its wall is gently passed through the nose, down the back of the throat, and into the esophagus. The manometric catheter is connected to a manometric system (Polygraf ID, Medtronic, Shoreview MN). The distance between adjacent pairs of sensors was 5 cm. Once the catheter is in place, the subject is instructed to lay flat on his back with his arms and hands at his sides, and the catheter is taped to his nose to prevent movement. The tube inside the esophagus allows the pressures generated by the esophageal muscle to be measured when the muscle is at rest and during swallows. The procedure is performed using the pull-through method. 2 Initially, all sensors are located in the stomach and then the catheter is pulled up 1 cm at the time, a high pressure is measured when a sensor enters the lower esophageal sphincter. In some cases, the sensor is pulled through the sphincter several times to ensure an accurate measure of the LES pressure. After the pressure measurement, the manometry catheter is removed and the test is completed. The procedure takes approximately 30-45 min and the patient is directed to fast for 4-6 h before the study. The data are sampled at 4 Hz.
Experimental data used in this study were obtained from one patient (36-year-old female) with symptoms of GERD, including heart burn and acid reflux, and another patient (50-year-old male) with swallowing disorder, complaining of difficulty in swallowing both solid and liquid food.
The Local Regression Estimate
Local regression is used to model a relation between predictor variables x and response variable Y, which is related to the predictor variables. Given a set of observation pairs (x i , Y i ), i = 1, . . . , n, the relationship can be modeled as
where µ(x) is an unknown function to be estimated by fitting a polynomial model (most commonly linear or quadratic) within a moving window, and ε i is an error term modeled as independent and identically distributed white noise with zero mean and unit variance.
We consider, for a fitting point x, the locally weighted least-squares estimate:
where W(x) is a weight function, α, the bandwidth, determines the size of the neighborhood of x, and β p are coefficients with p denoting the order of polynomial. Based on this formula, local regression requires three parameters: the bandwidth, the polynomial degree, and the weight function. Appropriate selection of these parameters will be guided by the model assessment tools.
• The Bandwidth: The bandwidth α controls the smoothness of the fit. It has a critical effect on the local regression fit. If α is too small, the fit becomes too noisy and the variance increases. On the other hand, if α is too large, the fit becomes over-smoothed and important features may be distorted or lost completely. That is, the fit will have a large bias. The bandwidth must be chosen to compromise this bias-variance trade-off.
• The Polynomial Degree: Similar to the bandwidth, the degree of the local polynomial also affects the biasvariance trade-off. A higher degree polynomial may result in a less biased, but more variable fit, i.e. estimates closely following the observations. Since both polynomial degree and bandwidth influence bias as well as variance, the variability (degree of freedom) of the data can be adjusted by the selection of appropriate bandwidth alone. 12 It often suffices to choose a low degree polynomial (linear or quadratic) and concentrate on choosing the bandwidth to obtain a satisfactory fit.
• The Weight Function: The weight function W(x) has much less effect on the bias-variance trade-off, but it influences the visual quality of the fitted regression curves. A number of weight functions have been proposed in the literature. 12, 16, 19 Generally, W(x) is chosen to be continuous, symmetric, peaked at 0 and supported on [−1, 1]. Figure 2 shows some common weight functions. We use a common choice the tricube weight function 4 in our analysis,
which satisfies the above stated properties.
• Robust Smoothing: Local regression can be adversely and strongly influenced by unusual observations (outliers). This problem is exacerbated by the fact that the local regressions typically involve a subset of the overall data. Therefore, any discrepant data points will comprise a sizable proportion of the observations used in the local estimation and their degree of influence will also increase accordingly. Robust regression 15 attempts to remedy this by downweighting influential observations by smoothing data with robustness weight r i W (x), where r i is a bisquare weight function:
whereε i is defined as a function of the residuals ε i from the preceding local regression:
The robustness weight is used that guards against deviant data points distorting the smoothed points.
Model Assessment
From the above discussion of local regression, one is faced with several model selection issues: smoothing parameters, choice of local polynomial degree and the weight function. How good is a local regression on the data? A number of tools are available to evaluate the performance of smoothing. The most important diagnostic component is the residuals, which attempts to assess the importance of individual features and check other model assumptions. One can use the residuals to construct formal tests of goodness of fit for the model. 12 Quantitative goodness of fit criteria such as cross validation estimate the average squared prediction error, while Mallow's C p statistics. 3, 15 estimate the average squared estimation error. A drawback of the cross-validation method is its inherent variability. 7, 17 We use the C p criterion since it provides an unbiased estimate of the sum of the squared error over the time samples, and it is a unitless characterization (the fitted degree of freedom) which allows comparison between methods. The C p statistic for a local regression estimateμ(x) is
where ν is the fitted degrees-of-freedom, indicating the number of parameters in the smoothing. The usefulness of the degrees of freedom is to provide a measure of the amount of smoothing that is comparable between different estimates applied to the same dataset. 12 
Descriptions of Computer Simulations
A series of computer simulations were employed to evaluate the regression smoothing technique of the implementation. The simulated esophageal manometric signal ( Fig. 3(d) , thin line) was composed of a pressure signal ( Fig. 3(a) ), respiratory artifacts ( Fig. 3(b) ) obtained from a sensor in the stomach, and Gaussian noise of different noise level proportional to the strength of the pressure signal ( Fig. 3(c) ). The pressure signal is divided into 10 quantilebased levels and contaminated by Gaussian noise with 10 different noise variances ranging from 0.01 to 2.
To quantify the performance of the methods, we used the root-mean-square error (RMSE) as the error measure RMSE = t (x(t) − x(t)) 2 /n, wherex(t) is the estimated pressure signal, and x(t) is the original signal. All the method computations were implemented using ANSI C. All graphics presented were generated using MAT-LAB (The Mathworks, Natick, MA). All the experiments were performed on a PC workstation (Red Hat Linux 9.0).
PERFORMANCE ANALYSIS
Comparison Between the Local Regression and the Low-Pass Filtering
The local quadratic fitting with a bandwidth of 0.05 was performed on the simulated esophageal manometric signal (Fig. 3(d), thin line) . The smoothed pressure signal is shown in thick line in Fig. 3(d) , where we can see clearly that the local regression is able to track the pressure signal very well. Comparison with conventional low-pass filtering is shown in Fig. 3(e) , where the low-pass filtered data (thick line) is superimposed on the simulated esophageal manometric signal (thin line). It is evident that the sharp edges of the LES pressure are not preserved by the low-pass filter method. The RMSE is 1.37 for the local regression and 5.63 for the low-pass filtering. Indeed, the local regression performed better than the low-pass filter method.
Effect of the Polynomial Degree
The effect of the local polynomial degree p is shown in Fig. 4 . It is seen that different values of p (1, 2, 3, and 5) yield the similar performance. Fitting a high degree polynomial will usually lead to a smoothed estimate with less bias. But, high-order polynomials have large numbers of coefficients to estimate, and the result is high variability in the fit.
In practice, the specification of the polynomial degree p is usually fairly easy; the decision can often be made upon visual inspection of scatterplot, alone. If the point cloud conforms to a general monotonic pattern, then p should be set to 1 for locally linear fitting. If the data exhibit some nonmonotonic pattern, with local minima/maxima, then p should be set to 2 for locally quadratic fitting. Therefore, the polynomial degree of 2 is sufficient in this study.
Effect of the Bandwidth
The effect of the bandwidth on smoothing performance is investigated by varying the bandwidth α. Local quadratic regression was used in the simulations. Results with different α are presented in Fig. 5 , where the smoothed curves are fitted to exactly the same data. Obviously, the fitted curve becomes smoother with larger values of this parameter. The fit with α = 0.01 produces a much noisier fit than the largest bandwidth of 0.2. In fact, α = 0.2 is oversmoothed, since it doesn't track the data well.
With these different possibilities, which curve is the best smoothed version of these data? The general objective is to produce a fitted curve that is as smooth as possible, but still captures all of the important structure that exists within the data. The residual plots provide useful guidance for controlling the fitting process. Figure 6 displays smoothed residual plots for the four fits in Fig. 5 . The bias problem (oversmoothing) with α = 0.2 is much more clearly displayed from the residual plot than from the original fit. Of course, as the bandwidth is reduced, the residuals generally get smaller, and show less structure.
The residual plot is usually a zero-centered flat curve, indicating that all the structure has been removed from the data. However, the zero-centered flat curve can be a consequence of the "over-fitted" curve of the original data (Fig. 6 , α = 0.01). This observation emphasizes the importance of using the residual plots in conjunction with plots of the fit as opposed to isolating and focusing on the residual plots alone.
The C p statistic is readily computed to characterize the amount of smoothing. The plot is shown in Fig. 7 , where the bandwidth is α = 0.6 on the left, decreasing in steps of 0.01 to α = 0.01 on the right. For larger degrees of freedom, the curves becomes flat, indicating there is little to choose between the fits. We stress the important use of the fitted degrees of freedom, rather than the bandwidth, as the horizontal axis. This facilitates interpretation: 10 degrees of freedom represents a smooth model with very little flexibility, whereas 160 degrees of freedom represents a noisy model showing many detailed features. In Fig. 7 , the Cp curve gets fairly flat at about 40 degrees of freedom, which is a good compromise with a bandwidth of 0.05.
Effect of the Robust Weight
Robust smoothing will only show pronounced effect when the data contain outliers. Figure 8 provides an example that illustrates how the robust weight can affect the fitting. The main difference between regular local fitting (left) and robust fitting in this data is shown in the elevated portion of the simulated LES pressure, where large variability occurs. To quantify the difference between the regular fit and the robust fit, we compared their RMSE between the estimated pressure signal and the original signal. The RMSE is 1.366 for the regular local fitting and 1.387 for the robust fitting. Therefore, the quantitative analysis revealed only marginal difference between these two procedures.
EXPERIMENTAL RESULTS
The experimental data described previously were used in this study. As our first example, the data was obtained from a patient with symptoms of GERD. A typical abnormally low LES pressure is observed. We applied the local regression to the data shown in Fig. 1 . The fitted curve (thick line) together with raw data is presented in Fig. 9 . The parameters obtained from the Cp statistics and residual plots for this fit were α = 0.05, and p = 2. Figure 10 presents another example for characterizing the LES pressure with local regression, where the data was obtained from a patient with a swallowing disorder. The parameters obtained from the Cp statistics and residual plots in this case are the same as those in Fig. 9 . As we can see from both examples, the local regression performs equally well as previous simulations regardless of the high nonstationarity of the data.
DISCUSSION AND CONCLUSION
Local regression has recently received a great deal of attention in the field of statistics, yet it is far less popular in medicine and biology. Since it provides a very flexible approach to the problem of representing structure of time series, the exploration of this technique will provide a useful addition to our repertoire of biomedical data analysis.
While choosing smoothing parameters for a given time series, we emphasize that it is important not to look at the residual plots alone, but to use them in conjunction with plots of C p statistics. It is a combination of these diagnostic tools that assist us with the model selection for the real world data. Local regression, as a nonparametric procedure, is chosen to reduce the noise contamination arising from respiration and movement. With the extracted LES pressure, a parametric method or other techniques could then be used to extract clinically relevant information for the diagnosis of GERD. The method we presented hence represents an important step towards the clinical usage of this technique. The adoption of local regression here is not only for very practical reasons (simple and fast), but also for seemingly superior results 6 compared to the well-known wavelet smoothers. 5 But, it is important to emphasize that the local regression is not, in any way, a panacea. In situations with low noise and obvious structure, it is quite possible that no single parameter (bandwidth or the polynomial degree) will provide an adequate fit to the data. Bayesian estimation, 14 under these circumstances, may be preferred as long as the computational time permits.
In conclusion, we have presented the main ideas of local regression, and demonstrated its application on the extraction of the LES pressure in GERD. The results showed, through both simulations and real data, that the local regression was able to track the LES pressure in GERD.
