Abstract-A partition testing strategy consists of two components: a partitioning scheme which determines the way in which the program's input domain is partitioned into subdomains, and an allocation of test cases which determines the exact number of test cases selected from each subdomain. This paper investigates the problem of determining the test allocation when a particular partitioning scheme has been chosen. We show that this problem can be formulated as a classic problem of decision-making under uncertainty, and analyze several well known criteria to resolve this kind of problem. We present algorithms that solve the test allocation problem based on these criteria, and evaluate these criteria by means of a simulation experiment. We also discuss the applicability and implications of applying these criteria in the context of partition testing.
I. INTRODUCTION

D
EVELOPED on the basis of the idea of coverage, many software testing strategies can be viewed as belonging to the family of subdomain testing strategies [5] , [11] , [12] . Subdomain testing strategies encompass strategies in which the program's input domain is divided into subdomains and test cases are selected from each subdomain. The majority of practically applied subdomain testing strategies induce overlapping subdomains. This is particularly true for white-box testing methods such as branch coverage and data-flow coverage testing [11] , [12] .
Partition testing refers to the case in which all subdomains are disjoint. Many specification-based and state-based testing methods are partition testing strategies [1] , [14] , [18] , [24] . Partition testing has attracted most attention in recent studies [3] , [9] , [15] , [16] , [19] , [23] , [27] , [29] , partly because it is more susceptible to formal analysis. Indeed, an analysis of partition testing often provides insights for testing stratgies with overlapping subdomains [5] , [11] , [16] , [29] .
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Y. subdomains, while a test allocation scheme determines the actual number of test cases selected from each subdomain. Many testing strategies only specify the partitioning schemes and require at least one test case from each subdomain. This leaves the tester a range of choices from many possible test allocations. Ideally, we would like an allocation of test cases that guarantees that the testing will always be effective. This is possible, however, only if the distribution of the failure-causing inputs is known [2] . Unfortunately, although the number and locations of the failure-causing inputs are fixed for any given program, rarely is such information available prior to testing. The tester, however, still has to make the decision of choosing a test allocation under the uncertainty due to the lack of information about the failure-causing inputs [6] .
This paper investigates the test allocation problem in partition testing using a decision-theoretic approach. First, in Section II, we shall summarize previous work on this problem. Next, in Section III, we shall formulate the problem in a broader perspective as a classic problem of decision under uncertainty. Then, in Section IV, we shall analyze several classical criteria and derive algorithms for generating test allocations that satisfy these criteria. In Section V, we evaluate these criteria by means of a simulation experiment. Finally, in Section VI, we conclude the paper with discussions of related issues and suggest further work.
II. PREVIOUS WORK
Partition testing has been considered a systematic method of achieving coverage, but surprisingly and counter-intuitively, past studies indicated that it could be even less effective than random testing in detecting faults [9] , [16] . These results were interpreted by Weyuker and Jeng [29] using a formal analytical model. Their analysis has identified a sufficient condition for partition testing to outperform random testing, which requires that all subdomains have the same sizes and that the same number of test cases be allocated to every subdomain [29] . We have subsequently proved the more general result that partition testing outperforms random testing as long as test cases are allocated in proportion to the subdomain sizes [3] , [5] . Such a test allocation scheme is called the proportional allocation scheme in [23] , and a partition testing strategy that uses this scheme is called a proportional sampling (PS) strategy [2] , [5] . Inspired by this result, a practically useful testing strategy has been proposed and empirically verified to be more effective than random testing [2] . In addition, there were recently many formal studies on other aspects of partition testing (such as the estimation of failure rates), mainly in comparison with random testing [15] , [19] , [22] , [27] .
A partition testing strategy is said to be universally safe if it has a better chance of detecting at least one failure than random testing irrespective of the distribution of the failure-causing inputs [4] . The PS strategy is thus an instance of a universally safe testing strategy. Conversely, a universally safe strategy cannot deviate from the PS strategy other than rounding due to integral constraints [4] . Several schemes of test allocations have been proposed to approximate the PS strategy when it is infeasible due to integral constraints [2] , and they have been shown to be indeed almost always better than random testing [8] .
Instead of pursuing the ideal of universal safeness, the decision of choosing test allocation could be based on the maximin criterion [7] , [8] , which seeks to optimally improve the lower bound performance of the testing strategy. We have developed the Maximin algorithm [7] which provably computes the allocation of test cases that satisfies the maximin criterion when the number of failure-causing inputs is small (see also Section IV-B). Interestingly, the Maximin algorithm also serves as a systematic way of approximating the proportional allocation scheme when the latter is infeasible [7] , [8] .
The maximin criterion is but one of the several classical criteria for decision making [13] , [20] . This paper generalizes previous work by formalising the test allocation problem in the decision-theoretic perspective, and studies the application and implications of other criteria.
III. DECISION-THEORETIC PERSPECTIVE
A. Formal Framework
We assume that the tester has chosen a particular scheme of partitioning the input domain into subdomains . Let be the size of subdomain , and denote the vector by . Let be the number of failure-causing inputs in subdomain , and be the number of test cases selected from subdomain . We shall call and the failure vector and test vector respectively. The set of all possible failure vectors and test vectors are denoted by and , respectively, where and are the total number of test cases and failure-causing inputs, respectively. Finally, the failure rate of subdomain is given by , and that of the entire input domain is given by . Two commonly used metrics for quantifying the fault-detecting ability of a testing strategy are the probability of detecting at least one failure (the -measure) [3] , [9] , [16] , [29] , and the expected number of failures detected (the -measure) [5] , [7] , [12] . Under the usual assumptions that within each subdomain, test cases are selected randomly, independently and using a uniform distribution [3] - [5] , [7] , [9] , [11] , [12] , [16] , [23] , [29] , the values of the -measure and the -measure are given by and , respectively. Recently, we have shown that these two measures are actually closely related and possess very similar properties [5] . In particular, when failure rates are small, the -measure is a first approximation of the -measure. In this paper we shall primarily use the -measure as the fault-detecting effectiveness metric to simplify our formal analysis.
Given the values of , and , the test allocation problem is to determine the test vector even though information about the total number of failure-causing inputs and the failure vector is completely lacking. In a decision-theoretic perspective, the test allocation problem is structured as a decision problem in which an action has to be determined by the decision-maker among all possible actions. The outcome depends on the action taken as well as the state of the situation, the latter usually being unknown. Each possible outcome is associated with a utility value which indicates the "amount of benefit" or "degree of desirability" of the outcome.
In the context of the test allocation problem in partition testing, the actions correspond to feasible test vectors , and the utility of an outcome may be quantified by the fault-detecting effectiveness metric . Following previous work [6] - [8] , we associate the states with the possible failure vectors . (Possibile alternative interpretations of the states will be discussed in Section VI.) The information of the actions, states and utility values is best summarized in a utility matrix (Fig. 1) . Each row of the utility matrix represents a possible action (test vector), each column represents a possible state (failure vector), and each cell represents the utility returned by taking the corresponding action when the true state is the one represented by the column.
B. Decision Under Uncertainty
Decision problems have conventionally been classified [13] , [20] , [26] into decisions under 1) certainty, if the true state is known prior to making the decision; 2) risk, if the true state is unknown but the probabilities that each state is the true state can be quantified in advance; 3) uncertainty, (or strict uncertainty), if neither the true state is known nor the probabilities of each state being the true state can be quantified or even meaningfully defined. In software testing, rarely is the failure distribution (the "true state") of the program known with certainty. Nor is it usual for the tester to be sufficiently knowledgeable to quantify the probability of each possible failure distribution. There might be occasions [5] when the tester may estimate the relative failure rate of the subdomains, but again this is difficult enough, let alone describing their probabilities more precisely. We shall therefore treat the test allocation problem as decision under (strict) uncertainty.
Generally, the way to deal with decision problems [26] is to 1) identify the criteria based on which "rational" choices are made; 2) analyze the problem for developing solutions that satisfy the criteria. The first step has been extensively studied in the field of decision theory, operations research and business studies. We shall present the rationale of four classical criteria for dealing with decisions under uncertainty in Section III-C, and solve the test allocation problem using each of these four criteria in Section IV.
C. Criteria for Decision Under Uncertainty
In classical decision theory, there are four well known criteria for dealing with decision under uncertainty [13] , [20] , [26] . We will refer to these four criteria collectively as the decision criteria 1 , and present their underlying rationale in this section, illustrated by Example 1 as follows.
Example 1: Suppose that the input domain is divided into two disjoint subdomains and with sizes 500 and 200 respectively. Assume that the tester is prepared to run 5 test cases. For the purpose of illustration, assume there are 3 failurecausing inputs. 2 Then the utility matrix is as shown in Fig. 2 
1) Laplace Criterion:
The Laplace criterion is based on the principle of insufficient reason. It asserts that, if one is really "completely ignorant" as to which state is the true state, then these states may be treated as equally likely, since there is no reason to believe otherwise. Accordingly, the probability that the failure vector is is taken to be equal to , , where is the number of possible failure vectors. Based on this, the Laplace criterion selects the action which maximizes the expected utility, that is, the action corresponding to (1) A test vector which satisfies the Laplace criterion will be called a Laplace vector.
In Example 1, the expected utility for the actions (1, 4), (2, 3) , (3, 2) and (4, 1) are 0.0330, 0.0285, 0.0240 and 0.0195, respectively. Thus, based on the Laplace criterion, the test vector (1, 4) should be selected.
2) Maximin Criterion: The maximin criterion aims at getting the best out of the worst. Its application to partition testing has been analyzed in depth in [7] . Basically, it selects the action corresponding to (2) In Example 1, the minimum utility for the actions (1, 4), (2, 3) , (3, 2) and (4, 1) are 0.006, 0.012, 0.018 and 0.015, respectively. Thus, based on the maximin criterion, the test vector (3, 2) should be selected.
3) Savage Criterion: The Savage criterion, also known as the minimax regret criterion, was suggested by Savage [25] as an improvement to the more conservative maximin criterion. Its underlying philosophy is as follows. Suppose that the true state is . Not knowing this, the decision-maker may have chosen (perhaps due to luck) the action corresponding to the maximum utility for state . If so, then the outcome is already the best possible (with respect to the true state ) and the decision maker should have no "regret." But if, instead, another action had been chosen so that the outcome produces a smaller utility, then the decision maker will have a "regret" (or "opportunity loss") equal to the difference between the utility obtained and the maximum utility corresponding to that state. Therefore, corresponding to any utility matrix, a regret matrix can be constructed with its elements defined by . The Savage criterion then selects the test vector which minimizes the maximum regret, that is, the one corresponding to (3) A test vector which satisfies the Savage criterion will be called a Savage vector.
An excellent informal treatment of the rationale behind the use of the Savage criterion can be found in [13, pp. 16-17] . Fig. 3 shows the regret matrix for Example 1. From Fig. 3 , the maximum regret for the actions (1, 4), (2, 3) , (3, 2) and (4, 1) are 0.018, 0.015, 0.030 and 0.045, respectively. Based on the Savage criterion, the test vector (2, 3) should be selected.
4) Hurwicz Criterion:
Corresponding to each particular action, there is a range of possible states. The optimist will use the maximax criterion 3 , hoping that the true state is the best that can occur and choose the action yielding . On the other hand, the conservatist would be concerned that the true state may actually result in the minimum utility, and prefer the action yielding (the maximin criterion). Hurwicz suggests to strike a balance by assigning the weights and , where , respectively to the best and worst possible state [13] , [20] , [26] . The weight is called the index of optimism [26] , to be determined by the decision-maker to reflect his/her "degree of optimism."
The Hurwicz criterion then selects the action corresponding to (4) Note that it becomes the maximin criterion when , and the maximax criterion when . A test vector which satisfies the Hurwicz criterion will be called a Hurwicz vector.
In Example 1, corresponding to the actions (1, 4), (2, 3), (3, 2) , and (4, 1), the values of are , , and , respectively. Thus, based on Hurwicz criterion, the test vector should be selected as follows: if or if if
IV. SOLVING THE TEST ALLOCATION PROBLEM
The initial formulations of the four criteria in (1)- (4) are not immediately solvable, as both the number of failure-causing inputs and the set of possible failure vectors are unknown. Therefore, we have to transform the initial formulations (1)-(4) into equivalent formulations involving neither the unknown value nor the unknown set . For the tractability of analysis, we assume that the number of failure-causing inputs is small and does not exceed the size of any subdomain, that is, for all . This is also an assumption used in [7] when dealing with the maximin criterion. (See also Section VI for a discussion on this.) For ease of reference, we denote the set by .
A. Laplace Criterion
Let be an element of the set of all possible failure vectors. Then for any permutation of , there exists a possible failure vector such that . Hence, by symmetry, (5) where the value of is dependent on only. 3 See also Section IV-A for a discussion on the relation between the Laplace and the maximax criterion. For any test vector , define . Then where is as defined in (5) The Laplace criterion seeks to maximize the value of . Since both and are independent of the choice of , an equivalent criterion is to select test vectors according to (6) We now state a lemma which solves a more general maximization problem than (6 
Therefore, is a Laplace vector. In other words, if is the smallest subdomain, then the Laplace criterion allocates all test cases to the smallest subdomain after one test case has been allocated to every other subdomain. Accordingly, an algorithm for producing a Laplace vector is shown in Fig. 4 .
Interestingly, actually also satisfies the maximax criterion, which seeks to maximize the largest possible utility. The maximax criterion results in the action taken by the most optimistic decision maker, who believes that the true state will always be the best with respect to whatever action is taken. (Note that the maximax criterion is not one of the four classical criteria for solving decision problems under uncertainty.)
Theorem 1: The test vector also satisfies the maximax criterion, that is, (9) Proof: Please refer to the Appendix for the proof. Although it has been well known in the study of decision theory that the Laplace criterion generally recommends actions corresponding to the more optimistic attitude, it is still surprising that in our context the Laplace criterion selects the same test vector as the maximax criterion and hence is also the most optimistic criterion.
B. Maximin Criterion
The problem of determining the test vector satisfying the maximin criterion has been studied in depth in [7] . The Maximin algorithm (Fig. 5) has been found to produce such test vectors. A detailed analysis can be found in [7] and is omitted here.
C. Savage Criterion
For each state , the maximum of among all feasible test vectors is given by (10) where is the failure rate of . Suppose that with the failure vector , has the highest failure rate, that is, . By Lemma 1, the test vector that satisfies (10) is given by if otherwise.
Therefore
The regret function can now be simplified as follows: Hence (11) The Savage criterion selects the test vector corresponding to (12) We now simplify the expression . From (11), for any test vector , the maximum regret occurs when is as large as possible while keeping as small as possible for all , that is, when if otherwise.
The corresponding value of the regret function is then equal to . Intuitively, this means that the maximum regret always occurs when all failure-causing inputs are in the same subdomain. Indeed, if this is the case, then the failure rate of that subdomain is necessarily the maximum, as all other subdomains have zero failure rate. However, can be any of the subdomains, as we do not yet know which subdomain actually is. Despite this, we can now infer that the maximum regret is given by Since is independent of both and the choice of , the Savage criterion is equivalent to
The superscript can now be dropped to give the following equivalent condition, which involves neither the unknown value of nor the set of all possible failure vectors
Let be a feasible test vector satisfying the Savage criterion. In theory, can be found by exhaustively enumerating the set of all feasible test vectors. However, the number of feasible test vectors increases very rapidly with , and so an exhaustive search would be prohibitively expensive even when is moderately large. Inspired by the Maximin algorithm (Fig. 5 ) that solves the maximin test allocation problem, we construct in a similar way an algorithm that allocates test cases incrementally for solving the minimax regret problem. We call this algorithm the Savage algorithm (Fig. 6) .
We denote the set of all test vectors generated by the Savage algorithm by . The correctness of the Savage algorithm is stated in Theorem 2.
Theorem 2: A test vector produced by the Savage algorithm always satisfies the Savage criterion. That is, if for , then . Proof: Please refer to the Appendix for the proof. 
D. Hurwicz Criterion
We first simplify the two components and in (4) . For simplicity, we drop the superscripts and here. Now , where is the sampling rate of when the test vector is . We have shown in [7] that, for a fixed test vector , the value of is a maximum (respectively minimum) when all failure-causing inputs are in the subdomain whose sampling rate is the highest (respectively lowest). Let and denote respectively the subdomains with the highest and lowest sampling rates when the test vector is . Then and . Since the value of is independent of the test vector chosen, (4) is equivalent to (14) which involves neither the unknown value nor the set of possible failure vectors.
In theory, therefore, the feasible test vector satisfying the Hurwicz criterion can also be found by enumerating all alternatives. However, the size of increases very rapidly with and an exhaustive search of within would be prohibitively expensive.
Let . By (14) , the Hurwicz criterion seeks to maximize the value of for . Now observe that depends only on the highest and lowest sampling rate of . Thus, for any two test vectors , if and , then . In the search for the maximum value of , we can exclude if has been enumerated. Motivated by this observation, we seek to identify a small subset of so that a search within is sufficient to locate a Hurwicz vector. To do so, we define the notion of a -subvector as follows. Given a test vector which itself is a -tuple of integers, we define a -subvector, denoted by , to be an -tuple of integers formed by removing the th element of , that is, . A test vector is said to satisfy the maximin -subvector condition if its -subvector is a maximin -subvector, that is, satisfies the maximin criterion for the "reduced test allocation problem" in which the input domain , the number of subdomains and the total number of test cases are replaced by , and , respectively. Define the subset 
. Proof: Please refer to the Appendix for the proof. Fig. 7 shows the Hurwicz algorithm which enumerates to search for a Hurwicz vector . Since the complexity of the Maximin algorithm is bounded above by , the upper bound for the Hurwicz algorithm is , which is not computationally expensive.
V. EVALUATION OF THE CRITERIA
We have performed a simulation experiment to evaluate the decision criteria in selecting test allocations. We describe the methodology in Section V-A and report the results in Section V-B.
A. Experiment 1) Methodology:
In this experiment, the fault-detecting ability of a test allocation method is assessed by the value of the -measure. This is due to several reasons. Firstly, the -measure is also equal to the probability of detecting at least one fault. Secondly, most previous empirical studies have also used the -measure as the main assessment metric [9] , [16] , [23] . Thirdly, the maximin algorithms will definitely produce the best lower bound -measure but not necessarily the -measure [7] . Also, our theoretical investigation above has provided information about properties of the -measure but not the -measure values. It would be more interesting to know empirically how the value of the -measure varies for different failure distributions.
Although the expected number of faults would be a more interesting measure, as discussed extensively in [5] , [10] , there is no simple relation between the numbers of fault and failure. So far there has been no success in satisfactorily formalising this measure in the software testing literature. Indeed, when a program fails, it is often not easy to have a consensus on which fault causes the failure, or even whether the failure is caused by a single fault or more. In fact, when a tester detects a failure (and hence at least a fault), it is not unusual for the tester to fix the fault(s) before testing is resumed. In this sense, the -measure is the closest measure related to faults pertinent to our present evaluation.
The -measure is a probabilistic measure. In practice, probabilities have to be estimated by using relative frequencies, and the precision increases with the amount of data. Hence, at least a reasonably large set of data has to be collected for meaningful experimental inferences.
Ideally, experiments should be performed by gathering a large number of real-life programs with multiple versions containing naturally occurring faults. Unfortunately, such experiments are notoriously expensive and it is very difficult to obtain enough data for meaningful generalizations. The difficulties and practical problems of experimenting with real programs have been well known and extensively documented [21] , [28] . A typical experiment reported in the literature involves a limited number of small programs, artificially seeded with simple syntactic faults rather than real faults. Recently, there were some studies on how faults should be more realistically modeled [17] , but the nature of real faults have not yet been understood well enough. Miller et al. [21] , as well as Wallace [28] , have argued for the need of a repository for empirical data so that standard benchmarking of experimental results can be meaningfully conducted. However, such a repository is presently still lacking.
In view of these difficulties, we choose to evaluate the criteria by means of a simulation experiment in which a broad range of parameter values is generated. These values simulate a large collection of "programs" of multiple "faulty versions." By varying these values, we can study the effect of applying different decision criteria to programs of widely varying number and size of subdomains as well as different number of test cases and failure-causing inputs.
Furthermore, the value of -measure is related to the test allocation criteria, the values of the experimental parameters and their distributions. Our primary objective is to investigate these relationships, and not how the faults themselves are manifested. For instance, it is not our goal to investigate the type of faults best detected by using certain particular partitioning schemes. In fact, we deliberately avoid addressing the problem of which specific partitioning schemes should be used, which is beyond the scope of our present study. Instead, we focus on the effect of different test allocation criteria on different programs. The types of faults have been modeled by the choices of probability distributions in generating the relevant parameters. Indeed, simulation experiments have been the primary means of evaluation in most of the related studies on partition testing [9] , [16] , [22] , [27] .
2) Experimental Design: For a given program, the size of the input domain, , is fixed and usually very large. In this study, we use the following four different values of : 500 000, 1 000 000, 5 000 000 and 10 000 000. The number of subdomains, , depends on the partitioning scheme. In previous simulation studies [9] , [16] , the values of used are 25 and 50. In practice the number of subdomains may be larger. In our experiment, the following four values are used: 25, 50, 100, and 200.
The total number of test cases, , depends on resource constraints and the stringency of the reliability requirement. We choose values of such that the ratio is successively equal to: 2, 4, 6, 8 and 10. The number of failure-causing inputs, , is normally an unknown quantity in practice. We consider only the situations in which is not large. We choose such that the ratio is successively equal to: 0.02, 0.05, 0.1, 0.2, and 0. . For each such combination, we simulate the partitioning of the input domain by generating random tuples using two chosen probability distributions while ensuring that . Then we simulate the "faulty versions" of the programs by generating 100 tuples of failure vectors from three chosen probability distributions while preserving . For each of the 400 combinations of , we compute the test distributions successively using the algorithms described in Section IV. For each test allocation algorithm, we compute the average value of the -measure corresponding to the 100 tuples of . Therefore, there are totally 400 average -measure values for each test allocation method and each probability distribution for generating subdomain sizes and failure-causing inputs. The corresponding values of the -measure for random testing are also computed for comparison. This constitutes one trial of the experiment. There are totally six trials corresponding to the combinations of two possible probability distributions for generating subdomain sizes and three for generating the failure-causing inputs.
Overall, we have in effect generated combinations of parameters that represent 40 000 "faulty programs," and experimented with random testing and four test allocation algorithms.
3) Choosing Probability Distributions: The distribution of subdomain sizes depends primarily on the kind of partitioning scheme used, as well as the type of applications and the structure of the program (or specification) if the testing strategy is a white-box (correspondingly black-box) one. The variation of programs and specifications is so large that it is impossible to state in any general terms how the partitioning scheme affects the subdomain sizes. A thorough investigation of what kinds of distribution are "common" or "representative" is beyond the scope of the present study.
Given no published source of information regarding subdomain sizes, we choose to use the uniform distribution as a starting point in our investigation. Implicit with the use of the uniform distribution is the working assumption that there are many large subdomains as well as subdomains of various sizes. This is often true when loops are involved and path partitioning is used. For instance, consider the following code segment:
Here is a small positive real number, is an integer, is an input positive real number within a certain range (say, between 0 and 100), and is the upper limit of the range of . If path partitioning is used, then there will be subdomains of various sizes corresponding to , , , and so on.
Another plausible assumption is that there are only a few extremely large or extremely small subdomains, while most subdomains do not deviate too far from the mean. This is neatly captured by the normal distribution, which is widely used in simulation studies.
In choosing the probability distributions for generating the failure-causing inputs , we make three different working assumptions.
1) A failure-causing input is equally likely to occur in any subdomain independently of the subdomain size (which we also call the "uniform distribution").
2) The probability of having a failure-causing input is directly proportional to the size of a subdomain (which we call the "proportional distribution"). 3) All or almost all failure-causing inputs are in one or at most a few of the subdomains (which we call the "hi-lo distribution"). The "uniform distribution" assumes that no information is known as to which subdomains the failure-causing inputs may occur. The "proportional distribution" captures the intuition that, in the absence of other information, a large subdomain is more likely to contain failure-causing inputs than a small one. Or it may be the result of a "poor" partitioning scheme which scatters the failure-causing inputs indiscriminately among the subdomains. This is the kind of situation which theoretical studies [3] , [5] , [29] have predicted that partition testing is essentially as effective as random testing. The "hi-lo distribution" simulates the situations in which the failure rate of each subdomain is either zero ("lo") or as high as possible ("hi"), with all or most of the failure-causing inputs occurring inside the subdomain(s) with nonzero failure rate (hence the name "hi-lo"). The "hi-lo distribution" models a good partitioning scheme that concentrates failure-causing inputs in a few subdomains, leaving others failure-free.
Previous simulation studies [9] , [16] have used two probability distributions to generate the subdomain failure rates : the uniform distribution and a hypothetical distribution in which is close to 0 for 98% of the subdomains and close to 1 for the remaining subdomains. 4 Our "hi-lo distribution" is inspired by this hypothetical distribution, which represents the most favorable situations for partition testing [9] , [16] , [29] . We keep 98% of the subdomains with zero failure rate and the remaining 2% containing all the failure-causing inputs.
B. Results and Observations
1) Characteristics of the Test Vectors:
Laplace and maximin vectors: The Laplace criterion allocates all test cases, other than the minimal number of test cases needed for coverage, to the smallest subdomain. Its effectiveness depends heavily on the chance of having failure-causing inputs inside the smallest subdomain.
On the other hand, the maximin criterion allocates test cases one by one to the subdomain with the lowest sampling rate so far. As such, it is likely that the test cases will spread across many subdomains, with the larger subdomains allotted more test cases than smaller ones.
Savage vector: Less obvious is the similarity between a Laplace vector and a Savage vector. We observe that the Savage criterion, like the Laplace criterion, often allocates most of the test cases to the smallest subdomain. However, the Savage criterion is less extreme in that it also allocates a few of the test cases to some of the smaller subdomains.
Intuitively, since the Savage criterion bases its selection on the amount of "regret" due to a wrong decision, it tends to select a test vector that possibly produces a high utility value, provided that its "risk" of producing an extremely low utility value is relatively small. Here, the utility value is proportional to the sampling rate when the total number of failure-causing inputs is constant. A test vector biased toward the smallest subdomains gives a very high sampling rate and potentially produces the best result. Even when circumstances are unfavorable so that all failure-causing inputs are in a large subdomain, the "regret" or "loss of utility" will be less substantial because the sampling rate is relatively small.
Hurwicz vector: By definition, the Hurwicz criterion requires a pre-determined value of representing the "degree of optimism." Unfortunately, its value is by nature determined by subjective judgments, and it is very difficult to choose, a priori, a "typical" value of . Therefore, we perform some pilot runs to investigate the effect of using different values of .
When is close to 0, the Hurwicz algorithm produces a maximin vector, whereas when is close to 1, it generates a maximax vector. Intuitively, one would expect that a value of between both extremes should correspond to a Hurwicz vector different from both the maximax and maximin vectors. Such a test vector should perhaps distribute its test cases more evenly among the subdomains. However, we observe that when takes a "moderately small" value (say, ), or sometimes even a "very small" value (say, ), the Hurwicz algorithm still returns a Laplace vector.
This observation implies that even if we have a definite idea of how optimistic we are, it is still difficult to assign a value of that corresponds to our perceived attitude. For example, an attitude mid-way between the most optimistic and the most conservative is actually not represented by , but perhaps by a value of, say, . Worse still, such a value varies with different programs, depending on the values of , and . Moreover, this dependency is not well understood, particularly because it is difficult to define unambiguously what we mean by "mid-way between the most optimistic and the most conservative."
Another issue arises when we try to compare the effectiveness of Hurwicz vectors with other criteria. It is always possible to choose a small enough so that a Hurwicz vector is the same as a maximin vector, or a relatively large so that the Hurwicz vector is the same as a Laplace vector. The choice of is critical to the effectiveness of the Hurwicz method, but there is apparently no objective means of choosing which to use, and the same value of may mean differently for different programs. For these reasons we decide not to proceed further than the pilot runs which have revealed the complex issues involved. 
2) Comparing the Test Allocation Methods:
Comparing the average performance: Fig. 8 shows the average -measure values obtained by using the Laplace, Maximin and Savage algorithms as well as random testing.
Clearly, the Laplace criterion is a rather risky one: it can perform remarkably well or rather poorly. In Trial 1, the Laplace criterion is 4 times better than random testing, but it is less than half as good as random testing in Trial 6. The Laplace method yields an average -measure value that ranges from 0.063 405 to 0.736 864. Here the largest value is 11.62 times the smallest value.
Averaged over all combinations of , the -measure value yielded by the maximin method is always greater than that obtained by random testing. Although the overall average of the -measure values of the maximin method is at most 0.192 277 (in Trial 1) among all six trials, for individual combinations of the largest -measure value produced is 1, and in the worst case it is only 1% less effective than random testing. In fact, out of 400 6 combinations of , the maximin method beats random testing about 98% of the time. Moreover, the maximin method is also the best method among all the four methods, except in Trial 1 and Trial 4 when failure vectors are generated using the "uniform distribution." Also, the range of the average -measure value is the smallest with the maximin method. Its largest value among different trials is only about 30% greater than the smallest.
Like the Laplace criterion but less dramatically so, the Savage criterion can also perform remarkably well or rather poorly. It has a wide range of average -measure value between 0.109 040 and 0.727 662, the largest value being 6.67 times the smallest.
Ranking the methods under various probability distributions: To confirm that the relative order of the test allocation methods is the same for each individual combination of , we assign a ranking score to every test allocation method such that the "best" one is assigned a score of 1 and the "worst" one a score of 4. For each method, the ranking scores for the 400 combinations of are averaged. Fig. 9 shows the mean ranking scores of different methods for different probability distributions.
When failure-causing inputs are generated using the 'uniform distribution', as expected, the Laplace criterion has a marked advantage over other criteria. The Savage criterion is usually ranked second, but in about one third of times it is ranked first. The maximin method is almost always ranked third, and random testing is always ranked last When failure vectors are generated from the "proportional distribution," in theory all methods are equally effective (Observation 7 in [29] ). In practice, rounding effects matter. It turns out that when the subdomain sizes follow the uniform distribution or the normal distribution, on average the Laplace and Savage methods are worse than both the maximin method and random testing, with the percentage difference ranging from 1.5% to about 13%.
Finally, the "hi-lo" distribution groups all failure-causing inputs in only 2% of the subdomains. To increase the chance of catching the failures, it is essential that test cases be spread across many subdomains. In this regard the maximin method performs about 35% better than the Laplace and Savage methods (Fig. 8) .
3) Summary and Implications: Our results suggest several points that should be noted when we consider applying these criteria to the choice of test allocations in partition testing.
The Laplace criterion is originally based on the principle of insufficient reasons that treats all states as equally likely. When applied to the present context it invariably chooses the same test vector as does the maximax criterion, which hopes for the best and allocates as many test cases as possible to the smallest subdomain. In practice, this seems overly optimistic.
Note that to ensure the coverage of features represented by the subdomains, it is a common practice to require for all . Although this is regarded as a good practice, yet from the viewpoint of a theoretical investigation, such a requirement is not essential. Instead, by dropping this requirement, the Laplace criterion would lead to the solution that all test cases be selected from the smallest subdomain. This is obviously unacceptable in practice.
More likely, however, is the optimistic prepossession of the tester manifested in a different manner. The tester may feel that faults are more likely to reside in some subdomains than others, even when there is no objective ground or evidence. Nevertheless, influenced by this unjustified belief, the tester may decide to select as many test cases as possible from the few subdomains suspected of having failures, leaving other subdomains only minimally covered. In such scenarios the analogy with the use of Laplace criterion is pertinent. If the failure-causing inputs turn out to be inside those subdomains as suspected, the testing would certainly be very effective, perhaps several times better than random testing, as observed in our experiment regarding the Laplace criterion. However, if the tester's belief turns out to be illusory, then the testing will perform rather poorly.
Thus, our experiment demonstrates, in formal terms, that the attitude of the tester does possibly make a substantial difference in the range of efficacy of the testing. It is essential to bring the tester's preferences and beliefs upfront in making decisions.
The maximin criterion has the virtue of ensuring that its lower bound effectiveness is maximally improved. This protects the testing from being too ineffective. The tradeoff is that, as seen from our experimental results, the range of efficacy is narrowed. The maximin method almost always performs better than random testing, but cannot be expected to perform as well as those based on more optimistic criteria such as the Laplace method.
In the decision theory literature, the Savage criterion has been proposed from a perspective different from optimism and conservatism. However, our analysis and experiment both show that it is very biased toward allocating more test cases to a few subdomains which have relatively smaller sizes if not the smallest. In other words, it behaves optimistically.
In theory, by assigning a value representing the "degree of optimism," the Hurwicz criterion is designed to strike a balance by considering the weighted mean of the maximax and the maximin criteria. However, pilot runs reveal that several complex issues are involved, rendering the criterion of limited use in practice.
VI. DISCUSSIONS AND CONCLUSION
A. Contribution of This Paper
The test allocation problem in partition testing arises in practice, but is usually dealt with in an ad hoc manner. Previous work has attempted to provide theoretical bases to some systematic treatments of the problem. The usual approach is to compare partition testing with random testing and attempts to outperform random testing under all situations. Methods such as those based on the maximin criterion are invariably conservative in nature, and hence may not always be the most appropriate one. In this paper, we have extended previous work by formalising and analysing other criteria for test allocation. We have come up with analytical solutions and algorithms that satisfy these criteria. By means of a simulation experiment, we have evaluated the applicability and implications of using these criteria in the present context.
Our work contributes to research in software testing by putting forward a framework that formulates the test allocation problem as a classical problem of decision under uncertainty. To our knowledge, our study is the first that frames the problem using a decision-theoretic perspective. In so doing, we have opened up a novel approach which has the rich potentials of tapping the vast knowledge available in the field of decision theory for enriching formal research in software testing activities. For example, within our new framework, the maximin criterion is but one of the several well known criteria for dealing with a decision problem under uncertainty. This naturally invites the study of other criteria, which is the theme of this paper.
Our study is also novel in its attempt to model and analyze explicitly the tester's preference and attitude in making the test allocation decisions. This kind of preference and attitude very often reflects the nature of the problem domain as well. For example, when the software is safety or security critical, the tester will tend to be more conservative. At the other extreme, when the failure consequences are low and resources are limited, the tester might be more aggressive in taking risks. It is desirable to have a systematic and formal criterion for making the test allocation decision in order to capture the tester's aspirations and expose the basis on which the decision is made. We have shown how test allocation schemes may be defined based on several classical decision criteria, and we have analyzed the implications and consequences of the tester's decision. Even when an analytical solution is not feasible, a proper formulation of the tester's preferred criterion will still help to better understand the characteristics or implications of any decisions based on the criterion.
B. Limitations and Further Work
As a first study toward the new approach, our work suffers from some limitations, mainly due to the need to restrict the scope of the problem and to keep the formal analysis tractable. We now briefly discuss some of the issues so involved.
The input domain is defined as the set of all inputs. One issue, which is fundamental though not specific to the work in this paper, concerns with what constitutes a distinct "input." This is in general dependent on a number of factors such as the context, the program code or even the machine on which the program is to be executed. In our work, the notion of "input" is tied to what the tester will possibly choose as a test case. As such, the tester will have to define his/her own notion of input. For example, for a program that accepts two integer values separated by blanks, a lexical consideration will treat an input that contains one blank differently from another that contains two blanks, while a syntactic consideration will treat them as the same input. The latter consideration will result in a much smaller size of the input domain. The first consideration would be more appropriate if a lexical analyzer is to be tested; otherwise the second consideration would be more usual. In any case, it is up to the tester to determine form the context which consideration is more appropriate.
Our formal framework assumes the information of the subdomain sizes. More precisely, our analysis requires only the knowledge of the "relative size" (that is, the size ratio) of the subdomains, not their "absolute size." Subdomain sizes typically depend on both the specific partitioning scheme and the program or specification. For some classes of programs and partitioning schemes, the subdomain sizes can be calculated analytically. For instance, many scientific programs computing certain mathematical functions have well-defined subdomains that can be easily represented analytically. Also, many specification-based partition testing methods, such as the classification-tree method and the category-partition method [1] , [14] , [24] , divide the input domain into subdomains according to important aspects identified from the specifications. For example, for a system that processes credit card transactions [30] , an input can be characterized by the "type of card (corporate or personal)," "class of card (diamond, gold or classic)," and "purchase amount." A subdomain may consist of all transactions with "type of card personal," "class of card classic," and " purchase amount ." Another subdomain may consist of transactions with "type of card corporate," "class of card classic," and " purchase amount ." In these situations, it is not difficult to calculate the size ratio of the two subdomains.
When the size ratio of subdomains cannot be computed numerically, the Monte Carlo simulation method may be used. This method works but with the constraint that the size ratio of the smallest and largest subdomain must not be too large, or else the smallest subdomains may never be hit by the simulation, resulting in estimates with inadequate precision.
Another issue is concerned with the notion of "state." As an extension of previous work [6] - [8] , we have followed the usual interpretation of the "state" as the failure vector . However, other interpretations can also be valid, and there is hardly any objective choice among equally valid interpretations. For ex-ample, a state may be an assignment of a subdomain to each failure-causing input, or a distribution of failure rates. It is beyond the scope of this paper to explore the effect of all other interpretations, and we anticipate further work in this direction.
Our analysis has made the simplifying assumption that for all , which appears to be restrictive. However, it is reasonable to confine our attention to the situations when is small, as have been done in [5] . Otherwise, when failure-causing inputs are numerous, it does not matter too much which testing method or test allocation scheme is to be used, as their efficacy will not differ too much. The assumption of small often holds at the later stages of testing when most major faults have been identified. Finally, when the size of a subdomain is extremely small, it is usually due to the consideration of exceptional conditions that the tester will handle differently from other subdomains anyway. Our analysis will then hold for the testing of the remaining subdomains.
Obviously, much more work beyond the present is necessary to build a more comprehensive theory by relaxing the constraints of our present model, and to evaluate them by means of empirical studies with real programs in addition to the simulations reported in this paper. Further work is also needed to search for a criterion that better reflects an attitude between the optimistic Laplace criterion and the conservative maximin criterion.
In spite of these limitations, by providing an initial framework with interesting formal results that demonstrate the potentials of our approach, we have moved a step forward toward the goal of applying the theories of decision to software testing problems. We hope that our work can motivate further studies toward this direction, which we believe will be fruitful in producing more useful results for informing software testing decisions in practice. Now we prove that the highest sampling rate of is not less than that of . This follows from (24) Next, we prove that the lowest sampling rate of is also not less than that of . This follows from both (25) and (26) (25) Now is a maximin 1-subvector, and by (23)
APPENDIX
Combining (25) and (26), we have (27) That follows immediately from (24) and (27) .
