In this study, we propose an object-based multimedia model for specifying the QoS (quality of service) requirements, such as the maximum data-dropping rate or the maximum data-delay rate. We also present a resource allocation model, called the net-profit model, in which the satisfaction of user's QoS requirements is measured by the benefit earned by the system. Based on the net-profit model, the system is rewarded if it can allocate enough resources to a multimedia delivery request and fulfill the QoS requirements specified by the user. At the same time, the system is penalized if it cannot allocate enough resources to a multimedia delivery request. We first investigate the problem of how to allocate resources efficiently, so that the QoS satisfaction is maximized. However, the net-profit may be distributed unevenly among the multimedia delivery requests. Thus, the second problem discusses how to allocate the resource efficiently so that the net-profit difference is minimized between any two multimedia requests. A dynamic programming based algorithm is proposed to find such an optimal solution with the minimum net-profit differences.
are known a priori, off-line scheduling is adaptive. This paper aims at the environment where the bandwidth can be reserved to satisfy a basic level of QoS but is limited.
In such networks, users may tolerate certain degree of QoS degradation, e.g., less important multimedia data can be dropped or delayed. Partial data dropping can reduce the bandwidth consumption, while some important data for multimedia playback might be missed. Transmission delay allows more data to be transmitted with loose QoS requirements, although it might be unacceptable for real-time multimedia data. Most research considers either the data dropping policy or the transmission delay policy in the framebased multimedia model such as MPEG-1, MPEG-2 and JPEG video. In this paper, we try to show that the data dropping and transmission delay policies are suitable for different types of multimedia requests.
Our previous study [1] indicated that the hybrid policy with the data dropping and transmission delay could work better than the one with only dropping or delay. In the experimental results, when the available bandwidth ratio was downed to 77%, the delay time of the hybrid policy was improved about 15% compared to that of the pure delay policy, and the data loss ratio of the hybrid policy was improved about 10% compared to that of the pure dropping policy.
Normally, a mix of various types of multimedia requests is transmitted over the networks with limited bandwidth. Therefore, adopting both of these two policies might deliver better performance and utilization. We propose an object-based multimedia model for describing the QoS requirements, including the length, the importance, the deadline, and the delay bound of a multimedia delivery stream, and derive optimized scheduling algorithms which consider both the dropping and delay policies.
An object-based multimedia, such as MPEG-4 formatted, can be composed of video, audio, image, text, and synchronization data objects. It provides a standardized venue for scene composition, grouping primitive objects in order to form composite objects. In the MPEG-4 standard [2] , the coding of text, image, audio and video objects is supported with spatial and temporal scalability. Thus, such objects might be allowed partial data dropped or delayed for unimportant objects, such as background. However, important objects need to be delivered in time, otherwise the playback quality is severely degraded. Therefore, we apply the concept of imprecise computation on the proposed problem, in which some mandatory objects have to be delivered on time and some objects are allowed to have partial data dropping Much of QoS work focuses on call admission control and resource allocation. Call admission control attempts to maintain a desired QoS level by limiting the number of active calls in a system. Call admission control often does not guarantee QoS. Resource allocation manages resources in finer granularity. For example, resource allocation scheme can reserve a portion of resource for a particular request for a specific period of time, while call admission control only controls the number of existing requests in a system. We assume that all mandatory objects are schedulable but all objects may not be schedulable in subsequent sections. Hence, we address the resource allocation issues with limited resources in this paper.
Problem Description and Objective
In this paper, we propose a measurement model, the netprofit model, where profit is defined as total reward minus total penalty. Based on the net-profit model, the system gains reward if it can allocate enough resources to a multimedia delivery request and fulfill the QoS requirements as specified by the user. At the same time, the system gets penalized if it cannot allocate enough resources to a multimedia delivery request. The paper proposes the hybrid scheduling policies with dropping and delaying based on the proposed net-profit model.
Our problems are two-folds: one is to find a schedule with maximum total net-profit. The other concerns the netprofit distribution among the multimedia delivery requests. The goal is to find an optimal schedule in which the maximum net-profit difference of all requests is the minimum.
Outline
The paper is organized as follows. Section 2 presents the related works. Section 3 states the proposed object-based multimedia model and problems. We make use of the variable weighted bipartite matching algorithm to solve the problem of finding the maximum total net-profit including the mandatory objects in Section 4. Moreover, we find also an optimal schedule to minimize the net-profit difference of all requests in Section 5. The experiment results are shown in Section 6. The conclusions are drawn in Section 7.
Related Works
Multimedia applications might not be feasible for scheduling all the requests to meet their QoS requirements in the networks with limited bandwidth. Two major policies, dropping and delaying, were studied in the existing literature.
Although the solutions for pure dropping and delaying policies were widely employed [3] - [6] , only recently researchers began to reconcile the dropping and the delay policies in order to satisfy the QoS requirements. Lee and Hamdi [7] proposed a method for constructing a packet dropping mechanism that made decisions as to when it was necessary to drop packets while still not violating any QoS guarantees. This was achieved by employing a traffic regulator that can provide bounded packet dropping, and a traffic scheduler that could provide bounded packet delay. The above approach was based on a modified version of the classical EDF (earliest deadline first) algorithm to minimize the packet loss rate, while our approach uses the bipartite graph algorithm to maximize the satisfaction of QoS requirements. Goel et al. [8] proposed a resource management service to integrate QoS adaptation and network/CPU scheduling mechanisms. The approach was based on a method of a classical feedback control system to reduce packet drop and to bound packet delay. Its goal was to deliver the highest quality flow to the receiver within a bounded delay. These methods delay the playback under the delay bound of quality of service. Nevertheless, the delay bound is only set to be a constant due to the frame-based multimedia model. That is, every frame has the same delay bound. With this model, it is hard to suggest which frames to drop or delay given the specification for user requirements when the available bandwidth is not enough for transmitting all frames.
Some researchers [9] , [10] examined a differentiated service model of simple integrated media access (SIMA) to satisfy the diverse needs of the Internet users. The SIMA model offers relative QoS for two service classes (real-time and non-real-time) which both contain eight drop precedence levels. When real-time service is requested, the SIMA network attempts to minimize the delay and delay variation by using two queues in that the real-time buffer has a higher priority than the non-real-time buffer. Although the model combines delay and drop prioritization, it cannot bound the delay.
In order to improve the user-specified QoS, we propose an object-based multimedia model. Some previous research on the object-based multimedia model presented a concept of multimedia objects as components of an objectbased model for multimedia system in [11] . Herpel [12] surveyed an object description framework in MPEG-4 to manage the content presentation and the resource requirement. Chen [13] implemented an editor for the object description framework in MPEG-4. Eleftheriadis et al. implemented the Mild Flavor in [25] to employ the object descriptor tool to use the MPEG-4 file as a container for packaging different objects into one file. The object content information tool in the Mild Flavor is also extensively used in order to provide ancillary identification information associated with each object in the MP4 file. Such information includes the descriptions and the requirements of the content author.
These techniques support the content authors and resource managers such that the properties of a multimedia object can be derived based on the hierarchical structure in the scene. Thus, we propose an object-based multimedia model to describe a multimedia request. In the model, the QoS requirements of a multimedia object can be specified, such as the length, the importance, the deadline, and the delay bound of the object and other related QoS parameters. Based on the content description techniques described above, the proposed object-based model can be practical in a multimedia server.
In an object-based multimedia application, not every object can meet its timing constraint with the limited network resource. To achieve graceful degradation given the acceptable user QoS, the user can enable the objects, such as video, image, text or audio, to enlist the property of the partial data dropping according to user's requirement. The quality of these objects is not significantly affected after partial data dropping. To achieve stricter QoS requirement, we employ the mandatory concept of the imprecise scheduling model [14] , [15] . Imprecise computation techniques provide scheduling flexibility by trading off result quality to satisfy transmission deadlines. These techniques use a basic strategy to minimize the negative effects of timing faults and leave the less important tasks unfinished, if necessary. In the imprecise scheduling model, each task is divided into two subtasks: mandatory and optional. These tasks are dependent because the optional subtask becomes ready for transmission as soon as the mandatory subtask has been completed. A valid schedule that every mandatory task completes by its deadline is called a feasible schedule. Under the constraint, called feasible mandatory constraint [16] , [17] , all mandatory tasks are assumed to be schedulable by way of the resource reservation. Therefore, the mandatory subtask must be processed and completed by the deadline before the optional one. The optional subtask, which refines the result, could be left unfinished at its deadline although it would incur QoS degradation. This imprecise computation technique adapts the object-based multimedia to the soft real-time communication in the limited network resource because it can guarantee the schedulability of all mandatory objects to satisfy basic QoS requirements, which we deem necessary with the property of mandatory in our model.
Based on the mandatory concept, some objects must play an important role as base objects. These objects are not allowed partial data dropping because the object may be a base layer for video display like MPEG-4 FGS(Fine Grained Scalable) [18] . The FGS framework requires two encoders: the base-layer and the enhancement layer. The base-layer can ensure the basic acceptable QoS requirements of the user, while the enhancement layer can refine the result. Thus, the objects important to the user must be enabled to the mandatory property for satisfying the requirements.
In brief, there are several differences between our model and the imprecise computation model. In our model, all objects are classified as partial data dropping and mandatory data and independent of each other. We allow users to describe QoS requirements of the partial dropping object with the importance, the deadline and the delay bound. Moreover, the mandatory object is described with the importance and the deadline. We allow the object delays except for the mandatory ones, that is we drop the partial data when the finish time of the partial data dropping object exceeds the delay bound. In the imprecise computation model, each task is decomposed into two tasks: the mandatory subtask and the optional subtask. These tasks are not considered delay situations and dependent because the optional subtask becomes ready for transmission when the mandatory subtask is completed. Besides, our model also considers the penalty function of the delay.
System Model

Object-Based Multimedia Model
In the proposed object-based multimedia model, a delivery request contains a multimedia request, and consists of multiple scenes to play, which is to be transmitted. A scene is composed of various types of multimedia objects, such as video, audio, image, text, and synchronization data objects, as illustrated in Fig. 1 . A video/audio stream can be divided into several video/audio objects. An image/text data object represents an image/text data file. A synchronization data object stores the synchronization information about other types of data objects. The synchronization information is used to reconstruct a scene or a composite set. We term a basic multimedia object unit a primitive object. We assume that each primitive object can be separately encoded, stored, and transmitted and that each primitive object o i has the following a priori information: (1) the size s i represents the length of the object to be transmitted; (2) the weight wi indicates the importance of the object; (3) ready time r i signals ready for transmitting; (4) deadline d i specifies the latest time to be transmitted completely; (5) delay bound db i states the maximum allowable delay time of the object; and (6) delivery type † : type P stands for less important data which may be partially dropped or delayed and type M stands for mandatory objects which have to be delivered to maintain user's basic QoS requirement. The attributes and QoS requirements of each object, such as type M or P, size, the importance of the object, etc, are specified by the content author in advance. Objects of type M have to be delivered to maintain the user's basic QoS requirements, while those of P may be dropped or delayed based on the available bandwidth after the former objects are scheduled.
The composition of the primitive objects in a scene can be represented by a hierarchical structure. Fig. 2 illustrates the idea with a distance-learning example. The scene Fig. 1 Composition of a scene. † The 'type' mentioned in the object-based multimedia model is not the type of multimedia for presentation interpretation, for example, text, image, or voice. It stands for how importance the multimedia object is in the quality of the playback of the multimedia request. contains a talking teacher, the background, the white board presentation, and the synchronization control. The talking teacher consists of multiple video, audio objects and a synchronization object. The background is composed of an image object, an audio object and a synchronization object. The white board presentation is composed of a sequence of text objects. The synchronization control is composed of a synchronization object. We group primitive objects with synchronization information in a set, denoted as a composite set. Herein, there is a common deadline for these objects, because they are simultaneously considered by synchronization information.
With limited bandwidth resources, not all primitive objects might be delivered in time. Hence, certain QoS must be sacrificed. Unimportant objects might be partially omitted or be delayed, to save resource for key objects, such as synchronization objects.
Precedence Constraints
Precedence constraints specify the dependencies between the primitive objects in multimedia requests. For a schedule of the primitive objects to be valid, it must satisfy the precedence constraints between the primitive objects. We use the modified deadlines that allow the precedence constraints to be ignored temporarily. It has been shown in [19] that a feasible schedule on a uniprocessor system exists for a set of tasks with the given deadlines if and only if there is a feasible schedule of the tasks with the modified deadlines. That is, each task can be completed on time, consistent with given precedence constraints, if and only if each task is completed on time in the sequence obtained by ordering tasks according to increasing values of the modified deadline. Let S UCC i be the set of all successors of o i , where o j is an object in S UCC i . The modified deadline of o i is expressed as follows.
Here, we also use the modified delay bound that is computed as follows.
When we allow an object o i to be deferred to its delay bound db i , the deferred deadline is expressed as d i + db i . To satisfy the precedence constraints without violating the timing constraints, we change the deadlines and the delay bounds into the modified deadlines and the modified delay bounds in our subsequent discussion, respectively.
The Net-Profit Model
To measure QoS, we propose the net-profit model for evaluating the performance of a scheduling. The function of the net-profit is the difference between reward and penalty. We treat the submitted data in time as reward and treat the delay data as penalty.
The weight of an object stands for its importance. As the system delivers more important objects, the playback quality would be better and the system gains more reward. We observe that the reward gained from an object is related to its weight. To avoid defining two more QoS parameters for reward and penalty, we use the weight for the purpose. Namely, if an object is delivered with all its QoS requirements satisfied, the system would gain the reward of its weight.
The two types of reward functions represented in the realistic multimedia application areas were defined [20] as linear and concave. A linear reward function models the case when the benefit to the overall system increased uniformly during the optional execution. A concave reward function is the case when the greatest increase in reward is obtained during the first portions of the optional executions. A concave reward function considering tasks with no mandatory portions is not suitable for the proposed model. Hence, a linear reward function is used in this paper.
In case of the dropping data, we assume that the reward to the system is a decreasing function of the size of the dropped data, since the system should get less reward if it drops more data. To facilitate the analysis in our subsequent discussion, we consider the unit-time tasks for each object. Let us assume that the system consists of m multimedia requests for transmitting and each multimedia request R k consists of n k objects for 1 ≤ k ≤ m. Moreover, the available bandwidth is deterministic. Then, we can compute the processing time, denoted as p i , for the object o i . Hence, we can divide the object into p i unit-time tasks if p i is defined by integer. We get a new weight,
, of a unit-time task of the object o i where 1 ≤ j ≤ p i . The reward function for each unit-time task is defined as w i j x i j where x i j = 1 if the finished time, denoted as f i j , is no greater than the deadline else x i j = 0. Thus, the reward of the object o i is expressed as
In case of the delaying data, we assume that the penalty to the system is an increasing function of the ratio of the delay time over the delay bound. The longer the system delays, the more penalties it should receive. When the finished time exceeds the delay bound, the system drops the exceeding portion if the primitive object is described as partial data dropping. To clearly illustrate the penalty function, we denote the finished time of the unit time task j of the primitive object o i as f i j . The penalty function for the unit-time task α where Fig. 3 illustrates the penalty function. We make use of the coefficient α to control the effect of the delay where 0 < α < 1. Thus, the larger α implies the greater penalty of the delay. The penalty functions of an application can be classified according to three levels of the coefficient such as 0.2, 0.5, and 0.8. Suppose the services of all multimedia requests are classified as three levels. The users can optionally pay three different prices for QoS. The system determines the coefficient in accordance with the levels. Moreover, a request for each level has a fixed amount of total weight in accordance with the user privilege. We denote the amount for a request R k as AW(R k ) in order to analyze the fairness in our subsequent discussion. We will minimize the difference among the ratios which are the gained net-profits for each request R k over AW(R k ).
In our hybrid scheduling policy with the dropping and the delaying, the net-profit of the j-th unit-time task of object o i for each multimedia request R k is the difference between the reward and the penalty. It is expressed as following equation (1):
x i j = 0 if the j-th unit-time task of object o i is rejected for transmission, x i j = 1. In other words, if the task is finished before its delay bound, x i j = 1.
Problem Formulization
Our problem is to find a schedule for multiple multimedia requests so that the total net-profit is the maximum and the net-profit difference among the multimedia quests is a minimum. We adopt the hybrid scheme with the dropping and the delaying policies to solve the problem when the bandwidth is insufficient. For guaranteeing basic QoS requirements, users can describe a primitive object as a mandatory object. In the paper, we consider the off-line scheduling in environments satisfying the feasible mandatory constraint. Hence, we want to schedule the objects such that the total net-profit is maximized under the constraint that all the mandatory objects must be scheduled and completed on time. A solution to the proposed problem is presented in Sect. 4 . In addition, we solve the scheduling problem where the net-profit difference among the multimedia requests is minimized in Sect. 5. We define the following definitions for formulating the proposed problem.
Problem 1. A maximum mandatory perfect matching problem (MMPM)
Let G = (V, E, W) be a bipartite graph, where V is the set of vertices, E = {e t,i |t ∈ V and i ∈ V}, and W = {w t,i |w t,i where e t,i ∈ E}. There exists a partition V = L ∪ R, where L ∩ R = φ and for every edge of G, e t,i ∈ E, t ∈ L, i ∈ R. A matching M, M ⊆ E, is a collection of edges such that no two edges share a vertex. It exists a pair of vertex set, (L M , R M ), such that the sets, L M and R M , are a subset of L and R, respectively. A matching is called a maximum weighted bipartite matching(MWBM) if its total weights are at least as large as the total weights of any other matching. A matching M with a pair of vertices set (L M , R M ) if the set R M must include a given mandatory set X, X ⊆ R, is called a mandatory perfect matching. The MMPM problem is how to find the maximum mandatory perfect matching(MMPM) in the bipartite graph G. That is, the major difference of these two problems is that MMPM is to find the maximum weighted matching which includes a given subset of G.
The MWBM, M, for a bipartite graph G is one that maximizes (t,i)∈M w t,i where w t,i is the weight in edge (t, i). The efficient known algorithm for solving this problem converges in O(N 3 log N) running time [21] , where N is the maximal degrees for each vertex.
Problem 2. A maximizing total net-profit problem Given m multimedia requests, R 1 , R 2 , . . . , R m , that include a number of objects of type Mandatory and type Partial. These multimedia objects are divided into N unit-time tasks, 1, 2, .., N. Let X be a set including all the unit-time tasks with type Mandatory. All mandatory objects are assumed schedulable, i.e., satisfying the feasible mandatory constraint. There is a weight matrix W based on the netprofit model, where the element W(t, i) is computed from the Profit of the unit-time task i finished at time t for 1 ≤ t, i ≤ N. The problem is how to find the schedule of the maximum total net-profit such that the schedule includes X. 
There is a fixed amount AW(R k ) for each R k and 1 ≤ k ≤ m such that
where a is an element of V i . The problem is to determine the optimal solution such that the solution, S , where S ⊆ S , satisfies the conditions (1) and (2) 
Maximizing the Total Net-Profit
According to Problem 2, all the primitive objects can be divided into many unit-time tasks and are composed of N unittime tasks, 1, 2, . . . , N. To facilitate the bipartite matching techniques in the proposed solution, the problem is transferred to Problem 1. We use the following lemma to prove that Problem 2 is transferred to Problem 1.
Lemma 1: Problem 2 can be formulized as Problem 1.
Proof. The processing time of each task in Problem 2 is one unit-time and the finish time of each task must be in the integer of [1,N] . Hence, Problem 2 can be expressed as:
In order to find an optimal solution, we compute the values of each W(t, i), where W(t, i) is the profit of task i finished at time t and then obtain a weight matrix shown in Fig. 4 . The optimal solution of Problem 2 is to find an optimal combination such that the total sum of profit is the maximum. In the set of an optimal combination, no two elements W(t 1 , i 1 ) and W(t 2 , i 2 ) in the set have the same finish time. That is, if i 1 i 2 , t 1 t 2 . This is because each unittime task must be completed at a different time. To transfer Problem 2 to the bipartite graph problem of Problem 1, we construct a graph H(V, E, W), where V = L ∪ R, L represents the set of time, R represents the set of all the tasks, E is the set including the relationship between each task in R and its possible finish time, and W is the weight matrix. The value W(t, i) for task i finished at time t is constructed as the weight of edge(t, i) in graph H. Then, we can get a weighted bipartite graph illustrated in Fig. 5 . Thus, Problem 2 can be formulized as Problem 1. All the mandatory objects are schedulable by the definitions of Problem 2. Thus, each mandatory task can be divided into multiple unit-time tasks and satisfy the deadline requirement of the mandatory task. The condition that a solution to Problem 1 must satisfy mandatory perfect matching means that a solution to Problem 2 must satisfy the feasible mandatory constraint, because the given mandatory set X is the set of all the mandatory tasks. An optimal solution for Problem 1, the problem MMPM, can be found based on a MWBM algorithm by adding a constant y to the weights of all adjacent edges of vertices in a given set X, where y is i∈R−X max t∈L W(t, i). Tasks in X have higher weight than any task that is not in X.
According to Lemma 1, we know that a scheduling problem can be transferred to a bipartite matching problem. Therefore, we make use of the algorithm MWBM to solve the Problem 1. Follow the definitions of Problem 1, first we will prove that the set R M from the matching M, found the algorithm MWBM includes the given mandatory set X if the graph G exists at least a mandatory perfect matching and if the weights of all adjacent edges of vertices in X are added by a constant y. This problem is proved in Theorem 1.
To facilitate the following proof, we define a new bipartite graph as G = (V, E, W ) based on the graph G = (V, E, W). There are the same V and E for the graphs G and G . The weights set W is similar to the weights set W of G except that the weights of all adjacent edges of vertices in a given set X, X ⊆ R, from the graph G are added by a constant y where y is defined as i∈R−X max t∈L W(t, i). The weights set W can be expressed as W (t, i) = W(t, i) + y, if i ∈ X, and W (t, i) = W(t, i), otherwise.
Secondly, we prove that the problem MMPM for the graph G = (V, E, W) is equivalent to the problem MMPM for the graph G = (V, E, W ) in Theorem 2. This means OPT = OPT + y * |X| where OPT and OPT are an optimal solution for the problem of MMPM in the graph G and G, respectively.
Finally, we prove that the problem MWBM for the graph G = (V, E, W ) is equal to the problem MMPM in Theorem 3. Therefore, according to Theorem 2 and 3 under the constraint of mandatory perfect matching for the given mandatory set X, this optimal solution including the given set X in the graph G is equal to subtract a constant value, y * |X|, from the solution of the maximum weighted bipartite matching in the graph G . (L M , R M ), for G must exist X ⊆ R M if graph G has at least a mandatory perfect matching.
Proof. Let the MWBM algorithm can find an optimal matching, M, and its sets of the vertices, (L M , R M ), for G. And, let v be a vertex in X but not in R M . Fig. 6 illustrates the configuration. On the other hand, we can find a matching, M , and its sets of the vertices, (L M , R M ), such that R M = X because graph G has a mandatory perfect matching for the given set X. However, the new weights W(t, v) for each t of linked v is larger than the sum of maximum weight of the set R − X, because the weights W(t, i) for each i ∈ X has been added y, y = i∈R−X max t∈L W(t, i). Therefore, the weight sum of the matching M is larger than the matching M. This result is contrary to the assumption. So, R M must include X.
Theorem 2: The problem MMPM for graph G = (V, E, W) is equivalent to the problem MMPM for graph
Proof. We assume that there exists an algorithm A that can find an optimal matching for the problem MMPM. For G, let us denote the optimal solution as OPT , the optimal matching as M and its sets of the vertices as (L M , R M ). The given set X is in R M . For G , the algorithm A can also find an optimal solution denoted as OPT . The optimal matching denotes as M and its sets of the vertices denote as (L M , R M ). The given set X is also in R M . There are the same V and E for the graphs G and G . They have only a difference between G and G in the weights of all adjacent edges of set X. We want to prove that the problem MMPM for G is equivalent to the problem for G , i.e., there is a constant difference between OPT and OPT . The algorithm A can find out an optimal solution, OPT , and an optimal matching, M, for G. We add y to the edges ending in X. There is a new weights sum, OPT +y * |X|, and we denote the new matching as M". This is a matching for G but it may be not an optimal matching. Thus, OPT must be no less than OPT +y * |X| for G , i.e., OPT ≥ OPT + y * |X|. Fig. 7 illustrates the concept of our proof. Algorithm A can find out an optimal solution, OPT , and an optimal matching, M , for G . We subtract y from the edges ending in X. There is a new weights sum, OPT − y * |X|, and we denote the new matching as M". This is a matching for G but it may be not an optimal matching. Thus, OPT must be no less than OPT − y * |X| for G, i.e., OPT ≤ OPT + y * |X|. Therefore, OPT = OPT + y * |X|. 
Theorem 3:
The problem MWBM for G is equivalent to the problem MMPM for G .
Proof. According to Theorem 1, the problem MWBM for G can be used to determine the optimal matching M. Its set of the vertices (L M , R M ) includes the given mandatory set X, i.e., X ⊆ R M . This is also the problem MMPM for G .
Theorem 4:
The problem MWBM for G is equivalent to the problem MMPM for G.
Proof. Based on Theorem 2 and Theorem 3, we know that there is a constant difference, y * |X|, between the optimal solution of the problem MMPM for G = (V, E, W) and the problem MWBM for G = (V, E, W ), i.e., OPT = OPT + y * |X|.
Though we have solved the complex problem of hybrid the dropping and the delaying polices, our algorithm has higher time complexity since it is based on the weighted bipartite matching algorithm. The time complexity of the algorithms is dependent on the edges, the vertices, and the weights of the bipartite graph. The number of edges, |E|, is dependent on the feasible finish time of each unit-time task. If the ready time, deadline and delay bound of each unit-time task are given, we can obtain the maximum edges according to the time interval between the ready time and the delay bound. The number of vertices, |V|, is the sum of the time amount and the number of unit-time tasks. If maximum weight of an edge in a bipartite graph is bounded by C, the cost-scaling algorithm of Fredman and Tarjan in [24] can be reduced to O( √ |V||E| log(|V|C)).
Minimizing the Net-Profit Difference
In this section, our goal is to find an optimal matching in which the net-profit difference of all multimedia requests is minimized. The objective function is expressed as:
Where k is the index for multimedia request and
To solve the problem, we apply the algorithm MMPM to find the maximum total netprofit, i.e., MT (Pro f it) , for G. Then, we hope to find out all the matching with the same maximum total net-profit, MT (Pro f it) . Hence, we propose the algorithm based on the dynamic programming technique because it can keep all the solutions in the memory. Our algorithm makes use of a variant of the subset-sum algorithm shown in Fig. 8 . A variant of the subset-sum problem defined by Problem 3 is solvable in pseudo-polynomial time by the technique of dynamic programming [22] . The time complexity is O(|V| 2 Nτ) where |V| is the maximum elements of V i for each i, N is the number of all the sets, and τ is the value of target. The space requirement is O(|V|Nτ).
We propose the algorithm in Fig. 8 , it needs two arrays to record the possible members for finding the solution. One, Exist(i, j, k), stores a Boolean value represented whether there exists at least a possible element from V 1 to V i where i is the index of the set V, j is the index of target and k is the index of the element from the set V i . The value of the array Exist(i, j, k) is dependent on either
where a i,k is the k-th element of the set V i . The mean is that Exist(i, j, k) is assigned true if Exist(i − 1, j, k) is true, i.e., there exists at least a possible element from V 1 to V i−1 , at the target j and if Exist(i − 1, j − a i,k , k) is true, i.e., there exists at least a possible element from V 1 to V i−1 , at the target j − a i,k . The other, Member(i, j, k), also stores a Boolean value represented whether there is a member. If the value is true, the mean is that the k − th element of the set V i at the target j is a possible member of the solution. The value of the array Member(i, j, k) is dependent on Exist(i − 1, j − a i,k , k) . The mean is that the element a i,k is a possible member when the target value accumulates to j. Fig. 9 shows an illustrative example for the algorithm. In this example, we have five sets, i.e., V 1 , V 2 , V 3 , V 4 , and V 5 , composed of the set S . The request R 1 is composed of V 1 , V 2 , and V 3 . The request R 2 is composed of V 4 and V 5 . Let V 1 be (2,1), V 2 be (4,2), V 3 be (3,3), V 4 be (5,2), V 5 be (4,4), and the target τ be 10. According to the algorithm stated in Fig. 8 , we can find all the solutions from the array Member.
Lemma 2: Problem 3 is solvable by a variant of the subsetsum algorithm of Fig. 8 .
Proof. Problem 3 is to find out all the solutions. A solution, denoted as the set S ⊆ S , satisfies whose elements sum to τ and that no two elements are in the same set V i . In this algorithm, we employ two arrays Exist(i, j, k) and Member(i, j, k) to store the information whether exists a member a i,k at the target j. The value of an array
The mean is that there exists at least a possible element from V 1 to V i if Exist(i, j, k) is true at the target j. The value of an array Member(i, j, k) is dependent on Exist(i−1, j−a i,k , k) as well. The mean is that the element a i,k is a member of the solution if Member(i, j, k) is true at the target j. Therefore, when the target accumulates to τ, all the possible elements will be recorded in the array Member. The algorithm makes use of a recursive call to produce all the solutions based on a tree structure. In the recursive routine, if there exist a member, i.e., Member(i, j, k) = T , the index i of set is reduced by one after building a node to the tree. That is, any two elements of the same set V i will not present in the same solution. Therefore, Problem 3 is solvable by a variant of the subset-sum algorithm.
Lemma 3: Problem 4 is solvable by the technique of decremental threshold.
Proof. Based on Lemma 2, we can find out all the solutions. When we find the first solution, S , of Problem 3, we treat the value, max m k=1
AW(R k ) , as the initial threshold. Then, we set next new solution to S again. If the new value is less than the threshold, the threshold is replaced with it. Therefore, after all the solutions are compared with the threshold, the threshold must be the minimum. Proof. The target MT (Pro f it) is determined by the MMPM algorithm. Moreover, according our MMPM algorithm, no two edges share the same vertex i, i.e., no two elements are in the same set V i . Thus, there exists a solution such that the sum is MT (Pro f it) . Based on Lemma 2, all the solutions are recorded in the array Member. Therefore, there exists at least a solution such that the sum of all the Pro f it(R k ) is MT (Pro f it) .
To identify the relationship between Problem 4 and 5, we give an example to illustrate Problem 5. Fig. 10 shows an illustrative example for a bipartite graph G contained the set L and the set R, composed of the sets R 1 and R 2 . The example is the same as Fig. 9 . Let R 1 be composed of the sets V 1 , V 2 , and V 3 . Let R 2 be composed of the sets V4 and V 5 . All the unit-time tasks belong to the objects with type Partial except the unit-time task V 2 . Let V 1 = (a 11 , a 12 ), V 2 = (a 21 , a 22 ), V 3 = (a 31 , a 32 ), V 4 = (a 41 , a 42 ), and V 5 = (a 51 , a 52 ). Each element of this example is the same as Fig. 9 . The maximum net-profit MT (Pro f it), 10, by the MMPM algorithm is the sum of Profit(R 1 ), 6, and Profit(R 2 ), 4. The fixed amounts of weights for R 1 and R 2 are 9. We can make use of the algorithm of Fig. 8 to find out all solutions of the target 10.
To improve the efficiency, we prune the branch of the tree produced by the algorithm of Fig. 8 according to the solution in which is produced by the algorithm MMPM. Because we can find out at least one solution by Lemma 5, we treat max
AW(R k ) found the algorithm MMPM as a threshold. When the value from the solutions is greater than the threshold, we stop branching the tree. For the example of Fig. 10 , the threshold is 2/9, i.e., 6/9-4/9. We note that no two edges share a vertex of the L set because the net-profits are from the bipartite matching. Hence, we can exclude the solutions with the edge sharing a vertex of the L set. Before a node is added to the tree, it has to be checked whether shares a vertex of the L set with its ancestries. If they share the same vertex, we stop branching the tree. Besides, we must also guarantee all the solutions including the task of type Mandatory. When the program builds all the solutions, the node of type Mandatory task has to be added to the tree. If it is rejected, we stop branching the tree. The aforementioned three improvements will obviously increase the performance of the algorithm. We will show the experiment results in next section. Based on the above three filters for each solution shown in Fig. 11 , the symbol * represents that the edge shares a vertex and the symbol # represents that the unit-time task with type Mandatory is rejected. Therefore, the solution in the example is only one in that the optimal matching includes the nodes a 11 = 2, a 21 = 4, and a 52 = 4. The minimized difference between R 1 and R 2 is 2/9. Though we have solved the problem of minimized difference net-profit, our algorithm has higher time complexity since they are based on the dynamic programming technique. We make use of three methods to improve the performance of dynamic programming technique. We will show the experiment results in next section.
Experimental Results
For the analysis of maximizing total net-profit, we use the MMPM algorithm to present the miss ratios. The program of the algorithm MMPM is modified by [23] that implement the weighted bipartite matching. To understand the performance of the MMPM algorithm, we compare with the EDF (earliest deadline first) algorithm. First, we consider the miss ratio of tasks scheduled by the EDF algorithm, i.e., ignore the weight of task. Second, we consider the miss ratio of mandatory tasks scheduled by the EDF algorithm. Our MMPM algorithm can guarantee the schedulability of all the mandatory tasks as shown in Theorems 1, 2, 3 and 4 in Sect. 4. Finally, we consider the miss ratio of weights scheduled by the EDF algorithm. In our model, each task has a different weight to represent its importance. Here, the performance index is defined as weighted miss ratio which is the sum of the weight of the missed tasks over the total weight of all the tasks.
For the fairness performance, we use a variant of the subset-sum algorithm based on the dynamic programming technique described in Sect. 5. Before executing the algorithm of a variant of the subset-sum problem, we compute the target, i.e., the maximal total net-profit, according to the MMPM algorithm. We also present the improvement rate of fairness. To evaluate the fairness, we compute the maximum net-profit difference among all requests according to the way in Sect. 3.
A solution solved by a variant of the subset-sum algorithm is called a possible solution. The solution of minimizing net-profit difference is found from all the possible solutions. A created node is the branch node of the tree needed in order to build a possible solution. The more the nodes are created, the more the searching time is spent. To evaluate the efficiency between the improved method and the unimproved method based on a variant of the subset-sum algorithm, we consider the performance metrics of evaluation based on the average numbers of all the created nodes and all the possible solutions. This is because not all the created nodes are necessary nodes in the possible solutions. Then, we define a node improvement ratio and a solution improvement ratio which are the number of nodes created by the proposed filtered method to that of nodes created by unimproved method and the number of possible solutions by the proposed filtered method to that of possible solutions by unimproved method.
Our experiments are built using C language to implement the algorithms of the MMPM problem and a variant of the subset-sum problem. In our simulation, we observe a variety of parameter effects such as task number, delay bound. We randomly generate 50 cases for each experiment based on the base parameters of Table 1 . We expect to understand that the performance for the MMPM algorithm, the improved level between the unimproved method and the filtered method for a variant of the subset-sum algorithm, and the improvement rate of the fairness for a variant of the subset-sum algorithm.
For the task number in Fig. 13 , the figure illustrates that the gained total weight of our MMPM algorithm can be better than that of the EDF algorithm.
Second, we present the improved level for a variant of 
Fig. 12
The analysis of the miss ratio for delay bound. the subset-sum algorithm via our filtered method. The experimental results vary the parameters for the delay bound and the number of tasks in Figs. 14, 15, 16 and 17. In Figs. 14 and 16, we use the node improvement ratio and the solution improvement ratio to evaluate the efficiency between the improved method and the unimproved method. In Figs. 15 and 17 , we define the ratio of maximum difference as maximum difference among all the net-profits of requests to total weights. The figures illustrate the improvement of the effectiveness between the improved method and unimproved method. The delay bound affects the ratio of improved level according to the results of Figs. 14 and 15 because the larger delay bound the task has, the more the nodes and the possible solutions the unimproved algorithm is produced. For the task number in Figs. 16 and 17 , the figures illustrate that the more tasks the system is increased, the more created nodes and possible solutions the unimproved algorithm is produced. Figure 16 illustrates the ratio of the created nodes and the possible solutions are averagely less than 5/1000 when the number of tasks is greater than 12. Thus, the filtered method can considerably improve the perfor- Fig. 14 The ratio of improved to unimproved for delay bound.
Fig. 15
The ratio of maximum difference for the delay bound. Fig. 16 The ratio of improved to unimproved for task number.
Fig. 17
The ratio of maximum difference for task number. mance.
For the fairness performance in Fig. 18 , it illustrates that a variant of the subset-sum algorithm can improve the fairness of distribution. The improvement rate of the fairness for the MMPM algorithm is defined as the difference between without a variant of the subset-sum algorithm and with the algorithm over without the algorithm.
Conclusion
In this paper, we have presented a hybrid policy based on the net-profit model that can provide multiple QoS properties for user requirements. We have devised optimal solutions for the complex problems under the model such that the submitted data is treated as a reward and the delay data is treated as a penalty.
Our hybrid scheme can maximize the net profit, i.e., the difference between the reward and the penalty, under the limited bandwidth. To guarantee basic QoS, we incorporate the mandatory task concept from the imprecise computation model. The problem of incorporating mandatory objects has been found optimal solutions via the algorithm of the maximum weighted bipartite matching. Though our hybrid policy makes the scheduling problem more complex, it can retain the advantage of both the dropping and the delaying polices. We compare the MMPM algorithm with a based line EDF algorithm.
To distribute the net-profit evenly, we have devised an algorithm by using the technique of dynamic programming. We make use of the filtered method to prune the branches of the tree. The experiment results have shown the improved performance and the fairness performance. The results of this paper contribute not only to deriving an optimal solution but also to minimize the difference among the net-profit of each multimedia request in the limited network resource. In the future, we plan to extend our model without unit-time task, i.e., 0/1 task. The problem will become more complex and it may be NP-Complete. Whether this will efficiently provide some approximation solution to the problem is worth exploring.
