This paper discusses the construction of photorealistic 3D models from multisensor data. The data typically comprises multiple views of range and color images to be integrated into a unified 3D model. The integration process uses a meshbased representation of the range data and the advantages of the mesh-based approach over a volumetric approach are mentioned. First, two meshes, corresponding to range images taken from two different viewpoints, are registered to the same world coordinate system and then integrated. This process is repeated until all views have been integrated. The integration is straightforward unless the two triangle meshes overlap. The overlapped measurements are detected and the less confident triangles are removed based on their distance from and orientation relative to the camera viewpoint. After removing the overlapping patches, the meshes are seamed together to build a single 3D model. The model is incrementally updated after each new viewpoint is integrated. The color images are used as texture in the finished scene model. The results show that the approach is efficient for the integration oflarge, multimodal data sets.
INTRODUCTION
Three dimensional object and environment reconstruction is an increasingly important topic in the field of computer vision. Although various types of image acquisition equipment can be employed for this task, laser range scanners are one of the more popular. In recent years, both the accuracy and speed of acquisition of laser range scanners have improved significantly, leading to more and more activity in the area of 3D reconstruction from range images.
As the range scanner can only acquire data from the surface on which the laser strikes, reconstructing entire objects and/or scenes generally involves the integration of several range images from different viewpoints. The problem of interest is then how to construct a unique surface representation from these multiple views. The registration of each view into a global reference system is not considered in this paper.
Methods of integrating range images can be categorized into two general approaches. Methods in the first category rely upon a triangular mesh surface representation47. Turk et. al.7 remove the overlapped regions until they touch only along the boundary and then zipper them together. Soucy et. al. 6 employ the concept of canonic views. The integrated surface model is piecewise estimated by a set of triangulations modeling each canonical subset of the Venri diagram of the set of range views. These tnangulations are subsequently connected to yield a global surface. Rutishauser et. al.5 retriangulate the overlapped mesh by growing the mesh at its contour. Pito4 defines the concept of co-measurements based on the position and orientation of the range scanner. Only the most confidently acquired measurements are kept. The redundant triangles are removed and then the patches of triangle meshes are seamed together. The second category of integration methods comprises the volumetric approaches. New measurements update the status of voxels in the scene space and, once completed, a polygonisation algorithm is used to obtain the surface mesh representation. Some researchers3' have employed the concept of implicit surfaces. The voxels near the surface are assigned values representing the distance to the surface and these values are updated when new measurements are obtained. The surface mesh is created where the voxel values are zero. Hoppe et. al3 reconstruct surfaces from a clouds of unorganized 3D points. This algorithm requires no knowledge of the points -points from any view are treated in the same way -and is therefore more general. Other approaches"2, however, make prior assumptions about the connectivity of points, implying that measurements from a single experiments, however, were performed with relatively small data sets. Our goal, on the other hand, is to reconstruct very large scenes.
In the case of constructing such large scenes, the data sets often contain prohibitively large amounts of data. For practical reasons, the amount of data must be reduced either during or after the integration process. Although voxel-based approaches have been shown to perform better than mesh-based integration in some instances', mesh-based techniques are more amenable to data reduction. Additionally, due to practical visualization constraints, most voxel-based approaches employ a polygonisation algorithm -such as marching cubes' or marching triangles2'8 -to obtain a mesh representation. For these reasons, we have adopted a mesh-based technique, similar to Pito's work4, for range image integration.
Although the various mesh integration methods differ in their details, they all share several common steps, beginning with the triangulation of a single view. This, of course, is relatively easy and fast since most laser scanners provide measurements on a rectangular grid. Next, when two different views are considered, each algorithm must handle the overlapping regions appropnately. Finally, each patch must be seamed with another to create a global mesh. Identification and re-meshing of overlapping regions are generally considered to be the primary problems to solve in mesh-based integration.
One additional aspect that must be considered in photorealistic scene reconstruction is texture. In addition to providing visual information, texture can also significantly affect the perception of scene geometry. In our application, a color image is captured with each range image. The general idea of our work is illustrated in Fig. I below. Presently, the algorithm works only with regular meshes (i.e., those created from range data over rectangular grids). Integration of arbitrary meshes, such as those that would be produced by a mesh reduction algonthm, is in progress. 
3D Model
The remainder of this paper is organized as follows. In Section 2, the mesh integration algorithm is described. Section 2.1 describes the generation of mesh from a single range image. In Section 2.2, we describe the process for detecting overlapping regions and removing the redundant triangles. Linking the gaps between the mesh patches is then described in Section 2.3. In Section 3, the method of fusing the range and color images is discussed. Some example results of the algorithm are presented in Section 4. Finally, some concluding remarks are made in Section 5. When two neighboring range measurements differ by more than some threshold, there is a step discontinuity. The threshold is determined by the range value and sample resolution. If a discontinuity is present, a triangle should not be created. Triangles created across step discontinuities generally have very small internal angles. They hinder both the search for neighboring triangles as well as the identification of overlapping regrnns. Therefore, for four neighbor points, we only consider points that are not along discontinuities. If three of them satisfy this condition, a triangle will be created in one of the last four styles of Fig. 2 . If none of the four are along a discontinuity, two triangles will be created, and the common edge will be the one with shortest 3D distance, as shown in first two styles of Fig. 2. 
Remove Triangles in Overlapping Regions
We now suppose that two meshes have been created from two range images as described in Section 2.1. We must now detect the overlapping regions. Fig. 3 shows two registered meshes from two simulated range shots of a sphere. Note the overlapping, redundant triangles in the center.
The overlapping region detection is based on back projection. Knowing the calibration model, the 3D points can be projected back to a 2D reference frame.
Given a new triangle mesh, we project each triangle of the old mesh onto the new 2D reference frame (i.e.. the image plane of the new range image). If the projection is out of this reference frame, it is not in the view port of the new range shot and the triangle in question will be left unchanged. If the projection is inside the new reference frame, we check for overlapping. First, we compute the bounding box of the triangle projection. as shown in Fig. 4 . Then, we check whether the triangle is facing the new position of the range scanner or not. If the dot product of the tnangle normal with one of the three measurement rays (i.e., the rays from the view point to each of the triangle vertices) is positive, we call it "front facing." For the front facing triangles, we will check all the triangles that are from the new range image and are in the bounding box. In Fig. 5 , conditions of 2D triangle intersection are shown. Though we can find whether edges are intersecting by checking each pair. it computationally expensive. In most cases of intersection, one point of one triangle will be inside the other triangle, and this can be simply computed. We therefore check this case first and if it is not satisfied, we then check for edge intersection. Note that there exist efficient algorithms for checking 2D line intersection'3.
-* Figure 5 . Intersecting tnangles. Figure 6 . Removing circle.
When checking whether a point is inside a triangle, we employ a "removing" circumscribed circle (Fig. 6) . If a point is positioned slightly outside of a triangle, the triangle that would be created would be ill formed, as shown by the dashed lines in Fig. 6 . Therefore, we check whether that point is inside the removing circle. If it is inside, we classify the two triangles as overlapping. This is actually the same principle of creating 2D Delaunay triangles.
When all the triangles in the bounding box have been checked and there is overlapping, we should delete either the triangle in the old mesh or all the overlapping triangles in the new mesh. To keep the best measurements, we compute a confidence for each triangle. The confidence is defined to as the dot product of the normal of the triangle and the measurement ray, both normalized, and will have value in the range [-l,lj. This concept matches the range scanner's working principle: the measurement accuracy depends on the incident angle. We compute the average confidence of all the overlapping triangles in the bounding box. If this average is larger than that of the triangle from the old mesh, we delete the triangle in the old mesh. Otherwise, we delete all the overlapping triangles in the bounding box. Note that overlapping in 2D does not imply overlapping in 3D. In 3D. two surface patches overlapping in their 2D projection may come from different areas of the object if, for instance, the object has some self-occlusions. We set a threshold to determine whether two patches overlapping in 2D are from the same area of the object. If the distance between two triangles is smaller than the threshold, we assume that they are the representations of the same surface patch. The threshold is set according to the accuracy of the range scanner and the measured distance. From experimental evidence, this threshold seems to work well for both large and small objects.
Since there is always some registration error and noise in the range data, registered surface patches are seldom aligned perfectly. From ____________________ one view, the triangles may not be overlapping, while in another view, they are. This is shown in Fig. 7 . As the overlapping detection is view dependent, we should not only check in the new view port, but also check the old view port(s). Because the triangles in the old mesh may come from many different views that have been previously integrated, back projecting each triangle in the new mesh onto each previous view port is computationally expensive. Instead, we project only the triangles in the bounding box onto the 2D reference frame of the triangle in the old mesh. Again, deletion is also based on the average measurement confidence.
In genera!, triangles in the old mesh that are not front facing do not need to be checked for overlapping. There is. however, a special that must be considered, as shown in Fig. 8 . When the step discontinuity is smaller than the threshold. two points along a discontinuity are connected. But when the real surface is measured, we may need to remove such a surface patch. For example, in Fig. 8 In Fig. 9 , a two view image of a head model is shown after overlapping deletion. Two views are taken at each side of the model. We see that all the overlapping parts are removed and gaps are left in the center of the face and at the eyes. The most confident measurements are kept. In our implementation to calculate confidence, we also consider the distance between the object and the scanner. The closer measurements tend to be more accurate even though the ray does not hit the surface perpendicularly. We add a factor in the computation of the confidence to compensate for the distance difference between a pair of views. This modification is very important in 3D reconstruction for the rooms, since the range finder may move around in the room.
Link the Mesh Patches
To link the gaps between the mesh patches, we must label candidate triangles to combine with other points for building new triangles. These candidate triangles are called "active triangles" and they must be on the mesh boundaries. Note that not all boundary triangles are active triangles, as some may have nothing to do with the other mesh. If one any of a triangle's neighbors have been deleted, we will mark it as an active triangle, whether it is in the old or new mesh. When we build the mesh for a single view, the neighbor tnangle's information is stored. For example, for each point of a tnangle, we store a pointer to the opposite neighbor triangle. If the pointer is null, the triangle is at the boundary of the mesh. The pointer will be updated when a neighbor tnangle is deleted or a new triangle is created to bridge the gap. An active triangle may have one, two, or even three "active edges" that must find a point to build a new triangle. For one active edge, we first find some neighboring points as candidates. If the active edge and the nearest points are both in the old mesh or are both in the new mesh, the nearest points are not necessarily on the active edge. Then we check the validity of each candidate and find which is the best. We examine whether the new triangle intersects the existing triangles in a region. For all the valid candidate points, one that faces the active edge with the largest angle is the best. We use this point to create a new triangle. If the new triangle has a common edge with any existing tnangle. both tnangles will update their neighboring information. After linking all the gaps, a global mesh representation of the surface is obtained. We employ a KD-tree9 for candidate point searching in our implementation. Though searching the KD-tree still takes time, the number of active triangles is very small and finding the nearest neighbor is quite fast.
TEXTURE MAP
To produce a realistic scene, the color images must be fused with the range images as a texture map. As we are currently using simulated data, we know the registration parameters. Registration errors are being address in ongoing research. Generally the texture map can be of any type, i.e., color, thermal, etc. In our simulations, both range images and color images are captured from the exact same view (and are therefore automatically registered). Each triangle in the complete mesh is associated with the texture image corresponding to the range image from which it was generated. The linking triangles are associated with the texture image corresponding to the range image where two of the three tnangle vertices lie.
We project each triangle onto its 2D reference frame, find the 2D coordinates of each point, and then assign to a corresponding 2D texture coordinate. The end result is a 3D, textured scene.
EXAMPLE RESULTS
We have performed experiments on various 3D models. Example results using some frequently used small objects are shown in Fig. 10 . The algorithm was also applied to reconstruct a room model and some results are shown in Fig. 11 , where (a) shows the result of integrating two views (without texture) and (b) shows the result of integrating four views with texture mapping. It may be evident in Fig. 11 (b) that the three file cabinets under the painting have uneven texture. This is a result of color inconsistency -the cabinet looks much brighter when viewed perpendicularly. We intend to address the color consistency problem in future work. The algonthm presented here is quite fast -integrating the simple objects in Fig. 10 can be performed in almost real time, with no serious code optimization. For the large model in Fig. 11 . the integration takes about two minutes on an ONYX. Though the tested scenes are quite different, we do not need to change the thresholds used in the algorithm -they are computed automatically. Although the algorithm requires many 3D-to--2D projections when checking the overlapped regions and the validity of the newly created triangles, most 3D graphics libraries provide very fast functions for this. Still, however, most of the computation time is spent checking for overlapping regions.
The algorithm in its current implementation requires a significant amount of memory, mostly to store the neighbor information. To integrate the model in Fig. 11 , more than 100MB of memory is required. One feasible approach to reduce computation time and memory requirements is to employ mesh reduction in the integration process. A reduced mesh for a real range image is shown in Fig. 14 . Generally the data can be reduced by five times while still maintaining reasonable accuracy. Incorporating mesh reduction in the integration algorithm is the subject of ongoing research.
CONCLUSION
In this paper, we describe a mesh-based method to integrate multiple view range images and fuse color images with the global mesh to produce a photorealistic scene. A mesh-based approach was selected over a voxel approach so that future work may incorporate mesh reduction. As the scenes we are interested in are quite large, data reduction will be required
The integration algonthm consists of several steps including single view meshing, detection of overlapped regions, deleting redundant tnangles, and linking gaps between mesh patches. In the overlapping regions, the most confident triangles are kept, where the confidence is determined by the sensor orientation, the surface patch normal, and the measurement distance. In the linking stage, a KD-tree is built to efficiently find the nearest neighboring points. Of these neighboring points, the one that "sees" the active edge with the largest angle is selected to combine with the active edge to create a new triangle. The process is repeated until a global mesh is generated.
Experiments were performed using simulated range data and the results indicate that the algorithm works well in reconstructing different type of models and that the computation is relatively fast. All thresholds used in the algorithm are computed automatically.
