Supplementary Material
S2. REAL DATA EXAMPLES
: The Boston housing data: the estimated probabilities corresponding to the k-element subsets top-ranked the most frequently. The dots indicate the probability at k =ŝ, which is the number of elements selected according to the suggested approach. The subsample size m = n 2 = 253 and B = 250.
variables; RBVS PC chooses 17 covariates, while RBVS MC+ selects 8 and RBVS Lasso MC+ selects only 5. We argue that in this example RBVS PC, as based on a marginal measure, includes some variables that are not useful in a predictive model. Intuitively, if two or more variables were highly correlated to the response, then interactions formed of any two of those would be highly correlated to Y .
To investigate predictive usefulness of RBVS based methods, we split the data randomly, assembling approximately 50%, 25% and 25% observations to the train, validation and test sets, respectively. On the training set, we select variables and obtain OLS estimates of the regression coefficients (for Lasso and MC+ we consider all set candidates on their solution paths, for RBVS based methods we take the subsample size equal to m = ntrain).
Next, we evaluate the average prediction error on the validation set and choose the covariates minimising the error.
Finally, we find the average prediction error, R squared coefficient (R 2 ) and adjusted R squared (R 2 adj ) on the test set. Table S1 reports the results averaged over 500 random splits of the data; PG in this summary corresponds to the linear model studied in Section 2.2 of Pace and Gilley (1997) . RBVS PC, RBVS Lasso and RBVS MC+ perform similar to PG in terms of prediction accuracy, which can be seen from the corresponding values of the test error and R 2 . On the other hand, RBVS Lasso and RBVS MC+ choose on average only 9 variables and consequently perform best in terms of R 2 adj . Lasso and MC+ achieve the best test error; however, they select about 50 variables on average.
By contrast, IRBVS Lasso and IRBVS MC+ choose no more than 27 covariates, yet they achieve similar prediction accuracy as Lasso and MC+ respectively. Both RBVS PC and IRBVS PC perform reasonably well in terms of prediction accuracy, however, they select more variables than the remaining RBVS and IRBVS based techniques. This is probably caused by the strong correlations between covariates, which is due to the way the data set has been produced. Table S1 : Boston housing data: test error, R squared, adjusted R squared and the number of selected variables, averaged over 500 test sets.
S2.2 Prostate cancer data set
We analyse the Prostate cancer data (Singh et al., 2002) which is frequently used to evaluate the performance of various classification methods (Pochet et al. (2004) , , Hall and Xue (2014) ). It consists of expression levels of p = 12600 genes from 52 tumour and 50 normal prostate samples in the training set, and 9
tumour and 25 normal samples in the test set coming from an independent experiment. The response variable Y is binary (1 for tumour samples, 0 for normal samples) and Xj, the expression of the j'th gene, is a continuous variable.
We compare performance of RBVS against its two competitors, StabSel (Meinshausen and Bühlmann, 2010) and the approach of Hall and Miller (2009) (HM) . Due to a very huge number of variables, we take the marginal correlation (i.e. PC) as a base learner for both RBVS and StabSel, as it is least computationally demanding across measures studied in the paper. This choice was previously used in this and similar classification problems; see Fan and Lv (2008) and Hall and Xue (2014) .
To provide a fair comparison, we apply these three methods with the same subsamples taken from the data, drawn as in Definition 2.4. Besides the number of subsamples and their size, we need to specify the threshold π and the bound for the expected number of false positives EV for StabSel, the significance level α and the cut-off level c for HM. We try several values for each pair of these parameters.
We use RBVS, HM and StabSel on the training set to identify the important genes. Still on the training set, we fit the logistic regression model, using the selected covariates only. Subsequently, we use the fitted model to classify samples in the test set. Finally, we record the number of correctly classified samples. The entire experiment is repeated 50 times, to minimise the impact of a particular random draw, and the medians are reported.
The median correct classification rate on the test set for the RBVS algorithm is 31 out of 34 and this is always achieved using from 3 to 6 genes only, both for subsamples of size m = evaluated over 50 runs of the algorithms studied. The larger a circle, the better classification rate. Grey colour indicates the cases where the median classification rate is no worse than 31, the median classification rate achieved by RBVS PC. The number of subsamples B = 500.
S3 Additional high-dimensional simulation study
The aim of the simulation study reported in this section is threefold. First, to provide an extensive comparison of the performance of RBVS and StabSel algorithms. Second, to investigate their utility in the high-dimensional framework.
Third, to check how sensitive both approaches are to the choice of the subsample size m.
S3.1 The setting
factors equal either K = 0 (variables independent) or K = 5. We choose the factor model, as it provides a non-trivial dependence structure between the covariates and it is relatively easy and quick to simulate. The R package rbvs provides a C-implemented routine gen.factor.model.design which quickly generates the factor model design matrix.
• The number of non-zero β j s is set to s = 5, 10, their indices are drawn uniformly without replacement from {1, . . . , p}. Their values are drawn independently and have same distribution as
Z is a standard normal random variable and V is independent of Z with P (V = 1) = P (V = −1) = 1 2 .
• The total number of variables p = 100, 1000, 10000, 100000.
• The sample size n = 100, 200, . . . , 1000.
• The subsample size is set to m = 50, 100,
Due to a very huge number of variables, we take the marginal correlation as a base learner for both StabSel and (I)RBVS, as it is least computationally demanding across measures studied in the paper. All computations reported in this section are performed with the R package rbvsGPU (Baranowski, 2016) , which provide a parallel implementation of RBVS PC and IRBVS PC, using to this end the CUDA framework (Luebke, 2008) . The number of random splits is set to B = 500 m n , such that there always 500 subsamples, each of size m, used in computing the empirical probabilities.
Unlike the RBVS algorithm, StabSel requires specification of the two tuning parameters. From our experience, the values recommended in Meinshausen and Bühlmann (2010) are reasonably "optimal", we decided however to test robustness of the StabSel algorithm against the choice of its parameters. The bound on the error control is set to EV = 2.5, 5, while the thresholding probability π = 0.55, 0.6, 0.75, 0.9.
S3.2 High-dimensional simulation study results
We report results of this high-dimensional simulation study in Tables S2-S13 . and B = 500 m n , number of important variables s = 10 and number of factors K = 5. Bold: result better than the corresponding value for RBVS PC.
S3.3 Some comments
We address each issue brought up in the introduction of this section in the comments below.
Comparison of StabSel to RBVS:
• In the fixed m cases, RBVS typically outperforms StabSel. Moreover, for a moderate value of m = 100 and p fixed, the average number of false positives and false negatives decreases with n, which does not hold for StabSel.
• When the subsample size is set to m 2
, there typically exists a set of parameters for StabSel such that it slightly outperforms RBVS. We have checked that RBVS in this setting selects slightly more false positives.
• Overall, performance of StabSel is sensitive to the choice of its parameter.
• "Optimal" parameters for StabSel in one example are not necessarily best in another case. For instance, in the s = 5, K = 0 and m = n 2 case π = 0.75 and EV = 2.5 results in the best error control, while for s = 5, K = 0 and m = 50 setting EV = 5 and π = 0.6 yields best F P + F N rate.
• IRBVS almost uniformly outperforms both RBVS and StabSel, which demonstrates that the iterative extension of our methodology significantly improves its vanilla variant.
General comments on the impact of high-dimensionality:
• Perhaps a bit unexpectedly, performance of the IRBVS algorithm improves with dimensionality p growing. This phenomenon can be explained by the fact that a single irrelevant covariate is the less likely to appear at the top of the ranking, the more covariates with similar (spurious) impact on the response there are.
We note that this surprising "blessing of dimensionality" has been observed in Fan et al. (2009) .
• IRBVS performs very well even for small/moderate values of n and m, even when p is very large.
3. Comments on the choice of the subsample size m:
• For the IRBVS algorithm, m = 100 yields best F P + F N in this example, often close to 0. On the other hand, choosing m 2 results in IRBVS occasionally picking some irrelevant covariates. We emphasise again, however, that IRBVS seems to outperform RBVS and StabSel.
• For the RBVS and StabSel algorithms, m = m 2 leads to best performance.
• The subsample size set to a small number (m = 50) results in a worse selection of the important variables.
