Traditional ly, images are most often represented using uniform sampling on a lattice. Unfortunately, uniform sampling is almost always suboptimal, placing too many sample points in regions of slow variation and too few sample points in regions of rapid change. This shortcoming has generated considerable interest in image representations based on non-uniform sampling [1] [2] [3] [4] [5] [6] . Non-uniform sampling can produce much more compact representations of images, which is beneficial in many applications. Furthermore, representations based on nonuniform sampling are often better equipped to capture the geometric structure inherent in images (namely, image edges). Representations based on non-uniform sampling have proven to be useful for many tasks, such as feature detection [7] , pattern recognition [8] Of the many classes of representations based on non-uniform sampling, (triangle) mesh models have become quite popular. With a mesh model, a triangulation is used to partition the image domain into triangle faces, and then an approximating function for the image is constructed over each face of the triangulation. Mesh models can be classifi ed on the basis of the type of triangulation employed (e.g., Delaunay [15, 16] , constrained Delaunay [17], or data dependent [16] ) as well as how the approximating function is constructed over the triangulation (e.g., the continuity or smoothness of the approximating function, and whether it interpolates the original data). Traditionally, the overall approximating function is chosen to be continuous (e.g., [15] [16] [17] ). Most images, however, tend to have a signifi cant number of discontinuities (i.e., image edges). Therefore, there is reason to believe that a model that allows for discontinuities in the approximating function may be benefi cial. In fact, this is one of the main motivations of the work described herein. In order to employ a mesh model, we need a means to select the model parameters so as to obtain the best possible approximation of a given image. This is the so called meshgeneration problem. Of the many mesh-generation methods proposed to date, two highly effective ones that are of particular interest herein are the error-diffusion (ED) scheme of Yang et al. [15] and the greedy point-insertion (GPI) scheme [18] (called ``MGH'' therein) which was inspired by the work of Garland and Heckbert in [16] .
I Introduction
Traditional ly, images are most often represented using uniform sampling on a lattice. Unfortunately, uniform sampling is almost always suboptimal, placing too many sample points in regions of slow variation and too few sample points in regions of rapid change. This shortcoming has generated considerable interest in image representations based on non-uniform sampling [1] [2] [3] [4] [5] [6] . Non-uniform sampling can produce much more compact representations of images, which is beneficial in many applications. Furthermore, representations based on nonuniform sampling are often better equipped to capture the geometric structure inherent in images (namely, image edges). Representations based on non-uniform sampling have proven to be useful for many tasks, such as feature detection [7] , pattern recognition [8] , computer vision [9] , restoration [10] , tomographic reconstruction [11] , fi ltering [12] , interpolation [13] , and image coding [14] .
Of the many classes of representations based on non-uniform sampling, (triangle) mesh models have become quite popular. With a mesh model, a triangulation is used to partition the image domain into triangle faces, and then an approximating function for the image is constructed over each face of the triangulation. Mesh models can be classifi ed on the basis of the type of triangulation employed (e.g., Delaunay [15, 16] , constrained Delaunay [17] , or data dependent [16] ) as well as how the approximating function is constructed over the triangulation (e.g., the continuity or smoothness of the approximating function, and whether it interpolates the original data). Traditionally, the overall approximating function is chosen to be continuous (e.g., [15] [16] [17] ). Most images, however, tend to have a signifi cant number of discontinuities (i.e., image edges). Therefore, there is reason to believe that a model that allows for discontinuities in the approximating function may be benefi cial. In fact, this is one of the main motivations of the work described herein. In order to employ a mesh model, we need a means to select the model parameters so as to obtain the best possible approximation of a given image. This is the so called meshgeneration problem. Of the many mesh-generation methods proposed to date, two highly effective ones that are of particular interest herein are the error-diffusion (ED) scheme of Yang et al. [15] and the greedy point-insertion (GPI) scheme [18] (called ``MGH'' therein) which was inspired by the work of Garland and Heckbert in [16] .
In this manuscript, we introduce a new mesh model for images, called ERD , that is based on constrained Delaunay triangulations [19] , and then propose two mesh-generation methods, known as ERDED and ERDGPI, that employ this model. With our ERD mesh model, the approximating function is not required to be continuous everywhere, with discontinuities being permitted across (constrained) edges of faces in the triangulation. In this way, our model can explicitly represent discontinuities (i.e., image edges), which, as we will see, allows for much more compact image representations. Although our proposed methods require more computation time than the ED and GPI methods, this increase in time is relatively small in absolute terms (i.e., a fraction of a second), as shown later. This modest increase in computation time fi ts with the goal of our work, which was to develop methods that can produce better quality meshes than the ED and GPI schemes, while still only requiring on the order of a few seconds of computation time (as opposed to minutes/hours).
The remainder of this manuscript is structured as follows. Section II presents some background information on mesh models for images and briefl y describes the (previously-proposed) ED and GPI mesh-generation methods. Our new ERD mesh model for images, which explicitly represents discontinuities (i.e., image edges), is introduced in Section III, and then Section IV proposes two mesh-generation methods that utilize this new model, the ERDED and ERDGPI methods. In Section V, we compare the performance of our proposed ERDED and ERDGPI methods to several other competing schemes. Through experimental A new mesh model for images that explicitly represents image discontinuities (i.e., image edges), called ERD, is introduced. Then, two mesh-generation methods, known as ERDED and ERDGPI, that select the parameters of this new model for a given image are proposed. The proposed mesh-generation methods are shown to be capable of producing image approximations of higher quality than other competing strategies, both in terms of squared error and subjective quality. results, our approaches are shown to yield image approximations of signifi cantly better quality, in terms of squared error and subjective quality, relative to competing methods. Finally, Section VI concludes the manuscript with a summary of our key results. In passing, we note that the work described herein has been partially presented in our conference paper [20] , which introduced an earlier version of our ERDED method. Herein, we build on this earlier work by proposing the entirely new ERDGPI method as well as further refi ning the earlier version of the ERDED method from our conference paper.
II Mesh models of images
B efore proceeding further, we need to introduce the formal defi nition of a triangulation and some related concepts. Let Z and R denote the sets of integers and real numbers, respectively. A triangulation of a set V of points in 2 R is a set T of triangles such that: 1) the union of the vertices of all triangles in T is V ; 2) the interiors of any two triangles in T are disjoint; and 3) the union of the triangles in T is the convex hull of V. A triangulation is said to be Delaunay [21] if each triangle in the triangulation is such that the interior of its circumcircle contains no vertices. The Delaunay triangulation of a set of points is unique if certain degeneracies are handled appropriately (e.g., using a technique like preferred directions [22] ). Sometimes, we would like a triangulation of a set of points to contain a certain prescribed set of line segments as edges, called edge constraints. A triangulation with such edge constraints is referred to as a constrained triangulation. In the context of constrained triangulations, two points are said to be visible to each other if the line segment joining them does not intersect an edge constraint. A triangulation of a set V of points with edge constraints E is said to be constrained Delaunay [19] if each triangle in the triangulation is such that: 1) the interior of the triangle does not intersect any constraining line segment; and 2) no vertex inside the triangle's circumcircle is visible from any point in the interior of the triangle. Essentially, a constrained Delaunay triangulation is a triangulation that is as close as possible to being Delaunay, subject to the constraint that certain edges must appear in the triangulation.
Having formally introduced triangulations, we can now explain how triangulations are used to build mesh models of images. Consider an image φ defi ned on the rectangular region = [0,
We assume that φ is known only at each of the points in
e., the points on a rectangular grid of width W and height H ). (Note that 2 = Λ Γ∩Z and Γ is the convex hull of Λ .) With a mesh model, we choose a set P of points in Γ, called sample points, where the points in P are not necessarily required to be in Λ (i.e., the points at which the function φ is known). Then, P is triangulated to partition the (continuous) image domain Γ into triangle faces, and an approximating function is constructed over each face in the triangulation. Finally, the approximating functions for all of the faces are combined to yield a function φ that approximates φ over the entire image domain Γ . The set P must include the extreme convex hull points of Γ (i.e., the four corners of the image bounding box) so that the triangulation of P covers all of Γ. As a matter of terminology, the quantity / P Λ is referred to as the sampling density of the mesh model. In our work, the mesh-generation problem can be succinctly stated as follows: Given an image φ and a desired number N of sample points, fi nd a mesh approximation φ of φ with N sample points (i.e., = P N ) such that the difference between φ and φ is minimized. In our work, this difference is measured using the mean squared error (MSE), which is given by ( )
The MSE is usually expressed in terms of the peak signal-to-noise ratio (PSNR), which is defi ned as
where ρ is the sample precision in bits/sample. An increase in the PSNR (in dB) by p Δ corresponds to a decrease in the root MSE by the factor /20 10 p Δ . For example, a 2 dB increase in the PSNR corresponds to a reduction in the root MSE by a factor of 2/20 10 1.2589 ≈ .
What distinguishes different types of mesh models from one another is: 1) which points in Γ are permitted to be chosen as points in P ; 2) how the triangulation of P is formed; and 3) how the approximating function is determined over each face of the triangulation. The most commonly used mesh model, which we refer to as the basic model, is quite simple and employs Delaunay triangulations. With the basic model, the sample points P are chosen as a subset of Λ , and P is triangulated using the Delaunay triangulation. Over each (triangle) face in the triangulation, φ is defi ned as the unique linear function that interpolates φ at the three vertices of the face. Thus, the approximating function φ is continuous and interpolates φ at each point in P.
Furthermore, this model is completely characterized by the sample points P and ( ) p φ for p P ∈ .
Although many mesh-generation methods have been proposed for selecting the parameters of the basic model for a given image, two particularly effective ones are the ED and GPI methods mentioned earlier. The ED method [15] uses Floyd-Steinberg error diffusion to distribute sample points such that the local density of these points is proportional to the maximum magnitude second-order directional derivative (MMSODD) of the image. (The formula for the MMSODD appears as equation (6) in [15] .) Since the ED method has a number of degrees of freedom, we note that, in our work, we consider the variant of this method that employs a third-order binomial fi lter for noise removal during MMSODD estimation, a contrast sensitivity parameter γ of 1, and the serpentine scan order for error diffusion. Also, the fi rst-and second-order derivative operators used in the calculation of the MMSODD were approximated by fi lters with transfer functions The GPI method [18] is iterative in nature. It starts with P selected as the four corner points of the image bounding box. Then, in each iteration, a new sample point is selected to be added to P . The new sample point is selected in two steps. First, the face in the triangulation with the greatest squared error is selected. Then, the point in that face at which the absolute error is greatest is chosen for addition.
III Proposed mesh model
The basic mesh model used by the ED and GPI schemes (introduced earlier) is always associated with an approximating function that is continuous. Images, however, often contain a signifi cant number of discontinuities (i.e., image edges). This observation motivated us to propose a new mesh model that explicitly represents discontinuities in images, known as the ERD model (where ERD stands for ``explicit representation of discontinuities''). Our ERD model makes use of constrained Delaunay triangulations. Our model for the image φ is completely characterized by: 1) a set = { } i P p of sample points, where
2) a set E of edge constraints (i.e., a set of pairs of sample points from P ); and 3) for each sample point i p , one or more wedge values, where the term ``wedge value'' will be defi ned precisely later. The quantities P and E along with the associated wedge values are used to determine the function φ defi ned on Γ which approximates φ . Note that, with our model, the sample points in P are chosen on twice as fi ne a grid as the original image being represented (i.e.,
. This is done in order to allow for more accurate representation of image edges. As we will see, φ is chosen to interpolate φ at each point
. In what follows, we explain how φ is defi ned in terms of P, E, and the wedge values.
First, we construct a constrained Delaunay triangulation of P with the constrained edges E , which serves to partition the image domain Γ into triangle faces. The constrained edges are chosen to correspond to image edges. For each vertex v P ∈ , the set of faces incident on v is partitioned into what are called wedges. In particular, a wedge is a set of consecutive faces in a loop around a vertex v that are not separated by any constrained edge. This defi nition is illustrated in Fig. 1 . If the number of constrained edges incident on the vertex v is zero or one, all faces incident on v form a single wedge, as shown in Fig. 1(a) . Otherwise, if n constrained edges are incident on v (where 2 n ≥ ), the faces incident on v form n wedges, as shown in Fig. 1 
(b).
Wedges are used to facilitate the modelling of discontinuities (i.e., image edges). Since constrained edges are chosen to correspond to image edges, a vertex v P ∈ that has more than one wedge must be located along a discontinuity (i.e., image edge). Each wedge of a vertex has associated with it what is called a wedge value. The wedge value z of the wedge w belonging to vertex v specifi es the limit of ˆ( ) p φ as p approaches v from points inside the wedge w . Now, we specify precisely how the function φ is defi ned at each point p ∈ Γ . There are two cases to consider: 1) p is not on a constrained edge; 2) p is on a constrained edge. Case 1. First, let us consider the case that p is not on a constrained edge. Let f denote a face of the triangulation with vertices = ( , ) 
where the function g is the unique linear interpolant (i.e., plane) that passes through the points ( , , )
x y z , and ( , , )
Case 2. Next, let us consider the case that p is on a constrained edge. If p is not an endpoint of a constrained edge, ˆ( ) p φ is the average of the values on the two sides of the image discontinuity (computed as in case 1). On the other hand, if p is an endpoint of a constrained edge (i.e., a vertex in the triangulation), ˆ( ) p φ is the average of all wedge values for (the vertex) p .
From the mesh model φ , a lattice-sampled image can be reconstructed by straightforward rasterization algorithms. Due to the fact that our ERD model explicitly represents discontinuities, image edges could produce undesirable aliasing effects if the samples of the (discrete) image reconstruction were generated by simply evaluating φ at points in Λ . Consequently, in the case of our ERD model, rasterization is performed using the well-known 4 4
× supersampling technique [23] , as this approach avoids such aliasing effects.
IV Proposed mesh-generation methods
Having introduced our ERD mesh model, we now propose two meshgeneration methods, called ERDED and ERDGPI, to be used in conjunction with this model. For a given image φ sampled at the points of the rectangular grid Λ , each of these methods selects the parameters of the model (i.e., P , E , and wedge values) so as to obtain the best possible approximation of φ for a specifi ed target number N of sample points (i.e., = P N ). Since the ERDED and ERDGPI methods fi t into the same general algorithmic framework, we fi rst introduce this framework. Then, we give the specifi cs of each of these methods. The algorithmic framework employed by both methods consists of the following steps:
1. Initial triangulation. Select initial values for P and E . This determines the initial triangulation (i.e., the constrained Delaunay triangulation of P with edge constraints E ). Let 0 = N P (i.e., 0 N is the initial mesh size).
Initial wedge values. For each vertex v P
∈ , calculate the wedge value for each wedge of v .
3. Point selection. Select a new sample point * p to add to the mesh.
Point insertion.
Insert the point * p in the (constrained Delaunay) triangulation. If * p is on a constrained edge, split the edge at * p into two constrained edges, and compute the wedge value for each wedge of the vertex * p . If * p is not on a constrained edge, the wedges remain the same and no wedge values need to be recomputed.
Stopping criterion.
If < P N , go to step 3 (i.e., add another sample point to the mesh).
In the framework above, steps 1 and 2 choose an initial coarse mesh of size 0 N , and steps 3 to 5 iteratively refi ne the mesh by adding 0 N N − sample points to the mesh. The initial coarse mesh selection (i.e., steps 1 and 2) is performed in an identical manner for both the ERDED and ERDGPI methods. The two methods differ only in the approach used to refi ne the mesh (i.e., steps 3 to 5). First, we describe in more detail steps 1 and 2, which are identical for both the ERDED and ERDGPI methods.
IV.A Initial coarse me sh selection
Recall that, with our ERD model, the sample points P are chosen as a subset of 2 1 2 Γ ∩ Z . That is, the grid on which the sample points lie is a grid with its spacing in the horizontal and vertical directions each reduced by half relative to the grid Λ on which φ is originally sampled. Since the original image φ is sampled on a W by H grid, this implies that the sample points (in P ) are chosen to fall on a (2 1) W − by (2 1) H − grid. The relationship between these two grids is illustrated in Fig. 2 Step 1. In step 1 of our framework, the selection of the initial triangulation consists of four substeps, which are numbered 1.1 to 1.4 below. These substeps are described in detail in the paragraphs that follow and are also illustrated by way of the example shown in Fig. 3 .
1.1) Locate edges.
First, we employ the modifi ed Canny edge detector in [25] to locate edges in the image φ with half-pixel resolution. To accomplish this, we apply the edge detector to φ sampled on the rectangular grid 2 1 2 Γ ∩ Z to produce a binary edge map of dimensions (2 1) (2 1) W H − × − . (An entry in the edge map is one if it corresponds to an edge pixel, and zero otherwise.) Note that the grid on which φ is sampled here is twice as fi ne (in each dimension) as the grid Λ on which the original image φ is sampled. By applying the edge detector to this higher resolution version of the original image, we can locate edges with half-pixel accuracy. The edge detector works by computing the gradient magnitude and direction and then using this information in conjunction with hysteresis thresholding to select edge pixels. Two parameters must be specifi ed as input to the edge detector, namely, the low and high thresholds for hysteresis thresholding, denoted herein as low τ and high τ , respectively. In our method, these edge-detector thresholds are controlled by the parameters β and r . The quantity high τ is chosen such that the fraction of pixels (from φ ) whose corresponding gradient magnitude is greater than or equal to high τ is β (i.e., the edge detector will nominally produce at least . To reduce the effects of noise, a smoothing operation (i.e., lowpass fi lter) is included in the convolution kernel used for gradient calculation. That is, the fi lter used to estimate each partial derivative is the composition of a fi rstorder derivative operator and smoothing operator, where the fi rst-order derivative operator is a fi lter with transfer function and the smoothing operator is a fi fth-order binomial fi lter [26] . Since edges in the edge map can be more than one pixel wide, we apply the line thinning algorithm from [27] to reduce the thickness of edges. The edge detection process is illustrated in Fig. 3 . In particular, given the input image in Fig. 3(a) , edge detection would produce a binary image resembling that shown in Fig. 3(b) , where edge pixels are shown in black.
1.2) Construct polylines for edges.
Having generated the edge map, we next construct a polyline representation of each edge in the edge map. To accomplish this, 8-connected edge pixels in the edge map are joined (by line segments) to form polylines. In cases where a polyline has one or more self-intersections (excluding loops), the polyline is split at each intersection point. In this way, the fi nal set of polylines is guaranteed not to have any self-intersections (excluding loops). This process is illustrated in Fig. 3 . Given the edge map shown in Fig.  3(b) , we would produce a set of polylines like that shown in Fig. 3(c) .
1.3) Simplify polylines.
After polylines have been constructed to represent image edges, we need to simplify these polylines. In other words, for each polyline we fi nd a new polyline with fewer vertices (i.e., control points) that well approximates the original polyline. To perform polyline simplifi cation, we employ the well known DouglasPeucker (DP) [28] algorithm. For a given polyline, the DP scheme repeatedly (using a greedy approach) adds points to a trivial two-point approximation of the polyline until the resulting approximation error is less than a prespecifi ed tolerance. In our method, each polyline is simplifi ed using the DP algorithm with tolerance ε . Then, we discard any polylines with fewer than vertices, where is a parameter of our method. Polylines with only a few points are eliminated, as such polylines tend to be associated with false edges introduced by noise and degrade mesh quality. This process is illustrated in Fig. 3 . Given the set of polylines shown in Fig. 3(c) , we would produce a set of simplifi ed polylines like that shown in Fig. 3(d) .
1.4) Select P and E from polylines.
Having obtained the set of simplifi ed polylines, we now use those polylines in order to select P and E. Since the extreme convex-hull points of Λ (i.e., the four corner points of image bounding box) must be included in P , these four points are always forced to be included in P . We choose P as the union of all of the polyline vertices and select E as the set of line-segments from all of the polylines. Then, we form the constrained Delaunay triangulation of P with edge constraints E . This process is illustrated in Fig. 3 . Given the simplifi ed polylines shown in Fig.  3(d) , we would produce the triangulation shown in Fig. 3(e) , where constrained edges are denoted by thick lines.
Step 2. Having selected the initial triangulation, we now need to choose the wedge values. In particular, for each wedge w of each vertex v P ∈ , we must select the corresponding wedge value z . The selection of z is performed in one of two ways, depending on the number n of wedges associated with the vertex v . If = 1 n , we simply choose z as = ( ) z v φ . Otherwise (i.e., if 2 n ≥ ), we proceed as follows. Let f denote the MMSODD of φ (which is calculated according to equation (6) in [15] ) and let d denote a unit vector in the direction of the ray originating from v and bisecting the wedge w . α ∈ in order to prevent v′ from falling far outside of the (triangle) face with which w is associated. As a practical matter, f (as defi ned above) is calculated with a fi fth-order binomial fi lter for smoothing.
Selection of β , r, , and ε . As seen above, the selection of the initial triangulation (in step 1 of our framework) requires the specifi cation of the parameters β , r, , and ε . Since the best choice for some of these parameters is dependent on both the image being processed and the sampling density, the manual selection of these parameters is quite tedious. For this reason, we propose an automated scheme for parameter selection, which was developed based on extensive experimentation with many images (including all 41 images in our test set) over a wide range of sampling densities. This automated scheme is described below.
In our framework, we always choose = 0.4 r . The remaining parameters β , , and ε are chosen as described below. In what follows, let N and D denote the number of sample points (i.e., = N P ) and the sampling density of the mesh model, respectively.
As a matter of terminology, we refer to an image as simple if it contains an abnormally low amount of edges. How we select β , , and ε depends on whether the image is simple. First, we make a determination of whether the image is simple. To do this, we perform step 1 of our framework with the fi xed choices of = 0.055 Comment on edge detector. In passing, we make a brief comment with regard to the edge detector used in step 1.1 of our ERDED and ERDGPI methods. For the purposes of these methods, we only need to be able to detect relatively long strong image edges, as such image edges are the ones that are most advantageous to represent as explicit discontinuities with our ERD model. Our choice to use the modifi ed Canny edge detector was motivated mainly by the desire to use the simplest possible edge detector that would lead to reasonably good results. This particular edge detector was found to work well for the many images employed in our work. Because of this, it is diffi cult to justify the use of a much more sophisticated edge detector, as this would increase the computational cost of our methods. The main advantage of the modifi ed Canny edge detector over the original Canny edge detector (in [29] ) is that image edge intersections are better handled.
IV.B Mesh refi nement for the ERDED method
As mentioned above, mesh refi nement is performed differently in our ERDED and ERDGPI methods. In particular, i n step 3 of our framework, the strategy used to select the new point * p to add to the mesh is different in these two cases. In what follows, we describe how step 3 is performed in the ERDED case.
Let S denote the set of sample points to be added to the mesh. Since the initial mesh has size 0 N , we require that 0 = S N N − . With the ERDED method, S is selected all at once. So, if step 3 is being encountered for the fi rst time, S is chosen (in its entirety) before any other processing is performed. Then (with S having been initialized), we arbitrarily assign a point from S to * p and then let * := \ { } S S p . As for how S is initially chosen, we will describe this shortly. Theoretically, it is possible for one or more of the points in S to fall on a constrained edge. To avoid unnecessarily complicating our ERDED method, we discard any such points. Since it is extremely rare for this situation to arise, the impact on the target sampling density is negligible.
The set S is chosen using the error-diffusion technique from the ED method [15] as described earlier. In order to permit the error-diffusion technique to work more effectively with our ERDED method, we made several modifi cations to this technique. First, the edge sensitivity parameter γ was chosen as = 0.5 γ and the smoothing operator employed (for MMSODD calculation) was selected as a fi fth-order binomial fi lter. Second, the density function d used for error diffusion was modifi ed. Instead of simply choosing d as the MMSODD, d was chosen such that it equals the MMSODD at points where the corresponding edge map entry (obtained from edge location in step 1.1 of our framework) is zero, and zero otherwise.
The third modifi cation to the error diffusion scheme serves to eliminate an undesirable startup effect. In particular, when the number of sample points to be chosen is suffi ciently low (i.e., at low sampling densities), error diffusion will often result in an abnormally low number of sample points being selected in the region of the image processed fi rst (namely, the top of the image). This abnormally low number of sample points leads to very high distortion in this region, degrading overall performance. To eliminate this startup effect, we extend the image to be processed by mirroring it about its fi rst row so as to obtain an image of twice the original height. Then, we apply error diffusion to the extended image, discarding any sample points that are chosen in the mirrored region. To demonstrate the benefi t of this mirroring process, we provide an example in Fig. 4 . In particular, Figs. 4(a) and (b) show the triangulation obtained without and with the use of mirroring. Observe that in the no-mirroring case, an abnormally low number of sample points is selected in the fi rst few rows (i.e., top) of the image, which ultimately leads to higher approximation error. In contrast, the mirroring case does not suffer from this problem.
IV.C Mesh refi nement for the ERDGPI method
Now, we describe how step 3 of our proposed framework is performed in the ERDGPI case. In the ERDGPI case, a new point * p to add to the mesh is selected using the process described in what follows. During mesh refi nement (i.e., steps 3 to 5 of our framework), we maintain the image approximation φ generated from the current mesh model. This image approximation φ is generated from the mesh model parameters as specifi ed in Section 3. Each time a new point is added to the mesh, the image approximation φ is updated to refl ect the change in the mesh. For a face f in the triangulation, let ( ) points f denote all points in Λ belonging to f . Using the current image approximation φ , we choose * p in two steps. First, we select the face * f with the greatest squared error. That is, where F is the set of all faces in the triangulation. Then, we select the point * p in * f with the greatest absolute error. That is, 
V Evalu ation of proposed methods
Before proceeding further, a brief digression is in order concerning the test data used. In our work, we employed 41 (grayscale) images that were taken mostly from standard test sets, such as the JPEG-2000 test set [30] , Kodak test set [31] , and USC image database [32] . We focus our attention on the representative subset of six images listed in Table  3 , which were deliberately chosen to include computer-generated, medical, and photographic imagery.
Error diffusion startup in ERDED method. Earlier, in the context of our ERDED method, we mentioned that error diffusion can often exhibit an undesirable startup behavior and to combat this problem we introduced a mirroring scheme. Now, we present some results to demonstrate the effectiveness of this mirroring scheme. For several test images and sampling densities, we generated a mesh using the ERDED method with and without mirroring and measured the resulting approximation error in terms of peak signal-to-noise ratio (PSNR). The results obtained are shown in Table 4 , with the best result in each case being highlighted in bold. Clearly, the mirroring scheme employed in our ERDED method is highly effective, outperforming the approach without mirroring in 11/12 of the test cases by a margin of up to 2.71 dB. It was due to this excellent performance of mirroring that we chose to include it in our ERDED method (as introduced earlier).
Comparison with ED and GPI methods. Having introduced our proposed ERDED and ERDGPI methods, we now compare their performance to that of two competing methods, namely the ED and GPI schemes (described earlier). In terms of computational complexity, the ERDED method is most comparable to the ED scheme, and the ERDGPI method is most comparable to the GPI scheme. Therefore, we compare the ERDED method to the ED scheme and the ERDGPI method to the GPI scheme. For all 41 images in our test set and 7 sampling densities per image (specifi cally, 0.125, 0.25, 0.5, 1, 2, 3, and 4%), we used each of the ERDED, ED, ERDGPI, and GPI methods Table 3 Test images Table 4 Effectiveness of the strategy for mitigating the startup effect in error diffusion to generate a mesh and then measured the resulting approximation error in terms of PSNR. A representative subset of the results obtained is shown in Table 5 for the ERDED and ED methods and in Table 6 for the ERDGPI and GPI methods. In these tables, the best result in each test case is highlighted in bold. The sampling densities for which results are presented are chosen to be representative of the range that would be typically used for each image in practice (which may differ from image to image). Due to space constraints, it is not possible to present results for all 41x7 = 287 test cases in this paper.
ERDED versus ED.
First, we compare the ERDED and ED methods. From the results of Table 5 , we can see that the ERDED method outperforms the ED scheme in 24/24 of the test cases, by a margin of 1.12 to 15.69 dB (with a median of 3.77 dB). Subjective image quality was found to correlate reasonably well with PSNR. As an example to illustrate subjective quality, the image approximations for one of the test cases from Table 5 is shown in Fig. 5 . The corresponding imagedomain triangulations are also shown, with constrained edges (in the ERDED case) denoted by thick lines. Clearly, our ERDED method produces a vastly superior image approximation (relative to the ED scheme), preserving image edges much more faithfully. In passing, we note that in our full set of 287 test cases (i.e., 41 images and 7 sampling densities per image), our ERDED method produces a higher quality mesh than the ED scheme in 284/287 (i.e., 99%) of the test cases. So, when the complete set of test cases is considered, our ERDED method clearly outperforms the ED scheme overall.
ERDGPI versus GPI. Now, we compare the ERDGPI and GPI methods. From the results of Table 6 , we can see that the ERDGPI method outperforms the GPI scheme in 23/24 of the test cases, by a margin of up to 4.91 dB (with a median of 1.08 dB). Again, subjective quality was found to correlate well with PSNR. As an example to illustrate subjective quality, the image approximations for one of the test cases from Table 6 is shown in Fig. 6 . The corresponding imagedomain triangulations are also shown, with constrained edges (in the ERDGPI case) denoted by thick lines. A close inspection of the two image approximations shows that the ERDGPI method more faithfully reproduces image edges and generally has less signifi cant distortion, relative to the GPI scheme. With the ERDGPI method, the constrained edges in the triangulation align well with image edges, allowing for better image-edge reproduction. In passing, we note that in our full set of 287 test cases (i.e., 41 images and 7 sampling densities per image), our ERDGPI method produced a higher quality mesh than the GPI scheme in 250/287 (i.e., 87%) of the test cases. So, when the complete set of test cases is considered, our ERDGPI method clearly outperforms the GPI scheme overall. 
ERDED/ERDGPI versus ED/GPI. Generally speaking, the margin by which our proposed ERDED and ERDGPI methods outperform their respective counterparts (i.e., the ED and GPI schemes) tends to be higher when: 1) the sampling density is lower; and/or 2) the image being approximated is close to being piecewise smooth (i.e., has relatively little texture). The fi rst of these two trends (i.e., item 1) is explained as follows. As the sampling density increases, all methods (regardless of how effi cient they are) will ultimately converge to the same MSE (namely, zero). Therefore, differences in effi ciency of the image representations being employed (i.e., the basic mesh model versus the ERD mesh model) will tend to be more pronounced at lower sampling densities. (In cases where the ED method performs particularly poorly for an image, this trend is sometimes not observed unless the sampling density is chosen to have a value that is much higher than would be used in practice.) The second of these two trends (i.e., item 2) is explained as follows. If an image is close to being piecewise smooth, relatively more sample points are needed to capture image edges well, making the approach used to represent image edges more important.
Since our proposed methods use a model that more effi ciently handles image edges (i.e., the ERD model), our methods can more effi ciently handle images that are approximately piecewise smooth.
Comparison with GVS method. As an additional point of reference, we compare our ERDED and ERDGPI methods to the GarciaVintimilla-Sappa (GVS) scheme from [17] , which is based on constrained Delaunay triangulations. In [17] , some mesh-generation results are provided for three standard test images (from the USC image database), namely, the "house", "lena", and "peppers" images. Using our ERDED and ERDGPI methods, we generated meshes to match the sizes of the meshes produced in [17] and then measured the resulting approximation error in terms of PSNR. Our results along with the ones from [17] are given in Table 7 for comparison. Examining the results of this table, we can see that our ERDED and ERDGPI methods outperform the GVS scheme in every case by a margin of 1.39 to 2.34 dB and 3.46 to 4.64 dB, respectively. Clearly, our ERDED and ERDGPI methods are both superior to the GVS scheme.
Computational complexity. In passing, we note that our ERDED and ERDGPI schemes are both quite modest in terms of their computational requirements. For example, on a notebook computer with a 2.7 GHz Intel Core i7 CPU and 8 GB of RAM, for the "lena" image and sampling densities in the range 0.5% to 3%, the ERDED and ERDGPI methods have the execution times given in Tables 8 and 9 , respectively. From these results, we can see that our ERDED and ERDGPI methods require less than one second for an image like "lena". This is in stark contrast to the numerous mesh-generation methods that take on the order of minutes to process an image of this size, such as the scheme in [2] . In Tables 8 and 9 , we have also included the execution times for the ED and GPI methods for comparison to our ERDED and ERDGPI methods, respectively. In this regard, it is important to note that, while our ED and GPI implementations were optimized for execution speed, our ERDED and ERDGPI implementations were not. Consequently, the ED and GPI methods have a very unfair advantage over our proposed methods in this execution-time comparison. In spite of this, our ERDED and ERDGPI methods still only require 0.553 to 0.631 seconds and 0.248 to 0.586 seconds longer than the ED and GPI schemes, respectively. Considering the signifi cant improvement in mesh quality obtained with our methods, the fraction-of-a-second increase in execution time is quite reasonable.
Additional comments. As seen earlier, the ERDED and ERDGPI methods are able to produce considerably better meshes than the ED and GPI schemes, respectively. This better performance obtained with our methods is facilitated by the more effective mesh model that they employ. Recall that the ED and GPI schemes employ the basic model, which uses a Delaunay triangulation and a continuous approximating function, while our ERDED and ERDGPI methods employ the ERD model, which uses a constrained Delaunay triangulation and an approximating function that need not be continuous along triangulation edges. As a result, our ERDED and ERDGPI methods can represent image edges much more effi ciently, requiring many fewer sample points in the vicinity of image edges. This ultimately allows our proposed methods to produce meshes of higher quality than the ED and GPI schemes. Also, as seen earlier, the ERDED and ERDGPI Table 7 Comparison of the mesh quality obtained with the ERDED, ERDGPI, and GVS methods Table 9 Time complexity comparison for ERDGPI and GPI methods for the lena image Table 8 Time complexity comparison for ERDED and ED methods for the lena image
methods also signifi cantly outperform the GVS scheme. Although the GVS scheme employs a mesh model that is based on a constrained Delaunay triangulation, the associated approximating function is continuous and each image edge is represented using two (approximately) parallel sets of edge constraints, which greatly reduces the effi ciency with which image edges can be represented. Consequently, our ERDED and ERDGPI methods are also able to signifi cantly outperform the GVS scheme.
VI Conclu sions
In this manuscript, we have introduced a new mesh model for images, called ERD, that explicitly represents discontinuities (i.e., image edges). Then, we proposed two different mesh-generation methods, called ERDED and ERDGPI, that select the ERD-model parameters for a given input image. To demonstrate the effectiveness of our proposed approach, we compared the quality of the image approximations obtained with our ERDED and ERDGPI methods to that produced by three other competing schemes, namely, the ED, GPI, and GVS methods. Experimental results showed our ERDED and ERDGPI methods to signifi cantly outperform the ED and GPI schemes, respectively, in terms of both squared error and subjective quality. Moreover, our ERDED and ERDGPI methods were also found to outperform the GVS scheme, both in terms of squared error and subjective quality. Our proposed methods are relatively fast, typically requiring less than one second on modest hardware. As our methods yield image approximations of superior quality and have modest computational requirements, these methods can benefi t the many applications in which mesh models of images are employed.
