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Comparison of Effective Coverage Calculation
Methods for Image Quality Assessment Databases
Mateusz Buczkowski and Ryszard Stasin´ski
Abstract—This article provides a comparison of a three meth-
ods that can be used for calculating effective coverage of image
quality assessment database. The aim of this metric is to show
how well the database is filled with variety of images. For
each image in the database the Spatial Information (SI) and
Colorfulness (CF) metric is calculated. The area of convex hull
containing all the points on SI x CF plane is indication of total
coverage of the database, but it does not show how efficiently
this area is utilized. For this purpose an effective coverage was
introduced. An analysis is performed for 16 databases - 13
publicaly available and 3 artificial created for the purpose of
showing advantages of the effective coverage.
Keywords—Image Quality Assessment, IQA database analysis,
effective coverage
I. INTRODUCTION
INCREASING computing power, which is available in moreand more compact devices allows image processing be
used in even more applications. Many of those include a
human as an observer of a final image. Due to this we must
ensure the high quality of an output image regardless of the
used algorithms. Output quality can be measured with basic
metrics, such as peak signal to noise ratio (PSNR), but it
requires access to the pristine image and do not reflect human
perception of the image and the distortion.
The development of the new metrics for image quality
assessment (IQA) is still ongoing. Their principle may vary, as
some of them estimate quality based on distorted and pristine
image (full-reference IQA - FR-IQA), and some are based
only on distorted image (no-reference IQA - NR-IQA). There
is also a group of algorithms that use partial information from
reference image and a distorted image (reduced-reference IQA
- RR-IQA).
In order to evaluate a particular method for measuring
image quality we must compare it agains a ground truth. This
reference is used to determine how close the estimated value
is to the expected result. In order to obtain reference values
an experiment involving many different human observers is
carried out.
During this experiment people rate the quality of the images.
Depending on the methodology they can either compare it with
the reference image or they have to judge the quality from the
single image. Typically observers are asked to assess the image
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quality by assigning a score from one to five (bad, poor, fair,
good, excellent). These scores are gathered for a particular
image and distortion level. From this, mean opinion score
(MOS) is calculated. This method was first proposed by the
International Telecommunication Union (ITU) for evaluation
of audio quality, but it was adapted for image quality as well.
This process is costly both in time and resource. Performing
such experiment over and over is inefficient, therefore, results
are often shared with public as an IQA database and contain:
• reference images
• distorted images
• MOS
and optionally:
• measure of distortion (eg. noise power, compression
level)
• individual scores or standard deviation of MOS
II. IQA DATABASES OVERVIEW
Every available database is described in detail in the paper
published by the authors. It covers details on how exper-
iment was conducted, how many images are contained in
the database, what kind of distortions were aplied and other
relevant parameters.
While evaluating IQA algorithm it is good approach to
perform tests on different databases. This allows to avoid
overfitting problem for a single database. Therefore it is
convinient to have an overview of different databases in one
place. There are two research articles worth mentioning in this
context. The first one [1] convers 6 monochrome, 8 color and
13 video databases. This work is from 2012 and since then
a new, worth noticing databases were published. Author of
[1] created a list of publicly available databases for quality
assessment which is available online [2].
Another work is [24], where 17 databases with color images
are compared. Since the paper is from 2017, it provides a
significant update in comparison to [1].
III. AVAILABLE DATABASES
Table I contains list of databases, which can be used for
verifying IQA algorithms and which are compared in this
work.
Among these databases, the one that requires longer ex-
planation is the Exploration database. It contains much more
images than other databases, but it lacks MOSs. Authors in
[20] propose another approach to IQA algorithms validation.
It is stated that having huge, diverse database and proposed
metrics gives better overview of how good is the solution under
evaluation and what are its flaws.
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TABLE I
LIST OF DATABASES AND THEIR REFERENCES
Full name Short name No. Ref Imgs No. Dist Imgs Year Reference
Colourlab Image Database: Image Quality CIDIQ 23 690 2014 [3]
Computational and Subjective Image Quality CSIQ 30 900 2010 [4]
Single Distortion Imaging and Vision Laboratory SD-IVL 20 400 2014 [5]
Multi Distortion Imaging and Vision Laboratory MD-IVL 10 752 2017 [6]
Irvine Valley College IVC 10 235 2005 [7]
LIVE Image Quality Assessment Database LIVE2006 29 982 2006 [8] [9] [10]
LIVE In the Wild Image Quality Challenge Database Challenge 0 1162 2015 [11] [12]
LIVE Multiply Distorted Image Quality Database MDIQ 15 225 2012 [13]
Media Communication Laboratory MCL-JCI 50 5000 2016 [14] [15] [16]
Multiply Distorted Image Database MDID 20 1600 2016 [17]
Tampere Image Database 2008 TID2008 25 1700 2008 [18]
Video Communication Laboratory VCL@FER 23 575 2012 [19]
Waterloo Exploration Database Exploration 4774 94880 1) 2017 [20]
1) Distorted images are not directly included in the database, but the way of reproducing them is described in the reference.
IV. IQA DATABASES COMPARISON
Comparison of different databases is based on source con-
tent charactedistics computed for all pristine images in the
particular database.
Formerly used metrics could be insufficient to fully repre-
sent database coverage and for that reason in [23] [24] a new
metric (Total effective coverage) was introduced. This metric
address the issue, where database with large uncovered areas
could have results in different metrics.
A. Spatial Information (SI)
The measure of SI is based on the edge energy [21]. In order
to calculate SI each color channel is filtered with a horizontal
and vertical Sobel kernel (sh and sv respectively). Let sr =√
s2v + s
2
h denote the edge magnitude at each pixel location.
The SI value is a root mean square of sr normalized with a
vertical resolution factor:
SI =
√
L/1080
√∑
s2r/P (1)
where L is a vertical resolution and P is number of pixels in
the image.
SI for color images is a weighted average of SI for different
RGB channels and is calculated as follows:
SIRGB = 0.299SIR + 0.587SIG + 0.114SIB (2)
B. Colorfulness
Colorfulness (CF) represents intensity and variety of colors
in an image [22]. First step of CF calculation is creating
opponent color spaces: rg = R−G and yb = 0.5(R+G)−B.
From these we calculate standard deviation and mean value
along both directions (σ. and µ.). Formula for CF value based
on mean and variance is as follows:
CF =
√
σ2rg + σ
2
yb + 0.3
√
µ2rg + µ
2
yb (3)
C. SI × CF convex hulls
Presenting SI vs. CF on a scatter plot shows variety of
images creating a database [1].
In order to emphesise advantages and disadvantages of
particular methods, three artificial databases were added. This
allows to easily understand how different metrics behave for
different types of databases. These databases are:
• Uniform - uniformly distributed images along SI and CF
space
• Random - randomly distributed (with uniform distribu-
tion) images along SI and CF space
• X shaped - images occupying only two perpendicular
lines
Besides the points representing particular images, a convex
envelope is depicted. As can be seen from Figure 1 more
images in the database tend to cover larger area, but this is
just a rough estimate of database coverage.
Fig. 1. Spatial Information vs Colorfulness scatter plots for all databases
and corresponding convex hull
D. Relative ranges
The first numerical values, that can describe database as a
whole is relative range of particular characteristic. It is defined
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as follows [1]:
Ri =
max(Ci)−min(Ci)
Cmaxi
(4)
where Cmaxi is maximum value for given dimension across
all databases.
Figure 2 presents relative ranges calculated for all databases.
Analyzing relative ranges for SI and CF we should mention
MCL-JCI, MDID, VCL FER or CIQID as a very good one
and the Exploration, Challenge database as well as all artificial
ones as perfect.
Fig. 2. Colorfulness and Spatial Information relative ranges for all databases
E. Uniformity
Uniformity measure shows how well distributed the images
are in the SI×CF space are. This metric is an entropy of the
B-bin histogram of particular characteristic:
Ui = −
B∑
k=1
pklogBpk (5)
The higher the entropy the more uniform a database is.
Values of uniformity for databases are presented in Figure 3.
Databases having largest relative ranges might tend to become
non-uniform. As an example we can mention CIQID, as it is
the most non-uniform database, but its relative ranges were
above average.
F. Relative total coverage
Relative total coverage is the square root of area of a
convex hull for all points in normalized coordinates Ci/Cmaxi .
Relative total coverage is presented in the Figure 4. This metric
was commonly used to evaluate how good is the database in
terms of coverage.
As one can see all results shown in Figures 2, 3 and 4 present
non-existing databases as the perfect ones. However, from the
SI×CF plot (Fig. 1) we can assume that their real coverage
Fig. 3. Colorfulness and Spatial Information uniformity for all databases
Fig. 4. Total relative coverage for all databases
is very different, and X shaped database is not as good as
Uniform and Random. Therefore there was a new metric
introduced called Total effective coverage, which deals with
this weakness.
G. Total effective coverage
Total effective coverage is an extension of relative total
coverage. It is additionally weighed with the fill rate factor.
This factor is a measure of how well the convex hull is filled
with the images. In other words, large empty spaces lead to
decreased fill rate.
In [24] there is described one way of obtaining fill rate,
which was calculated for 14 databases. Additional work on this
was conducted in [23], where two different methods of fill rate
calculation were proposed, but it was limited to only three real
databases. This work extends both these works and provides
an analysis of three methods of fill rate factor calculation on
a large variety of databases.
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1) Fixed radius method: The first proposal for fill rate is
based on an assumption that single point does not cover only
infinitely small area on SI×CF plane, but rather occupies some
fixed radius. An approach in this case is as follows:
1) Around each data point in SI×CF space set the
presence (p) value to 1 in a circle of radius r. Circle
area is cropped by the convex hull boundary.
2) Calculate the total area where p is equal to 1
3) Calculate the ratio of presence area and the total convex
hull area
The fill rate factor is then defined as:
ηfill =
∫∫
D
p dx dy
D
(6)
The process of calculating fill rate for all databases is
depicted in the Figure 5.
Fig. 5. Databases fill rate calculation - fixed radius method
Instead of points, images are marked with the circles. The
difference is best visible between Uniform and X shaped. In
case of Uniform database, the whole area is covered, while
for X shaped there are large white spots. This is an expected
behavior as we want that metric which will compromise a
database with large total relative coverage but a lot of unfilled
area.
Values of fill rate for all databases are presented in the
Figure 6. At this point the weakness of the non-existing
database is exposed. The fill rate is the lowest among all
databases. The databases, which in fact have good coverage
like Exploration or Challenge, still have high value of fill rate.
2) Gaussian radius method: Another approach that is pre-
sented in [23] is similar to the fixed radius method. In the
previous method presence p is constant and equal to 1. This
time presence value reduce with the distance from the original
SI×CF point. The method is called gaussian radius method,
Fig. 6. Fill rate for all databases - fixed radius method
because the presence value lowers according to the Gaussian
function. This method is depcicted in the Figure 7.
Fig. 7. Databases fill rate calculation - Gaussian radius method
The results for fill rate factor in case of this method are
presented in the Figure 8
This method does not provide as hard decision as the fixed
radius. In this case obtaining fill rate equal to 1 requires infinite
number of images. This method intuitively should provide
more reliable results as the further we are from the image,
the lower its impact on the database coverage (therefor the
Gaussian function). However this method tends to give very
low fill rate for databases with low number of images.
3) Delaunay triangulation: Last method, which is im-
proved version of [23] is based on Delaunay triangulation.
From set of points P it creates triangulation DT (P ) such that
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Fig. 8. Fill rate for all databases - Gaussian radius method
no point P is inside the circumcircle of any triangle in DT (P )
[25]. Then area of each triangle is calculated and normalized
in following way:
Ai =
Ai∑
k Ak
(7)
where Ai is area if i-th triangle.
The assumtion of this method is that well filled database
have equal areas of the triangulation. The higher variation of
the areas mean that some points are placed further from the
others. Effect of traingulation is depicted in the Figure 9.
Fig. 9. Delaunay triangulation
Uniformity in this case is calculated differently from [23].
Instead of calculating modified entropy, simply variance of
areas is calculated. The higher the variance the lower the
uniformity. Calculated values of uniformity are presented in
the Figure 10.
Fig. 10. Fill rate for all databases - Delaunay triangulation method
In this method best result obtain Uniform database, since
all areas are equal and variance is zero. Also databases with
many images (Exploration and Challenge) have good metric,
because only small fraction of areas is different from mean
area. However, this approach might not be very reliable, as
in case of CIDIQ and CSIQ databases provide similar results.
From previous methods and intuitive analysis on SI×CF plane
we can see that CIDIQ have lower fill rate (even though it has
higher total relative coverage).
Having fill rate ηfill we can calculate total effective cover-
age as:
Teff = ηfill · Trel.coverage (8)
Results of total effective coverage are presented in Figures
11, 12 and 13 for fixed radius method, Gaussian radius
method and Delaunay trangulation, respectively. As one would
expect the quality of X shaped database dropped down in all
cases. The Exploration and Challenge databases are boldly
dominating over the rest of publicly available ones, which
could be expected when inspecting Figure 1.
From provided results one can see that both fixed radius and
Gaussian radius methods provide good gradation of databases.
In case of fixed radius we can easily point out the perfect
database (Uniform) and the bad database (X shaped). In case
of Gaussian radius, none of the considered databases reach
the perfect score, as the images would have to be infinitely
dense in order to provide 1.0 score in this method, but differ-
ences between values for different methods are emphesised.
While comparing these two methods we can see that decision
from Gaussian radius method is softer this method does not
priviledge databases easily.
Delaunay triangulation method provides slightly different
ordering of the databases. This method tends to favor high
regularity or high amount of images in the database. The
more uniform distribution of points in both directions, the
higher score from Delaunay triangulation is. The weakness
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Fig. 11. Total effective coverage for all databases - fixed radius method
Fig. 12. Total effective coverage for all databases - Gaussian radius method
of this method is particularly well visible in case of Random
database. Its coverage is very good area is completely filled
with images, yet the uniformity is slightly above 0.5. This
is due to the fact that some areas have higher density of
images than other regions. Because of this, the database is
punished with lower score. Such phenomenon does not occur
in case of first two methods. If additional images appear in
the database, causing uniformity, the score can only increase
while calculating completeness by fixed or Gaussian radius.
For Delaunay triangulation adding new images can decrease
the score, which can be considered as counterintuitive. This
behavior can interpreted in another way. If we would consider
this metric not as a how well images cover the particular
convex hull, but rather how big area this amount of images
cover. One would expect that adding new images to the
database increase its variety. If it is not the case and the convex
hull is not changed after the new image is added we might
expect the score to be lower.
Fig. 13. Total effective coverage for all databases - Delaunay traingulation
V. CONCULSIONS
In the article the measures for calculating IQA databases
coverage were confronted for large number of databases.
Three possible solutions are presented and discussed, namely
fixed radius coverage, Gaussian radius coverage and Delaunay
triangulation uniformity.
Two of the proposed metrics can be successfully used in the
intended purpose of measuring effective coverage, while the
third one does not fully meet the criterion of grading databases
in order of perceptual coverage. This metric, however, can be
used in different aspect. It shows how uniform and regular the
database is.
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