We propose a Bayesian two-stage biomarker-based adaptive randomization (AR) design for the development of targeted agents. The design has three main goals:
the targeted agents, and (3) to provide better treatment for patients enrolled in the trial. To treat patients better, both stages are guided by the Bayesian AR based on the individ ual patient's biomarker profiles. The AR in the first stage is based on a known marker. A Go/No-Go decision can be made in the first stage by testing the overall treatment effects. If a Go decision is made at the end of the first stage, a two-step Bayesian lasso strategy will be implemented to select additional prognostic or predictive biomarkers to refine the AR in the second stage. We use simulations to demonstrate the good operating characteristics of the design, including the control of per-comparison type I and type II errors, high probability in selecting important markers, and treating more patients with more effective treatments. Bayesian adaptive designs allow for contin uous learning. The designs are particularly suitable for the development of multiple targeted agents in the quest of personalized medicine. By estimating treatment effects and identifying relevant biomarkers, the information acquired from the interim data can be used to guide the choice of treatment for each individual patient enrolled in the trial in real time to achieve a better outcome. The design is being implemented in the BATTLE-2 trial in lung cancer at the MD Anderson Cancer Center.
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Introduction
Clinical drug development is a long and costly process. One generally accepted esti mation for the pre-approval cost of developing a new drug is 800 million US dollars [1] . When considering the expense associated with a product that fails to reach market, the cost major pharmaceutical companies must absorb per successful new drug launch may increase to 4-11 billion US dollars [2] . It often takes an average of 10 years in clinical development to obtain the approval of a new drug [3] ; and the time is even longer if the duration of the preclinical work is included. Another problem in drug development is that the failure rate is extremely high. The success rate from first-in man use to official registration is about 11 % across different disease areas [4] . For oncology, the success rate is even lower, at about 5 %. Furthermore, even approved drugs do not work for all patients. For the drugs that are already on the market, on average, only half of the people achieve a favorable response from whatever drugs they are taking [5] . These facts demonstrate the tough realities of the field of drug development. They also illustrate that the traditional methods for drug development do not work well and that we desperately need a new paradigm for improving the success rate of developing safe and effective drugs.
In recent decades, advances in biomedicine and genomics have fueled the develop ment of targeted agents. Better knowledge of the mechanisms and biology underlying a disease has led to the development of agents targeted at the root cause of the disease, with the hope of offering more effective and less toxic therapies. Targeted agents, how ever, do not work for everyone and some may not work at all. Hence, the statistical challenges in the development of targeted agents requires not only the evaluation of treatment efficacy but also the identification of prognostic (non-treatment specific) and predictive (treatment specific) biomarkers [6] [7] [8] [9] . Typically, the overall treatment effect for targeted agents in the unselected overall patient population is low. But for patients who express a predictive marker (have a positive marker status), the matched targeted agent may offer high efficacy and result in low toxicity. Hence, the co-development of the targeted agents and their companion diagnostic markers is essential for the suc cess of contemporary drug development [10] [11] [12] . In addition, upon the identification of each patient's marker profile, it is desirable to treat patients accordingly with the best available treatments in the clinical trial. These efforts make up the essential steps to achieving personalized medicine.
The targeted therapy development approach is especially suitable for finding effec tive treatments for cancer, an inherently heterogeneous disease [13] . Traditional cyto toxic chemotherapeutic agents kill both cancer cells and normal cells indiscriminately and have limited success [14] . In contrast, targeted agents directly tackle the abnormal biological pathways involved in the life cycle of cancer cells [15, 16] . One ultimate goal of targeted therapy is to provide customized treatment to individual patients based on their molecular profiles. Amidst all the current challenges, successful tar geted agent development is well illustrated by examples such as the use of imatinib in treating BCR-ABL positive chronic myeloid leukemia, trastuzumab in treating HER-2 expressed breast cancer, and erlotinib in treating EGFR mutated lung cancer. In addition, the U.S. Food and Drug Administration approved two targeted agents with companion diagnostics in 2011, namely, vemurafenib in V600E BRAF mutated melanoma, and crizotinib in EML-4-ALK translocated lung cancer [17] [18] [19] [20] [21] . Although these successful examples are more exceptions than norms in oncology drug devel opment, they unequivocally validate the concept of targeted agent development and pave the way for future discovery.
In our quest to find effective cancer therapies, we have designed, conducted, and completed a Bayesian adaptive randomization trial called Biomarker-Integrated Approaches of Targeted Therapy of Lung Cancer Elimination (BATTLE) [22, 23] . The trial involved testing four targeted agents with eleven pre-selected putative biomark ers. These markers were used to group patients into five marker groups. A hierarchical Bayes model was applied to model the primary endpoint of an 8-week disease control rate and to help assign patients to better treatments within each biomarker group. The trial was the first adaptive randomization trial in recurrent lung cancer with a manda tory pre-treatment biopsy requirement for biomarker analysis. We have demonstrated the feasibility of such a design and have identified several interesting findings to be validated in future trials [23] .
One major limitation of the original BATTLE trial (BATTLE-1) was the pre selection of biomarkers and bundling biomarkers into marker groups. It turned out that some of the selected markers had no predictive or prognostic values and the grouping of markers weakened their association with the treatment outcome. To rec tify this problem, we have designed a Bayesian two-stage biomarker-based adaptive randomization (AR) design called BATTLE-2. The design has three main goals: (1) to test the treatment efficacy of a drug and drug combinations, (2) to identify prognostic and predictive markers for the targeted agents, and (3) to provide continually better treatment for patients enrolled in the trial. The relevant biomarkers are identified in the first stage of the trial and validated in the second stage. Bayesian AR is applied in both stages to assign more patients to better treatments based on the individual patient's biomarker profiles. AR in the first stage is based on a known biomarker. A Go or No-Go decision can be made in the first stage by testing the overall treatment effects. If none of the experimental treatments show any promise in the overall and any marker groups, a No-Go decision is made and the trial can be stopped early. On the other hand, if a Go decision is made at the end of the first stage, a two-step Bayesian lasso strategy is implemented to select additional prognostic or predictive biomark ers based on the first stage data and other available information. Additional patients are enrolled in the second stage and the refined AR is applied to assign patients to treatments. Treatment effects, marker effects, and their interactions are estimated and tested using data acquired in both stages. Simulations are used to thoroughly study the operating characteristics of the design, including the control of per-comparison type I and type II errors, the probabilities of selecting important markers and noise markers, and the proportions of patient assigned to the different treatments.
Thanks to advancements in computational algorithms and computer speed, Bayesian methods have been invigorated in clinical trials over the past two decades. Compared to its frequentist counterpart, the Bayesian framework offers several attrac tive features in clinical trial designs [24, 25] . One unique feature of the Bayesian method is that it is adaptive in nature. Bayesian adaptive design allows for continuous learning. The design is particularly suitable for the development of multiple targeted agents because much is unknown at the beginning of the trial, but information accumu lates as the trial moves along [26] . By estimating the treatment effects, marker effects, and their interactions from the interim data, we can identify efficacious treatments and relevant biomarkers. As a result, we can apply response-or outcome-adaptive randomization to guide the choice of treatment for each individual patient enrolled in the trial in real time to achieve a better outcome. Despite some disagreement regard ing its usefulness, adaptive randomization can provide better treatments for individual patients in the trial to maximize the overall outcome in the trial; hence, AR enhances individual ethics while equal randomization (ER) emphasized the group ethics [27] [28] [29] [30] [31] [32] [33] . The BATTLE-1 trial in lung cancer [23] and the I-SPY2 trial in breast cancer [34] are good examples of the application of a Bayesian adaptive design. Other Bayesian adaptive designs can be found in the literature [35] [36] [37] .
Building on our experience from the BATTLE-1 trial, we have made several major improvements in the succeeding BATTLE-2 trial to develop biomarker-based targeted therapy in lung cancer. Although we have not developed new statistical methodology, we consider the statistical design novel in the following areas: (1) the construction of a two-stage design for biomarker selection in stage 1 and biomarker validation in stage 2, (2) the application of the two-step Bayesian lasso with group lasso to select important markers first followed by the adaptive lasso to refine the selection by further evaluating the markers' prognostic or predictive effect, and (3) the utilization of the outcome-adaptive randomization to assign more patients to more effective treatments throughout the trial based on the real-time update of marker and treatment information under the Bayesian framework.
In this paper, using the BATTLE-2 trial as an example, we describe the Bayesian two-stage biomarker-based adaptive design in detail. The concepts can be applied to develop targeted agents in other therapeutic areas as well. Section 2 gives an overview of the BATTLE-2 trial design. Section 3 provides the statistical models and approaches. Section 4 lays out the implementation plans. Section 5 outlines the set-up of the sim ulation studies. Section 6 shows the simulation results. Section 7 concludes with a discussion.
Overview of the BATTLE-Trial Design
The target population for the BATTLE-2 trial is patients with advanced stage, treatment-refractory, non-small cell lung cancer. The primary endpoint for the study is the 8-week disease control rate (DCR), which has been shown to be a good surrogate of overall survival based on the experience of SWOG [38] and our previous trial in this population, the BATTLE-1 [23] . The study schema is shown in Fig. 1 with four treatments. A total of 400 evaluable subjects with advanced stage non-small cell lung cancer will be enrolled over a 4-year period. With a conservative estimate that 10 % of the subjects may have incomplete marker profiles due to limited numbers of tumor cells in biopsy samples, a total of 450 subjects will be enrolled. Patients with EGFR mutation or EML4-ALK translocation will be excluded as there are known effective treatments that target these aberrations. Patients with a prior history of having received erlotinib treatment will not be randomized into erlotinib-only arm. Treatment effects will be tested separately in the patient subgroups by whether or not patients had prior erlotinib exposure as well as in the overall patient groups. As shown by the study timeline in Fig. 2 , the study will be conducted in three defined steps:
• Stage 1-Initial adaptive randomization (AR): 200 patients will be adaptively randomized into one of the four treatment arms (three treatment arms for patients with a prior history of having received erlotinib) based on the available 8-week DCR data at the time and on the KRAS mutation status, which is generally accepted in the field as having relevance in predicting sensitivity or resistance to erlotinib and other targeted agents. An early futility stopping rule will be implemented after 70 patients are randomized. Starting from the 71th patient, the early stopping rule will be continuously evaluated until the end of the trial. If all the experimental arms (arms 2-4) do not show any improvement in efficacy over the control arm (arm 1) for the overall cohortand any of the biomarker groups (KRAS (−) or (+)) by prior erlotinib status, the trial will be stopped early. The treatment effect will also be estimated at the end of stage 1. If the trial is not stopped, it will proceed to stage 2. • Biomarker analysis at the end of stage 1-Data from stage 1, as well as the patients' medical demographic variables, marker expressions, and treatment outcomes, sup plemented by other up-to-date in vitro or in vivo data and information from the literature including the BATTLE-1 results, will be combined by the biostatistical and bioinformatics team to propose a refined predictive model. All biomarkers will be subject to a marker selection procedure. Examples of the putative markers are shown in Table 1 . This biomarker analysis will select the best prognostic and/or predictive markers (either individual and/or composite markers) to be applied in stage 2. • Stage 2-Refined adaptive randomization: Refined AR will be performed on the remaining 200 patients based on the model with all the markers selected from the previously mentioned analysis. Treatment effects, marker effects, and their interactions will be estimated and tested using data acquired in both stages.
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Statistical Models and Approaches
The primary endpoint of the trial (the 8-week DCR) is modeled through a Bayesian logistic regression model. Bayesian outcome-adaptive randomization of patients is implemented in both stage 1 and stage 2 of the trial to treat patients better. The adap tive randomization of stage 1 is based on one known biomarker (denoted as M 1 . At the end of stage 1, treatment effects in pre-defined patient populations are tested based on Bayesian posterior inferences. If a Go decision is made at the end of stage 1, a variable selection and model building procedure will be conducted to identify additional important biomarkers, which can be used in the adaptive randomization of patients in stage 2. Therefore, there are two different sets of Bayesian logistic regres sion: the first one using normal non-informative priors is for adaptive randomization and making Go/No-Go decisions, and the second one using shrinkage priors is for biomarker selection. All Bayesian computations are conducted in R by using BRugs, an R package (http://www.r-project.org/) based on OpenBugs (http://www.openbugs. info/w/).
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Bayesian Models and Inferences on Treatment Effects and Marker Effects
A Bayesian logistic regression model is applied as the backbone of the statistical framework to model the probability of 8-week DCR, given treatments and markers. Without loss of generality, we assume M 1 is the pre-specified marker (KRAS mutation) and M 2 to M K are the selected treatment-specific markers in the refined model. If we suppress the index of patients, the 8-week DCR, p j , for patients on arm j can be written as follows,
where T j is the treatment indicator for arm j, j = 2 3 4 (with arm 1 as the reference group), M k is the marker status indicator for marker k, k = 1 K , and Z is the indicator for prior erlotinib treatment (i.e., erlotinib resistance). Therefore, μ 0 represents the mean 8-week DCR for patients on control treatment with negative markers, α is the treatment main effect, β is the biomarker main effect, and γ is the biomarker-treatment interaction term. In addition to the full model in Eq. (1), a reduced model is also used to make inference on the overall treatment effect while controlling for the main effect of biomarkers:
The efficacy of the experimental treatments (arm 2, arm 3, or arm 4) will be compared with that of the erlotinib-only arm (arm 1). The treatment effects will be tested in two steps. First, we will test for the marginal treatment effect using the reduced model shown in Eq. (2). By comparing with the control arm, experimental treatment j ( j = 2 3 4) will be claimed as having a significant marginal treatment effect if
in erlotinib-resistant patients, where θ is the threshold value for declaring statistical significance based on posterior inference. Next, we will test the treatment effect under the full model in Eq. (1), incorporating the treatment by marker interaction. A success will be claimed for treatment j ( j =2, 3, 4) in patients with a positive marker k tumor status if
for erlotinib-naïve patients, and if ; ; 
Erlotinib-resistant patients are not assigned to arm 1 for erlotinib-resistant patients. Therefore for each experimental arm, the treatment effects will be tested in erlotinib naïve patients, erlotinib-resistant patients, KRAS wild-type erlotinib-naïve patients, KRAS mutant erlotinib-naïve patients, KRAS wild-type erlotinib-resistant patients, and KRAS mutant erlotinib-resistant patients. By definition, if any of the above hypothesis tests erroneously reject the true null hypothesis of no treatment effect, a per-comparison error has been made. We choose θ to control the per-comparison-wise error ratenu merically for all hypothesis tests for each treatment. In particular, we first conduct simulations under the null case using different values of θ . Then, the value of θ that attains the pre-specified per-comparison-wise rate among all experimental arms will be chosen. The power in the alternative case can be calculated based on the same value of θ selected from the null case. Table 2 lists the proposed true DCRs of each treatment arm for both erlotinib-naïve and erlotinib-resistant patients by marker profile. Notice that the DCRs in erlotinib resistant patients are expected to be lower than those in erlotinib-naïve patients. A common control (erlotinib-only treatment in erlotinib-naïve patients) is used for testing treatment efficacy in both naïve and resistant patients. Therefore, the DCRs in erlotinib resistant patients are compared to a higher bar, which makes our modeling approach more conservative.
As shown in Table 2 , the null case is the complete-null case associated with weak familiar-wise error rate control for testing treatment efficacy. The per-comparison wise error rate control used in our simulation addresses the individual null hypothesis error rate. 
Variable Selection and Model Building
Based on our model parameterization, the prognostic effect will be characterized by a large marker main effect term (β k , and the predictive effect will be characterized ; by a large marker-treatment interaction term (γ jk or γ jk + γ jk . A marker will be deemed important if it has either a prognostic effect or a predictive effect. To facilitate the identification of prognostic and predictive effects, we apply the least absolute shrinkage and selection operator (lasso) method and implement the marker selection procedure through a Bayesian two-step lasso method. The Laplace prior is used in the Bayesian lasso for covariates effects. The Laplace prior can shrink the covariate estimation toward zero, and penalize smaller covariate effects more. Therefore, the Bayesian lasso can result in good estimation and variable selection simultaneously [39] . Specifically, the first step of variable selection is a group selection aimed at the identification of markers with either prognostic effects or predictive effects. The ; coefficients β k , γ jk , and γ jk are grouped together for inclusion or exclusion. This step intends to screen out markers without any effects. The second step is an individual selection for marker and its interactions with the treatments. In order to obtain more consistent estimates for the model parameters, we implement the idea of adaptive lasso [40] in a Bayesian framework to provide finer variable selection and estimation in both the group selection step and the individual selection step. Upon the conclusion of variable selection, the refined model will be used in adaptively randomizing patients in the second stage of the trial.
In the first step of variable selection, we group the main effect of the marker and the marker-treatment interactions into a vector and apply the Bayesian group lasso method to select important markers [41, 42] . In particular, let ;
; ;
be the row vector of covariates corresponding to the marker main effect, and to the marker-treatment interaction in erlotinib-naïve and resistant patients, respectively, for marker k Thus for group lasso, the original Laplace prior for η k should be
Based on the idea bor 4k rowed from adaptive lasso, the actual prior used for the Bayesian group lasso is equiv alent to
k +γ 2k +γ 3k +γ 1/2 , which is estimated from 4k a ridge regression with penalty parameter being chosen by 20-fold cross-validation.
Since the prior in Eq. (8) is not available in OpenBugs, we used a scale mixture of normal to produce the shrinkage prior for Bayesian group lasso. Based on the formulation of Bayesian group lasso in Kyung et al. [41] , the priors used for the group variable η k in Eq. 
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where m k is the dimension of η k , and hyperparameters a and b are, respectively, 1 and 10 in our simulation. As compared with the formulation in Kyung et al. [41] , there are three major differences in our implementation: (1) λ k = λ/ η k , which results in different penalties for different groups of variables, and the group with larger initial estimations in ridge regression will experience smaller penalties; (2) since a logistic regression is used, the priors in Eqs. (8) and (9) are not conditional on the variance of error term; (3) to follow the notation in OpenBugs, τ 2 is the precision of normal k distribution, and an inverse gamma distribution is used for τ k 2 . The derivation from prior (9) to (8) follows the procedures in Appendix of Kyung et al. [41] . Because of the three differences mentioned above, the derivation details are given in the Appendix 1.
Letting η k be a posterior sample of random vector η k , and ; ; ;
be the posterior mean of η k , we can compute the distance between the posterior sample and the zero vector:
In other words, the larger the distance between k η k and 0, the more likely the kth marker will be selected. In our simulation, a 30 % quantile of T k was used for the group selection step of variable selection. All empirical distance measures need to be normalized by m k when different marker groups have different dimensions. Letting Q be the set of markers selected in the first step, the prior distribution for }θ k : k ∽} in the adaptive lasso of the second step of variable selection is
where θ k is a generic representation of either the marker main effect or the marker-θˆL S treatment interaction, ~ k ~ is the least squares estimation of the parameter without regularization, and λ 2 follows a gamma distribution. Since the prior in (10) is readily available in OpenBugs, the scale mixture of normal priors [39, 41] was not used. A variable will be selected if the 80 % empirical posterior credible interval does not cover zero. The selections of the credible interval in this second step and the T q in the first step can be adjusted to achieve a desirable false-positive rate and true-positive rate of the variable selection in the null case and alternative case separately. Based on the heredity principle [43, 44] , if a marker-treatment interaction term is selected, the main effect of the marker will automatically be included in the AR model, even though the main effect may not be significant in the final analysis.
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Adaptive Randomization and Futility Early Stopping Rules
We apply response AR throughout the trial to treat patients more effectively in the trial based on the cumulative data. Due to the delay in observing the outcome, AR will start to kick in after the first 14 patients are enrolled and the first disease control status is measured. In stage 1, the initial AR is based on the logistic regression model in Eq. (1) with K = 1 (KRAS mutation). In particular, for a given patient on arm j, we have
The probability of a patient being assigned to the jth arm is proportional to the square root of
j which corresponds to the posterior probability of the jth arm having the largest DCR among all treatments. A normal prior with mean zero is used for each of the parameters in Eq. (1), and a large variance of 10 is used in the non-informative priors for all the parameters in the model. To ensure that the AR allows patients to be assigned to all treatment arms with reasonable probabilitiesin stage 1, we set the lower and upper bounds of the initial allocation probabilities (i.e., corresponding to the square root of the probabilities of each arm being the best) to be 0.2 and 0.8 to guard against extreme allocations. If the allocation probability of a certain arm is less than 0.2 or greater than 0.8, the original value of the allocation probability will be replaced by 0.2 or 0.8, and the real allocation rate will be determined by the normalized value of allocation probability by the sum of all allocation probabilities. For example, let us assume the initial allocation probabilities are: 0.01, 0.05, 0.1, and 0.84; since the first 3 numbers are less than 0.2 and the last one is greater the 0.8, these numbers will be automatically change to: 0.2, 0.2, 0.2, and 0.8; subsequently, the final allocation probabilities will become: 0.14, 0.14, 0.14, and 0.58. Similarly, AR in stage 2 is performed based on comparing the DCRs among the treatments. At the time of a new patient being randomized, DCRs are computed from Eq. (1) after incorporating all treatment, marker, and outcome information from all available data at the time. The randomization probability is similar to Eq. (8), but we do not take the square root transformation to allow more patients to be randomized into better arms. Note that in both stage 1 and stage 2, erlotinib-naïve patients can be randomized to one of the four arms; whereas erlotinib-resistant patients can be randomized to only one of the three experimental arms (arms 2, 3, or 4) by design. Similarly, we set the range of the initial allocation probabilities in stage 2 to be the same as in stage 1 to guard against extreme allocations.
During AR, we also allow the trial to be stopped early for futility if all the experi mental arms fail in all patients and in all marker groups after at least 70 patients have been treated in the trial. In particular, the trial will be stopped if
, , .
Pr(α j + γ jk + α j + γ jk + δ > 0 ) > θ s (14) for all combinations of j ( j = 2 3 4) and for all markers of index k. However, the trial will not be stopped as long as one of the experimental arms is promising in a sub-population defined by any one of the markers included in the AR model. In our simulation, δ is set at −0 442, corresponding to a 0.1 improvement in the DCR from 0.3; whereas θ s is set at 0.4 to yield reasonable early stopping probabilities under various scenarios.
Tuning the design parameters (e.g., θ , θ s , 30 % quantile of T k , and 80 % empirical posterior credible interval does not cover zero, etc.) for choosing the threshold for decision rules was a time-consuming and tedious task. During the process, we did not do an exhaustive search for all these tuning parameters. Instead, we took the try-and error approach to run various simulations at a few sets of tuning parameters, and chose the one that met our pre-specified statistical objectives including: 10 % per-comparison error rate and 80 % power for testing the efficacy of each experimental therapy versus control, at least 50 % early stopping probability in stage 1 under the null hypothesis, and 80 % power with a 10 % per-comparison error rate for identifying important prognostic and predictive markers. The tuning of the early stopping probability was more difficult than other decision rules, because the early stopping probability has a huge impact on the per-comparison error rate and power of the study. Intuitively, if the trial was stopped more often for futility, mean sample size will be reduced. The per-comparison error rate will decrease but the power of the study may suffer because of a smaller sample size. After the probability threshold value for the early stopping decision rule was chosen, the tuning of decision rules for treatment effect was relatively easy. For variable selection, the choice of the 30 % quantile of T k and 80 % empirical posterior credible interval not covering zero results in desirable operating characteristics of high probability in selecting important markers and low probability in selecting noise markers. The two parameters are related. We performed the sensitivity analysis by trying various combinations of the thresholds until we found the desirable cutoffs which met our design objectives.
Trial Implementation Plans
This design creates a biopsy-based and biomarker-driven trial. All patients will be consented for a mandated biopsy before being randomized to the study's treatment arms. Biomarkers in the patients' samples will be analyzed to guide the treatment choice.
To facilitate trial conduct, a BATTLE-2 web-based database application for registra tion, biomarker analysis, randomization, and follow-up will be built. All information collected from the patients will be entered into the BATTLE-2 database. The biopsy and biomarker analysis results will be entered into the database as well. The adaptive randomization module is integrated to the database application through web-based services. Follow-up information, including the 8-week disease control status, will be entered into the database to facilitate the AR. To monitor the timeliness of measuring the 8-week disease control status and to ensure timely data entry, we have developed an e-mail notification system to alert research nurses to schedule a patient visit when 6 weeks have passed since a patient was randomized. The system also tracks the time of the 8-week endpoint being recorded. E-mail alerts will be sent out starting from the time when an endpoint evaluation is two weeks overdue.
In both stage 1 and stage 2, the corresponding model parameters will be continu ously updated during the trial using available data on 8-week disease control status. A patient will be excluded from analysis if the 8-week disease control status is not yet observed. However, since the trial is conducted seamlessly, information will con tinue to accrue over time and become available to be used for assigning treatment for the next patient whenever the information becomes available. For both adaptive randomization and data analysis, Bayesian logistic regression with non-informative normal prior distributions is used to allow the observed data to have a major influence on the model. This is different from the Bayesian logistic regression used in variable selection, where shrinkage priors are used. Given the observed data, the posterior distributions of the parameters are calculated using the Markov Chain Monte Carlo (MCMC) method. Bayesian AR will be performed based on the updated posterior probability of the 8-week DCR from the underlying logistic regression model at the time each new patient is randomized.
Concurrently throughout stage 1, many putative candidate and discovery biomark ers will be analyzed in the patients' tissue and blood samples ( Table 1 ). Those data, as well as patients' medical demographic variables, marker expressions, and treatment outcomes, supplemented by other up-to-date in vitro or in vivo data and information from the literature, will be combined by the biostatistical and bioinformatics team to propose a refined predictive model. We will identify the "best-performing" mark ers from stage 1 to form the predictive model for the AR of the second stage. The approach will involve a variable selection and model building step using Bayesian logistic regression with shrinkage priors. The final model for the stage 2 AR will be reviewed and approved by the Internal and External Advisory Boards. Upon approval, the 200 patients in stage 2 will be adaptively randomized based on the refined model, which could include more than one treatment-specific marker. Also, the marker used in stage 1 could be dropped in stage 2. At the end of the trial, information collected from all patients enrolled in stages 1 and 2 will be combined to test the prognostic effect and predictive effect of putative markers selected in the final model. In addi tion, because the previous trial (BATTLE-1) also contained an erlotinib-only arm, predictive marker findings from BATTLE-1 for erlotinib will be validated in patients enrolled in BATTLE-2. Other findings from BATTLE-2 will need to be validated in future trials.
Biomarker selection will be based on statistical strength, biological plausibility, and practical considerations. The following specific steps will be taken: (a) filter the initial discovery markers to narrow them down to a small number of putative discovery mark ers based on available in vitro and in vivo data, data derived from clinical specimens from BATTLE-1, and information from existing literature and public data resources; (b) elicit and specify the prior probability of "predictiveness" of all candidate and discovery biomarkers based on available in vitro and in vivo data, data derived from clinical specimens related to patient outcomes from BATTLE-1, and application of , , , ) a critical filter from the existing literature and data resources; (c) construct the data likelihood based on patients' biomarker and outcome data in stage 1 of BATTLE-2; and (d) compute a posterior probability of marker predictiveness from the statistical model, applying variable selection and model-building procedures as described above. If more than two markers are identified for a given treatment, a composite marker will be formed by principal component analysis to choose the first few principal compo nents that explain at least 80 % of the variability to reduce the dimensionality of the parameters, hence, increase the model robustness. Biomarkers that emerge from that procedure will be ranked by applying the guidelines of posterior probability of marker predictiveness, biologic plausibility, and feasibility of Clinical Laboratory Improve ment Amendments certification [10] [11] [12] . Upon the final selection of markers, we will build the logistic regression model to be used in stage 2.
Set-Up for Simulation Studies
All markers are binary with 20 % of the markers positive for M 1 (KRAS mutation), and 50 % of the markers positive for M 2 to M 15 . Based on our experience in the BATTLE-1 trial, we assume that 40 % of the patients had prior erlotinib treatment. Patients with prior exposure to erlotinib will not be assigned to the erlotinib-only arm. The true 8-week DCRs under the null and the alternative hypotheses that were assumed in the simulation studies are listed in Table 2 . Under the null hypothesis, the 8-week DCRs for erlotinib-naïve patients are assumed to be 30 or 10 %, depending on the KRAS mutation status. For erlotinib-resistant patients, the corresponding 8-week DCRs are 20 or 1 %. Under the alternative hypothesis, when predictive markers are identified for each of the combination treatments, the 8-week DCR is assumed to be 80 % in erlotinib-naïve patients and 70 % in erlotinib-resistant patients.
We assume that the true model is the same as model (1) for 5 important markers (M 1 M 2 M 3 M 4 , and M 5 . The true parameters of the model are solved based on the true response rates in Table 2 , and then patient responses can be simulated from the true models in different scenarios.
Both the null and alternative scenarios listed in Table 2 are evaluated via simulation studies. For each treatment arm, the treatment effects will be tested in erlotinib-naïve patients, erlotinib-resistant patients, KRAS wild-type erlotinib-naïve patients, KRAS mutant erlotinib-naïve patients, KRAS wild-type erlotinib-resistant patients, and KRAS mutant erlotinib-resistant patients by using the models in Eqs. (1) and (2) . The rejection regions of hypothesis testing are selected numerically based on the null scenario to control the error rate of erroneous rejection of the true null hypotheses.
To demonstrate the improvement of BATTLE-2 design over BATTLE-1 design, we also simulated the clinical trial by using the design strategy of BATTLE-1 trial. The set-up for the BATTLE-1 strategy and the simulation results and are presented in Appendix 2 and Supplemental Tables 1 and 2. In additional to simulation results for BATTLE-1 design strategy, simulation results for equal randomization can also be found in the Supplemental Table 3 . Bayesian inference is implemented in R by using a package called BRugs. The burn-in period for MCMC sampling is 1,000, and 25,000 data points are used in the posterior samples. Depending on the variable . .
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123 Table 3 Power for testing treatment effect at the end of stage 1, early stopping probability during stage 1, and the mean sample sizes for stage 1
Null For each treatment, the treatment effect was fi rst tested in erlotinib-naïve and erlotinib-resistant patients; and then treatment effects were tested by marker 1 status (KRAS mutation). Therefore, 6 hypothesis tests were conducted for each treatment. Columns 2-7 (left to right) in the table give the probabilities of rejecting the null hypothesis. The "Overall Treatment" column gives the probabilities of rejecting at least one of the six hypotheses for each experimental treatment. The value of θ used in hypothesis testing is 0.912, which means that the null hypothesis will be rejected if the 91.2 % quantile of the posterior distribution of the treatment effect does not include zero. The column "Overall Trial" gives the probabilities that at least one null hypothesis will be rejected for at least one treatment selection results at the end of stage 1, the AR model for stage 2 may not be the same in different simulation runs. We choose the thinning parameter of the posterior sample to be twice the number of parameters in each model; and based on our observation the autocorrelation among the posterior samples of all the model parameters are small.
Simulation Results
We assume that the true model is the one given in Eq. (1) with the parameters calculated from the DCRs listed in Table 2 . We carried out 2,000 simulation runs to study the operating characteristics of the design. The statistical power for testing the efficacy of the experimental treatments (arms 2, 3, and 4) versus the standard treatment (arm 1) at the end of stage 1 is given in Table 3 . The powers to determine the treatment's main effect in erlotinib-naïve and erlotinib-resistant patients are shown in columns 2 and 3, respectively. The powers to determine the treatment effect in marker M1 subgroups are shown in columns 4-5 for erlotinib-naïve patients and in columns 6-7 for erlotinib-resistant patients, respectively. The powers for overall treatment effect are shown in column 8 and the power for overall trial effect (either arm 2, 3, or 4 is effective) is shown in column 9. Early stopping probabilities and mean sample sizes at the end of the first stage are shown in columns 10 and 11, respectively. We chose a posterior probability cutoff value (θ) of 0.912 for declaring a positive treatment effect with the decision rules in (5) and (6) . Using this cutoff, the percomparison error rate in the null case is lower than 10 % for each treatment. In our Bayesian modeling framework, a per-comparison error was an erroneous rejection of any one of the true null hypotheses of no treatment effect, and was defined by borrowing the idea from frequentist hypothesis testing. In the alternative case, with a maximum of 200 patients treated at the end of stage 1, we have 82, 95, and 84 % power for testing the treatment effects for arms 2, 3, and 4, respectively. The overall power for the trial is 98 % in the alternative case. The treatment-specific per-comparison error rate is controlled at or below 10 % for treatments 2, 3, and 4, respectively, with an overall family-wise error rate of 20 % in the null case. Although the null case was stopped early 58 % of the time with an average sample size of 140, the alternative case was barely stopped early. Testing for the treatment effect at the end of stage 1 is important to make a "Go" or "No-Go" decision for determining whether the experimental treatments are warranted for further development or not. The statistical power for testing the treatment effect at the end of stage 2 will be sufficiently high after more patients have been enrolled; hence, it is not given here.
The marker selection probabilities for all simulation cases are shown in Table 4 . A total of 15 markers were generated. Markers are selected by using the credible intervals of the posterior distribution of the model parameters. A 30 % quantile value of the posterior distribution is used in the group selection. An 80 % credible interval is used for the final marker selection, as described in Sect. 3.3. Markers with either a significant main effect (better treatment effect regardless of treatment arm) or sig nificant interactions (associated with arms 2, 3, or 4) are defined as significant for the marginal marker effect. Under the null hypothesis, the probability of selection is 4 % or lower in stage 1 and 3 % or lower in stage 2 for all markers except marker 1 Table 4 , markers M 3 M 4 , and M 5 have higher selection probabilities for arms 2, 3, and 4, respectively, which is consistent with our model assumptions.
The patient allocation rates to one of the four treatment arms are summarized in Table 5 by corresponding columns separately for prior erlotinib treatment history and biomarker status. Under the null hypothesis, there is not much difference in patient allocation between the first and second stages. Erlotinib-naïve patients are assigned evenly to the four treatments; whereas erlotinib-resistant patients are assigned evenly to the three experimental treatments. There are also no differences in treatment alloca tion ratio between different marker groups. Under the alternative hypothesis, erlotinib naïve patients are assigned with higher probability to arms 2, 3, and 4 because those treatments are more effective than the treatment of arm 1. Although the erlotinib resistant patients are assigned about evenly to arms 2, 3, and 4, their allocation ratios differ depending on marker groups. In stage 1, only marker M 1 was used in the AR, thus, patient allocation ratios among the other markers are similar. In stage 2, mark ers M 2 M 3 M 4 , and M 5 have higher probabilities of being included in AR model. Therefore, the allocation of patient subgroups defined by M 2 M 3 M 4 , and M 5 will be different in the stage 2. For example, in stage 2, patients with a M 3 + status are assigned more frequently to arm 2, M 4 + are assigned more frequently to arm 3, and M 5 + are assigned more frequently to arm 4. These results indicate that the AR in both stage 1 and stage 2 has achieved its goal of treating more subjects with more effective treatments given patients' marker profiles. With model refinement in stage 2, the false-positive rate of variable selection is further reduced; hence, patients are treated even more effectively than in stage 1.
Discussion
In the early phase of drug development, little information is available before the trial begins regarding treatment efficacy and the associated biomarkers. When sailing on such uncharted waters, it is essential to continuously learn and to make adjustments in response to learning throughout the course. Early drug development is all about learning. Adaptive designs allow for adjustments to the study conduct based on the interim data and provide a sensible and flexible approach to facilitate such learning.
We have developed a Bayesian two-stage biomarker-based adaptive randomization design for targeted agent development. The design allows for testing the treatment efficacy in stage 1 to make a Go or No-Go decision based on a futility early stopping rule. Putative prognostic and predictive biomarkers can be identified in stage 1 to help refining the adaptive randomization and assign more patients to more effective treat ments in stage 2 based on each patient's specific marker profiles. Simulation studies show that the design has desirable operating characteristics in controlling the percomparison error rate, achieving desirable statistical power for testing the treatment efficacy, providing high probability of selecting important markers and low probability of selecting noise-related markers, as well as assigning more patients to more effective treatments. Bayesian logistic regression provides a rich and flexible model for esti mating treatment effect, marker effect, and their interactions. The Bayesian two-step lasso performs well for variable selection. The use of a group lasso in the first step is effective for identifying important markers and screening out non-contributing ones. The adaptive lasso in the second step can further refine variable selection to increase the statistical power while reducing false-positive selections. These results compare favorably with those of other variable selection methods that we have evaluated.
We implemented our Bayesian modeling in OpenBugs, where we only need to specify the model, the prior distributions, and the data likelihood. The full conditional distributions for Gibbs Sampling for logistic regression and standard Bayesian lasso can be found in the reference papers [39, 41] , and also in the Appendices 3 and 4 for our modeling approach. Using OpenBugs will be slower in computation time as compared with writing Gibbs Sampler in fast low-level languages such as C/C++/Fortran. But using OpenBugs will save development time of programming. In our case, computation time is not an issue because we submit simulations in parallel such that each CPU will only need to run a few simulations. So the total computation time is the time of running a few simulations plus some overhead to combine all simulation results. Hence, we opted to use OpenBugs rather than developing our own Gibbs sampler. Using OpenBugs and R language have some additional benefits such as the standard documentation is available and validation is easier. Both issues are relevant when working with regulatory agencies, and are important for internal quality control.
The outcome-adaptive randomization is suitable for trials with relatively short-term endpoint such as the 8-week disease control status in the BATTLE-1 and BATTLE-2 trials. In order to adapt based on the interim data, the study endpoint needs to be recorded accurately and timely for each patient as the information accrues. Additional infrastructure support is required to ensure that the endpoint is objectively, accurately, and consistently evaluated and reported. A web-based centralized database with an automatic e-mail notification system can be constructed to facilitate timely data entry.
We open this trial at two centers (MD Anderson and Yale) and hope to demonstrate the feasibility of conducting such a study at multiple sites. The trial must use consistent patient eligibility criteria to ensure that patient characteristics do not drift over the course of the trial. Patient accrual also cannot be much faster than the accumulation of data. Otherwise, it will limit the value of adaptation.
Note that in this randomized phase II study, the efficacy endpoint is of the primary interest. We do not expect that the toxicity will be a main concern because the single agents and two-drug combinations in BATTLE-2 have been well studied. Hence, no formal statistical monitoring on toxicity will be conducted. However, toxicity will be monitored based on the CTCAE criteria as usual. Dose with holding or reduction will be implemented at the patient level whenever needed.
Other variable selection methods could have been used at the end of stage 1. The two step Bayesian lasso method was used because of its good performance in simulations, and its consistence with the Bayesian adaptive design framework of the trial. For prediction purpose, a Bayesian model averaged (BMA) approach is more consistent with fundamental Bayesian idea. As a matter of fact, Barbieri and Berger [45] have proved that the best prediction model is the median probability model (which is often not the highest probability model) for mean squared error loss function. However, in our particular case, we did not use the BMA approach for the following reasons: (1) For targeted therapy development, it is more important to focus on just a few biomarkers that can differentiate treatment effects. These markers needed to be CLIA certified for clinical use to make treatment decisions. BMA is likely to select too many markers and is not practical in this regard; (2) We tried Bayesian model averaging using the BMA package in R. The performances of BMA were not as good as what we had by using Bayesian lasso.
Due to the complexity of the questions that need to be addressed by the trial, we were not able to provide the strict control of error rate analytically. Instead, the error rate of testing treatment effect was controlled numerically through simulation. Since prior information was incorporated into the null simulation case, our control of error rate was not even in the weak sense. Therefore in current regulatory environment, this design is not suitable for registration trial. However, in early phase study, the promise offered by our design to treat patient better within the trial and the flexibility of making decision are both desirable properties that can be leveraged on in the drug development process. Of course, as with all trials, the findings from our trial need to be validated in confirmatory trials [46] .
There are several challenges in implementing the adaptive design including the computational demands, the lack of experience, and the lack of infrastructure, etc. However, many of these the road blocks can be easily overcome with better computing algorithms and hardware, building a web-based database for real-time data entry and update, and so on. With more such trials being conducted, the added complexity of conducting adaptive designs will become less and less an issue.
The successful use of Bayesian designs has been demonstrated under many settings [47, 48] . The proposed Bayesian two-stage biomarker-based adaptive design offers an additional efficient and flexible procedure for drug development. It can be used to identify effective treatments and relevant biomarkers, and to match effective treatments ) ) ) ) . with patients' biomarker profiles to best treat patients in the trial. It offers a rational approach toward the goal of personalized medicine.
Appendix 2
We used the same true scenario in Table 2 to simulate true patient response. However, instead of randomizing patients based on individual biomarker information (BATTLE 2 design strategy), patients were randomized based on biomarker group information (BATTLE-1 design strategy). Following BATTLE-1 design strategy, 3 biomarkers with decreasing priorities were used to group patients into 4 groups. A patient will be in group 1 if the first marker (highest priority) is positive; otherwise, the patient will be in group 2 if the second marker is positive; otherwise, the patient will be in group 3 if the third marker is positive; and the patient will be in group 4 if all 3 biomarkers are negative.
For the null case with the BATTLE-1 design strategy, the 3 markers used to group patients were marker 3, 4, and 5. Three different alternative cases were simulated using BATTLE-1 design strategy to represent 3 different situations. In Alternative 1 case, we assumed that the 3 true predictive markers were correctly identified, and marker 3, 4 and 5 were used to group patients. Unless specified explicitly, we always assumed that the marker with lower index has higher priority. In Alternative 2 case, we used marker 3, 6, and 7 to group patients, which means that one true predictive marker has been assigned the highest priority by chance. In Alternative 3 case, we used 3 randomly chosen markers to group patients, and this is equivalent to grouping patients with no credible marker information. The same hypothesis testings for the Go/No-Go decisions as in the simulation for BATTLE-2 design were conducted at the end of stage 1, and the same interim futility analyses were implemented. To make the results comparable to BATTLE-2 design, KRAS mutation and prior erlotinib history, in additional to the marker group information, were always included in the adaptive randomization. The same models with KRAS mutation and prior erlotinib history in (1) and (2) were used in hypothesis testing, and the marker group information was only used in adaptive randomization. Therefore, the differences in simulation results of BATTLE-1 and 2 design strategies were due to differences in randomization strategies and the added variable selection in BATTLE-2:
(1) BATTLE-1 design strategy: Markers were used to group patients, and group infor mation was used in adaptive randomization in BATTLE-1 design; (2) BATTLE-2 design strategy: Individual biomarkers were subjected to variable selection and, upon being selected, markers were directly used in adaptive ran domization in BATTLE-2 design.
For comparison purpose, we simulated the clinical trials by following the design strat egy of BATTLE-1 trial, and the results for hypothesis testing at the end of stage 1 are shown in Supplemental Table 1 . The patient responses were simulated from the same true scenarios in Table 2 . The same decision criteria and modeling approaches of BATTLE-2 design were also used for BATTLE-1 simulation. The error rates were controlled at the same rate of 10 % for each experimental treatment. Therefore, the dif ferences in operating characteristics between BATTLE-1 and BATTLE-2 simulations can be attributed to the different strategies of incorporating biomarker information in adaptive randomization. The simulation results for Alternative 1 case in Supplemental
)
, Table 1 show that, in the best scenario where the predictive markers were correctly identified before the start of the clinical trial, BATTLE-1 design has higher power on the treatment (arm 2) associated with the marker having the highest priority, and has lower power on the remaining 2 experimental treatments (arm 3 and 4). In the worst scenario where none of the true predictive markers were correctly identified before the start of the trial (Alternative 3 case), BATTLE-2 trial design has higher power on all experimental treatments. In practice, Alternative 3 case is more likely to happen than Alternative 1 case. Because the purpose of clinical trial is to study experimental treatment and the biomarkers associated the treatment. It is unlikely that we are going to have perfect biomarker information at the beginning of clinical trial. The patient allocation results for BATTLE-1 design strategy are shown in Supple mental Table 2 . As compared with the results in Table 5 for BATTLE-2 design, the predictive marker with the highest priority can allocate more patients to the beneficial treatment arm in the most optimal situation (Alternative 1 and 2 cases) where the predictive marker has been correctly identified before the trial. In all other cases, the BATTLE-1 design strategy failed to learn from ongoing trial to treat patients better.
If credible informative biomarkers are available, using pre-selected biomarkers will be more powerful [49] . Our simulation comparison with BATTLE-1 design strategy also demonstrated that. However, in the exploratory stage of study when no credible biomarker information is available, our simulations showed that combining biomarkers into biomarker groups may lead to higher error rate in biomarker selection.
We also simulated the first stage of the trial using an equal randomization. The results are shown in the Supplemental Table 3 . Under the null hypothesis, when the overall error rate for the trial is still controlled at 20 %, the average error rate for each experimental treatment arm is about 1-2 % lower (0.077-0.091 under ER and 0.088-0.100 for AR). When the alternative hypothesis is true, the increase in average power for each experimental treatment arm can be as high as 15 % (0.97 to 0.99 for ER and 0.82 to 0.95 for AR). However, the increase of the overall power of the trial is only 2 % (0.999 for ER and 0.978 for AR). With AR and early stopping rule, it can result in a sample size saving of 60 patients under the null hypothesis. AR also resulted in more patients to be treated with more effective treatments. ,
) .
For Bayesian adaptive lasso, the prior for θ given λ is ~θ~ π(θ~λ) ∝ exp −λ θ where θˆis a square root n consistent initial estimate of θ. The square of λ follows a gamma distribution: It is easy to show that all above conditional distributions are log-concave. Therefore, the adaptive rejection sampling implemented in OpenBugs can be conveniently utilized to generate the posterior distribution of model parameters for Bayesian adaptive lasso.
Appendix 4
For group parameter η in Bayesian adaptive group lasso, the prior distribution is π(η ~ λ) ∝ exp(−λ~~η~~/~~η~~ where η is an initial estimate of η. In our simulation, we used the gamma mixture of normals in Eq. (9) . After τ k in Eq. (9) is integrated out, Appendix 1 shows that these two formulations are equivalent while conditional on λ.
The same gamma prior distribution is assumed for the square of λ:
The likelihood function of logistic model can be expressed as:
Both X i and η are column vectors. Without loss of generality, we assume that there is only one group of variables in the model. Therefore, the posterior distribution of model parameters can be sampled from
where Y is a vector of observed response outcomes, m is the dimension of η, and η 2 = η 1 2 + · · · + η 2 . The full conditional distributions are m exp(
