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Abstract. Different questions related with analysis of extreme values and outliers arise frequently in practice. To exclude extremal
observations and outliers is not a good decision, because they contain important information about the observed distribution. The
difficulties with their usage are usually related with the estimation of the tail index in case it exists. There are many measures for the
center of the distribution, e.g. mean, mode, median. There are many measures for the variance, asymmetry and kurtosis, but there is
no easy characteristic for heavy-tailedness of the observed distribution. Here we propose such a measure, give some examples and
explore some of its properties. This allows us to introduce classification of the distributions, with respect to their heavy-tailedness.
The idea is to help and navigate practitioners for accurate and easier work in the field of probability distributions.
Using the properties of the defined characteristics some distribution sensitive extremal index estimators are proposed and
their properties are partially investigated.
INTRODUCTION
More than 90 years scientists look for appropriate way for handling outliers. [Irwin(1925)], [McKay(1935)],
[Nair(1948)] and [Dixon(1950), Dixon(1953)] consider them mainly with respect to the deviations of the dis-
tribution of the maxima of the sample from the one of the maxima of the normal distribution. They dis-
cuss the effect of removing outliers and propose some techniques for handling them. Further on some
other tests for outliers appear, see e.g. Grubbs’ test [Grubbs(1969)]. They still neglects the importance of
the extreme values, do not take into account the fact that the standard deviation does not obligatory ex-
ists, especially in case of heavy tailed distributions, and compare the observed variable with the appro-
priate normal one. Recently [Klebanov(2016), Klebanov et al.(2017)Klebanov, Antoch, Karlova, and Kakosyan,
Klebanov, Kakosyan, and Karlova(2016)] reminded this topic. In 1978 Tukey et al. give different definitions for mild
and extremal outliers [Tukey(1977)] and box-plots [McGill, Tukey, and Larsen(1978)] via the quartiles of the distribu-
tion and the inter-quartile range (IQR). Here we make classification of the distributions, with respect to the heaviness
of their tails using the theoretical: quartiles Q1,Q2,Q3, IQR, lower inner fences (IL), lower outer fences (OL), upper
inner fences (IR) and upper outer fences (OR).
Suppose X1, X2, ..., Xn are mutually independent observations of a random variable (r.v.) X with cumulative dis-
tribution function (c.d.f.) F(x) = P(X ≤ x), probability density function (p.d.f.) f and increasing order statistics
X(1,n) ≤ ... ≤ X(n,n). There are many different possibilities to define empirical p-quantiles, p ∈ (0, 1). See e.g.
[Parzen(1979), Hyndman and Fan(1996), Langford(2006)]. We use the following one Fˆ←(p) = X([(n+1)p],n) + {(n +
1)p − [(n + 1)p]}{X([(n+1)p]+1,n) − X([(n+1)p],n)}, where [a] means the integer part of a and 1n+1 ≤ p ≤ nn+1 . Let Qˆ1,
Qˆ2, Qˆ3 be the empirical quartiles of the observed r.v. and ˆIQR = Qˆ3 − Qˆ1 be the corresponding empirical IQR.
We use the concepts for empirical: lower inner fences IˆL = Qˆ1 − 1.5 ˆIQR, upper inner fences IˆR = Qˆ3 + 1.5 ˆIQR,
lower outer fences OˆL = Qˆ1 − 3 ˆIQR, upper outer fences OˆR = Qˆ3 + 3 ˆIQR, mild and extreme outliers, given e.g.
in [Devore(2015), SEMATHECH(), Watkins, Scheaffer, and Cobb(2010)]. We call an observation mild outlier if it is
outside the interval [Qˆ1−1.5 ˆIQR; Qˆ3 +1.5 ˆIQR] and inside the interval [Qˆ1−3 ˆIQR; Qˆ3 +3 ˆIQR]. We call an observation
extreme outlier if it is outside the interval [Qˆ1 − 3 ˆIQR; Qˆ3 + 3 ˆIQR]. See Figure 1 and [Devore(2015)].
Different questions related with analysis of outliers arise frequently in practice. The difficulties with their
usage are usually related with the estimation of the tail index in case it exists. Recently the extreme value
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Figure 1. Empirical box-plot, together with the empirical inner and outer fences.
Figure 2. Theoretical box-plot, together with theoretical inner and outer fences.
theory develops techniques for handling them, but it mainly relies on the second order condition (see e.g.
[De Haan and Ferreira(2007)]). It seems to be difficult to be checked, handled and understood from practitioners.
Due to luck of information about the distribution outside the range of the data, its tail should be estimated via many
characteristics. There are many measures for the center of the distribution, e.g. mean, mode, median. There are mea-
sures for the variance, asymmetry and kurtosis, but there is no enough characteristics for measuring heaviness of the
tails of the distribution. Here we propose such measures and give some examples. All of them are invariant with re-
spect to shifting of the discussed r.v. This allows us to introduce classification of the distributions, with respect to their
heavy-tailedness. Using the outliers we propose a relatively easy techniques to recognize the tail of the distribution
and to estimate its index of regular variation in case it exists. The idea is to help and navigate practitioners for accurate
statistical diagnostics and easier work in the field of probability distributions. This approach provides benchmarks
only for recognizing the tails of the observed distribution. For better fit we need to take into account also the specific
form of its center.
CLASSIFICATION OF DISTRIBUTIONS WITH RESPECT TO THEIR
HEAVY-TAILEDNESS
Following Tukey, under theoretical box-plot of a given c.d.f. F we understand the one on Figure 2. One of the pos-
sibilities to make a tentative fitting of the observed distribution is to compare its empirical box-plot with the theo-
retical box-plot of the tested distribution. However this approach is not robust, especially for small samples. See e.g.
[Devore(2015)]. The presence of outliers in a sample of independent observations strongly depends not only of the
distributional type, but also from the sample size. Therefore we classify the distributions with respect to their proba-
bilities to have mild or extreme outliers. First of all let us mention that all numerical characteristics that we introduce
are invariant with respect to shifting of the r.v.
Classification of the distributions with respect to heaviness of their left tails
Definition 1. We call a r.v. X and its c.d.f. F, pmL(X)-mild-heavy left-tailed if
P(Q1(F) − 3IQR(F) < X ≤ Q1(F) − 1.5IQR(F)) = pmL(X).
Having in mind this definition we introduce classification of the distributions with respect to their mild left tail.
Definition 2. A r.v. X and a r.v. Y belong to one and the same pmL-mild-heavy left-tailed class if pmL(X) = pmL(Y).
See Figure 3, b). A r.v. X has lighter mild-heavy left tail than a r.v. Y if pmL(X) < pmL(Y).
Let us note that pmL(X) = pmL(Y) does not mean neither that the X and Y belong to one and the same distributional
type, nor that they have one and the same mean or variance. But if X = Y in distribution then pmL(X) = pmL(Y).
Table 1. Classification of some of the distributions with respect to their mild-heavy left-taildeness.
Distribution pmL
U(a, b), a < b; Gamma(α, β); Pareto(α, δ); Frechet(α), 0 < α < cm 0
Frechet(α), α ∈ (cm, ce] exp{−
(
2.5log−1/α(4) − 1.5log−1/α 43
)−α} ≈ 0
Frechet(α), α > ce exp{−
(
2.5log−1/α(4) − 1.5log−1/α 43
)−α}−
−exp{−
(
4log−1/α4 − 3log−1/α 43
)−α} ≈ 0
Gumbel ≈ 0.00000043
N(µ, σ2) ≈ 0.0035
Weibull−(α) exp{−(2.5log1/α4 − 1.5log1/α 43 )α}−−exp{−(4log1/α4 − 3log1/α 43 )α}
Weibull−(2) ≈ 0.0102
t(2) ≈ 0.0266
t(1) ≈ 0.0328
−Exp(λ) ≈ 0.0339
Weibull−(1) ≈ 0.0389
Weibull−(0.5) ≈ 0.0495
Figure 3. Relation between the plot of the p.d.f. of a r.v. X with c.d.f. F, pmL(X) and peL(X).
The pmL characteristic is invariant with respect to shifting. More precisely, for all c1 ∈ R pmL(c1 + X) = pmL(X).
Table 1 presents a small part of the this classification, where cm =
(
log1− log 3log 4
3
5
)−1
≈ 3.08, ce =
(
log1− log 3log 4
3
4
)−1
≈
5.47. The fact that pmL characteristic of all normal distributions is approximately 0.0035 in practice means that if
we observe such a r.v. we should expect 3 or 4 mild left outliers to appear in a sample of 1000 observations. Analo-
gously we should expect to have around 34 or 35 mild left outliers in a sample of 10000 observations and so on. All
negative exponential distributions have approximately 0.0203-mild-heavy left tail. So, if we observe 100 independent
realizations of exponentially distributed r.v. we should expect to have 2 mild left outliers.
What about more extreme left outliers? See Figure 3, a).
Definition 3. We call a r.v. X and its c.d.f. F, peL(X)-extremely heavy left-tailed if
P(X < Q1(F) − 3IQR(F)) = peL(X).
Definition 4. We say that a r.v. X and a r.v. Y belong to one and the same peL-extremely heavy left-tailed class if
peL(X) = peL(Y). Analogously, we say that a r.v. X has lighter extremely heavy left tail than a r.v. Y if peL(X) < peL(Y).
Table 2 presents some examples of classification of distributions with respect to their extremely heavy left tails.
In order to explain the results let us consider again the normal distribution. The value peL ≈ 0.0000012 means that in
case we have independent observations on such a r.v. we should expect to have 1 or 2 left extreme outliers in a sample
of 106 observations. Analogously we should expect to have approximately 12 left extreme outliers in a sample of 107
observations and so on.
Note: 1. pmL(X) < pmL(Y) is not equivalent to peL(X) < peL(Y).
Table 2. Classification of some of the distributions with respect to their extremely heavy left-tailedness.
Distribution peL = F(OL)
U(a, b); Gamma(α, λ); Pareto(α, δ); Frechet(α), 0 < α < ce 0
Frechet(α), α ≥ ce; Gumbel ≈ 0
N(µ, σ2) ≈ 0.0000012
Weibull−(α) exp{−(4log1/α4 − 3log1/α 43 )α
Weibull−(2) ≈ 0.0000668
−Exp(λ) ≈ 0.0093
Weibull−(1) ≈ 0.0093
t(2) ≈ 0.0146
t(1) ≈ 0.0452
Weibull−(0.5) ≈ 0.0654
Figure 4. Relation between the plot of the p.d.f. of a r.v. X with c.d.f. F, pmR(X) and peR(X).
2. If peL(X) = peL(Y) or pmL(X) = pmL(Y), this does not obligatory mean that X and Y coincide in distribution.
3. peL(c1 + X) = peL(X), for all c1 ∈ R.
Classification of the distributions with respect to heaviness of their right tails
Analogously to the previous subsection we can work with the right tails. See Figure 4, a) and b).
Definition 5. We call a r.v. X and its c.d.f. F, pmR(X)-mild-heavy right-tailed if
P(Q3(F) + 1.5IQR(F) < X ≤ Q3(F) + 3IQR(F)) = pmR(X).
Definition 6. We say that a r.v. X and a r.v. Y belong to one and the same pmR-mild-heavy right-tailed class if
pmR(X) = pmR(Y). A r.v. X has lighter mild-heavy right tail than a r.v. Y if pmR(X) < pmR(Y).
Definition 7. We call a r.v. X and its c.d.f. F, peR(X)-extremely heavy right-tailed if
P(X > Q3(F) + 3IQR(F)) = peR(X).
Definition 8. A r.v. X and a r.v. Y belong to one and the same peR-extremely heavy right-tailed class if peR(X) =
peR(Y). We say that a r.v. X has lighter extreme right tail than a r.v. Y if peR(X) < peR(Y).
The properties of these characteristics are analogous to the corresponding one of the left tails.
Some examples are given in Table 3. Again we observe that pmR(X) < pmR(Y) is not equivalent to peR(X) <
peR(Y). The analysis is analogous to those made above for the left tails. It is well known that if we consider only
a fixed distribution with regularly varying tail, the bigger the value of α the lighter the corresponding tail of the
distribution is. However when we consider the extremely heavy tails, which one of Pareto or Frechet distribution has
heavier right tail depends on their parameters. If X ∼ Pareto(2, 1) and Y ∼ Frechet(α), α ≥ 1 then X has heavier right
tail than Y , but Frechet(0.5) has heavier extremal right tail than Pareto(0.5, 1).
Note that if X ∼ Gamma(α, λ), λ > 0, then pmL(X), peL(X), pmR(X) and peR(X) does not depend on λ.
Table 3. Classification of some of the distributions with respect to heaviness of their right tails.
Distribution pmR peR = F¯X(OR)
U(a, b), a < b,Weibull−(α), a, b ∈ R 0 0
N(µ, σ2) ≈ 0.0035 ≈ 0.0000012
Gamma(2, λ), λ > 0 ≈ 0.0011 ≈ 0.000071
Gumbel ≈ 0.0243 ≈ 0.0026
Exp(λ), λ > 0 ≈ 0.0339 ≈ 0.0093
t(2) ≈ 0.0266 ≈ 0.0146
Gamma(0.5, λ), λ > 0 ≈ 0.0502 ≈ 0.0255
Frechet(α) 1 − exp−(2.5 α
√
3.48−1.5 α√0.72)−α 1 − e−(4 α
√
3.48−3 α√0.72)−α
Frechet(2) ≈ 0.0429 ≈ 0.0406
t(1) ≈ 0.0328 ≈ 0.0452
Pareto(α, δ) δ
−α
4 (2.5 − 1.5 α
√
1
3 )
−α − peR δ−α4 (4 − 3 α
√
1
3 )
−α
Pareto(2, 1) ≈ 0.045 ≈ 0.0486
Frechet(1) ≈ 0.0415 ≈ 0.0817
Pareto(1, 1) ≈ 0.0417 ≈ 0.0833
Pareto(0.5, 1) ≈ 0.0331 ≈ 0.1306
Frechet(0.5) ≈ 0.0323 ≈ 0.1360
Classification of the distributions with respect to heaviness of their two-sided tails
Here, for the seek of completeness, we consider the two-sided heavy-tailedness of the distributions. However in
practice it is better to make a more detailed comparison of the probabilities to have one-sided left or right, mild or
extreme outliers. It gives us more comprehensive picture about the tail behaviour of the observed distribution.
Definition 9. We call a r.v. X and its c.d.f. F, pm2(X)-mild-heavy two-tailed if
P(Q1(F) − 3IQR(F) < X ≤ Q1(F) − 1.5IQR(F) ∪ Q3(F) + 1.5IQR(F) < X ≤ Q3(F) + 3IQR(F)) = pm2(X).
Definition 10. A r.v. X and a r.v. Y belong to one and the same pm2-mild-heavy two-tailed class if pm2(X) =
pm2(Y). A r.v. X with c.d.f. F has lighter mild two-tails than a r.v. Y if pm2(X) < pm2(Y).
Definition 11. A r.v. X and its c.d.f. F are called pe2(X)-extremely heavy two-tailed if
P(X < Q1(F) − 3IQR(F) ∪ X > Q3(F) + 3IQR(F)) = pe2(X).
Definition 12. A r.v. X and a r.v. Y belong to one and the same pe2-extremely heavy two-tailed class if pe2(X) =
pe2(Y) and a r.v. X has lighter extreme two-tails than a r.v. Y if pe2(X) < pe2(Y).
Note: Again the equalities pm2(X) = pm2(Y) or pe2(X) = pe2(Y), does not obligatory mean that X
d
= Y .
In Table 4 we have presented the values of pm2(X) and pe2(X) for some probability laws. See Figure 5, a) and b).
Algorithm for applications
Considering the outliers in a sample and comparing their relative frequencies with pmL, peL, pmR and peR we are able
to make a better modelling of the tails of the distribution of the observed r.v. The algorithm is the following:
1. Determine Qˆ1, Qˆ2, Qˆ3, IQˆR, IˆL, OˆL, IˆR, OˆR and compare the empirical box-plot with the theoretical box-plot of
the chosen distributions.
2. Determine the relative frequencies of the left and right, mild and extreme outliers.
3. Make confidence intervals, based on the relative frequencies of mild or extreme outliers. Compare these relative
frequencies with pmL and pmR in the list of distributions and chose appropriate classes of distributions for
modelling the probability law of the observed r.v.
4. Make confidence intervals, based only on the relative frequencies of extreme outliers. Compare these relative
frequencies with peL and peR in the list of distributions chosen in 3. and find the most appropriate distributional
types for modeling the observed r.v.
5. Estimate the parameters of the chosen distributions.
6. Use some goodness of fit test to chose the best model.
Figure 5. Relation between the plot of the p.d.f. of a r.v. X, pm2(X) = pmL(X)+pmR(X)2 and pe2(X) =
peL(X)+peR(X)
2 .
FIVE NEW ESTIMATORS OF THE EXTREMAL INDEX. EMPIRICAL STUDY.
In this section we suppose that Q̂1 > 0, Q̂1 , 1 and at least one of the following two conditions hold: Q̂1 , Q̂3 or
ÔR > 1. We propose to model the observed r.v. with appropriate distribution with regularly varying tail, i.e. such that
limy→∞
1−F(xy)
1−F(y) = x
−α and present five distribution sensitive estimators of the parameter α. The relative frequency pˆeR
of the right extreme outliers in the sample is a strongly consistent and unbiased estimator of peR. The right outer fence
OˆR is an asymptotically consistent estimator of the theoretical OR.
The following two estimators have very fast rate of convergence in case when the observed r.v. is Pareto(α)
distributed. See the empirical study and Table 5.
αˆPar,n = − log p̂eR
log ÔR
, αˆQ,Par,n =
log(3)
logQ̂3 − logQ̂1
.
They have approximately the same properties as the Hill and the t-Hill estimators.
Table 4. Classification of some of the distributions with respect to heaviness of their two-sided tails.
Distribution pm2(X) = pmL(X) + pmR(X) pe2(X) = FX(OL) + F¯X(OR)
U(a, b) 0 0
N(µ, σ2) ≈ 0.007 ≈ 0.000002
Gamma(2, λ), λ > 0 ≈ 0.0011 ≈ 0.000071
Weibull−(α) exp{−(2, 5log1/α4 − 1, 5log1/α 43 )α} − p1 p1 = exp{−(4log1/α4 − 3log1/α 43 )α}
Weibull−(2) ≈ 0.0102 ≈ 0.000067
Gumbel ≈ 0.0243 ≈ 0.0026
−Exp(λ), Exp(λ), λ > 0 ≈ 0.0339 ≈ 0.0093
Weibull−(1) ≈ 0.0388 ≈ 0.0093
Gamma(0.5, λ), λ > 0 ≈ 0.0501 ≈ 0.0255
t(2) ≈ 0.0532 ≈ 0.0293
Frechet(α) 1 − exp−(2.5 α
√
3.48−1.5 α√0.72)−α − p3 p3 = 1 − e−(4
α√3.48−3 α√0.72)
Frechet(2) ≈ 0.0429 ≈ 0.0406
Pareto(α, δ) δ
−α
4 (2.5 − 1.5 α
√
1
3 )
−α − p2 p2 = δ−α4 (4 − 3 α
√
1
3 )
−α
Pareto(2, 1) ≈ 0.045 ≈ 0.0486
Weibull−(0.5) ≈ 0.0495 ≈ 0.0654
Frechet(1) ≈ 0.0415 ≈ 0.0817
Pareto(1, 1) ≈ 0.0417 ≈ 0.0833
t(1) ≈ 0.0656 ≈ 0.0903
Pareto(0.5, 1) ≈ 0.0331 ≈ 0.1306
Frechet(0.5) ≈ 0.0323 ≈ 0.1360
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The second group of two estimators
αˆFrech,n = − log(−log p̂eR)
log ÔR
, αˆQ,Frech,n = − log(log(4)) − log(log(4/3))
logQ̂3 − logQ̂1
is better in cases when the observed r.v. is a Frechet(α) distributed. We should mention that in both of these
cases, it is well known that for estimating the parameter of the Pareto distribution, the Hill estimator (see e.g.
[Hill et al.(1975)Hill et al.]) is the best estimator. With respect to the robustness their behaviour is comparable with
the one of the t-Hill estimator (see [Jordanova and Pancheva(2012), Fabia´n and Stehlık(2009)]).
The last estimator is the most appropriate in case the observed r.v. has Hill-Horror distribution
F←(p) = (1 − p)−1/α(−log (1 − p)), p ∈ (0, 1), (see[Embrechts(1997)]).
This estimator is defined by
αˆQ,HillH,n =
log(3)
logQ̂3 + log(log(4/3)) − logQ̂1 − log(log(4))
.
Let us make a brief empirical investigation of these estimators. For different but fixed n = 30, 102, 103, 104, we
have made m = 104 samples with sample size n, of observation on one and the same r.v. Within these m = 104 samples
the type and the parameters are one and the same, but in general the types change between Pareto(α), Frechet(α) or
Hill−Horror(α) distribution for different α. Then we have calculated 104 values of αˆPar,n, αˆQ,Par,n, αˆFrech,n, αˆQ,Frech,n,
αˆQ,HillH,n and finally we have calculated the corresponding means and standard deviations. The results are given in
Table 5. The best estimator in any particular case is the one that takes into account the type of the observed r.v.
Therefore the choice of the distribution is the most important step for the estimation of the index of regular variation.
Although we have found good estimators for the regularly varying index when the observed distribution is almost
regularly varying. The most dangerous case, is again the Hill-Horror distributed one. The question about estimation
of α for small samples of such data, e.g. when n ≤ 30 is still open. In this cases, however it seems to be not realistic
to find a good estimator of the tail index, because due to the slow rate of convergence, with very high probability, the
sample does not contain enough information about the tail of the distribution.
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