1. Introduction. A ring, P, is said to be right alternative if yx-x -yxx = 0 is an identical relation in P. Right alternative division rings arise quite naturally in the study of certain projective and affine planes. More specifically, the division rings of geometric significance are those with the right inverse property. However, a division ring, P, with unit element, has the right inverse property if and only if w(xy ■ x) -(wx ■ y)x is identically zero in P, and in this case R is right alternative.
On the other hand, alternative division rings automatically have the right inverse property. In a recent paper, L. A. Skornyakov [3] 1 has shown that right alternative division rings of characteristic not two are alternative. He first proves that such rings satisfy the identity (1.1) w(xy-x) = (wx-y)x for all w, x, y. R. H. Bruck has an example of a right alternative division ring, P, of characteristic two, which is not alternative. P, however, does not satisfy (1.1). We prove the following theorem: Let Rbea right alternative division ring of characteristic two. Then R is alternative if and only if R satisfies (1.1). As a geometric application of our result and that of Skornyakov, we note that if R is a division ring with the right inverse property and if it' is the affine plane with coordinates from R (in the sense of Marshall Hall [2] ), then either iv' is Desarguesian or R is a Cayley-Dickson algebra over its centre. In an appendix, we include Bruck's example of a class of right alternative division rings of characteristic two which are not alternative. This has not heretofore been published, and we include it here at his request. Since the right-hand side of (3.2) is in S, we apply x using (3.1) and also using the definition of S. This gives sd-ds'+sds'd = 0 so that (d, S) =0. Then Clearly (x, n, s)E:N. Hence 0 = ((x, n, s), n, s) = (x, n, s)(n, s) and thus (AT, S) =0. Finally, for arbitrary n, n'GN, (n, n') = (ss', n') =0 so (N, N)=0. This proves the theorem.
For some fixed nonzero sG-S, we write R = N+Ns. Then, with x=ni-\-n2s and y=ntJrnis, we have In (4.5) put m2=m« = 1 and obtain (10)2 = l-02. Again, in (4.5) set »4 = 1. This gives M20=M2-10. But ld=s2EN, so that M20 = 5-5m2 = 52m2-This proves the lemma since m2 is arbitrary.
It is now possible to prove the main theorem.
Theorem 4.2. Let R be a right alternative division ring of characteristic two. Then R is alternative if and only ifw(xy ■ x) -(wx ■ y)x is identically zero in R.
Proof, (i) The necessity is well known. (See [l, p. 880]). (ii)
We assume the given relation and further suppose that 7? is not alternative. Then R = N+Ns, N a field, commutative with 7?, and (s, s, N) = 0. Therefore (x, y) = (ni+n2s, n3+nis) = (nts, m45)=m4[(m2, s)s + (s, 5, m2)]=0. Thus 7? is commutative, hence alternative, and this is a contradiction.
Hence 7? is alternative anyway and the proof is complete.
Appendix. We here indicate Bruck's method of constructing right alternative division rings of characteristic two which are not alternative. Let F be a field of characteristic two, somewhat restricted by Theorem I below. Let 7? be the set of all couples (/, g),f, gEF. Equality and addition in 7? shall be componentwise, and multiplication will be defined by
where 6 is an additive endomorphism of F. With these definitions, it is easy to verify that 7? is a right alternative ring.
Lemma I. Let R be defined as above. R is a division ring if and only if, for eachfEF, the mapping p.(f), defined by (2) x-p(f) = xd + xf2, allxEP,
is one-to-one of F upon F.
Proof, (i) Suppose (f, g)(h, k) = (p, q). This implies (3) fh + g-kO = p, fk + gh = q.
If h, k, p, q are given, (3) implies that/ and g will exist uniquely if and only if (4) h2+kkd^0.
(ii) Let/, g, p, q be given. We can assume/ ?*0 j^g; multiply the first of equations (3) The proof is the same as that of Lemma 4.2.
Theorem I. Let F be any field of characteristic two for which there exists an automorphism a of order 2 and an element aEF such that aa=a and a is not a square in F. Then, the additive endomorphism 6 of F, defined by xd=xa+ax, all xEF, has the property that, for every fixed fEF, the mapping p.(f), defined by (2), is 1-1 of F upon F.
Proof. For / and g any elements of F, we have to show the existence of one and only one x in F such that (6) (a+f)x+ xa = g.
Since a2 = 1, we apply a to (6) and obtain (7) x + (a + pa) • xa = get.
Regarding (6) and (7) as simultaneous equations in x, xa we get (8) Dx= (a+fa)g + ga,
(9) D = a(f + fa)2 + (1 + a + f-fa)2.
Now D = 0 implies that a is a square, so D is not zero and (8) determines x uniquely. Since, from (9), Da = D, we find that D-xa =f+(o+/2) get. Thus the x determined by (8) satisfies (6) and the proof is complete. Note that 0, as defined by the theorem, does not satisfy the condition of Lemma II so that R is not alternative.
Finally, we show that fields F, having the properties required by the theorem, actually exist, and exhibit an a and a nonsquare ele-
