Abstract -Active three-dimensional (3D) scanning techniques usually create 3D models of real scenes by using known light patterns reflected by surfaces and captured by cameras. Each scanning technique has its own implementation issues, which can impact on its complexity, processing time and data precision. This paper proposes a simple geometrical-based calibration technique for 3D scanners with rotating platform. As we focus on low-cost and accessibility, the scanning system was implemented using offthe-shelf components. Also its structure was designed to be 3D printed. Two objects are scanned and their point clouds are used to assess the system performance. Results show that the proposed model presents a good trade-off between accuracy and implementation complexity with an average accuracy error equals to 0.196 mm and a mean squared error (MSE) smaller than 4.65%.
I. INTRODUCTION
The development of three-dimensional (3D) scanning systems -also known as 3D data acquisition systems -is a longstanding goal in computer vision and an active research topic since 1980's [1] , [2] when computers started to become popular. In the last decade we have experienced technology advances and innovations in this field that allowed the emerging of new 3D applications such as robot navigation [3] , face recognition and modelling [4] , [5] , parts inspection (industry) [6] , cultural heritage [7] , and entertainment (virtual worlds) [8] .
Basically, a 3D scanning system captures 3D data of a real world surface and yields its corresponding digital model. The raw output data generated by the scanner is usually referred as point cloud [9] . 1 The design of a 3D scanning system [10] , [11] -both hardware and softwareshall consider the application domain and its main requirements such as acquisition speed, hardware size, financial costs, computational complexity, portability, accuracy and surface characteristics. For example, 3D scanners designed for industry shall be reliable and robust [6] and those designed for cultural heritage applications shall consider its purpose (archiving, presentation, commercial), size of the object and surface properties [12] . The design of such systems is mostly based on the acquisition technique [13] , which is usually classified into two main categories: contact (mechanical) and non-contact techniques [14] , [15] . The former is commonly represented by mechanical coordinate measuring machines(CMMs) which use precise mechanical movements and touch probes to sample the surface with high accuracy. 1A set of 3D points (x,y,z) located in a particular coordinate system. However, this approach is rarely used by researchers in the field due to its low sampling rate, large physical size, and high financial cost [10] . Non-contact techniques arise as an efficient alternative to reduce these costs [16] using only light sources and/or cameras to capture the shape of the surface. Regarding the light source used to estimate 3D data, we classify non-contact techniques as active or passive. Passive technology relies on natural ambient light while active technology relies on controlled light (light patterns with known response). Active technology is usually based on time-of-flight (TOF) [17] , laser triangulation [7] , [18] , or structured light systems [19] , [20] , [21] , [22] , [23] , [24] . TOF systems are usually based on the time a light takes to go from the source and return coaxially to the detector after being reflected on the object's surface [2] , [11] . This is the preferred technique to scan long distances. Laser triangulation systems are based on line laser emitters and cameras and are known by their high accuracy and low cost [13] . The laser is projected onto the surface and the optical detector captures the shape of the object depicted by the laser line contour. After processing the image to detect correctly the laser line, the triangulation principle is applied and the 3D data is retrieved [12] . Some important characteristics of laser scanners are analyzed in [25] . Structured light systems use devices (e.g., projectors) to create coded light patterns onto the object's surface. A specific code word is assigned to each pixel and the 3D information is obtained using a variety of strategies [26] . 2 In this paper, we propose a simple geometrical-based 2Some structured light systems may assume different classification and/or terminologies throughout the literature. The system is based on line laser triangulation and is appropriate to scan small objects (180 mm x 130 mm). As we focus on low-cost and accessibility, the scanning system was implemented using off-the-shelf components and its structure was designed to be 3D printed in modules to support different configurations using stereo vision, laser triangulation and other combinations with different numbers of cameras and lasers.
The rest of the manuscript is organized as follows. Section II describes the low-cost 3D scanning system with rotating platform, which was designed to be easily mounted by those who wish to reproduce the results presented in this paper. Section III presents the proposed geometrical-based calibration technique. Section IV describes some algorithms used to perform image processing. Section V gives the approach adopted for 3D reconstruction. Section VI presents the experimental results, where we draw some discussions. Finally, Section VII gives some conclusions and final remarks. Figure 1a shows the proposed system model based on line laser triangulation and Figure 1b shows the implemented low-cost prototype using the following offthe-shelf components: a stepper motor, a webcam, a line laser generator, an Arduino Uno microcontroller board, a motor driver and some 3D printed parts of the designed structure. The price of the components used for the prototype is shown in Table I and the parameters used in the system model are shown in Table II .
II. 3D SCANNING SYSTEM
Although we consider for the experiments a scanner based on laser triangulation using only a camera and a laser source (i.e., the simplest possible configuration), the structure parts were designed to support different systems such as stereo vision and other techniques based on different number of cameras and/or lasers. The proposed 3D scanning system based on line laser triangulation works as follows: the object to be scanned is placed over the rotating platform (the circular green area in Figure 1a ) and the laser is positioned with an angle in relation to the baseline. Then, the laser is turned on and the platform starts rotating while the camera captures N sampling images containing the object's surface contour depicted by the reflected laser light.
Each image with size equal to 1280 x 720 pixels is processed yielding a 8-bit [0,255] grayscale image where the useful information, the laser line, is depicted as white [255] and each pixel value is defined as a 2D point p(u, v) with u = 1, 2, 3 . . . 1280 and v =1, 2, 3 . . . 720, where the row v increases downward and the column u increases from left to right. We represent the row index value of the pixel as p(v) and the column index value as p(u). After capturing images of the whole surface (360 o ), pixels describing the laser lines in each image must be mapped into a 3-D coordinate system. However, to perform the 3-D mapping correctly, we first need to calibrate the system. III. SYSTEM CALIBRATION Before using the system for the first time, we need to perform the calibration process. Basically, this step is necessary to correctly align the laser line and the camera view as well as to estimate some parameters used to map pixels (ordered pair) into 3D points (ordered triple). As shown in Figure 2 , the laser alignment is performed using a camera, a flat surface with know height, h k , positioned at the origin So and in front of the camera, and a laser generator. (u) , and the center of the image and the last point in the red line, pb(u). If dp = |pa(u) − p b(u)| = 0, Figure 2b , the line is correctly vertically calibrated. Otherwise, it is inclined and this can cause significant error during the 3D mapping. To solve this problem and also centralize the laser line, the position of the laser shall be modified until dp = 0. This procedure can be made manually or automatically. For the experiments performed in this study we considered the former. After completing the laser alignment process, we use the aligned laser pattern to calculate the first mapping parameter defined as: (1) which converts the height of a pixel to centimeters based on the vertical straight laser line with the extreme points p a and pb as shown in Figure 2c . Note that we are not considering the magnification of the camera which would change the value of mh depending on the variations in the distances between the surface and the camera. As we are using only small objects, these variations are small too and can be neglected. Therefore, we can simplify the mathematical analysis by assuming a constant value to m h .
Next, we calibrate the camera by removing the radial and tangential distortions of the lens (e.g., "fish-eye" distortion) [27] . In the last step of the calibration process, we use the object shown in Figure 3 . It consists of a set of half-circles, each with a height equal to 1 cm, that form a circular stairwell, where the biggest step has a radius equal to 9 cm. With this shape, we can verify the response of the 3D scanner when capturing laser lines at different distances. Thus, to determine the depth (λ) and the angle correction (γ) parameters, we perform the geometrical analysis, which is based on the laser projection over the calibration object, as shown in Figure 4 . The displacement in pixels between the center of image (u = 640) and a point in the laser line, defined as d(u) = 640 − p(u), is directly proportional to the radius of the object. Considering the geometrical calibration object (cf. Figure 3 ) and its mathematical representation (cf. Each segment is used to provide sample pixels to estimate the parameters λ and γ.
For the slopes q = j, j = 1, 2, . . . , L-1, defined between two vertical segments lj and lj+1, we estimate the parameters by calculating the linear equations: (4) and (5) 3
The calibration object has L = 8 vertical line segments. For Equations (2) and (4), and , with: (6) where R (u, v) . For Equations (3) and (5) IV. IMAGE PROCESSING In this section we present how the acquired scan data is processed as shown in Figure 5 to remove the noise and distortions caused by the laser and lens imperfections. In the first step, we use the camera calibration parameters previously estimated to remove distortions in the image. In the second step, the image passes through a color filtering algorithm to remove noise from others light sources as shown in Figure 5b . At this point the laser line is not continuous yet. This is caused by occlusions occurred during the scanning. Then, a dilation algorithm, Figure 5c , is used to connect neighbor points. The dilation size shall be relatively small to prevent loss of the original surface contour. In order to obtain a line with width equal to one pixel, Figure 5d , a thinning algorithm is used based on the approach presented in [28] . At last, an interpolation algorithm is used to fill the holes left by the occlusion effect as shown in Figure 5e . Finally, the images are ready and the 3D mapping can be applied to generate the 3D point cloud. V. 3D RECONSTRUCTION At this point, each sample image contains a set of 2D pixels that describes the contour of the surface. However, to generate a 3D point cloud that describes the shape of an arbitrary object, we have to convert each 2D (u, v) pixel belonging to a laser line into a 3D (x, y, z) position using the mapping parameters and some trigonometric relations. For each sample image w of a set of N images, we have a set of k pixels pj (u, v) belonging to the laser line, where w = 1, 2, 3, . . . ,N and j = 1, 2, 3, . . . , k. Therefore, for the column position u of the pixel p j (u, v) in the image w, we calculate the displacement dj (u). Then, based on Sdepth and Sangle, we select λq(u) and γq(u) that satisfy (7). We calculate the real radius (r j ) and the real height (h j ) of the pixel p j (u, v) in the image w as: (8) With the values r j and h j , the 3D pixel coordinates are given by: (9) where the rotation increment is Φ = 360•/N [cm]. Therefore, to obtain the 3D point cloud, for each sample image w, we need to apply (9) to each pixel of the detected laser line.
VI. RESULTS
The prototype of the 3D scanning system shown in Figure 1b was We chose these objects especially due to the low reflectance of their surfaces, which are composed by ceramic and wood, respectively. This prevents noise caused by the reflectance of the laser light and therefore improving the final result. Firstly, the mapping parameters were calculated and the systems components aligned, following the procedures shown in Section III. Then, the laser projection angle was set to 60 degrees and 475 image samples of each object were captured using a webcam with resolution of 1280 x 720. The stepper motor needs 1900 steps to perform a full platform rotation. Thus, for each sample, we run 4 steps before capturing the next image which gives a rotation increment of 0.7578 degrees / sample or 0.1894 degrees / step. Finally, pixels describing the object's surface were identified during the image processing step explained in Section IV and then mapped into 3D coordinates as explained in Section V. Figure 7 shows how the image processing can modify significantly the final result. Figures 7a and 7c show the occlusion effect, which can decrease or increase the number of holes in the point cloud depending on the surface shape. Figure 8 and the comparison between measured values is shown in Table III . We obtained an average accuracy equals to 0.196 mm, which is a good result when comparing only the trade-off between accuracy and implementation complexity with other proposed works. For instance, the structured light technique proposed in [29] shows an average measuring error equals to 0.25 mm using four mini projectors and a hyperbolic mirror; in [16] the 3D acquisition of the Vittoria Alata statue showed a global error of 0.5 mm using an optical whole-field profilometer; in [13] several laser triangulation systems were compared showing an accuracy that varies from 2 μm to 7 mm; and in [30] a structured light system was proposed with an accuracy equals to 0.3 mm. We use the accuracy as a performance metric only to state that our 3D scanner is also capable of performing and retrieving high quality scans but with a much more simple calibration technique using off-the-shelf components with affordable prices. Despite the errors caused by the quality of the lens, the manual adjustment of the components in the system calibration, and the algorithms used in the image processing step, the mean squared errors based on the measured diameters of the DOI 10.5013/IJSSST.a.19.05. 21 21.6 ISSN: 1473-804x online, 1473-8031 print objects A and B were 3.77% and 4.65% respectively, which is considered a very good result for a low-cost 3D scanning system.
VII. CONCLUSIONS
The proposed geometrical-based calibration method and the low-cost 3D scanning system based on the line laser triangulation approach was very efficient in mapping 2D pixels into 3D points with a MSE as low as 4.65% when comparing real and scanned measurements. The proposed calibration method for 3D scanning systems with rotating platform could be used as a baseline framework for new proposals in this field, specially for those works that do not rely on classical calibration techniques. Due to its simplicity, the system can be easily adapted and/or improved depending on the intended objectives, e.g., we could improve the operability of the system by using an automatic calibration method.
