Abstract. Simulation of crowd behavior has been approached through many different methodologies, but the problem of mimicking human decisions and reactions remains a challenge for all. We propose an alternative model for simulation of pedestrian movements using Reinforcement Learning. Taking the approach of microscopic models, we train an agent to move towards a goal while avoiding obstacles. Once one agent has learned, its knowledge is transferred to the rest of the members of the group by sharing the resulting Q- Table. This results in individual behavior leading to emergent group behavior. We present a framework with states, actions and reward functions general enough to easily adapt to different environment configurations.
Introduction
The basic requirement for most crowd simulation applications, is to model pedestrian movements with perception and placement. The perception encloses all knowledge the agent has about the environment including the situation of the other agents and its own status, while placement defines the desired position for an agent given the perception. Perception and placement could be defined as state and action.
Traditional microscopic methods specify each individual behavior and obtain emergent behavior from their autonomous interactions [1] . Data driven methods [2] imitate human movement patterns, but there is no learning involved. In contrast, reinforcement learning approaches aim at allowing the agents to learn individual behaviors based on what they experience [3] . Torrey [4] proposes reinforcement learning as a viable alternative method for crowd simulation. Cuayáhuitl et al. [5] presented an approach for inducing adaptive behavior of route instructions. Martínez et al. [6] propose a new methodology that uses different iterative learning strategies, combining a vector quantization with Q-Learning algorithm.
We present a Reinforcement Learning (RL) approach where by training one agent and transferring its knowledge to a group of agents, we can achieve emergent behavior while reducing the training time. We discuss in detail the main challenges when designing crowd behavior based on RL and provide ideas for future work in this field.
Reinforcement Learning for agent simulation
We start with one agent that learns to walk avoiding static obstacles to reach a goal position. This knowledge is then transferred to the rest of the agents, so that they can either use it as it is or further build upon it.
Our method is based on Q-Learning with -greedy policy. At each time step t, the agent receives some representation of the environment state, s t ∈ S, where S is the set of possible states, and on that basis selects an action, a t ∈ A(s t ), where A(s t ) is the set of actions available in state s t . After performing the action, the agent receives a reward, r t+1 ∈ R, and moves to a new state, s t+1 . The agent seeks to maximize the R t which is defined as a function of the reward sequence r t+1 , r t+2 , r t+3 , ....
The behavior learned by an agent is stored in a Q-table of n×m entries, where n = |S| and m = |A|. Each cell of this table contains the value learned for each pair (s, a). Once this table is filled with learned behaviors, it can be transferred to other agents. Therefore the other agents do not need to learn from scratch, but can still continue the learning process by using small > 0. This provides heterogeneity in behaviors while still allowing fast learning for groups of agents.
Learning problem definition
The action set defines the movements the agents can make during the simulation and it is discretized in 8 possible directions. The states encode the nearby environment and we evaluated two approaches: nearest obstacle and occupancy code. Depending on the state definition, we also need to define different reward functions which must be carefully chosen with two principles in mind: collision must be punished, and moving towards the goal has to be rewarded positively. Since the Q-table is small, the learning process is very fast, but there are several problems with such simple approach: (i) it only considers the nearest object at each time step, which can cause instabilities and local minima when several obstacles are too close to the agent and ii) there is no knowledge about the size of obstacles.
Occupancy code: The code is defined by |S Reward Function The reward function is calculated as: r(s t , a t ) = r g + r o , where r g represents the positive reward gained by moving towards the goal and r o the negative reward obtained from moving towards an obstacle. We tested two different r g functions, (i) based on distance gained, and (ii) based on velocity vector being close to the goal direction. We observed that the second one resulted in straighter trajectories. Since the occupancy code encodes obstacles better we will focus only on the reward function for this case:
where d o is the distance between the agent and the obstacle.
Results
In this work we presented an RL approach to train one agent, and then apply knowledge transfer to the rest of the individuals in the crowd. The other agents can further learn during the simulation phase, by keeping a small > 0 to leave room for some exploration. This allows us to reduce the time needed to train groups of agents, by separating the learning phase from the size of the simulated crowd.
During the training phase, we have one agent moving towards a goal and an obstacle somewhere in the scenario. Avoiding obstacles successfully depends on having an accurate state representation and finding a good equilibrium in the reward function between the positive feedback of moving towards the goal and the negative feedback of a collision. Our approach based on occupancy code better captures the complexity of the environment, and it is able to successfully reach the goal despite encountering more challenging situations ( figure 2 top) . Once the knowledge is transferred to several agents, we can simulate a group of agents reaching their individual goals while avoiding each other (figure 2 (bottom)). Note how agents are able to avoid moving obstacles (i.e. other agents), despite the training being done with static obstacles. Our preliminary results look promising, as we manage to have a group of agents wandering a virtual environment avoiding moving obstacles and reaching their destinations. But this work has also shown the challenges regarding choosing the right state representation and more importantly the right reward function. The goal of this research was to escape the cumbersome work of tweaking parameters in crowd simulation models, and while we had success with this, we did encounter a number of challenges in finding and tuning reward functions. Future work will focus on partially automating this selection process by incorporating inverse reinforcement learning techniques.
