Abstract. We study analytically the orbital stability of the standing waves with a peak-Gausson profile for a nonlinear logarithmic Schrö-dinger equation with δ-interaction (attractive and repulsive). A major difficulty is to compute the number of negative eigenvalues of the linearized operator around the standing wave. This is overcome by the perturbation method, the continuation arguments, and the theory of extensions of symmetric operators.
Introduction
In 1976 Bialynicki-Birula and Mycielski [14] built a model of nonlinear wave mechanics based on the following Schrödinger equation with a logarithmic non-linearity (NLS-log equation henceforth)
where u = u(t, x) : R × R n → C, n ≥ 1. This equation has been proposed in order to obtain a nonlinear equation which helped to quantify departures from the strictly linear regime, preserving in any number of dimensions some fundamental aspects of quantum mechanics, such as separability and additivity of total energy of noninteracting subsystems. The NLS-log equation admits applications to dissipative systems [32] , quantum mechanics, quantum optics [15] , nuclear physics [30] , transport and diffusion phenomena (for example, magma transport) [23] , open quantum systems, effective quantum gravity, theory of superfluidity, and Bose-Einstein condensation (see [30, 40] and the references therein). We refer to [16, 18] for a study of existence and uniqueness of the solutions to the associated Cauchy problem in a suitable functional framework, as well as for a study of the asymptotic behavior of its solutions and their orbital stability.
In this paper we study the following nonlinear logarithmic Schrödinger equation with δ-interaction (NLS-log-δ henceforth) on the line
Here u = u(t, x) : R× R → C, γ ∈ R\ {0}, and H δ γ is the self-adjoint operator on L 2 (R) defined by
3)
The operator H δ γ corresponds to the formal expression l
dx 2 − γδ (see [7] for details). Equation (1.2) can be viewed as a model of a singular interaction between nonlinear wave and an inhomogeneity. The delta potential can be used to model an impurity, or defect, localized at the origin. Formally the NLS-log-δ model can be described by the following problem A similar formal model with power nonlinearity has been introduced in [21] . Our aim is to investigate an orbital stability of standing wave solutions u(t, x) = e iωt ϕ ω,γ for equation (1.2) with peak-Gausson profile ϕ ω,γ (x) = e The main stability result of this paper is the following. Theorem 1.1. Let γ = 0 and ϕ ω,γ be defined by (1.4) . Let also W be defined by (2.5) . Then the following assertions hold.
(i) If γ > 0, then the standing wave e iωt ϕ ω,γ is orbitally stable in W .
(ii) If γ < 0, then the standing wave e iωt ϕ ω,γ is orbitally unstable in W .
(iii) The standing wave e iωt ϕ ω,γ is orbitally stable in W rad .
The proof of Theorem 1.1 is based on the approach established by Grillakis, Shatah and Strauss in [28, 29] . We prove the well-posedness of the Cauchy problem for NLS-log-δ equation on W in Section 3. For this purpose we use the idea of the proof of [17, Theorem 9.3.4] . Namely, we approximate the logarithmic nonlinearity by a Lipschitz continuous nonlinearities, construct a sequence of global solutions of the regularized Cauchy problem in C(R, H 1 (R)), then we pass to the limit using standard compactness results, and finally we extract a subsequence which converges to the solution of limiting equation (1.2) . Section 4 is devoted to the proof of Theorem 1.1. We emphasize that our stability approach does not use variational methods which are standard in the study of the stability of standing waves for the NLS with point defects (see [4, 5, 24, 25, 27] ). In Subsection 4.1 we linearize NLS-log-δ equation around the peak-Gausson profile ϕ ω,γ via the key functional S ω,γ = E +(ω +1)Q. As a result we obtain two self-adjoint Schrödinger operators of harmonic oscillator type
Stability study requires investigation of the certain spectral properties of L
The main difficulty is to count the number of negative eigenvalues of L γ 1 . We propose two specific approaches to do this. For γ > 0 we give a novel approach based on the theory of extensions of symmetric operators of Kreinvon Neumann. For γ < 0 we use the analytic perturbation theory and the classical continuation argument based on the Riesz-projection. At the end of the Subsection 4.2 we give the proof of Theorem 1.1.
Let us also mention that the extension theory was applied in [9] to investigate the stability of standing waves of the NLS equation with δ ′ -interaction on a star graph G (see also [2, 3, 12] )
Notation. We denote by L 2 (R) the Hilbert space equipped with the inner product (u, v) := Re
we denote Sobolev spaces. We denote by W and W rad the weighted Hilbert spaces
respectively. Let A be a densely defined symmetric operator in a Hilbert space H. The deficiency numbers of A are denoted by n ± (A) := dim ker(A * ∓ iI), where I is the identity operator. The number of negative eigenvalues is denoted by n(A) (counting multiplicities). The spectrum (resp. point spectrum) and the resolvent set of A are denoted by σ(A) (resp. σ p (A)) and ρ(A). 
Previous results and basic notions
For completeness of the exposition, below we will discuss key results on the standing waves of NLS-log equation. First, let us give a definition of the orbital stability. The basic symmetry associated to equation (1.2) is the phaseinvariance (while the translation invariance does not hold due to the defect). Thus, the definition of stability takes into account only this type of symmetry and is formulated as follows.
Definition 2.1. Let X be a Hilbert space. For η > 0 let
The standing wave e iωt ϕ ω,γ is (orbitally) stable in X if for any ǫ > 0 there exists η > 0 such that for any u 0 ∈ U η (ϕ ω,γ ), the solution u(t) of (1.2) with u(0) = u 0 satisfies u(t) ∈ U ǫ (ϕ ω,γ ) for all t ∈ R. Otherwise, e iωt ϕ ω,γ is said to be (orbitally) unstable in X.
It is interesting to note that NLS-log equation (1.1) possesses standingwave solutions u(t, x) = e iωt ϕ ω (x) of the Gaussian shape
for any dimension n and any frequency ω (see [14] ). The orbital stability properties of the Gaussian profile ϕ ω in the relevant class
have been studied in [16] . Cazenave showed that standing waves with Gaussian profile are stable in W (R n ) under radial perturbations for n ≥ 2. The proof of this result is based on the fact that the space
Later Cazenave and Lions in [20, Remark II.3] showed that such standing waves are orbitallly stable on all W (R n ) for n ≥ 1.
We also remark that Angulo and Hernandez in [10] showed (via the variational approach) the orbital stability of the ground states ϕ ω,γ in the space W (R) in the case of attractive δ-interaction (γ > 0). In should be noted that investigation of the orbital stability of ϕ ω,γ in the case of repulsive δ-interaction (γ < 0) via constrained minimizer for the action or the energy functional is not applicable (see [10, Remark 4.5] ).
Recently has been considered NLS-log equation with an external potential V satisfying specific conditions
From the result of Ji and Szulkin in [33] it follows that there exist infinitely many profiles of standing wave u(x, t) = e iωt ϕ ω (see also [38] ) for coercive V . Namely, the elliptic equation
has infinitely many solutions for V ∈ C(R n , R) such that lim |x|→∞ V (x) = +∞.
Moreover they showed the existence of a ground state solution (a nontrivial positive solution with least possible energy) for bounded potential such that
, and σ(−∆ + V (x) + ω + 1) ⊂ (0, +∞). For V ≡ 0 and n ≥ 3, the authors in [22] showed the existence of infinitely many weak solutions to (2.2). Also they showed that the Gaussian profile ϕ −n is nondegenerated, that is ker(L) = span{∂ xi ϕ −n : i = 1, 2, .., N }, where Lu = −∆u + (|x| 2 − n − 2)u is the linearized operator for −∆u − nu = uLog|u| 2 at ϕ −n . The main advantage of using the delta potential V (x) = −γδ(x) is the existence of explicit expression (1.4) for the profile ϕ ω,γ (see Figures 1 (a) and (b)) satisfying the equation
This peak-Gausson profile is constructed from the known solution of (2.3) in the case γ = 0 on each side of the defect pasted together at x = 0 to satisfy the continuity and the jump condition ϕ ′ (0+) − ϕ ′ (0−) = −γϕ(0) at x = 0. Moreover, the following result holds. The proof of this theorem can be found in Appendix.
As it was announced in Theorem 1.1, our stability analysis is elaborated in the specific space W . To explain the choice of this space let us introduce the following two basic functionals associated with equation (1.2):
• "charge" functional
These functionals are continuosly differentiable in W (R) defined by (2.1) (see [16] ). Moreover, at least formally, E is conserved by the flow of (1.2). The use of the space W (R) is mainly due to the fact that the functional E fails to be continuosly differentiable on H 1 (R) (see [16] ). As we use the approch by Grillakis, Shatah and Strauss [28, 29] , the functional E needs to be twice continuously differentiable at the ϕ ω,γ . To satisfy this condition we propose the "weighted space" (i.e., X coincides with W in Definition 2.1)
In particular, the space W naturally appears in definition of the linearization of the second derivative of S ω,γ = E + (ω + 1)Q at ϕ ω,γ . Note that, due to the inclusion W ⊂ W (R) (see Lemma 3.1 below), the functional E is continuously differentiable on W .
The Cauchy problem in W
In this section we prove the well-posedness of the Cauchy problem for (1.2) in the space W . The idea of the proof is an adaptation of the proof of [17, Theorem 9.3.4] . The following lemma implies that Q and E are well-defined on W .
Lemma 3.1. Let W (R) and W be the Banach spaces defined by
|f | 2 |Log|f ||dx.
(3.1) Note also that |Log|f || < 1 |f | for |f | < 1, and |Log|f || < |f | for |f | ≥ 1.
|f |dx + 2c sup
The assertion is proved.
The global well-posedness property of the Cauchy problem for (1.2) is ensured by the following theorem. Theorem 3.2. If u 0 ∈ W , there is a unique solution u(t) of (1.2) such that u(t) ∈ C(R, W ) and u(0, x) = u 0 . Furthermore, the conservation of energy and charge hold, i.e., for any t ∈ R, we have
Moreover, if an initial data u 0 is even, the solution u(t) is also even.
Proof. Generally we use an approach proposed in [18] with few natural modifications. The proof can be divided into three parts. 1) We introduce the "reduced" Cauchy problem
Here f n (s) = inf{n, sup{−n, f (s)}} with f (s) = Logs, s > 0. We define
, we imply that for any u 0 ∈ H 1 (R) there exists unique global solution u n of (3.3) such that u n ∈ C(R, H 1 (R)) and u n (0) = u 0 . Moreover, the conservation of charge and energy hold, i.e., for all t
Indeed, we may check the assumptions of Theorem 3.3.1 in [17] . Note that f n is Lipschitz continuous from R + to R. We also notice that H 
Moreover, in our case the norm
2) The second step is analogous to Lemma 2.3.5 in [18] . In particular, it can be shown that there exists solution u of (1.2) in the sense of distributions (which appears to be weak- * limit of solutions u n k of Cauchy problem (3.3)) such that conservation of charge holds. Further, conservation of energy E(u) defined by (2.4) follows from its monotonicity. Thus, inclusion u ∈ C(R, H 1 (R)) follows from conservation laws.
3) The last step is to show that the inclusion xu 0 ∈ L 2 (R) implies the inclusion xu ∈ L 2 (R). The proof of this fact repeats one of Lemma 7.6.2 from [19] .
Remark 3.3. For the completeness of the exposition we remark that for γ > 0 the unitary group G γ (t) = e −itH γ δ associated to equation (3.3) (or equivalently to (1.2)) is given explicitly by the formula (see [6, 26] )
Here χ 
Proof of the main result
In this Section we prove Theorem 1.1. Initially we define key functional S ω,γ associated with NLS-log-δ equation. Next we establish the relation between the second variation of S ω,γ and the self-adjoint operators L , we arrive at the assertions of Theorem 1.1. In our analysis we follow some ideas from [35] .
Linearization of NLS-log-δ equation
We start introducing the key functional S ω,γ = E + (ω + 1)Q. It can be easily verified that the profile ϕ ω,γ is a critical point of S ω,γ . Indeed, for u, v ∈ W ,
In the approach by [29] crucial role is played by spectral properties of the linear operator associated with the second variation of S ω,γ calculated at ϕ ω,γ . To express S ′′ ω,γ (ϕ ω,γ ) it is convenient to split u, v ∈ W into real and imaginary parts:
where
and dom(B 
Proof
and
We claim that L γ is a self-adjoint extension of the following symmetric operator 
Next we shall prove that
which should be equal to
Note that L 1 is the self-adjoint extension of the following multiplication operator
Indeed, for v ∈ dom(L 0,1 ) we have v ∈ W , and we define
Then for every z ∈ W we get B 1 (v, z) = (w, z). Thus, v ∈ dom(L 1 ) and
(iii) We remark that it is also possible to propose an alternative proof of Theorem 4.1 avoiding the decomposition of the forms B γ j into the the sum of two forms, though it will require more extensive proof. Indeed, the self-adjoint operator L 
where f ±i are deficiency vectors, namely, ker(L * 0 ∓iI) = span{f ±i }. The deficiency vector f i has the form (we note that
2 ) , x < 0, where C 1 , C 2 are fixed constants that guarantee continuity of f i at x = 0. The function U − 3+i 2 , · was found reducing the equation 
2 )g(z) = 0. This equation has the solution U (a, z) (with a = − 
where ξ = 
Then the following assertions hold. • well-posedness of equation (1.2) (Theorem 3.2),
• the existence of a smooth curve of peak standing-wave ω → ϕ ω,γ (see (1.4)).
Checking Assumption 3 in [29] is equivalent to the following Theorem. This Theorem will be proved below. From (4.1) we can define formally These three conditions will be studied in the next Subsection. The main difficulty is to count the number of negative eigenvalues of L γ 1 . We use two specific approaches to do this. For γ > 0 we apply exclusively the theory of extensions of symmetric operators. In the case γ < 0, we consider L γ 1 as a real-holomorphic perturbation of the one-dimensional harmonic oscillator operator
Using the perturbation theory, we claim that the point spectrum of L Below we discuss the spectral properties of L γ j , j ∈ {1, 2}. Let us make few general observations. First, since [13, Chapter II] ). In particular, we have the following distribution of the eigenvalues
2 −1, we obtain that any nontrivial solution of the equation
is unique up to a constant factor (see [13] ). Therefore, each eigenvalue λ j k is simple. Moreover, the following Proposition holds.
Differentiating (4.9), we obtain that ϕ 
x ∈ (0, ∞).
Since u ∈ H 1 (R) and ϕ ω,γ satisfies condition (4.8), we get
On the other hand, the fact that ϕ ω,γ satisfies (4.9) implies
Finally, using (4.8), we arrive at 2µ(
This is a contradiction, therefore µ = 0 and u ≡ 0. The equality ker(H ω,γ ) = span{iϕ ω,γ } follows from (4.5).
Summarizing the above facts we arrive at the proof of Lemma 4.5.
The following result implies non-negativity of the operator L γ 2 .
The proof of Proposition 4.7 follows from positivity of ϕ ω,γ and the following generalization of the classical Sturm oscillation theorem to the case of point interaction (see [13] ).
eigenfunctions of the operator
corresponding to the eigenvalues λ 1 < λ 2 respectively. Suppose that n 1 and n 2 are the number of zeroes of ϕ 1 , ϕ 2 respectively. Then n 2 > n 1 .
Proof. Suppose that ϕ 1 (a) = ϕ 1 (b) = 0 and −∞ < a < 0 < b ≤ ∞, besides ϕ 1 (∞) = 0 is understood in the sense of limit. Let also
Suppose that ϕ 2 has no zeros in (a, b) and ϕ 2 > 0 in (a, b). Using the fact that ϕ 1 , ϕ 2 are eigenfunctions of L V , we arrive at
(4.10)
−0 = 0. Therefore, from (4.10) and initial assumptions it easily follows that
which is a contradiction. Thus, ϕ 2 has at least one zero in (a, b). Analogously, we can prove that there exists ξ ∈ (−∞, a] such that ϕ 2 (ξ) = 0. Thereby, between two finite zeroes of ϕ 1 there exists a zero of ϕ 2 , and between the last finite zero of ϕ 1 and ∞ (between the first finite zero of ϕ 1 and −∞ respectively) there is at least one zero of ϕ 2 . The proof is completed.
The number of negative eigenvalues n(L γ 1 ) for γ > 0 Below we will show the following result.
In particular, the unique negative simple eigenvalue equals −2, and ϕ ω,γ is the corresponding eigenfunction.
The proof of this proposition relies on the theory of extension of symmetric operators. We start with two preliminary results.
Lemma 4.11. The operator defined by
is a densely defined symmetric operator with equal deficiency indices n ± (L 0 ) = 1.
Proof. First, we establish the scale of Hilbert spaces associated with the selfadjoint operator (see [8, 
Define for s ≥ 0 the space
The spaces H s (L) form the following chain
Thus, the space H 2 (L) coincides with the domain of the operator L. The norm of the space H 1 (L) can be calculated as follows
Therefore, we have the embedding H 1 (L) ֒→ H 1 (R) and, by Sobolev embedding,
. From the former remark we obtain that the δ-functional, δ : 
(4.12) Now using (4.12) and integrating by parts, we get
The integral terms in (4.13) are nonnegative. Due to the condition f (0) = 0, non-integral term vanishes, and we get L 0 ≥ 0. Therefore, from Proposition 4.12 we obtain n(L
The second assertion of Proposition 4.10 follows from (4.14) and the fact that ϕ ω,γ is even.
The number of negative eigenvalues n(L , and the formula (4.12) could not be applied. To study the case of negative γ we will use the theory of analytic perturbations for linear operators (see [34, 37] ).
The following lemma states the analyticity of the families of operators L γ j , j ∈ {1, 2}. Lemma 4.14. As a function of γ, (L In what follows we also use the following classical result about the harmonic oscillator operator (4.6) (see [13] ). Below we will study how the perturbed second eigenvalue Π(γ) changes depending on the sign of γ. For small γ we have the following result.
Proposition 4.17. There exists 0 < γ 1 < γ 0 such that Π(γ) < 0 for any γ ∈ (−γ 1 , 0), and Π(γ) > 0 for any γ ∈ (0, γ 1 ).
Proof. From Taylor's theorem we have the following expansions 15) where
From (4.15) we obtain
is self-adjoint, we obtain from (4.15) and (4.18) that
Finally, combination of (4.17) and (4.19) leads to
From (4.20) it follows that β > 0, and, therefore, assertion is proved.
Now we can count the number of negative eigenvalues of L γ 1 for any γ using a classical continuation argument based on the Riesz-projection. −1 is analytic. Therefore, the existence of an analytic family of Riesz-projections γ → P (γ) given by
implies that dim(Ran P (γ)) = dim(Ran P (γ ∞ )) = N for all γ ∈ [γ ∞ − ǫ, γ ∞ + ǫ]. Next, by definition of γ ∞ , there exists r 0 ∈ (γ ∞ , γ ∞ + ǫ), and L γ 1 has exactly two negative eigenvalues for all γ ∈ (r 0 , 0). Therefore, L γ∞+ǫ 1 has two negative eigenvalues and N = 2, hence L γ 1 has two negative eigenvalues for γ ∈ (γ ∞ − ǫ, 0), which contradicts with the definition of γ ∞ . Therefore, γ ∞ = −∞. Similar analysis can be applied to the case γ > 0. The last assertion was proved for γ > 0 in Proposition 4.10. In the case γ < 0 the statement follows from item (i), the fact that any eigenfunction of L γ 1 is either even or odd, and the Sturm oscillation result in Lemma 4.8.
Remark 4.19. We note that the curve Γ above can be chosen independently of the parameter γ ∈ R. Indeed, the relation V , where θ + , x + ∈ R. Indeed, writing ϕ(x) = e iθ(x) ρ(x), where θ and ρ are real-valued functions, we obtain from equation (4.21)
Thus, in order to make the imaginary part vanish, we get θ ′′ ρ+2θ ′ ρ ′ = 0, which implies ρ 2 θ ′ ≡ const := C. Next, since
