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Introduction
Ruled surfaces and especially developable surfaces are well-known and widely used in computer aided design and manufacture. Since these fields apply B-spline or NURBS surfaces as de facto standard description methods, it is highly desired to use these methods to construct ruled and developable surfaces from any type of data. These data can be scattered points or given lines or a set of tangent planes, as well. Since these special surfaces possess a wide range of applications, e.g., from ship hulls to sheet metal forming processes, one can find several algorithms solving this problem. Some of the previous methods give special derive conditions for these surfaces [1] [2] [3] , but most of the recent methods formulate the problem in a projective space depending on the input data [4] [5] [6] [7] [8] . Using famous classical results of projective geometry one can consider, e.g., the developable surface as a dual B-spline curve. In this paper, we will follow this latter concept.
On the other hand, a neural network based approximation method has been developed for scattered data resulting general type of B-spline surfaces [9] [10] [11] . In this method the Kohonen neural network [12] , a self-organizing artificial intelligence tool helps us to handle the given data in a preprocessing step, after which the standard approximation methods can be used. During the preprocessing step the neural network produces a topologically quadrilateral grid for surfaces or a polygon for curves based on the given data, the vertices of which will be the input control points of the surface or the curve. The main goal of this paper is the application of this algorithm for developable surfaces using the above mentioned results of projective geometry. Since some of our problems can be formulated in spaces of geometrical objects instead of point-spaces, we apply some recently defined measuring methods and general concepts for approximation in these spaces. 
Basic geometrical concepts
For the sake of completeness we begin our discussion with some basic definitions. Considering the property of the ruled surfaces mentioned above and this latter definition, one can easily see the following, well-known result. If the tangent planes vary along the ruling (i.e., they are different from each other), the surface is called general (non developable) ruled surface. This means that considering the tangent planes of a surface, the developable surface can be described as an envelope of a one parameter family of planes, while the set of tangent planes of a ruled surface has a second parameter along the rulings.
For our approach the concept of duality in the three dimensional projective space P 3 is also relevant. In this space points have 4 homogeneous coordinates (x 0 , x 1 , x 2 , x 3 ), while a plane can be represented by an equation
, the "coordinates" of the plane, hence analytically a point and a plane has the same representation in P 3 . If they have the same coordinates, the point and the plane are called duals.
The principle of duality can be applied to describe developable NURBS surfaces as dual spatial NURBS curves, as we can see from the following definition.
Definition 3.
A nonuniform rational B-spline, i.e., NURBS curve s(t) can be written in the following homogeneous form 
are the control points of the curve.
The dual form of this curve is
This dual form can be interpreted as an envelope of a one parameter set of planes, i.e., this is a developable NURBS surface. One can easily transform this dual form to the more convenient tensor product form of the surface (see [7] ), but for our purpose this dual form will be preferred. Detailed description and additional properties of this dual form can be found in [4, 7, 8] .
The above mentioned definition yields, that if a set of planes are given one can find the developable NURBS surface as an envelope of these planes with a curve approximation technique of scattered points in the dual space. In this space, however, first an appropriate measure has to be found, which can produce a distance-like value for planes in an area of interest. This is necessary for us because in the preprocessing step the neural network has to compare the given data with its own data by their distance.
Distance function in the space of planes
The idea described in this section has been recently developed by Pottmann et al., and the detailed description can be found, e.g., in [8] . Euclidean distance and invariants of planes, based on the angle of the two planes are inappropriate for our purpose, because we have to measure the difference between two planes only in an area of interest, and this difference can be arbitrarily large meanwhile the angle between the planes is arbitrarily small.
The dual space of planes P * is isomorphic to P 3 . To introduce a Euclidean metric we need at most an affine space, hence we have to remove a plane from P 3 , a hyperplane from the dual space P * . This hyperplane is a bundle of planes passing through a point at infinity, e.g., the ideal point of the z-axis. Hence, if we restrict our consideration for planes not parallel to the z-axis, the space of these planes is an affine space A * . The analytical representation of these planes is given by
while the homogeneous coordinates are (u 0 , u 1 , u 2 , −1) which can be considered as affine coordinates (u 0 , u 1 , u 2 ) of a plane in A * . The planes of this space are not parallel to the z-axis, hence the area of interest can be an area D in the xy-plane. Now, we can define the special distance of two planes.
Definition 4. If U 1 (u 0,1 , u 1,1 , u 2,1 ) and U 2 (u 0,2 , u 1,2 , u 2,2 ) are two planes in A * , then their distance over D is the following
i.e., the L 2 (µ)-distance of the linear functions whose graphs are U 1 and U 2 , where µ is a positive measure in R 2 .(These linear functions are supposed to be always in L 2 (µ)).
The measure µ can be defined in different ways (see also [8] ). For our purpose the simple form
has been chosen, i.e., the sum of some point masses at points (x i , y i ).
The approximation by Kohonen-network
Artificial neural networks are biologically inspired models, based on the functions and structure of neurons in biology. A neural network consists of numerous computational elements (neurons or nodes), highly interconnected to each other. A weight is associated to every connection. Normally, nodes are arranged into layers. During a training procedure input vectors are presented to the input layer with or without specifying the desired output. According to this difference neural networks can be classified as supervised or unsupervised (self-organizing) neural nets. Networks can also be classified according to the input values (binary or continuous). The learning procedure itself contains three main steps, the presentation of the input sample, the calculation of the output and the modification of the weights by specified training rules. These steps are repeated several times, until the network is said to be trained. For details and survey of artificial neural networks see, e.g., [13, 14] .
The Kohonen network, a two-layer unsupervised continuous valued neural network, described first in [12] , is an excellent tool for ordering any kind of scattered data. The network has a strong self-organizing ability, which is used practically for dragging a predefined structure -a polygon for curve modelling and a quadrilateral grid for surface modelling -towards the given points. After the so-called training procedure this predefined grid will follow the structure and distribution of the given points, or -if the number of points are relatively small -will pass through every given point. The main advantage of this technique is the unique way of handling problems defined by a few given points or a large cloud of points. For the detailed description of the standard method see [9] . The following steps give the training algorithm in the standard curve approximation case in E 3 : Let the given scattered points p i (x 1,i , x 2,i , x 3,i ), (i = 1, ..., m) be given. The Kohonen network has an input layer with 3 neurons (for the three coordinates) and an output layer with n(> m) neurons. The i th neuron of the input layer is connected to the j th neuron of the output layer and the weight w ij is associated to this connection. These weights can be considered as coordinates of the output points q j (w 1j , w 2j , w 3j ),(j = 1, ..., n), which will form the result polygon after the training process: 
where η(t) is a so called gain term, a Gaussian function decreasing in time, e.g.,
7. Let the training time t = t + 1. Repeat step 2-7. until the network is trained.
For a relatively small number of points the network is said to be trained if all the input points are on the polygon, that is for all the input points p i (i = 1, ..., m) there is an output vector q j such that after a time the distance of q j and p i is smaller than a predefined limit. A stronger convergence can be obtained if we require that the output vectors which do not converge to an input vector be on the line determined by its two neighboring output points. This stronger convergence is important especially in terms of the smoothness of the future curve. If the number of input points is large or infinite (given by a distribution) the network is trained if the changes of the output polygon fall under a predefined limit. Now, we give the changes of the general algorithm described above in case of the approximation of a set of planes by their envelope, a developable NURBS surface. Here, the input data will be the coordinates of the planes U i (u 0,i , u 1,i , u 2,i ). The main difference, however, appears in step 3. where originally the distance d j (p i 0 , q j ) is used. In the general algorithm and applications it is the standard Euclidean distance (see [9] ), but in our case, since we are in the dual space P * , the special distance d µ is used which has been defined in the previous section. With this change the neural network algorithm automatically produces the "control polygon" of the dual curve, which can be transformed to the normal tensor product surface. Hence, the scattered set of input planes is modelled by a developable standard NURBS surface.
Conclusion
A special method for constructing developable NURBS surface from a given set of scattered tangent planes has been presented in this paper. The method used a special geometrical principle, the duality of projective geometry, to transform the problem to a curve modelling in the dual space P * . The Kohonen neural network has been ordered the scattered data, but for using this technique a special distance function has been applied. We mention that one of the main advantages of this method is that the neural network has a kind of minimal energy property (see [12] ), which yields a fairly smooth control grid and surface without any additional smoothing and fairing techniques. The other advantage, what has already been mentioned, that this method can handle rather few input data as well as infinitely many data given by a distribution.
