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Kurzzusammenfassung
In dieser Arbeit wird ein System von 3 phasengekoppelten Oszillatoren zur mathema-
tischen Modellierung thalamo-kortikaler Regelkreise eingeführt. Bei diesem Ansatz
werden 3 Neuronenpopulationen des Thalamus, des Cortex sowie des Nucleus reti-
cularis thalami durch jeweils einen Phasenoszillator mit zugehöriger Eigenfrequenz
repräsentiert. Die mathematische Beschreibung der gegenseitigen Interaktionen die-
ser Areale führt dann zu einem Dierentialgleichungssystem der 3 Phasenfunktionen.
Das hergeleitete System weist Ähnlichkeiten zum klassischen Kuramoto-Modell für
3 phasengekoppelte Oszillatoren auf, besitzt jedoch zahlreiche Modikationen. So
wird hier unter anderem die Kopplungsstärke nicht durch eine globale Kopplungs-
konstante K bestimmt, sondern individuell für jede Oszillatorenpaarung festgelegt.
Auf diese Weise erhalten wir bis zu 6 voneinander unabhängige Kopplungsparame-
ter, welche die Dynamik des Systems regulieren.
Im Rahmen dieser Arbeit werden zwei unterschiedliche Kongurationen von thalamo-
kortikalen Regelkreisen untersucht. Im ersten Fall wird die Dynamik eines thalami-
schen und zweier kortikaler Areale modelliert, welche untereinander jeweils exzita-
torisch gekoppelt sind. Im zweiten Fall betrachten wir eine Konguration bestehend
aus einem thalamischen, einem kortikalen und einem retikulären Areal. Hierbei ist
zu berücksichtigen, dass der Nucleus reticularis inhibitorisch auf den Thalamus pro-
jiziert, so dass wir ein gemischt inhibitorisch-exzitatorisches System erhalten.
Die resultierenden Systeme von phasengekoppelten Oszillatoren werden in dieser
Arbeit ausführlich untersucht. Der Schwerpunkt der Analyse liegt dabei jeweils im
Nachweis und der Darstellung von möglichen Synchronisationszuständen in Abhän-
gigkeit von den Systemparametern. Mittels ausführlicher Bifurkationanalysen wer-
den die Unterschiede und Gemeinsamkeiten des hier eingeführten Systems zu klas-
sischen Phasenmodellen wie dem Kuramoto-System klar herausgearbeitet.
Abstract
In this thesis a mathematical model of 3 phase coupled oscillators is introduced
describing the interactions within a thalamo-cortical loop. The approach relies on
the assumption that each of the relevant thalamic, cortical and reticular brain areas
is represented by a phase oscillator operating on a certain frequency. The mathe-
matical modeling of the thalamo-cortical interactions leads to a system in form of
dierential equations of the phases. As a result we obtain a Kuramoto-like system
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but with some modications. In our model the coupling strengths are not given by a
global constant K, but they are dened by individual parameters. Therefore we deal
with up to 6 independent coupling parameters which control the system's dynamics.
Furthermore in this thesis we consider two dierent congurations of thalamo-
cortical loops. First we model the dynamics of a circuit consisting of one thalamic
and two cortical areas which are excitatory coupled among each other. In the second
case we analyse a conguration consisting of one thalamic, one cortical and one reti-
cular area. The reticular nucleus is completely build up of inhibitory neurons. Hence
we end up in a system with both excitatory and inhibitory connections.
In this thesis we investigate both systems of phase coupled oscillators in detail. In
particular we focus on the existence of synchronized states. The characteristics of
our phase systems in comparison to the Kuramoto model will be gained out by an
extensive bifurcation analysis.
Einleitung
In der hier vorliegenden Arbeit betrachten wir Systeme von phasengekoppelten Os-
zillatoren zur Modellierung sogenannter thalamo-kortikaler Regelkreise. Thalamus
und Cortex sind dabei umschriebene Areale von Neuronenpopulationen im mensch-
lichen Groÿhirn, welche über exzitatorische (=erregende) Nervenbahnen miteinander
in Verbindung stehen. Eine neuronale Projektion zwischen diesen beiden Arealen er-
folgt dabei in der Regel reziprok, d.h. jede Erregung eines kortikalen Neurons durch
ein thalamisches führt stets zu einer reziproken Erregung des jeweiligen thalami-
schen Neurons durch die kortikale Nervenzelle. Zusätzlich können unterschiedliche
kortikale Areale über ebenso wechselseitige exzitatorische Projektionen miteinander
interagieren. Die beschriebenen exzitatorischen thalamo-kortikalen Schleifen werden
auÿerdem durch die Aktivität einer weiteren Hirnstruktur moduliert und reguliert;
den sogenannten Nucleus reticularis. Im Gegensatz zu Thalamus und Cortex besteht
dieses Areal vollständig aus inhibitorischen (=hemmenden) Neuronen. Der Nucleus
reticularis empfängt einerseits ebenso exzitatorische Projektionen von Thalamus und
Cortex, kann nun aber andererseits durch inhibitorische Feedback-Projektionen zum
Thalamus die Aktivität einer bestehenden thalamo-kortikalen Schleife dämpfen.
Abbildung 0.1.: Schematische Darstellung der exzitatorischen (schwarz) und inhibitorischen (rot) Projektionen
zwischen thalamischen, kortikalen und retikulären Arealen.
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iv Einleitung
In dieser Arbeit liefern wir ein mathematisches Modell zur Beschreibung eines sol-
chen inhibitorisch-exzitatorischen physiologischen Netzwerks und analysieren des-
sen Dynamik. Der Grundansatz der mathematischen Modellierung eines thalamo-
kortikalen Regelkreises ist hierbei die Repräsentation jedes relevanten Hirnareals
durch jeweils einen Oszillator. Die exzitatorischen bzw. inhibitorischen Interaktio-
nen der beteiligten Areale untereinander können dann mathematisch durch Kopp-
lungsfunktionen in den Evolutionsgleichungen der Oszillatoren beschrieben werden.
Hierbei lässt sich zeigen, dass in diesem Fall die Beschreibung der Dynamik der ge-
koppelten Oszillatoren auf die Charakterisierung der Phasendynamik zurückgeführt
werden kann. Dementsprechend können wir hier ein korrespondierendes Dierenti-
algleichungssystem von phasengekoppelten Oszillatoren ableiten.
Ausgehend von der Arbeit von Hodgkin und Huxley (1952) sind zahlreiche mathe-
matische Modelle zur Darstellung gekoppelter Neuronen beschrieben worden (siehe
z.B. [15],[35]). In den meisten Fällen wird dabei jeweils genau ein Neuron durch eine
Systemvariable repräsentiert. Aus diesem Grund eignen sich Ansätze wie etwa das
Hodgkin-Huxley-Modell eher weniger zur Modellierung gröÿerer Zellpopulationen.
Das Neuartige des hier verwendeten Ansatzes zur mathematischen Modellierung ei-
nes neuronalen Regelkreises besteht gerade darin, dass durch die Systemvariablen
nicht die Aktivität einzelner Neuronen modelliert wird, sondern hier durch jeden
Phasenoszillator eine gesamte Neuronenpopulation gegeben ist. Diese Herangehens-
weise ist physiologisch gerechtfertigt; so reicht die Erregung eines einzelnen Neurons
in einem der oben genannten Hirnareale für sich allein genommen nicht aus, um
eine messbare Veränderung des Aktivitätszustandes des gesamten Hirnareals her-
vorzurufen. Erst durch die Erregung einer gröÿeren Neuronenpopulation wird der
gewünschte Eekt erzielt.
In dieser Arbeit werden wir zwei Modelle von jeweils 3 phasengekoppelten Oszillato-
ren analysieren, welche sich nicht in ihren Modellgleichungen aber in ihrer Parame-
terkonguration unterscheiden. Im ersten Fall betrachten wir zunächst ein System
mit rein exzitatorischen Kopplungen; der Hintergrund ist hierbei die Darstellung ei-
nes thalamo-kortikalen Regelkreises, in welchen ein thalamisches und zwei kortikale
Areale involviert sind, der Einuss des Nucleus reticularis wird hierbei vernach-
lässigt. Im zweiten Fall setzen wir hingegen eine Konguration bestehend aus ei-
nem thalamischen, einem kortikalen und einem retikulären Areal voraus; aus diesem
Grund existieren bei dem zweiten Modell sowohl inhibitorische als auch exzitatori-
sche Kopplungen. Die Integration inhibitorischer Kopplungen in das Phasenmodell
führt dabei zu deutlichen Veränderungen in der Dynamik:
Während bei rein exzitatorisch gekoppelten Systemen die Phasenoszillatoren unter
vgeeigneten Voraussetzungen zu einer sogenannten Inphasen-Synchronisation tendie-
ren, führt bei inhibitorisch-exzitatorischen Systemen eine schwache Inhibition ebenso
zu einer Inphasen-Synchronisation, eine hinreichend starke Inhibition hingegen zu
einer Antiphasen-Synchronisation. Daneben lassen sich für mittelstarke Inhibitionen
zahlreiche unterschiedliche Übergangszustände zwischen beiden Extremen feststel-
len. Auf diese Weise lässt sich darstellen, wie thalamo-kortikale Regelkreise durch
unterschiedlich starke Aktivitätszustände des Nucleus reticularis reguliert werden
können.
In Kapitel 1 stellen wir zunächst einige physiologische Grundlagen von thalamo-
kortikalen Regelkreisen vor, deren Kenntnis für die anschlieÿende mathematische
Modellierung ausschlaggebend ist (Abschnitt 1.1). Anschlieÿend erläutern wir die
grundlegenden Ansätze der mathematischen Modellierung von solchen neuronalen
Netzwerken durch Oszillatorensysteme und präsentieren die Kongurationen von
Hirnarealen, deren Dynamik in dieser Arbeit mathematisch repräsentiert werden
soll (Abschnitt 1.2). Wie oben erwähnt betrachten wir in diesem Zusammenhang
zwei unterschiedliche Settings von thalamo-kortikalen Regelkreisen, welche sich zwar
nicht in ihren Modellgleichungen aber in der Konguration ihrer Systemparameter
voneinander unterscheiden. Als nächsten Schritt führen wir dann eine Herleitung der
korrespondierenden Systeme phasengekoppelter Oszillatoren durch und geben eine
Einführung in die mathematische Analyse von Phasensystemen (Abschnitt 1.3).
Im Kapitel 2 erfolgt eine mathematische Analyse des exzitatorischen Systems. Haupt-
ziel unserer Untersuchung ist hierbei die Herleitung von notwendigen und hinreichen-
den Bedingungen für das Eintreten von Synchronisation an die Systemparameter.
Des Weiteren leiten wir in diesem Kontext eine approximative Darstellung der Pha-
sendierenzen und Frequenzen der Oszillatoren im synchronen Zustand her, welche
über Anwendung des Zentrumsmannigfaltigkeit-Theorems erhalten wird.
Kapitel 3 widmet sich einer ausführlichen Untersuchung des inhibitorisch-exzitatori-
schen Systems. Hierbei richten wir unser Augenmerk auf den inhibitorischen Kopp-
lungsparameter und seinen Einuss auf das Synchronisationsverhalten des Systems.
Da die Unterschiede in der Dynamik, welche dieses System im Vergleich zu dem
vorherigen mit rein exzitatorischer Kopplungskonguration aufweist, gerade durch
die Stärke der Inhibition bestimmt werden, liegt der Ansatz nahe, diese inhibito-
rische Kopplungsgröÿe als Bifurkationsparameter aufzufassen. Der Übergang von
einer schwachen zu einer starken Inhibition stellt sich dabei als Wechsel von soge-
nannter Inphasen- zu Antiphasen-Synchronisation dar. Je nach Konguration der
übrigen exzitatorische Kopplungsparameter sind dabei für den Mechanismus die-
ses Inphasen-Antiphasen-Übergangs zahlreiche unterschiedliche Bifurkationsszenari-
en möglich. Diese werden im Kapitel 3 ausführlich dargelegt. Variieren wir zusätzlich
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eine der exzitatorischen Kopplungsgröÿen, so lassen sich die auftretenden Änderun-
gen in der Dynamik als Bifurkationen mit Kodimension >1 charakterisieren.
Abschlieÿend erfolgt eine Diskussion der Ergebnisse dieser Arbeit sowie ein Ausblick
auf mögliche zukünftige Erweiterungen der beschriebenen Modelle.
Im Anhang werden einige Rechnungen und Beweise nachgetragen, welche auf In-
halte des 2. und 3. Kapitels verweisen und diese ergänzen, aber aus Gründen der
Übersichtlichkeit nicht in die Hauptkapitel aufgenommen wurden (A-B). Auÿerdem
werden in diesem Zusammenhang die Methoden einiger numerische Analysen, deren
Ergebnisse in Kapitel 2 und 3 präsentiert werden, näher erläutert.
Zur numerischen Simulation der Phasenmodelle und zur Erstellung der Bifurkations-
diagramme wurden zum einen die vorgegebenen Programmpakete XPPAUT (bzw.
AUTO, siehe [7]) und MATLAB benutzt und zum anderen eigens erstellte C++-
Programme verwendet.
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1. Grundlagen der mathematischen
Modellierung neuronaler Regelkreise
durch Phasenoszillatoren
1.1. Physiologische Grundlagen
In diesem Abschnitt erläutern wir einige Basisbegrie der Neurophysiologie, welche
später für das Verständnis der Herleitung des mathematischen Modells zur Darstel-
lung neuronaler Schaltkreise im Gehirn von Vorteil sind. Hierbei werden wir eine
Beschreibung der elementaren funktionellen Grundeinheit des Nervensystem, des
Neurons (=Nervenzelle), liefern und die physiologischen Grundlagen der Verschal-
tung von Neuronen über chemische Synapsen erklären. Anschlieÿend werden wir
ausgewählte wichtige Strukturen des Gehirns vorstellen: Groÿhirncortex, Thalamus
und Nucleus reticularis, da ja gerade diese Areale und ihre Interaktionen in dieser
Arbeit durch ein mathematisches Modell repräsentiert werden sollen.
1.1.1. Gliederung und Funktionsprinzip des Nervensystems
Das Nervensystem besteht aus zwei Anteilen mit unterschiedlicher Lokalisation und
Funktion. Hierbei wird das zentrale Nervensystem (ZNS) von dem peripheren Ner-
vensystem (PNS) unterschieden. Strukturell umfasst das ZNS Rückenmark und Ge-
hirn. Das Zentralnervensystem stellt das nervöse Steuerzentrum dar, in welchem
Informationen aus dem Körper und der Auÿenwelt verarbeitet werden. Demgegen-
über stellt das PNS das Rezeptions- und Ausführungsorgan des ZNS dar und ist
durch die Nerven in der Körperperipherie repräsentiert, welche eine Verkabelung
zwischen ZNS und peripheren Organen herstellen. Über das PNS erfolgt die Weiter-
gabe von Informationen (Reizen) aus der Peripherie zum ZNS und umgekehrt auch
der Weiterleitung von Steuerbefehlen aus dem ZNS in periphere Organe.
1.1.2. Aufbau eines Neurons
Das Neuron (=Nervenzelle) bildet den zellulären und funktionellen Grundbaustein
des Nervensystems. Insgesamt enthält das menschliche Nervensystem ca. 1012 Neuro-
ne, die sich je nach Lokalisation und Funktion unterscheiden, jedoch alle den gleichen
Grundaufbau besitzen. So besteht generell jede Nervenzelle aus einem Zellkörper
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(Soma oder Perikaryon), welcher den Zellkern enthält, und aus einem oder mehre-
ren Fortsätzen. Bei den Fortsätzen werden des Weiteren Dendriten, deren Funktion
im Empfang von Erregungen besteht, und Axone, welche der Weitergabe von erre-
genden Impulsen dienen, unterschieden (siehe Abbildung 1.1a). In der Regel verfügt
ein Neuron über nur ein Axon, die Anzahl der Dendriten ist hingegen variabel. Je
nach Anzahl der Fortsätze können so verschiedene Neuronentypen unterschieden
werden (Abbildung 1.1b).
(a) Nervenzelle (Neuron) (b) Neuronentypen
Abbildung 1.1.: Die beiden Abbildungen sind jeweils entnommen aus [33].
(a): Schematische Darstellung eines Prototyps. 1 Perikaryon (Soma), 2 Zellkern, 3 raues endoplasmatisches Reti-
kulum, 4 Axonursprung, 5 Dendrit, 6 Axon, 7 synaptische Endknöpfchen, 8 synaptische Endknöpfchen anderer
Nervenzellen.
(b): Die Axone mit den synaptischen Endknöpfchen sind jeweils nach unten gerichtet. 1 Multipolares Neuron, 2
bipolares Neuron, 3 pseudounipolares Neuron, 4 unipolares Neuron.
1.1.3. Synapse
Nervenzellen sind in der Lage, elektrische Signale zu leiten und auf diese Weise er-
regende oder hemmende Informationen an benachbarte Zellen weiterzugeben. Dazu
benden sich am Ende eines Axons terminale Aufzweigungen, welche knötchenför-
mige Auftreibungen besitzen (synaptische Endknöpfchen, siehe Abbildung 1.1). Die
Endknöpfchen bilden gemeinsam mit der Zellmembran einer benachbarten Zelle so-
wie dem dazwischenliegenden Spalt sogenannte Synapsen, an welchen gerade die
Signalübertragung von einer Zelle auf die nächste stattnden kann. Die Erregungs-
übertragung erfolgt dabei über chemische Botenstoe, welche als Neurotransmitter
bezeichnet werden. Eine Erregung der präsynaptischen (d.h. vor der Synapse lie-
genden) Zelle führt dazu, dass es an der Zellmembran der jeweiligen synaptische
Endknöpfchen zu einem Einstrom von Ca2+− Ionen kommt. Die folgende Erhö-
hung der intrazellulären Ca2+− Konzentration stellt den Trigger zur Freisetzung
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des Neurotransmitters in den synaptischen Spalt dar. Der Botensto bindet wieder-
um an Rezeptoren der postsynaptischen Membran und löst auf diese Weise in der
postsynaptischen Zelle eine weitere Signalkaskade aus, innerhalb derer diese Zelle je
nach Neurotransmitter elektrisch erregt oder gehemmt wird. In diesem Zusammen-
hang kann daher zwischen erregenden (=exzitatorischen) und hemmenden (inhibi-
torischen) Synapsen bzw. zwischen exzitatorischen und inhibitorischen Neuronen
unterschieden werden.
Die meisten Neurone sind über zahlreiche Synapsen mit einer Vielzahl anderer Ner-
venzellen gekoppelt. In diesem Zusammenhang sind die Aerenzen eines Neurons,
d.h. die in einem Neuron ankommenden Informationen, von dessen Eerenzen, d.h.
die von einem Neuron ausgesendeten Informationen, zu unterscheiden.
1.1.4. Zentrales Nervensystem
Im ZNS sind die sogenannte graue und die weiÿe Substanz voneinander abzugrenzen.
Die graue Substanz besteht dabei aus Ansammlungen von Perikaryen zentralnervö-
ser Neurone, wohingegen die weiÿe Substanz nur die Fortsätze von Nervenzellen
enthält. Im Gehirn ist der überwiegende Teil der grauen Substanz auÿen lokalisiert
und umhüllt dabei als Rinde (Cortex) das Groÿhirn und das Kleinhirn. Dementspre-
chend können Groÿhirncortex und Kleinhirncortex unterschieden werden. Da wir
uns in den späteren mathematischen Modellierungen ausschlieÿlich auf den Groÿ-
hirncortex beziehen werden, wird im Folgenden der Begri Cortex immer synonym
mit Groÿhirncortex verwendet (siehe 1.1.5).
Der restliche Teil der grauen Substanz ist in die weiÿe Substanz eingebettet und
bildet innerhalb dieser sogenannte Nervenkerne (Nuclei). Als Beispiel für eine An-
sammlung von solchen Nuclei ist in diesem Zusammenhang der Thalamus zu nennen,
ein Areal des Zwischenhirns, das sich aus vielen Einzelkernen zusammensetzt und
in unseren weiteren Ausführungen eine wichtige Rolle spielt (siehe 1.1.6).
1.1.5. Cortex
Der Groÿhirncortex enthält 109−1010 Neurone und besitzt eine auÿerordentlich kom-
plexe Struktur. Aerenzen erhalten kortikale Areale von mehreren Quellen: Über so-
genannte Assoziationsfasern kann ein kortikales Neuron Informationen von weiteren
kortikalen Nervenzellen anderer Areale empfangen. Des Weiteren erhalten kortikale
Neurone thalamo-kortikale Aerenzen von Kerngebieten des Thalamus (siehe 1.1.6).
Über diese thalamo-kortikalen Projektionen erhalten die Zellen des Cortex Informa-
tionen über Wahrnehmungen der unterschiedlichen Sinnesorgane.
4 1. Grundlagen der mathematischen Modellierung
Auch eerent sind ein Groÿteil der kortikalen Neurone mit Arealen des Thalamus
verbunden. Thalamo-kortikale und kortiko-thalamische Projektionen sind dabei in
der Regel wechselseitig (reziprok) angelegt: Erhält ein Rindenareal Aerenzen von
einem bestimmten Kerngebiet des Thalamus, so existiert dann auch immer eine
eerente Verbindung des jeweiligen kortikalen Gebietes mit dem entsprechenden
thalamischen Areal (und umgekehrt). Eine Erregung eines kortikalen Areals durch
ein Kerngebiet des Thalamus führt somit stets zu einer reziproken Erregung des
jeweiligen thalamischen Gebiets durch den Cortex (und umgekehrt).
Kortikale Neurone mit direkten thalamischen Aerenzen sind auf diese Weise in der
Lage, Informationen, welche der Thalamus über Sinneswahrnehmungen erhalten hat,
zunächst einmal interpretationsfrei zum Bewusstsein zu bringen. Anschlieÿend er-
folgt über Assoziationsfasern eine Verknüpfung von unterschiedlichen Informationen,
wodurch Handlungskonsequenzen als Antwort auf die jeweiligen Sinneswahrnehmun-
gen generiert werden können.
Die Möglichkeit der Aufzeichnung kortikaler Aktivität mittels der Elektroenzephalo-
graphie (EEG) stellt einen wichtigen Zugangsweg zum Verständnis der Beziehungen
zwischen sensorischen, motorischen, kognitiven und emotionalen Prozessen dar (vgl.
[25]). Dabei werden mittels Elektroden an der Kopfoberäche kontinuierliche elek-
trische Potentialschwankungen abgeleitet. Frequenzen und Amplituden dieser Po-
tentiale spiegeln dann den Aktivitätszustand des Cortex wider. Hierbei erfolgt eine
Klassizierung in folgende Rhythmen:
• α− Rhythmus: herrscht bei gesunden Erwachsenen im wachen, aber unauf-
merksamen Zustand vor. Dieser Rhythmus entspricht einer Frequenz von 8-13
Hz (durchschnittlich 10 Hz).
• β− Rhythmus: Bei Sinnesreizen oder geistiger Tätigkeit kommt es zu ei-
nem Verschwinden der α− Wellen (α− Blockade). Stattdessen kommt es zum
Auftreten hochfrequenter β− Wellen: Frequenz 13-30 Hz (durchschnittlich 20
Hz).
• γ− Rhythmus: Als γ− Wellen werden solche mit einer Frequenz über 30 Hz
bezeichnet. Sie treten bei Lern- und Aufmerksamkeitsprozessen auf.
• ϑ− Rhythmus: Hierbei handelt es sich umWellen mit langsamer Frequenz (4-
7 Hz). Bei einem wachen Erwachsenen treten sie nur mit sehr kleiner Amplitude
auf, mit gröÿerer Amplitude sind sie hingegen im Schlaf aufzuzeichnen.
Der Aktivitätszustand des Cortex ist somit entscheidend abhängig vom Aufmerk-
samkeitszustand der jeweiligen Person und der Intensität der wahrgenommenen Sin-
neseindrücke. Das Tor zum Bewusstsein bildet hierbei der Thalamus über entspre-
1.1. Physiologische Grundlagen 5
Abbildung 1.2.: Darstellung der Kerngebiete des Thalamus und des Nucleus reticularis sowie einiger thalamischen
Aerenzen und Eerenzen. Die Abbildung wurde entnommen aus [9].
chende thalamo-kortikale Projektionen. Funktion und Arbeitsweise dieses Hirnareals
werden im folgenden Abschnitt vorgestellt.
1.1.6. Thalamus
Der Thalamus bendet sich im Zwischenhirn und ist aus zahlreichen Einzelkernen
zusammengesetzt (siehe Abb. 1.2). Alle thalamischen Nuclei mit einer Ausnahme
(der Nucleus reticularis) verfügen über reziproke exzitatorische Faserverbindungen
mit dem Groÿhirncortex. Nahezu alle sensiblen (Tasten, Vibration, Schmerz) und
sensorischen (Sehen, Hören, Schmecken) Nervenbahnen (mit Ausnahme der olfak-
torischen Bahnen) projizieren in ein thalamisches Kerngebiet und werden von da
aus über entsprechende Synapsen zum Cortex weiterverschaltet. Die Erregbarkeit
eines thalamischen Neurons wird dabei durch Aerenzen von anderen thalamischen
Neuronen oder durch aerente Projektionen aus anderen Hirnarealen moduliert. Auf
diese Weise kann die Weitergabe von Informationen an den Cortex erleichtert oder
erschwert werden (durch Herab- bzw. Heraufsetzen der Erregbarkeitsschwelle). Auf-
grund dieser Filterfunktion wird der Thalamus häug als Tor zur Groÿhirnrinde
bzw. als Tor zum Bewusstsein bezeichnet.
Von entscheidender Bedeutung für die Regulation der thalamo-kortikalen Aktivität
ist dabei der Nucleus reticularis, welcher anatomisch zwar als thalamisches Kernge-
biet aufgefasst wird, funktionell aber eine eigenständige Struktur darstellt.
1.1.7. Der Nucleus reticularis im thalamo-kortikalen Regelkreis
Der Nucleus reticularis ist wie ein Netz um die vorderen und seitlichen Anteile der
übrigen Thalamuskerne gelegen (siehe Abb. 1.2). Alle Nervenfasern, welche von tha-
lamischen Arealen zum Cortex verlaufen, durchqueren den Nucleus reticularis und
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geben kollaterale Äste dahin ab. Auf diese Weise erhält dieses Kerngebiet gewisser-
maÿen eine Kopie jeder Information, welche von Neuronen des Thalamus zu solchen
des Cortex projiziert wird. Ebenso verhält es sich bei kortiko-thalamischen Ver-
bindungen: die entsprechenden Nervenfasern ziehen durch den Nucleus reticularis,
geben Kollateralen darin ab und versorgen diesen dadurch mit allen Informationen
über die kortiko-thalamischen Interaktionen.
Während es sich bei den thalamo-kortikalen und kortiko-thalamischen Projektionen
ausschlieÿlich um exzitatorische Verbindungen handelt, besteht der Nucleus reticu-
laris komplett aus inhibitorischen Neuronen. Wird nun ein solches Neuron durch die
Kollaterale einer thalamo-kortikalen oder kortiko-thalamischen Projektion erregt, so
verfügt das jeweilige Neuron in der Regel über eine eerente inhibitorische Verbin-
dung zu dem korrespondierenden thalamischen Kerngebiet (siehe Abb. 1.3).
Abbildung 1.3.: Abbildung entnommen aus [9]
Um die Bedeutung dieser Hemmwirkung durch den Nucleus reticularis zu verste-
hen, vergegenwärtigen wir uns noch einmal das in 1.1.5 beschriebene Prinzip der
thalamo-kortikalen Verschaltung:
Jede Erregung eines kortikalen Gebiets durch den Thalamus führt stets zu einer re-
ziproken Erregung des entsprechenden thalamischen Areals durch den Cortex. Diese
Erregung hat wiederum eine reziproke Erregung des Cortex durch den Thalamus zur
Folge usw. Hiermit wird deutlich, dass ohne eine Regulation der thalamo-kortikalen
Schleife durch andere Hirnareale aus diesem Verschaltungsprinzip eine Über- bzw.
Dauererregung der involvierten kortikalen und thalamischen Gebiete resultieren wür-
de. In diesem Zusammenhang stellt der Nucleus reticularis eine wichtige Kontrollin-
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stanz dar:
Über die Abgabe von Kollateralen führt eine thalamo-kortikale Projektion auch zur
Erregung von Neuronen des Nucleus reticularis, welche nun wiederum das involvier-
te thalamische Areal inhibieren. Durch diese Modulation wird eine Überstimulation
der betreenden thalamischen und kortikalen Areale verhindert (vgl. [6]).
Darüberhinaus spielt der Nucleus reticularis eine wichtige Rolle beim Mechanismus
der gerichteten Aufmerksamkeit sowie bei der Steuerung von Schlaf- und Wach-
zustand. Klinische Relevanz erlangt dieser Nervenkern u.a. bei bestimmten Formen
epileptischer Anfälle (vgl. [33]).
1.2. Mathematische Modellierung thalamo-kortikaler
Regelkreise
1.2.1. Repräsentation von Neuronenpopulationen durch Oszillatoren
Der Grundstein zur mathematischen Modellierung neuronaler Aktivität wurde 1952
durch das von Hodgkin und Huxley entwickelte System zur Modellierung der Wei-
terleitung elektrischer Signale im Tintenschaxon gelegt (vgl. [15]). Das Modell
beschreibt dabei die Potentialänderung einer erregbaren Zelle über den Ein- und
Aususs von Ionen und den von auÿen angelegten Strom. Zahlreiche Erweiterungen
dieses Systems wurden seitdem entwickelt. Auch heute noch stellt das Hodgkin-
Huxley-Modell einen typischen Ansatz zur Beschreibung der Dynamik einzelner er-
regbarer Zellen oder auch kleiner Zellnetzwerke dar. Für die Modellierung gröÿerer
Zellpopulationen ist dieses Modell hingegen weniger geeignet.
In dieser Arbeit wählen wir daher einen anderen Ansatz. In Abschnitt 1.1.5 wurde be-
reits dargelegt, dass sich die Aktivität von kortikalen Arealen über EEG-Messungen
als oszillatorische Dynamik darstellt. Die oszillatorischen Bewegungen, die dabei
über das EEG aufgezeichnet werden, sind dabei nicht jeweils von einem einzelnen
Neuron generiert, sondern entstehen durch die Überlagerung der Potentialschwan-
kungen einer gröÿeren Population kortikaler Neurone. Aus diesem Grund liegt es
nahe, bei der Modellierung von Interaktionen verschiedener Hinrareale einen Ansatz
zu wählen, bei dem die (jeweils aus vielen Zellen bestehenden) relevanten Area-
le durch jeweils eine oszillatorische Entität repräsentiert sind. Die Dynamik dieser
Oszillatoren und ihre Interaktionen untereinander lassen sich dann durch ein ent-
sprechendes System gekoppelter Oszillatoren beschreiben. Aus diesem Grund werden
wir in den nachfolgenden Abschnitten darlegen, auf welche Weise eine oszillatorische
Dynamik mathematisch repräsentiert werden kann. Ausserdem werden wir zeigen,
dass wir uns bei der Modellierung der ozillatorischen Prozesse auf die Beschreibung
der Phasendynamik beschränken können.
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Zahlreiche verschiedene Typen von rythmischer Aktivität werden in den unterschied-
liche Gehirnarealen beobachtet (siehe 1.1.5). Diese Frequenzcluster sind von Bedeu-
tung sowohl bei physiologischen als auch bei pathologischen Prozessen (vgl. [4],
[30]). In beiden Fällen spielt das Phänomen der Synchronisation, auch als Fre-
quency locking bezeichnet, eine wichtige Rolle. Hierunter verstehen wir einen Zu-
stand, bei dem die in den jeweiligen Arealen vorherrschenden Rhythmen zueinander
in einem festen Verhältnis stehen (z.B. n · Frequenz eines thalamischen Areals ≈
m · Frequenz eines kortikalen Areals). Den Begri der Synchronisation werden wir
in 1.3.3 mathematisch denieren.
1.2.2. Konfigurationen thalamo-kortikaler Regelkreise
In den mathematischen Modellen dieser Arbeit wird jedes relevante Hirnareal durch
einen Oszillator mit einer entsprechenden charakteristischen Eigenfrequenz reprä-
sentiert. Hierbei werden wir zwei unterschiedliche Kongurationen von jeweils drei
gekoppelten Oszillatoren betrachten.
1. Im ersten Fall betrachten wir drei Areale, welche allesamt durch rein exzitato-
rische Kopplungen miteinander verbunden sind. So kann dabei ein Oszillator
ein Gebiet des Thalamus (T) repräsentieren, welches mit zwei weiteren kortika-
len Arealen (C1, C2) reziprok exzitatorisch gekoppelt ist. Zwischen den beiden
kortikalen Oszillatoren besteht ebenfalls eine exzitatorische Verbindung (über
Assoziationsfasern) (Abb. 1.4). Die Kopplungsstärken sind hierbei in der Regel
als asymmetrisch vorauszusetzen, d.h. die Oszillatoren beeinussen sich gegen-
seitig unterschiedlich stark.
T
C1 C2
Abbildung 1.4.: 1.Konguration: Modell mit einem thalamischen (T ) und zwei kortikalen Arealen (C1, C2) mit
jeweils wechselseitigen exzitatorischen Kopplungen.
2. Im zweiten Fall betrachten wir wiederum drei Areale, allerdings werden wir bei
dieser Konguration auch den Nucleus reticularis berücksichtigen. Wie im ers-
ten Modell repräsentiert ein Oszillator ein Gebiet des Thalamus, ein weiterer
ein kortikales Areal und der dritte Oszillator ein Kerngebiet des Nucleus reticu-
laris. Demensprechend ist berücksichtigt, dass alle Projektionen vom Nucleus
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reticularis zum Thalamus als inhibitorisch vorauszusetzen sind (roter Pfeil in
Abb. 1.5). Darüberhinaus besitzt der Nucleus reticularis keine aerenten Ver-
bindungen zum Cortex. Alle übrigen Kopplungen sind wiederum als exzitato-
risch vorauszusetzen. Auch hier gehen wir wieder von asymmetrischen Kopp-
lungen aus.
T
N C
Abbildung 1.5.: 2.Konguration: Modell mit einem thalamischen, einem kortikalen und einem Areal des Nucleus
reticularis. Exzitatorische Kopplungen schwarz dargestellt, Inhibition rot. Der Nucleus reticularis ist eerent aber
nicht aerent mit dem Cortex verbunden.
Zur Herleitung entsprechender mathematischer Modelle sind nun die folgenden Ar-
beitsschritte durchzuführen:
• Mathematische Repräsentation einer oszillatorischen Dynamik
• Darstellung der Kopplungen der Oszillatoren untereinander;
In diesem Zusammenhang sind folgende Eigenschaften der Kopplungen zu be-
rücksichtigen:
 Asymmetrische Kopplungen
 Inhibitorische vs. exzitatorische Kopplungen
• Mathematische Denition des Begris der Synchronisation
Im folgenden Abschnitt 1.3 werden wir nun sukzessive diese Schritte unternehmen,
um dann abschlieÿend zu den obigen zwei Kongurationen korrespondierende ma-
thematische Modelle präsentieren zu können.
1.3. Herleitung des mathematischen Modells
In diesem Abschnitt werden wir die Herleitung der dieser Arbeit zu Grunde lie-
genden Systeme phasengekoppelter Oszillatoren durchführen und den Begri der
Phasensynchronisation einführen. Wir werden uns dabei an Methoden von Kuramo-
to orientieren, wie sie etwa in [17] und [21] beschrieben wurden. Abschlieÿend erfolgt
ein kurzer bibliographischer Abriÿ bezüglich der Verwendung von Phasensystemen
zur Modellierung inhibitorisch-exzitatorischer neuronaler Prozesse.
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1.3.1. Phasendynamik eines einzelnen Oszillators
In diesem Abschnitt werden wir zunächst erläutern, auf welche Weise eine oszilla-
torische Dynamik mathematisch repräsentiert ist. Anschlieÿend wird dargelegt, wie
die Dynamik von selbsterhaltenden Oszillationen auf die Beschreibung der Phasen-
dynamik zurückgeführt werden kann. Die folgenden Ausführungen orientieren sich
dabei am Ansatz von Kuramoto [17] und Pikovsky et al. [21].
Wie in [17] und [21] betrachten wir zunächst ein N−dimensionales (N ≥ 2) dissi-
patives autonomes System gewöhnlicher Dierentialgleichungen:
X˙ = f(X), X = (X1, . . . , XN), (1.1)
und setzen weiter voraus, dass (1.1) eine stabile periodische Lösung X0(t) besitzt.
Der Grenzzyklus X0(t) repräsentiert dann gerade einen selbsterhaltenden Oszilla-
tor. Das nächste Ziel ist es nun, die Dynamik des Oszillators, welche durch (1.1)
charakterisiert ist, auf die Beschreibung der Phasendynamik zurückzuführen. Hier-
für müssen wir zunächst den Begri der Phase denieren.
1.1 Denition (Phase und natürliche Frequenz eines Oszillators)
Für das System (1.1) bezeichne X0 eine zugehörige stabile stationäre Lösung sowie
T0 die Periode von X0. Eine skalare Funktion φ(t) = φ˜(X0(t)) heiÿt Phase des
Oszillators X0, wenn φ (bzw. φ˜) entlang X0(t) linear wächst und zwar mit jeder
Rotation um genau 2pi, d.h.
φ(t+ T0) = φ(t) + 2pi
φ˙ ≡ ω0 mit ω0 = 2pi
T0
(1.2)
ω0 heiÿt dann die zum Oszillator X0 gehörige natürliche Frequenz.
Eine Phasenfunktion φ mit den genannten Eigenschaften existiert immer, wie es das
folgende Lemma zeigt:
1.2 Lemma
Es sei X0(t) ein stabiler Grenzzyklus mit Periode T0 des dynamischen Systems (1.1).
Dann existiert stets eine skalare Phasenfunktion φ mit zugehörigen Eigenschaften
(1.2). Für jede stetig dierenzierbare skalare Funktion ρ(t), welche entlang X0(t)
streng monoton anwächst, gilt dann die Beziehung
φ = ω0
∫ ρ
0
(
dρ
dt
)−1
dρ (1.3)
Beweis. Eine Funktion ρ mit den geforderten Eigenschaften existiert immer, so kön-
nen wir etwa ρ(t) exemplarisch als die Weglänge von X0(0) zu X0(t) denieren. Da
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X0 stetig dierenzierbar ist, ist dann auch ρ stetig dierenzierbar, streng monoton
wachsend und somit auch umkehrbar mit stetig dierenzierbarer Umkehrabbildung.
Notieren wir weiter τ(ρ) für die Umkehrfunktion von ρ(t), so folgt mit dem bekann-
ten Satz über die Ableitung der Umkehrfunktion:
d
dρ
τ(ρ) =
(
dρ
dt
(τ(ρ))
)−1
Denieren wir nun φ gemäÿ (1.3) so gilt für t ≥ 0:
φ(t) = ω0
∫ ρ(t)
0
d
dρ
τ(ρ) dρ = ω0 ·
[
τ(ρ)
]ρ(t)
0
= ω0 t
Weiter erhalten wir mit ω0 = 2pi/T0
φ(t+ T0) = ω0 t+ ω0 T0 = φ(t) + 2pi

Somit folgt für jede Phasenfunktion φ und die natürliche Frequenz ω0 :
ω0 = φ˙ =
N∑
k=1
∂φ
∂Xk
X˙k =
N∑
k=1
∂φ
∂Xk
fk(X) (1.4)
Wir betrachten nun wiederum (1.1), aber diesmal mit einer kleinen Störung:
X˙ = f(X)−K p(X) (1.5)
Der skalare Parameter K reguliert hierbei die Stärke der Störung. Des Weiteren
betrachten wir hier nur autonome Störungen p(X), welche nicht explizit von der
Zeit t abhängen (der zeitabhängige Fall kann analog betrachtet werden, siehe [21]).
Für das gestörte System und jede Phasenfunktion φ erhalten wir nun aus (1.4) und
(1.5):
φ˙ =
N∑
k=1
∂φ
∂Xk
X˙k =
N∑
k=1
∂φ
∂Xk
(
fk(X)−K pk(X)
)
= ω0 −K
N∑
k=1
∂φ
∂Xk
pk(X) (1.6)
Für kleine Störungen |K|  1 verläuft der Fluss X(t) nahe des Grenzzyklus X0(t),
so dass wir in erster Näherung
φ˙ = ω0 −K
N∑
k=1
∂φ(X0)
∂Xk
pk(X0) (1.7)
setzen können. Da wir jeden Punkt X0(t) des Grenzzyklus mit der entsprechenden
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Phase φ(t) identizieren können, können wir nun (1.7) in eine reine Phasendieren-
tialgleichung transformieren:
φ˙ = ω0 −KQ(φ), (1.8)
wobei
Q(φ) :=
N∑
k=1
∂φ(X0(φ))
∂Xk
pk(X0(φ))
Wir haben hiermit dargelegt, dass bei kleiner Störung K die oszillatorische Bewe-
gung (1.5) durch die Dynamik der Phase in (1.8) beschrieben werden kann. Im fol-
genden Abschnitt werden wir nun diese Ausführungen auf Systeme von miteinander
gekoppelten Oszillatoren erweitern.
1.3.2. Herleitung des Phasenmodells
Als nächsten Schritt betrachten wir hier ein System von 3 miteinander gekoppelten
Oszillatoren X1, X2, X3 :
X˙1 = f1(X
1)−K12 p12(X1, X2)−K13 p13(X1, X3)
X˙2 = f2(X
2)−K21 p21(X2, X1)−K23 p23(X2, X3) (1.9)
X˙3 = f3(X
3)−K31 p31(X3, X1)−K32 p32(X3, X2)
mit X i = (X i1, . . . , X
i
N) für N ≥ 2. Im Falle Kij = 0 ∀ i, j besitze jedes ungestörte
System X˙ i = f(X i) einen stabilen Grenzzyklus mit Periode Ti. Die Störfunktionen
pij hängen in diesem Fall von der Interaktion der Oszillatoren untereinander ab.
Die einzige Voraussetzung, die wir in diesem Zusammenhang an die Dynamik der
Oszillatoren stellen, ist somit die Annahme, dass die autonome Dynamik eines je-
den Oszillators (modelliert jeweils durch fi(Xi)) strikt getrennt von der Interaktion
eines Oszillators mit den jeweiligen anderen beiden (Terme pij) beobachtet werden
kann. Die Stärke der Kopplung zwischen i-ten und j-ten Oszillator wird wiederum
gesteuert durch die Parameter Kij und Kji.
Analog zu der Argumentation im vorangegangenen Abschnitt 1.3.1 erhalten wir die
folgenden Evolutionsgleichungen für die zugehörigen Phasen φi mit 2pi− periodi-
schen Interaktionsfunktionen Qij und natürlichen Frequenzen ωi = 2pi/Ti :
φ˙1 = ω1 −K12Q12(φ1, φ2)−K13Q13(φ1, φ3)
φ˙2 = ω2 −K21Q21(φ2, φ1)−K23Q23(φ2, φ3) (1.10)
φ˙3 = ω3 −K31Q31(φ3, φ1)−K32Q32(φ3, φ2)
Als 2pi−periodische Funktionen sind die Interaktionsterme Qij als doppelte Fourier-
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reihen darstellbar:
Qij(φi, φj) =
∑
k,l∈Z
(
aklij cos(kφi + lφj) + b
kl
ij sin(kφi + lφj)
)
Besteht keine Kopplung zwischen den Oszillatoren, d.h. Kij = 0 ∀i, j, und setzen
wir auÿerdem φk(0) = 0 ∀k voraus, so folgt
φk(t) = ωkt
und somit auch
Qij(φi, φj) =
∑
k,l∈Z
(
aklij cos
(
(kωi + lωj)t
)
+ bklij sin
(
(kωi + lωj)t
))
.
Sind natürlicherweise keine oszillatorischen Bewegungen vorhanden, d.h. liegt der
Grenzfall ωk = 0 ∀k vor, so soll nun das entsprechende Phasensystem so kongu-
riert sein, dass auch durch Kopplung der Phasen in diesem Fall keinerlei Dynamik
entsteht. Daher muss mathematisch sichergestellt sein, dass im Falle ωk = 0 ∀k und
Kij 6= 0 weiterhin φ˙k = 0 gilt. Aus diesem Grund folgt
a00ij = 0.
Ist die Frequenz |kωi + lωj|  0, so beschreibt der zugehörige Fourier-Term eine
schnelle Drehung und ist für die Langzeitdynamik der Phasenbewegungen vernach-
lässigbar. Demgegenüber sind die resonanten Terme in Qij entscheidend:
kωi + lωj ≈ 0.
Im weiteren Verlauf setzen wir nun voraus, dass die natürlichen Frequenzen ωj > 0
bzgl. n1, n2, n3 ∈ N näherungsweise die Resonanzbedingung erfüllen:
niωi ≈ njωj. (1.11)
Damit sind alle Vielfachen (k, l) = m · (ni,−nj) resonant und mitbestimmend für
die Dynamik der Phasen. Durch Vernachlässigung der nicht-resonanten Terme in
Qij erhalten wir somit die folgende Modikation der Evolutionsgleichungen (1.10):
φ˙1 = ω1 −K12q12(n1φ1 − n2φ2)−K13q13(n1φ1 − n3φ3)
φ˙2 = ω2 −K21q21(n2φ2 − n1φ1)−K23q23(n2φ2 − n3φ3) (1.12)
φ˙3 = ω3 −K31q31(n3φ3 − n1φ1)−K32q32(n3φ3 − n2φ2)
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mit
qij(niφi − njφj) =
∑
m∈Z
(
a
mni,−mnj
ij cos
(
m(niφi − njφj)
)
+b
mni,−mnj
ij sin
(
m(niφi − njφj)
))
.
Betrachten wir die mit den Skalierungen ni und nj gewichtete Phasendierenz θ =
niφi − njφj , so folgt
θ˙ = niωi − njωj −Kijniqij(θ) +Kjinjqji(−θ)
−Kikniqik(niφi − nkφk) +Kjknjqjk(njφj − nkφk), k 6= i, j.
Sind die direkten Kopplungstärken zwischen i-tem und j-ten Oszillator genau ent-
gegengesetzt, d.h. Kij = −Kji, so ist dies dahingehend zu interpretieren, dass die
gegenseitigen Einüsse der Phasen sich gerade neutralisieren. Mathematisch bedeu-
tet dies
0 = niqij(θ) + njqji(−θ) =
∑
m∈Z
((
nia
mni,−mnj
ij + nja
mnj ,−mni
ji
)
cos(mθ)
+
(
nib
mni,−mnj
ij − njbmnj ,−mniji
)
sin(mθ)
)
und somit
nia
mni,−mnj
ij = −njamnj ,−mniji ,
nib
mni,−mnj
ij = njb
mnj ,−mni
ji .
(1.13)
Wie bei der Herleitung des Kuramoto-Systems (vgl. [17] und [21]) wählen wir nun
für qij möglichst einfache Funktionen, welche die Bedingung (1.13) gerade erfüllen,
und setzen
a
mni,−mnj
ij = 0 ∀ i, j,m
sowie
b
mni,−mnj
ij =


1
ni
m = 1
0 m 6= 1
Die Interaktionsfunktionen qij besitzen somit die Darstellung:
qij(niφi − njφj) = 1
ni
sin(niφi − njφj).
Final können wir daher das folgende System phasengekoppelter Oszillatoren ablei-
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ten:
φ˙1 = ω1 − K12
n1
sin(n1φ1 − n2φ2)− K13
n1
sin(n1φ1 − n3φ3)
φ˙2 = ω2 − K21
n2
sin(n2φ2 − n1φ1)− K23
n2
sin(n2φ2 − n3φ3) (1.14)
φ˙3 = ω3 − K31
n3
sin(n3φ3 − n1φ1)− K32
n3
sin(n3φ3 − n2φ2)
Das hergeleitete System (1.14) phasengekoppelter Oszillatoren bildet die Grundla-
ge dieser Arbeit. In den folgenden Kapiteln werden wir mehrere unterschiedliche
Kongurationen von Kopplungskonstanten Kij betrachten und die Dynamik der zu-
gehörigen Phasenmodelle analysieren. Von entscheidender Bedeutung ist in diesem
Zusammenhang die Unterscheidung zwischen einem rein exzitatorisch gekoppelten
System einerseits und einem gemischt inhibitorisch-exzitatorisch gekoppelten Sys-
tem andererseits. Diese Begrie werden im Abschnitt 1.3.4 erläutert. Des Weiteren
ist die zentrale Fragestellung bei der Analyse von Systemen wie (1.14) die mög-
liche Existenz von Phasen-Synchronisation. Aus diesem Grund folgt im nächsten
Abschnitt zunächst eine Einführung in die Theorie der Synchronisation.
1.3.3. Grundlagen der Synchronisation
Von zentraler Bedeutung für die Denition von Phasensynchronisation ist der Begri
der gewichteten Phasendierenzen:
1.3 Denition (Gewichtete Phasendierenzen)
Zu den Phasenvariablen φ1, φ2, φ3 im System (1.14) sind die zugehörigen gewichteten
Phasendierenzen deniert durch
θ1 := n1φ1 − n3φ3
θ1 := n2φ2 − n3φ3
(1.15)
Ausgehend von System (1.14) und den gewichteten Phasendierenzen in (1.15) ist
der Begri der Phasensynchronisation in diesem Zusammenhang wie folgt deniert:
1.4 Denition (Synchronisation)
Existiert eine nichtleere, oene und beschränkte Menge D ⊂ R2, so dass(
n1φ1(0)− n3φ3(0), n2φ2(0)− n3φ3(0)
) ∈ D¯
⇒ (n1φ1(t)− n3φ3(t), n2φ2(t)− n3φ3(t)) ∈ D¯ ∀t ≥ 0
gilt, so heiÿen die zugehörigen Phasen φj , j = 1, 2, 3, n1 : n2 : n3−synchronisiert.
Weiterhin können wir zu (θ1, θ2) die zugehörigen Evolutionsgleichungen betrachten:
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1.5 System der gewichteten Phasendierenzen
θ˙1 = n1ω1 − n3ω3 −K12 sin(θ1 − θ2)
− (K13 +K31) sin θ1 −K32 sin θ2
θ˙2 = n2ω2 − n3ω2 +K21 sin(θ1 − θ2)
−K31 sin θ1 − (K23 +K32) sin θ2
(1.16)
Liegt eine n1 : n2 : n3− Phasensynchronisation vor, so ist D¯ aus Denition 1.4
oenbar eine invariante Menge des Systems 1.16.
1.6 Notation
Für die rechten Seiten der Dierentialgleichungen für φj in (1.14), ausgedrückt durch
gewichteten Phasendierenzen (θ1, θ2), notieren wir im Folgenden:
h1(θ1, θ2) := ω1 − K12
n1
sin(θ1 − θ2)− K13
n1
sin θ1
h2(θ1, θ2) := ω2 +
K21
n2
sin(θ1 − θ2)− K23
n2
sin θ2
h3(θ1, θ2) := ω3 +
K31
n3
sin θ1 +
K32
n3
sin θ2
(1.17)
Bemerkung: Reduktion des 3-dimensionalen Systems
Die Reduktion des 3-dimensionalen Systems (1.14) auf das 2-dimensionale System
(1.16) ist zulässig. Setzen wir etwa θ3 := n3φ3 so ist die Transformation ζ , deniert
durch
ζ : (φ1, φ2, φ3) 7→ (θ1, θ2, θ3)
ein Dieomorphismus (detDζ = n1·n2·n3). Die Dynamik von θ3 ist dabei vollständig
durch θ1 und θ2 bestimmt:
θ˙3 = n3ω3 +K31 sin θ1 +K32 sin θ2
Das Synchronisationsverhalten der Phasen φj ist daher durch die Dynamik des re-
duzierten Systems (1.16) hinreichend charakterisiert:
1.7 Lemma (Charakterisierung von Synchronisation)
Eine n1 : n2 : n3− Synchronisation der Phasen φj im System (1.14) ist genau
dann möglich, wenn das zugehörige System (1.16) der gewichteten Phasendierenzen
(θ1, θ2) eine stabile stationäre Lösung oder einen stabilen periodischen Orbit besitzt.
Der Beweis dieses Lemmas ergibt sich unmittelbar durch Anwendung des Satzes von
Poincaré-Bendixson.
Bemerkung zu Lemma 1.7:
Beim klassischen Kuramoto-System (Kij = K, nj = 1 ∀ i, j) für 3 phasengekoppelte
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Oszillatoren ist die Existenz von Synchronisation immer gleichbedeutend mit der
Existenz eines stabilen stationären Punktes des zugehörigen reduzierten Systems,
die Phasensynchronisation ist dabei in keinem Fall durch einen stabilen periodischen
Orbit charakterisiert (vgl. [19]). In Kapitel 3 werden wir sehen, dass dies bei Sys-
tem (1.14) mit asymmetrischen inhibitorisch-exzitatorischen Kopplungen Kij nicht
notwendigerweise der Fall ist.
Des Weiteren kann der Begri der Frequenz, welcher im Abschnitt 1.3.1 für die
ungestörte oszillatorische Dynamik eingeführt wurde (X˙ = f(X) ⇒ φ˙ = ω0), auch
für gestörte Oszillatoren bzw. gekoppelte Systeme erweitert werden:
1.8 Denition (Durchschnittliche Frequenz)
Ist (φ1(t), φ2(t), φ3(t)) ein Fluss des Systems (1.14), so sind die zu diesem Fluss
gehörigen durchschnittlichen Frequenzen ω¯j deniert durch
ω¯j := lim sup
t→∞
φj(t)
t
(1.18)
Daneben ist die zugehörige gewichtete durchschnittliche Frequenz Ωj jeweils
deniert durch
Ωj = nj ω¯j (1.19)
Bemerkung zu Denition 1.8:
Der Limes in (1.18) existiert in jedem Fall, da φ˙j und somit auch φj(t)/t beschränkt
sind.
Ist (θ¯1, θ¯2) stationärer Punkt des reduzierten Systems (1.16), so ergibt sich der fol-
gende Zusammenhang zu den gewichteten Durchschnittsfrequenzen Ωj :
1.9 Lemma
Ist (θ¯1, θ¯2), stationärer Punkt von (1.16) mit der Eigenschaft, dass n1φ1(0)−n3φ3(0) =
θ¯1 und n2φ2(0)− n3φ3(0) = θ¯2 gilt, so existiert eine Konstante Ω, so dass
Ωj = njhj(θ¯1, θ¯2) = Ω ∀ j ∈ {1, 2, 3} (1.20)
gilt.
Beweis. Mit den gegebenen Voraussetzungen folgt für alle j ∈ {1, 2, 3} und t ≥ 0
njφ˙j(t) = hj(θ¯1, θ¯2)
und folglich auch
njφj(t) = t · hj(θ¯1, θ¯2) + njφj(0)
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Für Ωj erhalten wir also
Ωj = lim sup
t→∞
njφj(t)
t
= lim
t→∞
t · hj(θ¯1, θ¯2) + njφj(0)
t
= hj(θ¯1, θ¯2)
Da niφ˙i−njφ˙j = 0 für alle Paarungen i, j gilt, ist folglich auch hi(θ¯1, θ¯2) = hj(θ¯1, θ¯2)
für alle i, j.

Liegt im System (1.14) eine n1 : n2 : n3− Phasensynchronisation vor, so ergibt sich
der folgende Zusammenhang zu den durchschnittlichen Frequenzen:
1.10 Lemma (Synchronisationsfrequenz)
Sind die Phasen φ1, φ2, φ3 gemäÿ Denition 1.4 phasensynchronisiert, und bezeich-
ne (θs1, θ
s
2) den zugehörigen Attraktor (asymptotisch stabiler Fixpunkt oder stabiler
Grenzzyklus) des reduzierten Systems (1.16), so existiert eine Zahl Ω ∈ R, so dass
für die gewichteten Durchschnittsfrequenzen gilt:
Ωj = Ω, ∀ j = 1, 2, 3. (1.21)
Ω heiÿt dann die zu (θs1, θ
s
2) gehörige Synchronisationsfrequenz.
Ist (θs1, θ
s
2) stationäre Lösung, so gilt
Ω = nj hj(θ
s
1, θ
s
2), j = 1, 2, 3. (1.22)
Ist der Attraktor (θs1(t), θ
s
2(t)) hingegen ein periodischer Orbit mit Periode T0, so gilt
Ω =
nj
T0
∫ T0
0
hj(θ
s
1(r), θ
s
2(r)) dr, j = 1, 2, 3. (1.23)
Beweis. Da niφi(t)− njφj(t) für t ≥ 0 beschränkt ist, folgt
lim sup
t→∞
niφi(t)− njφj(t)
t
= 0
und somit auch
Ωi = lim sup
t→∞
niφi(t)
t
= lim sup
t→∞
njφj(t)
t
= Ωj .
Wir zeigen nun die Aussagen (1.22) und (1.23).
Ist (θs1, θ
s
2) stabile stationäre Lösung, und die Trajektorie (φ1(t), φ2(t), φ3(t)) so ge-
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wählt, dass limt→∞(njφj(t)− n3φ3(t)) = θsj für j = 1, 2, so gilt
lim
t→∞
φ˙j(t) = lim
t→∞
hj(n1φ1(t)− n3φ3(t), n2φ2(t)− n3φ3(t)) = hj(θs1, θs2).
Notieren wir weiter
φ˙j(t) = hj(θ
s
1, θ
s
2) + rj(t),
so gilt limt→∞ rj(t) = 0. Für beliebig vorgegebenes  > 0 sei nun t0 ≥ 0 so gewählt,
dass |rj(t)| <  für alle t ≥ t0. Durch Anwendung des Mittelwertsatzes folgt dann
mit t¯ ∈ [t0, t] :
φj(t)
t
=
φj(t0)
t
+
t− t0
t
φ˙j(t¯)
=
φj(t0)
t
+
t− t0
t
hj(θ
s
1, θ
s
2) +
t− t0
t
rj(t¯)
⇒
∣∣∣∣φj(t)t − hj(θs1, θs2)
∣∣∣∣ ≤
∣∣∣∣φj(t0)t − t0t hj(θs1, θs2)
∣∣∣∣+ t− t0t |rj(t¯)|
<
∣∣∣∣φj(t0)t − t0t hj(θs1, θs2)
∣∣∣∣ + t− t0t 
Hiermit folgt ∣∣∣∣ limt→∞ φj(t)t − hj(θs1, θs2)
∣∣∣∣ < .
Da  > 0 beliebig klein gewählt werden kann, haben wir hiermit die Aussage (1.22)
bewiesen.
Ist (θs1, θ
s
2) ein stabiler Grenzzyklus mit Periode T0, so gilt oenbar für jedes t0 ≥ 0 :
lim
t→∞
1
t
∫ t
t0
hj(θ
s
1(r), θ
s
2(r)) dr =
1
T0
∫ T0
0
hj(θ
s
1(r), θ
s
2(r)) dr. (1.24)
Die Trajektorie (φ1(t), φ2(t), φ3(t)) sei nun so gegeben, dass limt→∞
(
njφj(t)−n3φ3(t)−
θsj (t)
)
= 0 für j = 1, 2. Abkürzend notieren wir im Folgenden
κj(t) := hj
(
(n1φ1 − n3φ3)(t), (n2φ2 − n3φ3)(t)
)− hj(θs1(t), θs2(t))
und wählen auÿerdem t0 ≥ 0 für  > 0 so, dass |κj(t)| <  für alle t ≥ t0 erfüllt ist.
Wir erhalten
φj(t)
t
=
φj(t0)
t
+
1
t
∫ t
t0
hj
(
(n1φ1 − n3φ3)(r), (n2φ2 − n3φ3)(r)
)
dr
=
φj(t0)
t
+
1
t
∫ t
t0
κj(r) dr +
1
t
∫ t
t0
hj(θ
s
1(r), θ
s
2(r)) dr.
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Für den Limesübergang t→∞ folgt nun∣∣∣∣ limt→∞
(
φj(t)
t
− 1
t
∫ t
t0
hj(θ
s
1(r), θ
s
2(r)) dr
)∣∣∣∣ < . (1.25)
Da auch hier  > 0 beliebig vorgegeben war, erhalten wir aus (1.25) zusammen mit
(1.24) die Aussage (1.23).
Wir werden in den folgenden Kapiteln dieser Arbeit der Kürze halber den Begri
stabil immer synonym mit asymptotisch stabil verwenden. In der Situation, dass
ein Fixpunkt stabil, aber nicht asymptotisch stabil ist, werden wir dies durch die
Formulierung neutral stabil gesondert kennzeichnen.
Von zentraler Bedeutung für das Verständnis dieser Arbeit ist auch die Unterschei-
dung zwischen Inphasen- und Antiphasen-Synchronisation:
1.11 Denition (Inphasen- vs. Antiphasen-Synchronisation)
Ist (θs1, θ
s
2) ein stabiler stationärer Zustand des Systems (1.16), und gilt mod 2pi,
dass |θsj | < pi2 für j = 1, 2 sowie |θs1 − θs2| < pi2 , so wird (θs1, θs2) als Inphasen-Syn-
chronisationszustand bezeichnet. Ist dies nicht der Fall so liegt eine Antipha-
sen-Synchronisation vor.
Ist (θs1(t), θ
s
2(t)) ein stabiler periodischer Orbit mit Periode T0 und gilt mod 2pi∣∣∣∣ 1T0
∫ T0
0
θsj (t) dt
∣∣∣∣ < pi2 für j = 1, 2 und∣∣∣∣ 1T0
∫ T0
0
(
θs1(t)− θs2(t)
)
dt
∣∣∣∣ < pi2 ,
(1.26)
so wird dies ebenfalls als Inphasen-Synchronisation bezeichnet. Entsprechend
handelt es sich um eine Antiphasen-Synchronisation, wenn (1.26) nicht gültig
ist.
Die Tatsache, ob eine Inphasen- oder eine Antiphasen-Synchronisation eintritt, ist
entscheidend abhängig von der Konguration der Kopplungskonstanten Kij . In die-
sem Zusammenhang unterscheiden wir zwischen exzitatorischen und inhibitorischen
Kopplungen, wie es im folgenden Abschnitt dargelegt wird.
1.3.4. Exzitatorische vs. inhibitorische Kopplung
Je nach Vorzeichen der Kopplungsstärke Kij kann zwischen attraktiver bzw. exzita-
torischer Kopplung Kij > 0 und repulsiver bzw. inhibitorischer Kopplung Kij < 0
unterschieden werden. Die Begrie attraktiv und repulsiv resultieren aus der Tat-
sache, dass Kopplung mit beidseitig positiven Kopplungsstärken zwischen zwei Os-
zillatoren im Allgemeinen zu einer Inphasen-Synchronisation führt (d.h. die Phasen
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Abbildung 1.6.: 2-dimensionales Kuramoto-System. Degenerierte Bifurkation bei K = 0: Stabilitätswechsel von
Inphasen- zu Antiphasen-Synchronisation
ziehen sich gegenseitig an), während Oszillatoren mit beidseitiger Negativkopplung
zu einer Antiphasen-Synchronisation tendieren (Phasen stoÿen sich ab). Dies kann
leicht anhand des 2-dimensionalen Kuramoto-Systems veranschaulicht werden. Hier-
für betrachten wir die Evolutionsgleichungen zweier phasengekoppelter Oszillatoren:
φ˙i = ωi − K
2
sin(φi − φj), i, j ∈ {1, 2}.
Weiter nehmen wir ω1 = ω2 = ω
∗
an und betrachten die Evolutionsgleichung der
Phasendierenz θ := φ1 − φ2 :
θ˙ = −K sin θ (1.27)
Für jedes K 6= 0 besitzt (1.27) genau 2 stationäre Zustände; für K > 0 (exzitato-
rische Kopplung) ist der Inphasen-Zustand θi = 0 stabil während der Antiphasen-
Zustand θa = pi instabil ist. Bei inhibitorischer Kopplung verhält es sich genau
umgekehrt: θi ist instabil und θa ist stabil (Abbildung 1.6). Auÿer der degenerierten
Bifurkation bei K = 0 treten im System (1.27) keine weiteren Verzweigungen auf.
Anhand dieses einfachen Beispiels wird deutlich, dass eine rein exzitatorische Kopp-
lung mit Inphasen-Synchronisation einher geht, während rein inhibitorische Inter-
aktionen zu einer Antiphasen-Synchronisation führen. Auf diese Weise veranschau-
lichen sich auch die synonymen Bezeichnungen attraktive bzw. repulsive Kopplung.
Hinsichtlich der Synchronisationsfrequenz unterscheiden sich das exzitatorische und
das inhibitorische System jedoch nicht. In beiden Fällen stimmt die Synchronisati-
onsfrequenz Ωmit der natürlichen Frequenz der beiden Oszillatoren überein: Ω = ω∗.
Ein ähnlicher Sprung von Inphasen- zu Antiphasen-Synchronisation beim Übergang
von inhibitorischer zu exzitatorischer Kopplung zeigt sich auch beim 3-dimensionalen
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Abbildung 1.7.: 3-dimensionales Kuramoto-System; Degenerierte Pitchfork-Bifurkation bei K = 0 : Exitatorische
Kopplung, K > 0, führt zu Inphasen-Synchronisation während inhibitorische Kopplung, K < 0 zu einer Bistabilität
zweier Antiphasen-Zustände führt.
Kuramoto-System:
φ˙i = ωi − K
3
∑
j 6=i
sin(φi − φj), i = 1, 2, 3. (1.28)
Auch hier betrachten wir nur den Spezialfall identischer Oszillatoren, d.h. ωi =
ω∗ ∀ i, und erhalten für das zugehörige System der Phasendierenzen θ1 := φ1 −
φ3, θ2 := φ2 − φ3 :
θ˙i = −K
(
2
3
sin θi − 1
3
sin θj − 1
3
sin(θi − θj)
)
, i, j ∈ {1, 2}; i 6= j. (1.29)
Für jedes K 6= 0 besitzt das reduzierte System (1.29) genau 6 Gleichgewichtspunkte.
Die Lokalisation der stationären Punkte im Phasenraum ist nicht von K abhängig,
das qualitative Verhalten des Systems in der Umgebung der Fixpunkte hingegen
schon. Für jedes K > 0 ist der Inphasen-Zustand(θi1, θ
i
2) = (0, 0) die einzige sta-
bile stationäre Lösung. Für K < 0 ist umgekehrt (0, 0) instabil, statt dessen sind
die beiden Antiphasen-Lösungen (θa11 , θ
a1
2 ) =
(
2
3
pi, 4
3
pi
)
und (θa21 , θ
a2
2 ) =
(−2
3
pi,−4
3
pi
)
stabil (Abbildung 1.7). In diesem Fall führt der Wechsel von Exzitation zu Inhibi-
tion auÿerdem zu einer Bistabilität, d.h. zur Koexistenz von zwei unterschiedlichen
antiphasischen Synchronisationszuständen. Wie beim 2-dimensionalen Kuramoto-
System tritt auch hier beim Wechsel vom exzitatorischen zum inhibitorischen Sys-
tem keine Änderung der Synchronisationsfrequenz Ω ein. Auch hier gilt sowohl für
K > 0 als auch für K < 0 Ω = ω∗. Eine genaue qualitative Analyse der stationären
Punkte sowie eine Bifurkationsanalyse für ωi 6= ωj erfolgt für K > 0 in [19].
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Die Zuordnung exzitatorisch↔ attraktiv bzw. inhibitorisch ↔ repulsiv bei der Mo-
dellierung von neuronaler Aktivität durch Systeme phasengekoppelter Oszillatoren
ndet sich in zahlreichen Arbeiten und ist experimentell gestützt, siehe z.B. [8],[10],
[16],[24],[34],[35]. Wird ein Neuronennetzwerk durch gekoppelte Phasenoszillatoren
modelliert, so führen demnach exzitatorische (d.h. depolarisierende) Interaktionen
der Oszillatoren untereinander tendenziell zu einer Inphasen-Synchronisation, wäh-
rend inhibitorische (d.h. hyperpolarisierende) Verbindungen diesem entgegenwirken
und eher einen Antiphasenzustand begünstigen (siehe [10] für weitere Referenzen).
Zum exzitatorischen Kuramoto-Systems nden sich in der Literatur zahlreiche Ana-
lysen. Viele analytische und numerische Resultate sind für dieses Modell erhalten,
des Weiteren wurden in den lezten Jahren einige Erweiterungen beschrieben, z.B.
Time-delay, Phasenshiftparameter, Kopplungsfunktionen mit höheren Fourierter-
men (vgl. Abschnitt 1.3.2), adaptive Kopplungen, externe Stimulierung, Rauschen
etc.(siehe u.a. [3],[20],[28],[29],[30],[31]). Relativ wenig Resultate sind bisher hinge-
gen zu Systemen mit nicht-symmetrischen und inhibitorischen Kopplungen bekannt.
In [8] betrachteten Ermentrout und Kopell eine Konguration von in einer Reihe an-
geordneten, gekoppelten Phasenoszillatoren mit exzitatorischer Nearest-Neighbour-
Kopplung und inhibitorischer Long-Distance-Kopplung (siehe Abbildung 1.8).
Eine solche Konguration von Kopplungen tritt u.a. bei der Modellierung von mo-
Abbildung 1.8.: Nearest-Neighbour-Coupling: Bei dieser Kopplungstopologie sind die Oszillatoren in einer Reihe
angeordnet, und jeder der 2m bzw. 2m − 1 Oszillatoren ist mit seinem rechten und linken Nachbarn exzitatorisch
gekoppelt (mit Ausnahme der am Rand liegenden Oszillatoren). Long-Distance-Inhibition: Eine Inhibition der Stärke
β bzw. γ erfolgt von den randständigen zu den zentral liegenden Oszillatoren und umgekehrt. Diese Abbildung wurde
entnommen aus [8].
toneuronaler Aktivität von schähnlichen Wirbeltieren (z.B. Neunauge) auf, hierbei
repräsentiert die Kette von Oszillatoren gerade die hintereinander verschalteten Mo-
toneurone der Wirbelsäule. In diesem Zusammenhang wurde nachgewiesen, dass ei-
ne derartige Topologie von Kopplungen zum Auftreten sogenannter S-Waves führen
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kann, falls ein gewisses Gleichgewicht von erregenden und hemmenden Interaktio-
nen besteht. Dabei handelt es sich um Zustände, in welchen sich die Gesamtgruppe
der Oszillatoren in 2 Fraktionen splittet: Jede Einzelgruppe ist jeweils in Phase
synchronisiert, die beiden Gruppen benden sich zueinander jedoch in Antiphase.
Das gleichzeitige Auftreten von exzitatorischen und inhibitorischen Verbindungen
kann somit gewissermaÿen eine Art Wettstreit zwischen Inphasen- und Antiphasen-
Synchronisation zur Folge haben.
In [24] und [34] untersuchten Tsimring et. al. das Kuramoto-System mit inhibitori-
scher Kopplung (K < 0). Dabei wurde nachgewiesen, dass für mehr als 3 gekoppelte
nichtidentische Oszillatoren keine Synchronisation mehr eintreten kann. Auch wenn
wir in dieser Arbeit nicht mehr als 3 gekoppelte Oszillatoren betrachten werden, so
weisen die Ergebnisse dieser Publikationen doch darauf hin, dass sich die Dynamik
von Systemen phasengekoppelter Oszillatoren mit Inhibition fundamental von der
von rein exzitatorischen Systemen unterscheidet.
Die Hauptgrundlage dieser Arbeit stellt das oben hergeleitete System (1.14) dar. Wir
werden im folgenden Kapitel dabei zunächst eine rein exzitatorische Konguration
von Kopplungen betrachten (Kij > 0 ∀ i, j). In Kapitel 3 werden wir dann ein ent-
sprechendes System mit einer gemischten inhibitorisch-exzitatorischen Kopplungs-
topologie untersuchen. Obwohl beide Systeme sich nicht in ihren Modellgleichungen,
sondern lediglich in dem Vorzeichen eines Kopplungsparameters unterscheiden, führt
der Wechsel von einer exzitatorischen zu einer inhibitorischen Kopplung, ähnlich wie
beim Beispiel des 3-dimensionalen Kuramoto-Systems, zu essentiellen Unterschieden
in der Dynamik der beiden Systeme.
2. Exzitatorisches System
Wie es im Abschnitt 1.2.2 motiviert wurde, betrachten wir zunächst ein mathe-
matisches Modell zur Darstellung der Interaktionen eines thalamischen (T ) und
zweier kortikaler Areale (C1, C2). In 1.1.5 und 1.1.6 wurde bereits erläutert, dass
kortikale Neurone sowohl aerent als auch eerent exzitatorisch mit entsprechen-
den thalamischen Nervenzellen verbunden sind. Des Weiteren gehen wir in diesem
Zusammenhang davon aus, dass auch zwischen den beiden kortikalen Gebieten C1
und C2 wechselseitige exzitatorische Projektionen existieren (Abb. 2.1).
T
C1 C2
Abbildung 2.1.: Modell mit einem thalamischen (T ) und zwei kortikalen Arealen (C1, C2) mit wechselseitigen
exzitatorischen Verbindungen.
Zentraler Ansatz bei der Herleitung eines korrespondierenden mathematischen Mo-
dells im Abschnitt 1.3 war die Repräsentation jedes relevanten Hirnareals durch
jeweils einen Oszillator. Durch die Ausführungen in 1.3.1 und 1.3.2 wurde ferner
gezeigt, dass wir uns hier bei der Modellierung auf die Beschreibung der Phasendy-
namik der Oszillatoren beschränken können.
Sind die Phase des thalamischen Gebietes durch φ1 und die Phasen der kortikalen
Areale durch φ2 und φ3 gegeben, so erhalten wir gemäÿ der Herleitung im Abschnitt
1.3.2 das folgende System von Evolutionsgleichungen zur Beschreibung der Phasen-
dynamik:
2.1 System phasengekoppelter Oszillatoren
φ˙1 = ω1 − K12
n1
sin(n1φ1 − n2φ2)− K13
n1
sin(n1φ1 − n3φ3)
φ˙2 = ω2 − K21
n2
sin(n2φ2 − n1φ1)− K23
n2
sin(n2φ2 − n3φ3)
φ˙3 = ω3 − K31
n3
sin(n3φ3 − n1φ1)− K32
n3
sin(n3φ3 − n3φ3)
(2.1)
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mit den folgenden Bezeichnungen:
• φ1, φ2, φ3 : Phasen der Oszillatoren.
• ω1, ω2, ω3 : zugehörige natürliche Frequenzen der Oszillatoren
• n1, n2, n3 ∈ N : zugehörige Gewichtungskoezienten
• Kij, i, j ∈ {1, 2, 3} : Kopplungskoezienten.
Durch Kij ist jeweils die Stärke des Feedbacks des j−ten Oszillators zum i−ten
Oszillator beschrieben.
1
2 3
K12
K21
K31
K13
K23
K32
Abbildung 2.2.: Konguration der exzitatorischen Kopplungen im System (2.1)
An die Kopplungsgröÿen Kij stellen wir in diesem Zusammenhang zur Modellierung
eines rein exzitatorischen Systems die folgende Bedingung:
2.2 Voraussetzung (Exzitatorische Kopplung)
Kij > 0, ∀ i, j ∈ {1, 2, 3}. (2.2)
Im Abschnitt 1.3.4 wurde ausführlich dargelegt, dass im Phasenmodell (2.1) positive
Parameter Kij zu einer exzitatorischen Kopplung korrespondieren, während nega-
tive Kij einem inhibitorischen Feedback zuzuordnen sind. Die Voraussetzung (2.2)
werden wir daher im gesamten weiteren Verlauf dieses Kapitels beibehalten.
Im Abschnitt 1.3.3 wurde ferner gezeigt, dass eine Reduktion des 3-dimensionalen
Dierentialgleichungssystems (2.1) zu einem 2-dimensionalen System zulässig ist, da
die rechten Seiten in (2.1) nur von den gewichteten Phasendierenzen niφi − njφj
abhängig sind.
Gemäÿ der Denition 1.3 im Abschnitt 1.3.3 sind die gewichteten Phasendie-
renzen θ1, θ2 folgendermaÿen gegeben:
θ1 := n1φ1 − n3φ3
θ2 := n2φ2 − n3φ3
(2.3)
Wie in 1.3.3 ergibt sich nun für θ1, θ2 das folgende reduzierte System:
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2.3 System der gewichteten Phasendierenzen
θ˙1 = n1ω1 − n3ω3 −K12 sin(θ1 − θ2)
− (K13 +K31) sin(θ1)−K32 sin(θ2)
=: G1(θ1, θ2)
θ˙2 = n2ω2 − n3ω3 −K21 sin(θ2 − θ1)
−K31 sin(θ1)− (K23 +K32) sin(θ2)
=: G2(θ1, θ2)
(2.4)
Zentrale Fragestellung bei der Analyse des Systems (2.1) ist die mögliche Existenz
von Synchronisationszuständen. Den Begri der n1 : n2 : n3− Phasensynchro-
nisation im Zusammenhang mit dem System (2.1) hatten wir bereits in 1.3.3 ein-
geführt (siehe Denition 1.4 auf S. 15). Durch Lemma 1.7 konnte diese Denition
ferner zu dem reduzierten System (2.4) in Beziehung gesetzt werden:
Eine n1 : n2 : n3− Synchronisation der Phasen φ1, φ2, φ3 im System (2.1) ist
genau dann möglich, wenn das zugehörige System der gewichteten Phasendierenzen
(2.4) eine stabile stationäre Lösung oder einen stabilen periodischen Orbit besitzt.
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Grundlegende Fragestellung zu diesem System ist die Existenz eines synchronen Zu-
standes. Die Phasen φ1, φ2, φ3 sind synchronisiert, wenn das zugehörige reduzierte
System (2.4) eine stabile stationäre Lösung oder einen stabilen periodischen Orbit
besitzt. Ein Synchronisationszustand, welcher durch das Vorhandensein eines stabi-
len periodischen Orbits und nicht durch einen stabilen stationären Zustand von (2.4)
charakterisiert ist, kann bei dem hiesigen System nicht auftreten. In einem planaren
System impliziert die Existenz eines stabilen Grenzzyklus die Existenz eines insta-
bilen Fixpunktes. Wir werden im Abschnitt 2.3 zeigen, dass aus der Existenz eines
instabilen Fixpunkts von (2.4) immer auch die eines stabilen Gleichgewichtpunkts
folgt.
Zur abkürzenden Schreibweise führen wir nun die folgenden Notationen ein:
2.4 Notation
b1 := K23K31 +K13K32 +K13K23
b2 := K21K32 +K12K32 +K12K23
b3 := K21K31 +K12K31 +K13K21
(2.5)
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sowie für K13K21K32 −K12K23K31 6= 0
cj :=
bj
(K13K21K32 −K12K23K31) . (2.6)
Für eine erste Analyse betrachten wir zunächst den einfachen Fall n1ω1 = n2ω2 =
n3ω3 = ω
∗
und ermitteln hierzu die zugehörigen stationären Lösungen des Systems
(2.4):
2.5 Lemma (Stationäre Lösungen für n1ω1 = n2ω2 = n3ω3)
Gilt n1ω1 = n2ω2 = n3ω3 = ω
∗
, so besitzt das System (2.4) mod 2pi in jedem Fall
die 4 stationären Lösungen (0, 0), (pi, 0), (0, pi) und (pi, pi). Zwei zusätzliche stationäre
Lösungen (θ±1 , θ
±
2 ) existieren genau dann, wenn gilt
|b21 − b22 − b23| < 2b2b3, (2.7)
und sind dann charakterisiert durch
sin θ±1 = ∓
√
4b22b
2
3 − (b21 − b22 − b23)
2b1b3
(2.8)
sin θ±2 = ±
√
4b22b
2
3 − (b21 − b22 − b23)
2b1b2
(2.9)
sin(θ±1 − θ±2 ) = ±
√
4b22b
2
3 − (b21 − b22 − b23)
2b2b3
(2.10)
mit den zugehörigen Frequenzen
Ω± = ω∗ ±
√
4b22b
2
3 − (b21 − b22 − b23)
2b1b2b3
· (K13K21K32 −K12K23K31). (2.11)
Beweis. Unmittelbar ergeben sich die stationären Punkte (0, 0), (pi, 0), (0, pi) und
(pi, pi).
Für die Ermittlung weiterer stationärer Lösungen des Systems (2.4) beachten wir,
dass zu jeder stationären Lösung (θ¯1, θ¯2) eine zugehörige Frequenz Ω ∈ R existiert
(vgl. Abschnitt 1.3.3, Lemma 1.9), so dass für φ1, φ2, φ3 in (2.1) mit n1φ1−n3φ3 = θ¯1
und n2φ2 − n3φ3 = θ¯2 gilt
njφ˙j = Ω, ∀ j = 1, 2, 3.
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Mit den Substitutionen
x1 := sin(θ¯1 − θ¯2),
x2 := sin θ¯1,
x3 := sin θ¯2
und
Ω¯ := Ω− ω∗
erhalten wir das folgende lineare Gleichungssystem für x1, x2, x3 :
Ω¯ = −K12x1 −K13x2
Ω¯ = K21x1 −K23x3
Ω¯ = K31x2 +K32x3
(2.12)
Gilt K13K21K32 − K12K23K31 6= 0 so ist dieses LGS eindeutig lösbar. Als Lösung
ergibt sich dann in Abhängigkeit von der Unbekannten Ω¯
x1 = c1Ω¯
x2 = −c2Ω¯
x3 = c3Ω¯
(2.13)
Ferner ist die folgende nichtlineare Nebenbedingung gültig:
x1 = x2 cos θ¯2 − x3 cos θ¯1
Mit den Darstellungen (2.13) können wir diese Identität wie folgt ausdrücken
c1Ω¯ = −c2Ω¯
√
1− c23Ω¯2 · sign(cos θ¯2)− c3Ω¯
√
1− c22Ω¯2 · sign(cos θ¯1) (2.14)
Eine Lösung von (2.14) ist Ω¯ = 0. Für jede weitere Lösung Ω¯ 6= 0 gilt dann(
c21 − c22 − c23 + 2c22c23Ω¯2
)2
= 4c22c
2
3(1− c22Ω¯2)(1− c23Ω¯2) (2.15)
Durch Auösen von (2.15) nach Ω¯ erhalten wir schlieÿlich
Ω¯ = ±
√
4c22c
2
3 − (c21 − c22 − c23)2
2c1c2c3
und damit die Darstellung (2.11). Unmittelbar ergeben sich nun die Darstellungen
(2.8)-(2.10).
Gilt K13K21K32 = K12K23K31, so ist das LGS (2.12) nicht mehr eindeutig nach
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(x1, x2, x3) auösbar. Des Weiteren folgt in diesem Fall
Ω¯ = 0
sowie
x2 = −K12
K13
x1 = −b2
b1
x1, x3 =
K21
K23
x1 =
b3
b1
x1.
Wie oben ergibt sich als nichtlineare Nebenbedingung
x1 = −b2
b1
x1 cos θ¯2 − K21
K23
x1 cos θ¯1
und somit auch
b1 = −b2
√
1− b
2
3
b21
x21 · sign(cos θ¯2)− b3
√
1− b
2
2
b21
x21 · sign(cos θ¯1).
Durch Auösen dieser Gleichung nach x1 erhalten wir schlieÿlich wieder die obigen
Darstellungen (2.8)-(2.10) für x1, x2, x3.

Durch Berechnung der Jacobi-Matrix A(θ1, θ2) := DG(θ1, θ2) können die Fixpunkte
aus Lemma 2.5 nun qualitativ klassiziert werden:
2.6 Lemma (Stabilität der stationären Lösungen)
Gilt n1ω1 = n2ω2 = n3ω3 = ω
∗
, so ist der stationäre Punkt (0, 0) des Systems (2.4)
(=Inphasen-Synchronisationszustand) stabil. Die übrigen stationären Lösungen
(pi, 0), (0, pi), (pi, pi) und (θ±1 , θ
±
2 ) (falls existent) sind hingegen immer instabil. Des
Weiteren besitzen die Fixpunkte (θ±1 , θ
±
2 ) die Darstellung
θ±1 =


∓ arcsin
(√
4b22b
2
3 − (b21 − b22 − b23)
2b1b3
)
falls b21 − b22 + b23 < 0
pi ± arcsin
(√
4b22b
2
3 − (b21 − b22 − b23)
2b1b3
)
sonst
(2.16)
θ±2 =


± arcsin
(√
4b22b
2
3 − (b21 − b22 − b23)
2b1b2
)
falls b21 + b
2
2 − b23 < 0
pi ∓ arcsin
(√
4b22b
2
3 − (b21 − b22 − b23)
2b1b2
)
sonst
(2.17)
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θ±1 − θ±2 =


± arcsin
(√
4b22b
2
3 − (b21 − b22 − b23)
2b2b3
)
falls b21 − b22 − b23 > 0
pi ∓ arcsin
(√
4b22b
2
3 − (b21 − b22 − b23)
2b2b3
)
sonst
(2.18)
Beweis. Für die Linearisierung des Systems (2.4) berechnen wir zunächst die Jacobi-
Matrix A(θ1, θ2) := DG(θ1, θ2) :
A(θ1, θ2) =
(
a11(θ1, θ2) a12(θ1, θ2)
a21(θ1, θ2) a22(θ1, θ2)
)
(2.19)
wobei
a11(θ1, θ2) = −K12 cos(θ1 − θ2)− (K13 +K31) cos θ1
a12(θ1, θ2) = K12 cos(θ1 − θ2)−K32 cos θ2
a21(θ1, θ2) = K21 cos(θ1 − θ2)−K31 cos θ1
a22(θ1, θ2) = −K21 cos(θ1 − θ2)− (K23 +K32) cos θ2
Wir können nun die Stabilität der obigen Fixpunkte anhand des jeweiligen Spek-
trums von A(θ1, θ2) analysieren. Es gilt
detA(θ1, θ2) = b1 cos θ1 cos θ2 + b2 cos(θ1 − θ2) cos θ2
+ b3 cos(θ1 − θ2) cos θ1
(2.20)
sowie
spur A(θ1, θ2) = −(K12 +K21) cos(θ1 − θ2)− (K13 +K31) cos θ1
− (K23 +K32) cos θ2.
(2.21)
Wir erhalten
detA(0, 0) = b1 + b2 + b3 > 0
spurA(0, 0) = −K12 −K21 −K13 −K31 −K23 −K32 < 0
(2.22)
detA(pi, 0) = −b1 − b2 + b3,
spurA(pi, 0) = K12 +K21 +K13 +K31 −K23 −K32
(2.23)
detA(0, pi) = −b1 + b2 − b3
spurA(0, pi) = K12 +K21 −K13 −K31 +K23 +K32
(2.24)
detA(pi, pi) = b1 − b2 − b3
spurA(pi, pi) = −K12 −K21 +K13 +K31 +K23 +K32
(2.25)
Unmittelbar ergibt sich damit die Stabilität der Inphasen-Synchronisationslösung
32 2. Exzitatorisches System
(0, 0). Die antiphasischen Zustände (pi, 0), (0, pi) und (pi, pi) sind hingegen instabil,
wie wir es im Folgenden darlegen werden:
Wir betrachten hier nur den Fixpunkt (0, pi), die entsprechenden Argumentationen
für die anderen beiden Punkte erfolgt analog. Wir nehmen zunächst an, dass (0, pi)
stabil sei, und führen diese Aussage dann zum Widerspruch:
Ist (0, pi) stabil, so gilt spurA(0, pi) ≤ 0 und folglich
K12 −K13 −K31 < 0 ∧ K32 −K13 −K31 < 0. (2.26)
Für detA(0, pi) ergibt sich somit
detA(0, pi) = K21K32 +K12K32 +K12K23 −K21K31 −K12K31
−K13K21 −K23K31 −K13K32 −K13K23
≤ K23(K12 −K13 −K31) +K21(K32 −K13 −K31)
+max
(
K12(K32 −K13 −K31), K32(K12 −K13 −K31)
)
< 0
im Widerspruch zur angenommenden Stabilität von (0, pi). Ebenso lässt sich die
Instabilität von (pi, 0) und (pi, pi) nachweisen.
Zur Herleitung der Darstellungen (2.16)-(2.18) müssen wir zeigen, unter welchen
Voraussetzungen an b1, b2, b3 die Phasendierenzen θ
±
1 , θ
±
2 , θ
±
1 − θ±2 gerade von der
Inphasen-Darstellung arcsin(·) in die Antiphasen-Form pi − arcsin(·) umschwenken.
Unmittelbar ergeben sich die Äquivalenzen
|θ±1 | =
pi
2
⇔ b21 − b22 + b23 = 0
|θ±2 | =
pi
2
⇔ b21 + b22 − b23 = 0
|θ±1 − θ±2 | =
pi
2
⇔ b21 − b22 − b23 = 0
Zum Beweis der Darstellungen (2.16)-(2.18) müssen wir somit nur noch nachweisen,
dass die Ungleichheitszeichen auf der rechten Seite in (2.16)-(2.18) richtig herum
gestellt sind.
Betrachten wir nun eine Folge von Parametern
(
(Kij)n
)
n∈N bzw.
(
(bj)n
)
n∈N, derart,
dass für n→∞
|(b1)2n−(b2)2n−(b3)2n| < 2(b2)n(b3)n ∀n und 2(b2)n(b3)n−|(b1)2n−(b2)2n−(b3)2n| → 0,
so gilt für die zugehörigen stationären Lösungen
(
(θ±1 )n, (θ
±
2 )n
)
für n→∞:
sin(θ±1 )n → 0, sin(θ±2 )n → 0, sin(θ±1 − θ±2 )n → 0.
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Gilt etwa
(
(θ±1 )n, (θ
±
2 )n
)→ (pi, 0) so erhalten wir im Limes ebenso
detA
(
(θ±1 )n, (θ
±
2 )n
)→ detA(pi, 0) = b1 + b2 − b3 = 0. (2.27)
Es muss im Limes detA(pi, 0) = 0 gelten; wäre detA(pi, 0) 6= 0 so würden nach dem
Satz über implizit denierte Funktionen oene Umgebungen U ⊂ R6 und V ⊂ R2 mit
limn→∞
(
(K12)n, (K13)n, (K21)n, (K23)n, (K31)n, (K32)n
) ∈ U und (pi, 0) ∈ V sowie
eine eindeutig bestimmte stetig dierenzierbare Funktion ϑ : U → V existieren, so
dass
∀(θ1, θ2) ∈ V : (θ1, θ2) = ϑ(K12, K13, K21, K23, K31, K32)
⇔ G(K12, K13, K21, K23, K31, K32, θ1, θ2) = 0
(Funktion G=rechte Seite des Systems (2.4)). Für N ∈ N hinreichend groÿ gilt dann(
(K12)n, (K13)n, (K21)n, (K23)n, (K31)n, (K32)n
) ∈ U, ∀n ≥ N,
sowie (
(θ+1 )n, (θ
+
2 )n
) ∈ V und ((θ−1 )n, (θ−2 )n) ∈ V, ∀n ≥ N.
Dann gilt ϑ
(
(K12)n, (K13)n, (K21)n, (K23)n, (K31)n, (K32)n
)
=
(
(θ+1 )n, (θ
+
2 )n
)
oder
ϑ
(
(K12)n, (K13)n, (K21)n, (K23)n, (K31)n, (K32)n
)
=
(
(θ−1 )n, (θ
−
2 )n
)
im Widerspruch
zur Eindeutigkeit der Funktion ϑ. Es muss daher die Beziehung (2.27) gelten.
Hiermit folgt
b21 − b22 + b23 = 2b3(b3 − b3) > 0,
b21 + b
2
2 − b23 = 2b2(b2 − b3) < 0,
b21 − b22 − b23 = −2b2b3 < 0.
(2.28)
Gilt hingegen
(
(θ±1 )n, (θ
±
2 )n
)→ (0, pi), so erhalten wir im Limes ebenso
detA
(
(θ±1 )n, (θ
±
2 )n
)→ detA(0, pi) = b1 − b2 + b3 = 0
und daher auch
b21 − b22 + b23 = 2b3(b3 − b2) < 0,
b21 + b
2
2 − b23 = 2b2(b2 − b3) > 0,
b21 − b22 − b23 = −2b2b3 < 0.
(2.29)
Analog ergibt sich für
(
(θ±1 )n, (θ
±
2 )n
)→ (pi, pi)
detA
(
(θ±1 )n, (θ
±
2 )n
)→ detA(pi, pi) = b1 − b2 − b3 = 0.
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Hiermit folgt
b21 − b22 + b23 = 2b3(b2 + b3) > 0,
b21 + b
2
2 − b23 = 2b2(b2 + b3) > 0,
b21 − b22 − b23 = 2b2b3 > 0.
(2.30)
Der Fall
(
(θ±1 )n, (θ
±
2 )n
) → (0, 0) kann nicht eintreten, da dies detA(0, 0) = b1 +
b2 + b3 = 0 implizieren würde, was aufgrund der vorausgesetzten Positivität der
Kopplungskonstanten Kij ausgeschlossen ist.
Da die Darstellung der Fixpunkte (θ±1 , θ
±
2 ) konsistent bzgl. der Limesübergänge |b21−
b22−b23| ↗ 2b2b3 sein muss, erhalten wir als Konsequenz aus den Beziehungen (2.28)-
(2.30) nun gerade (2.16)-(2.18).
Für die qualitative Analyse der Fixpunkte (θ±1 , θ
±
2 ) ergibt sich ferner
spur A(θ±1 , θ
±
2 ) = −(K12 +K21) cos(θ±1 − θ±2 )− (K13 +K31) cos θ±1
− (K23 +K32) cos θ±2
= −(K12 +K21)b
2
1 − b22 − b23
2b2b3
+ (K13 +K31)
b21 − b22 + b23
2b1b3
+ (K23 +K32)
b21 + b
2
2 − b23
2b1b2
.
(2.31)
Hiermit folgt des Weiteren:
spur A(θ±1 , θ
±
2 ) > 0
⇔ b21(K31b2 +K32b3) + b22(K21b1 +K23b3) + b23(K12b1 +K13b2) > 0.
(2.32)
Da die rechte Seite der Äquivalenz in (2.32) immer erfüllt ist, sind die Fixpunkte
(θ±1 , θ
±
2 ), falls existent, immer instabil.

Insgesamt existieren also im Falle n1ω1 = n2ω2 = n3ω3 = ω
∗ mod 2pi entweder 4
oder 6 stationäre Zustände des Systems (2.4), wobei der Inphasen-Zustand (θ1, θ2) =
(0, 0) die einzige stabile stationäre Lösung darstellt. Durch Analyse des Spektrums
von A(0, 0) für n1ω1 = n2ω2 = n3ω3 sehen wir, dass die Existenz einer eindeutigen
stabilen stationären Lösung durch den Satz über implizit denierte Funktionen auch
für 0 < |niωi − njωj|  1 gewährleistet ist:
2.7 Lemma (Eindeutige stabile stationäre Lösung für |niωi − njωj| > 0)
Gilt 0 < |niωi − njωj|  1 für alle i, j ∈ {1, 2, 3}, i 6= j, so existiert eine eindeutig
bestimmte stabile stationäre Lösung (θs1, θ
s
2) des Systems (2.4). Für |niωi−njωj | → 0
∀i, j ∈ {1, 2, 3} folgt dann (θs1, θs2)→ (0, 0).
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Beweis. Denieren wir 1 := n1ω1−n3ω3 und 2 := n2ω2−n3ω3, und betrachten 1, 2
als Parameter im System (2.4), so folgt für die Funktion G˜(1, 2, θ1, θ2) := G(θ1, θ2)
(G = rechte Seite in (2.4))
G˜(0, 0, 0, 0) = 0 und det
∂G˜
∂(θ1, θ2)
∣∣∣∣∣
(1,2,θ1,θ2)=(0,0,0,0)
6= 0.
Nach dem Satz über implizit denierte Funktionen existieren dann oene Mengen
U, V ⊂ R2 mit 0 ∈ U und 0 ∈ V sowie eine eindeutig bestimmte stetig dierenzier-
bare Funktion ϑ : U → V , derart, dass
ϑ(0) = 0 und G˜(1, 2, ϑ(1, 2)) = 0
gilt. Durch die Bildmenge ϑ(1, 2), (1, 2) ∈ U, wird dann gerade der Zweig der
stabilen stationären Lösung beschrieben.
Darüberhinaus unterliegen die übrigen instabilen Fixpunkte für n1ω1 = n2ω2 =
n3ω3 auch keiner Verzweigung, bei welcher zusätzliche Zweige stabiler stationärer
Lösungen generiert werden könnten, denn aus dem Beweis von Lemma 2.6 folgt für
jeden Fixpunkt (θ¯1, θ¯2) 6= (0, 0)
spur A(θ¯1, θ¯2) ≤ 0 ⇒ detA(θ¯1, θ¯2) < 0.
Somit stellt für (1, 2) mit |j |  1 der zugehörige Fixpunkt ϑ(1, 2) die einzige
stabile stationäre Lösung des Systems (2.4) dar.

Die in diesem Abschnitt beschriebene Konstellation von instabilen bzw. stabilen
stationären Punkten bleibt also auch für 0 < |niωi − njωj|  1 zunächst bestehen.
Im folgenden Abschnitt werden wir nun den Fall niωi− njωj 6= 0 betrachten. Dabei
werden wir untersuchen, wieweit |niωi−njωj| > 0 variiert werden kann, so dass eine
Synchronisation der Phasen φk noch möglich ist.
2.2. Berechnung einer unteren und einer oberen Schranke für
das Synchronisationsregime
Ziel des hier vorliegenden Abschnitts ist es, notwendige und hinreichende Bedingun-
gen für die Existenz eines synchronen Zustandes des Systems (2.1) herzuleiten. Durch
Denition der gewichteten Phasendierenzen θ1, θ2 in (2.3) konnte eine Reduktion
von (2.1) zu einem planaren System (2.4) erzielt werden. In der nun folgenden Ana-
lyse werden wir eine weitere Reduktion vornehmen; durch Charakterisierung des
synchronen Zustands über die Synchronisationsfrequenz werden wir die Existenz
einer Synchronisationslösung des 3-dimensionalen Systems (2.1) auf die Existenz
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einer Nullstelle einer Gleichung zurückführen können.
Für den weiteren Verlauf aller Abschnitte dieses Kapitels wählen wir nun die folgen-
de Schreibweise:
2.8 Notation (Gewichtete Dierenzen der natürlichen Frequenzen)
1 := n1ω1 − n3ω3,
2 := n2ω2 − n3ω3.
(2.33)
Ferner notieren wir abkürzend
ω∗ = n3ω3.
(Für (1, 2) = (0, 0) gilt dann folglich n1ω1 = n2ω2 = n3ω3 = ω
∗
.)
1 und 2 lassen sich jetzt als Parameter in das reduzierte System (2.4) integrieren.
Durch Lemma 2.7 im vorangegangenen Abschnitt wurde die Existenz einer eindeu-
tigen stabilen stationären Lösung von (2.4) bereits für |j |  1 garantiert. Das Ziel
der folgenden Betrachtungen ist es nun, eine Darstellung des Synchronisationsregi-
mes in der (1, 2)-Ebene herzuleiten. Hierunter verstehen wir dasjenige Gebiet in
der (1, 2)-Ebene, in welchem eine Synchronisation der Phasen φ1, φ2, φ3 im System
(2.1) eintreten kann. Die Darstellung des exakten Synchronisationsregimes ist dabei
nur mit Hilfe von numerischen Verfahren zu erreichen. Durch analytische Methoden
können wir jedoch sowohl eine obere als auch ein untere Schranke des Synchronisa-
tionsregimes in der (1, 2)-Ebene berechnen:
2.9 Satz (Obere Schranke für das Synchronisationsregime)
Die Phasen φ1, φ2, φ3 im System (2.1) seien n1 : n2 : n3-phasensynchronisiert. Dann
gilt für die Systemparameter n1ω1, n2ω2, n3ω3 und Kij , i, j ∈ {1, 2, 3} :
|K31(n1ω1 − n2ω2) +K13(n3ω3 − n2ω2)|
≤ K31(K12 +K21 +K23) +K13(K21 +K23 +K32)
(2.34)
|K32(n1ω1 − n2ω2) +K23(n1ω1 − n3ω3)|
≤ K32(K12 +K13 +K21) +K23(K12 +K13 +K31)
(2.35)
|K21(n1ω1 − n3ω3) +K12(n2ω2 − n3ω3)|
≤ K21(K13 +K31 +K32) +K12(K23 +K31 +K32)
(2.36)
Der zulässige Bereich für (1, 2), welcher durch die Bedingungen (2.34)-(2.36) be-
schrieben wird, beschreibt dann eine obere Schranke des Synchronisationsregimes in
der (1, 2)-Ebene und stellt sich dabei als Polygon P dar, welches durch den Schnitt
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der folgenden 6 Geraden entsteht:
g1/2 : 2 =
K31
K13 +K31
1 ± b1 + b3
K13 +K31
g3/4 : 2 =
K23 +K32
K32
1 ± b1 + b2
K32
(2.37)
g5/6 : 2 = −K21
K12
1 ± b2 + b3
K12
Beweis. Bendet sich das System (2.4) in einem stationären Zustand (θ¯1, θ¯2) =(
(n1φ1 − n3φ3)(t), (n2φ2 − n3φ3)(t)
)
, so folgt nach Lemma 1.9 für die in Denition
1.8 beschriebenen gewichteten durchschnittlichen Frequenzen Ωj im System (2.1)
Ωj = Ω, ∀ j = 1, 2, 3, (2.38)
mit einer zugehörigen Frequenz Ω. Liegt eine n1 : n2 : n3-Phasensychronisation
von φ1, φ2, φ3 vor, so existiert nach Lemma 1.7 für das System (2.4) eine stabile
stationäre oder eine stabile periodische Lösung. In dem Fall, dass der Synchroni-
sationszustand durch eine periodische Lösung repräsentiert ist, existiert ebenso ein
instabiler stationärer Punkt, welcher sich im Inneren des Grenzzyklus bendet. Eine
Phasensynchronisation des Systems (2.1) impliziert daher in jedem Fall die Existenz
einer stabilen oder instabilen stationären Lösung (θ¯1, θ¯2) des reduzierten Systems
(2.4) und somit auch die Existenz einer Frequenz Ω ∈ R wie in (2.38). Wir wählen
nun wie im Beweis von Lemma 2.5 die folgende Substitution:
x1 := sin(θ¯1 − θ¯2),
x2 := sin θ¯1,
x3 := sin θ¯2.
Setzen wir nun θ¯1 = (n1φ1 − n3φ3)(t), θ¯2 = (n2φ2 − n3φ3)(t) und θ¯1 − θ¯2 = (n1φ1 −
n2φ2)(t) in die Gleichungen von (2.1) ein, so ergibt sich unter Beachtung von (2.38)
nun das folgende lineare Gleichungssystem für x1, x2, x3 :
Ω− n1ω1 = −K12x1 −K13x2
Ω− n2ω2 = K21x1 −K23x3 (2.39)
Ω− n3ω3 = K31x2 +K32x3
Das Gleichungssystem ist genau dann eindeutig lösbar, wenn gilt
K13K21K32 6= K12K23K31. (2.40)
Wir werden nun zunächst annehmen, dass (2.40) erfüllt ist, den gegenteiligen Fall
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werden wir am Ende dieses Beweises gesondert betrachten.
Als Lösung des LGS (2.39) errechnet sich in Abhängigkeit von Ω:
x1 =
K23K31(Ω− n1ω1) +K13K32(Ω− n2ω2) +K13K23(Ω− n3ω3)
K13K21K32 −K12K23K31
x2 = − K21K32(Ω− n1ω1) +K12K32(Ω− n2ω2) +K12K23(Ω− n3ω3)
K13K21K32 −K12K23K31
x3 =
K21K31(Ω− n1ω1) +K12K31(Ω− n2ω2) +K13K21(Ω− n3ω3)
K13K21K32 −K12K23K31
Wäre die Frequenz Ω bekannt, so könnte hiermit die stationäre Lösung (θ¯1, θ¯2) be-
rechnet werden. Für diese Lösung gilt dann:
θ¯1 − θ¯2 =
{
arcsin x1 oder
± pi − arcsin x1
θ¯1 =
{
arcsin x2 oder
± pi − arcsin(x2)
θ¯2 =
{
arcsin x3 oder
± pi − arcsin(x3)
(2.41)
Notwendige Bedingung für die Existenz einer stationären Lösung (θ¯1, θ¯2) von (2.4)
ist daher die Voraussetzung
|xj| ≤ 1, ∀j ∈ {1, 2, 3}. (2.42)
Abkürzend notieren wir im Folgenden
d1 :=
K23K31n1ω1 +K13K32n2ω2 +K13K23n3ω3
K13K21K32 −K12K23K31
d2 :=
K21K32n1ω1 +K12K32n2ω2 +K12K23n3ω3
K13K21K32 −K12K23K31
d3 :=
K21K31n1ω1 +K12K31n2ω2 +K13K21n3ω3
K13K21K32 −K12K23K31
so dass wir nun mit den Bezeichungen cj aus (2.6) kurz
x1 = c1Ω− d1,
x2 = −c2Ω + d2,
x3 = c3Ω
(2.43)
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schreiben können. Ferner gilt für Ω die Voraussetzung (2.42) genau dann, wenn mit
ΩL := max
j=1,2,3
dj
cj
− 1|cj | , ΩR := minj=1,2,3
dj
cj
+
1
|cj| ,
gerade
Ω ∈ [ΩL,ΩR] =
[
d1
c1
− 1|c1| ,
d1
c1
+
1
|c1|
]
∩
[
d2
c2
− 1|c2| ,
d2
c2
+
1
|c2|
]
∩
[
d3
c3
− 1|c3| ,
d3
c3
+
1
|c3|
]
erfüllt ist. Das Intervall [ΩL,ΩR] existiert genau dann wenn
dj
cj
− 1|cj| ≤
di
ci
+
1
|ci| , ∀ i, j = 1, 2, 3, (2.44)
gültig ist. (2.44) ist wiederum äquivalent zu den Voraussetzungen (2.34)-(2.36).
Ersetzen wir in (2.34)-(2.36) nun die Terme niωi − njωj durch entsprechende j-
Terme, so ergeben sich für die Grenze des zulässigen Bereichs in der (1, 2)-Ebene
die Bedingungen
K311 − (K13 +K31)2 = ±(b1 + b3),
(K23 +K32)1 −K322 = ±(b1 + b2),
K211 +K122 = ±(b2 + b3).
Hiermit erhalten wir unmittelbar die Darstellungen der Geraden gj in (2.37).
Wir wenden uns nun dem Spezialfall
K13K21K32 = K12K23K31
zu. Betrachten wir wieder das obige lineare Teilsystem (2.39) für x1, x2, x3, so ergibt
sich in diesem Fall
K23K31(Ω− n1ω1) + K13K32(Ω− n2ω2) +K13K23(Ω− n3ω3)
= (K13K21K32 −K12K23K31) x1
= 0.
Damit erhalten wir für Ω:
Ω =
K23K31 n1ω1 +K13K32 n2ω2 +K13K23 n3ω3
K23K31 +K13K32 +K13K23
=
K21K32n1ω1 +K12K32n2ω2 +K12K23n3ω3
K21K32 +K12K32 +K12K23
(2.45)
=
K21K31n1ω1 +K12K31n2ω2 +K13K21n3ω3
K21K31 +K12K31 +K13K21
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Ω hängt in diesem Fall also linear von den gewichteten Eigenfrequenzen njωj ab. In
Abhängigkeit von x1 erhalten wir nun für x2 und x3 die Darstellungen
x2 =
−K12 x1 − Ω+ n1ω1
K13
x3 =
K21 x1 − Ω + n2ω2
K23
Die notwendige Voraussetzung (2.42) ist genau dann erfüllt, wenn mit
xL1 := max
{
−1, −Ω + n1ω1 −K13
K12
,
Ω− n2ω2 −K23
K21
}
,
xR1 := min
{
1,
−Ω + n1ω1 +K13
K12
,
Ω− n2ω2 +K23
K21
}
gilt:
x1 ∈ [xL1 , xR1 ] = [−1, 1] ∩
[−Ω + n1ω1 −K13
K12
,
−Ω + n1ω1 +K13
K12
]
∩
[
Ω− n2ω2 −K23
K21
,
Ω− n2ω2 +K23
K21
]
(2.46)
Mit der Darstellung (2.45) für Ω können wir nun bestimmen, wann das Intervall
[xL1 , x
R
1 ] existiert. Die Voraussetzung x
L
1 ≤ xR1 ist dabei gerade äquivalent zu den
Voraussetzungen (2.34)-(2.36):
Es gilt xL1 ≤ xR1 genau dann, wenn jedes Element aus der max-Menge für xL1 klei-
ner als oder gleich jedem Element aus der min-Menge für xR1 ist. Wir zeigen hier
exemplarisch, zu welcher Bedingung für (1, 2) die Voraussetzung
−1 ≤ −Ω + n1ω1 +K13
K12
(2.47)
führt. Mit der Darstellung (2.45) für Ω ist (2.47) äquivalent zu
−K12 −K13 ≤ K13K32(n1ω1 − n2ω2) +K13K23(n1ω1 − n3ω3)
K23K31 +K13K32 +K13K23︸ ︷︷ ︸
=b1
Ferner gilt K12b1 = K13b2 für K13K21K32 = K12K23K31, somit erhalten wir
−b1 − b2 ≤ K32(n1ω1 − n2ω2) +K23(n1ω1 − n3ω3).
Analog führt die Voraussetzung
−Ω + n1ω1 −K13
K12
≤ 1
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zu der äquivalenten Bedingung
b1 + b2 ≥ K32(n1ω1 − n2ω2) +K23(n1ω1 − n3ω3).
Insgesamt ergibt sich also die Voraussetzung (2.35). Ebenso können nun (2.34) und
(2.36) gezeigt werden. Wir erhalten damit die Darstellungen (2.34)-(2.36) sowie
(2.37) auch für den Fall K13K21K32 = K12K23K31.

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Abbildung 2.3.: K12 = 0.8, K13 = 0.7, K21 = 0.6, K23 = 0.3, K31 = 0.4, K32 = 0.5. Das Polygon P , de-
niert durch den Schnitt der Geraden g1, . . . , g6, liefert eine obere Schranke für das Synchronisationsregime in der
(1, 2)−Ebene.
Daran anschlieÿend können wir nun auch eine untere Schranke für das Synchroni-
sationsregime herleiten:
2.10 Satz (Untere Schranke für das Synchronisationsreigme)
Für j ∈ {1, 2, 3} seien jeweils die Kurven σjL : [0, 1] → R2 und σjR : [0, 1] → R2
deniert durch
σ1L : s 7→
(
−K12 − (K13 +K31)s+K32
√
1− s2,
K21 −K31s+ (K23 +K32)
√
1− s2
) s ∈ [0, 1] (2.48)
σ2L : s 7→
(
K13 +K31 +K12s+K32
√
1− s2,
K31 −K21s+ (K23 +K32)
√
1− s2
) s ∈ [0, 1] (2.49)
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σ3L : s 7→
(
−K32 +K12s− (K13 +K31)
√
1− s2,
−K23 −K32 −K21s−K31
√
1− s2
) s ∈ [0, 1] (2.50)
σ1R : s 7→
(
K12 + (K13 +K31)s−K32
√
1− s2,
−K21 +K31s− (K23 +K32)
√
1− s2
) s ∈ [0, 1] (2.51)
σ2R : s 7→
(
−K13 −K31 −K12s−K32
√
1− s2,
−K31 +K21s− (K23 +K32)
√
1− s2
) s ∈ [0, 1] (2.52)
σ3R : s 7→
(
K32 −K12s+ (K13 +K31)
√
1− s2,
K23 +K32 +K21s+K31
√
1− s2
) s ∈ [0, 1] (2.53)
Dann bildet die Vereinigung dieser 6 Kurven eine geschlossene Kurve σ im R2. Ist
M gegeben als das von σ eingeschlossene Gebiet, so existiert für alle (1, 2) ∈ M¯
im korrespondierenden System (2.4) eine stabile stationäre Lösung (θ¯1, θ¯2). Ferner
gilt für (1, 2) ∈ ∂M :
|θ¯1| = pi
2
∨ |θ¯2| = pi
2
∨ |θ¯1 − θ¯2| = pi
2
(2.54)
sowie für (1, 2) ∈ M˚
|θ¯1| < pi
2
∧ |θ¯2| < pi
2
∧ |θ¯1 − θ¯2| < pi
2
. (2.55)
M¯ stellt damit eine untere Schranke für das tatsächliche Synchronisationsregime
in der (1, 2)-Ebene dar. Des Weiteren gilt für die Anfangs- und Endpunkte der
Kurven σiL und σ
j
R (d.h. (1, 2) = σ
i
L(0) und (1, 2) = σ
i
L(1) bzw. (1, 2) = σ
j
R(0)
und (1, 2) = σ
j
R(1)) :
(1, 2) ∈ ∂P ∩ ∂M.
Beweis. Das gesuchte Gebiet M ⊂ R2 stellt gerade denjenigen Parameterbereich
in der (1, 2)-Ebene dar, in welchem eine Inphasen-Synchronisationslösung exis-
tiert, d.h. eine stabile stationäre Lösung (θ¯1, θ¯2) von (2.4) der Form (2.55). Dieses
Gebiet werden wir nun schrittweise konstruieren. Wie beim Beweis von Satz 2.9
K13K21K32 6= K12K23K31 werden wir hierbei eine Fallunterscheidung bzgl.
K13K21K32 6= K12K23K31 und K13K21K32 = K12K23K31
durchführen.
Nehmen wir zunächst K13K21K32 6= K12K23K31 an, so impliziert wie im Beweis
von Satz 2.9 die geforderte Existenz einer stationären Lösung die Existenz einer
Frequenz Ω mit der Eigenschaft (2.43). Wählen wir wie oben die Substitution x1 =
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sin(θ¯1 − θ¯2), x2 = sin θ¯1, x3 = sin θ¯2 so erhalten wir ebenso das LGS (2.39) mit
der zugehörigen Lösung (2.41) bzw. (2.43). Da wir hier gerade die Existenz einer
Inphasen-Synchronisationslösung untersuchen, d.h. |θ¯j| < pi2 für j = 1, 2 und |θ¯1 −
θ¯2| < pi2 , setzen wir daher weiter voraus, dass
θ¯1 − θ¯2 = arcsin x1 = arcsin(c1Ω− d1),
θ¯1 = arcsin x2 = − arcsin(c2Ω− d2), (2.56)
θ¯2 = arcsin x3 = arcsin(c3Ω− d3)
gilt. Ist für alle j ∈ {1, 2, 3} |cjΩ− dj | ≤ 1 erfüllt, so existiert die rechte Seite, und
die zugehörige stationäre Lösung (θ¯1, θ¯2) des reduzierten Systems (2.4) ist stabil,
denn es gilt in diesem Fall
detA(θ¯1, θ¯2) = b1 cos θ¯1 cos θ¯2 + b2 cos(θ¯1 − θ¯2)
+ b3 cos(θ¯1 − θ¯2) cos θ¯1
> 0
sowie
spur A(θ¯1, θ¯2) = −(K12 +K21) cos(θ¯1 − θ¯2)− (K13 +K31) cos θ¯1
− (K23 +K32) cos θ¯2
< 0.
Um eine Synchronisationslösung des Systems (2.1) durch die Variablen x1, x2, x3
bzw. Ω hinreichend zu charakterisieren, muss für x1, x2, x3,Ω auÿerdem die folgende
nichtlineare Bedingung erfüllt sein:
arcsin x1 − arcsin x2 + arcsin x3 = 0. (2.57)
Setzen wir nun die obige Darstellungen für arcsin xj in (2.57) ein, so kann damit
die unbekannte Synchronisationsfrequenz Ω als Nullstelle der folgenden Funktion F
charakterisiert werden:
F (Ω) := arcsin
(
K23K31(Ω− n1ω1) +K13K32(Ω− n2ω2) +K13K23(Ω− n3ω3)
K13K21K32 −K12K23K31
)
+ arcsin
(
K21K32(Ω− n1ω1) +K12K32(Ω− n2ω2) +K12K23(Ω− n3ω3)
K13K21K32 −K12K23K31
)
+ arcsin
(
K21K31(Ω− n1ω1) +K12K31(Ω− n2ω2) +K13K21(Ω− n3ω3)
K13K21K32 −K12K23K31
)
= arcsin(c1Ω− d1) + arcsin(c2Ω− d2) + arcsin(c3Ω− d3).
(2.58)
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Es gilt cj 6= 0 für j = 1, 2, 3 und auÿerdem
sign(ci) = sign(K13K21K32 −K12K23K31).
F ist für Ω ∈
[
d1
c1
− 1|c1| , d1c1 + 1|c1|
]
∩
[
d2
c2
− 1|c2| , d2c2 + 1|c2|
]
∩
[
d3
c3
− 1|c3| , d3c3 + 1|c3|
]
de-
niert und dierenzierbar für alle Ω ∈
(
d1
c1
− 1|c1| , d1c1 + 1|c1|
)
∩
(
d2
c2
− 1|c2| , d2c2 + 1|c2|
)
∩(
d3
c3
− 1|c3| , d3c3 + 1|c3|
)
. Für die Ableitung ergibt sich
F ′(Ω) =
c1√
1− (c1Ω− d1)2
+
c2√
1− (c2Ω− d2)2
+
c3√
1− (c3Ω− d3)2
.
Im Falle K13K21K32 −K12K23K31 > 0 (< 0) ist F somit streng monoton wachsend
(fallend). Existiert also eine Nullstelle von F , so ist diese eindeutig bestimmt.
Weiter seien wie im Beweis von Satz 2.9 ΩL und ΩR gegeben durch
ΩL := max
j=1,2,3
dj
cj
− 1|cj | , ΩR := minj=1,2,3
dj
cj
+
1
|cj| . (2.59)
Durch das Intervall [ΩL,ΩR] ist somit genau der obige Denitionsbereich von F
beschrieben. Wir sehen also an dieser Stelle, dass wie im Beweis von Satz 2.9 die
Voraussetzung (2.44) notwendig für die Existenz einer stationären Inphasen-Lösung
von (2.4) ist.
Da F streng monoton und stetig ist, folgt aus dem Zwischenwertsatz
sign(F (ΩL)) 6= sign(F (ΩR)) ⇔ ∃Ω : F (Ω) = 0.
Wir betrachten jetzt den Fall K13K21K32 − K12K23K31 > 0, der gegenteilige Fall
kann analog behandelt werden. F ist daher nun als streng monoton wachsend vor-
auszusetzen. Die Bedingungen F (ΩL) ≤ 0 und F (ΩR) ≥ 0 sind daher nach dem
Zwischenwertsatz notwendig und hinreichend für die Existenz einer Nullstelle. Wir
untersuchen nun zunächst, unter welchen Voraussetzungen an (1, 2) ∈ P gerade
der kritische Fall F (ΩL) = 0 eintritt.
Hierfür notieren wir im Folgenden
ΩjL :=
dj
cj
− 1|cj| , j ∈ {1, 2, 3},
ΩjR :=
dj
cj
+
1
|cj| , j ∈ {1, 2, 3}.
(2.60)
Es gilt dann in (2.59) ΩL = maxj=1,2,3Ω
j
L und ΩR = minj=1,2,3Ω
j
R.
Ist ΩL = Ω
1
L, so folgt wegen arcsin(c1Ω
1
L − d1) = −pi2 im Falle F (Ω1L) = 0 notwendi-
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gerweise
pi
2
= arcsin(c2Ω
1
L − d2) + arcsin(c3Ω1L − d3)
= arcsin
(−(K23 +K32)1 +K322 − b2
b1
)
(2.61)
+arcsin
(−K311 + (K13 +K31)2 − b3
b1
)
.
(2.34),(2.36) und (2.61) gemeinsam sind wiederum äquivalent zu den folgenden drei
Bedingungen:
b2 ≤ −(K23 +K32)1 +K322 ≤ b1 + b2 (2.62)
b3 ≤ −K311 + (K13 +K31)2 ≤ b1 + b3 (2.63)(− (K23 +K32)1 +K322 − b2)2 + (−K311 + (K13 +K31)2 − b3)2
= b21
(2.64)
Für (1, 2) ∈ P mit F (Ω1L) = 0 ergibt sich hieraus mit einem s ∈ [0, 1]:
b2 + sb1 = −(K23 +K32)1 +K322,
b3 +
√
1− s2 = −K311 + (K13 +K31)2.
(2.65)
Durch Lösung des Gleichungssystems (2.65) für (1, 2) erhalten wir schlieÿlich
1 = −K12 − (K13 +K31)s+K32
√
1− s2,
2 = K21 −K31s+ (K23 +K32)
√
1− s2.
(2.66)
Für s = 0 folgt (1, 2) = (−K12 +K32, K21 +K23 +K32) = (1, g1(1)). Ebenso gilt
für s = 1 (1, 2) = (−K12 −K13−K31, K21−K31) = (1, g3(1)). Für s ∈ [0, 1] wird
somit durch (2.66) eine Kurve σ1L in der (1, 2)−Ebene beschrieben, deren Anfang-
und Endpunkt jeweils am Rand des Polygons P liegen.
Analoge Rechnungen lassen sich nun für die übrigen Fälle F (Ω2L) = 0 bzw. F (Ω
3
L) =
0 und ebenso F (ΩjR) = 0 durchführen. Auch diese Ansätze führen zur Denition
entsprechender Kurven σiL und σ
j
R in der (1, 2)-Ebene. Auf diese Weise kann die
Parametermenge in der (1, 2)−Ebene, für welche F genau eine Nullstelle besitzt,
exakt berechnet werden. Ferner bildet die Vereinigung der 6 Kurven σiL und σ
j
R
eine geschlossene Kurve; dies können wir leicht durch Berechnung der Anfangs- und
Endpunkte der Kurven, σiL(0) und σ
i
L(1) bzw. σ
i
R(0) und σ
i
R(1), verizieren:
σ1L(0) = (−K12 +K32, K21 +K23 +K32)
σ1L(1) = (−K12 −K13 −K31, K21 −K31)
σ2L(0) = (K13 +K31 +K32, K23 +K31 +K32)
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σ2L(1) = (K12 +K13 +K31, K31 −K21)
σ3L(0) = (−K13 −K31 −K32,−K23 −K31 −K32)
σ3L(1) = (K12 −K32,−K21 −K23 −K32)
σ1R(0) = (K12 −K32,−K21 −K23 −K32)
σ1R(1) = (K12 +K13 +K31, K31 −K21)
σ2R(0) = (−K13 −K31 −K32,−K23 −K31 −K32)
σ2R(1) = (−K12 −K13 −K31, K21 −K31)
σ2R(0) = (K13 +K31 +K32, K23 +K31 +K32)
σ3R(1) = (K32 −K12, K21 +K23 +K32)
So wie wir es oben für das Beispiel σ1L erläutert haben, lässt sich leicht zeigen, dass
jeder dieser Punkte auf einer der 6 in (2.37) denierten Geraden gj liegt. Da nach
Satz 2.9 die Bedingung (1, 2) ∈ P¯ notwendig für die Existenz eines Synchronisa-
tionszustandes ist, müssen die obigen Anfangs- und Endpunkte daher gerade auf ∂P
liegen.
Bezeichnet M nun das von den Kurven σiL, und σ
j
R umschlossene Gebiet in der
(1, 2)-Ebene (siehe Abb. 2.4), so gilt auf ∂M für die zugehörige Nullstelle Ω0 stets
Ω0 = Ω
j
L oder Ω0 = Ω
j
R, also | arcsin(cjΩ0 − dj)| = pi2 für ein j ∈ {1, 2, 3}. Damit
folgt für die zugehörige stabile stationäre Lösung (θ¯1, θ¯2) = (θ¯1(Ω0), θ¯2(Ω0)) (gegeben
gemäÿ (2.56)):
|θ¯1 − θ¯2| = pi
2
falls Ω0 ∈ {Ω1L,Ω1R},
|θ¯1| = pi
2
falls Ω0 ∈ {Ω2L,Ω2R},
|θ¯2| = pi
2
falls Ω0 ∈ {Ω3L,Ω3R}.
Wir wenden uns nun wiederum dem Fall K13K21K32 = K12K23K31 zu. Führen wir
hier wie im ersten Teil des Beweises die Substitutionen x1, x2, x3 durch, so ergeben
sich wie im Beweis von Satz 2.9 die Auösung des LGS (2.39), die Darstellung (2.45)
für Ω sowie die Beziehungen
x2 =
−K12 x1 − Ω+ n1ω1
K13
,
x3 =
K21 x1 − Ω + n2ω2
K23
.
Denieren wir weiter
F (x1) := arcsin x1 + arcsin
(
K12 x1 + Ω− n1ω1
K13
)
+ arcsin
(
K21 x1 − Ω+ n2ω2
K23
)
,
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Abbildung 2.4.: K12 = 0.8, K13 = 0.7, K21 = 0.6, K23 = 0.3, K31 = 0.4, K32 = 0.5. Darstellung der oberen
Schranke P (türkise + blaue Region) und unteren Schranke M (blaue Region) des Synchronisationsregimes in der
(1, 2)−Ebene. M wird begrenzt durch die in (2.48)-(2.53) denierten Kurven σiL und σjR.
so erhalten wir zusammen mit der Bedingung (2.57) für eine Inphasen-Synchronisa-
tionslösung die Beziehung
F (x1) = 0.
Durch das im Beweis von Satz 2.9 bestimmte Intervall [xL1 , x
R
1 ] (siehe (2.46)) erhal-
ten wir gerade den Denitionsbereich der Funktion F . In (xL1 , x
R
1 ) ist F auÿerdem
dierenzierbar:
F ′(x1) =
1√
1− x21
+
K12
K13
√
1−
(
K12 x1+Ω−n1ω1
K13
)2
+
K21
K23
√
1−
(
K21 x1−Ω+n2ω2
K23
)2
> 0.
F ist somit streng monoton wachsend. Eine Nullstelle von F ist daher, falls existent,
stets eindeutig bestimmt. Wie oben kann nun mit Hilfe des Zwischenwertsatzes
anhand der Funktionswerte F (xL1 ) und F (x
R
1 ) entschieden werden, ob eine Nullstelle
existiert. Die Bedingungen F (xL1 ) = 0 und F (x
R
1 ) = 0 führen dabei wie oben zu den
in (2.48)-(2.53) denierten Grenzkurven σiL, σ
j
R, die das Gebiet M in der (1, 2)-
Ebene umschlieÿen.
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
Das Polygon P , deniert durch den Schnitt der Geraden g1, . . . , g6 in (2.37) in Satz
2.9, und die durch die Kurven σiL, σ
j
R eingeschlossene Menge M liefern uns somit
eine obere bzw. untere Begrenzung für das tatsächliche Synchronisationsregime in
der (1, 2)-Ebene (vgl. Abb. 2.4). Durch die Verknüpfungsstellen σ
i
L = σ
j
R sind
uns dabei 6 Punkte (1, 2) gegeben, deren Vereinigung gerade die Schnittmenge
∂M ∩ ∂P bildet, und welche sich somit auch auf dem Rand des exakten Synchroni-
sationsregimes benden.
Auch ohne analytische Bestimmung des exakten Synchronisationsregimes ist es nun
möglich, den Verzweigungsmechanismus zu ermitteln, welcher sich für variierende
Parameter (1, 2) beim Verlassen des Synchronisationsregimes vollzieht. Dies ist
Gegenstand der Untersuchungen im nachfolgenden Abschnitt.
2.3. Desynchronisation via Sattel-Knoten-Verzweigung
Im hiesigen Abschnitt untersuchen wir, auf welche Weise sich der Übergang vom
synchronen zum nicht-synchronen System vollzieht, wenn die Parameter 1, 2 den
zulässigen Bereich verlassen. Dabei betrachten wir im System (2.4) (1, 2) als Bi-
furkationsparameter.
∂M (siehe Satz 2.10) ist dadurch charakterisiert, dass für die dort existierende sta-
bile stationäre Lösung (θ¯1, θ¯2) gilt
θ¯1 = ±pi
2
∨ θ¯2 = ±pi
2
∨ θ¯1 − θ¯2 = ±pi
2
. (2.67)
Somit folgt in diesem Fall für A(θ¯1, θ¯2) = DG(θ¯1, θ¯2):
detA(θ¯1, θ¯2) =


b1 cos θ¯1 cos θ¯2 falls θ¯1 − θ¯2 = ±pi
2
b2 cos(θ¯1 − θ¯2) cos θ¯2 falls θ¯1 = ±pi
2
b3 cos(θ¯1 − θ¯2) cos θ¯1 falls θ¯2 = ±pi
2
sowie
spur A(θ¯1, θ¯2)
=


−(K13 +K31) cos θ¯1 − (K23 +K32) cos θ¯2 falls θ¯1 − θ¯2 = ±pi
2
−(K12 +K21) cos(θ¯1 − θ¯2)− (K23 +K32) cos θ¯2 falls θ¯1 = ±pi
2
−(K12 +K21) cos(θ¯1 − θ¯2)− (K13 +K31) cos θ¯1 falls θ¯2 = ±pi
2
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Liegt (1, 2) ∈ ∂M nicht gerade auf einer Verknüpfungsstelle, derart dass σiL = σjR
(bzw. ΩiL = Ω
j
R) gilt, so ist in (2.67) genau eine der 3 Gleichungen erfüllt, die anderen
beiden Phasendierenzen sind jeweils betragsmäÿig < pi
2
. Aus diesem Grund folgt
detA(θ¯1, θ¯2) > 0 und spur A(θ¯1, θ¯2) < 0.
Im Allgemeinen tritt auf ∂M somit keine Verzweigung auf, vielmehr existiert eine
stabile stationäre Lösung des Systems (2.4) auch weiterhin. Im Folgenden soll nun
untersucht werden, wann und auf welche Weise Desynchronisation eintritt, d.h. der
stabile stationäre Lösungszweig von (2.4) verschwindet.
Wie im vorangegangene Abschnitt wird der Hauptansatzpunkt unserer Argumen-
tation im Beweis des folgenden Satzes die Charakterisierung einer Synchronisati-
onslösung von (2.1) bzw. einer stationären Lösung von (2.4) durch die Nullstelle
einer skalaren Funktion sein. Durch das Zusammentreen zweier Nullstellen einer
solchen Funktion bei einem bestimmten Parameterwert (1, 2) kann dabei der Ver-
zweigungsmechanismus beim Übergang von Synchronisation zu Desynchronisation
beschrieben werden.
2.11 Satz (Desynchronisation via Sattel-Knoten-Verzweigung)
Mit den Bezeichnungen M und P aus Satz 2.9 und Satz 2.10 bezeichne ζ einen
beliebigen stetigen Weg von M˚ zu ∂P, welcher in P˚ verläuft:
ζ : [0, 1]→ R2 mit ζ(0) ∈ M˚, ζ(1) ∈ ∂P und ζ(s) ∈ P˚ für s ∈ (0, 1).
Dann existiert ein s∗ ∈ (0, 1], so dass für (∗1, ∗2) = ζ(s∗) das System (2.4) einer
Sattel-Knoten-Bifurkation unterliegt.
Beweis. Der Beweis von Satz 2.11 gliedert sich in die folgenden Schritte:
• Repräsentation der instabilen stationären Lösungen von (2.4) für (1, 2) nahe
(0, 0) durch zugehörige Frequenzen Ω, welche wiederum als Nullstellen gewisser
skalarer Funktionen charakterisiert sind
• Weiterverfolgen dieser Zweige von instabilen stationären Lösungen entlang
des Pfades ζ(s)
• Weiterverfolgen des Zweiges der stabilen stationären Lösung für (1, 2) ∈
P¯ \ M¯ entlang des Pfades ζ(s)
Ferner beschränken wir uns im Beweis dieses Satzes auf den Fall
K13K21K32 6= K12K23K31,
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der gegenteilige Fall kann analog zu der Argumentation in den Beweisen von Satz
2.9 und Satz 2.10 betrachtet werden.
Im Abschnitt 2.1 wurde bereits gezeigt, dass das reduzierte System (2.4) im Falle
1 = 2 = 0 mindestens 4 und höchstens 6 stationäre Punkte besitzt (siehe Lemma
2.5). Die Inphasen-Synchronisationslösung θ1 = θ2 = 0 stellte hierbei nach Lem-
ma 2.6 den einzigen stabilen Gleichgewichtspunkt dar. Für (1, 2) 6= (0, 0) werden
nun die übrigen antiphasischen instabilen Lösungszweige weiterverfolgt; auch diese
können mithilfe von Nullstellen der folgenden Funktionen charakterisiert werden:
H1,2(Ω) := pi − arcsin(c1Ω− d1)− pi − arcsin(c2Ω− d2) + arcsin(c3Ω− d3)
= − arcsin(c1Ω− d1)− arcsin(c2Ω− d2) + arcsin(c3Ω− d3) (2.68)
H1,3(Ω) := − arcsin(c1Ω− d1) + arcsin(c2Ω− d2)− arcsin(c3Ω− d3) (2.69)
H2,3(Ω) := arcsin(c1Ω− d1)− arcsin(c2Ω− d2)− arcsin(c3Ω− d3) (2.70)
H1(Ω) := pi − arcsin(c1Ω− d1) + arcsin(c2Ω− d2) + arcsin(c3Ω− d3) (2.71)
H(Ω) := pi − arcsin(c1Ω− d1)− arcsin(c2Ω− d2)− arcsin(c3Ω− d3) (2.72)
Mit den Bezeichnungen (2.59) für ΩL und ΩR ist der Denitionsbereich dieser
Funktionen wiederum durch [ΩL,ΩR] gegeben. Ist Ω0 Nullstelle von einer dieser
Funktionen, so besitzt die zugehörige stationäre Lösung (θ1, θ2) von (2.4) dann die
folgende Darstellung:
H1,2(Ω0) = 0 ⇒


θ1 = pi + arcsin(c2Ω0 − d2)
θ2 = arcsin(c3Ω0 − d3)
θ1 − θ2 = pi − arcsin(c1Ω0 − d1)
(2.73)
H1,3(Ω0) = 0 ⇒


θ1 = − arcsin(c2Ω0 − d2)
θ2 = pi − arcsin(c3Ω0 − d3)
θ1 − θ2 = pi − arcsin(c1Ω0 − d1)
(2.74)
H2,3(Ω0) = 0 ⇒


θ1 = pi + arcsin(c2Ω0 − d2)
θ2 = pi − arcsin(c3Ω0 − d3)
θ1 − θ2 = arcsin(c1Ω0 − d1)
(2.75)
H1(Ω0) = 0 ⇒


θ1 = − arcsin(c2Ω0 − d2)
θ2 = arcsin(c3Ω0 − d3)
θ1 − θ2 = pi − arcsin(c1Ω0 − d1)
(2.76)
H(Ω0) = 0 ⇒


θ1 = pi + arcsin(c2Ω0 − d2)
θ2 = pi − arcsin(c3Ω0 − d3)
θ1 − θ2 = pi − arcsin(c1Ω0 − d1)
(2.77)
2.3. Desynchronisation via Sattel-Knoten-Verzweigung 51
Hi,j, H1 und H sind des Weiteren in (Ωl,ΩR) stetig dierenzierbar. Gilt θ1(Ω0)−
θ2(Ω0) = arcsin(c1Ω0 − d1) so erhalten wir für die Ableitung des arcsin−Terms an
der Nullstelle Ω0 :
d
dΩ
(
arcsin(c1Ω− d1)
)∣∣∣
Ω=Ω0
=
c1√
1− (c1Ω0 − d1)2
=
c1
cos(θ1(Ω0)− θ2(Ω0)) .
Gilt hingegen θ1(Ω0)− θ2(Ω0) = pi − arcsin(c1Ω0 − d1) so folgt ebenso
d
dΩ
(
− arcsin(c1Ω− d1)
)∣∣∣
Ω=Ω0
= − c1√
1− (c1Ω0 − d1)2
=
c1
cos(θ1(Ω0)− θ2(Ω0)) .
Dementsprechend erhalten wir nun auch
d
dΩ
(
arcsin(c2Ω− d2)
)∣∣∣
Ω=Ω0
=
c2
cos(θ1(Ω0))
für θ1(Ω0) = − arcsin(c2Ω0 − d2),
d
dΩ
(
− arcsin(c2Ω− d2)
)∣∣∣
Ω=Ω0
= − c2
cos(θ1(Ω0))
für θ1(Ω0) = pi + arcsin(c2Ω0 − d2)
sowie
d
dΩ
(
arcsin(c3Ω− d3)
)∣∣∣
Ω=Ω0
=
c3
cos(θ2(Ω0))
für θ2(Ω0) = arcsin(c3Ω0 − d3),
d
dΩ
(
− arcsin(c3Ω− d3)
)∣∣∣
Ω=Ω0
=
c3
cos(θ2(Ω0))
für θ2(Ω0) = pi − arcsin(c3Ω0 − d3).
Bei jeder der Funktionen F,Hij, H1, H (F wie im Beweis von Satz 2.10) zeigt das
jeweilige Vorzeichen +/− eines arcsin(cjΩ − dj)-Terms in der Funktionsdenition
an, ob die zugehörige Phasendierenz gerade als inphasisch (d.h. = ± arcsin(·) oder
als antiphasisch (d.h. = pi ∓ arcsin(·)) gegeben ist. Aus diesem Grund gilt für je-
de Nullstelle Ω0 von einer Funktion W ∈ {F,Hi,j, H1, H} mit korrespondierendem
Fixpunkt (θ1(Ω0), θ2(Ω0))
W ′(Ω0) =
c1
cos(θ1(Ω0)− θ2(Ω0)) +
c2
cos θ1(Ω0)
+
c3
cos θ2(Ω0)
=
(
c1 cos(θ1(Ω0)) cos(θ2(Ω0))
+c2 cos(θ1(Ω0)− θ2(Ω0)) cos(θ2(Ω0) (2.78)
+c3 cos(θ1(Ω0)− θ2(Ω0)) cos(θ1(Ω0))
)/
(
cos(θ1(Ω0)) cos(θ2(Ω0)) cos(θ1(Ω0)− θ2(Ω0))
)
.
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Mit der Darstellung von detA(θ1, θ2) in (2.20) folgt hiermit
W ′(Ω0) =
detA(θ1(Ω0), θ2(Ω0))
(K13K21K32 −K12K23K31) ·
(
cos(θ1(Ω0)) cos(θ2(Ω0)) cos(θ1(Ω0)− θ2(Ω0))
)
Somit erhalten wir die Beziehung
detA(θ1(Ω0), θ2(Ω0)) = 0 ⇔ W ′(Ω0) = 0. (2.79)
Jede Funktion Hi,j kann bis zu 3 Nullstellen besitzen. Für 1 = 2 = 0 ist ω
∗ =
n1ω1 = n2ω2 = n3ω3 gemeinsame Nullstelle von H1,2, H1,3, H2,3 und F . Der Fix-
punkt (θ1, θ2) = (pi, 0) korrespondiert dabei zur Nullstelle ω
∗
von H1,2, entsprechend
kann (θ1, θ2) = (0, pi) über H1,3(ω
∗) = 0 sowie (θ1, θ2) = (pi, pi) über H2,3(ω∗) = 0
identiziert werden. Existieren für 1 = 2 = 0 zwei weitere Fixpunkte (θ
±
1 , θ
±
2 ) mit
der Darstellung (2.16)-(2.18), so sind diese ebenfalls durch entsprechende Nullstellen
Ω± von genau einer der Funktionen H1,2, H1,3, H2,3, H1 oder H charakterisiert.
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Abbildung 2.5.: K12 = 0.8, K13 = 0.7, K21 = 0.6, K23 = 0.3, K31 = 0.4, K32 = 0.5; 1 = 2 = 0, ω∗ =
1.Charakterisierung der instabilen stationären Lösungen des Systems (2.4) mittels der Nullstellen der Funktionen
Hi,j und H: Die gemeinsame Nullstelle Ω = ω
∗
der Funktionen Hi,j korrespondiert jeweils zu den Fixpunkten
(pi, 0), (0, pi) und (pi, pi), während durch die Nullstellen Ω± ≈ ±1.11 von H die Frequenzen zweier zusätzlicher
instabiler Knoten (θ±1 , θ
±
2 ) ≈ (∓1.987,±1.877) gegeben sind.
Um eine Bifurkationsanalyse der stationären Lösungen des Systems (2.4) durch al-
leinige Betrachtung der von 1, j , ω
∗
und Kij abhängigen Funktionen F,Hi,j und
H durchführen zu können, müssen wir zunächst klären, auf welche Weise sich Ver-
zweigungen stationärer Lösungen im System (2.4) durch Veränderungen jener Funk-
tionen manifestieren. Ebenso wie im bekannten Kuramoto-Modell können bei dem
hiesigen System keine Hopf-Verzweigungen auftreten (für den Beweis siehe A.1). Es
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Abbildung 2.6.: K12 = 0.8, K13 = 0.7, K21 = 0.6, K23 = 0.3, K31 = 0.4, K32 = 0.5; 1 = 2 = 0, ω∗ = 1.
Phaseportrait in der (θ1, θ2)−Ebene. Zu erkennen ist der stabile Fixpunkt (0, 0), die instabilen Knoten (θ±1 , θ±2 ) ≈
(∓1.987,±1.877) sowie die Sattelpunkte (0,−pi), (−pi, 0) und (−pi,−pi).
stellt sich daher vor allem die Frage nach der Darstellung möglicher Sattel-Knoten
oder Pitchfork -Bifurkationen der stationären Lösungen. Da der letztere Verzwei-
gungstyp immer gewisse Symmetrievoraussetzungen an das System erfordert, kön-
nen derartige Bifurkationen hier nur in Spezialfällen auftreten (z.B. Kij = K ∀i, j
und 1 = 2, vgl. 3-dim. Kuramoto-System in [19].)
Für 1 = 2 = 0 liegen alle Nullstellen der oben denierten Funktionen im Inneren
(ΩL,ΩR) des Denitionsbereiches. Bei stetiger Veränderung der Parameter j inner-
halb von P verändert sich nun die Lage der Nullstellen. Die Funktionen Hi,j, H1 und
H können dabei auf zwei verschiedene Arten Nullstellen verlieren bzw. hinzugewin-
nen:
1. Die Nullstelle erreicht den Rand des Denitionsbereichs, d.h. Ω0 = ΩL oder
Ω0 = ΩR. Da | limΩ→ΩL/R H ′i,j(Ω)| = ∞ sowie | limΩ→ΩL/RH ′1(Ω)| = ∞ und
| limΩ→ΩL/RH ′(Ω)| =∞ gilt, folgt wegen (2.79) dann
detA(θ1(Ω0), θ2(Ω0)) 6= 0.
Der zugehörige stationäre Lösungszweig bleibt somit weiterhin bestehen und
unterliegt dabei auch keiner qualitativen Veränderung (wie oben bereits ange-
merkt wurde, ist eine Hopf-Verzweigung, also der Verzweigungsmechanismus,
der mit detA(θ1(Ω0, θ2(Ω0)) 6= 0 einher gehen würde, auch nicht möglich, sie-
he A.1). Lediglich die Darstellung der stationären Lösung als Nullstelle einer
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dieser Funktionen ändert sich:
Ist Ω0 ∈ {ΩL,ΩR} Nullstelle von H , so gilt für die zugehörige stationäre Lö-
sung entweder |θ1| = pi2 oder |θ2| = pi2 oder |θ1 − θ2| = pi2 . Ω0 ist in diesem Falle
daher auch Nullstelle einer der Funktionen Hi,j. Bei weiter anwachsendem Ab-
stand der Parameter (1, 2) vom Nullpunkt verliert daraufhin entweder H
diese Nullstelle, so dass stattdessen eine der Funktionen Hi,j einen zusätzlichen
Nullstellenzweig gewinnt oder es ndet umgekehrt eine Übergabe der Null-
stelle von Hi,j zu H statt. Der erste Fall kann nur dann eintreten, wenn für
H bei (1, 2) = (0, 0) überhaupt Nullstellen existieren. Gelangt hingegen eine
Nullstelle von einer der Funktionen Hi,j an den Rand, so verliert diese Funk-
tion bei zunehmender Entfernung von (1, 2) vom Nullpunkt ebenfalls diese
Nullstelle und übergibt diese entweder an H, H1 oder an eine der wie folgt
denierten Funktionen:
H2(Ω) := arcsin(c1Ω− d1) + pi − arcsin(c2Ω− d2)
+ arcsin(c3Ω− d3)
(2.80)
H3(Ω) := arcsin(c1Ω− d1) + arcsin(c2Ω− d2)
+ pi − arcsin(c3Ω− d3)
(2.81)
Die Nullstellen Ω0 der Funktionen Hj charakterisieren wiederum stationäre
Lösungen von (2.4), welche gegeben sind durch
H2(Ω0) = 0 ⇒


θ1 = pi + arcsin(c2Ω0 − d2)
θ2 = arcsin(c3Ω0 − d3)
θ1 − θ2 = arcsin(c1Ω0 − d1)
H3(Ω0) = 0 ⇒


θ1 = − arcsin(c2Ω0 − d2)
θ2 = pi − arcsin(c3Ω0 − d3)
θ1 − θ2 = arcsin(c1Ω0 − d1)
Ferner sind (2.78) und (2.79) ebenso mit W = Hj gültig.
Genauso kann die Funktion H1 ihre Nullstellen (falls existent) an eine der
Funktionen Hi,j übergeben. Ein analoges Weiterreichen einer Nullstelle von
H1 an die Funktion F des stabilen stationären Lösungszweiges kann ebenfalls
stattnden, wie wir es später im Beweis darlegen werden.
Wir halten fest: Gelangt bei Variation der Parameter (1, 2) eine Nullstelle
Ω0 von Hi,j, H,Hj oder F an den Rand des Denitionsbereiches dieser Funk-
tion, so dass bei weiterer Entfernung von (1, 2) von (0, 0) die entsprechende
Funktion diesen Nullstellenzweig verliert, so bleiben die durch die Nullstellen
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charakterisierten stationären Lösungszweige im Allgemeinen weiterhin beste-
hen und unterlaufen auch keiner qualitativen Veränderung. Bei diesem Mecha-
nismus ndet daher im Allgemeinen keine Verzweigung stationärer Lösungen
statt. (Ausnahme: Ist (1, 2) ∈ ∂P ∩ ∂M , so gilt ΩL = ΩR, wie es im Beweis
von Satz 2.10 gezeigt wurde. In diesem Fall gilt F (ΩL) = F (ΩR) = 0 und
detA(θ1(ΩL), θ2(ΩL)) = 0. Es existieren jedoch nur genau 6 Parameterpaare
(1, 2) ∈ ∂P ∩ ∂M)
2. Eine Funktion Hi,j, H oder Hj besitzt zwei Nullstellen Ω1 und Ω2, welche bei
Variation der Parameter (1, 2) näher aneinanderrücken und schlieÿlich zu-
sammenfallen. Kurz bevor die beiden Nullstellen miteinander kollidieren, gilt
für W = Hi,j,W = H oder W = Hj stets
sign(W ′(Ω1)) = −sign(W ′(Ω2)) (2.82)
und somit nach (2.79)
sign(det(A(θ1(Ω1), θ2(Ω1))) = −sign(det(A(θ1(Ω2), θ2(Ω2))). (2.83)
Bei den zugehörigen stationären Lösungen handelt es sich also immer um einen
Sattelpunkt und einen Knoten (bzw. Strudel). Ist schlieÿlich Ω1 = Ω2, so folgt
det(A(θ1(Ω1), θ2(Ω1)) = det(A(θ1(Ω2), θ2(Ω2)) = 0. (2.84)
Bei weiterer Parametervariation besitzt die entsprechende Funktion Hi,j, H
oder Hj dann zwei Nullstellen weniger, hierbei sind diese - im Gegensatz zum
1. Fall - allerdings nicht von einer anderen Funktion übernommen worden.
Stattdessen hat hier eine Sattel-Knoten-Bifurkation stattgefunden.
Ausgehend von (1, 2) = (0, 0) variieren wir nun diese Parameter, indem wir uns
entlang eines stetigen Pfades ζ : [0, 1]→ P¯ auf der (1, 2)−Ebene bewegen, welcher
von ζ(0) ∈ M˚ zu ζ(1) ∈ ∂P führt, wobei ζ(s) ∈ P˚ für alle s ∈ (0, 1) gilt (siehe
Beispielpfad in Abb. 2.7). Ohne Einschränkung nehmen wir dabei ζ(0) = (0, 0) an.
Wir denieren nun die folgenden Kurven in der (1, 2)−Ebene:
γ1L : s 7→
(−K12 + (K13 +K31)s−K32√1− s2,
−K21 −K31s+ (K23 +K32)
√
1− s2) s ∈ [0, 1] (2.85)
γ2L : s 7→
(
K13 +K31 −K32s−K12
√
1− s2,
K31 − (K23 +K32)s+K21
√
1− s2) s ∈ [0, 1] (2.86)
γ3L : s 7→
(−K32 −K12s+ (K13 +K31)√1− s2,
−K23 −K32 +K21s+K31
√
1− s2) s ∈ [0, 1] (2.87)
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γ1R : s 7→
(
K12 − (K13 +K31)s+K32
√
1− s2,
K21 +K31s− (K23 +K32)
√
1− s2) s ∈ [0, 1] (2.88)
γ2R : s 7→
(−K13 −K31 +K32s+K12√1− s2,
−K31 + (K23 −K32)s−K21
√
1− s2) s ∈ [0, 1] (2.89)
γ3R : s 7→
(
K32 +K12s− (K13 +K31)
√
1− s2,
K23 +K32 −K21s−K31
√
1− s2) s ∈ [0, 1] (2.90)
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Abbildung 2.7.: K12 = 0.8,K13 = 0.7, K21 = 0.6, K23 = 0.3,K31 = 0.4,K32 = 0.5; Darstellung der Mengen
M (blau) und P (blauer+türkiser Bereich) sowie der Kurven γiR (magenta), γ
j
L (grün),τ
Lk
i,j , τ
Rk
i,j (rot und weiÿ).
Durch die letzteren Kurven τLki,j und τ
Rk
i,j werden von M Teilgebiete M
i
R und M
j
L abgegrenzt sowie entsprechende
Teilmengen P iR und P
j
L von P . Der Übergang von M
i
R zu P
i
R (ebenso von M
j
L zu P
j
L) wird jeweils durch die
Kurve σiR (bzw. σ
j
L) markiert (vgl. Abb. 2.4). Der eingezeichnete Pfad (schwarze gestrichelte Linie) verläuft von
(1, 2) = (0, 0) im Inneren von M zu (1, 2) = (1.7,−0.5) ∈ ∂P .
Die drei Kurven γ1L, γ
2
L, γ
3
L bzw. γ
1
R, γ
2
R, γ
3
R verlaufen jeweils inM und bilden zusam-
men jeweils eine geschlossene Kurve (bezeichnet als γL bzw. γR), welche den Punkt
(0, 0) einschlieÿt. Mit den Bezeichnungen ΩiL und Ω
j
R aus (2.60) gilt entlang einer
Kurve γiL :
ΩL = Ω
i
L und H(Ω
i
L) = Hj,k(Ω
i
L) = 0,
wobei j, k 6= i (analog für γjR und ΩR = ΩjR; zur Berechnung von γiL, γjR siehe A.2).
Ein stetiger Pfad in der (1, 2)−Ebene, der in (0, 0) startet und zu ∂P verläuft, muss
daher γL und γR schneiden (siehe Abb. 2.7). Dies sind dann gerade die Parameter-
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werte, bei welchen die Funktion H ihre Nullstellen verliert und an Hi,j überreicht
(Abb. 2.8a und (d)). Falls H für (1, 2) = (0, 0) keine Nullstellen besitzt, so stellen
die Kurven γL, γR gerade die Parameterwerte dar, an welchen umgekehrt H von
einer Funktion Hi,j eine Nullstelle übernimmt. Auf diese Weise erhält H auf dem
Weg von (0, 0) zu ∂P zwei Nullstellen, welche im weiteren Verlauf innerhalb von
P per Sattel-Knoten-Verzweigung zusammenfallen und danach verschwinden. Wir
betrachten nun die folgende Kurve in der (1, 2)-Ebene:
τL21,2 : s 7→
(
K13 +K31 +K12s−K32
√
1− s2,
K31 −K21s− (K23 +K32)
√
1− s
) s ∈ [0, 1] (2.91)
Anfangs-und Endpunkt von τL21,2 liegen auf ∂M , für alle t ∈ (0, 1) verläuft die Kurve
hingegen im Inneren von M . Liegt (1, 2) auf dieser Kurve, so gilt
H1,2(Ω
2
L) = 0
und auÿerdem ΩR = Ω
1
R.
Ebenso sei die Kurve τL31,3 wie folgt deniert:
τL31,3 : s 7→
(
−K32 +K12s+ (K13 +K31)
√
1− s2,
−K23 −K32 −K21s+K31
√
1− s2
) s ∈ [0, 1] (2.92)
(Zur Berechnung von τL21,2 und τ
L3
1,3 siehe A.3).
Liegt (1, 2) auf τ
L3
1,3 , so folgt analog H1,3(Ω
3
L) = 0 und ΩR = Ω
1
R.
τL21,2 und τ
L3
1,3 bilden gemeinsam mit σ
1
R, deniert in (2.51), eine geschlossene Kurve,
das hierbei umschlossene Teilgebiet von M sei im Folgenden alsM1R bezeichnet. Des
Weiteren sei P 1R das anliegende Teilgebiet von P \ M¯ , welches von σ1R sowie den
Geraden g2 und g4 eingeschlossen wird (siehe Abb. 2.7).
Für alle (1, 2) ∈ M1R ∪ P 1R gilt oenbar ΩR = Ω1R. Liegt (1, 2) auf der Kurve τL21,2
bzw. τL31,3 , so folgt ferner mit der in (2.71) denierten Funktion H1:
H1(Ω
2
L) = H1,2(Ω
2
L) = 0 bzw. H1(Ω
3
L) = H1,3(Ω
3
L) = 0.
Der instabile Lösungszweig welcher auf τL21,2 (bzw. τ
L3
1,3) gerade durch H1,2(Ω
2
L) = 0
(bzw. H1,3(Ω
3
L) = 0) repräsentiert wird, kann daher bei Eintritt in den Parameterbe-
reichM1R nicht mehr als Nullstelle der Funktion H1,2 dargestellt werden, stattdessen
kann diese stationäre Lösung nun innerhalb von M1R als Nullstelle von H1 charakte-
risiert werden.
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Abbildung 2.8.: Veränderung der darstellenden Funktionen F, H1,2, H1,3, H2,3, H und H1 bei Variation der
Parameter (1, 2) entlang des Pfades in Abb. 2.7.
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(c) 1 = 1.6005, 2 = −0.582 : Existenz eines stabilen
Fixpunktes und eines Sattelpunktes
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(d) 1 ≈ 1.6025, 2 ≈ −0.5827: Sattel-Knoten-
Verzweigung der stabilen stationären Lösung und des
Sattelpunktes
Abbildung 2.9.: (a): Übergabe der Nullstelle Ω0 = Ω2L von H1,2 an H1. (b): Übergabe der Nullstelle Ω0 = Ω
1
R
von F an H1. (c)-(d): Verlauf der Funktion H1 für (1, 2) ∈ P 1R
In (M1R ∪ P 1R) \ ∂P gilt weiterhin ΩR = Ω1R sowie ΩL ∈ {Ω2L,Ω3L} und folglich
limΩ→ΩRH
′
1(Ω) = −∞,
limΩ→ΩLH
′
1(Ω) = +∞,
H1(ΩL) < 0.
H1 besitzt in M
1
R genau eine Nullstelle Ωu, nämlich gerade diejenige, welche auf τ
L2
1,2
(bzw. τL31,3) gerade vonH1,2 (bzw.H1,3) übergeben worden ist. Ferner giltH
′
1(Ωu) > 0;
für die durch diese Nullstelle charakterisierte instabile stationäre Lösung (θu1 , θ
u
2 )
folgt somit detA(θu1 , θ
u
2 ) < 0, es handelt sich also um einen Sattelpunkt.
Verlassen wir nun den Parameterbereich M1R in Richtung P
1
R, so überqueren wir
dabei die Kurve σ1R, wobei gilt
H1(Ω
1
R) = F (Ω
1
R) = 0. (2.93)
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H1 gewinnt hiermit eine weitere Nullstelle Ωs hinzu, indem die Funktion den durch
F repräsentierten stabilen stationären Lösungszweig übernimmt (Abb. 2.9b).
Innerhalb von P 1R gilt nun unmittelbar nach Überschreiten von ∂M
1
R ∩ ∂M :
H1(ΩL) < 0, H1(ΩR) < 0. (2.94)
Für (1, 2) ∈ ∂M besitzt H1 genau zwei Nullstellen Ωu (korrespondierend zu einem
Sattelpunkt) und Ωs (zum stabilen stationären Punkt gehörig) mit Ωu < Ωs sowie
eine Maximalstelle Ωmax ∈ (Ωu,Ωs) (Abb. 2.9b). Auf ∂P ist hingegen ΩL = ΩR
und H1(ΩL) < 0. Folglich müssen beide stationäre Lösungszweige innerhalb von P
verschwinden. Innerhalb von P 1R können die Nullstellen von H1 jedoch nicht mehr
den Rand {Ωl,ΩR} erreichen, daher müssen die beiden zugehörigen Lösungszweige
gleichzeitig mittels einer Sattel-Knoten-Bifurkation verschwinden (Abb. 2.9d).
Für jeden Pfad ζ(s), welcher von (1, 2) = (0, 0) über M
1
R und P
1
R zu ∂P verläuft,
existiert somit ein s∗ ∈ (0, 1), so dass ζ(s∗) ∈ P 1R gilt, und bei (∗1, ∗2) = ζ(s∗) im
System (2.4) gerade eine Sattel-Knoten-Verzweigung auftritt.
Analog lassen sich nun die übrigen Gebiete M iR, P
i
L sowie M
j
L, P
j
L betrachten. Jeder
stetige Weg in der (1, 2)−Ebene, ausgehend von (0, 0) hin zu ∂P verlaufend, schnei-
det die Kurven γR und γL sowie eine Kurve τ
Lk
i,j bzw. τ
Rk
i,j und ebenso σ
i
L bzw. σ
j
R.
Die gegenseitige Übernahme von Nullstellen durch die entsprechenden Funktionen
H,Hi,j, Hj und F erfolgt daher wie beschrieben, ebenso verschwinden innerhalb von
M alle bis auf eine instabile stationäre Lösung per Sattel-Knoten-Verzweigung. In
den Gebieten P iR und P
j
L können schlieÿlich nur noch ein stabiler stationärer Punkt
und ein Sattelpunkt existieren, welche bei Annäherung an ∂P gleichzeitig per Sattel-
Knoten-Bifurkation verschwinden (Abb. 2.10).
Abschlieÿend erfolgt hier eine Auistung der Parameterdarstellungen der Kurven
τLkij und τ
Rk
ij , welche gemeinsam mit σ
i
L, σ
j
R die Begrenzungen der Gebiete M
i
L und
M jR liefern:
τL11,2 : s 7→
(−K12 − (K13 +K31)s−K32√1− s2,
K21 −K31s+ (K23 −K32)
√
1− s2) s ∈ [0, 1] (2.95)
τL32,3 : s 7→
(−K32 −K12s− (K13 +K31)√1− s2,
−K23 −K32 +K21s−K31
√
1− s.2) s ∈ [0, 1] (2.96)
τL11,3 : s 7→
(−K12 + (K13 +K31)s+K32√1− s2,
K21 +K31s+ (K23 +K32)
√
1− s2) s ∈ [0, 1] (2.97)
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τL22,3 : s 7→
(
K13 +K31 −K12s +K32
√
1− s2,
K31 +K21s+ (K23 +K32)
√
1− s2) s ∈ [0, 1] (2.98)
τR21,2 : s 7→
(−K13 −K31 −K12s +K32√1− s2,
−K31 +K21s+ (K23 +K32)
√
1− s2) s ∈ [0, 1] (2.99)
τR31,3 : s 7→
(
K32 +K12s+ (K13 +K31)
√
1− s2,
K23 +K32 −K21s+K31
√
1− s2) s ∈ [0, 1] (2.100)
τR11,2 : s 7→
(
K12 + (K13 +K31)s+K32
√
1− s2,
−K21 +K31s+ (K23 +K32)
√
1− s2) s ∈ [0, 1] (2.101)
τR32,3 : s 7→
(
K32 +K12s+ (K13 +K31)
√
1− s2,
K23 +K32 −K21s+K31
√
1− s2) s ∈ [0, 1] (2.102)
τR11,3 : s 7→
(
K12 − (K13 +K31)s−K32
√
1− s2,
−K21 −K31s− (K23 +K32)
√
1− s2) s ∈ [0, 1] (2.103)
τR22,3 : s 7→
(−K13 −K31 +K12s−K32√1− s2,
−K31 −K21s− (K23 +K32)
√
1− s2) s ∈ [0, 1] (2.104)
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Abbildung 2.10.: K12 = 0.8, K13 = 0.7,K21 = 0.6, K23 = 0.3, K31 = 0.4, K32 = 0.5; Darstellung der
θ1−Komponente der stationären Lösungen. A,B : Sattel-Knoten-Verweigungen von instabilen Knoten und Sat-
telpunkt. C : Sattel-Knoten-Verzweigung der stabilen stationären Lösung mit einem Sattelpunkt. Die Verzweigung
A geht mit dem Zusammenfallen zweier Nullstellen von H1,3 einher (Bild 2.8c), ebenso B mit H2,3 (Bild 2.8e). Die
Bifurkation C erfolgt mit dem Verschwinden der Nullstellen der Funktion H1 (Bild 2.9d).
Mit den Ausführungen dieses Abschnitts haben wir damit den Übergangsmechanis-
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mus vom synchronen zum desynchronen System aufgezeigt. Ferner kann das tat-
sächliche Synchronisationsregime in der (1, 2)−Ebene numerisch ermittelt werden
(Abbildung 2.11).
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Abbildung 2.11.: K12 = 0.8, K13 = 0.7, K21 = 0.6, K23 = 0.3,K31 = 0.4, K32 = 0.5; Darstellung der oberen
(türkis) und unteren (blau) Schranke des Synchronisationsregimes sowie des numerisch berechneten tatsächlichen
Synchronisationsgebietes (magenta).
2.4. Approximative Berechnung von Frequenz und
Phasenshifts im synchronen Zustand
Im Folgenden werden wir die Synchronisationsfrequenz Ω sowie die Phasenshifts
(θs1, θ
s
2) = (n1φ1−n3φ3, n2φ2−n3φ3) im synchronen Zustand für 0 < |niωi−njωj| 
1 approximativ berechnen. Erinnern wir uns an das klassische Kuramoto-System
(Kij = Kund nj = 1 für alle i, j), so war in diesem Fall die Synchronisationsfrequenz
Ω stets als Mittelwert der natürlichen Frequenzen der Phasenoszillatoren gegeben:
Ω =
ω1 + ω2 + ω3
3
(2.105)
Für das hier zugrunde liegende System (2.1) stellt sich daher jetzt die Frage, wie die
unterschiedlich stark gewichteten Kopplungsstärken Kij sowie die Skalierungskoe-
zienten nj in die Darstellung der Synchronisationsfrequenz Ω sowie der Phasenshifts
θsj mit eingehen.
Der folgende Satz liefert nun eine Bestimmung von Ω und θj in Termen von niωi −
njωj :
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2.12 Satz (Approximative Darstellung von Ω und (θs
1
, θs
2
))
Gilt |niωi − njωj|  1 für alle i, j in (2.1), so ist eine Synchronisation der Phasen
φj möglich. Die zugehörige stabile stationäre Lösung (θ
s
1, θ
s
2) des Systems (2.4) ist
dann gegeben durch
θs1 =
K32
C
(n1ω1 − n2ω2) + K21 +K23
C
(n1ω1 − n3ω3)
+
K12
C
(n2ω2 − n3ω3)
+
1
2C
(
K21K32 +K12K32 +K12K23
)
ξ1 ξ2 (ξ1 − ξ2)
+
1
6
(
K32
C
(n1ω1 − n2ω2) + K21 +K23
C
(n1ω1 − n3ω3)
+
K12
C
(n2ω2 − n3ω3)
)3
+O
(∑
i,j
|niωi − njωj|5
)
,
(2.106)
θs2 =
K31
C
(n2ω2 − n1ω1) + K21
C
(n1ω1 − n3ω3)
+
K12 +K13
C
(n2ω2 − n3ω3)
+
1
2C
(
K21K31 +K12K31 +K13K21
)
ξ1 ξ2 (ξ1 − ξ2)
+
1
6
(
K31
C
(n2ω2 − n1ω1) + K21
C
(n1ω1 − n3ω3)
+
K12 +K13
C
(n2ω2 − n3ω3)
)3
+O
(∑
i,j
|niωi − njωj|5
)
,
(2.107)
wobei ξ1, ξ2 und C deniert sind durch
ξ1 =
(K21 +K23 +K32)(η1 − η2) + (K12 +K21 +K23)(η2 − η3)
C
, (2.108)
ξ2 =
(K12 +K13 +K31)(η2 − η1) + (K12 +K13 +K21)(η1 − η3)
C
, (2.109)
C = b1 + b2 + b3. (2.110)
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Ferner ist die zugehörige Synchronisationsfrequenz Ω dann gegeben durch
Ω =
1
C
(
(K21K31 +K21K32 +K23K31)n1ω1
+ (K12K31 +K12K32 +K13K32)n2ω2
+ (K12K23 +K13K21 +K13K23)n3ω3
)
+
K12K23K31 −K13K21K32
2C
ξ1 ξ2 (ξ2 − ξ1)
+O
(∑
i,j
|niωi − njωj|5
)
.
(2.111)
Beweis. Die Tatsache, dass für |niωi − njωj |  1 im System eine Phasensynchroni-
sation eintreten kann, wurde bereits in den vorangegangenen Abschnitten dieses Ka-
pitels gezeigt. Ferner haben wir dort bereits bewiesen, dass ein synchroner Zustand
im System (2.1) stets durch eine stabile stationäre Lösung (θs1, θ
s
2) des reduzierten
Systems (2.4) sowie durch eine zugehörige Synchronisationsfrequenz Ω charakteri-
siert ist.
Zu Berechnung von Ω integrieren wir zunächst diese Unbekannte in das System (2.1).
Hierfür denieren wir
ψj(t) := njφj(t)− Ωt
ηj := njωj − Ω
j = 1, 2, 3 (2.112)
Transformiert in die neuen Variablen ψj und ηj erhalten wir somit die folgende
Darstellung von (2.1):
ψ˙1 = η1 −K12 sin(ψ1 − ψ2)−K13 sin(ψ1 − ψ3)
ψ˙2 = η2 −K21 sin(ψ2 − ψ1)−K23 sin(ψ2 − ψ3) (2.113)
ψ˙3 = η3 −K31 sin(ψ3 − ψ1)−K32 sin(ψ3 − ψ2)
Bendet sich das System (2.1) im synchronen Zustand mit zugehöriger Synchroni-
sationsfrequenz Ω, so ist die Synchronität der Phasen φj nun als stationäre Lösung
(θs1, θ
s
2) des Systems (2.113) charakterisiert. Ziel ist es nun, Ω mittels des Ansatzes
ψ˙1 = ψ˙2 = ψ˙3 = 0 zu bestimmen. Die Vorgehensweise der folgenden Untersuchungen
lehnt sich hierbei an Arbeiten von Tass und Haken ([29],[32]) an und erfolgt unter
Zuhilfenahme des Zentrumsmannigfaltigkeitstheorems (siehe z.B. [18]).
Für |niωi − njωj |  1 tritt nach Satz 2.10 eine inphasische Synchronisation ein (es
gilt in Satz 2.10 (1, 2) ∈ M), d.h. |ψi − ψj | mod 2pi  1. Aus diesem Grund ist
für eine approximative Berechnung der Phasenshifts ψi − ψj eine Taylorreihenent-
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wicklung der sin−Terme in (2.113) um ψi − ψj = 0 sinnvoll:
ψ˙1 = η1 − (K12 +K13)ψ1 +K12ψ2 +K13ψ3
+
K12
6
(ψ1 − ψ2)3 + K13
6
(ψ1 − ψ3)3 +
∑
j 6=1
O(|ψ1 − ψj |5),
ψ˙2 = η2 +K21ψ1 − (K21 +K23)ψ2 +K23ψ3
+
K21
6
(ψ2 − ψ1)3 + K23
6
(ψ2 − ψ3)3 +
∑
j 6=2
O(|ψ2 − ψj |5),
ψ˙3 = η3 +K31ψ1 +K32ψ2 − (K31 +K32)ψ3
+
K31
6
(ψ3 − ψ1)3 + K32
6
(ψ3 − ψ2)3 +
∑
j 6=3
O(|ψ3 − ψj |5).
Mit
A :=

 −(K12 +K13) K12 K13K21 −(K21 +K23) K23
K31 K32 −(K31 +K32)


und
ψ := (ψ1, ψ2, ψ3)
T , η := (η1, η2, η3)
T
können wir nun zu (2.113) das zugehörige linearisierte System betrachten:
ψ˙ = Aψ + η. (2.114)
Die Berechnung der Eigenwerte von A ergibt
λ1/2 = −1
2
(
K12 +K21 +K13 +K31 +K23 +K32
)
± 1
2
√
(K12 +K21 +K13 +K31 +K23 +K32)2 − 4C,
λ3 = 0
(2.115)
wobei
C := K23K31 +K13K32 +K13K23 +K21K32 +K12K32 +K12K23
+K21K31 +K12K31 +K13K21
= b1 + b2 + b3.
(2.116)
Oenbar ist<e λ1/2 < 0. Wir erweitern nun das System (2.114) zu einem 6-dimensionalen
System, indem wir die folgende gültige Beziehung für η hinzufügen:
η˙ = 0.
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Mit
u := (η1, η2, η3, ψ1, ψ2, ψ3)
und
B :=


0 0
 1 0 00 1 0
0 0 1

 A


betrachten wir jetzt die Linearisierung des erweiterten Systems für u:
u˙ = Bu. (2.117)
Es gilt rg(B) = 3. Der Eigenwert λ3 = 0 besitzt bzgl. B die algebraische Vielfachheit
4, die geometrische Vielfachheit 3 und die folgenden rechten Eigenvektoren:
v1 =


K12 +K13
−K21
−K31
1
0
0


, v2 =


−K12
K21 +K23
−K32
0
1
0


, v3 =


0
0
0
1
1
1


.
Als nächsten Schritt transformieren wir nun das System (2.117) in eine Darstellung
durch die Eigenvektoren vj. Als zusätzlichen Basisvektor wählen wir hierbei
v4 =


1
1
1
1
1
1


sowie entsprechende Vektoren v5/6 als zugehörige rechte Eigenvektoren zu λ1/2. Es
gilt dann Bv4 = v3. u besitzt dann bzgl. der Basis {v1, . . . , v6} eine Darstellung der
Form
u =
6∑
j=1
ξjvj .
Es folgt
u˙ =
6∑
j=1
ξ˙jvj .
Hierbei sind nun die Zentrumsvariablen ξc := (ξ1, ξ2, ξ3, ξ4) von den stabilen Varia-
blen ξ5, ξ6 zu unterscheiden. Ist {w1, . . . , w6} die zu {v1, . . . , v6} gehörige adjungierte
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Basis von linken Eigenvektoren, so gilt:
vi • wj = δij
BTwi = 0, i = 1, 2, 4
BTw3 = w4
BTw5 = λ1w5
BTw6 = λ2w6
und somit
ξ˙i = wi • u˙.
Wir wenden uns nun wieder dem ursprünglichen nichtlinearen System zu. Hierfür
sei
N (u) := (0, 0, 0, N1(u), N2(u), N3(u))T ,
wobei
N1(u) =
K12
6
(ψ1 − ψ2)3 + K13
6
(ψ1 − ψ3)3 +
∑
j 6=1
O(|ψ1 − ψj |5)
N2(u) =
K21
6
(ψ2 − ψ1)3 + K23
6
(ψ2 − ψ3)3 +
∑
j 6=2
O(|ψ2 − ψj |5)
N3(u) =
K31
6
(ψ3 − ψ1)3 + K32
6
(ψ3 − ψ2)3 +
∑
j 6=3
O(|ψ3 − ψj |5)
Somit gilt für u:
u˙ = Bu+N (u). (2.118)
Für die weiteren Ausführungen in diesem Kapitel ist es nicht notwendig, die Eigen-
vektoren v5, v6 zu λ1, λ2 exakt zu berechnen, es genügt, lediglich einige Eigenschaften
dieser Vektoren zu kennen; so folgt unmittelbar
v1j = v
2
j = v
3
j = 0, j = 5, 6,
für die ersten drei Komponenten dieser Vektoren. η1, η2, η3 können somit bereits mit
der neuen Basis dargestellt werden:
η1 = (K12 +K13)ξ1 −K12ξ2 + ξ4
η2 = −K21ξ1 + (K21 +K23)ξ2 + ξ4
η3 = −K31ξ1 −K32ξ2 + ξ4
Damit lassen sich ξ1, ξ2, ξ4 durch Lösung eines linearen Gleichungssystems in Ab-
68 2. Exzitatorisches System
hängigkeit von η1, η2, η3 ausdrücken:
ξ1 =
(K21 +K23 +K32)(η1 − η2) + (K12 +K21 +K23)(η2 − η3)
C
ξ2 =
(K12 +K13 +K31)(η2 − η1) + (K12 +K13 +K21)(η1 − η3)
C
ξ4 =
(K21K31 +K21K32 +K23K31)n1ω1 + (K12K31 +K12K32 +K13K32)n2ω2
C
+
(K12K23 +K13K21 +K13K23)n3ω3
C
− Ω
Insbesondere gilt: ηi − ηj = niωi − njωj. Ferner ergibt die Berechnung der letzten 3
Komponenten von w3:
w43 =
1
C
(
K21K31 +K21K32 +K23K31
)
w53 =
1
C
(
K12K31 +K12K32 +K13K32
)
w63 =
1
C
(
K12K23 +K13K21 +K13K23
) (2.119)
Für ξ3 erhalten wir nun
ξ˙3 = w3 • u˙ = w3 • (Bu+N (u))
= u • BTw3 + w3 • N (u)
= u • w4︸ ︷︷ ︸
=ξ4
+w3 • N (u).
Für eine stationäre Lösung u von (2.118) muss ξ˙j = 0 für alle j = 1, . . . , 6 erfüllt
sein. Wir wissen bereits, dass ξ˙1 = ξ˙2 = ξ˙4 = 0 gilt. Für ξ3, ξ5 und ξ6 erhalten wir
nun die folgenden Beziehungen:
ξ˙3 =
1
C
(
(K21K31 +K21K32 +K23K31)n1ω1
+ (K12K31 +K12K32 +K13K32)n2ω2
+ (K13K21 +K12K23 +K13K23)n3ω3
)
+
K12K23K31 −K13K21K32
6C
(
(ψ1 − ψ2)3 + (ψ3 − ψ1)3
+(ψ2 − ψ3)3
)
− Ω,
(2.120)
ξ˙5/6 = w5/6 •
(Bu+N (u)) = λ1/2 ξ5/6 + w5/6 • N (u) (2.121)
mit N (u) ∈ O(‖ξ‖3). Nach dem Zentrumsmannigfaltigkeitstheorem besitzen die sta-
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bilen Variablen (ξ5, ξ6) für |ηi − ηj |  1 eine lokale Darstellung der Form (ξ5, ξ6) =
h(ξ1, ξ2, ξ3, ξ4). Also gilt im stationären Fall ξ˙5/6 = 0 und somit auch
ξ5/6 = − 1
λ1/2
w5/6 • N (u) ∈ O
(‖ξc‖3) .
Hiermit folgt
ψ1 − ψ2 = ξ1 − ξ2 +O
(‖ξc‖3) ,
ψ1 − ψ3 = ξ1 +O
(‖ξc‖3) ,
ψ2 − ψ3 = ξ2 +O
(‖ξc‖3) .
(2.122)
(2.122) eingesetzt in (2.120) liefert uns nun mit der Bedingung ξ˙3 = 0 gerade die
Darstellung (2.111) der Synchronisationsfrequenz Ω bis einschlieÿlich zu Termen 3.
Ordnung:
Ω =
1
C
(
(K21K31 +K21K32 +K23K31)n1ω1
+ (K12K31 +K12K32 +K13K32)n2ω2
+ (K12K23 +K13K21 +K13K23)n3ω3
)
+
K12K23K31 −K13K21K32
2C
ξ1 ξ2 (ξ2 − ξ1)
+ O
(‖ξ‖5) .︸ ︷︷ ︸
∈O(
∑
i,j |niωi−njωj |5)
Für die zugehörigen Phasenshifts θs1 = ψ1−ψ3 und θs2 = ψ2−ψ3 im synchronen Zu-
stand ergeben sich dann mit der Beziehung (2.122) analog die Darstellungen (2.106)
und (2.107).

Betrachten wir nur den konstanten Anteil der Synchronisationsfrequenz Ω, so wird
deutlich, dass im System (2.1) Ω als eine Art gewichteter Mittelwert der natür-
lichen Frequenzen ωj gegeben ist. Ist der Einuss des j-ten Oszillators auf die an-
deren beiden überproportional groÿ, also Kij  Kmn für n 6= j, so wird auch der
gewichtete Mittelwert Ω in Richtung njωj verschoben. Ebenso zeigt sich, dass eine
vergleichsweise starke Kopplung zwischen i-ten und j-ten Oszillator, d.h. Kij , Kji
sehr groÿ, selektiv die zugehörige Phasendierenz zur 0 hin verschiebt, so gilt
K13, K31 →∞ ⇒ θ1 → 0,
K23, K32 →∞ ⇒ θ2 → 0,
K12, K21 →∞ ⇒ θ1 − θ2 → 0.
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2.5. Partielle Synchronisation
Im diesem letzten Abschnitt des Kapitels 2 befassen wir uns mit der Dynamik des
Systems (2.4) auÿerhalb des Synchronisationsregimes. Grundsätzlich können dabei
je nach Konguration von Kopplungsparametern und natürlichen Frequenzen zwei
unterschiedliche Arten von Dynamik auftreten:
• Partielle Synchronisation (siehe Denition unten)
• Komplett inkohärentes System
Wir denieren zunächst den Begri der partiellen Synchronisation analog zu der
Terminologie von Kazanovich und Borisyuk (siehe [13] und [14]):
2.13 Denition (Partielle Synchronisation)
Das System (2.1) der Phasenoszillatoren φ1, φ2, φ3 heiÿt partiell synchronisiert, wenn
es eine Paarung (i, j) mit i, j ∈ {1, 2, 3} gibt, so dass
∃C > 0 : |niφi(t)− njφj(t)| < C, ∀ t ≥ 0. (2.123)
Unter einer komplett inkohärenten Dynamik verstehen wir demgegenüber einen Zu-
stand, in welchem weder vollständige noch partielle Phasensynchronisation vorliegt.
Wir werden in diesem Abschnitt keine vollständige Analyse über das Auftreten par-
tieller Synchronität in Systemen phasengekoppelter Oszillatoren liefern. Stattdessen
werden wir uns auf die Herleitung einiger Sätze beschränken, welche uns hinrei-
chende Kriterien für die Existenz bzw. Nichtexistenz partieller Synchronisation an
die Hand geben. Die Aussagen dieser Theoreme sind dabei gleichermaÿen für die
bisher betrachten exzitatorischen Systeme als auch für die späteren inhibitorisch-
exzitatorischen Systeme gültig.
Wie beim Begri der vollständigen Synchronisation wird partielle Synchronisation
durch die Beschränktheit von gewichteten Phasendierenzen charakterisiert. In den
vorangegangenen Abschnitten 2.1-2.3 wurde dargelegt, dass im Falle eines Systems
mit rein exzitatorischer Kopplung die vollständige n1 : n2 : n3− Synchronisation
des Systems (2.1) die Existenz einer stabilen stationären Lösung des reduzierten
Systems (2.4) impliziert. Diese Schlussfolgerung gilt beim Vorliegen von partieller
Synchronisation hingegen im Allgemeinen nicht; um dies zu verdeutlichen, betrach-
ten wir exemplarisch den Fall einer (echten) partiellen Synchronisation von φ1 und
φ3. Nehmen wir nun weiter an, dass θ1(t) = n1φ1(t) − n3φ3(t) = c mit konstantem
c und folglich θ˙1 = 0 gilt, so folgt mit der Evolutionsgleichung für θ1 aus (2.4):
n3ω3 − n1ω1 + (K13 +K31) sin c = −K12 sin(c− θ2)−K32 sin(θ2). (2.124)
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Die rechte Seite von (2.124) ist genau dann konstant wenn K12 = ±K32 und c = 0
(fürK12 = K32) bzw. c = pi (fürK12 = −K32) gilt. Dies impliziert wiederum sin c = 0
und n1ω1 = n3ω3. Nur in diesem Spezialfall ist somit bei partieller Synchronisation
von 1. und 3. Oszillator die zugehörige gewichtete Phasendierenz konstant.
Ist eine Trajektorie (niφi−njφj)(t) beschränkt, so ist zwar nicht niφ˙i−njφ˙j ≡ 0, un-
terliegt aber in jedem Fall Vorzeichenwechseln. Die zugehörige Nullcline Gk(θ1, θ2) =
0, k = 1 für (i, j) = (1, 3), und k = 2 für (i, j) = (2, 3) (siehe (2.4)) bzw. G1(θ1, θ2)−
G2(θ1, θ2) für (i, j) = (1, 2), muss daher für ein Teilgebiet U ⊂ [0, 2pi) × [0, 2pi)
existieren. Aus der Nichtexistenz einer Nullcline kann somit auf die Nichtexistenz
einer partiellen Phasensynchronisation der jeweiligen Oszillatorpaarung geschlossen
werden:
2.14 Satz (Nichtexistenz partieller Phasensynchronisation)
Es seien i, j, k ∈ {1, 2, 3} und die Gröÿen gij , gji für θ ∈ R deniert durch
gij := max
θ
(
(Kij +Kji)
2 − (niωi − njωj)2 +K2ik + 2Kik(Kij
+Kji) cos θ −K2jk(sin θ)2 − 2Kjk(niωi − njωj) sin θ
)
gji := max
θ
(
(Kij +Kji)
2 − (niωi − njωj)2 +K2jk + 2Kjk(Kij +Kji) cos θ
−K2ik(sin θ)2 + 2Kik(niωi − njωj) sin θ
)
Gilt
min(gij , gji) < 0, (2.125)
so ist eine partielle ni : nj−Phasensynchronisation zwischen i−ten und j−ten Os-
zillator nicht möglich.
Beweis. Es gilt niφ˙i − njφ˙j = 0 genau dann, wenn
0 = Gij(θ1, θ2) := niωi − njωj − (Kij +Kji) sin(niφi − njφj)
−Kik sin(niφi − nkφk) +Kjk sin(njφj − nkφk).
(2.126)
Mit θ := niφi − nkφk und s := sin(niφi − njφj) erhalten wir die Darstellung
±Kjk
√
1− s2 sin θ = niωi − njωj − (Kij +Kji)s
−Kjk s cos θ +Kik sin θ.
(2.127)
Durch Quadrieren von (2.127) resultiert nun die folgende quadratische Gleichung
für s:
0 = s2
(
(Kij +Kji +Kjk cos θ)
2 +K2jk(sin θ)
2
)
+ s · 2(Kij +Kji +Kjk cos θ) · (Kik sin θ + njωj − niωi)
+ (niωi − njωj)2 + (K2ik −K2jk) sin2 θ + 2(njωj − niωi)Kik sin θ.
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Somit gilt
s = −
(
Kij +Kji +Kjk cos θ
) · (Kik sin θ + njωj − niωi)(
(Kij +Kji +Kjk cos θ)2 +K
2
jk(sin θ)
2
)
±
((
Kij +Kji +Kjk cos θ
)2 · (Kik sin θ + njωj − niωi)2(
(Kij +Kji +Kjk cos θ)2 +K
2
jk(sin θ)
2
)2
−(niωi − njωj)
2 + (K2ik −K2jk)(sin θ)2 + 2(njωj − niωi)Kik sin θ
(Kij +Kji +Kjk cos θ)2 +K
2
jk(sin θ)
2
)1/2
.
Notwendige Bedingung für die Existenz einer reellwertigen Lösung s ist demnach
0 ≤ (Kij +Kji)2 +K2jk + 2(Kij +Kji)Kjk cos θ
− (niωi − njωj −Kik sin θ)2.
(2.128)
Existiert kein θ, so dass 2.128 erfüllt ist, so kann die Nullcline Gij(θ1, θ2) = 0 nicht
existieren, folglich kann auch keine partielle Synchronisation zwischen i−ten und
j−ten Phasenoszillator eintreten.
Setzen wir ausgehend (2.126) weiterhin s := sin(niφi−njφj) aber θ := njφj −nkφk,
so folgt analog
±Kik
√
1− s2 sin θ = niωi − njωj − (Kij +Kji +Kik cos θ)s+Kjk sin θ.
Folglich gilt
0 = s2 − s 2(Kij +Kji +Kik cos θ) · (niωi − njωj +Kjk sin θ)
(Kij +Kji +Kik cos θ)2 +K2ik(sin θ)
2
+
(niωi − njωj +Kjk sin θ)2 +K2ik(sin θ)2
(Kij +Kji +Kik cos θ)2 +K
2
ik(sin θ)
2
.
(2.129)
Die Existenz einer reellwertigen Lösung s der quadratischen Gleichung (2.129) ist
damit äquivalent zu der Beziehung
0 ≤ (Kij +Kji)2 +K2ik + 2(Kij +Kji)Kik cos θ
− (niωi − njωj +Kjk sin θ)2.
(2.130)
Existiert kein θ, so dass 2.130 erfüllt ist, so kann die Nullcline Gij(θ1, θ2) = 0 ebenso
nicht existieren.
Insgesamt erhalten wir damit die Aussage (2.125).
2
Die Gröÿenordnung der gewichteten Phasendierenz |niωi − njωj| im Verhältnis zu
den Kopplungsstärken Kij, Kji, Kik, Kjk ist somit entscheidend für das Eintreten
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partieller Phasensynchronisation zwischen i−ten und j−ten Oszillator. In diesem
Zusammenhang erhalten wir auch das folgende Resultat bzgl. der Existenz partieller
Synchronisation:
2.15 Satz (Existenz von partieller Phasensynchronisation I)
Es seien Kij ≥ 0 beliebig, i, j ∈ {1, 2, 3} und k 6= i, j. Gilt
|niωi − njωj| ≤ max
θ∈[0,pi/2]
(Kij +Kji) sin θ −
√
K2ik +K
2
jk − 2KikKjk cos θ, (2.131)
so tritt eine partielle ni : nj−Synchronisation der Phasen φi und φj ein.
Beweis. Wir zeigen die Aussage (2.131) für (i, j) = (1, 2). Es gilt
n2φ˙2 − n1φ˙1 = n2ω2 − n1ω1 − (K12 +K21) sin(n2φ2 − n1φ1)
−K13 sin(n3φ3 − n1φ1) +K23 sin(n3φ3 − n2φ2)
= n2ω2 − n1ω1 − (K12 +K21) sin(n2φ2 − n1φ1)
−(K13 +K23) sin
(
n2φ2 − n1φ1
2
)
cos
(
n3φ3 − n1φ1 + n2φ2
2
)
+(K23 −K13) cos
(
n2φ2 − n1φ1
2
)
sin
(
n3φ3 − n1φ1 + n2φ2
2
)
.
Mit α := n3φ3 − n1φ1+n2φ22 und θ := n2φ2 − n1φ1 sei weiter
fθ(α) := (K12 +K21) sin θ + (K13 +K23) sin
θ
2
cosα+ (K13 −K23) cos θ
2
sinα.
Für jedes θ ∈ [0, pi] nimmt fθ in α¯ = pi + arctan
(
K13−K23
K13+K23
cot θ
2
)
ihr Minimum an.
Denieren wir nun g−(θ) := fθ(α¯), so gilt für θ ∈ [0, pi] :
g−(θ) := (K12 +K21) sin θ −
√
K213 +K
2
23 − 2K13K23 cos θ.
Ebenso lässt sich zeigen, dass fθ(α) für θ ∈ [−pi, 0] bei α¯ maximiert wird. In diesem
Fall ergibt sich für g+(θ) := fθ(α¯) :
g+(θ) = (K12 +K21) sin θ +
√
K213 +K
2
23 − 2K13K23 cos θ.
Weiter folgt für ein θ∗ ∈ (0, pi/2) :
max
θ∈[0,pi]
g−(θ) = g−(θ
∗) = −g+(−θ∗) = − min
θ∈[−pi,0]
g+(θ).
Gilt also (2.131), so lässt sich folgern: Ist für einen beliebigen Orbit des Systems
(2.1) (niφi−njφj)(t0) ∈ [−θ∗+2pim, θ+2pim] zu einem Zeitpunkt t0 ≥ 0 mit k ∈ Z,
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so folgt
(niφi − njφj)(t) ∈ [−θ∗ + 2pim, θ + 2pim] für alle t ≥ t0.
Da für jeden Orbit irgendwann der Fall (niφi − njφj)(t0) ∈ [−θ∗ + 2pim, θ + 2pim]
mit θ∗ ∈ (0, pi
2
) eintritt, ist damit für jeden Orbit niφi − njφj beschränkt.
2
Das in Satz 2.15 formulierte Kriterium ist zwar hinreichend aber nicht notwendig.
Darüberhinaus ist die Anwendbarkeit dieses Satzes beschränkt, da die rechte Sei-
te in (2.131) negativ sein kann und damit dann nur aufgrund der Gröÿenordnung
dieses Terms keinerlei Aussage bzgl. des Eintretens bzw. Nichteintretens partieller
Synchronisation getroen werden kann. Zur Herleitung der Aussagen in Satz 2.14
und Satz 2.15 wurde nur allein diejenige Dierenz niωi − njωj von gewichteten
natürlichen Frequenzen betrachtet, deren zugehörige Phasenoszillatoren gerade auf
partielle Synchronisation untersucht werden sollten. Tatsächlich wird das Eintreten
von partieller Synchronisation aber auch durch die Gröÿe der Eigenfrequenz ωk des
nicht-synchronisierten Phasenoszillators (k 6= i, j) mitbestimmt, wie es der Beweis
des folgenden Satzes zeigt:
2.16 Satz (Existenz von partieller Phasensynchronisation II)
Es seien Kij > 0 beliebig und es gelte ωk → ∞. Dann tritt eine partielle Synchro-
nisation zwischen i−ten und j−ten Phasenoszillator mit i, j 6= k genau dann ein,
wenn gilt
|niωi − njωj| ≤ Kij +Kji. (2.132)
Bemerkung: Die Limesbetrachtung ωk → ∞ führt formal zu einer Entkopplung
des k-ten Oszillators.
Beweis. Wir zeigen die Aussage (2.132) exemplarisch für (i, j) = (1, 2). Es gilt
n3φ3 − njφj = n3ω3 + fj(t), j = 1, 2,
wobei fj jeweils eine Funktion mit beschränkter Ableitung ist. Für die gewichtete
Phasendierenz n2φ2 − n1φ1 gilt dann
n2φ2(t)− n1φ1(t) = n2φ2(t0)− n1φ1(t0)
+
∫ t
t0
(
n2ω2 − n1ω1 − (K12 +K21) sin(n2φ2(s)− n1φ1(s))
)
ds
+
∫ t
t0
(−K13 sin(n3ω3s+ f1(s)) +K23 sin(n3ω3(s) + f2(s))) ds.
Nach dem Riemann-Lebesgue-Lemma konvergiert das letzte Integral für ω3 → ∞
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gegen 0. Damit folgt
n2φ2(t)− n1φ1(t) =n2φ2(t0)− n1φ1(t0)
+
∫ t
t0
(
n2ω2 − n1ω1 − (K12 +K21) sin(n2φ2(s)− n1φ1(s))
)
ds.
Für ω3 →∞ genügt n2φ2 − n1φ1 also der Dierentialgleichung
n2φ˙2 − n1φ˙1 = n2ω2 − n1ω1 − (K12 +K21) sin(n2φ2 − n1φ1).
Die Lösungskurven dieser Gleichung sind beschränkt genau dann, wenn eine stabile
stationäre Lösung existiert. Dies ist gerade der Fall, wenn
|n2ω2 − n1ω1| ≤ K12 +K21.
2
Die Annahme ωk → ∞ in Satz 2.16, welche formal zur Entkopplung des k−ten
Phasenoszillators führt, stellt eine künstlich konstruierte Situation dar, welche im
Normalfall nicht eintritt. Die Aussage des Satzes verdeutlicht vielmehr, dass die
Bedingung (2.132) eine Minimalvoraussetzung für das mögliche Eintreten von parti-
eller Synchronisation zwischen den entsprechenden Phasenoszillatoren darstellt. Gilt
(2.132), und ist ωk hinreichend groÿ, so führt diese Konguration zu einer partiel-
len Phasensynchronisation von i−ten und j−ten Oszillator. Hiermit zeigt sich auch,
dass auch bei Nichtanwendbarkeit von Satz 2.15 (aufgrund von Negativität der rech-
ten Seite in (2.131)) eine partielle Phasensynchronisation möglich sein kann.
Die Aussagen in Satz 2.15 und Satz 2.16 leiten sich von analogen Theoremen über
die Existenz partieller Synchronisation im klassischen Kuramoto-System für 3 pha-
sengekoppelte Oszillatoren ab, wie sie etwa von Aeyels et al. in [2] und [27] formu-
liert wurden. Die Modikation dieser Existenzsätze für die Situation einer nicht-
symmetrischen Kopplungskonguration führt jedoch zu einigen Einschränkungen,
wie es sich etwa, wie oben bereits bemerkt, in der begrenzten Anwendbarkeit von
Satz 2.15 äuÿert.
Abschlieÿend betrachten wir als Beispiel die folgende Konguration von Kopplun-
gen:
K12 = K, K13 = 0.3K, K21 = 1.4K,
K23 = 0.7K, K31 = 0.4K, K32 = 0.3K.
(2.133)
Hierbei dient K ∈ [0, 1] als Verzweigungsparameter. Für die gewichteten Phasendif-
ferenzen sei vorausgesetzt
n1ω1 − n3ω3 = 1, n2ω2 − n3ω3 = 0.4.
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Die numerische Simulation zeigt, dass für K = 1 eine vollständige n1 : n2 : n3-
Phasensynchronisation auftritt, d.h. die gewichteten Phasendierenzen θ1 = n1φ1−
n3φ3, θ2 = n2φ2 − n3φ3 streben auf einen stationären Zustand zu (Abb. 2.12a).
Für kleiner werdendes K geht hingegegen bei einem bestimmten Parameterwert
Kc ∈ (0, 1) dieser Zustand der totalen Synchronisation verloren. Gilt für K nun
gerade
K ≥ |n2ω2 − n1ω1|
maxγ∈[0,pi/2][(K12 +K21) sin γ −
√
K213 +K
2
23 − 2K13K23 cos γ]
≈ 0.6
1.655
≈ 0.363,
so tritt nach Satz 2.15 eine partielle Phasensynchronisation zwischen dem 1. und
2. Oszillator auf (Abb. 2.12b). Das Erreichen des kritischen Parameters K = Kc
führt somit nicht zu einem vollständig inkohärenten System. Erst für einen kleine-
ren kritischen Parameterwert K˜p < Kc wird dieser Zustand erreicht. Aufgrund von
Satz 2.14 lässt sich schlieÿen, dass Kp > 0 gelten muss (Bedingung (2.125) wird für
hinreichend kleine K > 0 erfüllt). Die Sätze 2.14 und 2.15 liefern somit zwar keine
genaue Bestimmung von Kp aber stattdessen eine obere (Satz 2.14) und untere (Satz
2.15) Schranke für diesen Parameterwert.
Verändern wir nun in dem obigen Beispiel das Vorzeichen des gewichteten Frequenz-
shifts vom 1. und 2. Phasenoszillator zu
n2ω2 − n3ω3 = −0.4,
so ändert sich die Dynamik des Systems hinsichtlich partieller Synchronisation voll-
ständig. Analog zum obigen Setting kommt es beim Erreichen eines kritischen Pa-
rameters Kc ∈ (0, 1) zum Verlust des Zustandes der vollständigen n1 : n2 : n3-
Phasensynchronisation, allerdings tritt für K < Kc hier keine partielle Synchro-
nisation zwischen dem 1. und 2. Oszillator auf. Stattdessen zeigt sich in der nu-
merischen Simulation eine partielle Phasensynchronisation vom 2. und 3. Oszillator
(Abb. 2.13). Dieses Phänomen kann hierbei jedoch nicht durch Anwendung von Satz
2.15 veriziert werden, da
max
γ∈[0,pi/2]
(K23 +K32) sin γ −
√
K221 +K
2
31 − 2K21K31 cos γ < 0
gilt, und somit Satz 2.15 nicht angewendet werden kann. Die beschriebenen qua-
litativen Veränderungen bei Variation des Parameters K können auch durch nu-
merische Berechnung der gewichteten durchschnittlichen Frequenzen Ωj (vgl. (1.18)
und (1.19) im Abschnitt 1.3.3) illustriert werden. Das Erreichen der kritischen Pa-
rameterwerte Kp und Kc manifestiert sich dabei jeweils als sogenannte Frequenz-
Splitting-Bifurkation (die Verwendung dieses Terminus erfolgt hierbei in Anlehnung
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(a) K = 1 : Vollständige Phasensynchronisation. Es existieren 2 stationäre
Punkte; der stabile Fixpunkt (θ1, θ2) ≈ (0.868, 0.554) als Korrelat der Pha-
sensynchronisation und der Sattelpunkt (θ1, θ2) ≈ (2.645, 2.206).
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(b) K = 0.55 : Partielle Synchronisation vom 1. und 2. Phasenoszillator. Zu
erkennen ist ein Attraktor, welcher entlang einer Parallelen der Winkelhalbie-
renden verläuft. Für diesen anziehenden Orbit gilt folglich θ1(t)−θ2(t) = η(t)
mit einer beschränkten Funktion η.
Abbildung 2.12.: Phasenporträts für Kij wie in (2.133), n1ω1 − n3ω3 = 1, n2ω2 − n3ω3 = 0.4. Erstellung der
Phasenporträts mit MATLAB R2007b.
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Abbildung 2.13.: Phasenporträt für Kij wie in (2.133) mit K = 0.55, n1ω1 − n3ω3 = 1, n2ω2 − n3ω3 = −0.4 :
Partielle Synchronisation vom 2. und 3. Phasenoszillator. Zu erkennen ist ein Attraktor, welcher bzgl. θ2 beschränkt
ist und somit das Korrelat einer partiellen n2 : n3−Phasensynchronisation darstellt. (Erstellung des Phasenporträts
mit MATLAB R2007b)
an Maistrenko et al., vgl. [19]). Für K > Kc liegt ein vollständig synchronisiertes
System vor. Folglich gilt für alle j : Ωj = Ω mit zugehöriger Synchronisationsfre-
quenz Ω. Bei K = Kc ndet dann zunächst ein partielles Frequenz-Splitting statt;
während für K ∈ (Kp, Kc) weiterhin Ωi = Ωj gilt, splittet sich die gewichtete
Frequenz Ωk davon ab, d.h. es ist Ωk 6= Ωi/j . Bei der zweiten Frequenz-Splitting-
Verzweigung für K = Kp wird nun auch die partielle Synchronisation zwischen dem
i−ten und j−ten Phasenoszillatoren beendet. Im Zustand der vollständigen Inkohä-
renz fürK < Kp sind damit alle gewichteten durchschnittlichen Frequenzen paarwei-
se verschieden (Abb. 2.14). Anhand der vorangegangenen Ausführungen zeigt sich
durch Vergleich mit dem bekannten Kuramoto-System einmal mehr deutlich, wie
sich die Voraussetzung einer nicht-symmetrischen Kopplungskonguration auf die
Dynamik des Systems auswirkt. Partielle Synchronisation und Frequenz-Splitting-
Verzweigungen treten zwar auch bei Systemen mit Kuramoto-Kopplung auf, jedoch
tritt hierbei eine partielle Synchronisation immer nur bei gerade derjenigen Paarung
(i, j) auf, für die gilt:
|niωi − njωj| = min
k 6=l
|nkωk − nlωl|.
In unserem ersten Fallbeispiel für partielle Phasensynchronisation zwischen dem 1.
und 2. Oszillator galt aber gerade
n2ω2 − n3ω3 = 0.4 < 0.6 = n1ω1 − n2ω2.
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Abbildung 2.14.: Kij wie in (2.133),n1ω1 − n3ω3 = 1, n2ω2 − n3ω3 = −0.4. Darstellung der gewichteten
durchschnittlichen Frequenzen Ωj in Abhängigkeit von K. Bei Kc ≈ 0.6 kommt es zur 1. Frequenz-Splitting-
Bifurkation mit Verlust der vollständigen Phasensynchronisation durch Absplitten von Ω1. Die 2. Frequenz-
Splitting-Bifurkation ndet bei Kp ∈ (0.3, 0.5) statt, so dass für K < Kp jeweils ein komplett inkohärentes System
vorliegt. (Berechnung der Phasen mittels explizitem Euler-Verfahren, Simulation mit C++. Für Details bzgl. der
numerischen Berechnung siehe C.2.)
Bei unsymmetrischer Kopplung ist somit auch eine partielle Synchronisation von
Phasenoszillatoren möglich, deren Dierenz von gewichteten natürlichen Frequenzen
nicht minimal ist. Vielmehr lassen sich sogar Kopplungskongurationen konstruie-
ren, bei welchen eine partielle Phasensynchronisation von derjenigen Oszillatoren-
Paarung erzwungen wird, bei welchen die zugehörige gewichtete Dierenz von Fre-
quenzen die maximale ist (vgl. Abb. 2.15).
Generell muss beim Erreichen der Grenze des Synchronisationsregimes nicht notwen-
digerweise eine partielle Phasensynchronisation eintreten. Durch Wahl einer geeig-
neten Konguration von Kopplungen und Frequenzshifts lässt sich auch ein direkter
Übergang von vollständiger Synchronisation zu einem komplett inkohärenten System
erreichen. Als einfachstes Beispiel können wir hierbei auf das klassische Kuramoto-
System verweisen; mit Kij = K ∀ (i, j), nj = 1 ∀ j und der Symmetriebedingung
ω1 − ω2 = ω2 − ω3 lässt sich ein solches Szenario konstruieren (vgl. [19]).
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Abbildung 2.15.: K12 = 2.2K, K13 = 0.1K, K21 = 2K, K23 = 0.1K, K31 = 0.2K, K32 = 0.1K. n1ω1 =
1.6, n2ω2 = 0.2, n3ω3 = 0.6, n1ω1 − n2ω2 = maxi6=j |niωi − njωj | = 1.4. 1. Frequenz-Splitting bei Kc ≈ 0.68
mit Beendigung des Zustandes der vollständigen Synchronität, 2. Frequenz-Splitting bei Kp ≈ 0.35, so dass für
K < Kp ein vollständig inkohärentes System vorliegt. (Berechnung der Phasen mittels explizitem Euler-Verfahren,
Simulation mit C++. Für Details bzgl. der numerischen Berechnung siehe C.2.)
3. Inhibitorisch-exzitatorisches System
Im vorangegangenen Kapitel erfolgte die mathematische Analyse eines Systems von
3 phasengekoppelten Oszillatoren zur Beschreibung eines thalamo-kortikalen Re-
gelkreises. Hierbei repräsentierten die Phasenoszillatoren ein thalamisches sowie 2
kortikale Areale. Im Abschnitt 1.1 hatten wir mit dem Nucleus reticularis bereits
eine zusätzliche inhibitorische Funktionseinheit des Gehirns kennengelernt, welche
eine entscheidende Rolle bei der Modulation und Kontrolle thalamo-kortikaler In-
teraktionen spielt. Ziel dieses Kapitels ist es nun, diese inhibitorische Struktur in
unsere Modellierung zu integrieren.
Vereinfachend betrachten wir dabei einen Regelkreis, welcher, wie im vorangegange-
nen Fall, aus einem thalamischen Areal, im Unterschied zu eben aber nur über ein
kortikales Areal verfügt. Als 3. Funktionseinheit wird nun ein Areal des Nucleus re-
ticularis in diese thalamo-kortikale Schleife eingebunden. Während der thalamische
und der kortikale Oszillator weiterhin durch beidseitige exzitatorische Projektionen
miteinander interagieren, erhält der Ozillator, welcher den N. reticularis repräsen-
tiert, exzitatorische Feedbacks von den beiden anderen Arealen, wirkt selbst aber
inhibitorisch auf das thalamische Areal ein. Im zugehörigen Dierentialgleichungs-
T
N C
Abbildung 3.1.: 2.Konguration: Modell mit einem thalamischen (T), einem kortikalen (C) und einem Areal des
Nucleus reticularis (N). Exzitatorische Kopplungen schwarz dargestellt, Inhibition rot.
system zur Beschreibung der Phasendynamik führt das Auftreten einer inhibitori-
schen Kopplung zu entscheidenden Unterschieden im Synchronisationsverhalten im
Vergleich zu dem rein exzitatorischer Systeme. Insbesondere zeigt sich, dass Verände-
rungen der Kopplungskonguration zu einer Vielzahl unterschiedlicher Bifurkationen
höherer Kodimension führen. Aus diesem Grund legen wir hier den Schwerpunkt bei
der Betrachtung des inhibitorisch-exzitatorischen Systems phasengekoppelter Oszil-
latoren in die Bifurkationsanalyse verschiedener Kongurationen von Kopplungs-
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stärken.
3.1. Einführung und erste Analyse
In diesem Kapitel betrachten wir somit das System
φ˙1 = ω1 − K12
n1
sin(n1φ1 − n2φ2)− K13
n1
sin(n1φ1 − n3φ3)
φ˙2 = ω2 − K21
n2
sin(n2φ2 − n1φ1)− K23
n2
sin(n2φ2 − n3φ3)
φ˙3 = ω3 − K31
n3
sin(n3φ3 − n1φ1)− K32
n3
sin(n3φ3 − n2φ2)
(3.1)
mit inhibitorisch-exzitatorischer Kopplung. Wie es in 1.2.2 motiviert wurde, ist die
Konguration von Kopplungen dabei dahingehend festgelegt, dass der 1. Oszilla-
tor einer Inhibition durch den 2. Oszillator unterliegt, alle weiteren Interaktionen
hingegen als exzitatorisch vorausgesetzt sind. Somit gilt
3.1 Voraussetzung (Inhibitorisch-exzitatorische Kopplungskonguration)
K12 < 0 und Kij ≥ 0 ∀ (i, j) 6= (1, 2). (3.2)
1
2 3
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Abbildung 3.2.: Konguration der inhibitorischen (rot) und exzitatorischen Kopplungen (schwarz) im System
(3.1)
Der 1. Oszillator repräsentiert somit das thalamische Areal, der 2. ein Gebiet des
N. reticularis sowie der 3. einen kortikalen Abschnitt. Durch Vergleich der Kopp-
lungskongurationen in Abb. 3.1 und Abb. 3.2 wird deutlich, dass wir in unserem
mathematischen Modell eine zusätzliche Kopplung angenommen haben, welche im
korrespondierenden physiologischen System nicht vorliegt: Kortikale Gebiete emp-
fangen keine Aerenzen des N. reticularis, aus diesem Grund müsste im zugehörigen
mathematischen System (3.1) der Parameter K32 eigentlich gleich 0 gesetzt werden.
Wir werden dennoch im weiteren Verlauf K32 ≥ 0 voraussetzen, um allgemeinere
mathematische Resultate zu erhalten. Alle Ausführungen in diesem Kapitel bleiben
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jedoch weiterhin gültig, wenn der physiologische Fall K32 = 0 eintritt.
Im Unterschied zum vorangegangenen Kapitel werden wir hier ausschlieÿlich Tri-
pletts von Phasenoszillatoren betrachten, welche die Resonanzbedingung in Ab-
schnitt 1.3.2 (vgl. (1.11)) exakt erfüllen, d.h. für die natürlichen Frequenzen ω1, ω2, ω3
gelte
3.2 Voraussetzung (Resonanzbedingung)
n1ω1 = n2ω2 = n3ω3 = ω
∗, n1, n2, n3 ∈ N. (3.3)
Wie in den vorangegangenen Kapiteln ist für eine Analyse des Synchronisationsver-
haltens die Einführung des zugehörigen 2-dimensionalen Systems der gewichteten
Phasendierenzen θ1 := n1φ1 − n3φ3, θ2 := n2φ2 − n3φ3 sinnvoll. Mit der Voraus-
setzung (3.3) sind die Evolutionsgleichungen für θ1, θ2 unabhängig von den Termen
njωj :
θ˙1 = −K12 sin(θ1 − θ2)− (K13 +K31) sin θ1 −K32 sin θ2
=: G1(θ1, θ2)
θ˙2 = K21 sin(θ1 − θ2)−K31 sin θ1 − (K23 +K32) sin θ2
=: G2(θ1, θ2)
(3.4)
Wie in Kapitel 2 ergibt sich
AK12(θ1, θ2) := DG(θ1, θ2) =
(
a11(θ1, θ2) a12(θ1, θ2)
a21(θ1, θ2) a22(θ1, θ2)
)
, (3.5)
wobei
a11(θ1, θ2) = −K12 cos(θ1 − θ2)− (K13 +K31) cos θ1
a12(θ1, θ2) = K12 cos(θ1 − θ2)−K32 cos θ2
a21(θ1, θ2) = K21 cos(θ1 − θ2)−K31 cos θ1
a22(θ1, θ2) = −K21 cos(θ1 − θ2)− (K23 +K32) cos θ2
(Wir verwenden hier das Subscriptum K12, da dieser Parameter in den späteren
Bifurkationsanalysen eine herausragende Rolle spielen wird.)
Als abkürzende Schreibweise setzen wir wie in Kapitel 2:
b1 := K23K31 +K13K32 +K13K23
b2 := K21K32 +K12K32 +K12K23 (3.6)
b3 := K21K31 +K12K31 +K13K21
sowie
cj :=
bj
K13K21K32 −K12K23K31 .
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Mit diesen Notationen gilt wie im Abschnitt 2.1 (vgl. (2.20) und (2.21))
detAK12(θ1, θ2) = b1 cos θ1 cos θ2 + b2 cos(θ1 − θ2) cos θ2
+ b3 cos(θ1 − θ2) cos θ1,
spur AK12(θ1, θ2) = −(K12 +K21) cos(θ1 − θ2)− (K13 +K31) cos θ1
− (K23 +K32) cos θ2.
(3.7)
Insbesondere ergibt sich für θ1, θ2 ∈ {0, pi} :
3.3 Lemma (Darstellung von detAK12(θ1, θ2) für θ1, θ2 ∈ {0, pi})
Mit den Bezeichnungen (3.5) und (3.6) gilt für θ1, θ2 ∈ {0, pi}
detAK12(0, 0) = b1 + b2 + b3 (3.8)
detAK12(pi, 0) = −b1 − b2 + b3 (3.9)
detAK12(0, pi) = −b1 + b2 − b3 (3.10)
detAK12(pi, pi) = b1 − b2 − b3 (3.11)
sowie
spur AK12(0, 0) = −K12 −K21 −K13 −K31 −K23 −K32 (3.12)
spur AK12(pi, 0) = K12 +K21 +K13 +K31 −K23 −K32 (3.13)
spur AK12(0, pi) = K12 +K21 −K13 −K31 +K23 +K32 (3.14)
spur AK12(pi, pi) = −K12 −K21 +K13 +K31 −K23 −K32 (3.15)
Der Beweis erfolgt durch direktes Einsetzen der Punkte (θ1, θ2) in (3.1) und (3.7).
Wir nehmen nun noch 3 weitere technische Voraussetzungen an:
3.4 Voraussetzung
K23 +K32 −K31 > 0 (3.16)
0 < (K23 +K32 +K31)
2 + (K21 +K31)(K13 −K23) (3.17)
K21(K13 −K23) <(K23 +K32)(K23 +K32 +K31
+K31(K13 +K31 +K32)
(3.18)
Bemerkung zur Voraussetzung 3.4:
Die Bedeutung der Annahmen in Vorausetzung 3.4 wird im Zusammenhang mit dem
Beweis von Lemma 3.5 deutlich werden. Ist K13 ≥ K23, so ist (3.17) in jedem Fall
erfüllt. Ebenso gilt (3.18) für K21 < K31. Andernfalls werden durch diese Voraus-
setzungen zu starke Heterogenitäten der Kopplungskonstanten begrenzt (z.B. kann
im Falle K13 < K23 aufgrund von (3.17) der Parameter K21 nicht unbegrenzt groÿ
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gewählt werden).
Unter den Voraussetzungen (3.2),(3.3),(3.16) und (3.17) können wir nun folgende
erste Bilanz hinsichtlich der Qualität stationärer Lösungen von (3.4) ziehen:
3.5 Lemma (Inphasen vs. Antiphasen-Synchronisation)
Es seien (3.2),(3.3),(3.16),(3.17) und (3.18) vorausgesetzt. Dann besitzt das System
(3.4) mod 2pi entweder genau 4 oder genau 6 stationäre Lösungen. Weiterhin ist
der Inphasen-Zustand (θ1, θ2) = (0, 0) genau dann stabil, wenn
K12 > −K23K31 +K13K32 +K13K23 +K21(K13 +K31 +K32)
K23 +K31 +K32
(3.19)
gilt. Demgegenüber ist der Antiphasen-Zustand (θ1, θ2) = (pi, 0) genau dann sta-
bil, wenn
K12 < min
(−(K23K31 +K13K32 +K13K23) +K21(K13 +K31 −K32)
K23 +K32 −K31 ,
−K21 −K13 −K31 +K23 +K32
)
(3.20)
erfüllt ist. Die übrigen antiphasischen stationären Lösungen (0, pi) und (pi, pi) können
für kein K12 ∈ R Stabilität erhalten.
Zwei zusätzliche Zweige symmetriebrechender stationärer Lösungen (θ±1 , θ
±
2 ) existie-
ren genau dann, wenn gilt
|b21 − b22 − b23| < 2|b2b3|. (3.21)
(θ±1 , θ
±
2 ) sind dann charakterisiert durch
sin θ±1 = c2(Ω± − ω∗),
sin θ±2 = c3(Ω± − ω∗),
sin(θ±1 − θ±2 ) = c1(Ω± − ω∗),
(3.22)
wobei die zugehörigen gewichteten Frequenzen Ω± gegeben sind durch
Ω± = ω
∗ ±
√
4c22c
2
3 − (c21 − c22 − c23)2
2c1c2c3
. (3.23)
Beweis. Mit den Darstellungen für detAK12(θ1, θ2) und spur AK12(θ1, θ2) für θ1, θ2 ∈
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{0, pi} in Lemma 3.3 folgt unmittelbar
detAK12(0, 0) < 0 ⇔
K12 < −K23K31 +K13K32 +K13K23 +K21(K13 +K31 +K32)
K23 +K31 +K32
sowie
spur AK12(0, 0) > 0 ⇔ K12 < −K21 −K13 −K31 +K23 +K32. (3.24)
Damit für jedes K12 in (3.19) tatsächlich (0, 0) stabil ist, darf für kein solches K12
die rechte Seite in (3.24) erfüllt sein. Aus diesem Grund erhalten wir die Bedingung
− K23K31 +K13K32 +K13K23 +K21(K13 +K31 +K32)
K23 +K31 +K32
< −K21 −K13 −K31 +K23 +K32.
(3.25)
(3.24) ist nun gerade äquivalent zur Voraussetzung (3.18). Die Behauptung in (3.19)
ist also gültig.
Ebenso gilt weiterhin
detAK12(pi, 0) = −b1 − b2 + b3 = −K23K31 −K13K32 −K13K23
+K21(K13 +K31 −K32)
−K12(K23 +K32 −K31).
Aufgrund der Voraussetzung (3.16) folgt nun
detAK12(pi, 0) > 0 ⇔
K12 <
−(K23K31 +K13K32 +K13K23) +K21(K13 +K31 −K32)
K23 +K32 −K31 .
(3.26)
Mit der Darstellung von spur AK12(pi, 0) in (3.13) gilt auÿerdem
spur A(pi, 0) < 0 ⇔ K12 < −K21 −K13 −K13 +K23 +K32. (3.27)
Unmittelbar folgen somit die Aussagen (3.19) und (3.20).
Für den stationären Zustand (0, pi) folgt analog mit den Darstellungen von detAK12(0, pi)
und spur AK12(0, pi) aus (3.10) und (3.14) aufgrund von Voraussetzung (3.16):
detAK12(0, pi) ≥ 0 ⇔
K12 ≥ K23K31 +K13K32 +K13K23 +K21(K13 +K31 −K32)
K23 +K32 −K31 (3.28)
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und ebenso
spur AK12(0, pi) ≤ 0 ⇔
K12 ≤ −K21 +K13 +K31 −K23 −K32. (3.29)
Weiter gilt
−K21 +K13 +K31 −K23 −K32 < K23K31 +K13K32 +K13K23
K23 +K32 −K31
+
K21(K13 +K31 −K32)
K23 +K32 −K31
⇔
−K21K23 −K13K31 − (K23 +K32 −K31)2 < K23K31 +K13K21. (3.30)
Da (3.30) immer erfüllt ist, können daher (3.28) und (3.29) niemals gleichzeitig
erfüllt und somit der Fixpunkt (0, pi) für keinen Parameterwert K12 stabil werden.
Eine analoge Argumentation lässt sich nun auch für den Antiphasenzustand (pi, pi)
durchführen. In diesem Fall folgt mit den Darstellungen aus (3.11) und (3.15)
detAK12(pi, pi) ≥ 0 ⇔
K12 ≤ K23K31 +K13K32 +K13K23 −K21(K13 +K31 +K32)
K23 +K31 +K32
(3.31)
sowie
spur AK12(pi, pi) ≤ 0 ⇔
K12 ≥ −K21 +K13 +K31 +K23 +K32. (3.32)
Die Bedingung
K23K31 +K13K32 +K13K23 −K21(K13 +K31 +K32)
K23 +K31 +K32
< −K21 +K13 +K31 +K23 +K32
ist nun gerade äquivalent zu (3.17). Aus diesem Grund ist ebenso der Fixpunkt
(pi, pi) instabil für alle K12 ∈ R.
Die Existenz der symmetriebrechenden Zweige (θ±1 , θ
±
2 ) erfolgt wie beim Beweis von
Lemma 2.5 im Abschnitt 2.1.

Bemerkung zu Lemma 3.5:
Die Bedeutung der Voraussetzungen (3.16)-(3.18) zeigt sich im Beweis von Lem-
ma 3.5. Durch (3.16) ist sichergestellt, dass für hinreichend kleines K12 sowohl
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detAK12(pi, 0) > 0 als auch spur A(pi, 0) < 0 erfüllt ist, und somit dieser Fixpunkt
dann Stabilität erlangt. Der umgekehrte Fall K31 > K23+K32 kann analog betrach-
tet werden. Anstelle eines Stabilitätswechsels von (0, 0) zu (pi, 0) für K12 → −∞, wie
es in Lemma 3.5 beschrieben wurde, würde dann ein Stabilitätsübergang von der
Inphase (0, 0) hin zum Gleichgewichtspunkt (0, pi) stattnden. Im weiteren Verlauf
dieses Kapitels werden wir untersuchen, auf welche Weise, d.h. über welche Bifurka-
tionen, sich bei verschiedenen Kongurationen der exzitatorischen Kopplungsstärken
und variierendem inhibitorischen Verzweigungsparameter K12 der Übergang von der
Inphasen-Synchronisation (0, 0) zur Antiphasen-Synchronisation, hier repräsentiert
durch den stabilen Fixpunkt (pi, 0), vollzieht. Dabei werden wir zahlreiche unter-
schiedliche Bifurkationsszenarien unterscheiden. Im Falle K23 +K32 < K31 würden
wir ebenso für den Übergang von (0, 0) hin zu (0, pi) eine Reihe verschiedener Ver-
zweigungstypen erhalten, welche sich qualitativ jedoch völlig analog zu den Verzwei-
gungsszenarien des Übergangs von (0, 0) hin zu (pi, 0) darstellen. Aus diesem Grund
beschränken wir uns in dieser Arbeit auf die Analyse des erstgenannten Stabilitäts-
übergangs von (0, 0) hin zu (pi, 0). Den Grenzfall K23 + K32 = K31 werden wir im
Abschnitt 3.10 gesondert betrachten.
Durch die Bedingung (3.17) ist des Weiteren ausgeschlossen, dass der Fixpunkt
(pi, pi) für irgendeinen Parameterwert K12 Stabilität erhalten kann (vgl. Argumen-
tation am Ende des Beweises von Lemma 3.5). Die Voraussetzung (3.18) hingegen
gewährleistet, dass der Inphasenzustand (0, 0) für variierendes K12 niemals einer
Hopf-Bifurkation unterliegen kann, da für spur AK12(0, 0) = 0 stets detAK12 < 0
gilt (siehe Beweis von Lemma 3.5). Durch (3.17) und (3.18) wird somit die Anzahl
möglicher Bifurkationen sowie die Anzahl möglicher stabiler Fixpunkte begrenzt.
Dennoch ist eine solche Beschränkung an dieser Stelle sinnvoll, da damit zu starke
Heterogenitäten der exzitatorischen Kopplungsgröÿen ausgeschlossen werden.
Wir werden ab jetzt die folgenden Schreibweisen verwenden:
3.6 Notation
Ki12 := −
K23K31 +K13K23 +K13K32 +K21(K13 +K31 +K32)
K23 +K31 +K32
(3.33)
(Bei Ki12 gilt gemäÿ der Darstellung (3.8) dann gerade detAKi12(0, 0) = 0.)
Ka12 :=
−(K23K31 +K13K23 +K13K32) +K21(K13 +K31 −K32)
K23 +K32 −K31 (3.34)
(Bei diesem Parameterwert ist wegen (3.9) gerade detAKa12(pi, 0) = 0.)
KH12 := −K21 −K13 −K31 +K23 +K32 (3.35)
(Gemäÿ der Darstellung (3.13) gilt hier gerade spur AKH12(pi, 0) = 0.)
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Für Ki12, K
a
12, K
H
12 ergeben sich ferner die folgenden Beziehungen:
3.7 Korollar
Mit den Bezeichnungen aus 3.6 gilt Ka12 < K
i
12 genau dann wenn
K21 < K31 (3.36)
erfüllt ist.
Beweis. Durch elementare Umformungen der Ungleichung Ka12 < K
i
12 ergibt sich die
äquivalente Beziehung
2K21(K23K31 +K13K23 +K13K32) < 2K31(K23K31 +K13K23 +K13K32).
Unmittelbar folgt damit nun die Aussage (3.36).

3.8 Korollar
Mit den Bezeichnungen aus 3.6 gilt KH12 < K
a
12 genau dann, wenn
(K23 +K32 −K31)2 < (K21 −K31)(K13 +K23) (3.37)
erfüllt ist.
Beweis. Die Voraussetzung KH12 < K
a
12 ist äquivalent zu
(K23 +K32 −K31)2 +K21(−K23 −K32 +K31)−K13K23 −K13K32 −K13K31
<K21(K13 +K31 −K32)−K23K31 −K13K23 −K13K32.
Durch elementare Äquivalenzumformungen ergibt sich schlieÿlich (3.37).

Die Besonderheit des hier vorliegenden Systems phasengekoppelter Oszillatoren (3.1)
liegt in der Existenz des inhibitorischen Kopplungsterms K12 sin(φ1 − φ2). Im Ab-
schnitt 1.3.4 wurde bereits beschrieben, wie sich inhibitorische im Vergleich zu ex-
zitatorischen Kopplungen auf die Dynamik von Phasensystemen auswirken. Dies
wurde in 1.3.4 insbesondere durch die Beispiele des Kuramoto-Systems für 2 und 3
phasengekoppelte Oszillatoren motiviert (vgl. Abb. 1.6 und 1.7).
Während in einem System mit rein exzitatorischer (=attraktiver) Kopplung (d.h.
K > 0 in (1.27) und (1.29)) stets eine Inphasen-Synchronisation einher ging, führte
eine rein inhibitorische (=repulsive) Kopplung (d.h. K < 0) zu einer Antiphasen-
Synchronisation. Bereits in 1.3.4 hatten wir auf diese Weise geschlussfolgert, dass
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eine gemischt inhibitorisch-exzitatorische Kopplungskonguration gewissermaÿen ei-
ne Art Wettstreit zwischen Inphasen- und Antiphasensynchronisation zur Folge
haben kann.
Weiterhin zeigte sich speziell im Beispiel des 3-dimensionalen Kuramoto-Systems,
dass eine inhibitorische Kopplung auch zur Existenz mehrerer unterschiedlicher Syn-
chronisationszustände führen kann.
In diesem Zusammenhang sind wir insbesondere an der Existenz von Kopplungskon-
gurationen interessiert, in welcher sich die exzitatorischen und inhibitorischen Ein-
üsse gerade im Gleichgewicht benden. Mathematisch repräsentiert ist ein solches
ausgewogenes System etwa durch die Existenz von Synchronisationszuständen, d.h.
stabile stationäre oder stabile periodische Lösungen des Systems (3.4), welche sich
gerade als Übergangszustände von Inphase zu Antiphase darstellen, d.h. θj ≈ ±pi/2.
Andererseits könnte ein ausgeglichenes System auch durch die gleichzeitige Stabili-
tät der Fixpunkte (0, 0) und (pi, 0) charakterisiert werden. Bendet sich das System
(3.1) etwa in Inphasen-Synchronisation, und ergänzen wir die Evolutionsgleichungen
der Phasen nun durch zusätzliche Störterme, so kann eine hinreichend starke Stö-
rung des Systems dazu führen, dass der zugehörige Fluss des reduzierten Systems
(3.1) daraufhin aus dem Anziehungsbereich des Fixpunkts (0, 0) entfernt wird und
stattdessen in den Anziehungsbereich des ebenfalls stabilen Gleichgewichtspunkts
(pi, 0) gelangt. Ein solches Hin-und-her-Switchen zwischen Inphase und Antiphase
kann ebenso als Gleichgewicht von Inhibition und Exzitation im System (3.1) inter-
pretiert werden.
Da dem inhibitorischen Kopplungsparameter K12 im System (3.1) somit eine sig-
nikante Stellung zukommt, liegt der Ansatz nahe, im Hinblick auf eine Bifurka-
tionsanalyse gerade K12 als primären Verzweigungsparameter zu wählen. Bei der
Untersuchung unterschiedlicher Kopplungskongurationen wird sich des Weiteren
herausstellen, dass in diesem Zusammenhang insbesondere auch den Parametern
K21 und K31 eine entscheidende Bedeutung zukommt. Die exzitatorische Kopplung
K21 ist der Inhibition K12 genau entgegengesetzt und kann diese bei hinreichender
Stärke kompensieren. Eine reziproke Einussnahme des 1. Phasenoszillators auf den
2. kann aber nicht nur direkt mittels des Interaktionsterms K21 sin(θ1 − θ2) erfol-
gen, sondern auch indirekt über den 3. Oszillator. Die Stärke der Einwirkung des
1. Oszillators auf den 3. wird nun gerade durch den Parameter K31 reguliert, somit
erklärt sich die besondere Rolle dieses Parameters. Aus diesem Grund werden wir
für entsprechende Bifurkationsanalysen in der 2-Parameterebene K21 und K31 als
sekundäre Verzweigungsparameter auswählen (vgl. Abschnitt 3.11).
In den folgenden Abschnitten dieses Kapitels stellen wir nun also verschiedene Kon-
gurationen von exzitatorischen Kopplungsstärken und ihre dazu korrespondierenden
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Bifurkationsszenarien vor.
3.2. Übergang von Inphase zu Antiphase via superkritischer
Pitchfork-Verzweigungen
In unserem ersten betrachteten Fall nehmen wir zunächst an, dass die der Inhibition
K12 entgegengesetzte exzitatorische Kopplung K21 im Vergleich zur Kopplung K31,
welche das Feedback des inhibierten 1. Oszillators auf den 3. quantiziert, relativ
schwach ausgeprägt ist. Mathematisch bedeutet dies
K31 > K21. (3.38)
Damit gilt nach Korollar 3.7, dass Ka12 < K
i
12. Gemeinsam mit Voraussetzung (3.16)
erhalten wir eine Konguration von Kopplungen, in welcher die reziproken Erregun-
gen zwischen 2. und 3. Phasenoszillator im Verhältnis zu den übrigen Interaktionen
als besonders dominant hervortreten. Variieren wir nun den inhibitorischen Parame-
1
2 3
K12
K21
K31
K13
K23
K32
Abbildung 3.3.: Inhibition (rot), schwach (schwarze gestrichelte Linie), mittlere (schwarze durchgezogene Linie)
and starke exzitatorische Kopplungen (blau)
ter K12, so ergibt sich das folgende Bifurkationsszenario:
3.9 Satz (Stabilitätswechsel per superkritischer Pitchfork-Bifurkation)
Es seien die Voraussetzungen wie in Lemma 3.5, und es gelte (3.38). Dann gelten
die folgenden Aussagen:
1. Der Inphasenzustand (0, 0) verliert seine Stabilität bei K12 = K
i
12 über eine
superkritische Pitchfork-Bifurkation.
2. Die bei K12 = K
i
12 generierten Zweige stabiler stationärer Lösungen (θ
±
1 , θ
±
2 )
existieren für K12 ∈ (Ka12, Ki12) und münden in den Antiphasenzustand (pi, 0)
für K12 = K
a
12 wiederum per superkritischer Pitchfork-Verzweigung.
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3. Mit Ω± deniert durch(3.23) sind (θ±1 , θ
±
2 ) dann gegeben durch
θ±1 =
{
− arcsin(c2(Ω± − ω∗)) falls b21 − b22 + b23 > 0
pi + arcsin(c2(Ω± − ω∗)) sonst
θ±2 = arcsin(c3(Ω± − ω∗))
θ±1 − θ±2 =
{
arcsin(c1(ω± − ω∗)) falls b21 − b22 − b23 > 0
pi − arcsin(c1(Ω± − ω∗)) sonst
(3.39)
4. (pi, 0) ist dann stabil für alle K12 < K
a
12.
Beweis. Es gilt aufgrund von (3.16)
b2 − b3 < 0 ⇔ K12 < K¯12 := K21(K13 +K31 −K32)
K23 +K32 −K31 . (3.40)
Für alle K12 < K
i
12 ist dann die rechte Seite von (3.40) gültig, denn es gilt
Ki12 < K¯12. (3.41)
Weiter folgt mit der Darstellung von Ka12 in (3.34)
K12 > K
a
12 ⇔ b1 > b3 − b2
mit b3 − b2 > 0 (wegen (3.40) und (3.41)). Ebenso erhalten wir
K12 < K
i
12 ⇔ b1 < −b2 − b3.
Somit ergibt sich
b22 + b
2
3 − 2b2b3 < b21 < b22 + b23 + 2b2b3. (3.42)
(3.42) ist wiederum äquivalent zu (3.21), es existieren daher symmetriebrechende
Zweige (θ±1 , θ
±
2 ) gemäÿ (3.22) für K12 ∈ (Ka12, Ki12).
Wir zeigen nun, dass die für K12 ∈ (Ka12, Ki12) existenten Zweige (θ±1 , θ±2 ) tatsächlich
jeweils per superkritischer Pitchfork-Bifurkation in den Gleichgewichtspunkten (0, 0)
und (pi, 0) generiert werden.
Wie in Kapitel 2 können die stationären Lösungen von (3.4) über ihre zugehörigen
Frequenzen und damit als Nullstellen einer skalaren Funktion charakterisiert werden.
Mit Hilfe der Funktion
F1(Ω) := arcsin(c1Ω) + arcsin(c2Ω) + arcsin(c3Ω) (3.43)
können nun auch die Lösungszweige (θ±1 , θ
±
2 ) für K12 nahe K
i
12 beschrieben wer-
den. Die Funktion F1 besitzt entweder genau eine Nullstelle Ω0 = 0 oder genau 3
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Nullstellen:
Ω0 = 0,
Ω¯± = ±
√
4c22c
2
3 − (c21 − c22 − c23)2
2c1c2c3
.
(3.44)
Zur Ω0 korrespondiert der Inphasenzustand (0, 0), während die Nullstellen Ω¯± den
Zweigen (θ±1 , θ
±
2 ) entsprechen, welche durch
θ±1 = − arcsin(c2Ω¯±),
θ±2 = arcsin(c3Ω¯±),
θ±1 − θ±2 = arcsin(c1Ω¯)
gegeben sind. Die zu den stationären Lösungen gehörigen Frequenzen sind dann ge-
geben durch Ω± = ω∗ + Ω¯±.
Ist Ω Nullstelle von F1, und (θ1(Ω), θ2(Ω)) die zugehörige stationäre Lösung von
(3.4), so lässt sich wie in (2.31) auf S.34 folgender Zusammenhang von detAK12(θ1(Ω), θ2(Ω))
mit der Ableitung F ′1(Ω) herleiten:
F ′1(Ω) > 0 ⇔ detAK12(θ1(Ω), θ2(Ω)) > 0.
Somit gilt für K12 < K
i
12
F ′1(0) < 0
und folglich für (θ±1 , θ
±
2 ) (falls existent)
F ′1(Ω¯±) > 0.
Also erhalten wir in diesem Fall auch detAK12(θ
±
1 , θ
±
2 ) > 0. Auÿerdem ist weiterhin
die Beziehung (2.32) von S.34 gültig:
spur AK12(θ
±
1 , θ
±
2 ) > 0
⇔ b21(K31b2 +K32b3) + b22(K21b1 +K23b3) + b23(K12b1 +K13b2) > 0.
(3.45)
Oenbar gilt für K12 ↗ Ki12 Ω¯± → 0 und somit auch (θ±1 , θ±2 ) → (0, 0). (θ±1 , θ±2 )
zweigen also für K12 = K
i
12 von der Inphase (0, 0) ab. Da spur AK12(0, 0) < 0 für
K12 = K
i
12 folgt mit (3.45)
spur AKi12(0, 0) = b
2
1(K31b2 +K32b3) + b
2
2(K21b1 +K23b3) + b
2
3(K
i
12b1 +K13b2) < 0.
FürK12 < K
i
12 wird der mittlere Term noch kleiner, somit gilt auch spur AK12(θ
±
1 , θ
±
2 )
< 0 für alle K12 ∈ (Ka12, Ki12). Die Zweige (θ±1 , θ±2 ) sind somit stabil. Ebenso ver-
liert der Fixpunkt (0, 0) bei K12 = K
i
12 gerade seine Stabilität, wobei bei diesem
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Abbildung 3.4.: K13 = 0.7, K21 = 0.4, K23 = 0.3, K31 = 0.6, K32 = 0.5. Superkritische Pitchfork-Verzweigungen
bei Ki12 ≈ −10.043 und Ka12 = −2.1.
Parameterwert gilt
detAKi12(0, 0) = detAKi12(θ
±
1 , θ
±
2 ) = 0,
spur AKi12(0, 0) = spur AKi12(θ
±
1 , θ
±
1 ) < 0.
Für K12 < K
i
12 ist (0, 0) folglich ein Sattelpunkt. Es ndet somit bei K12 = K
i
12 eine
superkritische Pitchfork-Verzweigung des Inphasenzustandes (0, 0) statt (siehe Abb.
3.4). Wir zeigen nun, wie sich die Zweige (θ±1 , θ
±
2 ) weiter fortsetzen. Die Nullstelle
Ω0 = 0 von F1 existiert für jedes K12 ∈ R. Ω¯± sind jedoch nur genau dann existent,
wenn gilt
b22 + b
2
3 < b
2
1 < (b2 + b3)
2. (3.46)
Ist gerade b21 = b
2
2 + b
2
3, so folgt Ω¯± = ± 1c1 und somit
θ±1 − θ±2 = ±
pi
2
.
Für b21 = b
2
2 + b
2
3 ndet folglich zwar keine Verzweigung statt, stattdessen unterlie-
gen die Zweige (θ±1 , θ
±
2 ) aber einem Übergang von Inphase zu Antiphase. Wie im
Abschnitt 2.2 können durch die Funktion F1 jedoch nur inphasische stationäre Lö-
sungen repräsentiert werden. Zur weiteren Charakterisierung dieser Lösungszweige
betrachten wir nun die folgende Funktion
F2(Ω) := pi − arcsin(c1Ω) + arcsin(c2Ω) + arcsin(c3Ω). (3.47)
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Gilt
b22 − b23 < b21 < b22 + b23, (3.48)
so besitzt F2 genau 2 Nullstellen Ω¯+, Ω¯−, welche wiederum durch (3.44) gegeben
sind. Für die zugehörigen Phasendierenzen ergibt sich
θ±1 = − arcsin(c2Ω¯±),
θ±2 = arcsin(c3Ω¯±),
θ±1 − θ±2 = pi − arcsin(c1Ω¯±).
Wie bei F1 folgt F
′
2(Ω¯±) > 0 und somit auch detAK12(θ
±
1 , θ
±
2 ) > 0. Oben wurde
bereits gezeigt, dass spur A(θ±1 , θ
±
2 ) < 0 für alle K12 ∈ (Ki12, Ka12) gilt. Beim Wechsel
von Inphase zu Antiphase bleiben die stationären Zustände (θ±1 , θ
±
2 ) somit weiterhin
stabil.
Für K12 mit b
2
2 − b23 = b21 erhalten wir
Ω¯± = ± 1
c2
und somit
θ±1 = ±
pi
2
.
Bei diesem Parameterwert wechseln also auch die Phasendierenzen θ±1 von der
Inphase zur Antiphase. Die Zweige (θ±1 , θ
±
2 ) können dann auch nicht mehr durch
entsprechende Nullstellen von F2 charakterisiert werden. An Stelle von F2 tritt statt-
dessen die folgende Funktion
F3(Ω) := − arcsin(c1Ω)− arcsin(c2Ω) + arcsin(c3Ω). (3.49)
F3 besitzt entweder genau eine Nullstelle Ω0 = 0 oder genau 3 Nullstellen Ω0 = 0
sowie Ω¯+, Ω¯−, wiederum gegeben durch (3.44). Für jede Nullstelle Ω von F3 ergibt
sich dann für die zugehörige stationäre Lösung (θ1(Ω), θ2(Ω)) von (3.1)
θ1(Ω) = pi + arcsin(c2Ω),
θ2(Ω) = arcsin(c3Ω),
θ1(Ω)− θ2(Ω) = pi − arcsin(c1Ω).
Die Nullstelle Ω0 = 0 korrespondiert daher zum Antiphasenzustand (pi, 0). Wie bei
F1 und F2 folgt detAK12(θ
±
1 , θ
±
2 ) > 0 und spur AK12(θ
±
1 , θ
±
2 ) < 0. Ω¯± als Nullstellen
von F3 existieren genau dann, wenn
(b2 − b3)2 < b21 < b22 − b23. (3.50)
Für K12 ↘ Ka12 folgt daraufhin Ω¯± → 0 und damit auch (θ±1 , θ±2 ) → (pi, 0). We-
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gen K21 < K31 gilt nach Korollar 3.8 K
H
12 > K
a
12. Folglich ist für K12 = K
a
12
detAKa12(pi, 0) = 0 sowie spur AKa12(pi, 0) < 0. Für K12 < K
a
12 ist (pi, 0) somit stabil.
Der Antiphasenzustand (pi, 0) erhält somit seine Stabilität bei K12 = K
a
12 ebenfalls
über eine superkritische Pitchfork-Bifurkation (vgl. Abb. 3.4).

Satz 3.9 zeigt, dass die Voraussetzung K21 < K31 und die Wahl des inhibitorischen
Parameters K12 ∈ (Ka12, Ki12) zum Auftreten von 3 entscheidenden Phänomenen
führt:
• Bistabilität: Für K12 ∈ (Ka12, Ki12) besitzt das System (3.4) 2 unterschiedliche
stabile stationäre Lösungen. Dies stellt einen ersten wichtigen Unterschied zu
Systemen mit rein exzitatorischer Kopplung dar. Bei rein exzitatorischen Kon-
gurationen war ein stabiler stationärer Zustand stets eindeutig bestimmt (vgl.
Abschnitte 1.3.4 und 2.1). Die Existenz zweier unterschiedlicher Synchronisa-
tionszustände spielt insbesondere eine Rolle, wenn die Evolutionsgleichung des
Thalamus (entspricht 1. Phasenoszillator) in (3.4) um einen Stimulus-Term
ergänzt wird. Bendet sich das System in einem der beiden möglichen Syn-
chronisationszustände, so kann ein kurzzeitiger, hinreichend starker Stimulus
bewirken, dass die gewichteten Phasendierenzen (θ1(t), θ2(t)) aus dem An-
ziehungsgebiet des Attraktors herausgeworfen werden, statt dessen sich aber
nun im Anziehungsgebiet des anderen Attraktors benden. Auf diese Weise
kann durch die externe Stimulierung ein Wechsel zwischen verschiedenen Syn-
chronisationszuständen erfolgen.
• Stabile Übergangszustände von Inphase zu Antiphase: Die Zweige
(θ±1 , θ
±
2 ) stellen stabile Übergangszustände von Inphase zu Antiphase dar. Ein
Übergangszustand zwischen Inphase und Antiphase ist nun dahingehend zu
interpretieren, dass hier ein Gleichgewicht zwischen Inhibition und Exzitation
vorliegt.
• Frequenzsplitting: Sowohl bei der Inphasensynchronisation für K12 > Ki12
als auch bei der Antiphasensynchronisation für K12 < K
a
12 ist die zugehöri-
ge Synchronisationfrequenz Ω gegeben durch Ω = ω∗ = njωj, j = 1, 2, 3.Die
zu den Zweigen (θ±1 , θ
±
2 ) gehörigen Frequenzen sind hingegen gegeben durch
(3.23). An den Verzweigungspunkten K12 = K
i
12 und K12 = K
a
12 ndet so-
mit jeweils ein Frequenzsplitting statt (Abb. 3.5a). Das Auftreten von Syn-
chronisationsfrequenzen Ω 6= ω∗ stellt auch einen essentiellen Unterschied zu
Systemen mit rein exzitatorischer Kopplung dar (vgl. 1.3.4 und 2.1). Eine wie
oben beschriebene externe Stimulierung des Systems kann daher nicht nur eine
Änderung der gewichteten Phasendierenzen, sondern auch einen Wechsel der
Synchronisationsfrequenz bewirken.
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(a) Darstellung der Synchronisationsfrequenz Ω. FürK12 /∈ (Ka12, Ki12) ist Ω =
ω∗ = 2. Für K12 ∈ (Ka12,Ki12) existieren zu den Synchronisationszuständen
(θ±1 , θ
±
2 ) zwei unterschiedliche Frequenzen Ω±.
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(b) ω∗ = 2. Darstellung von cos(n1φ1(t)) (blau), cos(n2φ2(t)) (schwarz) und
cos(n3φ3(t)) (magenta). Eine Stimulation der Stärke I = 50 des 1. Phasenos-
zillators in [3000, 3001) führt zu einem Wechsel der Synchronisationsfreqenz:
Langsame Oszillationen mit Ω = Ω− ≈ 1.54 vor der Stimulation. Nach Be-
endigung des Stimulus tritt unmittelbar eine erneute Phasensynchronisation
auf, jedoch mit höherer Frequenz Ω = Ω+ ≈ 2.46. (Für Details zur numeri-
schen Simulation siehe C.1).
Abbildung 3.5.: K13 = 0.7, K21 = 0.4, K23 = 0.3, K31 = 0.6, K32 = 0.5, ω∗ = 2.
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3.3. Konfiguration K21 > K31
Bei der als nächstes betrachteten Konguration nehmen wir nun an, dass der Pa-
rameter K12 gegenüber dem Fall im vorangegangenen Abschnitt 3.2 an Gewicht
zulegt:
K21 > K31. (3.51)
Mit den in 3.6 eingeführten Bezeichnungen gilt dann nach Korollar 3.7:
Ki12 < K
a
12.
Der Fixpunkt (pi, 0) kann somit auch bereits dann Stabilität erhalten, wenn auch
(0, 0) noch stabil ist. Im Unterschied zu dem in 3.2 betrachteten Bifurkationsszena-
rio können im Falle K21 > K31 eine Vielzahl unterschiedlicher Verzweigungstypen
auftreten. Entscheidend ist in diesem Zusammenhang die Relation der Parameter-
werteKH12 undK
a
12 zueinander. Das Gröÿenverhältnis dieser beiden Werte zueinander
wird durch die Bedingung (3.37) in Korollar 3.8 veriziert. Gilt in diesem Zusam-
menhangKH12 < K
a
12, so könnte beiK
H
12 möglicherweise eine Hopf-Verzweigung statt-
nden. Andernfalls erlangt (pi, 0) seine Stabilität über ein super- oder subkritische
Pitchfork-Verzweigung.
Ein weiteres Augenmerk gilt auch den folgenden Parameterwerten:
3.10 Notation
K
(0,pi)
12 :=
K23K31 +K13K23 +K13K32 +K21(K13 +K31 −K32)
K23 +K32 −K31 (3.52)
K
(pi,pi)
12 :=
K23K31 +K13K23 +K13K32 −K21(K13 +K31 +K32)
K23 +K32 +K31
(3.53)
(Gemäÿ der Darstellungen (3.10) und (3.11) gilt gerade detA
K
(0,pi)
12
(0, pi) = 0 sowie
detA
K
(pi,pi)
12
(pi, pi) = 0.)
In Lemma 3.5 wurde zwar gezeigt, dass die Fixpunkte (0, pi) und (pi, pi) für kein
K12 Stabilität erhalten können, dennoch können auch diese stationären Lösungen
Verzweigungen unterlaufen. Werden bei K
(0,pi)
12 oder bei K
(pi,pi)
12 etwa im Rahmen
einer inversen Pitchfork-Bifurkation neue Zweige instabiler stationärer Lösungen
generiert, so könnte bei diesen später eine weitere Verzweigung stattnden, welche
zur Stabilität dieser Zweige führen könnte. Aus diesem Grund sollten im Folgenden
auch K
(0,pi)
12 und K
(pi,pi)
12 als Verzweigungspunkte in Betracht gezogen werden.
Bezüglich der Gröÿenrelation der Werte Ki12, K
a
12, K
(0,pi)
12 und K
(pi,pi)
12 gilt die folgende
Beziehung:
3.11 Lemma
Es sei K31 < K21 und ansonsten die Voraussetzungen wie in Lemma 3.5. Dann gilt
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im Falle
K21 > K23 +K32 (3.54)
die Beziehung
Ki12 < K
(pi,pi)
12 < K
a
12 < K
(0,pi)
12 . (3.55)
Ist hingegen
K21 < K23 +K32, (3.56)
so folgt
Ki12 < K
a
12 < K
(pi,pi)
12 < K
(0,pi)
12 . (3.57)
Gilt K21 6= K23 + K32, so nden bei allen 4 Parameterwerten jeweils Pitchfork-
Verzweigungen statt. Im Falle (3.54) existieren für K12 ∈ (Ki12, K(pi,pi)12 ) und für K12 ∈
(Ka12, K
(0,pi)
12 ) jeweils Zweige (θ
±
1 , θ
±
2 ), welche über die jeweiligen Parameterintervalle
die stationären Punkte (0, 0) mit (pi, pi) bzw. (pi, 0) mit (0, pi) verbinden. Mit Ω± wie
in (3.23) sind (θ±1 , θ
±
2 ) als Verbindung von (0, 0) und (pi, pi) dann gegeben durch
θ±1 =
{
− arcsin(c2(Ω± − ω∗)) falls b21 − b22 + b23 < 0
pi + arcsin(c2(Ω± − ω∗)) sonst
θ±2 =
{
arcsin(c3(Ω± − ω∗)) falls b21 + b22 − b23 > 0
pi − arcsin(c3(Ω± − ω∗)) sonst
(3.58)
Die Zweige (θ±1 , θ
±
2 ) als Verbindung von (pi, 0) und (0, pi) besitzen die Darstellung
θ±1 =
{
− arcsin(c2(Ω± − ω∗)) falls b21 − b22 + b23 < 0
pi + arcsin(c2(Ω± − ω∗)) sonst
θ±2 =
{
arcsin(c3(Ω± − ω∗)) falls b21 + b22 − b23 < 0
pi − arcsin(c3(Ω± − ω∗)) sonst
(3.59)
Gilt hingegen (3.56), so existieren die stationären Lösungen (θ±1 , θ
±
2 ) für K12 ∈
(Ka12, K
i
12) und K12 ∈ (K(pi,pi)12 , K(0,pi)12 ). In diesem Fall wird (0, 0) mit (pi, 0) bzw. (pi, pi)
mit (0, pi) über (Ki12, K
a
12) bzw. (K
(pi,pi)
12 , K
(0,pi)
12 ) durch die Zweige (θ
±
1 , θ
±
2 ) verbunden.
Für die Verbindungszweige (θ±1 , θ
±
2 ) zwischen (0, 0) und (pi, 0) gilt dann
θ±1 =
{
− arcsin(c2(Ω± − ω∗)) falls b21 − b22 + b23 < 0
pi + arcsin(c2(Ω± − ω∗)) sonst
θ±2 = arcsin(c3(Ω± − ω∗))
(3.60)
Für K12 ∈ (K(pi,pi)12 , K(0,pi)12 ) sind (θ±1 , θ±2 ) als Verbindung von (pi, pi) zu (0, pi) gegeben
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durch
θ±1 =
{
− arcsin(c2(Ω± − ω∗)) falls b21 − b22 + b23 < 0
pi + arcsin(c2(Ω± − ω∗)) sonst
θ±2 = arcsin(c3(Ω± − ω∗))
(3.61)
Im Grenzfall
K21 = K23 +K32 (3.62)
gilt
Ki12 < K
a
12 = K
(pi,pi)
12 < K
(0,pi)
12 . (3.63)
Bemerkung zu Lemma 3.11:
Auch im Grenzfall K21 = K23 + K32 existieren die Zweige (θ
±
1 , θ
±
2 ) für K12 ∈
(Ki12, K
(0,pi)
12 ). Diese Situation werden wir jedoch im Abschnitt 3.7 gesondert be-
trachten.
Beweis. Wie es bereits zu Beginn dieses Abschnitts argumentiert wurde, gilt in je-
dem FallKi12 < K
a
12. Durch direkten Vergleich der Darstellungen vonK
i
12, K
a
12, K
(0,pi)
12
und K
(pi,pi)
12 gemäÿ (3.33),(3.34),(3.52) und (3.53) folgt
Ki12 < min(K
(pi,pi)
12 , K
a
12) ≤ max(K(pi,pi)12 , Ka12) < K(0,pi)12 .
Ferner gilt K
(pi,pi)
12 < K
a
12 genau dann, wenn
2(K23 +K32)(K23K31 +K13K23 +K13K32
< K21
(
(K13 +K31 −K32)(K23 +K32 +K31)
+ (K13 +K31 +K32)(K23 +K32 −K31)
)
.
(3.64)
Durch weitere elementare Äquivalenzumformungen erhalten wir (3.56) aus (3.64).
Dementsprechend ist (3.54) äquivalent zu Ka12 < K
(pi,pi)
12 sowie (3.62) äquivalent zu
Ka12 = K
(pi,pi)
12 , so dass wir in diesem Fall auch (3.55) bzw. (3.63) schlussfolgern
können.
Für die Existenz der Zweige (θ±1 , θ
±
2 ) betrachten wir zunächst den Fall (3.54). Für
K12 ∈ (Ki12, K(pi,pi)12 ) gilt dann
detAK12(0, 0) = b1 + b2 + b3 > 0,
detAK12(pi, pi) = b1 − b2 − b3 > 0,
detAK12(pi, 0) = −b1 − b2 + b3 > 0,
detAK12(0, pi) = −b1 + b2 − b3 < 0
(3.65)
und somit auch
(b2 − b3)2 < b21 < (b2 + b3)2. (3.66)
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Insbesondere folgt aus den Ungleichungen in (3.65) auch
b3 > 0 ∀K12 ∈ (Ki12, K(pi,pi)12 ). (3.67)
(3.66) ist wiederum äquivalent zu (3.21), somit existieren die Zweige (θ±1 , θ
±
2 ) für
K12 ∈ (Ki12, K(pi,pi)12 ). Die Herleitung der Darstellung von (θ±1 , θ±2 ) fürK12 ∈ (Ki12, K(pi,pi)12 )
erfolgt wie im Beweis von Satz 3.9. Wir zeigen hier exemplarisch die Herleitung von
(3.58), die übrigen Darstellungen (3.59)-(3.61) ergeben sich analog.
Die in (3.43) denierte Funktion F1(Ω) = arcsin(c1Ω) + arcsin(c2Ω) + arcsin(c3Ω)
besitzt hier genau 3 Nullstellen Ω0 = 0, Ω¯+, Ω¯− (mit Ω¯± = Ω± − ω∗ und Ω± wie in
(3.23)), wenn gilt
b11 < (b2 + b3)
2 ∧ b21 < b22 + b23. (3.68)
Die zugehörigen stationären Lösungen (θ±1 , θ
±
2 ) sind dann gegeben durch
θ±1 = − arcsin(c2Ω¯±),
θ±2 = arcsin(c3Ω¯±).
(3.69)
Für K12 = K
i
12 gilt b1 = −b2 − b3, somit ist die linke Ungleichung in (3.68) gerade
nicht mehr erfüllt. Die Nullstellen Ω¯± fallen dann gerade mit Ω0 = 0 zusammen:
Ω¯± = 0. Folglich gilt
lim
K12↘Ki12
θ±1 = 0, lim
K12↘Ki12
θ±2 = 0.
Die stationären Lösungen (θ±1 , θ
±
2 ) zweigen also bei K12 = K
i
12 von (0, 0) ab. Es
ndet somit bei diesem Parameterwert eine Pitchfork-Verzweigung statt. Für alle
K12 ∈ (Ki12, K(pi,pi)12 ), für die (3.68) erfüllt ist, sind die Zweige (θ±1 , θ±2 ) dann durch
(3.69) gegeben.
Des Weiteren gilt für K12 = K
i
12 wegen b1 = −b2− b3 auch b2+ b3 < 0 und aufgrund
von (3.67) auch b2 < 0 < b3. Hiermit erhalten wir für K12 = K
i
12
b21 − b22 + b23 = 2b23 + 2b2b3
= 2b3(b2 + b3) (3.70)
< 0
sowie
b21 + b
2
2 − b23 = 2b22 + 2b2b3
= 2b2(b2 + b3)
> 0.
FürK12 = K
(pi,pi)
12 gilt b1 = b2+b3 sowie weiterhin detAK(pi,pi)12
(pi, 0) = −b1−b2+b3 > 0
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und detA
K
(pi,pi)
12
(0, pi) = −b1 + b2 − b3 < 0. Wir erhalten damit
b21 = b
2
2 + b
2
3 + 2b2b3 < b
2
2 + b
2
3 − 2b2b3. (3.71)
Folglich gilt b2b3 < 0, b2 + b3 > 0 und b2 < 0 < b3. Insgesamt ergibt sich für
K12 = K
(pi,pi)
12
b21 − b22 + b23 = 2b23 + 2b2b3
= 2b3(b2 + b3)
> 0.
Da für K12 nahe K
i
12 gerade die gegenteilige Beziehung (3.70) gültig ist, muss folglich
ein K12 ∈ (Ki12, K(pi,pi)12 ) existieren, so dass gerade
b21 = b
2
2 − b23
gilt. Für die Nullstellen Ω¯± von F1 und die zugehörigen stationären Lösungen gilt
in diesem Fall
Ω¯± = ± 1
c2
⇒ θ±1 = ±
pi
2
.
Stattdessen sind Ω¯± nun für b21 − b22 + b23 > 0 zunächst als Nullstellen der Funktion
F2(Ω) = pi+arcsin(c1Ω)−arcsin(c2Ω)+arcsin(c3Ω) repräsentiert. (θ±1 , θ±2 ) sind dann
gegeben durch
θ±1 = pi + arcsin(c2Ω¯±),
θ±2 = arcsin(c3Ω¯±).
Ω¯± als Nullstellen von F2 existieren genau dann, wenn sowohl die Beziehung (3.66)
als auch
b21 > |b22 − b23| (3.72)
gültig sind. Wie eben folgt für K12 = K
(pi,pi)
12 :
b21 + b
2
2 − b23 = 2b2(b2 + b3) < 0.
(3.72) ist daher für K12 = K
(pi,pi)
12 nicht mehr erfüllt. Somit existiert ein K12 ∈
(Ki12, K
(pi,pi)
12 ) so dass
b21 = b
2
3 − b22
erfüllt ist. In diesem Fall gilt
Ω¯± = ± 1
c3
⇒ θ±2 = ±
pi
2
.
Für K12 ∈ (Ki12, K(pi,pi)12 ) mit b21 + b22 − b23 > 0 sind die stationären Zweige (θ±1 , θ±2 )
dann durch entsprechende Nullstellen Ω¯± der Funktion F3(Ω) := arcsin(c1Ω) −
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arcsin(c2Ω)− arcsin(c3Ω) charakterisiert. In diesem Fall gilt
θ±1 = pi + arcsin(c2Ω¯±),
θ±2 = pi − arcsin(c3Ω¯±).
Ω¯± als Nullstellen von F3 existieren solange wie
b23 − b22 < b21 und b2 + b3 < b1
gültig ist. Für K12 = K
(pi,pi)
12 ist gerade b1 = b2 + b3, und es gilt Ω¯± → 0 für K12 ↗
K
(pi,pi)
12 . Folglich erhalten wir die Limesbeziehung
lim
K12↗K(pi,pi)12
θ±1 = pi, lim
K12↗K(pi,pi)12
θ±2 = pi.
Somit ndet auch bei K12 = K
(pi,pi)
12 eine Pitchfork-Bifurkation statt. Hiermit haben
wir gezeigt, dass die stationären Lösungen (θ±1 , θ
±
2 ) für K12 ∈ (Ki12, K(pi,pi)12 ) existie-
ren und durch (3.58) gegeben sind, wobei sie bei K12 = K
i
12 vom Fixpunkt (0, 0)
abzweigen und bei K12 = K
(pi,pi)
12 durch Zusammenfallen mit dem Fixpunkt (pi, pi)
wieder verschwinden.
Für K12 ∈ (Ka12, K(0,pi)12 ) gilt analog
detAK12(0, 0) = b1 + b2 + b3 > 0,
detAK12(pi, pi) = b1 − b2 − b3 < 0,
detAK12(pi, 0) = −b1 − b2 + b3 < 0,
detAK12(0, pi) = −b1 + b2 − b3 < 0.
Auch aus diesen Ungleichungen folgt (3.66) und damit die Existenz von (θ±1 , θ
±
2 )
in (Ka12, K
(0,pi)
12 ). Die Herleitung der Darstellung (3.59) erfolgt analog zur obigen
Argumentation über die Charakterisierung der stationären Lösungen (θ±1 , θ
±
2 ) durch
Nullstellen Ω¯± entsprechender Funktionen Fj .
Auch im Fall von (3.56) lassen sich die Existenz und die Darstellungen (3.60) und
(3.61) analog beweisen.

Bei der Analyse der Dynamik des Systems (3.4) für K21 > K31 sind daher hin-
sichtlich K21 ≶ K23 + K32 und K
H
12 ≶ K
a
12 eine Reihe von Fallunterscheidungen
durchzuführen. Alle hierbei zu unterscheidenden Kopplungskongurationen werden
wir in den folgenden Abschnitten untersuchen.
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3.4. Subkritische Pitchfork-Verzweigungen
Bei der hier betrachteten Kopplungskonguration setzen wir voraus, dass mit K21 >
K31 der Parameter K21 zwar an relativer Stärke gewonnen hat, die exzitatorischen
Kopplungen K23 und K32 aber immer noch das System dominieren. Mathematisch
ausgedrückt bedeutet dies
K31 < K21 < K23 +K32. (3.73)
1
2 3
K12
K21
K31
K13
K23
K32
Abbildung 3.6.: Inhibition (rot), schwache (schwarze gestrichelte Linie), mittlere (schwarze durchgezogene Linie)
und starke exzitatorische Kopplungen (blau)
Des Weiteren setzen wir in diesem Abschnitt
(K31 −K23 −K32)2 > (K21 −K31)(K13 +K31) (3.74)
voraus. Nach Korollar (3.8) gilt somit Ka12 < K
H
12. Ferner folgt nach Lemma 3.11
aufgrund von (3.73) Ki12 < K
a
12 < K
(pi,pi)
12 < K
(0,pi)
12 . Bezüglich des Übergangs von
Inphasen- zu Antiphasen-Synchronisation erhalten wir nun die folgende Aussage:
3.12 Satz (Koexistenz von Inphasen- und Antiphasen-Synchronisation)
Es gelte (3.73), (3.74) sowie die Voraussetzungen aus Lemma 3.5. Dann nden bei
Ki12 und K
a
12 jeweils subkritische Pitchfork-Verzweigungen statt, so dass der
Fixpunkt (pi, 0) für K12 < K
a
12 stabil sowie (0, 0) für K12 < K
i
12 instabil ist. Da-
bei werden Zweige von Sattelpunkten (θ±1 , θ
±
2 ) generiert, welche gerade für K12 ∈
(Ki12, K
a
12) existieren und durch (3.60) in Lemma 3.11 gegeben sind. In (K
i
12, K
a
12)
besteht dann eine Bistabilität von Inphasen- und Antiphasensynchronisation.
Beweis. Aufgrund der Voraussetzung (3.73) ergibt sich nach Lemma 3.11 die Exis-
tenz der Zweige (θ±1 , θ
±
2 ) für K12 ∈ (Ki12, Ka12) sowie ihre Darstellung durch (3.60)
als Verbindung von (0, 0) und (pi, 0).
Wegen (3.74) gilt Ka12 < K
H
12 (Korollar 3.8) und somit für K12 = K
a
12 dann
detAKa12(pi, 0) = 0 und spur AKa12(pi, 0) < 0.
Somit ist (pi, 0) stabil für K12 < K
a
12. Ebenso folgt nach Lemma 3.5 die Instabilität
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Abbildung 3.7.: K31 = 0.5,K21 = 0.8, K23 = 1.5, K32 = 0.2. Subkritische Pitchfork-Bifurkationen bei Ki12 ≈
−1.16 und Ka12 = −0.8
von (0, 0) für K12 < K
i
12.
Für K12 > K
i
12 mit K12 − Ki12  1 sind wie in den Beweisen von Satz 3.9 und
Lemma 3.11 die Zweige (θ±1 , θ
±
2 ) über Nullstellen Ω¯± der Inphasenfunktion F1(Ω) =
arcsin(c1Ω) + arcsin(c2Ω) + arcsin(c3Ω) charakterisiert. Ferner gilt wie im Beweis
von Satz 3.9 für jede Nullstelle Ω¯ mit zugehöriger stationärer Lösung (θ1(Ω¯), θ2(Ω¯))
von F1:
sign
(
detAK12(θ1(Ω¯), θ2(Ω¯))
)
= sign
(
F ′1(Ω¯)
)
. (3.75)
Für K12 > K
i
12 ist der Fixpunkt (0, 0) stabil, folglich gilt in diesem Fall F
′
1(0) > 0
und somit auch F ′1(Ω¯±) < 0. Des Weiteren werden die Zweige (θ
±
1 , θ
±
2 ) wie im Beweis
von Satz 3.9 für K12 ∈ (Ki12, Ka12) noch durch Nullstellen der Funktionen F2 und F3,
deniert in (3.47) und (3.49), repräsentiert. Auch für j = 2, 3 gilt F ′j(Ω¯±) < 0 und
die entsprechende Äquivalenz (3.75). Bei den Zweigen (θ±1 , θ
±
2 ) handelt es sich daher
um Sattelpunkte, welche bei K12 = K
i
12 und K12 = K
a
12 jeweils über eine subkritische
Pitchfork-Verzweigung generiert werden (siehe Abb. 3.7). Folglich liegt für K12 ∈
(Ki12, K
a
12) eine Bistabilität des Inphasenzustands (0, 0) und des Antiphasenzustands
(pi, 0) vor.

Ähnlich wie bei der im Abschnitt 3.2 untersuchten Kopplungskonguration K21 <
K31 können wir hier das Intervall (K
i
12, K
a
12) der Bistabilität von (0, 0) und (pi, 0) da-
hingehend interpretieren, dass eine Inhibition mit einer Stärke aus diesem Bereich,
die Exzitation gewissermaÿen ausbalanciert, so dass ein Gleichgewicht zwischen
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Abbildung 3.8.: K12 = −1,K13 = 0.5,K21 = 0.8, K23 = 1.5, K31 = 0.5, K32 = 0.2, ω∗ = 2. Darstellung von
cos(n1φ1(t)) (blau), cos(n2φ2(t)) (schwarz, wird von der cos(n3φ(t))-Kurve überdeckt) und cos(n3φ3(t)) (magenta).
Eine Stimulation der Stärke I = 20 des 1. Phasenoszillators in [3000, 3001) führt zu einem Wechsel von Antiphasen-
zu Inphasensynchronisation, die Synchronisationsfrequenz Ω = ω∗ bleibt jedoch bestehen. (Für Details zur numeri-
schen Simulation siehe C.1)
inhibitorischen und exzitatorischen Einüssen vorliegt. Dieses Gleichgewicht äuÿert
sich hier gerade durch die Koexistenz von Inphasen- und Antiphasen-Synchronisation.
Zwischen der hier vorliegenden Bistabilität von (0, 0) und (pi, 0) und der im Ab-
schnitt 3.2 aufgetretenen Bistabilität der Übergangszustände (θ±1 , θ
±
2 ) besteht jedoch
ein entscheidender Unterschied. In 3.2 trat zusätzlich zur Bistabilität ein Frequenz-
splitting auf (vgl. Abb. 3.5a), ein Wechsel von der einen Synchronisationslösung zur
anderen, hervorgerufen durch eine Störung des Systems, ging daher immer auch mit
einer Frequenzänderung einher. Da in diesem Fall sowohl zur Inphasen- als auch zur
Antiphasen-Synchronisation die Synchronisationsfrequenz Ω = ω∗ korrespondiert,
kann bei der hiesigen Kopplungskonguration hingegen im Zuge eines Wechsels von
Inphasen- zu Antiphasen-Synchronisation und umgekehrt keine Frequenzänderung
(vgl. Abb. 3.8) eintreten.
3.5. “Sprung“ von Inphasen- zu Antiphasen-Synchronisation:
Grenzfall K21 = K31
Nach den in den Abschnitten 3.2-3.4 analysierten Kongurationen K21 < K31 und
K21 > K31 widmen wir uns nun auch dem Grenzfall
K21 = K31. (3.76)
Zusammen mit der Voraussetzung (3.16) ergibt sich weiter
K21 < K23 +K32. (3.77)
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Nach Korollar 3.7 folgt nun mit der Voraussetzung (3.76)
Ka12 = K
i
12.
Ferner gilt wegen (3.77) nach Lemma 3.11 Ka12 = K
i
12 < K
(pi,pi)
12 < K
(0,pi)
12 , des Weite-
ren existieren für K12 ∈ (K(pi,pi)12 , K(0,pi)12 ) Verbindungsäste (θ±1 , θ±2 ), welche wiederum
gemäÿ (3.61) gegeben sind.
Beim doppelten Bifurkationspunkt Ka12 = K
i
12 ergibt sich nun das folgende Szena-
rio:
3.13 Satz (Degenerierte Pitchfork-Bifurkation bei Ki
12
= Ka
12
)
Es seien die Voraussetzungen wie in Lemma 3.5 und auÿerdem (3.76) gültig. Dann
gilt Ki12 = K
a
12, der Inphasenzustand (θ1, θ2) = (0, 0) und der Antiphasenzustand
(θ1, θ2) = (pi, 0) wechseln bei diesem Parameterwert simultan ihre Stabilität. Des
Weiteren existieren bei diesem Wert unendlich viele stationäre Punkte der Form
(ϑ, 0), ϑ ∈ [0, 2pi), mit detAK12(ϑ, 0) = 0.
Beweis. Die Herleitung Ka12 = K
i
12 wurde bereits in der Motivation zu Beginn dieses
Abschnittes durchgeführt. Ferner ist durch Lemma 3.5 sichergestellt, dass die Inpha-
senlösung (0, 0) genau für K12 > K
i
12 = K
a
12 stabil ist, während die Antiphase (pi, 0)
genau für K12 < K
a
12 = K
i
12 Stabilität besitzt. Für die Existenz des Kontinuums
(ϑ, 0), ϑ ∈ [0, 2pi), von stationären Punkten bei diesem Parameterwert stellen wir
zunächst fest, dass im Falle K21 = K31 auch
Ki12 = K
a
12 = −K13 −K31 (3.78)
gültig ist. Mit den Identitäten (3.76) und (3.78) erhalten wir ferner für K12 = K
i
12 =
Ka12
b2 = −b1 und b3 = 0.
Für die Evolutionsgleichungen in (3.4) folgt nun bei diesem Parameterwert für
(θ1, θ2) = (ϑ, 0), mit beliebigem ϑ ∈ [0, 2pi),
θ˙1 = −Ki12 sin θ1 − (K13 +K31) sin θ1 = 0,
θ˙2 = K21 sin θ1 −K31 sin θ1 = 0.
Weiterhin gilt
detAKi12(ϑ, 0) = b1 cos ϑ cos 0 + b2︸︷︷︸
=−b1
cosϑ cos 0
+ b3︸︷︷︸
=0
(cos(ϑ))2
= 0.

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Da sich bei K21 = K31 gerade der Wechsel von superkritischen zu subkritischen Sta-
bilitätsübergängen von (0, 0) und (pi, 0) vollzieht, bezeichnen wir diesen resultieren-
den sprunghaften Übergang imWeiteren als degenerierte Pitchfork-Bifurkation.
Eine ähnliche Situation des Zusammentreens zweier Pitchfork-Verzweigungen wird
sich in Abschnitt 3.7 vollziehen.
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Abbildung 3.9.: K13 = 0.2, K23 = 1.4, K21 = K31 = 1, K32 = 1.6. Es gilt Ki12 = K
a
12 = −1.2. Bei diesem Wert
wechseln die Fixpunkte (0, 0) und (pi, 0) simultan ihre Stabilität. Diese degenerierten Pitchfork-Bifurkationen A
und B gehen mit der Existenz unendlich vieler Equilibria der Form (ϑ, 0), ϑ ∈ [0, 2pi), einher.
3.6. Tristabilität: Koexistenz von 3
Synchronisationszuständen
Wächst der Parameter K21 weiter an, so dass K21 > K23 +K32 gilt, so können wei-
tere interessante Phänomene in der Dynamik des Systems (3.4) beobachtet werden.
Eine Bistabilität, d.h. das gleichzeitige Auftreten von zwei unterschiedlichen stabi-
len stationären Lösungen des reduzierten Systems (3.4) als Korrelat der Koexistenz
zweier unterschiedlicher Synchronisationszustände im System (3.1), trat bereits in
den zuvor behandelten Kopplungskongurationen auf und stellte einen wesentlichen
qualitativen Unterschied dieser Systeme zu solchen mit rein exzitatorischer Kopp-
lungstopologie dar. Bei dem in diesem Abschnitt betrachteten Szenario wird dieser
Vorgang der Bistabilität noch weiter gesteigert: auch eine Koexistenz von 3 unter-
schiedlichen Synchronisationszuständen ist möglich.
In diesem Abschnitt setzen wir zum einen
K31 < K23 +K32 < K21 (3.79)
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voraus, nehmen aber wie im vorangegangenen Abschnitt weiter an, dass die Kopp-
lungsstärke K21 durch die Voraussetzung
(K23 +K32 −K31)2 > (K21 −K31)(K13 +K23) (3.80)
noch nach oben beschränkt ist. Da die letztere Bedingung sicher stellt, dass
spur AK12(pi, 0) < 0 für detAK12(pi, 0) = 0
gilt, können wir damit schlussfolgern, dass auch hier der Antiphasenzustand (pi, 0)
seine Stabilität bei K12 = K
a
12 über eine Pitchfork-Bifurkation erhält (vgl. Lemmata
3.5 und 3.11).
Da K31 < K21 vorausgesetzt ist, gilt ebenso K
i
12 < K
a
12, so dass wie eben für
K12 ∈ (Ki12, Ka12) eine vorübergehende Bistabilität von Inphasen- und Antiphasen-
Synchronisation vorliegt. Aufgrund der rechten Ungleichung in (3.79) folgt hier mit
Lemma 3.11
Ki12 < K
(pi,pi)
12 < K
a
12 < K
(0,pi)
12
sowie die Existenz der symmetriebrechenden Zweige (θ±1 , θ
±
2 ) in (K
i
12, K
(pi,pi)
12 ) und
(K
(0,pi)
12 , K
a
12). Bezüglich der Anzahl und Darstellung stabiler stationärer Lösungen
ergibt sich in diesem Zusammenhang die folgende Aussage:
3.14 Satz (Tristabilität)
Es seien (3.79) und (3.80) vorausgesetzt, und ansonsten die Voraussetzungen wie
in Lemma 3.5. Dann ndet bei K12 = K
a
12 eine superkritische Pitchfork-Ver-
zweigung statt. Die dabei generierten Zweige (θ±1 , θ
±
2 ) stabiler stationärer Lösungen
unterliegen für ein K±12 ∈ (Ka12, K(0,pi)12 ) einer Hopf-Verzweigung. K±12 ist dabei mit
b2 = b2(K
±
12) und b3 = b3(K
±
12) implizit gegeben durch
b21(K31b2 +K32b3) + b
2
2(K21b1 +K23b3) + b
2
3(K
±
12b1 +K13b2) = 0. (3.81)
In (Ka12, K
±
12) koexistieren somit 3 Synchronisationszustände mit jeweils ver-
schiedenen Synchronisationsfrequenzen. Für K12 ∈ (Ki12, Ka12) liegt hingegen
eine Bistabilität von der Inphase (0, 0) und der Antiphase (pi, 0) vor.
Beweis. Nach Lemma 3.11 existieren die Verbindungsäste (θ±1 , θ
±
2 ) für
K12 ∈ (Ka12, K(0,pi)12 )
und sind gegeben durch (3.59). Ferner gilt fürK12 ∈ (Ka12, K(0,pi)12 ), dass detAK12(pi, 0)
< 0, sowie detAK12(0, pi) < 0. Folglich erhalten wir für die Verbindungszweige
(θ±1 , θ
±
2 ) in diesem Parameterintervall: detAK12(θ
±
1 , θ
±
2 ) > 0.
Für K12 = K
a
12 folgt aufgrund von Voraussetzung (3.80) spur AK12(pi, 0) < 0. Somit
ergibt sich auch für K12 > K
a
12 mit K12 − Ka12  1 für die Verbindungszweige
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(θ±1 , θ
±
2 ): spur AK12(θ
±
1 , θ
±
2 ) < 0.Für K12 = K
(0,pi)
12 gilt hingegen spur AK12(0, pi) > 0.
Aus diesem Grund folgt auch für K12 < K
(0,pi)
12 mit K
(0,pi)
12 −K12  1:
spur AK12(θ
±
1 , θ
±
2 ) > 0.
Hiermit können wir nun schlussfolgern, dass spur AK12(θ
±
1 , θ
±
2 ) innerhalb des Inter-
valls (Ka12, K
(0,pi)
12 ) das Vorzeichen wechseln muss. Auf diese Weise unterlaufen die
Zweige (θ±1 , θ
±
2 ) auch einer qualitativen Änderung. In der Nähe von K
a
12 sind diese
stationären Lösungen stabil, wogegen sie nahe bei K
(0,pi)
12 instabil geworden sind.
Ferner gilt weiterhin die Beziehung (3.45)
spur AK12(θ
±
1 , θ
±
2 ) = 0 ⇔
b21(K31b2 +K32b3)+b
2
2(K21b1 +K23b3) + b
2
3(K12b1 +K13b2) = 0.
Aufgrund der obigen Argumentation existiert in jedem Fall genau ein K±12 mit
K±12 ∈ (Ka12, K(0,pi)12 ), so dass (3.81) und somit spur AK12(θ±1 (K±12), θ±2 (K±12)) = 0 gera-
de erfüllt sind. Da dann auch detAK12(θ
±
1 (K
±
12), θ
±
2 (K
±
12)) > 0 gültig ist, ndet somit
bei K12 = K
±
12 sowohl in (θ
+
1 , θ
+
2 ) als auch in (θ
−
1 , θ
−
2 ) jeweils eine Hopf-Bifurkation
statt.
Während für K12 ∈ (Ki12, Ka12) nach Lemma 3.5 eine Bistabilität von (0, 0) und
(pi, 0) vorliegt, existieren im Intervall (Ka12, K
±
12) 3 stabile stationäre Lösungen, (0, 0),
(θ+1 , θ
+
2 ), (θ
−
1 , θ
−
2 ) von (3.4) und somit 3 unterschiedliche Synchronisationszustände
im System (3.1). Darüberhinaus korrespondieren zu den 3 Synchronisationslösungen
jeweils eigene Synchronisationsfrequenzen: Ω− < ω∗ < Ω+ (mit Ω± wieder gegeben
durch (3.23)), wohingegen in (Ki12, K
a
12) die Inphase (0, 0) und die Antiphase (pi, 0)
beide die Synchronisationsfrequenz ω∗ besitzen.
2
Bemerkung zu Satz 3.14:
In allen durchgeführten numerischen Simulationen zu Kopplungskongurationen
vom beschriebenen Typ tritt die oben nachgewiesene Hopf-Verzweigung als super-
kritische Bifurkation auf. Die dabei generierten Zweige von stabilen periodischen
Orbits (θ¯±1 , θ¯
±
2 ) existieren dann für K12 ∈ (K±12, K¯±12) wobei K¯±12 < K(0,pi)12 gültig ist.
BeiK12 = K¯
±
12 kommt es schlieÿlich zu einer doppelten homoklinen Verzweigung, bei
welcher die Grenzzyklen (θ¯±1 , θ¯
±
2 ) gleichzeitig als homokline Orbits auf den Sattel-
punkt (pi, 0) treen (Abb. 3.10). Die in Satz 3.14 benannte Tristabilität als Korrelat
der Koexistenz von 3 unterschiedlichen Synchronisationszuständen geht somit in
diesem Fall noch weiter; auch durch die stabilen Grenzzyklen (θ¯±1 , θ¯
±
2 ) werden Syn-
chronisationszustände repräsentiert, so dass sich die Tristabilität in diesem Fall sogar
im gesamten Intervall (Ka12, K¯
±
12) erstreckt. Der Vorgang des Frequenz-Triplings, d.h
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(a) Stabilitätswechsel des Antiphasenzustandes (pi, 0). Bei der doppel-
ten homoklinen Bifurkation A werden 2 Zweige stabiler periodischer
Orbits generiert, welche über die superkritischen Hopf-Verzweigungen
B,B′ wieder verschwinden. Die Zweige (θ±1 , θ
±
2 ) erlangen auf diese
Weise Stabilität und transferieren diese zu (pi, 0) über eine superkri-
tische Pitchfork-Bifurkation bei Ka12 ≈ −1.02222. (Berechnung der
periodischen Zweige mit XPPAUT )
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(b) Über eine inverse Pitchfork-Verzweigung D in (pi, pi) werden
die Zweige von Sattelpunkten (θ±1 , θ
±
2 ) generiert, welche für K
i
12 ≈
−1.747 über eine subkritische Pitchfork-Verzweigung E in (0, 0) mün-
den.
Abbildung 3.10.: K13 = 0.3, K21 = 1.5,K23 = 0.4,K31 = 0.5, K32 = 1. Darstellung der stabilen stationären
Lösungen (schwarze durchgezogene Linie), stabilen periodischen Lösungen (blaue gepunktete Linie), Sattelpunkte
(rote gestrichelte Linie) und instabilen Knoten (schwarze gestrichelte Linie).
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Abbildung 3.11.: K13 = 0.3, K21 = 1.5, K23 = 0.4, K31 = 0.5, K32 = 1, ω∗ = 0.1. Frequenz-Tripling bei Ka12 ≈
−1.02222 (superkritische Pitchfork-Verzweigung) und K¯±12 ≈ −1.01103.
der Koexistenz von 3 unterschiedlichen Synchronisationsfrequenzen, lässt sich dabei
gut durch die Darstellung der zugehörigen Synchronisationsfrequenzen in diesem In-
tervall veranschaulichen (Abb. 3.11).
Im Hopf-Verzweigungspunkt K±12 gilt Ω− < ω
∗ < Ω+. Die Synchronisationsfrequen-
zen Ω±, welche zu den stabilen periodischen Orbits (θ¯±1 , θ¯
±
2 ) korrespondieren, lassen
sich dann numerisch gemäÿ (1.18) bzw. (1.23) berechnen. Im homoklinen Verzwei-
gungspunkt K¯±12 muss folglich gelten: Ω± = ω
∗
, da es sich ja jeweils um homokline
Orbits des Fixpunktes (pi, 0) handelt. Auf diese Weise erfolgt durch die stabilen
periodischen Zweige (θ¯±1 , θ¯
±
2 ) eine stetige Rückführung der symmetriebrechenden
Synchronisationsfrequenzen Ω± zu ω∗.
Die Plausibilität dieses stetigen Verlaufs gibt Anlass zu der Vermutung, dass die
Hopf-Verzweigung in K±12 immer superkritisch sei. Mathematisch konnte diese The-
se allerdings nicht veriziert werden, da es angesichts der Fülle von Parametern
nicht möglich war, allgemein die Hopf-Verzweigung etwa durch Berechnung des 1.
Lyapunov-Koezienten qualitativ zu klassizieren.
3.7. Existenz unendlich vieler Equilibria: Grenzfall
K21 = K23 +K32
Auf den Grenzfall
K21 = K23 +K32 (3.82)
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wurde bereits in Lemma 3.11 hingewiesen. Obwohl dieser Fall sich im Hinblick auf
die Existenz und Anzahl von Synchronisationslösungen qualitativ nicht von bereits
vorgestellten Szenarien unterscheidet, soll er an dieser Stelle ausführlich vorgestellt
werden, da das zugehörige Bifurkationsszenario einige Besonderheiten aufweist.
Weiterhin sei wie im vorherigen Abschnitt (3.80) vorausgesetzt. Diese Bedingung
garantiert, dass bei K12 = K
a
12 (weiterhin gemäÿ (3.34) gegeben) der Fixpunkt
(pi, 0) über eine Pitchfork-Bifurkation stabil wird. Hinsichtlich der Qualität dieser
Pitchfork-Verzweigungen hatten sich je nach weiteren Voraussetzungen sowohl sub-
als auch superkritische Bifurkationen ergeben (vgl. Satz 3.12 im Abschnitt 3.4 und
Satz 3.14 im Abschnitt 3.6). Anhand des Vergleichs K21 ≶ K23 +K32 konnte dabei
(unter der Voraussetzung (3.51) K21 > K31) eine Aussage über die Qualität sub-
/superkritisch getroen werden. Im kritischen Fall K21 = K23 +K32 ergibt sich nun
das folgende Szenario:
3.15 Satz (Existenz unendlich vieler Fixpunkte)
Es seien die Voraussetzungen wie in Lemma 3.5, auÿerdem gelte (3.51), (3.80) so-
wie (3.82). Dann nden bei K
(0,pi)
12 und K
i
12 (gegeben durch (3.52) und (3.33) je-
weils Pitchfork-Verzweigungen statt, bei welchen Verbindungszweige (θ±1 , θ
±
2 ) gene-
riert werden, welche im Intervall (Ki12, K
(0,pi)
12 ) existieren und gegeben sind durch
θ±1 =
{
− arcsin(c2(Ω± − ω∗)) falls b21 − b22 + b23 < 0
pi + arcsin(c2(Ω± − ω∗)) sonst
(3.83)
θ±2 =


pi − arcsin(c3(Ω± − ω∗)) falls b21 + b22 − b23 > 0 ∧
K12 > −K32
arcsin(c3(Ω± − ω∗)) sonst
(3.84)
Für K12 → Ka12 = K(pi,pi)12 gilt dann
Ω± → ω∗ ± 1
c1
√
1− K
2
31
(K23 +K32)2
,
θ±1 → pi,
θ±2 → ± arcsin
(√
1− K
2
31
(K23 +K32)2
)
.
(3.85)
Für K12 = K
a
12 = K
(pi,pi)
12 existieren dann unendlich viele stationäre Punkte der Form
(θ1, θ2) = (pi, ϑ), ϑ ∈ [0, 2pi). (3.86)
Ferner gilt detAKa12(pi, ϑ) = 0 für alle ϑ ∈ [0, 2pi).
114 3. Inhibitorisch-exzitatorisches System
Beweis. Nach Lemma 3.11 gilt unter der Voraussetzung (3.82)
Ki12 < K
a
12 = K
(pi,pi)
12 < K
(0,pi)
12 .
Verbindungszweige stationärer Lösungen (θ±1 , θ
±
2 ) existieren ferner nach Lemma 3.5
in (Ki12, K
(0,pi)
12 ) und sind gemäÿ
sin θ±1 = −c2Ω¯±, sin θ±2 = c3Ω¯±
charakterisiert, wobei Ω¯± durch (3.44) gegeben ist. Des Weiteren gilt für Ka12 =
K
(pi,pi)
12
detAK12(pi, 0) = −b1 − b2 + b3 = 0 = b1 − b2 − b3 = detAK12(pi, pi)
und folglich
b2 = 0 und b1 = b3.
Mit der Voraussetzung (3.82) erhalten wir dann für K12 = K
a
12
b2 = K21K32 +K
a
12 (K23 +K32)︸ ︷︷ ︸
=K21
.
Somit gilt Ka12 = K
(pi,pi)
12 = −K32.
Für die Darstellungen in (3.85) betrachten wir zunächst c3Ω¯± im Limes K12 → Ka12:
lim
K12→Ka12
c3Ω¯± = lim
K12→Ka12
±
√
4b22b
2
3 − (b21 − b22 − b23)2
2b1b2
. (3.87)
Da auf der rechten Seite in (3.87) sowohl Zähler als auch Nenner gegen 0 konvergie-
ren, wenden wir zur Limesberechnung zweimal die Regel von L'Hospital an:
limK12→Ka12 c3Ω¯± = limK12→Ka12
[−4b23(K23 +K32)− 4b33K31 + 4b21b2(K23
8b21b2(K23 +K32)
+
K32) + 4b
2
1b3K31 + 4b2b
2
3(K23 +K32) + 4b
2
2b3K31
8b21b2(K23 +K32)
]
= lim
K12→Ka12
[−12b22(K23 +K32)2 − 12b23K231 + 4b21(K23 +K32)2
8b21(K23 +K32)
2
+
4b21K
2
31 + 4b
2
3(K23 +K32)
2 + 16b2b3(K23 +K32)K31 + 4b
2
2K
2
31
8b21(K23 +K32)
2
]
= 1− K
2
31
(K23 +K32)2
(da b1 = b3 und b2 = 0 im Limes)
Es gilt 1 − K231
(K23+K32)2
∈ (0, 1) aufgrund von Voraussetzung (3.16). Des Weiteren
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erhalten wir hiermit auch die Limesbeziehungen
lim
K12→Ka12
Ω¯± = ± 1
c1
√
1− K
2
31
(K23 +K32)2
(c1 = c3 im Limes)
= ± K32(K13K21 +K23K31)
K23K31 +K13K23 +K13K32
√
1− K
2
31
(K23 +K32)2
,
lim
K12→Ka12
c2Ω¯± = 0 (c2 = 0 im Limes)
Wir zeigen nun die Darstellungen (3.83) und (3.84).
Wie in den Beweisen von Satz 3.9 und Lemma 3.11 gilt
θ±1 = ±pi ⇔ b21 − b22 + b23 = 0.
Ferner erhalten wir für K12 = K
(0,pi)
12 :
detA
K
(0,pi)
12
(0, pi) = −b1 + b2 − b3 = 0 ⇒ b3 − b2 < 0. (3.88)
Für K12 = K
a
12 = K
(pi,pi)
12 wurden oben bereits die Beziehungen b1 = b3 und b2 = 0
gezeigt. Wegen Ka12 < K
(0,pi)
12 ergibt sich daher nun für K12 = K
(0,pi)
12
0 < b1 < b3 und b2 > 0.
Mit der Identität auf der linken Seite in (3.88) erhalten wir somit für K12 = K
(0,pi)
12
nun die Beziehung
b21 − b22 + b23 = 2b3(b3 − b2) < 0.
Des Weiteren gilt für K12 = K
a
12 = K
(pi,pi)
12 oensichtlich
b21 − b22 + b23 = b21 + b23 = 2b21 > 0.
Ebenso ergibt sich für K12 = K
i
12
detAKi12(0, 0) = b1 + b2 + b3 = 0 ⇒ b2 + b3 = −b1 < 0. (3.89)
Wegen Ki12 < K
a
12 gilt auÿerdem
b1 < b3 − b2.
Mit der Identität auf der rechten Seite in (3.89) folgt damit b3 > 0. Zusammenfassend
erhalten wir also für K12 = K
i
12
b21 − b22 + b23 = 2b3(b2 + b3) < 0.
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Hiermit haben wir die Beziehung (3.83) bewiesen.
Für den Nachweis von (3.84) vergegenwärtigen wir uns nun zunächst die Situation
für K12 = K
a
12 = K
(pi,pi)
12 = −K32, indem wir zunächst (3.86) zeigen. Setzen wir
θ1 = pi so folgt
θ˙1 = − (Ka12 +K32)︸ ︷︷ ︸
=0
sin θ2 = 0,
θ˙2 = (K21 −K23 −K32)︸ ︷︷ ︸
=0
sin θ2 = 0.
Es existieren somit für diesen Parameterwert unendlich viele stationäre Lösungen
der Form (θ1, θ2) = (pi, ϑ) mit ϑ ∈ [0, 2pi). Weiter gilt für K12 = −K32
detAK12(pi, ϑ) = b1 cospi cosϑ+ b2︸︷︷︸
=0
cos(pi − ϑ) cosϑ
+ b3︸︷︷︸
=b1
cos(pi − ϑ) cos pi
= 0.
Mit der bereits bewiesenen Darstellung (3.83) sowie der gezeigten Limesbeziehung
limK12→Ka12 c2Ω¯± = 0 ergibt sich nun für K12 = K
a
12 (wegen b
2
1−b22+b23 > 0 für diesen
Parameterwert)
lim
K12→Ka12
θ±1 = pi.
Für den Nachweis von (3.84) betrachten wir nun für K12 = K
a
12 den Term b
2
1+b
2
2−b23.
Direkt ergibt sich
b21 + b
2
2 − b23 = 0.
In allen bisher betrachteten Bifurkationsszenarios war diese Identität stets äquiva-
lent zu einem Inphase-Antiphase-Übergang von θ±1 (vgl. Lemma 3.11). Andererseits
haben wir bereits die Limesbeziehung
lim
K12→Ka12
c3Ω¯± = 1− K
2
31
(K23 +K32)2
nachgewiesen; aufgrund der Voraussetzung (3.16) ist dieser Grenzwert < 1, somit
gilt limK12→Ka12 θ
±
2 6= ±pi/2. Wir sehen hiermit, dass die Vorausstzung b21 + b22− b23 in
diesem Fall zwar weiterhin notwendig für einen Inphasen-Antiphasen-Übergang ist,
jedoch nicht hinreichend.
Der Term b21+b
2
2−b23 stellt bzgl.K12 ein Polynom 2. Ordnung dar, neben K12 = −K32
kann daher höchstens noch eine weitere Lösung der Gleichung b21 + b
2
2 − b23 = 0
existieren. Da die Zweige (θ±1 , θ
±
2 ) gerade die Gleichgewichtspunkte (0, 0) und (0, pi)
miteinander verbinden, muss somit eine 2. Nullstelle Kia12 ∈ (Ki12, K(0,pi)12 ) existieren.
Für die Darstellung in (3.84) müssen wir nun klären, ob Kia12 gröÿer oder kleiner als
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die 1. Nullstelle K12 = −K32 ist. Hierfür denieren wir eine Hilfsfunktion F mit der
Darstellung
F (K12) := b
2
1 + b
2
2 − b23.
Es gilt F ′(K12) = 0 genau dann, wenn
K12 = Kmin :=
K21
(
(K13 +K31)K31 −K21K32
)
K221 −K231
.
Wegen F ′′(K12) = 2(K23+K32)2−2K231 > 0 liegt bei K12 = Kmin eine Minimalstelle
vor.
Des Weiteren gilt für K12 = K
i
12 (wegen b1 = −b2 − b3, b2 < 0 und b2 + b3 < 0, s.o.)
F (Ki12) = b
2
1 + b
2
2 − b23 = 2b2(b2 + b3) > 0.
Ebenso folgt für K12 = K
(0,pi)
12 (wegen b1 = b2 − b3 und b2 > b3 > 0, s.o.)
F (K
(0,pi)
12 ) = b
2
1 + b
2
2 − b23 = 2b2(b2 − b3) > 0.
Auÿerdem gilt Ka12 = −K32 < Kmin, da diese Ungleichung äquivalent ist zu
K231K32 < (K13 +K31) K21︸︷︷︸
>K32
K31.
Folglich ist auch F (Kmin) < F (−K32) = 0. Da F (K(0,pi)12 ) > 0 gilt, muss F daher eine
2. Nullstelle Kia12 im Intervall (Kmin, K
(0,pi)
12 ) besitzen (vgl. Abb. 3.12). Bei diesem
Parameterwert ndet dann für θ±2 der Übergang von Inphase zu Antiphase statt.
Hiermit erhalten wir nun auch die Darstellung (3.84).

Wie wir es in den vorangegangenen Abschnitten analysiert haben, erhält der Fix-
punkt (pi, 0) im Falle K21 < K23 + K32 bei K12 = K
a
12 seine Stabilität über eine
subkritische Pitchfork-Verzweigung (vgl. Abschnitt 3.4), im Falle K21 > K23 +K32
hingegen liegt hierbei eine superkritische Bifurkation vor (vgl. Abschnitt 3.6). In der
hier betrachteten Situation K21 = K23 +K32 ndet somit bei K12 = K
a
12 gewisser-
maÿen ein Umschlagen von einer subkritischen in eine superkritische Pitchfork-
Bifurkation statt (Abb. 3.14-3.16), welches zur Existenz unendlich vieler stationärer
Punkte führt (vgl. Phasenportrait in Abb. 3.13).
Wir werden später bei der Identizierung von Bifurkationen im 2-Parameterraum
(Abschnitt 3.11) nochmals auf diesen Fall zurückkommen. Die Paarung (K12, K21) =
(−K32, K23 +K32) werden wir dann als sogenannten Multi-equilibria-Point charak-
terisieren.
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Abbildung 3.12.: K13 = 0.3, K21 = 3, K23 = 1.4, K31 = 1, K32 = 1.6. Darstellung von F (K12) := b21 + b
2
2 − b23.
Für K12 = Ki12 = −2.75 und K12 = K(0,pi)12 = 0.7 gilt F (K12) > 0, während bei Ka12 = K
(pi,pi)
12 = −K32 = −1.6
eine Nullstelle vorliegt. Die Minimalstelle Kmin liegt bei −1.3125, eine 2. Nullstelle bendet sich bei Kia12 = −1.025.
Bei Kia12 ndet für θ
±
2 dann der Übergang von Inphase zu Antiphase statt.
3.8. Stabilitätswechsel des Antiphasenzustandes (pi, 0) via
Hopf-Bifurkation
Bei den in den vorangegangenen Abschnitten 3.4-3.7 betrachteten Kopplungskon-
gurationen hatte die der Inhibition unmittelbar entgegengesetzte exzitatorische
Kopplungsstärke K21 zwar an Einuss zugenommen (Voraussetzungen K21 > K31
und in 3.6 K21 > K23 +K32), durch die zusätzlich angenommene Bedingung (3.74)
(bzw. (3.80)), d.h.
(K31 −K23 −K32)2 > (K21 −K31)(K13 +K31),
war die Kopplungsgröÿe K21 jedoch noch nach oben beschränkt gewesen. Nach Ko-
rollar 3.8 wurde durch diese Voraussetzung gewährleistet, dassKH12 > K
a
12 galt, wobei
KH12 undK
a
12 weiterhin gemäÿ (3.35) und (3.34) gegeben und mittels spur AKH12(pi, 0) =
0 bzw. detAKa12(pi, 0) = 0 charakterisiert sind.
In diesem und dem nachfolgenden Abschnitt werden wir nun den umgekehrten Fall
betrachten, generelle Voraussetzung in diesem sowie im nachfolgenden Abschnitt ist
somit
(K31 −K23 −K32)2 < (K21 −K31)(K13 +K31). (3.90)
(Den Grenzfall (K31−K23−K32)2 = (K21−K31)(K13+K31) werden wir im Abschnitt
3.11 im Zusammenhang mit den 2-Parameter-Bifurkationen gesondert untersuchen.)
Ist (3.90) erfüllt, so können wir damit nun die Existenz einer Hopf-Bifurkation des
Antiphasenzustandes (pi, 0) schlussfolgern:
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Abbildung 3.13.: K12 = −1.6, K13 = 0.3, K21 = 3, K23 = 1.4, K31 = 1, K32 = 1.6,. Somit ist (K12,K21) =
(−K32,K23+K32). Phasenportrait mit Darstellung der Nullclines (schwarze gepunktete Linien). Die Gerade θ1 = pi
(rote gepunktete Linie) markiert das Kontinuum von stationären Punkten (pi, ϑ). Für diesen Parameterwert K12
stellt der Fixpunkt (0, 0) die einzige stabile stationäre Lösung dar. (Erstellung des Phasenportraits mit MATLAB
R2007b).
3.16 Satz (Stabilitätswechsel von (pi, 0) via Hopf-Verzweigung)
Es seien die Voraussetzungen wie in Lemma 3.5 und auÿerdem die Bedingung (3.90)
erfüllt. Ki12, K
a
12 und K
H
12 seien gemäÿ (3.33)-(3.35) gegeben. Dann gilt K
H
12 < K
a
12.
Des Weiteren unterliegt der Antiphasenzustand (pi, 0) bei K12 = K
H
12 einer Hopf-
Bifurkation. Der zugehörige 1. Lyapunov-Koezient `1(K
H
12) ist dann gegeben
durch
`1(K
H
12) =
1
16ω30
(
(K13 +K31)(K21 +K31 −K23 −K32)
−K21 −K13 −K31 +K23 + 2K32
+
(K23 −K21)(K23 +K32)
−K21 −K13 −K31 +K23 + 2K32
)
,
(3.91)
wobei ω0 :=
√
detAKH12(pi, 0). Ist `1(K
H
12) < 0 so liegt eine superkritische Ver-
zweigung vor, im Fall `1(K
H
12) > 0 handelt es sich um eine subkritische Hopf-
Bifurkation.
Beweis. Die Äquivalenz der Aussage KH12 < K
a
12 mit (3.90) wurde bereits in Korollar
3.8 nachgewiesen. Nach Lemma 3.5 ndet dann bei K12 = K
H
12 der Stabilitätswech-
sel von (pi, 0) statt. Allgemein ist die Jacobi-Matrix AK12(pi, 0) des Systems (3.4)
ausgewertet an (pi, 0) gegeben durch
AK12(pi, 0) =
(
K12 +K13 +K31 −K12 −K32
−K21 +K31 K21 −K23 −K32
)
.
Im Folgenden notieren wir A := AKH12(pi, 0). Für K12 = KH12 = −K21 −K13 −K31 +
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Abbildung 3.14.: K13 = 0.3,
K23 = 1.4, K31 = 1, K32 = 1.6,
K21 = 2.99 < K23 + K32. Darstel-
lung der θ2-Komponente stationärer
Lösungen. Bei K
(pi,pi)
12 = −1.59275
inverse Pitchfork-Verzweigung (A),
bei Ka12 = −1.5985 subkriti-
sche Pitchfork-Verzweigung (vgl.
Abschnitt 3.4).
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Abbildung 3.15.: K13, K23,
K31, K32 wie bei Abb. 3.14,
K21 = 3 = K23 + K32. Die
Zweige (θ±1 , θ
±
2 ) münden bei K12 =
Ka12 = K
(pi,pi)
12 = −K32 = −1.6 in
(pi,± arcsin
(√
1− K
2
31
(K23+K32)2
)
=
(pi,± arcsin(√8/3)) ≈ (pi,±1.23).
Bei K12 = −1.6 liegen jeweils de-
generierte Pitchfork-Bifurkationen
für (pi, pi) und (pi, 0) vor (A und
B), auÿerdem existieren bei diesem
Parameterwert unendlich viele
stationäre Punkte der Form (pi, ϑ),
ϑ ∈ [0, 2pi).
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Abbildung 3.16.: K13, K23,
K31, K32 wie bei Abb. 3.14,
K21 = 3.01 > K23 + K32. Es gilt
Ki12 < K
(pi,pi)
12 < K
a
12 < K
(0,pi)
12 .
A : doppelte homokline Verzwei-
gung in (pi, 0); B,B′ : simultane
Hopf-Verzweigungen in (θ±1 , θ
±
2 );
C : superkritische Pitchfork-
Bifurkation in (pi, 0); D inverse
Pitchfork-Verzweigung in (pi, pi)
(vgl. Abschnitt 3.6).
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K23 +K32 gilt oensichtlich
spur A = KH12 +K21 +K13 +K31 −K23 −K32 = 0.
Wegen KH12 < K
a
12 folgt andererseits detA > 0 für K12 = KH12. Somit besitzt
AK12(pi, 0) für diesen Parameterwert zwei rein imaginäre Eigenwerte λ1/2 = ±iω0
wobei ω0 =
√
detA. Des Weiteren denieren wir
µ(K12) :=
1
2
spur AK12(pi, 0) =
1
2
(K12 +K21 +K13 +K31 −K23 −K23).
Es folgt
µ(KH12) = 0 und
dµ
dK12
∣∣∣∣
K12=KH12
=
1
2
6= 0. (3.92)
Da also mit (3.92) auch die Transversalitätsbedingung erfüllt ist, sind somit alle
Voraussetzungen für das Vorhandensein einer Hopf-Verzweigung bei K12 = K
H
12
erfüllt. Die Berechnung des 1. Lyapunov-Koezienten erfolgt in B.

Numerische Berechnungen der Bifurkationsdiagramme für verschiedene Kopplungs-
kongurationen legen nahe, dass der bei der Hopf-Verzweigung bei KH12 generierte
Zweig einer (stabilen oder instabilen) periodischen Lösung entweder über eine homo-
bzw. heterokline Verzweigung oder über eine Sattel-Knoten-Verzweigung von peri-
odischen Orbits wieder verschwindet (siehe Abb. 3.17-3.19).
Gilt Ki12 < K
H
12, so liegt für K12 ∈ (Ki12, KH12) wiederum eine Bistabilität der
Inphasen-Synchronisation (0, 0) mit der antiphasischen Synchronisation (pi, 0) vor.
Ist die Hopf-Bifurkation in KH12 auÿerdem noch superkritisch, und existiert der zuge-
hörige Zweig des stabilen periodischen Orbits für K12 ∈ (KH12, K¯12), so liegt tatsäch-
lich eine Inphasen-Antiphasen-Bistabilität für K12 ∈ (Ki12, K¯12) vor; in (KH12, K¯12)
ist die Antiphasen-Synchronisation dann nicht mehr durch eine stationäre Lösung
sondern durch einen Grenzzyklus repräsentiert.
Für die weiteren Ausführungen ist nun die Klassizierung Ki12 ≶ K
H
12 von Bedeu-
tung:
3.17 Korollar
Für Ki12 und K
H
12, deniert gemäÿ (3.33) und (3.35) gilt K
i
12 < K
H
12 genau dann,
wenn
(K23 +K32)
2 −K231 > (K21 −K31)(K23 −K13). (3.93)
Beweis. Aus den Darstellungen für Ki12 und K
H
12 ergibt sich unmittelbar:
Ki12 < K
H
12
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⇔ K21(K23 −K13) < K23K31 +K13K32 +K13K23
−(K13 +K31)(K23 +K31 +K32)
+(K23 +K32)(K23 +K31 +K32)
= K31(K23 −K13) + (K23 +K32)2 −K231.

Hinsichtlich der Bedingung (3.93) sowie des Vorliegens einer sub- oder superkriti-
schen Verzweigung ergeben sich nun wiederum eine Reihe von Fallunterscheidungen,
welche gröÿtenteils in den Beispielen in Abb. 3.17-3.20 illustriert werden. Den be-
sonderen Fall KH12 < K
i
12, welcher für K12 ∈ (KH12, Ki12) zu einem desynchronisiertem
System führen kann, werden wir im folgenden Abschnitt ausführlich behandeln.
Das Auftreten von Hopf-Bifurkationen stellt einen weiteren entscheidenden Unter-
schied des hier vorliegenden inhibitorisch-exzitatorischen Systems mit den klassi-
schen Kuramoto-Modellen dar. Bei den Standard Kuramoto-Systemen (Kij = K
für alle i, j, ωj beliebig, keine sonstigen Modikationen) treten generell keine Hopf-
Verzweigungen der stabilen Fixpunkte auf (vgl. z.B. [19]).
3.9. Desynchronisation
Dominiert die exzitatorische Kopplung K21 das gesamte System derart, dass
(K23 +K32)
2 −K231 < (K21 −K31)(K23 −K13) (3.94)
gilt, so kann ein weiteres interessantes Phänomen auftreten. In diesem Fall gilt
nach Korollar 3.17 KH12 < K
i
12. Es stellt sich nun die Frage nach der Existenz
einer Synchronisationslösung für K12 ∈ (KH12, Ki12). Im Falle einer superkritischen
Hopf-Bifurkation bei KH12 kann ein synchroner Zustand für K12 aus diesem Intervall
existieren; dieser Synchronisationszustand ist dann durch einen stabilen Grenzzy-
klus und nicht durch einen Fixpunkt repräsentiert. Zu klären ist dann jeweils, ob
dieser synchrone Zustand für alle K12 ∈ (KH12, Ki12) existiert.
Liegt eine subkritische Hopf-Bifurkation vor, so existiert hingegen für kein K12 ∈
(KH12, K
i
12) ein synchroner Zustand:
3.18 Satz (Desynchronisation)
Es seien die Voraussetzungen wie in Lemma 3.5, ansonsten gelte (3.90) und (3.94).
Dann gilt
KH12 < K
i
12 < K
a
12. (3.95)
Gilt `1(K
H
12) > 0 (mit `1 gegeben durch (3.91)), so existiert für K12 ∈ (KH12, Ki12)
kein Synchronisationszustand. Ist hingegen `1(K
H
12) < 0, so wird bei K12 = K
H
12
ein Zweig von stabilen Grenzzyklen generiert, welcher bei einem K¯12 mit K¯12 >
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Abbildung 3.17.: K13 = 0.7,
K21 = 0.8, K23 = 0.7, K31 = 0.4,
K32 = 0.3. Darstellung der stabi-
len stationären Lösungen (schwarze
durchgezogene Linie), der instabi-
len Knoten (schwarze Punkt-Strich-
Linie), der Sattelpunkte (rote ge-
strichelte Linie) sowie des stabilen
periodischen Orbits (blaue Punkte).
A : inverse Pitchfork-Verzweigung
von (pi, 0) beiKa12 = −0.56¯; B+, B−
heterokline Verzweigung der Sat-
telpunkte (θ±1 , θ
±
2 ) bei K
±
12 ≈
−0.888823; C : superkritische Hopf-
Verzweigung von (pi, 0) bei KH12 =
−0.9; D : subkritische Pitchfork-
Verzweigung von (0, 0) bei Ki12 =
−1.5. In (Ki12,K±12) liegt somit ei-
ne Bistabilität von Inphase und
Antiphase vor, wobei für K12 ∈
(KH12,K
±
12) der stabile Antiphasen-
zustand durch einen periodischen
Orbit und nicht durch einen Fix-
punkt charakterisiert ist.
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Abbildung 3.18.: K13 = 0.7,
K21 = 0.6, K23 = 0.3, K31 =
0.4, K32 = 0.5. Darstellung der
stationären Lösungen wie in Abb.
3.17, die Linie der nicht ausgefüllten
blauen Kreise charakterisiert einen
instabilen periodischen Orbit. A :
inverse Pitchfork-Verzweigung von
(pi, 0) bei Ka12 = −0.8; B : subkri-
tische Hopf-Verzweigung von (pi, 0)
bei KH12 = −0.9; C+, C− : hetero-
kline Verzweigung der Sattelpunkte
(θ±1 , θ
±
2 ) bei K
±
12 ≈ −0.901567; D :
subkritische Pitchfork-Verzweigung
von (0, 0) bei Ki12 = −1.36¯.
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Abbildung 3.19.: K13 = 0.3,
K21 = 1.4, K23 = 0.7, K31 =
0.4, K32 = 0.03. Darstellung der
stationären Lösungen (pi, 0) und
(0, pi). Bei KH12 = −1.37 unterliegt
(pi, 0) einer superkritischen Hopf-
Verzweigung (B), der dabei ent-
stehende stabile Grenzzyklus unter-
liegt wiederum einer Sattel-Knoten-
Verzweigung mit einem instabilen
periodischen Orbit (A).
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Abbildung 3.20.: K13 = 0.3,
K21 = 1.4, K23 = 0.7, K31 = 0.4,
K32 = 0.3. Darstellung der statio-
nären Lösungen (pi, 0) und (0, pi).
Bei KH12 = −1.1 unterliegt (pi, 0) ei-
ner subkritischen Hopf-Verzweigung
(B), der dabei entstehende insta-
bile Grenzzyklus unterliegt wieder-
um bei K12 ≈ −1.134 einer Sattel-
Knoten-Verzweigung mit einem sta-
bilen periodischen Orbit (A).
KH12 verschwindet. Gilt K¯12 < K
i
12, so existiert für K12 ∈ (K¯12, KH12) ebenfalls kein
Synchronisationszustand.
Beweis. Die Aussage (3.95) ergibt sich durch die Voraussetzungen (3.90) (aus dieser
Bedingung folgt K21 > K31) und (3.94) unmittelbar mittels der Korollare 3.7 und
3.17.
Ferner folgt aus (3.94) auch
K21 > K23 +K32.
Nach Lemma 3.11 gilt Ki12 < K
(pi,pi)
12 < K
a
12 < K
(0,pi)
12 . Des Weiteren existieren
symmetriebrechende stationäre Lösungen (θ±1 , θ
±
2 ) gemäÿ Lemma 3.11 genau für
K12 ∈ (Ki12, K(pi,pi)12 ) sowie K12 ∈ (Ka12, K(0,pi)12 ). Für K12 < Ki12 existieren somit nur
die 4 Fixpunkte (0, 0), (pi, 0), (0, pi) und (pi, pi), wobei nach Lemma 3.5 die stationären
Punkte (0, pi) und (pi, pi) niemals Stabilität erhalten können. Da fürK12 ∈ (KH12, Ki12)
(0, 0) nicht mehr sowie (pi, 0) nach Satz 3.16 noch nicht stabil ist, existiert in diesem
Intervall folglich kein stabiler Fixpunkt.
Gilt `1(K
H
12) so ndet nach Satz 3.16 beiK
H
12 eine subkritische Hopf-Bifurkation statt.
Es wird daher in diesem Fall bei K12 = K
H
12 auch kein stabiler Grenzzyklus in (pi, 0)
generiert. Für K12 ∈ (KH12, Ki12) existiert somit weder ein stabiler Gleichgewichts-
punkt noch eine stabile periodische Lösung, folglich ist in diesem Parameterbereich
keine Synchronisation des Systems (3.1) möglich.
Ist die Hopf-Verzweigung superkritisch, d.h. `1(K
H
12) < 0, so wird in K
H
12 ein Zweig
stabiler Grenzzyklen generiert, welcher für K12 ∈ (KH12, K¯12) existiert. In diesem
Parameterbereich existiert somit ein Antiphasen-Synchronisationszustand, welcher
in diesem Fall nicht durch eine stationäre Lösung, sondern durch einen periodischen
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Orbit, welcher den instabilen Knoten (pi, 0) umgibt, repräsentiert ist. Gilt K¯12 < K
i
12,
so existiert hingegen für K12 ∈ (K¯12, Ki12) weder eine stabile stationäre noch eine
stabile periodische Lösung, folglich ist dann auch keine Synchronisation des Systems
(3.1) möglich.
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Abbildung 3.21.: K13 = 1, K21 = 12, K23 = 1.5, K31 = 1, K32 = 1. Nichtexistenz eines Synchronisations-
zustandes für K12 ∈ (−11.5,−11.42). Der Fixpunkt (0, 0) verliert seine Stabilität bei Ki12 ≈ −11.43 über eine
subkritische Pitchfork-Verzweigung A. Die dabei generierten Zweige von Sattelpunkten (θ±1 , θ
±
2 ) verbinden (0, 0)
mit dem instabilen Antiphasenzustand (pi, pi). Der stationäre Punkt (pi, 0) erlangt Stabilität über eine subkritische
Hopf-Bifurkation B bei KH12 = −11.5, der dabei generierte instabile periodische Orbit terminiert bei K12 ≈ −11.81
in einem homoklinen Orbit (C).
Bemerkung zu Satz 3.18:
Bei der Verzweigung der stabilen periodischen Lösung in K¯12 traten in numerischen
Auswertungen sowohl homokline Bifurkationen im Sattelpunkt (0, pi) als auch Sattel-
Knoten-Verzweigungen periodischer Lösungen auf.
Des Weiteren ist im Falle einer subkritischen Hopf-Bifurkation in Satz 3.18 zu be-
achten, dass für K12 < K
H
12 mit K
H
12 − K12  1 eine Antiphasen-Synchronisation
dann zwar grundsätzlich möglich ist, der stabile Fixpunkt (pi, 0) allerdings noch
von einem instabilen periodischen Orbit mit relativ kleiner Amplitude umschlossen
wird, d.h. das Anziehungsgebiet dieses Attraktors ist entsprechend klein. Je weiter
K12 sich von K
H
12 entfernt, desto gröÿer wird auch das Anziehungsgebiet von (pi, 0).
Betrachtet man etwa die gewichteten Durchschnittsfrequenzen Ωi des Systems (3.1)
für verschiedene Startwerte φj(0), so werden in den Simulationen für den Übergang
Desynchronisation → Synchronisation je nach Startwerten verschiedene kritische
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Abbildung 3.22.: K12 = −11.46, alle übrigen Kij wie in Abb. 3.21. Darstellung von cos(n1φ1(t)) (magenta),
cos(n2φ2(t)) (schwarz) und cos(n3φ3(t)) (blau) für t ∈ [1820, 1826] mit den Anfangswerten n1φ1(0) = 0, n2φ2(0) =
0.2, n3φ3(0) = 0.1. Zu erkennen ist eine partielle Phasensynchronisation von dem 1. und 2. Oszillator. (Für Details
zur numerischen Simulation siehe C.1.)
Parameter Kkrit12 < K
H
12 angezeigt (vgl. Abb. 3.24a-3.24b).
Betrachten wir die numerischen Simulationen in Abb. 3.22-3.24b, so geben diese Aus-
wertungen Anlass zu der Vermutung, dass unter den Voraussetzungen von Satz 3.18
für einen bestimmten Parameterbereich von K12 zwar keine vollständige Phasensyn-
chronisation mehr möglich ist, dafür aber eine partielle Phasensynchronisation
(im Sinne von Denition 2.13 auf S. 70) vom 1. und 2. Oszillator eintritt. Einen Be-
weis, dass dies immer der Fall ist, bzw. ein formales Kriterium an die exzitatorischen
Parameter Kij als Bedingung für eine partielle Phasensynchronisation, konnten wir
jedoch bislang noch nicht erbringen.
3.10. Grenzfall K23 +K32 = K31
Bevor wir unsere Verzweigungsanalyse in der 2-Parameter-Ebene fortsetzen, wenden
wir uns hier noch abschlieÿend dem Grenzfall
K23 +K32 = K31 (3.96)
zu. In diesem Fall hängt detAK12(pi, 0) nicht von K12 ab:
detAK12(pi, 0) = (K13 +K23)(K21 −K31). (3.97)
Je nach Vorzeichen von detAK12(pi, 0) erhalten wir nun unterschiedliche Aussagen
hinsichtlich der Stabilität des Fixpunktes (pi, 0):
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(a) Darstellung der stationären Lösungen (pi, 0) und (0, pi)
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(b) Darstellung der stationären Lösungen (0, 0) und (pi, pi)
Abbildung 3.23.: K13 = 1, K21 = 6, K23 = 1.5, K31 = 0.7, K32 = 0.2. A : superkritische Hopf-Verzweigung bei
KH12 = −6. Der dabei generierte Zweig von stabilen periodischen Orbits verschwindet bei K¯12 ≈ −5.94999 über eine
homokline Verzweigung B in (0, pi). Der Inphasenzustand (0, 0) erlangt bei Ki12 ≈ −5.89583 Stabilität über eine
subkritische Pitchfork-Bifurkation C. Für K12 ∈ (K¯12,Ki12) existiert somit weder ein stabiler Fixpunkt noch ein
stabiler Grenzzyklus.
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(a) n1φ1(0) = 0, n2φ2(0) = 0.2, n3φ3(0) = 0.1.
−13.5 −13 −12.5 −12 −11.5 −11
2
4
6
8
10
12
14
K12
Av
er
ag
e 
fre
qu
en
cie
s Ω
j
Partial synchrony
Ω3
Ω1=Ω2
Ωj=ω
* Ωj=ω
*
Anti−phase In phase
(b) n1φ1(0) = 1.5, n2φ2(0) = 0.2, n3φ3(0) = 0.1.
Abbildung 3.24.: K13 = K31 = K32 = 1, K21 = 12, K23 = 1.5, ω∗ = 2. Darstellung der gewichteten Durch-
schnittsfrequenzen Ωj mit den bezeichneten Startwerten njφj(0) für K12 ∈ (−13.5,−11). Auch im Desynchronisa-
tionsbereich bleibt stets eine partielle Phasensynchronisation vom 1. und 2. Oszillator bestehen (Ω1 = Ω2). (Für
Details zur numerischen Simulation siehe C.2).
3.19 Satz
Es seien (3.2),(3.3), (3.17), (3.18) sowie (3.96) vorausgesetzt. Gilt K21 > K31 so
erlangt der Fixpunkt (pi, 0) bei K12 = K
H
12 Stabilität über eine Hopf-Bifurkation.
Ist hingegen K21 < K31, so erlangt (pi, 0) für kein K12 ∈ R Stabilität. In diesem
Fall verliert der Inphasen-Zustand (0, 0) seine Stabilität bei K12 = K
i
12 über eine
superkritische Pitchfork-Verzweigung. Dabei werden zwei Zweige stabiler stationärer
Lösungen (θ±1 , θ
±
2 ) generiert, welche gemäÿ (3.39) gegeben sind und für alle K12 ∈
(−∞, Ki12) existieren. Im Limes K12 → −∞ gilt ferner
|θ±1 − θ±2 | → pi,
θ±1 → pi ∓ arcsin
(√
1− K
2
21(K32 −K13 −K31)2
b21
)
,
θ±2 → ± arcsin
(√
1− K
2
21(K32 −K13 −K31)2
b21
)
,
Ω± → ∓ 1
K23
√
1− K
2
21(K32 −K13 −K31)2
b21
.
(3.98)
Gilt K21 = K31 so ist der Fixpunkt (pi, 0) für K12 < K
H
12 neutral stabil.
Beweis. Gilt K21 > K31 so folgt mit der Darstellung (3.97)
detAK12(pi, 0) > 0 ∀K12 ∈ R.
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Für alle K12 mit spur AK12(pi, 0) < 0 ist (pi, 0) somit stabil. Der Wechsel von einem
instabilen zu einem stabilen Knoten ndet daher wie in Satz 3.16 bei K12 = K
H
12
statt.
Ist umgekehrt K21 < K31 vorausgesetzt, so ergibt sich detAK12(pi, 0) < 0 für alle
K12 ∈ R. Der Fixpunkt (pi, 0) kann aus diesem Grund für kein K12 ∈ R Stabilität
erhalten. Ferner gilt für alle K12 < K
i
12
detAK12(0, 0) = b1 + b2 + b3 < 0
und folglich
b21 − b22 − b23 < 2b2b3.
Mit der Identität (3.96) erhalten wir ferner
b3 − b2 = K21(K13 +K23) > 0
Ebenso gilt
detAK12(pi, 0) = −b1 − b2 + b3 < 0 und detAK12(0, pi) = −b1 + b2 − b3 < 0
und somit auch
b21 − b22 − b23 > −2b2b3.
für alle K12 < K
i
12. Damit ist die Bedingung (3.21) für die Existenz stationärer
Lösungen (θ±1 , θ
±
2 ), gegeben gemäÿ (3.22), für K12 ∈ (−∞, Ki12) erfüllt. Die genaue
Darstellung der Lösungszweige (3.39) folgt wie im Beweis von Satz 3.9. Der hier
betrachtete Fall K31 = K23 +K32 stellt gewissermaÿen den Grenzfall der Situation
von Satz 3.9 dar (betrachte K31 ↗ K23 +K32 für K21 < K31), daher ergibt sich die
Darstellung (3.39) auch durch einfachen Übergang zum Limes K31 ↗ K23 +K32 in
Satz 3.9.
Wir betrachten nun für K12 → −∞ den Limes θ±1 − θ±2 . Unter der Voraussetzung
(3.96) erhalten wir für b2 und b3 die Darstellungen
b2 = K12K31 +K21K32, b3 = K12K31 +K21(K13 +K31).
Somit folgt auch
lim
K12→−∞
b2
b3
= lim
K12→−∞
b3
b2
= 1.
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Weiter gilt
limK12→−∞(sin(θ
±
1 − θ±2 ))2 = lim
K12→−∞
4b22b
2
3 − (b21 − b22 − b23)2
4b22b
2
3
= lim
K12→−∞
2b21b
2
2 + 2b
2
1b
2
3 + 2b
2
2b
2
3 − b41 − b42 − b43
4b22b
2
3
= lim
K12→−∞

12 + b
2
1
2b22︸︷︷︸
→0
+
b21
2b23︸︷︷︸
→0
− b
4
1
4b22b
2
3︸ ︷︷ ︸
→0
− b
2
2
4b23︸︷︷︸
→1/4
− b
2
3
4b22︸︷︷︸
→1/4


= 0.
Da gemäÿ der Darstellung (3.39) θ±1 −θ±2 = pi−arcsin(c1(Ω±−ω∗)) für b21−b22−b23 < 0
gilt, folgt hiermit θ±1 − θ±2 → pi für K12 → −∞.
Ebenso folgt
limK12→−∞(sin θ
±
1 )
2 = lim
K12→−∞
2b21b
2
2 + 2b
2
1b
2
3 + 2b
2
2b
2
3 − b41 − b42 − b43
4b21b
2
3
= lim
K12→−∞

 b22b3︸︷︷︸
→1/2
+
1
2
− b
2
1
4b23︸︷︷︸
→0
−(b
2
2 − b23)2
4b21b
2
3

 .
Mit
lim
K12→−∞
(b22 − b23)2
4b21b
2
3
= lim
K12→−∞
K221(K32 −K13 −K31)2
4b21
(
b2 + b3
b3
)
︸ ︷︷ ︸
→2
=
K221(K32 −K13 −K31)2
b21
erhalten wir
lim
K12→−∞
sin θ±1 = ±
√
1− K
2
21(K32 −K13 −K31)2
b21
.
Mit der Darstellung (3.39) für K12 → −∞ ergibt sich dann der Limesübergang
(3.98) für θ±1 .
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Abbildung 3.25.: Der Inphasenzustand (0, 0) verliert seine Stabilität bei K12 = −1.05 durch eine superkri-
tische Pitchfork-Verzweigung. Die dabei generierten stabilen Zweige (θ±1 , θ
±
2 ) existieren für alle K12 < −1.05
und zeigen für K12 → −∞ die folgende Konvergenz: (θ+1 , θ+2 ) → (pi − 0.84106867,−0.84106867), (θ−1 , θ−2 ) →
(pi + 0.84106867, 0.84106867). Im Limes gilt also θ±1 − θ±2 = pi.
Für θ±2 folgt analog
limK12→−∞(sin θ
±
2 )
2 = lim
K12→−∞
2b21b
2
2 + 2b
2
1b
2
3 + 2b
2
2b
2
3 − b41 − b42 − b43
4b21b
2
2
= lim
K12→−∞

12 + b
2
3
2b22︸︷︷︸
→1/2
− b
2
1
4b22︸︷︷︸
→0
−(b
2
2 − b23)2
4b21b
2
2


= 1− K
2
21(K32 −K13 −K31)2
b21
.
Hiermit erhalten wir nun auch die Darstellung limK12→−∞ θ
±
2 in (3.98). Ferner ergibt
sich der Grenzwert limK12→−∞Ω± aus der Beziehung sin θ
±
2 = c3(Ω±−ω∗) und dem
Limes
lim
K12→−∞
c3 = − 1
K23
.
Gilt K21 = K31 so ist detAK12(pi, 0) = 0 für alle K12 ∈ R. Für K12 < KH12 gilt
dann spur AK12(pi, 0) < 0, AK12(pi, 0) besitzt somit für K12 < K
H
12 einen negativen
Eigenwert λ1 < 0 sowie den Eigenwert λ2 = 0. Der Fixpunkt (pi, 0) ist daher für
K12 < K
H
12 neutral stabil (d.h. nicht asymptotisch stabil).

Im Grenzfall (3.96) und K21 < K31 treten somit zwei weitere interessante Phänome-
ne auf: Zum einen erhalten wir eine Bistabilität von zwei unterschiedlichen Synchro-
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nisationszuständen, welche, im Gegensatz zum Szenario in 3.2, für eine unendliche
Menge von inhibitorischen Kopplungsstärken (−∞, Ki12) existiert. Zum anderen er-
langt hierbei keiner der Antiphasenzustände (pi, 0), (0, pi) oder (pi, pi) Stabilität.
3.11. Verzweigungsanalyse in der 2-Parameter-Ebene
In den vorangegangenen Abschnitten haben wir verschiedene mögliche Mechanis-
men für den Übergang der reinen Inphasen-Synchronisation zur puren Antiphasen-
Synchronisation kennengelernt:
1. Stetiger Übergang von Inphase zu Antiphase mit Existenz von Über-
gangszuständen (Gleichgewicht von Inhibition und Exzitation, vgl. Abschnitt
3.2)
Verzweigungsmechanismus: Superkritische Pitchfork-Bifurkationen von (0, 0)
und (pi, 0)
2. Bistabilität von Inphase und Antiphase (vgl. Abschnitt 3.4)
Verzweigungsmechanismus: Subkritische Pitchfork-Bifurkationen von (0, 0) und
(pi, 0)
3. Sprung von Inphase zu Antiphase (vgl. Abschnitt 3.5)
Verzweigungsmechanismus: Degenerierte Pitchfork-Bifurkation mit Existenz
unendlich vieler stationärer Punkte (ϑ, 0), ϑ ∈ [0, 2pi), im Verzweigungspunkt
4. Tristabilität, d.h. Existenz von 3 unterschiedlichen Synchronisationszustän-
den, repräsentiert einerseits durch 3 stabile Fixpunkte und andererseits durch
Koexistenz eines stabilen Fixpunktes und zweier stabiler Grenzzyklen (vgl. Ab-
schnitt 3.6)
Verzweigungsmechanismus: Superkritische Pitchfork-Bifurkation von (pi, 0)mit
Generierung zweier Zweige stabiler stationärer Lösungen (θ±1 , θ
±
2 ), welcher ih-
rerseits ihre Stabilität über Hopf-Verzweigungen wieder verlieren. Im Falle ei-
ner superkritischen Hopf-Bifurkation wiederum Generierung zweier Zweige von
stabilen periodischen Orbits. Subkritische Pitchfork-Verzweigung von (0, 0).
5. Hopf-Bifurkation von (pi, 0) (vgl. Abschnitt 3.8)
Verzweigungsmechanismus: Sub- oder superkritische Hopf-Verzweigung von (pi, 0)
mit entsprechender Generierung eines instabilen oder stabilen periodischen Or-
bits.
6. Desynchronisation: Nichtexistenz eines stabilen Fixpunkts oder einer stabi-
len periodischen Lösung (vgl. Abschnitt 3.9)
Verzweigungsmechanismus: Sub- oder superkritische Hopf-Verzweigung von (pi, 0)
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mit entsprechender Generierung eines Zweiges von instabilen oder stabilen pe-
riodischen Orbits, welcher über eine homokline Verzweigung wieder verschwin-
det.
Der Übergang von Inphasen- zu Antiphasen-Synchronisation für die stärker werden-
de Inhibition K12 hängt daher entscheidend von der Konguration der exzitatori-
schen Kopplungsparameter Kij , (i, j) 6= (1, 2), ab. Insbesondere durch die Gröÿe von
K21 und K31 wird die Dynamik des Systems (3.4) kontrolliert. Aus diesem Grund
liegt es nahe, im Zusammenhang einer umfassenden Verzweigungsanalyse auch eine
Darstellung der Bifurkationen in verschiedenen 2-Parameter-Ebenen durchzuführen.
Die Übergänge von einem Bifurkationsszenario der oben genannten Liste zu einem
anderen können dann in einer 2-Parameter-Ebene als Bifurkation von Kodimension
>1 beschrieben werden. Wir werden hierbei sowohl die Darstellung in der K21−K12-
Ebene als auch die in der K31 −K12-Ebene betrachten.
3.11.1. Darstellung in der K21 −K12-Ebene
Der exzitatorische Kopplungsparameter K21 wirkt der Inhibitionsstärke K12 genau
entgegen, dies erklärt die herausragende Bedeutung der Gröÿe von K21 im Hinblick
auf das jeweils vorliegende Bifurkationsszenario. Für festgewählte Kopplungsgröÿen
K13, K23, K31, K32 können nun folgende Kurven in derK21−K12−Ebene beschrieben
werden:
• Pitchfork-Verzweigung der Inphase (0, 0) :
Ki12 = −
K23K31 +K13K32 +K13K23 +K21(K13 +K31 +K32)
K23 +K31 +K32
• Pitchfork-Verzweigung der Antiphase (pi, 0) :
Ka12 =
−K23K31 −K13K32 −K13K23 +K21(K13 +K31 +K32)
K23 +K32 −K31
(pi, 0) erlangt genau dann Stabilität über eine sub- oder superkritische Pitchfork-
Verzweigung, wenn gilt
(K23 +K32 −K31)2 < (K21 −K31)(K13 +K23) (3.99)
• Hopf-Verzweigung der Antiphase (pi, 0) :
KH12 = −K21 −K13 −K31 +K23 +K32
Diese Kurve existiert genau dann, wenn die zu (3.99) umgekehrte Ungleichung
gilt.
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• Homokline Verzweigung in (pi, 0) :Generierung zweier Zweige periodischer
Lösungen über eine doppelte homokline Verzweigung im Sattelpunkt (pi, 0).
Diese Kurve existiert für
K31 < K21 < K23 +K32
und kann numerisch ermittelt werden.
Durch Ki12(K21), K
a
12(K21) und K
H
12(K21) werden dann jeweils lineare Funktionen
beschrieben. Des Weiteren ergeben sich die folgenden kritischen Punkte in der K21−
K12−Ebene:
• K21 = K31 und K12 = Ki12 = Ka12 : Übergang von sub- zu superkritischen
Pitchfork-Verzweigungen in (0, 0) und (pi, 0) (Sprung von Inphase zu Anti-
phase, vgl. Abschnitt 3.5)
• K21 = K23 +K32 und K12 = Ka12 : Übergang von sub- zu superkritischer
Pitchfork-Verzweigung in (pi, 0) mit Existenz unendlich vieler Fixpunkte der
Form (pi, ϑ), ϑ ∈ [0, 2pi) (vgl. Abschnitt 3.7)
Am Schnittpunkt der Kurven Ka12 und K
H
12 erhalten wir nun die folgende Bifurkation
von Kodimension 2:
3.20 Satz (Bogdanov-Takens-Bifurkation)
Es seien (3.2),(3.3), (3.16)-(3.18) sowie
(K23 +K32 −K31)2 = (K21 −K31)(K13 +K23) = 0. (3.100)
vorausgesetzt. Dann gilt Ka12(K21) = K
H
12(K21). Bei (K21, K
H
12(K21)) liegt dann eine
Bogdanov-Takens-Bifurkation vor.
Beweis. Die Identität Ka12 = K
H
12 aufgrund der Voraussetzung (3.100) folgt direkt
mit Korollar 3.8. Folglich gilt für K12 = K
a
12 = K
H
12
detAKH12(pi, 0) = spur AKH12(pi, 0) = 0
Für die Eigenwerte λ1/2 der Jacobi-Matrix AKH12(pi, 0) erhalten wir daher λ1/2 = 0.
Es liegt somit in diesem Punkt eine Bogdanov-Takens-Bifurkation der Antiphase
(pi, 0) vor. Hierbei handelt es sich um den Spezialfall, dass die Bogdanov-Takens-
Bifurkation entlang einer Hopf-Verzweigungskurve lokalisiert ist (vgl. [18]).

Ferner können die folgenden Areale in der K21 −K12−Ebene markiert werden:
• Gebiet der reinen Inphasen-Synchronisation: Parameterbereich, in welchem
der Fixpunkt (0, 0) einziger Attraktor ist
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• Gebiet der reinen Antiphasen-Synchronisation: Parameterbereich, in wel-
chem der Fixpunkt (pi, 0) einziger Attraktor ist
• Gebiet derKoexistenz von Inphasen- und Antiphasen-Synchronisation:
Parameterbereich, in welchem eine Bistabilität der Fixpunkte (0, 0) und (pi, 0)
vorliegt
• Gebiet der Übergangszustände: Parameterbereich, in welchem stabile Fix-
punkte (θ1, θ2) mit sin θj 6= 0 und sin(θ1 − θ2) 6= 0 existieren
• Gebiet der Tristabilität: Parameterbereich, in welchem eine Koexistenz von
3 unterschiedlichen Synchronisationszuständen vorliegt
Alle beschriebenen Kurven, kritischen Punkte und Areale sind exemplarisch in Abb.
3.26 dargestellt. Für die dort gewählte Konguration von KopplungenK13, K23, K31,
K32 gilt im Falle einer Hopf-Bifurkation bei K
H
12 stets `1(K
H
12) > 0, es liegt daher
stets eine subkritische Hopf-Bifurkation vor.
3.11.2. Darstellung in der K31 −K12-Ebene
Für eine Darstellung der Bifurkationen in der K31 − K12−Ebene wählen wir nun
eine feste Konguration von Kopplungskonstanten K13, K21, K23, K32. Durch die
Voraussetzungen (3.16)-(3.18) wird dann der zulässige Bereich für K31 bestimmt.
Des Weiteren setzen wir in diesem Fall auch (3.90) sowie (3.94) voraus:
(K23 +K23 −K31)2 < (K21 −K31)(K13 +K23),
(K23 +K32)
2 −K231 < (K21 −K31)(K23 −K13).
Somit gilt stets Ka12 > K
H
12 sowie K
i
12(K31) > K
H
12(K31) nach den Korollaren 3.37
und 3.17, der Antiphasenzustand (pi, 0) erlangt daher seine Stabilität über eine
Hopf-Bifurkation. Die Kurven Ki12 und K
H
12 in Abhängigkeit von K31 können wie
im vorherigen Fall auch in der K31−K12−Ebene beschrieben werden; KH12(K31) be-
schreibt weiterhin ein lineare Funktion, Ki12(K31) stellt eine Hyperbel-Funktion dar.
Die folgende Bifurkation von Kodimension 2 lässt sich nun in der K31−K12−Ebene
darstellen:
3.21 Satz (Bautin-Bifurkation)
Es seien (3.2),(3.3), (3.16)-(3.18) sowie (3.90) vorausgesetzt. Gilt für (K31, K12)
dann K12 = K
H
12(K31) sowie K31 = K
B
31 wobei
(K13 +K
B
31)(K21 +K
B
31 −K23 −K32) + (K23 −K21)(K23 +K32) = 0 (3.101)
so ndet bei (KB31, K
H
12(K
B
31)) eine Bautin-Bifurkation (syn. degenerierte Hopf-
Bifurkation) statt.
136 3. Inhibitorisch-exzitatorisches System
Beweis. Nach Satz 3.16 ndet bei K12 = K
H
12(K31) jeweils eine Hopf-Verzweigung
statt, welche über den 1. Lyapunov-Koeezienten `1(K
H
12) jeweils klassiziert werden
kann (vgl. (3.91)). Gilt für K31 = K
B
31 (3.101), so gilt für (K
H
12(K
B
31) gerade
detAKH12(KB31)(pi, 0) > 0 ∧ spur AKH12(KB31)(pi, 0) = 0 ∧ `1(KH12(KB31)) = 0.
Damit sind gerade die Bedingungen für eine Bautin-Bifurkation gegeben (vgl. [18]).
Bei (KB31, K
H
12(K
B
31)) ndet also auf der Kurve (K31, K
H
12(K31)) gerade der Übergang
von einer sub- zu einer superkritischen Hopf-Verzweigung statt.

Neben den Gebieten der reinen Inphasen-Synchronisation und der reinen Anti-
phasen-Synchronisation kann nun auch noch ein Desynchronisationsregime
in der K31 − K12−Ebene markiert werden (vgl. Abschnitt 3.9). Das Areal der rei-
nen Antiphasen-Synchronisation kann zum einen durch den stabilen Fixpunkt (pi, 0)
repräsentiert sein, zum anderen auch durch einen stabilen periodischen Orbit, wel-
cher den (in diesem Falle instabilen) Fixpunkt (pi, 0) umgibt. Auÿerdem können wir
wiederum denjenigen Parameterbereich beschreiben, in dem eine Koexistenz von
Inphasen- und Antiphasen-Synchronisation vorliegt (vgl. Abb. 3.27).
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(a) Darstellung des Gebiets der reinen Inphasen-Synchronisation (hellgrau), des Areals der rei-
nen Antiphasen-Synchronisation (Gitterlinien) sowie des Gebiets der Koexistenz von Inphasen-
und Antiphasen-Synchronisation (dunkelgrau). Weiÿes Areal: Parameterbereich, in dem stabi-
le Übergangszustände zwischen In- und Antiphasen existieren (T.S.=transitional states). Bei
(K21,K12) = (1,−1.2) gilt K12 = Ki12 = Ka12: Degenerierte Bifurkation (D.B.) als Übergang
von super- zu subkritischen Pitchfork-Bifurkationen der Fixpunkte (0, 0) und (pi, 0) (Sprung
von Inphase zu Antiphase).(K21, K12) = (3.5,−1.6) : Bogdanov-Takens-Bifurkation (B.T.)
von (pi, 0). Das durch das Rechteck markierte Teilgebiet ist in Abb. 3.26b detaillierter darge-
stellt.
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(b) Darstellung des Tristabilitäts-Areals (weiÿ). Gebiet zwischen blauer und magentafarbener
Kurve: Koexistenz von 3 stabilen stationären Punkten vor ((0, 0), (θ±1 , θ
±
2 )). Gebiet zwischen
magentafarbener und schwarzer Kurve: Koexistenz des stabilen Fixpunkts (0, 0) und zweier
stabiler Grenzzyklen. (K21, K31) = (3,−1.6) : Umschlagen von sub- zu superkritischer
Pitchfork-Verzweigung in (pi, 0) mit Existenz unendlich viele stationäre Punkte der Form
(pi, ϑ), ϑ ∈ [0, 2pi). (Ermittlung der Kurve der homoklinen Verzweigungen mittels XPPAUT)
Abbildung 3.26.: Darstellung des K21 − K12−Verzweigungsdiagramms für K13 = 0.2, K23 = 1.4, K31 = 1,
K32 = 1.6.
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Abbildung 3.27.: K13 = 1, K21 = 6, K23 = 1.5, K32 = 0.2. Darstellung des Gebiets der reinen
Inphasen-Synchronisation(hellgrau), des Desynchronisationsregimes (dunkelgrau), des Areals der reinen Antiphasen-
Synchronisation (Gitterlinien) sowie des Gebiets der Koexistenz von Inphasen- und Antiphasen-Synchronisation
(weiÿ) in der K31 − K12-Ebene. Die Antiphasen-Synchronisation kann sowohl durch den stabilen Fixpunkt (pi, 0)
als auch durch einen stabilen Grenzzyklus (um (pi, 0) herum gelegen) repräsentiert sein. Es sind nur diejeni-
gen Bifurkationen dargestellt, bei welchen stabile Fixpunkte oder Grenzzyklen generiert werden: Subkritische
Pitchfork-Bifurkation der Inphase (0, 0) (rot), subkritische (grün) bzw. superkritische (blau) Hopf-Verzweigung von
(pi, 0), homokline Bifurkation eines stabilen Grenzzyklus im Sattelpunkt (0, pi) (schwarz). Bautin-Bifurkation bei
(K31,K12) ≈ (0.5706,−5.8706). (Ermittlung der Kurve der homoklinen Bifurkation mittels XPPAUT )
4. Diskussion und Ausblick
4.1. Modellierung
Im Rahmen dieser Arbeit wurde ein Dierentialgleichungssystem von 3 phasenge-
koppelten Oszillatoren zur Modellierung thalamo-kortikaler Schleifen präsentiert.
Hierbei wurden zwei unterschiedliche Kongurationen eines thalamo-kortikalen Re-
gelkreises betrachtet. Im ersten Fall, welcher in Kapitel 2 untersucht wurde, handelte
es sich um ein rein exzitatorisches System zur Modellierung der Interaktionen zweier
kortikaler Areale und eines thalamischen Kerngebiets. In Kapitel 3 wurde hingegen
eine inhibitorisch-exzitatorische Konguration, bestehend aus einem thalamischen
und einem kortikalen Areal sowie einem Gebiet des Nucleus reticularis, analysiert.
Als Ansatz für ein korrespondierendes mathematisches Modell wurde in beiden Fäl-
len ein modiziertes Kuramoto-System für 3 phasengekoppelte Oszillatoren gewählt:
φ˙1 = ω1 − K12
n1
sin(n1φ1 − n2φ2)− K13
n1
sin(n1φ1 − n3φ3)
φ˙2 = ω2 − K21
n2
sin(n2φ2 − n1φ1)− K23
n2
sin(n2φ2 − n3φ3)
φ˙3 = ω3 − K31
n3
sin(n3φ3 − n1φ1)− K32
n3
sin(n3φ3 − n2φ2)
(4.1)
Die Veränderungen und Erweiterungen dieses Modells im Vergleich zum klassischen
Kuramoto-Modell (vgl. (1.28)) umfasst dabei die folgenden Punkte:
• Asymmetrische Kopplungen: Anstelle einer globalen Kopplungskonstan-
te K ist die Kopplungsstärke zwischen dem i-ten und j-ten Oszillator jeweils
individuell durch den zugehörigen Parameter Kij bestimmt.
• Skalierungskoezientenni :Nicht die Phasendierenzen φi−φj sondern die
gewichteten Phasendierenzen niφi−njφj, ni, nj ∈ N, gehen in die Berechnung
der sinus-Kopplungsterme mit ein. Voraussetzung an die Skalierungskoezien-
ten ni, nj ist hierbei eine Resonanzbedingung der Form |niωi − njωj |  1.
• Inhibitorische vs. exzitatorische Kopplungen: Inhibitorische Kopplungen
sind durch eine korrespondierende negative Kopplungskoezienten Kij < 0
charakterisiert, während exzitatorische Kopplungen durch Kij > 0 gekenn-
zeichnet sind. Auf diese Weise können durch das System (4.1) auch gemischt-
inhibitorisch-exzitatorische Kopplungskongurationen modelliert werden. In
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einem System mit klassischer Kuramoto-Kopplung ist hingegen nur ein rein
inhibitorisches oder rein exzitatorisches Setting möglich.
Durch diese Modikationen erhalten wir somit ein System, welches im Vergleich zum
Kuramoto-Modell eine weitaus gröÿere Flexibilität bei der Festlegung der Kopp-
lungstopologie und damit auch eine gröÿere Anwendungsbreite zulässt. So ist etwa
die Modellierung inhibitorisch-exzitatorischer Systeme wie in Kapitel 3 mit einem
klassischen Kuramoto-Ansatz nicht möglich.
4.2. Resultate der mathematischen Analyse
Im Rahmen der mathematischen Analyse des Systems (4.1) wurde zunächst das Sys-
tem mit rein exzitatorischer Kopplungskonguration untersucht. Hierbei wurden die
Dierenzen der skalierten natürlichen Frequenzen j = njωj − n3ω3 für j = 1, 2 als
Systemparameter angesetzt. Davon ausgehend erfolgte eine Abschätzung des Syn-
chonisationsregimes in der (1, 2)−Ebene sowie eine Bifurkationsanalyse. Hierbei
konnten wir zeigen, dass das Verlassen des Synchronisationsregimes, d.h. der Über-
gang von einem synchronisierten zu einem desynchronisierten System, gerade einer
Sattel-Knoten-Bifurkation des korrespondierenden Systems der gewichteten Phasen-
dierenzen entspricht. Der gleiche Verzweigungsmechanismus ndet sich auch beim
klassischen Kuramoto-System (vgl. [19]). Rein qualitativ unterscheidet sich daher
das Synchronisationsverhalten des exzitatorischen Systems (4.1) nicht von dem des
Kuramoto-Modells.
Bei der quantitativen Analyse treten jedoch einige Unterschiede des Systems (4.1) zu
klassischen Phasenmodellen auf. In 2.4 konnten wir eine approximative Darstellung
der Phasenverschiebungen und Frequenz für das synchronisierte System herleiten.
Dabei zeigte sich deutlich die Regulation dieser Gröÿen durch die Kopplungspara-
meter Kij (vgl. Satz 2.12). Beim Kuramoto-System hingegen ist die Synchronisati-
onsfrequenz stets unabhängig von der Kopplungsstärke (vgl. (2.105)).
Ebenso kann beim Kuramoto-System für 3 phasengekoppelte Oszillatoren eine echte
partielle Synchronisation nur zwischen denjenigen Phasenoszillatoren φi, φj auftre-
ten, für die gilt: |ωi − ωj| = mink 6=l |ωk − ωl|.
Im System (4.1) hingegen ist bei geeigneter Konguration der Kopplungen Kij eine
partielle Synchronisation für jede Oszillatorenpaarung möglich (vgl. Abschnitt 2.5).
Insbesondere die Abhängigkeit der Synchronisationsfrequenz von den Kopplungs-
gröÿen lässt nun darauf schlieÿen, dass der Ansatz durch das System (4.1) zur Mo-
dellierung neuronaler Regelkreise besser geeignet ist als klassische Phasenmodelle
mit symmetrischer Kopplung: Wird der Einuss des i-ten neuronalen Areals auf die
anderen beiden immer stärker, ohne dass diese ihr Feedback auf das i-te Areal in
gleichem Maÿe verstärken, so hat dies zur Folge, dass das i-te Areal den anderen
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beide seine eigene Frequenz gewissermaÿen auf obtruiert. Für das System (4.1)
bedeutet dies Kji →∞ für j 6= i bei gleichbleibenden Kjk, k 6= i, und Kij . Mit der
Darstellung aus Satz 2.12 erhalten wir dann Ω → niωi, das asymptotische Verhal-
ten der Synchronisationsfrequenz stellt sich damit als physiologisch plausibel heraus.
Im zweiten Schritt erfolgte eine Analyse des Systems (4.1) mit inhibitorisch-exzitato-
rischer Kopplungskonguration. Hierbei wurde K12 < 0 als einziger inhibitorischer
Parameter angesetzt. Des Weiteren wurde ausschlieÿlich der Fall niωi − njωj = 0
betrachtet. Für eine schwache Inhibition |K12|  1 dominieren im System (4.1) die
exzitatorischen Verbindungen. Dies äuÿert sich durch das Auftreten einer Inphasen-
Synchronisation. Im Zuge einer stärker werdenden Inhibition ndet hingegen ein
Übergang zu einer Antiphasen-Synchronisation statt.
Grundlegende Fragestellung in Kapitel 3 war daher, auf welche Weise sich dieser
Wechsel von Inphasen- zu Antiphasen-Synchronisation vollzieht. Zu diesem Zweck
wurde die inhibitorische Kopplungsgröÿe K12 als Bifurkationsparameter betrachtet.
Davon ausgehend erfolgte dann eine umfassende Verzweigungsanalyse. In Abhängig-
keit von der Konguration der übrigen exzitatorischen Kopplungsparameter ergaben
sich dabei zahlreiche unterschiedliche Bifurkationsszenarien, welche durch analyti-
sche Methoden nahezu vollständig klassiziert werden konnten.
Während bei rein exzitatorischen Systemen ein Synchronisationszustand stets ein-
deutig bestimmt ist, kann die Existenz einer inhibitorischen Kopplung zu einerMehr-
stabilität unterschiedlicher Synchronisationszustände führen. Auch die zugehörigen
Synchronisationsfrequenzen können sich dabei voneinander unterscheiden. In Kapi-
tel 3 wurde nachgewiesen, dass unter geeigneten Voraussetzungen an die Kopplungs-
gröÿen Kij im System (4.1) bis zu 3 unterschiedliche Synchronisationszustände mit
jeweils voneinander verschiedenen Frequenzen auftreten können.
Besonderes Interesse gilt in diesem Zusammenhang der Existenz von Kopplungskon-
gurationen, in denen sich Inhibition und Exzitation gewissermaÿen im Gleichge-
wicht benden. Dies ist der Fall bei einer Koexistenz von Inphasen- und Antiphasen-
Synchronisation sowie beim Auftreten von Synchronisationslösungen, welche sich als
Übergangszustand von Inphase zu Antiphase darstellen. In Kapitel 3 wurde dabei ge-
nau dargelegt, unter welchen Voraussetzungen an die Kopplungskoezienten solche
Gleichgewichtslösungen gerade auftreten.
Eine weitere Besonderheit des inhibitorisch-exzitatorischen Systems stellt das mög-
liche Auftreten von Hopf-Bifurkationen dar. Während im rein exzitatorischen Sys-
tem sowie im klassischen Kuramoto-Modell keine Hopf-Verzweigungen möglich sind
(vgl. A.1), konnten für das inhibitorisch-exzitatorische System notwendige und hin-
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reichende Bedingungen für das Auftreten dieses Verzweigungstyps bewiesen werden.
Neben dem gleichzeitigen Auftreten mehrerer unterschiedlicher Synchronisationszu-
stände, kann auch das komplette Gegenteil eintreten: Es existieren inhibitorisch-
exzitatorische Parameterkongurationen, für die das zugehörige System (4.1) kei-
ne Synchronisationslösung besitzt. Dieses Resultat ist insofern erstaunlich, als dass
auch hier für die gewichteten natürlichen Frequenzen die Resonanzbedingung n1ω1 =
n2ω2 = n3ω3 gültig ist; in einem entsprechenden rein exzitatorischen System würde
diese Voraussetzung immer die Existenz eines Synchronisationszustandes implizie-
ren (vgl. Lemma 2.5 und 2.6). Hinreichende Bedingungen für das Auftreten eines
komplett desynchronen Systems konnten ebenfalls in Kapitel 3 bewiesen werden.
Numerische Analysen geben des Weiteren Anlass zu der Vermutung, dass im Falle
einer Desynchronisation eine partielle Phasensynchronisation zwischen zwei Oszil-
latoren bestehen bleibt.
Ferner konnten die Übergänge von verschiedenen Bifurkationsszenarien zueinander
auch in verschiedenen 2-Parameter-Ebenen als Kodimension-2-Bifurkationen veran-
schaulicht werden.
4.3. Zukünftige Untersuchungen
Die hier vorgestellten Phasenmodelle können analog auf Kongurationen mit mehr
als 3 Oszillatoren erweitert werden. So ist im Rahmen eines 4-Oszillatoren-Modells
eine Integration der Ergebnisse aus Kapitel 2 und 3 dieser Arbeit möglich:
T
N
C2
C1
Abbildung 4.1.: Thalamo-kortikaler Regelkreis bestehend aus 2 kortikalen Arealen (C1, C2) sowie einem tha-
lamischen (T) und einem retikulären Areal (N). Reziproke exzitatorische Verbindungen (schwarz) zwischen dem
thalamischen und den kortikalen Arealen sowie zwischen den kortikalen Arealen. Jedes kortikale und thalamische
Areal projiziert exzitatorisch auf den retikulären Kern, das Gebiet des Nucleus reticularis projiziert hingegen inhi-
bitorisch auf das thalamische Areal.
Betrachten wir eine Konguration bestehend aus einem thalamischen, einem retiku-
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lären und zwei kortikalen Arealen, so erhalten wir ein entsprechendes System von
4 phasengekoppelten Oszillatoren (Abb. 4.1). In [24] und [34] zeigten Tsimring et
al., dass bei Kuramoto-Systemen für N Oszillatoren mit N ≥ 4 und rein inhibitori-
scher Kopplung, im Falle 0 < |ωi−ωj |  1 für alle i, j, keine Synchronisationslösung
existiert. In diesem Zusammenhang wäre somit die Fragestellung interessant, ob und
unter welchen Voraussetzungen bei einem gemischt inhibitorisch-exzitatorischen Sys-
tem mit 0 < |niωi − njωj|  1 Synchronisationszustände existieren.
Des Weiteren besteht die Möglichkeit, time delays in die Kopplungsfunktionen des
Systems (4.1) zu integrieren. Insbesondere für den inhibitorischen Feedback-Term
K12 sin(n1φ1 − n2φ2) kann die Einführung eines Verzögerungsterms physiologisch
plausibel sein: Die inhibitorische Projektion des Nucleus reticularis trit in Wahr-
heit etwas zeitverzögert zu der exzitatorischen kortikalen Projektion am Thalamus
ein.
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A. Ergänzungen zum Exzitatorischen
System
A.1. Nichtexistenz von Hopf-Verzweigungen
Notwendige Bedingung für das Vorliegen einer Hopf-Verzweigung im System (2.4)
ist
0 = spur A(θ1, θ1)
= −(K12 +K21) cos(θ1 − θ2)− (K13 +K31) cos θ1
− (K23 +K32) cos θ2.
(A.1)
Unter der Voraussetzung Kij > 0 ∀(i, j) kann höchstens einer der drei Terme
cos(θ1− θ2), cos θ1, cos θ2 gleich 0 sein. Des Weiteren muss mindestens einer der Ter-
me negativ und mindestens einer positiv sein. Wir betrachten zunächst die folgenden
zwei Konstellationen:
cos(θ1 − θ2) > 0, cos θ1 < 0, cos θ2 ≤ 0, bzw.
cos(θ1 − θ2) < 0, cos θ1 > 0, cos θ2 ≥ 0.
Gilt (A.1), so folgt
sign
(− (K12 +K21) cos(θ1 − θ2)−K13 cos θ1) = sign(cos θ2),
sign
(− (K12 +K21) cos(θ1 − θ2)−K23 cos θ2) = sign(cos θ1).
Mit der Darstellung von detA(θ1, θ2) aus (2.20) erhalten wir in jedem Fall
detA(θ1, θ2) = − cos θ1(−K31(K12 +K21) cos(θ1 − θ2)−K23K31 cos θ2)︸ ︷︷ ︸
≤0
− cos θ2(−K32(K12 +K21) cos(θ1 − θ2)−K13K32 cos θ1)︸ ︷︷ ︸
≤0
+K13K23 cos θ1 cos θ2 +K13K21 cos(θ1 − θ1) cos θ1
+K12K23 cos(θ1 − θ2) cos θ2
< max
(
−K13 cos θ1
(−K23 cos θ2 − (K12 +K21) cos(θ1 − θ2)),
−K23 cos θ2
(−K13 cos θ1 − (K12 +K21) cos(θ1 − θ2)))
< 0,
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da höchstens einer der beiden Terme cos θ1
(−K23 cos θ2− (K12 +K21) cos(θ1− θ2))
und cos θ2
(−K13 cos θ1 − (K12 +K21) cos(θ1 − θ2)) gleich 0 sein kann.
Eine Hopf-Verzweigung kann somit nicht vorliegen. Der Beweis für jede weitere
mögliche Vorzeichenkonstellation der Terme cos(θ1−θ2), cos θ1, cos θ2 erfolgt analog.
A.2. Berechnung der Kurven γiL und γjR
Wir zeigen beispielhaft, wie die Berechnung der Kurve γ1L erfolgt. Mit γ
1
L soll gerade
diejenige Parametermenge in M charakterisiert werden, für deren Elemente (1, 2)
gilt
ΩL = Ω
1
L und H(Ω
1
L) = H2,3(Ω
1
L) = 0.
Wegen arcsin(c1Ω
1
L − d1) = −pi2 folgt für die in (2.72) denierte Funktion H :
H(Ω1L) =
3
2
pi − arcsin(c2Ω1L − d2)− arcsin(c3Ω1L − d3).
Wir erhalten somit die Identität
−pi
2
= arcsin(c2Ω
1
L − d2) + arcsin(c3Ω1L − d3),
welche äquivalent zu den folgenden 3 Bedingungen ist:
0 ≥ c2Ω1L − d2, (A.2)
0 ≥ c3Ω1L − d3, (A.3)
1 = (c2Ω
1
L − d2)2 + (c3Ω1L − d3)2. (A.4)
Die Auswertung der Terme cjΩ
1
L−dj liefert wiederum die Äquivalenz von (A.2),(A.3)
und (A.4) zu
b2 ≥ −(K23 +K32)1 +K322,
b3 ≥ −K311 + (K13 +K31)2,
b21 =
(− (K23 +K32)1 +K322 − b2)2
+
(−K311 + (K13 +K31)2 − b3)2.
Wegen ΩiL ≤ Ω1L für i = 2, 3 folgt auÿerdem
−(K23 +K32)1 +K322 ≥ b2 − b1,
−K311 + (K13 +K31)2 ≥ b3 − b1.
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Für jedes (1, 2) mit den oben geforderten Eigenschaften gilt daher mit einem s ∈
[0, 1]:
b2 − sb1 = −(K23 +K32)1 +K322,
b3 −
√
1− s2b1 = −K311 + (K13 +K31)2.
(A.5)
Durch Auösen von (A.5) nach (1, 2) erhalten wir schlieÿlich γ
1
L:
γ1L : s 7→
(−K12 + (K13 +K31)s−K32√1− s2,
−K21 −K31s+ (K23 +K32)
√
1− s2). s ∈ [0, 1]
In analoger Weise können nun γ2L, γ
3
L sowie γ
j
R, j = 1, 2, 3, berechnet werden.
A.3. Berechnung der Kurven τLki,j und τRki,j
Wir zeigen hier exemplarisch die Berechnung der Kurve τL21,2 (siehe (2.91)), die Her-
leitung der übrigen Darstellungen (2.92) und (2.95)-(2.104) erfolgt analog.
Mit τL21,2 soll gerade diejenige Parametermenge inM charakterisiert werden, für deren
Elemente (1, 2) gilt:
ΩL = Ω
2
L und H1,2(Ω
2
L) = H1(Ω
2
L) = 0.
Wir erhalten somit die Identität
pi
2
= arcsin(c1Ω
2
L − d1)− arcsin(c3Ω2L − d3),
welche äquivalent zu den folgenden 3 Bedingungen ist:
0 ≤ c1Ω2L − d1, (A.6)
0 ≥ c3Ω2L − d3, (A.7)
1 = (c1Ω
2
L − d1)2 + (c3Ω2L − d3)2. (A.8)
Die Auswertung der Terme cjΩ
1
L−dj liefert wiederum die Äquivalenz von (A.6),(A.7)
und (A.8) zu
b1 ≤ (K23 +K32)1 −K322,
b3 ≥ K211 +K122,
b22 =
(
(K23 +K32)1 −K322 − b1
)2
+
(
K211 +K122 − b3
)2
.
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Wegen Ω3L ≤ Ω2L folgt auÿerdem
K211 +K122 ≥ b3 − b2.
Des Weiteren erhalten wir aus Satz 2.9 (vgl. (2.35))
(K23 +K32)1 −K322 ≤ b1 + b2.
Für jedes (1, 2) mit den oben geforderten Eigenschaften gilt daher mit einem s ∈
[0, 1]:
b1 + sb2 = (K23 +K32)1 −K322,
b3 −
√
1− s2b2 = K211 +K122.
(A.9)
Durch Auösen von (A.9) nach (1, 2) erhalten wir schlieÿlich τ
L2
1,2 :
τL21,2 : s 7→
(
K13 +K31 +K12s−K32
√
1− s2,
K31 −K21s− (K23 +K32)
√
1− s2). s ∈ [0, 1]
In analoger Weise können nun die übrigen Kurven τLki,j sowie τ
Rk
i,j , i, j, k ∈ {1, 2, 3},
berechnet werden.
B. Ergänzungen zum
inhibitorisch-exzitatorischen System
Berechnung der Lyapunov-Koeffizienten
Zur Klassikation der Hopf-Verzweigung in Abschnitt 3.8 berechnen wir nun den
zugehörigen Lyapunov-Koezienten. Die Vorgehensweise folgt dabei Methoden, wie
sie etwa in [12] und [18] beschrieben werden.
Die folgenden Ausführungen schlieÿen sich in ihrer Notation direkt an den Beweis
von Satz 3.16 an.
Mit der Variablentransformation
θ1 = ϑ1 + pi,
θ2 = ϑ2
(B.1)
erhalten wir das System
ϑ˙1 = K12 sin(ϑ1 − ϑ2) + (K13 +K31) sinϑ1 −K32 sinϑ2,
ϑ˙2 = −K21 sin(ϑ1 − ϑ2) +K31ϑ1 − (K23 +K32)ϑ2.
(B.2)
Mit der Taylorapproximation sin(z) = z− 1
6
z3 +O(|z|5) für |z|  1 folgt weiter aus
(B.2):
ϑ˙1 = (K12 +K13 +K31)ϑ1 − (K12 +K32)ϑ2
− K12
6
(ϑ1 − ϑ2)3 − K13 +K31
6
ϑ31 +
K32
6
ϑ32 +O(‖ϑ‖5),
ϑ˙2 = (−K21 +K31)ϑ1 + (K21 −K23 −K32)ϑ2
+
K21
6
(ϑ1 − ϑ2)3 − K31
6
ϑ31 +
K23 +K32
6
ϑ32 +O(‖ϑ‖5).
(B.3)
Zusammenfassend können wir (B.3) nun wie folgt notieren:(
ϑ˙1
ϑ˙2
)
= A
(
ϑ1
ϑ2
)
+
1
6
C(ϑ, ϑ, ϑ) +O(‖ϑ‖5), (B.4)
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wobei
C(x, y, z) :=
( −K12(x1 − x2)(y1 − y2)(z1 − z2)− (K13 +K31)x1y1z1 +K32x2y2z2
+K21(x1 − x2)(y1 − y2)(z1 − z2)−K31x1y1z1 + (K23 +K32)x2y2z2
)
für x, y, z ∈ C2. Ferner sind die Eigenwerte λ1/2 von A gegeben durch λ1/2 = ±iω0
mit
ωo :=
√
detA =
√
−b1 − b2 + b3.
Hierzu bestimmen wir nun zugehörige Eigenvektoren p, q ∈ C2, so dass gilt
ATp = −iω0p und Aq = iω0q, (B.5)
sowie die Voraussetzung
p • q = p¯1 · q1 + p¯2 · q2 = 1 (B.6)
erfüllt ist. Mit der Wahl
p :=
(
ω0 − i(K21 −K23 −K32)
−i(K12 +K32)
)
, q :=
(
1
2ω0
K12+K13+K31
2(K12+K32)ω0
− i 1
2(K12+K32)
)
sind sowohl (B.5) als auch (B.6) gültig.
Gemäÿ der Notation in [18] setzen wir
g21 := p • C(q, q, q¯)
= p¯1 ·
(−K12|q1 − q2|2(q1 − q2)− (K13 +K31)|q1|2q1 +K32|q2|2q2)
+p¯2 ·
(
+K21|q1 − q2|2(q1 − q2)−K31|q1|2q1 + (K23 +K32)|q2|2q2
)
.
Für den zu errechnenden Lyapunov-Koezienten `1(K
H
12) und g21 gilt aufgrund des
Nichtvorhandenseins quadratischer Terme in (B.4) der folgende Zusammenhang:
`1(K
H
12) =
1
2ω0
<e g21.
Durch Berechnung von <e g21 erhalten wir somit
`1(K
H
12) =
1
16ω30
(K13 +K31)(K21 +K31 −K23 −K32) + (K23 −K21)(K23 +K32)
−K21 −K13 −K31 +K23 + 2K32 .
(B.7)
Ist `1(K
H
12) < 0, so liegt eine superkritische Hopf-Verzweigung vor, falls hingegen
`1(K
H
12) > 0 gilt, so handelt es sich um eine subkritische Bifurkation.
C. Numerische Simulation
C.1. Numerische Berechnung der Phasen φj mit Stimulierung
des 1. Phasenoszillators
Für die Berechnung der Flüsse φ1, φ2, φ3 in den Beispielen von Abb. 3.5b, 3.8 und
3.22 wurde ein explizites Euler-Verfahren verwendet. Die Evolutionsgleichung für φ1
(also die Phase des Thalamus) wurde in den Beispielen von Abb. 3.5b und 3.8 durch
einen zusätzlichen Stimulationsterm I(t) ergänzt:
φ˙1 = ω1 − K12
n1
sin(n1φ1 − n2φ2)− K13
n1
sin(n1φ1 − n3φ3) + I(t) cos(φ1).
I(t) ist hierbei als Treppenfunktion gegeben:
I(t) =


I
n1
t ∈ [t
on
, t
o
)
0 sonst
Durch I > 0 kann hierbei die Intensität der Stimulation reguliert werden. Durch
das Intervall [t
on
, t
o
) wird dann die On- und Oset-Zeit des Stimulus festgelegt. Je
gröÿer also t
o
− t
on
und I, desto stärker ist der Einuss der Stimulation auf die
Dynamik des Systems.
Des Weiteren wurde in den hier aufgeführten Beispielen der Einfachheit halber stets
n1 = 1 vorausgesetzt.
Für die Zeitschrittweite ∆t im Euler-Iterationsverfahren wurde in allen Beipielen
∆t = 0.1 festgelegt. Die Anfangswerte niφi(0) und die Parameter I, to, ton wurden
in den einzelnen Beispiele wie folgt festgesetzt:
• Abbildung 3.5b: Anfangswerte n1φ1(0) = 3.2, n2φ2(0) = 0.2, n3φ3(0) = 0.1.
Stimulationsparameter I = 50, t
on
= 3000, t
o
= 3001
• Abbildung 3.8: Anfangswerte n1φ1(0) = 3.2, n2φ2(0) = 0.2, n3φ3(0) = 0.1.
Stimulationsparameter I = 20, t
on
= 3000, t
o
= 3001
Im Beispiel von Abbildung 3.22 (keine Stimulation) sind ferner die Anfangswerte
durch n1φ1(0) = 0, n2φ2(0) = 0.2, n3φ3(0) = 0.1 gegeben.
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C.2. Numerische Berechnung der durchschnittlichen
Frequenzen
Für die numerische Berechnung der gewichteten durchschnittlichen Frequenzen Ωi
in 2.5 (vgl. Abb. 2.14 und 2.15) sowie im Abschnitt 3.9 (vgl. Abb. 3.24a und 3.24b)
wurde ebenso zunächst ein explizites Euler-Verfahren zur Lösung des zugrunde lie-
genden Dierentialgleichungssystems (2.1) verwendet. Anschlieÿend erfolgte dann
die näherungsweise Berechnung der Frequenzen.
• Abbildung 2.14: Als Anfangswerte wurden hierbei n1φ1(0) = 2, n2φ2(0) =
0.2, n3φ3(0) = 0 festgesetzt. Als Zeitschrittweite wurde ∆t = 0.000001 gewählt,
die gewichteten Phasen niφi wurden hierbei für das Zeitintervall [0, 10] berech-
net. Als Parameterschrittweite ∆K wurde ∆K = 0.0001 bestimmt, so dass die
Euler-Iterationen für alle K = m∆K mit 0 ≤ m ≤ 10000 durchgeführt wurde.
Die gewichteten durchschnittlichen Frequenzen wurden dabei dann durch
Ωi ≈ niφi(10)
10
approximiert.
• Abbildung 2.15: Als Anfangswerte wurden hierbei n1φ1(0) = 2, n2φ2(0) =
0.2, n3φ3(0) = 0 festgesetzt. Als Zeitschrittweite wurde ∆t = 0.001 gewählt, die
gewichteten Phasen niφi wurden hierbei für das Zeitintervall [0, 100] berechnet.
Als Parameterschrittweite ∆K wurde ∆K = 0.01 bestimmt, so dass die Euler-
Iterationen für alle K = m∆K mit 0 ≤ m ≤ 100 durchgeführt wurde. Die
gewichteten durchschnittlichen Frequenzen wurden dabei dann durch
Ωi ≈ niφi(100)
100
approximiert.
• Abbildung 3.24a und 3.24b: Im Euler-Verfahren wurde die Schrittweite
∆t mit ∆t = 0.1 festgelegt. Die Lösung wurde dabei für das Zeitintervall
[0, 6000] berechnet. Als Parameterschrittweite ∆K wurde des Weiteren ∆K =
2.5/3000 = 0.00083¯ gewählt, so dass im Folgenden für alle K12 = −11 +
m∆K mit 0 ≤ m ≤ 3000 dann die durchschnittlichen Frequenzen Ωi berechnet
wurden. Als Näherungswert für Ωi wurde dabei
Ωi ≈ niφi(6000)
6000
angesetzt. Die Startwerte niφi(0) sind bei den jeweiligen Beispielen im Ab-
schnitt 3.9 angegeben.
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