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Abstract
We discuss how the kernel convolution approach can be used to accurately approximate the spatial covariance model on
a sphere using spherical distances between points. A detailed derivation of the required formulas is provided. The proposed
covariance model approximation can be used for non-stationary spatial prediction and simulation in the case when the dataset is
large and the covariance model can be estimated separately in the data subsets.
Index Terms
Interpolation on a sphere; Kernel convolution; Compact covariance; Non-stationary prediction and simulation
I. INTRODUCTION
To perform kriging on a sphere, one can use “great arc/circle” distance metrics (the shortest distance on the surface of a
sphere) to compute distances between points and the covariance model which is positive definite on a sphere. Among the valid
covariance models are spherical, stable with shape parameter α ≤ 1, and K-Bessel (same as Matern) with shape parameter
α ≤ 1
2
, see, for example, [1]. Disadvantages of this approach include the following:
• The allowed covariance models are not flexible because they change rapidly at short distances.
• These covariance models are isotropic. However, the analysis of various data has shown that an assumption of isotropy
is generally inappropriate for global data because most of the geographical data are not stationary in latitude [2].
• It is not necessarily true that the best model on the plane is also the best on the surface of a sphere and it seems important
to derive new flexible covariance models which are valid on a sphere and correspond to particular physical processes.
A covariance model with zero values when the distance between two points exceeds specified threshold value has a compact
support. Compactly supported covariance functions allow for computationally efficient sparse matrix techniques usage, which
is especially important when dealing with large datasets. [3] provides comprehensive review on the compact covariance
construction for both stationary and non-stationary models on the plane and develops non-stationary compactly supported
covariance functions for the spherical family. One advantage of the spherical model is its closed-form expression. However,
the model proposed in [3] is not flexible enough because it has a fixed shape. [4] shows how flexible compact covariance
model can be approximated numerically for further efficient use in prediction and simulation. In this paper we propose flexible
compact covariance model which describes both weak and strong spatial correlation on a sphere. If required, non-stationary
model can be constructed as shown in the conclusion section below.
Some of the issues listed above can be resolved by using the kernel-convolution approach. Taking into account that the
shortest distance on the unit sphere is the angle (in radians) between two locations on a plane passing through the sphere
center and the two points, we define the following kernel function:
k
(
h|µ, ν) = { (1− hµ)ν , if h < 1,
0, otherwise,
(1)
where µ > 0 and ν > 0 are the shape parameters and h ≥ 0 is the distance from the center of the kernel.1
On a sphere, kernel k
(
h|µ, ν) can be represented as
k
(
s|s∗, r, µ, ν
)
=
k
(
2·SphericalDistance(s,s∗)
r
∣∣∣µ, ν)√‚
k2
(
2·SphericalDistance(s′,s∗)
r
∣∣∣µ, ν) · ds′ ,
1Vertical bar symbol | separates variables from parameters.
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where s∗ is the location of the kernel center on a sphere, s is the location where kernel value is calculated,
r
2
is radius of the
kernel (in radians), SphericalDistance is the shortest distance on the surface of a sphere, see formula (3) in section II below.
The integration (
‹
) is performed on the surface of a sphere.
Kernel (1) generates the following random process on a sphere:
Y (s) =
‹
k
(
s′|s, r, µ, ν) · dW (s′),
where W
(
s′
)
is a diffusion process in three dimensions, dW
(
s′
)
is white noise, E
‹
A
dW
(
s′
) = 0, and
Var
‹
A
dW
(
s′
) = ‹
A
ds′ ∀A, where A is some integrable area on a sphere.
The relationship between the kernel and the covariance function is the following:
Cov
[
Y (s1) , Y (s2)
]
=
‹
k
(
s′|s1, r, µ, ν
) · k (s′|s2, r, µ, ν) · ds′.
Note that a kernel with radius
r
2
generates the covariance function with a range equal to r and the covariance depends only
on the angle α between points,
C
(
α|r, µ, ν) = ‹ k (s′|(1, 0, 0), r, µ, ν) · k (s′|(cos (α) , sin (α) , 0), r, µ, ν) · ds′. (2)
The covariance shape is a function of the range and parameters µ and ν in contrast to the covariance defined on the plane,
which is a function of the parameters µ and ν only. This feature of the covariance on a sphere is important for the calculations
optimization.
Unfortunately, not all kernel functions are integrable. Moreover, numerical evaluation of the positive-definite property of the
covariance is problematic because it should be done with high precision. In the case of approximate integration, there is no
guarantee that the resulting covariance model is positive definite and that the model describes the same stochastic process as
the model which is calculated exactly.
One recent attempt to find an approximate solution of the problem was made in [5]. The author of [5] assumes that the
parameters of the random field at each latitude are homogeneous and the modeling process at each latitude is isotropic. The
kernel was chosen in such a way that its convolution gives covariance with the shape similar to the Matern one (however, for
simplicity, it was assumed that the shape parameter is fixed and constant on the entire globe). It was also assumed that the
data are absolutely precise so that the nugget effect is zero. Another assumption was that the sill and range are constants at
each latitude, but they are changing smoothly between the latitudes. Then the values of the sill and range were found in one
dimension for a fixed number of latitudes and a linear smoother was used to interpolate these estimates. Finally, the convolution
of kernels was found numerically using the sets of discrete values inside the predefined ranges of each kernel parameter and
it was reported that the approximation error was less than 0.01.
However, the error of 0.01 is too large for calculation of the covariance model. Consider the Matern covariance with effective
range of 1. The graph in Figure 1 shows the proportion of effective range at which calculation of the covariance is not possible
due to the inaccuracy in the covariance matrix (when the determinant equals zero) as a function of the shape parameter. The
error of 0.01 will lead to serious problem when the samples are separated by relatively small distances. For example, when
the effective range is 100 km, the covariance values cannot be calculated for the distances between points less than ≈6 km
for typical values of the shape parameter (in fact, these critical distances will be even larger because of numerical instability
near the threshold at which the determinant equals zero). Therefore, the proposed approximation in [5] can be used only in a
very special case when the error-free data are nearly regularly sampled and the effective range of the data correlation is 10 -
20 times larger than the distance between the neighboring samples.
A model which overcomes most of the above-mentioned problems can be constructed based on the kernel-convolution
approach proposed in [6] and [7]. In particular, [6] showed that the integral can be calculated analytically for any kernel step
function on the plane. That methodology is also valid in larger dimensions.
Figure 2a shows the step functions for several kernels k
(·|µ, ν) defined in (1). The larger the number of steps, the more
accurate the approximation of the kernel. Figure 2b shows a set of calculated flexible covariance models with the range of
data correlation equal to pi, the maximum distance between points on a sphere.
Numerically calculated covariance can be fitted using one of the available algorithms. We use restricted maximum likelihood,
but other fitting algorithms, including weighted least squares, can be used as well.
2
Fig. 1. The proportion of effective range at which calculation of the covariance is not possible (axis Y) for the shape parameter of the Mattern covariance
(axis X).
In the next section, we show how the covariance can be produced by the kernel convolution with a kernel step function on
a sphere. Formulas in the next section can be generalized to allow change of the kernel size and shape.
In the conclusion section, we discuss prediction and simulation with the proposed compactly supported covariance model
on a sphere for both stationary and non-stationary data.
II. DERIVATION OF THE COVARIANCE ON A SPHERE PRODUCED BY KERNEL CONVOLUTION
In this section, we provide definitions and derivations required for calculation of the covariance on a unit sphere located at
the origin of the coordinate system. Detailed information on the spherical geometry can be found, for example, in [8]. Note
that all angles in the formulas below are in radians.
• A spherical segment is the shortest path connecting two points on the surface of a sphere. It coincides with the great arc
passing through those two points.
• A spherical distance between points (x1, y1, z1) and (x2, y2, z2) on a sphere is
SphericalDistance
(
(x1, y1, z1) , (x2, y2, z2)
)
= arccos (x1 · x2 + y1 · y2 + z1 · z2) =
= 2 arcsin
(√
(x2−x1)2+(y2−y1)2+(z2−z1)2
2
)
. (3)
This distance equals the angle between two points on a sphere from its center. The formula based on arcsin has higher
precision for small angles.2
• A spherical triangle consists of spherical segments AB, BC, and AC, where A, B, and C are points on a sphere.
• A spherical angle is an angle on the surface of a sphere between two spherical segments, see Figure 3. To distinguish
spherical angles from plane angles, the symbol ^ is used.
• A spherical right triangle is a spherical triangle where one spherical angle equals pi
2
(right angle).
Using the definitions above, several spherical geometry relationships between spherical segments and angles follows.
(I) The relationship between sides a, b, and hypotenuse c of spherical right triangle3 [8], see Figure 4, is:
cos (c) = cos (a) · cos (b). (4)
This is equivalent to
sin2
(
c
2
)
= sin2
(
a
2
)
+ sin2
(
b
2
)
− 2 sin2
(
a
2
)
· sin2
(
b
2
)
(5)
(5) has better precision than (4) for small angles.
This is equivalent to the Pythagorean theorem. Notice that (5) tends toward c2 = a2 + b2, when a, b, and c approach 0.
2Scalar product under arccos has error proportional to the maximum absolute value of the coordinates while the distance under arcsin has error proportional
to the maximum absolute difference between the coordinates. As angle approaches zero, the absolute difference between the coordinates tends to zero.
3a, b, and c are spherical segments, see definitions for spherical segment and spherical distance, between two points, in the beginning of this section.
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a)
b)
Fig. 2. Approximation of smooth kernel (1) by step function with 16 steps (a) and covariance function with range pi constructed by kernels with 64 steps
(b) for µ = 1 and ν =
1
8
,
1
4
,
1
2
, 1, 2, 4, and 8.
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Fig. 3. Spherical angle ^ABC, shown as thick red arc, between two spherical segments AB and BC.
(II) The relationship between spherical angle β, side a, and hypotenuse c of spherical right triangle [8], see Figure 4, is:
cos (β) = tan (a) · cot (c). (6)
This is equivalent to the definition of cosine for right triangles. Notice that (6) tends toward cosβ =
a
c
, when a and c
approach 0.
a
b
c
γ =
pi
2
β
α
Fig. 4. Spherical right triangle.
(III) The area of a spherical right triangle with sides a and b, see Figure 4 and [8], is:
RightTriangleArea (a, b) = 2 arctan
(
tan
(
a
2
)
· tan
(
b
2
))
. (7)
Notice that (7) tends toward area of the right triangle
a · b
2
, when a and b approach 0.
(IV) A spherical circle with radius r at point (xc, yc, zc) is a set of points on the surface of a sphere with a spherical
distance equal to r from its center.
A spherical disk with radius r at point (xc, yc, zc) contains points on the surface of a sphere with a spherical distance
less than or equal to r from its center.
5
A spherical ring is the area of the outer spherical disk excluding the inner spherical disk sharing the same center.
(V) It follows that a maximum radius of a spherical disk is pi. That spherical disk covers a sphere completely.
(VI) We ignore the edge of the spherical disk because it does not affect its area. The complement of a spherical disk
with radius r and center (xc, yc, zc) is a spherical disk with center at the opposite point on the surface of a sphere
(−xc,−yc,−zc) with radius equal to pi − r.
(VII) From (V) and (VI), it follows that a minimum radius of a spherical disk and its complement is less than or equal to
pi
2
.
(VIII) The area inside the spherical disk with radius r is
DiskArea (r) = 2pi · (1− cos (r)) = 4pi · sin2
(
r
2
)
. (8)
The area of the spherical circular sector, defined in Figure 5, with sector spherical angle α and radius r is
CircularSectorArea (α, r) = α · (1− cos (r)) = 2α · sin2
(
r
2
)
.
α
pi
2
r
b
a
Fig. 5. Spherical circular sector (see definition of planar circular sector in [9]) with spherical circular segment (see definition of planar circular segment in
[10]) area in red.
(IX) From (V) and (8), the area of a sphere is 4pi.
(X) The area of the spherical circular segment, see Figure 5, is
CircularSegmentArea (α, r, a, b) = 2
(
CircularSectorArea (α, r)− RightTriangleArea (a, b)) .
Now we have all necessary formulas for the covariance calculations. First, we define the kernel step function as
k (h) =
n∑
j=1
(
aj · δrj−1≤h∧h<rj
)
=
n∑
j=1
(
bj · δh<rj
)
, (9)
where n is the number of steps in the kernel function, aj is the value of the kernel function at step j, j = 1..n, bj = aj−aj+1,
j = 1..n− 1 and bn = an, rj is a sequence of steps, j = 0..n (0 = r0 < r1 < r2 < ... < rn ≤ pi), δθ is 1 when θ is true and
0 otherwise.
The kernel step function located at point (xc, yc, zc) is
k
(
(x, y, z) | (xc, yc, zc)
)
= k
(
SphericalDistance
(
(x, y, z) , (xc, yc, zc)
))
.
Figure 6 shows four different kernels on a sphere.
To construct the covariance function with variance equal to 1, the kernel function at any location (xc, yc, zc) must satisfy
the following constraint: ‹
k2
(
(x, y, z) | (xc, yc, zc)
) · ds = 1. (10)
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Fig. 6. Four kernel step functions located at the top of a sphere.
Equation (10) can be rewritten as
‹
k2
(
(x, y, z) | (xc, yc, zc)
) · ds = ‹ k2 (SphericalDistance ((x, y, z) , (xc, yc, zc))) · ds =
=
n∑
k=1
(
a2k ·
(
DiskArea (rk)−DiskArea (rk−1)
))
= 1.
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To satisfy (10), the coefficient aj in (9) is replaced with
aj√
n∑
k=1
(
a2k ·
(
DiskArea (rk)−DiskArea (rk−1)
))
Next step in the kernel convolution construction is calculation of the intersection area of spherical disks, for example, green
and blue spherical disks in Figure 7.
Fig. 7. Intersection of the green spherical circle with center A and radius r0 = ∠AOD and the blue spherical circle with center B and radius r1 = ∠BOD.
Spherical distance between A and B equals d. These spherical circles intersect at points D and E. DE is a spherical segment. Point C is between E and
D. O is the center of a sphere.
If a spherical disk is larger than
pi
2
, its complement will be used instead (see (VI) and (VII)).
When r0 >
pi
2
,
IntersectionArea (r0, r1, d) = DiskArea (r1)− IntersectionArea (pi − r0, r1, pi − d). (11)
When r1 >
pi
2
,
IntersectionArea (r0, r1, d) = DiskArea (r0)− IntersectionArea (r0, pi − r1, pi − d). (12)
If both spherical radii are larger than
pi
2
, then, from (11), (12), and (IX),
IntersectionArea (r0, r1, d) = DiskArea (r0) + DiskArea (r1)− 4pi + IntersectionArea (pi − r0, pi − r1, d).
Therefore, it is sufficient to calculate the intersection area for spherical disks with radii less than or equal to
pi
2
.
If r0 + r1 ≤ d, then the intersection area is equal to zero. If r1 ≤ r0 − d, then the blue spherical disk in Figure 7 is inside
the green spherical disk and the intersection area is equal to the area of the blue spherical disk. If r0 ≤ r1 − d, then the
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green spherical disk is inside the blue spherical disk and the intersection area is equal to the area of the green spherical disk.
Otherwise, they intersect each other. In that last case, we need to find the following angles: ∠AOC, ∠BOC, ∠COD, ^CAD,
^CBD, ^ADC, and ^BDC. These angles are calculated as follows:
∠AOC = d
2
+ x , ∠BOC = d
2
− x ,
where
x = arctan
cot(d
2
)
· sin
2
(
r0
2
)− sin2 ( r12 )
1−
(
sin2
(
r0
2
)
+ sin2
(
r1
2
))
. (13)
Because r0 and r1 can be close to
pi
2
, care has to be taken when evaluating
sin2
(
r0
2
)
− sin2
(
r1
2
)
1−
(
sin2
(
r0
2
)
+ sin2
(
r1
2
)) . When both
radii equals
pi
2
, any value between −1 and 1 can be used.
This is equivalent to the problem of finding the intersection of disks on the plane. Notice that (13) tends toward x =
r20 − r21
2d
,
when r0, r1, and d approach 0.
Since ^ACD, ^ACE, ^BCD, and ^BCE are spherical right angles, it follows from (I) that ∠COD can be calculated
using one of the following formulas:
∠COD = 2arcsin
√√√√√√√
sin2
(
r0
2
)
− sin2
(
∠AOC
2
)
1− 2 sin2
(
∠AOC
2
) or ∠COD = 2arcsin
√√√√√√√
sin2
(
r1
2
)
− sin2
(
∠BOC
2
)
1− 2 sin2
(
∠BOC
2
) .
In the formulas above, the denominator under the square root can be close to zero. Therefore, to avoid numerical instability,
the equation with the largest denominator should be used. Note that ∠COD is always less than or equal to the minimum of
r0 and r1.
Using expression (II), ^CAD and ^CBD can be calculated as
^CAD =arccos
(
cot (r0) · tan (∠AOC)
)
,
^CBD =arccos
(
cot (r1) · tan (∠BOC)
)
.
Next, the intersection area of spherical disks is calculated using (X) as
IntersectionArea (r0, r1, d) =
= CircularSegmentArea (^CAD, r0,∠COD,∠AOC) + CircularSegmentArea (^CBD, r1,∠COD,∠BOC). (14)
There are two cases when centers of the spherical circles A and B are located on both sides of ECD and when A and B
are on the same side. Formula (14) is correct for both cases. Note that in the case when both centers of the spherical circles
A and B are located on the same side of ECD, the sign of the area of one of the spherical triangles is negative.
In anisotropic case, to avoid solving a problem of finding intersection of two ellipses on a sphere, the ellipses can be
approximated using four spherical arcs as described in [11].
Finally, the covariance between two locations separated by the spherical distance d is produced by convolution of two
kernels. Using (9) and (14), the covariance between locations (x1, y1, z1) and (x2, y2, z2) on a sphere, with spherical distance
between points (x1, y1, z1) and (x2, y2, z2) equal to d, is
C (d) =
‹
k
(
(x, y, z) | (x1, y1, z1)
) · k ((x, y, z) | (x2, y2, z2)) · ds = n∑
j1=1
n∑
j2=1
(
bj1 · bj2 · IntersectionArea
(
rj1 , rj2 , d
))
=
=
n∑
j=1
(
b2j · IntersectionArea
(
rj , rj , d
))
+ 2 ·
n∑
j1=1
j1−1∑
j2=1
(
bj1 · bj2 · IntersectionArea
(
rj1 , rj2 , d
))
.
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III. CONCLUSION
One way to construct a valid covariance model in n-dimensional space is by performing kernel-convolution proposed in
[6] and [7]. However, that methodology is not applicable for the data collected on a sphere because there is no regular grid
with sufficient number of nodes for applying the fast Fourier transform algorithm as in [12]. Therefore, we define a kernel
function as a set of rings and use these rings instead of rectangles as in [6] and [7]. For each ring, the kernel function has
constant value. Our methodology extends the applicability of the kernel-convolution approach from n-dimensional space to the
n-dimensional sphere.
When the kernel function is represented by a series of rectangles, the resultant covariance function is piece-wise bilinear
and anisotropic. On the other hand, when the kernel function is constructed using rings, the resultant covariance function is
isotropic, which allows for precalculation of the covariance model for further efficient use for the data fitting, predictions, and
simulations.
The algorithm for prediction and simulation with compactly supported covariance on a sphere proposed in this paper can
be the following:
1) Choose a set of kernels with fixed bandwidth.
2) Approximate these kernels using a step function.
3) Approximate the corresponding covariance model by piecewise polynomials and save the tabulated values of the covariance.
4) For prediction, fit the tabulated covariance, then find the corresponding kernel and perform kernel-convolutions kriging
or use the covariance models merging as in [13].
5) For simulations, approximate kernels at the required locations as in [4], generate unconditional simulation using, for
example, the approach from [14], and produce conditional simulation using the relationship between the kernels and
covariance functions (2).
In practice, spatial data variation is changing from place to place and, in the case of interpolation of large datasets, it is
advantageous to divide the data into subset, estimate the covariance model in that subsets and then use one of the available
approaches for merging the models, as discussed, for example, in [13] for predictions and in [4] for simulations.
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