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Abstract
Accurate quantification of anatomical and pathological structures in the eye is cru-
cial for the study and diagnosis of potentially blinding diseases. Earlier and faster
detection of ophthalmic imaging biomarkers also leads to optimal treatment and im-
proved vision recovery. While modern optical imaging technologies such as optical
coherence tomography (OCT) and adaptive optics (AO) have facilitated in vivo vi-
sualization of the eye at the cellular scale, the massive influx of data generated by
these systems is often too large to be fully analyzed by ophthalmic experts without
extensive time or resources. Furthermore, manual evaluation of images is inherently
subjective and prone to human error.
This dissertation describes the development and validation of a framework called
graph theory and dynamic programming (GTDP) to automatically detect and quan-
tify ophthalmic imaging biomarkers. The GTDP framework was validated as an
accurate technique for segmenting retinal layers on OCT images. The framework
was then extended through the development of the quasi-polar transform to segment
closed-contour structures including photoreceptors on AO scanning laser ophthal-
moscopy images and retinal pigment epithelial cells on confocal microscopy images.
The GTDP framework was next applied in a clinical setting with pathologic
images that are often lower in quality. Algorithms were developed to delineate
morphological structures on OCT indicative of diseases such as age-related mac-
ular degeneration (AMD) and diabetic macular edema (DME). The AMD algorithm
iv
was shown to be robust to poor image quality and was capable of segmenting both
drusen and geographic atrophy. To account for the complex manifestations of DME,
a novel kernel regression-based classification framework was developed to identify
retinal layers and fluid-filled regions as a guide for GTDP segmentation.
The development of fast and accurate segmentation algorithms based on the
GTDP framework has significantly reduced the time and resources necessary to con-
duct large-scale, multi-center clinical trials. This is one step closer towards the
long-term goal of improving vision outcomes for ocular disease patients through per-
sonalized therapy.
v
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1Introduction
1.1 Ophthalmic Imaging and Biomarkers
The retina plays an especially important role in vision, as it is responsible for the
capture and transmission of light from the outside world to the brain [1]. It is
structurally layered in morphology, and abnormal retinal layer thicknesses are often
indicative of ocular diseases such as age-related macular degeneration (AMD) and
diabetic macular edema (DME) [2]. As a result, early and accurate detection of
such ocular imaging biomarkers can lead to optimal treatment and improved vision
recovery [3].
Until recently, retinal layer thickness information was unavailable to ophthal-
mologists since the gold standards for in vivo imaging of the eye were color fundus
photography and fluorescein angiography [4]. Both imaging modalities only provide
a two-dimensional (2D) en face view of the eye, making it difficult for clinicians to ac-
curately assess disease severity. With the development of novel imaging technologies
such as optical coherence tomography (OCT), ophthalmologists are now able to cap-
ture three-dimensional (3D) in vivo images of the eye at micron-scale resolutions [5].
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In particular, spectral domain OCT (SD-OCT) is a Fourier domain OCT acquisition
method whose higher speed, resolution, and signal-to-noise ratio (SNR) compared
to the original time domain OCT system has allowed for a more widespread and
detailed monitoring of retinal and corneal layer thicknesses [6, 7].
In addition to layer thickness measurements, there are also many useful imaging
biomarkers in the form of closed-contour shapes. For example, retinal cysts on
OCT often appear ellipsoidal [8, 9], and retinal pigment epithelial (RPE) cells on
confocal fluorescence microscopy images are hexagonal [10]. Adaptive optics (AO) is
a technology whose recent integration into ophthalmic imaging systems has enabled
in vivo visualization of individual human photoreceptors [11–25]. These structures
appear circular on AO scanning laser ophthalmoscope (AOSLO) images, and with the
level of resolution gains achieved by AO optical systems, researchers have begun to
individually track photoreceptors since their characteristics can provide considerable
insight into the pathological state of the eye for many retinal diseases including
rod-cone dystrophy [26–39].
1.2 Clinical and Research Need for Automated Segmentation
As ophthalmic imaging technologies advance, the amount of data generated by these
systems is often too large to be fully analyzed by experts without extensive time
or resources. For example, 3D OCT imaging of the eye is achieved by capturing
a raster scan of depth-resolved data (A-scans) to build a 2D cross-sectional image
(B-scan); a series of adjacent B-scans are then acquired to generate a 3D volume
(Figure 1.1). In clinical studies, a single volumetric retinal SD-OCT acquisition of
an eye can be around 512 pixels ˆ 1000 A-scans ˆ 100 B-scans in size, where the
number of B-scans varies based on the desired trade-off between individual B-scan
resolution versus scan density.
To then quantitatively analyze specific OCT retinal layer thicknesses, an expert
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Figure 1.1: Dimensions of an OCT volume.
must manually mark every layer boundary on each B-scan (Figure 1.2). Moreover,
the inherent subjectivity associated with manual marking leads to intra-subject and
inter-subject variability. By developing robust segmentation algorithms to automat-
ically delineate these layers boundaries, clinicians may be able to earlier detect and
thus improve the vision outcomes of patients with ocular diseases.
While some commercial OCT systems are equipped with automated segmentation
algorithms, they are mainly targeted at measuring the thickness of the total retina
(TR) [42]. However, since clinicians need to assess individual layers for layer-specific
diseases such as AMD or DME, measurements often need to be obtained manually or
semi-automatically. Furthermore, segmentation errors are common in the presence
of image artifacts or pathology, thus careful review is necessary to correct for such
errors [43]. As a result, considerable work has been done in the past decade to
automate the segmentation of ocular layered structures.
Prior to the framework developed in this dissertation, only a handful of algo-
rithms had been developed to segment ocular layers on OCT [44–55]. Column-wise
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Figure 1.2: Manual segmentation of retinal layer boundaries on an SD-OCT B-
scan of the retina centered at the macula. Left: Target retinal layers. Right: Target
retinal layer boundaries. Note that the inner segment ellipsoid (ISE) was previously
called the inner segment / outer segment (IS/OS) junction, however correlations of
OCT to histology suggest that the hyper-reflective band is instead the ISE [40, 41].
intensity profiling was used to distinguish layer boundaries in a one-dimensional (1D)
fashion, where Ishikawa et al. additionally implemented mean filtering techniques
for de-speckling [44] and Ferna´ndez et al. proposed a combined structure tensor and
complex diffusion filtering methodology for image denoising. Active contours were
another method explored by Yazdanpanah et al. for layer segmentation of rodent
images [50] and by Farsiu et al. for the segmentation of drusen [47]. Mishra et
al. then extended the traditional active contour with a two-step kernel-based opti-
mization scheme [54]. Finally, Haeker et al. and Garvin et al. utilized graph cuts
to segment radial scans of the retina in a 3D fashion [46, 48, 53], while Lee et al.
applied multi-scale 3D graph cuts to segment the optic nerve head [55]. In just the
past few years since these works, many new algorithms have been developed to seg-
ment retinal [42, 56–73], choroidal [74–83], optic nerve [84], and corneal [85, 86] layer
boundaries with now an emphasis on quantifying various disease states or validating
repeatability and reproducibility metrics.
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In comparison to layered structures, the quantification of closed-contour features
is even more challenging since imaging systems are not equipped with the image
analysis software necessary to evaluate these types of biomarkers. Furthermore, un-
like retinal layers which have only a limited number of boundaries, closed-contour
structures such as photoreceptors and RPE cells are seen hundreds of times within
a single image. Manual analysis of such features is insurmountable for large-scale
studies, thus hindering researchers from efficiently analyzing the data necessary to
fully understand the pathogenesis behind many ocular diseases. As a result, al-
gorithms have been developed in recent years to identify retinal features including
fluid, detachments, and macular holes on OCT [87–96], AMD markers on fundus
photographs [97–99] and OCT [47], vessel lumens [100], photoreceptors on AO im-
ages [22, 25, 87, 101–105], and corneal cells [106–110].
This dissertation presents a conceptually simple segmentation approach that is
adaptable across many applications and capable of achieving accurate results. This
novel method, called graph theory and dynamic programming (GTDP), leverages
graph theory and shortest path algorithms to effectively segment both layer and
closed-contour boundaries [56, 87].
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2Graph Theory and Dynamic Programming
Framework
2.1 GTDP for Layer Segmentation
The segmentation of layered structures such as the retina on OCT is crucial for
the diagnosis and study of ocular diseases. We therefore developed a generalized
framework for segmenting layered structures called graph theory and dynamic pro-
gramming, or GTDP [56]. Figure 2.1 outlines the core steps in our layer segmentation
algorithm, and the steps are detailed in the following subsections. Applications of
the GTDP layer segmentation framework can be found in Chapters 3, 5, 7, and 9.
Figure 2.1: Flowchart of the GTDP framework for layer segmentation.
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2.1.1 Graph representation and weight calculation
We represent each image (e.g. an OCT B-scan) as a graph of nodes, where each node
corresponds to an image pixel and links connecting the nodes are called edges [111].
A set of connected edges then form a pathway to travel across the graph. Weights
can be assigned to individual edges to create path preferences, and edge directions
can limit path mobility. To travel across the graph from a start node to an end node,
the preferred path is the route in which the total weight sum is at a minimum. This
resulting path is the boundary which delineates one region from another. For our
problem, boundaries between retinal layers correspond to the preferred paths on an
OCT B-scan.
Figure 2.2A shows an example graph containing three connected nodes. Illus-
trated in Figure 2.2 is Node 1’s preference for Node 3 due to its lower edge weight
compared to Node 2. Furthermore, the arrow indicates path directionality, prevent-
ing travel from Node 3 to Node 1. Once appropriate weights are assigned to the
edges, an adjacency matrix [111] is generated specifying the edge weight for every
node pair permutation (Figure 2.2B). Computationally efficient techniques such as
Dijkstra’s algorithm [112] can then be used to find the shortest path from a given
start to end node (See Section 2.1.4). For Dijkstra’s algorithm, weights must be
non-negative and a weight of zero indicates an unconnected node pair.
For an image I P RMˆN (M rows by N columns in size) containing features
with relatively smooth transitions between neighboring pixels, we link each node to
its eight nearest neighbors (a connectivity of n “ 8). We keep all other node pairs
disconnected, resulting in a sparse adjacency matrix tA P RMNˆMN | A ě 0u with
MNn filled entries for a directed graph, or MNn{2 entries for an undirected graph
since A is then symmetric and either the upper or lower triangle can be ignored.
To then accurately segment a graph, the key is to assign the appropriate edge
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Figure 2.2: (A) A directional graph with three connected nodes, and (B) the
adjacency matrix corresponding to A specifying edge weights.
weights. Common metrics for varying weight values include functions of distances
between pixels or differences between intensity values [113]. As long as the feature
to be segmented has characteristics unique to its surroundings, low weights can be
assigned to the borders of that feature to distinguish it from the rest of the image.
2.1.2 Automatic endpoint initialization
Finding the shortest path of a layered structure on a graph requires knowledge of
the layer’s start and end nodes. While estimation of these endpoints is possible, the
process is further complicated when the graph contains many layered structures (e.g.
the retina). In this section, we present two automatic initialization methods that
bypass the need for manual or ad hoc endpoint selection.
For the first initialization method, we generate a graph that maintains the Carte-
sian coordinate system. The first step is to add an additional column to either side
of the image with arbitrary intensity values. Since minimum-weighted paths are pre-
ferred, the vertical edge weights in these added columns are set to a minimum value
(ωmin), thus negating the arbitrarily assigned intensities. Note that ωmin should be
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significantly smaller than any of the non-zero weights in the adjacency matrix of the
original graph. In doing so, the nodes in the newly added columns maintain their
connectivity, and the path is able to traverse in the vertical direction of these columns
with minimal resistance. This allows for the start and end nodes to be assigned arbi-
trarily within the newly added columns, since the path will travel freely along these
columns prior to moving across the image in the minimum-weighted path. Once the
image is segmented, the two additional columns can be removed, leaving an accurate
segmentation without endpoint initialization error.
Figure 2.3A is an example image segmented using the first automatic initialization
technique. Two vertical columns are added to either side of the image with arbitrary
values (here, the maximum intensity) and minimal undirected vertical edge weights
(Figure 2.3B, blue). The start and end nodes are then initialized to the top left and
bottom right corners, respectively (Figure 2.3A, purple). In this example, the edges
are assigned weights as a function of pixel intensity, where darker pixels result in a
lower weight. The pink line represents the resulting segmentation using Dijkstra’s
algorithm. The newly added columns can then be removed, showing an accurate
segmentation despite arbitrary endpoint assignments.
The second automatic method for initialization is shown in Figure 2.3C-D and
involves the addition of a single start and end node on either side of the image instead
of two full columns. Directed edges (or undirected, as the result will not differ) with
weights ωstart and ωend are then used to connect the start and end nodes to each
pixel on the leftmost and rightmost columns of the image, respectively. Since this
method no longer conforms to the Cartesian grid and the “distance” from the added
node to every pixel in the column is effectively equal, the values for ωstart and ωend
may be set arbitrarily. While this initialization method no longer has a 1:1 mapping
between every pixel and node, it is simpler and slightly faster as it requires fewer
nodes. Other than these difference, the edge weights and directions within the valid
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Figure 2.3: Two methods for automatic endpoint initialization and their resulting
segmentations (pink). (A) Cartesian method where additional columns are added to
either side of the image with minimal undirected vertical edge weights, and (B) an
example graph of A. (C) Single node method where a node is added to either side of
the graph with the same weight for every edge extending from the node, and (D) an
example graph of C.
image region are equivalent (Figures 2.3B,D, black).
2.1.3 Search Region Limitation
If a graph contains extraneous structures that are similar to the feature of interest,
then the incorrect feature may accidentally be segmented (e.g. the IPL and OPL
layers of the retina are of similar intensity and location). To prevent the algorithm
from erroneously segmenting these structures in place of the target feature, it is
helpful to limit the graph to a valid search space that excludes any undesired features.
This may be achieved by setting the weights of all edges within the invalid regions to
zero. For example, if the IPL/INL layer boundary is already accurately segmented,
then we can set the weights for all edges above the IPL/INL to zero when searching
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for the OPL/ONL layer boundary. In practice, determining regions which are invalid
can be complex and often relies on prior knowledge about the image and its features.
2.1.4 Finding the Minimum-Weighted Path
Given a graph with computed edge weights (Figure 2.2B), the graph can be seg-
mented by solving the shortest path problem. In this dissertation, we utilize Dijk-
stra’s algorithm [112] to find the minimum-weighted path, as its dynamic program-
ming method makes it one of the fastest algorithms for finding the global minimum
of an arbitrary directed graph with non-negative weights [114].
However, other optimization algorithms which utilize graph theory (e.g. the
Bellman-Ford algorithm [115] or the max-flow min-cut technique [116]) may also be
suitable for image segmentation. Selection of the appropriate algorithm is determined
on a case by case basis. The benefits and drawbacks of each method are discussed
in literature [115–119].
2.1.5 Segmenting Subsequent Structures
Once the first layer boundary is segmented on the image, other layer boundaries can
be found iteratively by limiting the search space based on previous segmentations.
Provided that the weights remain unchanged, the resulting effect is an iterative
method in which layer boundaries are segmented by order of prominence. Alter-
natively, new weighting schemes may be used in subsequent iterations in order to
segment different structure types.
2.2 GTDP for Closed-Contour Segmentation
Transformation of images into the polar domain has proven to be an effective tool
within the medical community for segmenting circular biological structures [120–123].
This is due to the observation that circles in the Cartesian domain are represented
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Figure 2.4: Flowchart of the GTDP framework for closed-contour segmentation.
as lines in the polar domain. Using this transform, the mathematical operations
and manipulations required to segment the image are greatly simplified since these
operations no longer need to be performed radially. However, for non-circular closed-
contour structures, the polar transform is no longer adequate since oblong or convo-
luted features deviate from a flat path.
While algorithms have been developed to segment ophthalmic closed-contour
structures [22, 25, 47, 87–110], many of the algorithms were developed for spe-
cific ophthalmic applications rather than as a general framework applicable to any
closed-contour feature. Some algorithms, while generalizable, are computationally
expensive or mathematically complex. Furthermore, in some cases such as with
photoreceptor or corneal cell identification, cell counts or densities were achieved
but the actual structure size and shape were not necessarily determined [22, 102–
106, 108, 110].
This section presents an extension of our GTDP layer segmentation framework
using what we call the quasi-polar transform to segment arbitrarily shaped closed-
contour features [87]. The core steps are outlined in Figure 2.4 and detailed in
the following subsections. Applications of the GTDP closed-contour segmentation
framework can be found in Chapters 4 and 6.
2.2.1 Pilot Structure Estimation
The first step is to obtain pilot estimates of all closed-contour structures to segment.
These estimates should contain information about both the location and shape of the
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structures to segment. Feature localization prevents the algorithm from confusing
the target structure with similarly-shaped features, while shape estimation results in
a more accurate quasi-polar transform, as will be discussed in Section 2.2.2.
Given a grayscale image Ifullc P RMˆN in the Cartesian domain and pixel z “ ri, js
specifying the ith row and jth column on the image, the pilot estimates can be
represented as a binary image Bfullc , where
Bfullc rzs “
#
1, if z P pilot estimate
0, otherwise
, @ z. (2.1)
Many basic techniques such as thresholding, contours, and local minima, or other
methods such as the multi-scale generalized likelihood ratio test [124] can be used to
obtain these estimates. To isolate a single closed-contour structure, Ifullc and B
full
c
can be cropped to smaller image blocks Ic and Bc, both P RFˆG where F ďM and
G ď N .
2.2.2 Quasi-Polar Transform
This section explains the quasi-polar transform in depth. In its simplest form, the
quasi-polar transform can be described by a polar transform followed by a flattening
step. Figure 2.5 shows an illustration where a circle, an oval, and an arbitrary
shape in the Cartesian domain (Figures 2.5A-C) are transformed into the polar
domain (Figures 2.5D-F). Information about the shape of the structure is then used
to flatten the structure into a flat layer in the quasi-polar domain (Figure 2.5G).
Once transformed into the quasi-polar domain, the structure can be segmented as a
layer using the GTDP technique.
It can also be observed from Figure 2.5 that a simple polar transform is sufficient
to map closed-contour shapes into layered structures. Motivation for a further trans-
formation into the quasi-polar domain stems from the tendency for shorter geometric
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Figure 2.5: Schematic of the quasi-polar transform. (A-C) A circle, oval, and
arbitrary shape in the Cartesian domain. (D-F) Transformation of A-C into the
polar domain based on their centroids (pink asterisks in A-C). Note that the centroid
in the Cartesian domain becomes a line (pink) in the polar domain. (G) Flattening
of D-F in the polar domain into a flat layer in the quasi-polar domain. The result is
a transformation of an arbitrary closed-contour shape in the Cartesian domain into
a flat layer in the quasi-polar domain.
paths to be found when using the GTDP technique, especially in low SNR imaging
scenarios. This is because fewer traversed nodes often yields a lower total weight,
so the total cost to traverse along the boundary of an oblong feature in the polar
domain may exceed that of a shorter geometric path. Furthermore, the likelihood
of this occurring increases for images of lower quality since boundaries are even less
apparent. By performing an extra flattening step, the path of the oblong structure
reflects the shortest geometric distance.
The quasi-polar transform can be implemented using the following three steps:
1. Map pixels from the Cartesian domain into the polar domain based on their
distance and angle from a reference pixel and axis, respectively. The reference
pixel zref is any pixel whereBcrzref s “ 1; however ideally zref lies at the center
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of the closed-contour feature to facilitate its flatness in the polar domain. A
good choice for zref is therefore the centroid of the pilot estimate, where
zref “ riref , jref s “ 1
K
Kÿ
k“1
zk, (2.2)
for the set of K pixels satisfying Bcrzks “ 1. Example binary images (Bc) are
shown in Figure 2.5A-C with zref is marked as a pink asterisk.
Next, generate the polar-transformed binary images Bp (Figures 2.5D-F)
and Ip P RRˆΘ following
Bprr, θs “ Bcri, js
i “ tr ¨ sin θ ` iref s
j “ tr ¨ cos θ ` jref s,
(2.3)
where the j-axis is the reference axis and the same transformation is applied to
map Ic Ñ Ip. In Equation (2.3), Bprr, θs denotes the pixel in Bc with a radius
r and angle θ from the reference pixel and axis, respectively. The step sizes and
ranges for the r and θ axes may be defined based on the application. Note that
since Bc and Ic are rectangular, there will likely be rr, θs combinations which
are non-existent in the Cartesian domain. In these cases, the values can be left
as undefined or the search space can be limited to excluded these regions.
2. Find a discrete function r “ fprθs tfprθs P Z | 1 ď fprθs ď Ru that best
estimates the boundary between the background and the pilot estimate in Bp.
This can be achieved by taking the vertical gradient of the image or by using
the GTDP layer segmentation technique described in Section 2.1 with weights
determined by the vertical gradient of Bp.
3. Generate the quasi-polar images Bq (Figure 2.5G) and Iq P RRˆΘ where for
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all columns tbpkuΘk“1 in Bp, the kth column bqk in Bq is determined by
bqk “ Ck ¨ bpk
Ckri, js “
$’&’%1, if i “
[
1
Θ
Θÿ
θ“1
fprθs
W
´ fprks ` j
0, otherwise
, P RRˆR.
(2.4)
Use the exact transformation mapping Bp Ñ Bq to then transform Ip into its
quasi-polar equivalent, Iq. Since this step flattens the pilot estimate instead of
the structure itself, in general the structure is not perfectly flat in Iq. This also
implies that a pilot estimate shape closer to the actual structure shape results
in a flatter layered structure in the quasi-polar domain.
2.2.3 Layer Segmentation Using GTDP
Once the image is transformed into the quasi-polar domain, Iq can be segmented
using the automatic GTDP layer segmentation algorithm described in Section 2.1
with the graph and edge weights generated based on Iq instead of Ic.
2.2.4 Inverse Quasi-Polar Transform
After segmenting the structure in the quasi-polar domain, the shortest path r1 “ fqrθs
is transformed back into the Cartesian domain using the following three steps:
1. Create an image Sq P RRˆΘ of the segmentation r1 “ fqrθs in the quasi-polar
domain where
Sqrr1, θs “
#
1, if r1 “ fqrθs
0, otherwise
, @ r1, θ. (2.5)
2. Apply the inverse of the flattening step described in Equation (2.4) to transform
Sq into Sp P RRˆΘ in the polar domain. In other words, for all columns tsqkuΘk“1
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in Sq, the k
th column spk in Sp is determined by
spk “ Cinvk ¨ sqk
Cinvk ri, js “
$’&’%1, if i “ fprks ´
[
1
Θ
Θÿ
θ“1
fprθs
W
` j
0, otherwise
, P RRˆR.
(2.6)
3. Perform the inverse of the polar transform described in Equation (2.3) to gen-
erate an image Sc P RFˆG of the segmentation in the Cartesian domain where
Scri, js “ Sprr, θs.
2.2.5 Segmenting Subsequent Structures
Subsequent structures can be segmented by repeating the steps in Sections 2.2.2
to 2.2.4 for every cropped image block Ic. This can be achieved by sequential seg-
mentation of individual features, or by parallelizing the segmentation of individual
image blocks. While parallel processing is computationally faster, sequential seg-
mentation allows for search region limitation (Section 2.1.3) based on previously
segmented structures.
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3Segmentation of OCT Retinal Layers
3.1 Motivation
Accurate detection of anatomical and pathological structures in SD-OCT images is
important for the diagnosis and study of ocular diseases. Until recently, ophthalmic
studies obtained quantitative data by manually segmenting the features of interest.
Manual segmentation is not only demanding for expert graders, but is also extremely
time-consuming for clinical use and for large scale, multi-center trials. Furthermore,
the inherent variability between graders yields subjective results.
3.2 GTDP Retinal Layer Segmentation Algorithm
We developed an algorithm to automatically segment eight retinal layer boundaries
on unaveraged macular SD-OCT images of normal eyes and validated the algorithm
for accuracy and reproducibility [56]. We based the algorithm on the GTDP layer seg-
mentation framework described in Section 2.1 with the assumption that the B-scans
were located in the macular region without the optic nerve head present. Further
information about the image sizes and resolutions can be found in Section 3.3.
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Figure 3.1: Outline for segmenting eight retinal layer boundaries on SD-OCT
images of normal retina.
19
Figure 3.2: Retinal flattening. (A) The original retinal SD-OCT image, and (B)
the image after flattening the retina.
Figure 3.1 shows an outline of the algorithm, and the following subsections discuss
each of the outlined steps in detail. While this section describes the methods for
one possible implementation, newer techniques (see Section 8.3) may be utilized to
improve segmentation results.
3.2.1 Flattening the Retina
Since the GTDP framework segments layer boundaries by computing the minimum-
weighted path from a start node to an end node, inherent in this method is the
tendency for the shortest geometric path to be found since fewer traversed nodes
results in a lower total weight. As a result, features with strong curvatures or other
irregularities are disadvantaged since their paths do not reflect the shortest geometric
distance. A natural solution is to therefore transform the image such that the desired
path is shortened.
To account for the natural retinal curvature seen in SD-OCT images, we flatten
the retina to avoid inaccurate shortcuts across the layers when segmenting. Fig-
ure 3.2 demonstrates retinal flattening, where Figure 3.2B is the flattened version of
the original image shown in Figure 3.2A. The retina is flattened by using an esti-
mate of the RPE as a guideline. Since the RPE is one of the most hyper-reflective
layers on SD-OCT images, we estimate the RPE by Gaussian-filtering the image and
tentatively assigning the RPE as the brightest pixel in each column. We then locate
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Figure 3.3: Vertical gradient images used to calculate edge weights. (A) A dark-
to-light gradient image for segmenting a darker layer above a lighter layer, and (B)
a light-to-dark gradient image for segmenting a lighter layer above a darker layer.
outliers (often associated with the nerve fiber layer (NFL)) by searching for disconti-
nuities greater than 161.5 µm in the RPE estimate. These outliers are removed from
the RPE estimate along with pixels lying in columns with a significantly lower SNR.
We fit a second order polynomial to the remaining valid RPE points, and shift each
column up or down such that the RPE points lie on a flat line (see Equation (2.4)).
Regions on the newly flattened image that are outside the original field-of-view are
extrapolated from the mirror image of the valid pixels. This avoids border artifacts
when later filtering the image.
3.2.2 Weight Calculation
Graph weights in literature [113] often include two terms representing the geometric
distance and intensity difference between graph nodes. In SD-OCT images, reti-
nal layers are primarily horizontal structures distinguishable by a dark-to-light or
light-to-dark change in pixel intensity in the vertical direction [53]. Complementary
gradient images GDL and GLD (Figure 3.3) can therefore be generated to highlight
these boundaries following
GDL “ I ˚
„
1
´1

, GLD “ I ˚
„´1
1

. (3.1)
To segment the dark-to-light retinal boundaries including the inner limiting mem-
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brane (ILM), inner nuclear layer (INL) / outer plexiform layer (OPL), inner segment
myeloid (ISM) / ISE, and OS/RPE, as well as the light-to-dark boundaries includ-
ing the NFL / ganglion cell layer (GCL), inner plexiform layer (IPL) / INL, OPL /
outer nuclear layer (ONL), and Bruch’s Membrane (BM), we create two undirected
adjacency matrices with the following weights, respectively, following
ωab “ LinNorm
`´gDLa ´ gDLb , 0, 1˘` ωmin (3.2)
ωab “ LinNorm
`´gLDa ´ gLDb , 0, 1˘` ωmin, (3.3)
where ωab is the weight of the edge connecting nodes a and b, g
DL
n and g
LD
n are the
values ofGDL andGLD at node n, ωmin is the minimal non-zero weight set to 1ˆ10´5
in our implementation, and LinNormpx, α, βq denotes a linear normalization of the
values in x to range from α to β where
xˆ “ LinNormpx, α, βq “
ˆ
x´minpxq
maxpxq ´minpxq
˙
pβ ´ αq ` α. (3.4)
Finally, for automatic endpoint initialization as discussed in Section 2.1.2, the
end columns are duplicated and added to either side of the image with vertical edge
weights equal to ωmin.
3.2.3 ILM and ISM/ISE Segmentation
We implement the segmentation of multiple layers in an iterative process, where layer
boundaries are segmented by order of prominence. The ILM and ISM/ISE are the
two most prominent layer boundaries in an SD-OCT retinal image due to their high
contrast in pixel intensity. Using the dark-to-light weights in Equation (3.2) and
Dijkstra’s algorithm, we find the shortest path with start and end points initialized
to the upper left and bottom right nodes on the graph. Due to the prominence of
the ILM and ISM/ISE, the resulting segmentation corresponds to one of the two
boundaries.
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Figure 3.4: GTDP segmentation of the ILM and ISM/ISE using Dijkstra’s algo-
rithm, automatic endpoint initialization, and search region limitation. (A) Segmen-
tation of the ILM using automatic endpoint initialization, and (B) the pilot ISM/ISE
segmented with a limited search region.
To determine which boundary was segmented, we inspect the region above the
segmented path. Since the ILM is the inner-most boundary of the retina on an
OCT image, there is little hyper-reflectivity above it. In contrast, the inner retinal
layers sit above the ISM/ISE which exhibit hyper-reflectivity. In order to determine
whether hyper-reflectivity is present, we first filter the image with a Gaussian kernel
and threshold the smoothed image using Otsu’s method [125] to generate a binary
mask. This step isolates the NFL-OPL and ISE-RPE regions. The fraction of bright
pixels in the region above the segmentation is then calculated using the binary image.
If the fraction exceeds 0.025, then we conclude that the segmented layer boundary is
the ISM/ISE due to the presence of hyper-reflective layers. Otherwise, we conclude
that the ILM was segmented.
If the ISM/ISE was first segmented, we then limit the search region as described
in Section 2.1.3 to the region 64.6 µm above the segmented line to subsequently
segment the ILM. If the ILM was segmented first, then the search space is limited
to the region 129.2 µm below the boundary to segment the ISM/ISE. Consequently,
the algorithm successfully segments the two most prominent layer boundaries.
Figure 3.4A shows the image from Figure 3.2B where the ILM is first segmented
given a search space of the entire image. The search region is then limited to the
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Figure 3.5: (A) A flattened retinal SD-OCT image, and (B) the contrast-enhanced
image.
space shown in Figure 3.4B, resulting in the segmented ISM/ISE boundary. This
example also shows the result of using the first automatic endpoint initialization
method from Section 2.1.2. Lastly, note that the pilot ISM/ISE detected at this
stage may be inaccurate due to confusion with the OS/RPE boundary. Such errors
are corrected in Section 3.2.8.
3.2.4 Search Region Limitation using Connectivity-Based Segmentation
While the ILM and ISM/ISE are easily identifiable due to the prominent change in
hyper-reflectivity, the remaining layer boundaries are not as distinct. To accurately
segment these remaining layers, we introduce a method for defining a valid and
narrow search region that isolates the layer boundaries of interest. Our method is
implemented in two steps. We first develop pilot estimates of hyper-reflective pixel
clusters using a column-wise intensity profiling technique. We then connect and
modify clusters associated with a particular layer in what we call the connectivity-
based step. We exploit the resulting layer estimations to limit search regions in
Sections 3.2.6 to 3.2.8. The column-wise intensity profiling and connectivity-based
segmentation steps are described in the following paragraphs.
First, we enhance the contrast between the light and dark layers. To achieve
this, we coarsely denoise the image with a rectangular averaging filter that is 3ˆ 19
pixels in size. Next, we threshold this image by setting intensities smaller than the
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Figure 3.6: Binary mask estimating hyper-reflective layers. (A) A binary mask of
the filtered image in Figure 3.5B. The orange arrows point to holes corresponding
to the GCL layer. (B) A zoomed-in image of A where merged layers have been dis-
connected by interpolating the lower boundaries of the holes from A (green arrows).
Vertical breaks were used to separate clusters not disconnected through interpolation
(blue arrows).
median of their corresponding column to zero. An example contrast-enhanced image
is shown in Figure 3.5B.
A binary mask is then generated to isolate the hyper-reflective layers. This is done
by taking the column-wise second-order derivative of the contrast-enhanced image
to boost layer boundaries [126]. We then create a pilot binary mask by thresholding
out any values less than zero. To remove outliers in each column, we set all non-zero
clusters less than 16.15 µm tall to zero and join the remaining clusters that are closer
than 9.69 µm from each other. The resulting mask corresponds to the hyper-reflective
layers in the retina (i.e. NFL, IPL, OPL, ISE, and RPE). A horizontal 1D closing
operation with a kernel of 10 pixels in size is performed on the image as a whole to
close gaps, and any clusters less than 500 pixels in size are removed. The result is a
coarse binary mask of the hyper-reflective retinal layers, as shown in Figure 3.6A.
Since some of the hyper-reflective layers may be joined together as seen in the top
layers of Figure 3.6A, we disconnect the merged layers using neighboring columns
with already-detached layers. This is done by first detecting pixel clusters with holes
corresponding to a detected middle hypo-reflective layer. Examples of this are shown
by Figure 3.6A, where the top cluster contains merged NFL-OPL regions as well as
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Figure 3.7: Connectivity-based retinal layer assignments for the NFL (blue), IPL
(green), OPL (yellow), ISE (cyan), and RPE (magenta). (A) Column-wise layer
assignments of the mask in Figure 3.6A, noting the conflicts in the top three layer
assignments. (B) Cluster-based refinement of the layer assignments in A.
holes (orange arrows) corresponding to the GCL. The merged layers are separated
by interpolating the lower boundaries of the GCL holes (Figure 3.6B, green arrows).
Since some layers may still be merged as shown in the foveal region of Figure 3.6B,
these layers are separated from the original cluster with vertical breaks (Figure 3.6B,
blue arrows).
The algorithm then examines each column in the original binary mask (Fig-
ure 3.6A) and tentatively assigns each pixel cluster in a column to a particular
anatomical layer. The available choices for hyper-reflective layers are 1) NFL, 2)
IPL, 3) OPL, 4) ISE, 5) RPE, or “no assignment” in the case that the rules fail to
reach a reasonably certain assignment. To do this, the number of clusters is counted
for each column. For columns with five clusters, the retinal layer assignments are
straightforward since there is a 1:1 correspondence with the target layers. To deter-
mine missing layers in columns with fewer than five clusters, we take layer distances
into consideration. For instance, we assume that the OS/RPE is at least 06.9 µm
below the ILM, and the distance between the RPE and ISE is less than 32.3 µm.
The end result is the tentatively-assigned retinal layers shown in Figure 3.7A.
To correct possible conflicts in the column-wise layer assignments where pixels
within a 2D cluster were assigned as different layers (Figure 3.7A), we reassign all
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Figure 3.8: Connectivity-based retinal layer boundary segmentation of the NFL
(blue), IPL (green), OPL (yellow), ISE (cyan), and RPE (magenta) using the assign-
ments from Figure 3.7.
pixels in that cluster to the majority tentative assignment. The result from this
cluster-based refinement method is shown in Figure 3.7B.
The boundaries of the NFL, IPL, and OPL are determined by finding the top and
bottom edges of the assigned pixel clusters in Figure 3.7B. Next, we find the RPE
by locating the brightest pixels in the contrast-enhanced image that are a) assigned
as the ISE or RPE in Figure 3.7A, and b) the furthest from the top of the image
in a given column; these pixels are then assigned as the center of the RPE. This
center RPE line is smoothed with a median filter, and the RPE edges are located by
searching for large changes in gradient on the contrast-enhanced image. A similar
method is then used to locate the ISE edges, where the search region is just above the
RPE layer. The resulting retinal layer estimates are displayed in Figure 3.8. Because
these layer estimations still contain errors, they are refined in the subsequent sections
using GTDP layer segmentation.
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Figure 3.9: Vessel detection. (A) NFL/GCL segmentation (magenta) without
vessel detection, and (B) NFL/GCL segmentation with indifferent weights in the
detected vessel regions.
3.2.5 Vessel Detection
Retinal SD-OCT images with prominent vessels can be challenging when segmenting
the NFL/GCL boundary because there are hyper-reflective bulges in the NFL layer as
shown in Figure 3.9A. To address this problem, we detect major vessels on individual
B-scans and alter the graph weights accordingly so that segmentation algorithm is
indifferent to the bulges in the NFL layer. In the first step, we tentatively segment
BM using GTDP, where the pilot ISM/ISE segmentation is used to limit the search
region. A Gaussian filter is then applied to the image, and columns lying between
BM and 48.45 µm above BM are summed. Since the presence of vessels results in
a dark shadowing in the summed region, columns exhibiting a low sum are defined
as vessel regions. In the second step, we set edge weights in the vessel regions to
ωmin when segmenting the NFL/GCL in Section 3.2.6. Figure 3.9B demonstrates
the effectiveness of the vessel correction algorithm in improving the accuracy of
NFL/GCL boundary detection.
3.2.6 NFL/GCL Segmentation
After incorporating minimum weights in the vessel regions and estimating the layer
boundaries using connectivity-based segmentation, we form a pilot estimate of the
NFL/GCL layer boundary using GTDP and the updated light-to-dark graph weights
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Figure 3.10: NFL/GCL Segmentation. (A) NFL/GCL pilot segmentation (ma-
genta), and (B) NFL/GCL segmentation after refining the search region based on
the NFL orientation.
in Equation (3.3). We limit the search region using the ILM from Section 3.2.3 and
the estimated IPL/INL from Section 3.2.4 prior to segmenting.
Since the NFL/GCL exhibits similar light-to-dark gradient characteristics to the
IPL/INL boundary and since the thicker NFL layer on the nasal side of the fovea
necessitates an asymmetric larger search region, we include additional restrictions to
avoid NFL/GCL and IPL/INL confusion that may arise (Figure 3.10A). First, the
image side which is temporal to the fovea is determined based on knowledge of the
scan orientation (horizontal or vertical) and which eye was imaged (left or right).
For instance, horizontal scans of the left eye exhibit layer thinning on the right side
of the fovea, whereas vertical scans of the left eye show layer thinning on both sides
of the fovea.
Using the ILM and the preliminary NFL/GCL boundary, we estimate the NFL
thickness. Moving across the image from the thicker to the thinner side of the layer,
we find the first instance where the thickness drops below a threshold of 19.38 µm
and mark it as the divide between the thick and thin sides. We limit the search
region on the thinner NFL side to 32.3 µm below the ILM, and the search region on
the thicker side is expanded from 16.15 µm below the ILM to 16.15 µm below the
preliminary NFL/GCL segmentation. Figure 3.10B shows the resulting NFL/GCL
segmentation after a further restriction of the search region.
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Figure 3.11: Foveal correction. (A) GCL/IPL (cyan), INL/OPL (yellow), and
OPL/ONL (green) pilot segmentations, and (B) the segmented inner retinal layer
boundaries after foveal detection and further restriction of the search region.
3.2.7 Foveal Detection and Inner Retinal Layer Segmentation
It is important to detect whether the image contains the fovea since layers merge
together and become increasingly indistinguishable near the fovea. Due to the spec-
ified search region padding between layer boundaries, errors similar to the example
in Figure 3.11A often appear in the pilot segmentations for B-scans containing the
fovea. To address such problems, we first perform pilot GTDP segmentations of the
IPL/INL, INL/OPL, and OPL/ONL using the appropriate light-to-dark or dark-
to-light adjacency matrix and search region limitation from previously segmented
boundaries. For example, the IPL/INL search region is limited to 9.69 µm below the
NFL/GCL and above the estimated IPL/INL or INL/OPL boundaries, whichever is
higher.
In the next step, we estimate the presence and location of the fovea by calculating
the NFL, GCL-IPL, INL, and OPL layer thicknesses from the tentatively segmented
layers. We then assign columns with a mean layer thickness of less than 16.15 µm as
the foveal region. Since this region may not necessarily be centered at the fovea, we
locate the center by calculating the ILM-ISE thickness, where the column containing
the minimum thickness is located and expanded by 20 pixels on either side. If this
region coincides with the foveal region detected prior, then it is included as a part
of the fovea.
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After locating the fovea, we define more accurate search regions to account for
foveal layer merging. This is done by maintaining the position of the lower search
space boundary while expanding the top boundary upward to the ILM when re-
segmenting the IPL/INL, INL/OPL, and OPL/ONL. The resulting segmentations
are more accurate, as depicted in Figure 3.11B.
3.2.8 Outer Retinal Layer Segmentation
The remaining outer retinal boundaries (ISM/ISE, OS/RPE, and BM) are segmented
in a straightforward manner by exploiting the previously estimated layer boundaries,
the connectivity-based search regions, and GTDP. In particular, we improve upon the
ISM/ISE estimate from Section 3.2.3 to remove any possible ISM/ISE and OS/RPE
confusion. Our implementation re-segments the ISM/ISE with a modified search
region ranging from 12.92 µm below the segmented OPL/ONL boundary to 6.46 µm
above the estimated OS/RPE from Section 3.2.4.
3.2.9 Unflattening the Retina
After segmenting all layer boundaries, we restore the original curvature of the retina
by shifting the columns up or down in the direction opposite to the flattening per-
formed in Section 3.2.1 (see Equation (2.6)). The result is an algorithm that segments
eight retinal layer boundaries on a given SD-OCT image.
3.3 Validation Methods
3.3.1 Automatic versus Manual Segmentation
To determine the accuracy of the eight retinal layer boundary segmentation algorithm
for SD-OCT images, we conducted an automatic versus manual segmentation study.
This study included macular scans from normal adult subjects segmented manually
by an expert grader and automatically using our algorithm. To estimate inter-
31
observer variability, a subset of scans was graded manually by a second expert. Both
expert graders were OCT readers certified by the Duke Reading Center.
Volumetric scans (6.7 ˆ 6.7 mm) were acquired from 10 normal adult subjects
in an institutional review board (IRB) approved protocol using Bioptigen (Research
Triangle Park, NC, USA) SD-OCT imaging systems with an axial full-width at half-
maximum (FWHM) resolution of 4.6 µm in tissue and an axial pixel resolution of 3.23
µm. Five of the volumetric scans had lateral and azimuthal pixel resolutions of 6.7
µm and 67 µm (1000 A-scans ˆ 100 B-scans), respectively. The other five volumetric
scans had resolutions of 13.4 µm and 33.5 µm (500 A-scans ˆ 200 B-scans) to validate
the algorithm on varying lateral and azimuthal image resolutions.
To compare the automatic versus manual segmentation results, 11 B-scans from
each data set were selected with the sixth B-scan centered at the fovea and subsequent
B-scans departing from the fovea at a linear rate. The inter-observer comparison
included a subset of three B-scans from each set of 11 B-scans. The three B-scans
chosen from each set included the foveal scan and two other randomly selected B-
scans. Due to a prominent, irregular imaging artifact in one of the B-scans and
a gross manual segmentation error in another B-scan, a total of two B-scans were
removed from the study. Furthermore, eight B-scans were used as training data
for bias correction as discussed below. As a result, 100 B-scans (10 B-scans per
data set) were observed for the automatic versus manual comparison and a subset
of 29 B-scans (3 B-scans per dataset with the exception of one) were included in the
inter-observer comparison.
Prior to automatic segmentation, ten percent of the image width was cropped
from either side of each image to remove regions with low signal. Eight retinal
layer boundaries were segmented automatically on 108 B-scans using a MATLAB
(The Mathworks, Natick, MA, USA) software implementation of our algorithm. The
same eight layers were manually traced by two expert graders for the subset of 29
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B-scans. Furthermore, these certified graders traced layers using their own expertise
and were not allowed to consult with each other.
In order to closely match the segmentation results of an expert grader, the au-
tomatic segmentation results were smoothed using a moving average filter. This
was necessary because the automatic algorithm tightly followed gradient changes,
whereas manual segmentation tended to be smooth. Furthermore, each expert grader
exhibited a bias when tracing layer boundaries, either consistently following above or
below the actual boundary by a constant offset. As a result, training was performed
on the eight test images to determine any segmentation biases from manual grading.
Each automatically segmented layer in the set of 100 B-scans was then shifted up or
down by bias values of -2.907, -2.584, -3.23, -4.199, -5.168, -4.199, -0.969, and -1.938
µm, respectively, in order to mimic the segmentation behavior of the manual grader.
Upon smoothing the layers and correcting for bias, we calculated the thicknesses
of the seven retinal layers for each of the 100 B-scans between neighboring layer
boundaries. The mean signed difference in layer thickness between automatic and
manual segmentation was computed for each layer on each B-scan. The same was
done to compare the two manual expert graders for 29 B-scans. Finally, the mean
unsigned error in layer thickness was computed across all B-scans.
3.3.2 Algorithm Reproducibility
To test the reproducibility of the proposed method, we captured five volumetric
scans of one normal subject with lateral and azimuthal pixel resolutions of 6.7 µm
and 67 µm (1000 A-scans ˆ 100 B-scans), respectively. The subject rested between
each volumetric image capture. In accordance with longstanding clinical convention
(described in the Age-Related Eye Disease Study (AREDS) [127]), we calculated the
volume of each retinal layer within a 3-mm diameter circle around the fovea. We
selected one of these volumetric scans as the anchor and compared the automatically
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Table 3.1: Automatic versus manual segmentation results. Column II: differences in
retinal layer thickness between two expert manual graders across 29 B-scans. Column
III: differences between automatic segmentation and one grader for the same 29 B-
scans. Column IV: differences between automatic and manual segmentation by the
more senior grader for 100 B-scans. Each pixel is 3.23 µm.
Inter-Observer Automatic vs Manual
29 B-scans 100 B-scans
Retinal
Layer
Mean ˘ SD
(µm)
Mean ˘ SD
(µm)
Mean ˘ SD
(µm)
NFL 5.59 ˘ 2.91 3.17 ˘ 2.49 2.94 ˘ 2.23
GCL-IPL 3.42 ˘ 3.07 1.84 ˘ 1.55 2.52 ˘ 2.10
INL 7.17 ˘ 4.20 3.49 ˘ 2.81 3.17 ˘ 2.42
OPL 6.14 ˘ 4.94 5.20 ˘ 3.52 4.88 ˘ 3.36
ONL-ISM 5.26 ˘ 3.84 4.39 ˘ 3.49 3.84 ˘ 3.04
ISE-OS 3.59 ˘ 2.84 2.94 ˘ 2.71 2.81 ˘ 2.49
RPE 7.14 ˘ 3.23 3.10 ˘ 2.23 3.10 ˘ 2.75
TR 7.17 ˘ 3.23 3.07 ˘ 2.65 3.07 ˘ 2.71
measured volume for each layer with those of the other scans. We calculated the
normalized mean and standard deviation (SD) of the differences in layer volume
measurements.
3.4 Validation Results and Discussion
3.4.1 Automatic versus Manual Segmentation Results
The layer thickness errors when comparing automatic versus manual segmentation
are shown in Table 3.1. Column II shows the mean thickness error for the various
retinal layers as measured by two expert manual graders for 29 B-scans. Column III
displays the same layer thickness difference calculation for the 29 B-scans, but with
layer thicknesses determined by the automatic segmentation algorithm and the more
senior manual grader. Column VI reports the thickness errors between the automatic
and manual grader for the larger set of 100 B-scans.
The results in Table 3.1 show that the automatic algorithm accurately segmented
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Figure 3.12: Comparison of automatic (magenta) versus manual (yellow) segmen-
tation.
seven retinal layers in normal adult eyes more closely to an expert grader as compared
to another grader. For example, two manual graders differed in their segmentation
of the TR by an average of 7.17 µm, whereas our fully automatic algorithm differed
from one of the manual graders by an average of 3.07 µm. Figure 3.12 displays the
qualitative results, with the automatic segmentation (magenta) overlaid with the
manual segmentation (yellow) results.
3.4.2 Reproducibility Results
Table 3.2 shows mean percent differences in the estimated layer volumes across five
volume scans of the same eye. Differences in layer volume may be partially attributed
to the fact that the volumes were unregistered. Furthermore, factors such as uncon-
trollable patient motion during scan acquisitions, improper alignment of the imaging
system with the eye, or a low sampling density in the azimuthal dimension may have
affected layer volumes.
3.5 Summary
An automatic retinal layer segmentation algorithm was developed using the GTDP
framework to segment eight retinal layer boundaries on SD-OCT images of normal
eyes. The algorithm was shown to accurately segment these boundaries with repro-
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Table 3.2: Reproducibility of retinal layer thickness volumes. Percent differences in
layer volumes across five volume scans of the same eye.
Layer Mean ˘ SD (%)
NFL 3.88 ˘ 3.43
GCL-IPL 1.70 ˘ 1.99
INL 3.37 ˘ 3.43
OPL 2.20 ˘ 2.01
ONL-ISM 1.02 ˘ 0.76
ISE-OS 0.84 ˘ 0.61
RPE 0.16 ˘ 0.18
TR 0.26 ˘ 0.09
ducible results that matched an expert grader more closely than a second grader.
This is highly encouraging for reducing the time and manpower required to segment
images in ophthalmic studies.
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4Segmentation of AOSLO Photoreceptors
4.1 Motivation
Recent innovations in ophthalmic imaging such as the integration of AO technology
have enabled visualization of the photoreceptor mosaic. As a result, many stud-
ies have been conducted on the photoreceptor mosaic to gather normative data on
photoreceptor distribution [128, 129], density [130–132], spacing [19, 38, 133], direc-
tionality [134], and temporal changes [104, 135].
To generate quantitative metrics of the photoreceptor mosaic, identification of
individual photoreceptors is often a required step. Since manual identification is
extremely time-consuming, many groups have utilized some form of automation when
studying the photoreceptor mosaic [21, 22, 25, 27, 129, 131]. Cone identification
algorithms have also been developed and validated for accuracy [102, 103, 136–138].
For example, the Garrioch et al. 2012 algorithm [139] is a modified version of the Li
& Roorda 2007 algorithm [102] and was thoroughly validated for repeatability on a
large cone mosaic dataset. Even so, manual correction was still necessary to identify
missed photoreceptors [34, 132].
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Figure 4.1: Flowchart of the GTDP algorithm for segmenting cone photoreceptors
on AOSLO images of normal eyes.
4.2 GTDP Cone Photoreceptor Segmentation Algorithm
We developed an algorithm to automatically segment cone photoreceptors on in vivo
AOSLO images of the human photoreceptor mosaic. The algorithm was developed
based on the GTDP framework for closed-contour structures described in Section 2.2,
and was later extended to segment both rod and cone photoreceptors. Figure 4.1
outlines the algorithm steps and details on the image dataset are described in Sec-
tion 4.4.1.
4.2.1 Pilot Estimation of Cone Photoreceptors
Given an image Iorigc P R150ˆ150, we first brighten dim photoreceptors using
Ifullc “ LinNormp logp LinNormpIorigc , 0.1, 0.9q q, 0, 1q. (4.1)
The range 0.1 to 0.9 was chosen to increase the contrast between the dimmest and
brightest pixels, as well as to avoid the logp0q and logp1q computations. We then
determine cone pilot estimates by finding local maxima using imregionalmaxpIfullc , 4q
in MATLAB. This results in the binary image Bfullc where values of 1 correspond to
pilot estimates of cones.
We then analyze individual cones by order of decreasing intensity, where Ifullc
and Bfullc are cropped about the centroid of the cone’s pilot estimate to generate Ic
and Bc P R21ˆ21; cropping the images enables a faster computation time, and the ten
pixel buffer on all sides of the centroid ensures that the target cone is not cropped
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out of Ic. Pilot estimates for other cones contained within Bc are removed, and the
remaining cone estimate in Bc is refined using thresholding. The new pilot estimate
consists of connected pixels in Ic ranging from 0.95Imax to Imax in intensity, where
Imax is the maximum intensity in Ic that coincides with Bc “ 1, and 0.95Imax was
determined empirically to avoid thresholding adjacent cones.
4.2.2 Quasi-Polar Transform and GTDP Segmentation
To segment each cone, we first use our quasi-polar transform described in Sec-
tion 2.2.2) to transform Ic to Iq. To do this, we transform Ic andBc (Figures 4.2A-B)
into the polar domain to create Ip and Bp (Figures 4.2C-D). Next, we column-wise
shift Ip until the pilot estimate in Bp is flat, resulting in the quasi-polar images Iq
and Bq (Figures 4.2E-F). After obtaining Iq, we remove regions containing other pi-
lot estimates and already-segmented cones from the search space, and use layer-based
GTDP (Section 2.1) to find the shortest path across Iq with weights following
ωab “LinNormp´gLDa ´ gLDb , 1, 2q `
LinNormp´gDLa ´ gDLb , 0, 0.1q `
LinNormpdab, 0, 0.05q ` ωmin,
(4.2)
where dab is the Euclidean distance from node a to b and the rest of the variables are
defined in Section 3.2.2. The vertical light-to-dark gradient comprises the majority
of the weight since it is the primary indicator for the boundary of the central cone. A
smaller weight is given to the dark-to-light gradient to segment boundaries of dimmer
cones adjacent to brighter cones (Figure 4.2C, left). Finally, a vertical distance
penalty is added to discourage the segmented line from including adjacent cones.
Specific values for weight ranges were determined empirically.
We then transform the shortest path from the quasi-polar domain (Figure 4.2G)
back into the Cartesian domain following Equation (2.6) to obtain the final segmen-
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Figure 4.2: Cone photoreceptor segmentation using the quasi-polar transform and
GTDP. (A) Cartesian image containing the cone to segment. (B) Pilot estimate
of the cone in A. (C,D) Polar transformation of A and B, respectively. The black
regions in C are invalid points that lie outside the image in the Cartesian domain.
(E,F) Images C and D column-wise shifted until the pilot estimate in D is flat. (G)
Segmentation of E using GTDP (magenta). (H) Transformation of the segmentation
in G back into the Cartesian domain (magenta).
tation of the cone (Figure 4.2H), keeping it only if the mean radius is greater than
one pixel. This entire process is then repeated for all subsequent cone estimates.
4.2.3 Segmentation of Missing Cones
At this stage of the algorithm, the cones identified and segmented by the GTDP
method (Figure 4.3B, black) may be similar to those detected by previous methods,
since local maxima are used to initialize the cone locations. To further identify any
missed cones, we obtain pilot estimates of the cones using a second method: image
deblurring using maximum likelihood blind deconvolution [140–142] (deconvblind
function in MATLAB) with a Gaussian point spread function of half the mean radius
of already segmented cones, followed by locating all regional maxima with a pixel
connectivity of n “ 8. Any pilot estimates lying outside already-segmented cone
locations (Figure 4.3A, white boxes) are segmented using the same quasi-polar GTDP
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Figure 4.3: Identification of cones missed by local maxima. (A) AOSLO image in
log scale with missed cones shown inside the white boxes. (B) Cone photoreceptors
segmented using local maxima initialization in black, and pilot estimates of missed
cones found using deconvolution and local maxima are shown in white asterisks.
technique, with modifications to the weighting matrix where
ωab “LinNormp´gLDa ´ gLDb , 1, 2q `
LinNormp´gDLa ´ gDLb , 1, 1.51q ` ωmin.
(4.3)
In this weighting scheme, the vertical dark-to-light gradient are assigned a higher
weight since cones detected during this section iteration are typically dimmer and ad-
jacent to brighter cones. The vertical distance penalty is also removed since adjacent
cones are already segmented and thus removed from the search region. Figure 4.3B
shows the cones that were found and segmented using this method (white asterisks).
4.3 Preliminary GTDP Rod-Cone Photoreceptor Segmentation Algo-
rithm
To illustrate the potential of this algorithm to segment images containing both rods
and cones, we modified the cone segmentation algorithm described in Section 4.2 to
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segment a rod and cone photoreceptor image Ifullc P R250ˆ250 Ñ R578ˆ578 at 0.186 µm
per pixel captured using the new generation of AOSLO systems [129, 143]. In this
modified version of the algorithm, photoreceptors are segmented in the quasi-polar
domain with weights following
ωab “LinNormp´gLDa ´ gLDb , 1, 2q `
LinNormpia ` ib, 0.1, 0.2q `
LinNormpr1a ` r1b, 0, 0.05q `
LinNormpdab, 2, 2.1q ` ωmin,
(4.4)
where in is the intensity of Iq at node n and r
1
n is the distance of node n from the top
of Iq (also the row of node n). These additional weights are included to target the
location of minimum intensity rather than the maximum gradient, and to penalize
peripheral photoreceptors from being segmented.
Segmentations with radii less than 3.72 µm were considered to be rods, and
the rest were re-segmented with the weighting scheme in Equation (4.5) to isolate
cones. The r1n distance penalty was removed since cones have larger radii than rods,
and the gLDn weights were removed to delineate the prominent hypo-reflective region
surrounding cones on AOSLO rather than the high gradient boundary.
ωab “LinNormpia ` ib, 0.2, 1q `
LinNormpdab, 0, 0.1q ` ωmin
(4.5)
4.4 Validation Methods
4.4.1 Image Dataset
We validated our algorithm on 840 images (150 ˆ 150 pixels) from the Garrioch
et al. study [139] where the methods for image acquisition and pre-processing are
described in detail. To summarize, the right eye of 21 subjects (25.9 ˘ 6.5 years in
age, 1 subject with deuteranopia) was imaged using a previously described AOSLO
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system [24, 129] with a 775 nm super luminescent diode and a 0.96 ˆ 0.96˝ field of
view. Four locations 0.65˝ from the center of fixation (bottom left, bottom right, top
left, and top right) were imaged, capturing 150 frames at each site. This process was
repeated 10 times for each subject. Axial length measurements were also acquired
with an IOL Master (Carl Zeiss Meditec, Dublin, CA, USA) to determine the lateral
resolution of the captured images.
Following image acquisition, pre-processing steps were taken in the Garrioch et
al. study to generate a single registered image from each 150 image sequence. To do
this, first any sinusoidal distortions from the resonant scanner were removed from
individual frames. The frames from each sequence were then registered to a reference
frame [144], and the top 40 frames with the highest normalized cross correlation to the
reference were averaged together. This procedure was performed for all 21 subjects
at each of the 4 locations and repeated 10 times over, resulting in a total of 840
images in the image data set. Finally, to ensure that each set of 10 repeated images
captured the same patch of retina, the images were aligned using strip registration.
Since the image dataset was used strictly for algorithm validation, we obtained a
separate set of images to tune the algorithm. These training images were captured
using the same imaging protocol, and patients from the test and validation data sets
did not overlap.
4.4.2 Gold Standard for Cone Identification
We defined the gold standard as the semi-automatically identified cone locations re-
ported in the Garrioch et al. study, since the cone locations on all 840 images had
been carefully reviewed and corrected by an expert grader. As described in the study,
the initial cone coordinates were first automatically generated using the Garrioch et
al. 2012 algorithm, a modified version of the Li & Roorda 2007 cone identification
algorithm [102]. Any missed cones were then added manually. Automatically seg-
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mented cones were not removed or adjusted, as the Garrioch et al. 2012 algorithm
exhibited a tendency towards false negatives rather than false positives.
4.4.3 Statistical Algorithm Validation
We validated our GTDP algorithm by comparing its performance to the Garrioch
et al. 2012 algorithm and to the gold standard generated by the Garrioch et al.
paper [139]. To perfectly replicate the Garrioch et al. study, all images were cropped
to a 55 µm ˆ 55 µm region about the image center to remove any boundary effects.
To evaluate the performance in cone identification, we compared both fully au-
tomatic methods (GTDP and Garrioch et al. 2012) to the gold standard using two
metrics: number of true positives (TP), NTP , those detected by both the fully auto-
matic and gold standard techniques, and number of false positives (FP), NFP , those
detected by the fully automatic method but not by the gold standard. A cone was
considered to be a true positive if it was within a 1.75 µm Euclidian distance from a
gold standard cone. This value was chosen since the mean cone spacing reported in
the Garrioch et al. study was approximately 3.50 µm; half this value was therefore a
reasonable estimate for the cone radius. If an automatically identified cone did not
have any gold standard cones within the 1.75 µm distance, then it was tagged as a
false positive. Furthermore, more than one automatically identified cone could not
be matched to a single gold standard cone, thus yielding the following relationships:
Nautomatic cones identified “ NTP `NFP
Ngold standard cones identified “ NTP `NFN ,
(4.6)
where NFN was the number of false negative (FN) cones detected by the gold stan-
dard but not by the fully automatic method. The proportion of true and false
positives were then estimated with 95% confidence intervals (CI) across all patients
and all quadrants using a generalized estimating equation model with log link [145].
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The reproducibility of each method was assessed by comparing cone density
(number of cones per mm2) and cone spacing (mean distance from each cone to
its nearest neighbor) measurements output by each method at each quadrant. The
variability in cone density and spacing measurements (characterized by the vari-
ance Vtotal) stemmed from two sources: 1) variability in measurements taken on the
same subject, resulting from the method used (within-subject variability; variance
Vwithin), and 2) variability in true values between subjects, resulting from biological
variation between subjects (between-subjects variability; variance Vbetween). Thus,
Vtotal “ Vwithin ` Vbetween. The reproducibility was characterized using two compo-
nents: 1) within-subject coefficient of variation (CV), and 2) intra-class (or intra-
subject) correlation coefficient (ICC). The within-subject CV was defined as the
ratio of the square root of Vwithin to the overall mean measurement, where a lower
CV indicates a better the method. ICC was defined as the ratio of Vbetween to Vtotal,
thus a ratio closer to 1 indicates a better method.
4.5 Validation Results
Section 4.5.1 discusses the segmentation results of our method, while Sections 4.5.2
and 4.5.3 show quantitative results comparing the performance of our method against
the state-of-the-art for cone identification and cone density and spacing reproducibil-
ity, respectively. Finally, Section 4.5.4 shows a preliminary segmentation result for
an image containing both rod and cone photoreceptors.
4.5.1 Cone Segmentation Results
Figure 4.4B (top) is a representative segmentation result generated by our GTDP
algorithm to segment cone photoreceptors in AOSLO images, and Figure 4.4C (top)
shows the centroid of each segmented cone. While the GTDP algorithm delineated
the perceived cone boundaries, we used the result in Figure 4.4C to validate our
45
Figure 4.4: Qualitative GTDP cone segmentation result. Top row: (A) Higher
quality AOSLO image of cone photoreceptors in log scale, (B) fully automatic seg-
mentation result of A using GTDP for closed-contour structures, and (C) centroid
of each fully automatically segmented cone from B. Bottom row: (A) Lower quality
AOSLO image, (B) the GTDP segmentation result, and (C) corresponding centroids.
algorithm against other cone identification techniques. Figure 4.4 (bottom) shows
the segmentation result for an image of lower quality.
The entire validation dataset and the corresponding GTDP, Garrioch et al. 2012,
and gold standard segmentation results are available at http://www.duke.edu/
~sf59/Chiu_BOE_2013_dataset.htm. The fully automated algorithm was coded
in MATLAB and had an average computation time of 1.56 seconds per image (150
ˆ 150 pixels, an average of 300 cones per uncropped image) using 8-thread parallel
processing on a laptop computer with a 64-bit operating system, Core i7-820QM
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Table 4.1: Cone identification performance of fully automatic methods compared to
the gold standard across 840 images.
Algorithm %TP (95% CI)* %FP (95% CI)
Garrioch et al. 2012 94.5 (93.7, 95.2) –
GTDP 99.0 (98.8, 99.2) 1.5 (1.2,1.9)
* statistically significant
CPU at 1.73 GHz (Intel, Mountain View, CA, USA), 7200 RPM hard drive, and
16 GB of RAM. This time included the overhead required for reading and writing
operations.
4.5.2 Cone Identification Performance
The performance in cone identification for each of the methods is shown in Table 4.1.
This table shows that after taking into consideration all correlated data, our GTDP
method correctly detected 99.0% of the cones, compared to the Garrioch et al. 2012
method which detected 94.5% of the gold standard cones; this difference was found
to be significant pZ “ 15.0, p ă 0.0001q. In addition, 1.5% of the cones found by
the GTDP method were not in the gold standard. False positive cones could not be
detected by the Garrioch et al. 2012 method since the gold standard was based off
of the Garrioch et al. 2012 algorithm. Lastly, the mean distance error from the true
positive GTDP cones to the gold standard cones was 0.20 ˘ 0.26 µm.
Figure 4.5 is an illustrative example of the cone identification results, where
Figure 4.5B shows the mean cone identification performance for both automatic al-
gorithms, while the Figures 4.5A and C show the performance approximately one
standard deviation above and below the mean, respectively. The middle column
displays the Garrioch algorithm et al. 2012 results, with true positives in yellow
and false negatives in green. The right column shows the GTDP results, with true
positives in magenta, false negatives in green, and false positives in blue. The per-
formance (%TP by Garrioch et al. 2012; %TP by GTDP; %FP by GTDP) for
47
Figure 4.5A-C were (100; 98.4; 0), (99.1; 94.4; 2.1), and (97.5; 90.4; 3), respectively.
Finally, Figure 4.6 takes a closer look at the results from Figure 4.5B (right).
The black boxes highlight “false positive” cones added by the GTDP algorithm per
the gold standard, however inspection of the original image in Figure 4.6A indicates
that cones are indeed present at those locations. In contrast, the white boxes in
Figure 4.6 highlight “false negative” cones missed by the algorithm per the gold
standard. However, by inspecting Figure 4.6A, these locations do not seem to exhibit
hyper reflectivity.
4.5.3 Reproducibility Results
Table 4.2 shows the mean, ICC, and within-subject CV values for the cone density
and spacing metrics as measured by the Garrioch, GTDP, and gold standard methods
separated by image quadrant. The average GTDP cone density ICC of 0.989 indicates
that on average, 98.9% of the total variability in the measurements was due to the
variability between subjects, while only 1.1% was due to the GTDP algorithm. The
average GTDP within-subject CV of 0.0146 indicates that the error in reproducing
the same measurement for the same subject was within 1.46% of the mean.
4.5.4 Preliminary Rod-Cone Segmentation Result
Figure 4.7A shows an example rod and cone photoreceptor image [129, 143] accom-
panied by the GTDP segmentation result in Figure 4.7B and its associated centroids
in Figure 4.7C. Figure 4.7D shows a histogram of the number of photoreceptors at
various sizes based on the segmentation from Figure 4.7B, and Figure 4.7E demon-
strates a straightforward classification of rod and cone photoreceptors using a size
threshold of 27.7 µm2.
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Figure 4.5: Variable performance of the fully automatic cone identification algo-
rithms. Left column: AOSLO image of the cone mosaic in log scale. Middle column:
Garrioch et al. 2012 algorithm results (TP: yellow, FN: green). Right column: GTDP
algorithm results (TP: magenta, FN: green, FP: blue). (B) Typical (mean) perfor-
mance by both algorithms. (A,C) Performance one standard deviation above and
below the mean for both algorithms, respectively.
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Figure 4.6: A closer look at the performance of the GTDP algorithm. (A) AOSLO
image corresponding to Figure 4.5B, and (B) automatic GTDP segmentation result
(TP: magenta, FN: green, FP: blue). White boxes: locations where the algorithm
“missed” a cone, even though there appears to be no cone present. Black boxes:
locations where the algorithm “erroneously added” a cone, although the original
image seems to contain additional cones not identified by the gold standard.
4.6 Discussion
We obtained the dataset from the Garrioch et al. study [139] to validate the perfor-
mance of our algorithm on a large untrained dataset. We compared the performance
of our fully automatic cone segmentation algorithm to the state-of-the-art technique,
and found that our GTDP method decreased the Garrioch et al. 2012 cone miss
rate by a factor of 5.5 (Table 4.1, 1.0% vs. 5.5% FP). One point five percent of
the cones not identified by the gold standard were also found using our technique.
While this implies that our algorithm falsely identified these cones, Figure 4.6 shows
that in some cases, our GTDP method was able to identify cones not found by the
gold standard; such observations, while not the norm, are likely due to the resource
intensive nature of semi-automatic cone identification.
The mean results in Table 4.2 indicate that the cone density and spacing metrics
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Table 4.2: Reproducibility comparison of cone density and spacing measurements.
Cone Density Cone Spacing
Fixation
Location
Mean
(cones/mm2)
ICC
Within-
Subject CV
Mean
(µm) ICC
Within-
Subject CV
Garrioch
Bottom left 67,207 0.979 0.0217 3.50 0.989 0.0074
Bottom right 66,812 0.972 0.0253 3.50 0.983 0.0087
Top left 70,928 0.950 0.0272 3.37 0.975 0.0090
Top right 69,192 0.970 0.0273 3.39 0.984 0.0093
Average 68,534 0.968 0.0254 3.44 0.983 0.0086
GTDP
Bottom left 70,796 0.993 0.0121 3.42 0.978 0.0110
Bottom right 70,783 0.989 0.0149 3.40 0.964 0.0131
Top left 75,485 0.988 0.0133 3.28 0.960 0.0124
Top right 74,216 0.985 0.0181 3.29 0.957 0.0154
Average 72,820 0.989 0.0146 3.35 0.965 0.0130
Gold standard
Bottom left 70,577 0.995 0.0101 3.45 0.981 0.0097
Bottom right 70,204 0.994 0.0111 3.44 0.975 0.0106
Top left 75,416 0.994 0.0103 3.31 0.968 0.0113
Top right 73,914 0.995 0.0109 3.32 0.985 0.0090
Average 72,528 0.994 0.0106 3.38 0.977 0.0101
extracted by the GTDP method were more accurate on average than the Garrioch
et al. 2012 algorithm, despite the bias where the Garrioch et al. results were used as
the starting point for generating the gold standard. While an unbiased comparison
could have been conducted, this would have required a fully manual identification
of nearly 256,000 cones. Table 4.2 also shows that the GTDP method generated
more reproducible cone density measurements (mean 0.0146 CV) than the other
automated method (mean 0.0254 CV). To be consistent with previous publications,
we also compared reproducibility in cone spacing, which showed that the Garrioch et
al. 2012 method produced more reproducible results (mean 0.0086 CV) compared to
both the GTDP method (mean 0.0130 CV) and the gold standard. This is because
both the GTDP method as well as the gold standard detected more cones; these were
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Figure 4.7: Fully automatic identification of rod and cone photoreceptors. (A)
AOSLO image of rod and cone photoreceptors in log scale (image taken from [143]).
(B,C) Fully automatic segmentation and identification of rods and cones using GTDP
for closed-contour structures. (D) Histogram of the segmentations from B. (E)
Threshold of 27.7 µm2 used to classify the photoreceptors from D into rods (ma-
genta) and cones (green).
typically the harder and more irregularly spaced cones, and thus resulted in more
variable cone spacing. As a result, cone spacing reproducibility might not be the
most reliable quantitative measure of performance. Nevertheless, all three methods
had a very good within-subject CV, showing that the within-subject standard error
(error due to method) ranged by only 0.74% to 2.73% from the mean. Furthermore,
all three methods had a very good ICC, showing that 95% to 99.5% of the total
variability in the measurements was due to variability between subjects, while only
0.5% to 5% was due to the method. This high ICC was a result of the pre-processing
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image alignment performed in the Garrioch et al. study to ensure that the same
patch of retina was imaged.
A notable difference and novelty of the GTDP algorithm as compared to existing
en face cone segmentation algorithms is its use of segmentation to identify cones.
While the most common technique for cone identification is to locate points of max-
imal intensity, such a method only locates cone centers. In contrast, our technique
delineates cone boundaries, resulting in added information about the size and shape
of the segmented object. This information may be helpful for applications such as
studying how the multimodal structure of larger cones changes with time or wave-
length. However, it is of importance to note that in the context of AO photoreceptor
imaging, cone sizes may be near the resolution limit, especially towards the foveal
center. Furthermore, estimation of photoreceptor size depends on the wavelength of
the imaging modality (e.g. fundus camera, SLO, OCT) and even varies over time
based on intensity fluctuations. As a result, extracting size and shape information
about the cones, while helpful, may not be an accurate indication of its true mor-
phologic state.
Another advantage of using segmentation is that it enables a higher cone de-
tection rate. By keeping track of the entire area of a cone rather than only its
centroid, we can look for additional cones in regions where cones have not yet been
found (Figure 4.3B). Our technique also provides an advantage for isolating rods
and cones within a single image (Figure 4.7E), as we can readily distinguish between
the two types of photoreceptors based on their segmented area in normal retinae.
However, since accurate photoreceptor classification depends on correctly segmented
photoreceptors, the rods improperly segmented as cones in Figure 4.7B resulted
in misclassification. A more accurate and robust rod-cone segmentation algorithm
moving forward will be essential to improving this preliminary classification result.
A limitation of this study is its rather optimistic validation on higher quality
53
images of normal retina. In contrast, AO images taken from diseased retinae are
often low in quality and plagued with diverse pathological features. Nonetheless,
this work is the first step in introducing a conceptually simple yet robust framework
adaptable to incorporating the mathematical and algorithmic innovations necessary
for segmenting the more challenging real-world, clinical AOSLO images. Future
steps include validation of our rod and cone segmentation algorithm, as well as
extension and application of our framework to segment more complicated images of
photoreceptors in disease states.
4.7 Summary
We developed a fully automatic algorithm using GTDP to segment cone photore-
ceptors in AOSLO images of the retina and validated its performance. We were
able to achieve a higher cone detection rate, more accurate cone density and spac-
ing measurements, and comparable reproducibility compared to the Garrioch et al.
2012 algorithm. Furthermore, the segmentation-based approach enabled identifica-
tion and classification of rods and cones within a single image. This is encouraging for
ophthalmic studies requiring an efficient and accurate analysis of the photoreceptor
mosaic.
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5Clinical Application: OCT Biomarkers of AMD
5.1 Motivation
Age-related macular degeneration is a leading cause of irreversible blindness in Amer-
icans over 60 years of age [146]. There are many unanswered questions regarding
the pathogenesis of AMD, which can be investigated in longitudinal studies us-
ing in vivo, high-resolution, cross-sectional imaging rather than color fundus pho-
tographs [147, 148]. The non-invasive, cross-sectional view of the retina from SD-
OCT imaging has been used to characterize the vitreoretinal interface, retina, RPE,
and drusen complexes in the presence of AMD [147–149]. For quantitative AMD
studies, segmentation of the retina into layers and measurement of drusen volume
are crucial.
For non-neovascular AMD, disease severity can be determined by quantifying
drusen [150, 151] and geographic atrophy (GA) [152, 153]. Traditionally, meth-
ods for drusen quantification rely on the evaluation of 2D fundus photographs,
where many algorithms have been developed to accelerate segmentation [97, 154–
157]. With the advent of OCT, a third (axial) dimension of data has proven to be
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advantageous for drusen detection [148]. While many have demonstrated quantita-
tive accuracy in drusen volume quantification with either manual or semi-automatic
techniques [149, 158], most fully-automatic methods only show proof-of-concept re-
sults [47, 54, 159–161] and very few have been validated for accuracy [162]. Further-
more, drusen identification by commercial software integrated into several SD-OCT
systems has shown distinct limitations [163]. Such shortcomings have raised interest
in the utilization of polarization-sensitive OCT (PS-OCT) systems [164] to directly
segment the RPE [165]. Lastly, while several techniques for neovascular AMD seg-
mentation have also been recently proposed [89, 166–168], we target imaging inter-
mediate AMD prior to advanced disease.
In addition to the complexities associated with developing fully-automatic seg-
mentation algorithms, uncertainties over the true boundary locations of evolving
pathologic structures in retinal SD-OCT images pose yet another challenge. Reach-
ing a consensus on these boundaries is often not a trivial task. For example, when
assessing the RPE on SD-OCT images with AMD pathology, the presence of drusen
and GA significantly complicates the RPE structure, especially in instances of sub-
retinal drusenoid deposits [169–171] and irregular structures such as hyper-reflective
foci [149] or drusen remnants over GA [172]. This results in an often subjective or
arbitrary delineation of the RPE layer.
In this chapter, we propose guidelines for identifying the retinal layers that are
indicative of AMD progression, including the neurosensory retina (NSR) and the
RPE+drusen complex (RPEDC). To isolate these layers, we define boundaries at
the inner aspect of the ILM, inner aspect of the RPEDC, and outer aspect of BM
(Figure 5.1). We then describe an algorithm that automatically segments these
layer boundaries using the GTDP framework described in Section 2.1. Finally, the
algorithm is validated for its accuracy and reproducibility in quantifying the NSR
and RPEDC layers.
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Figure 5.1: Manual segmentation of an unsummed SD-OCT image for an eye with
intermediate AMD, delineating the inner aspect of the ILM (blue), inner aspect of
the RPE+drusen complex (RPEDC) (magenta), and outer aspect of BM (cyan).
Note the exclusion of the photoreceptor outer segments from the RPEDC layer and
the near convergence of the RPEDC at the site of focal geographic atrophy.
5.2 Proposed Manual Segmentation Guidelines for AMD Pathology
Prior to manual segmentation and algorithm development, we constructed a set of
qualitative guidelines based on previous literature, expertise from the Duke OCT
Reading Center, and representative images, to trace layer boundaries on images
with non-neovascular AMD pathology. Guidelines and example images were used as
a reference for manual segmentation in order to maintain a consistent and unbiased
interpretation between certified graders. Practice sessions for manual segmentation
were also performed on training data sets based on the guidelines. These guidelines
are listed as follows:
1. We isolate the RPE and drusen complex (denoted RPEDC) by delineating the
inner aspect of the RPE plus drusen material and the outer aspect of BM.
Sarks et al. have shown progression in AMD by correlating basal linear
and basal laminar deposits of the RPE to greater amounts of membranous
debris associated with clinically evident drusen and pigmentary changes on
color funduscopic measurements [173]. More recently, Zweifel et al. have shown
subretinal deposits in reticular drusen [174]. Thus, in particular for macular
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Figure 5.2: Example features to include in the RPEDC for eyes with intermediate
AMD. (A) Sub-RPE drusen (under asterisks) and (B) a subretinal drusenoid deposit
(under asterisk), both of which are included in the RPEDC.
SD-OCT datasets with non-neovascular AMD, we believe that a measure of the
RPEDC volume containing all drusen material, whether above (Figure 5.2B)
or below the RPE (Figure 5.2A), would be a more useful measure of disease.
Such a metric, which includes the RPE and small deposits of drusen material
rather than only large collections of debris, should therefore differentiate normal
aging from pathologic AMD processes. This hypothesis will be tested in the
longitudinal AREDS2 Ancillary SD-OCT (or A2A SD-OCT) study with age-
matched controls. Our hope is to show that RPEDC volume can be a useful
metric for assessing earlier states of AMD by differentiating the earliest stages
of disease from normal aging of the RPE.
2. We include all hyper-reflective material contiguous with the RPE as part of the
RPEDC, excluding the following:
(a) Material over a nearly absent RPE with a width narrower than the az-
imuthal resolution (Figure 5.3B).
(b) Indistinguishable dim or shadowy features over a nearly absent RPE (Fig-
ure 5.3C).
We include all forms of drusen, such as sub-RPE drusen (Figure 5.2A)
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Figure 5.3: Example features to exclude from the RPEDC in eyes with GA. (A)
A nearly absent RPE with hyper-reflectivity in the choroid (under bar) is typical of
GA. Note the loss of the photoreceptor layer in this region. (B) Material over such
a region with a width narrower than the azimuthal resolution (under asterisk) is
not considered a component of RPEDC, and (C) indistinguishable dim or shadowy
features (under asterisks) over such a region are also not considered a component of
RPEDC. We require the presence of A to exclude the features in B and C from the
RPEDC, and we use hyper-reflectivity in the choroid as a supporting indicator the
presence of A.
and subretinal drusenoid deposits (Figure 5.2B), in the RPEDC due to the
implications outlined in Guideline 1. While hyper-reflective foci have been
suggested to indicate disease progression [149], we chose not to include these
foci as part of the RPEDC because they represent cells that have migrated
away from (and are not contiguous with) the RPE. The inner border of the
RPEDC was distinguished from the overlying hyper-reflective ISE band when
present, as demonstrated in Figure 5.1.
We do not include narrow particulate (Figure 5.3B) or dim material (Fig-
ure 5.3C) over regions where the RPE is nearly absent (Figure 5.3A) since they
may represent residual drusen material or degenerated neurosensory cells [172].
To determine whether the RPE is nearly absent, we qualitatively assess the
thickness of the RPE and utilize hyper-reflectivity in the underlying choroid as
a supporting indicator of GA [153, 175].
For small, particulate material, we selected the minimum resolution to be
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Figure 5.4: Flowchart of the GTDP algorithm for segmenting SD-OCT retinal
layers of eyes with intermediate AMD.
equivalent to the azimuthal resolution to attain isotropic resolution, because in
our experiments the azimuthal resolution was lower than the lateral and axial
resolutions. In this chapter, 67 µm was used as the minimum resolution.
5.3 AMD Retinal Layer Segmentation Algorithm
We developed a three-retinal layer boundary segmentation algorithm for SD-OCT
images with AMD pathology based on the GTDP framework implemented for normal
retina in Chapter 3 [57]. An outline of the new algorithm flow in Figure 5.4 highlights
the key components needed to adapt this method for images with drusen and GA,
and an overview of the steps involved are described in the subsequent paragraphs.
Further information about the image dataset is given in Section 5.4.1.
5.3.1 Image Downsampling
To reduce the overall computation time, we first downsample the image by a factor
two in both dimensions using bicubic interpolation and antialiasing. This step can
be ignored for images with low-resolution, or if the computational complexity is of
no concern.
5.3.2 NFL-OPL and ISE-RPE Separation
There are two distinct hyper-reflective regions in filtered SD-OCT images of the
retina: the region bounded by the ILM and OPL/ONL boundaries (denoted the
NFL-OPL complex) and the region bounded by the ISM/ISE and BM boundaries
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(denoted the ISE-RPE complex). For retinal images with AMD, the pathology may
result in a merging of the NFL-OPL and ISE-RPE complexes. If these two regions are
not separated prior to segmenting, then it is possible for the ILM and inner RPEDC
boundaries to be mistaken for each other due to the similarity in their characteristics.
We therefore generate a binary mask of the image to isolate the NFL-OPL and
ISE-RPE hyper-reflective complexes. This is done by smoothing the image with an
11 ˆ 11 pixel Gaussian filter with a standard deviation of 11 pixels, extracting the
edges using a r´1, 1sT high-pass filter, linearly normalizing the image to range from
0 to 1, generating a binary mask using a threshold of 0.5 on the normalized image,
opening any gaps in the clusters using a 3 ˆ 3 pixel structuring element, removing
connected clusters smaller than 200 pixels, and closing any remaining gaps using the
same structuring element.
Once the mask is generated, we delineate the boundaries of the two white bands
corresponding to the two NFL-OPL and ISE-RPE complexes using GTDP. We gen-
erate two vertical gradient adjacency matrices: a black-to-white and a white-to-black
matrix using the r´1, 1sT and r1,´1sT edge filters and setting all negative values to
zero. After automatic endpoint initialization, we segment the four boundaries on the
image. We achieve this by twice searching for a black-to-white edge to locate the
upper boundaries of the two white bands, and twice searching for a white-to-black
edge to locate the two lower boundaries of the white bands. In order to ensure the
same edge is not segmented again, we exclude already-delineated nodes from the
graph when cutting subsequent edges. The result is a pilot estimate of the ILM,
OPL/ONL, inner RPEDC, and BM boundaries.
5.3.3 Flattening the Retina
Next, we flatten the retina based on the convex hull [176] of the estimated inner
RPEDC boundary since it approximates BM. This is done by shifting the columns
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of the image up or down until the estimated convex hull lies on a flat line. To prevent
from introducing any new border artifacts, columns of the flattened image without
pixel intensity information are assigned intensity values corresponding to the mirror
image of the values in the valid regions of the same column.
5.3.4 GTDP Layer Segmentation
To segment the retinal layer boundaries using GTDP, we first create adjacency ma-
trices based on the flattened image. To delineate the ILM, weights assigned to a
dark-to-light adjacency matrix are calculated based on Equation (3.2). For BM, a
separate adjacency matrix is utilized with weights calculated following
ωab “LinNormp´gLDa ´ gLDb , 2, 4q `
LinNormp´gDLa ´ gDLb , 0, 0.2q `
LinNormpdab, 2, 4q ` ωmin.
(5.1)
Finally, for the inner RPEDC boundary, the dark-to-light adjacency matrix from
Equation (3.2) is utilized along with a third adjacency matrix calculated based on
image intensity where
ωab “ LinNormp´ia ´ ib, 0, 1q ` ωmin. (5.2)
Following Section 2.1, we automatically initialize the endpoints and segment the
boundaries using Dijkstra’s algorithm to find the shortest path. For the ILM, we
use the dark-to-light adjacency matrix and a search region ranging from the top of
the image to the inner RPEDC estimated from the binary mask in Section 5.3.2.
To segment BM, we first tentatively cut the inner RPEDC using the dark-to-light
adjacency matrix and a search region limited by the inner RPEDC and BM estimates
from the binary mask. We then use the weights in Equation (5.1) and a search region
with the inner RPEDC as the upper boundary.
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To refine the inner RPEDC, we first estimate the RPE by segmenting it using the
intensity-based adjacency matrix from Equation (5.2). We limit the search region
to the inner RPEDC estimate and the final BM boundary. We then re-segment the
inner RPEDC using the RPE as the lower boundary and 10 µm above the RPE as
the upper boundary of the search region.
5.3.5 Unflattening and Upsampling
Lastly, we unflatten and upsample the segmentations by reversing the flattening and
downsampling processes, resulting in the original retinal image with three automat-
ically detected layer boundaries.
5.4 Validation Methods
5.4.1 Image Dataset
To validate our AMD retinal layer segmentation algorithm, we considered rectangu-
lar volumes with non-neovascular AMD under the A2A SD-OCT study, which was
registered at clinicaltrials.gov (ClinicalTrials.gov Identifier: NCT00794498) and ap-
proved by the IRBs of the four A2A SD-OCT clinics (Devers Eye Institute, Duke
Eye Center, Emory Eye Center, and the National Eye Institute (NEI)). Adhering
to the tenets of the Declaration of Helsinki, informed consent was obtained from all
participants.
In the A2A SD-OCT study, volumetric scans were acquired using the SD-OCT
imaging systems from Bioptigen located at the four clinic sites. For each patient
across all sites, horizontal (0˝) and vertical (90˝) rectangular volumes centered at
the fovea with 1000 A-scans and 100 B-scans were captured for one eye. The scan
sizes and the axial, lateral, and azimuthal resolutions varied slightly by site and are
specified in Table 5.1. The eye length was not measured. For this study, we included
volumes from all four clinical sites in order to validate algorithm performance for im-
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Table 5.1: Bioptigen imaging resolutions varied by site. Rectangular volumetric
scans were acquired with 1000 A-scans and 100 B-scans at all sites.
Imaging Resolutions
Study Site
Devers Duke Emory NEI
Axial FWHM resolution in retina (µm) 4.54 4.38 4.56 4.56
Axial pixel resolution (µm/pixel) 3.21 3.23 3.06 3.24
Lateral resolution (µm/pixel) 6.60 6.54 6.58 6.50
Azimuthal resolution (µm/pixel) 68.2 67.0 69.8 65.0
Scan Width (mm) 6.60 6.54 6.58 6.50
Scan Length (mm) 6.82 6.70 6.98 6.50
ages acquired at slightly varying axial resolutions and by different clinical operators.
As part of the A2A SD-OCT study, each volume was graded for quality by graders
certified by the Duke Advanced Research in SD-OCT Imaging (DARSI) group. In
addition to an overall scoring of good, fair, or poor, they assessed these volumes for the
following characteristics: a) foveal centration (a fovea located approximately at the
center of the volume), b) presence of low resolution or saturation, c) presence of arti-
facts produced by subject blinking, d) presence of artifacts produced by eye motion
or loss of fixation e) presence of complex conjugate artifacts, f) scan artifacts arising
from the imaging system, g) tilt, clipping, or blank frames, and h) un-gradable. We
utilized these existing scores in our study to classify the volumes as high quality, low
quality, or excluded from the study based on the criteria in Table 5.2. For example,
volumes with motion or loss of fixation artifacts could not be categorized as high in
quality since they result in inaccurate retinal layer volume measurements. Likewise,
we excluded volumes with blinking or complex conjugate artifacts in the region of
interest to avoid validating B-scans with missing retinal data.
Based on the criteria from Table 5.3, we randomly selected a total of 25 volumes
to validate the segmentation algorithm. The goal of the A2A SD-OCT study is to
examine intermediate AMD; thus, we only considered volumes that were designated
by the coordinating center to have Level 3 (intermediate) AMD based on color fundus
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Table 5.2: The characteristics allowed for a particular volume quality. For example, a
volume containing blinking artifacts could not be considered as a high or low quality
volume, therefore it was excluded from the validation study. A volume exhibiting
imaging system scan artifacts, on the other hand, did not impact volume quality.
Volume Quality
Allowable Characteristics High Low Excluded
Pre-graded volume quality good good, fair good, fair, poor
Low resolution or saturation X X
Blinking artifacts within frames 20-60 X
Motion or loss of fixation X X
Complex conjugate artifact within frames 20-60 X
Imaging system scan artifact X X X
Tilt, clipping, blank frames X X X
Un-gradable X
photography. Moreover, any volumes designated as Level 3 by fundus photography
that exhibited Level 4 (advanced) pathology as seen on SD-OCT were excluded from
the study. These included volumes with advanced AMD pathology such as choroidal
neovascularization, serous pigment epithelial detachment, subretinal fluid, or GA at
the foveal center. Vitelliform lesions were also excluded from the study since they
represent subretinal material that is not drusenoid in nature. Lastly, of all 20 patients
represented in the 25 selected volumes, seven patients were imaged at the Devers Eye
Institute, three at the Duke Eye Center, six at the Emory Eye Center, and four at
the NEI. All of the images used in this study and their corresponding manual and
automatic segmentation data are available at http://www.duke.edu/~sf59/Chiu_
IOVS_2011_dataset.htm.
5.4.2 Automatic versus Manual Segmentation
A total of 220 B-scans from 20 volumes were selected for this analysis. Five of these
twenty volumes were comprised of one randomly selected volume from each patient
in Group 1, and the remaining 15 volumes were those selected for Groups 2-4. The
four groups are defined in Table 5.3. The 11 B-scans from each volume were chosen
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Table 5.3: Validation study groups and volume selection criteria. All ten volumes
selected for Group 1 were used in the Reproducibility analysis, while five volumes
from each of the groups were used in the Automatic versus Manual Segmentation
analysis.
Selection Criteria
Volume Group
1 2 3 4
Number of Patients 5 5 5 5
Number of Volumes per patient 2 1 1 1
Number of Total Volumes 10 5 5 5
Pathology Type Drusen Drusen Drusen+GA Drusen+GA
Volume Quality High Low High Low
Scan Orientation (0˝/90˝) Both Either Either Either
as follows, with F denoting the B-scan number containing the foveal center: F, F˘2,
F˘5, F˘10, F˘15, and F˘20.
Two DARSI-certified graders performed manual segmentation of the retina by
drawing three layer boundaries (inner ILM, inner RPEDC, and outer BM) using
customized software with a graphical user interface. During manual segmentation,
no outside consultation or communication between graders was allowed. We then
performed automatic segmentation using a MATLAB implementation of the algo-
rithm.
Following segmentation, B-scans were cropped by 20% on each side to achieve
equal axial and azimuthal lengths in the segmented volume. The mean thickness
difference between the automatic and manual segmentation of a predetermined (the
more senior) grader was calculated for each B-scan. The absolute mean difference
and standard deviation across all B-scans were then computed and compared be-
tween the automatic and manual segmentation. We also determined the maximum
error and the percentage of A-scans with an error ą 5 pixels (note that the axial res-
olution varied by site, therefore the 5 pixels was not converted to the 15.3 - 16.2 µm
range). The same comparison was then conducted between the two manual graders
to estimate inter-observer variability.
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5.4.3 Algorithm Reproducibility
We automatically segmented all B-scans in the 10 volumes from Group 1 using
the developed software to delineate the inner ILM, inner RPEDC, and outer BM
boundaries. Based on these segmentation results, we measured the volume of the
RPEDC and NSR in microns for the region enclosed in a 4 mm-diameter circle
centered at the fovea.
We chose a 4 mm-diameter circle to match the Automatic versus Manual analysis,
where we examined the inner 60% of a 6.5 - 7.0 mm volume. Using the lateral and
azimuthal resolutions of each volume, we summed the total number of pixels enclosed
between the upper and lower boundaries of the layer across all A-scans within the
circle to produce the pixel volume for the layer of interest. We calculated the micron
volume of a pixel by multiplying the axial, lateral, and azimuthal resolutions from
Table 5.1 and then multiplied the pixel volume by this factor. To determine the
reproducibility of our segmentation algorithm, we compared the percent difference
in the measured volumes between the 0˝ and 90˝ scans of the same eye at the same
visit.
5.5 Validation Results
5.5.1 Automatic versus Manual Segmentation Results
Every image had at least one pixel of difference both between the manual segmen-
tation by two graders and between automated versus manual segmentation. The
mean and standard deviation of the segmented layer thickness differences are shown
in Table 5.4 with the results categorized by volume group. Column III shows the
layer thickness differences between two certified graders, and Column VI shows the
differences of our automatic segmentation compared to the more senior grader. We
also report the maximum thickness difference and the percentage of A-scans with an
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Table 5.4: Automatic versus manual segmentation results. Differences (error) in
retinal layer thickness segmentation between two certified manual graders for 220 B-
scans (Column III), as compared to the thickness differences between the automatic
segmentation and one certified manual grader of the same 220 B-scans (Column VI).
The maximum difference and the percentage of A-scans with a difference greater
than 5 pixels are also reported.
Inter-Observer Automatic vs Manual
Volume
Group
Layer
Mean˘SD
(µm)
Max
(µm)
ą5 pixels
(%)
Mean˘SD
(µm)
Max
(µm)
ą5 pixels
(%)
1
NSR 3.2 ˘ 2.3 40 5.5 2.5 ˘ 1.8 52 2.5
RPEDC 4.1 ˘ 3.1 49 5.8 3.0 ˘ 2.1 52 3.2
2
NSR 3.3 ˘ 2.3 67 10.0 3.7 ˘ 2.3 67 7.6
RPEDC 4.5 ˘ 3.5 70 12.5 2.8 ˘ 2.0 70 7.8
3
NSR 4.6 ˘ 3.9 103 12.8 5.0 ˘ 3.0 103 11.4
RPEDC 4.8 ˘ 4.3 100 13.3 4.1 ˘ 3.5 90 11.3
4
NSR 2.7 ˘ 2.3 75 10.6 5.6 ˘ 3.0 97 10.6
RPEDC 4.4 ˘ 3.2 71 13.4 3.0 ˘ 2.2 100 7.8
Total
NSR 3.4 ˘ 2.9 103 9.7 4.2 ˘ 2.8 103 8.0
RPEDC 4.5 ˘ 3.5 100 11.3 3.2 ˘ 2.6 100 7.5
error ą 5 pixels in Table 5.4. Figure 5.5 shows an example automatic segmentation
result for each of the volume groups, and Figure 5.6 shows two examples of erroneous
automated segmentation.
5.5.2 Reproducibility Results
The NSR and RPEDC volumes and the percent differences in volume between the
0˝ and 90˝ datasets are reported in Table 5.5. The table shows that the calculated
volumes of the NSR and RPEDC measured on a 0˝ volumetric scan and equivalent
90˝ scan differed on average by 0.28 ˘ 0.28% and 1.60 ˘ 1.57%, respectively.
5.5.3 Performance
We coded the algorithm using MATLAB, resulting in an average computation time
of 1.7 seconds per image (512 ˆ 1000 pixels) on a laptop computer with a 64-bit
operating system, Intel Core i7 CPU at 1.73 GHz, a 7200 RPM hard drive, and 16
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Figure 5.5: SD-OCT images of eyes with intermediate AMD without and with
automatic segmentation (inner ILM: blue, inner RPEDC: magenta, and outer BM:
cyan). (A) A high quality image with both large and small drusen and (B) the seg-
mentation result. (C) A low quality image with small deposits of drusen material
and (D) the segmentation result. (E) A high quality image demonstrating an ex-
tensive area of GA with irregular reflectivity from outer retinal structures and (F)
the segmentation result. (G) A low quality image with an area of GA and an over-
lying small spot of hyper-reflectivity that was not included as REPDC and (H) the
segmentation result.
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Figure 5.6: Erroneously segmented SD-OCT images of eyes with intermediate
AMD. (A) An SD-OCT image from Volume Group 3 with a subretinal drusenoid
deposit, and (B) the automated algorithm erroneously segmented the RPE without
drusenoid material (under asterisk). (C) An SD-OCT image from Volume Group 3
with atrophy of the RPE and a hyper-reflective choroid typical of GA, and (D) the
automated algorithm erroneously segmented hyper-reflective structures within the
choroid as the RPEDC (under bar).
GB of RAM. This time includes the overhead required for read and write operations.
Manual segmentation took an average time of 3.5 minutes per image.
5.6 Discussion
Despite the establishment of pre-defined segmentation guidelines and practice ses-
sions for manual segmentation on training data sets, two certified graders did not
achieve perfect agreement when delineating the layer boundaries (Table 5.4, inter-
observer). Implementing even more explicit guidelines for manual segmentation
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Table 5.5: Reproducibility of measured layer volumes between 0˝ and 90˝ datasets
of the same patient and their calculated percent difference.
Volume (mm3) Difference (%)
NSR RPEDC
NSR RPEDC
Patient 0˝ 90˝ 0˝ 90˝
1 3.45 3.45 0.31 0.32 0.00 1.62
2 3.56 3.57 0.36 0.36 0.20 0.33
3 3.74 3.71 0.38 0.38 0.75 0.36
4 3.46 3.45 0.44 0.43 0.15 1.50
5 3.48 3.49 0.46 0.44 0.30 4.18
Mean 3.54 3.53 0.39 0.39 0.28 1.60
SD 0.12 0.11 0.06 0.05 0.28 1.57
might improve agreement, but this will not eliminate the inherent intra-observer
variability and differences between manual tracings. Also note that although we ex-
cluded RPEDC material over a nearly absent RPE with a minimum lateral width
equal to the azimuthal resolution (67 µm in this study), future investigators may
employ a fixed width to improve uniformity across clinical studies.
Results show that our algorithm automatically segmented the NSR and RPEDC
in eyes with intermediate AMD with an accuracy comparable to that of a second
human grader (Table 5.4). A low volume quality did not significantly reduce the
segmentation accuracy (Table 5.4, Volume Group 1 vs. 2 and 3 vs. 4), illustrating
the algorithm’s robustness for images of varying quality. Future study across a
dataset of several hundred eyes with intermediate AMD may reveal new segmentation
challenges that occur infrequently and thus may not have been identified in this series.
We currently do not know the range of changes in RPEDC volume associated with
disease progression or how these compare to color fundus photographs, and therefore
we cannot be certain of the accuracy required for predictive volume measurements.
RPEDC volume measurements from SD-OCT imaging will hopefully provide greater
accuracy in assessing drusen load compared to the common technique of mentally
71
summing the area of drusen visible on color fundus photographs [127].
Our measurement of the RPEDC builds from the known pathophysiology and
morphology of AMD and should be useful in testing hypotheses of disease progres-
sion. The term drusen has been based on yellow spots visible on ophthalmoscopy,
and has been recorded with color fundus photographs. They contain a wide range
of material including lipids, lipoproteins, amyloid, collagen, proteins associated with
inflammation, and degradation products [177–179]. Although drusen can be com-
prised of basal laminar deposits (internal to the RPE), basal linear deposits (external
to the basal lamina of the RPE), and apical or subretinal deposits (reticular drusen),
the difference between aging processes and the onset of AMD remains controver-
sial [169, 180–182]. Each of these deposits has been implicated in the pathogenesis
of AMD, and it would appear clinically relevant to identify the early onset of changes
in the RPE associated with AMD. Although large drusen can be readily segmented
from the RPE, small drusen deposits in the early stages of disease, depending on the
pattern of reflectivity, would likely initially produce a change in RPE volume followed
by a subsequent appearance of distinct drusen as the deposits enlarge. Thus, because
of our interest in identifying RPE and drusen pathology associated with early AMD,
we pursued RPEDC measurement so as to capture the full extent of early disease
and chose to compare this to an aged non-AMD control population. This will be
important when paired with measurements of the NSR to investigate the timing of
RPE versus photoreceptor [149, 183, 184] morphologic changes in early AMD.
Because non-central GA may be a component of intermediate AMD, we included
eyes with GA in our algorithm testing. The algorithm was marginally less accurate
for volumes containing both GA and drusen versus solely drusen largely due to the
differing morphology of the RPEDC in these two types of pathology (Figure 5.6D).
Furthermore, the algorithm exhibited a tendency to segment the RPE rather than
the RPEDC in the presence of some subretinal drusenoid deposits (Figure 5.6B).
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Utilizing an integrated algorithm to segment these types of pathology resulted in
a trade-off between extending functionality and compromising accuracy. To fully
disclose these errors and any other limitations of our algorithm, we have made the
complete validation dataset available online. A drawback of this or any automated
segmentation system may be the need for human review of the automated segmen-
tation results to assess for unexpected errors such as the ones seen in Figure 5.6.
Even with these limitations, our algorithm segmented drusen of various shapes
and sizes (Figure 5.5B), images of significantly low quality (Figure 5.5D), RPE and
drusen in the presence of GA (Figure 5.5F), and retinae with irregular curvatures
(Figure 5.5H). Furthermore, the ă 5% difference in measured layer volume when
comparing 0˝ and 90˝ scans of the same eye (Table 5.5) attests to the reproducibly of
the automatic measurements. Differences in the measured layer volume may partially
be attributed to the fact that the volumes were unregistered.
Not only did the algorithm segment these images accurately and reproducibly,
but also efficiently. On average, a certified grader could draw three boundaries on
a single B-scan in 3.5 minutes. This long segmentation time was largely attributed
to the difficulty in segmenting the irregularly shaped inner border of the RPEDC
and in distinguishing the RPE and drusen from extraneous material, such as hyper-
reflective foci and drusenoid remnants over GA. Future studies will include a more
in-depth analysis on a larger pool of data and could identify common automated
drusen segmentation errors similar to other studies [162, 163].
The clinical implications of these results are encouraging for large-scale oph-
thalmic studies, since they suggest that this automatic segmentation algorithm can
efficiently and reproducibly segment the NSR and RPEDC. Furthermore, for clinical
studies with a wide range of image quality, our algorithm is capable of accurately
segmenting images of lower quality. Lastly, automatic segmentation of the RPEDC
contributes to the progress in drusen quantification, which is especially important in
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AMD studies. However, note that the algorithm segments all drusen types, including
soft drusen, cuticular drusen, and subretinal drusenoid deposits. While soft drusen
and subretinal drusenoid deposits have been shown to be significant indicators of
AMD progression [169, 173, 174, 185], cuticular drusen are considered by some as
not being associated with AMD [186, 187]. Our future studies will include the devel-
opment of automated drusen classification techniques to segment drusen types that
are specific to a particular disease.
Validation of our proposed algorithm was limited to intermediate AMD and was
not tested for disease processes such as neovascular AMD, vitreoretinal pathologies,
or proliferative diabetic retinopathy (DR). Algorithmic modification, extension of
application, and assessment of the performance in eyes exhibiting pathologies out-
side of non-neovascular AMD is part of our ongoing work. Furthermore, while only
volumes with high or low quality were considered in our validation study, this does
not imply that the algorithm necessarily errs for volumes excluded from the study.
These volumes were excluded due to missing retinal data. All such volumes will
be included in our future studies identifying common segmentation and acquisition
errors on a broader pool of data.
5.7 Summary
In summary, we developed a fully automatic algorithm to segment three retinal
boundaries with a performance comparable to that of manual graders. The algorithm
performed reliably for images containing drusen and GA and for images varying in
quality, and yielded reproducible measurements of layer volumes for the same eye.
Our automatic approach can reduce time and labor costs and can yield an objective
evaluation for the study of AMD in future clinical studies.
74
6Clinical Application: Confocal Microscopy
Biomarkers of AMD
6.1 Motivation
AMD is the leading cause of irreversible blindness in Americans older than 60
years [146]. In a recent study, Ding et al. showed that anti-amyloid therapy protects
against RPE damage and vision loss in an APOE4 mouse model of AMD [10]. In
that study, the average size and density of RPE cells imaged by confocal fluorescence
microscopy were used as biomarkers for disease progression. To obtain these quan-
titative metrics, 22,495 cells were analyzed using customized semi-automatic seg-
mentation software. To achieve a drastically faster segmentation rate, this chapter
describes a fully automatic algorithm to segment RPE cells in confocal fluorescence
microscopy images of flat-mounted retina for both normal and AMD mouse models.
6.2 RPE Cell Segmentation Algorithm
We implemented our closed-contour GTDP segmentation framework described in
Section 2.2 to segment RPE cells imaged by confocal fluorescence microscopy. The
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Figure 6.1: Flowchart of the GTDP algorithm for segmenting RPE cells on confocal
fluorescence microscopy images of normal and AMD flat-mounted mouse retina.
algorithm is outlined in Figure 6.1 and described in the following subsections.
6.2.1 Pilot Estimation of RPE Cell Morphology
We first normalize the intensities of the image tIfullc P R1024ˆ1024 | 0 ď Ifullc ď 1u and
smooth Ifullc using an 11 ˆ 11 pixel Gaussian filter with a standard deviation of 25
pixels. Next, we compute the extended-minima transform [188] that finds all minima
and suppresses those with a depth less than 0.05. To generate a binary image Bfullc
containing pilot estimates for all cells, we set Bfullc “ 1 for all points z lying within
the convex hull [176] of each minima.
To localize a single cell and its corresponding pilot estimate, we crop Ifullc and
Bfullc to smaller images Ic and Bc P R201ˆ201. The cropped image size was chosen
such that the largest conceivable cell in our model would not be clipped, and the cen-
tral pixel for both images corresponds to the zref computed using the pilot estimate
inBc. SinceBc may contain other cell estimates, we set all pixels outside the current
pilot estimate to zero. Example images of Ic and Bc are shown in Figures 6.2A and
B, respectively.
6.2.2 Transformation into the Quasi-Polar Domain
The RPE cell image is next transformed into the quasi-polar domain using Steps 1-3
in Section 2.2.2 with the following implementation details:
 The horizontal and vertical polar axes follow tθ P Z | 0 ď θ ď 360u and
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r P Z | 1 ď r ďapF ´ iref q2 ` pG´ jref q2(, respectively.
 After generating Bp in Step 1, we set bp1 “ bppΘ`1q “ bp1 _ bppΘ`1q (where _
is the element-wise logical OR operator) since the first column (0˝) and last
column (360˝) should be equal. Note that there are a total of Θ ` 1 columns
since θ ranges from 0˝ to 360˝.
 In Step 2, the function r “ fprθs is found by segmenting Bp using the GTDP
layer segmentation technique and smoothing the path using a moving average
filter with a span of 1%. The resulting function is shown in green in Figure 6.2C,
and it provides the shape information necessary to flatten the feature into the
quasi-polar domain.
 In Section 6.2.3, we also generate a threshold image Tc where
Tcrzs “
#
1, if Fcrzs ą F c
0, otherwise
, @ z. (6.1)
In Equation (6.1), Fc is the Wiener-filtered image of Ic and F c is the mean of
Fc. We then set all connected components in Tc smaller than 20 pixels to zero,
and for all z where Bfullc rzs “ 1 and Bcrzs “ 0, we set Tcrzs “ 1. Finally, we
transform Tc into its quasi-polar equivalent, Tq.
The transformation of Ic Ñ Ip Ñ Iq is shown in Figure 6.2AÑDÑF. Figure 6.2E
is the quasi-polar transformed pilot estimate, showing that the transform yielded a
fully flattened pilot estimate and an approximately flattened RPE cell structure.
6.2.3 GTDP Cell Segmentation
After generating the quasi-polar transformed image Iq, we use our GTDP layer
segmentation framework from Section 2.1 to segment the RPE cell boundary. The
graph weights are calculated based on the following three cost functions:
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Figure 6.2: RPE cell segmentation using the quasi-polar transform. (A) Image of
the RPE cell to segment and (B) its pilot estimate and centroid (blue asterisk). (C)
Polar transformation of B segmented using GTDP to generate r “ fprθs (green).
(D) Polar transformation of A using the centroid from B as the reference pixel. The
black regions are invalid points that lie outside the image in A. (E,F) Images C and
D flattened based on fprθs, and F segmented using GTDP to form r1 “ fqrθs. (G)
Transformation of fqrθs from F back into the Cartesian domain.
1. Penalize bright nodes further from the centroid to avoid segmenting multiple
RPE cells at once (J1 P RRˆΘ).
2. Penalize nodes that include the pilot estimates of other cells to also avoid
segmenting multiple cells at once (J2 P RRˆΘ).
3. Penalize nodes that fall below the Tq threshold criteria (J3 P RRˆΘ).
We then implement these three cost functions using the following MATLAB notation,
where tq and jk are corresponding columns in Tq and Jk, respectively, and
j1 “ bwlabelptq ą 0q
j2 “ bwlabelp tq | tq ““ ´1q
j3 “ 2 ¨ bwlabelptq „“ ´1q ´ 2.
(6.2)
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We then combine these cost functions to generate Jtotal, where
J1pJ1 ““ 0q “ J2pJ2 ą 0q ` 1.5
J3pJ3 ă 0q “ maxpJ3q ` 2
Jtotal “ J1 ` J3.
(6.3)
Finally, we calculate edge weights using
ωab “LinNormp´ia ´ ib, 0, 0.25q `
LinNormpJtotalras ` Jtotalrbs, 1, 2q ` ωmin,
(6.4)
where Jtotalrns is the value of Jtotal at node n.
We next limit the search region by setting all edges connected to nodes in pre-
viously segmented cells to zero. We also prevent the path from encapsulating a
previously segmented cell. Automatic endpoint initialization and Dijkstra’s algo-
rithm are then used to find the minimum-weighted path described by the function
r1 “ fqrθs.
Since fqrθs must be equal for θ “ 0˝ “ 360˝, we check to see if this condition is
satisfied, as it is not guaranteed when using automatic initialization. If the condition
is not met, then we manually initialize the start and end nodes to pr1, θq “ pfqr0s, 0q
and pfqr0s, 360q, respectively to find the shortest path p0. We then initialize the
endpoints to pfqr360s, 0q and pfqr360s, 360q to find path p360. We then select the
final path (Figure 6.2F, magenta) as the one that is brighter overall following
fq “
$’&’%p0, if
360ÿ
θ“0
Iqrp0rθs, θs ě
360ÿ
θ“0
Iqrp360rθs, θs
p360, otherwise
. (6.5)
Finally, the path fqrθs is transformed back into the Cartesian domain (Fig-
ure 6.2G, magenta) following Section 2.2.4 and the coordinates are shifted from
Ic onto I
full
c . The resulting cell segmentation is marked on a binary edge image
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Efullc P R1024ˆ1024, where for all pixels tzkuΘk“1 on the segmented path, Efullc rzks “ 1.
For any adjacent pixels zk and zk`1 that are unconnected, we use linear interpolation
to connect the dots and create a closed-contour.
6.2.4 Segmentation of Subsequent RPE Cells
To segment subsequent RPE cells, we iterate through Sections 6.2.2 to 6.2.3 for all
pilot estimates in Bfullc . To prevent gaps from occurring between adjacent cells, we
create a preference for already-segmented cell borders by brightening their intensity
values such that Icrzs “ max pIcrzs, meanpIcq ` stdpIcqq (using MATLAB notation)
and Tcrzs “ 1 for all z where Efullc rzs “ 1.
6.2.5 Refinement
For our validation study in Section 6.3.1, we used Ding et al.’s [10] semi-automatic
segmentation as our gold standard. In those segmentation results, cells were sepa-
rated by drawing a line through the middle of the cell border with a thickness of
a single pixel. Since our algorithm does not necessarily yield a cell border with a
thickness of a single pixel, this section describes the post-processing steps required to
match our automatic segmentation with the gold standard protocol, and to remove
any erroneous cell segmentations.
First, we remove all cells smaller than 50 pixels by setting Efullc rzs “ 1 for all
z lying within those cells. We then generate the skeleton of Efullc and remove all
spurs [126]. Next, we look at individual cell edges by setting branch points in Efullc
equal to zero. We compute the minimum edge threshold as t “ meanpIfullc rzsq ´
1.5 ¨ stdpIfullc rzsq using all points z where Efullc rzs “ 1. If all pixels for a given cell
segmentation fall below t or if 80% of the pixels fall below t and there were at least
15 such pixels, then we remove the cell segmentation from Efullc . Once we remove
all invalid cell segmentations, we restore all branch points on Efullc and remove any
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newly created spurs or pixels no longer connected to the cell segmentation.
6.3 Validation Methods
6.3.1 Image Dataset
We used Ding et al.’s dataset published in PNAS in 2011 [10]. This dataset included
23 confocal fluorescence microscopy images (0.64 ˆ 0.64 mm) of central RPE flat
mounts from 17 mice with approximately 1000 cells per image. RPE cells were
stained with a rabbit antibody against ZO-1 (402200, 1:100; Invitrogen) and imaged
on a Nikon Eclipse C1 microscope.
6.3.2 Automatic versus Manual Segmentation
To validate our fully automatic segmentation results against the gold standard, we
compared the cell count and mean cell size for each of the 23 images in Ding et al.’s
study [10]. To prevent from biasing our results, these images were not used during
the algorithm development stage. Instead, a single confocal microscopy fluorescence
image of an AMD mouse model not included in the validation dataset was used to
train the algorithm.
We did not alter the data in Ding et al.’s study in any shape or form, with one
slight exception. In that study, closed-counter features smaller than 100 pixels were
absorbed into neighboring cells since such regions were likely a result of incorrect
manual segmentation. In our replication of Ding et al.’s results, we discarded these
regions from our quantitative comparison since such regions were negligible. Fur-
thermore in Ding et al.’s study [10], regions of the image considered invalid due to
imaging errors, flat-mount preparation errors, or cells being cut off by image bor-
ders, were marked separately and discarded from the analysis. In our study, we
used the markings from [10] to ignore the exact same invalid regions in our analysis.
The above two types of outliers occupied a very small percentage of the total area
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segmented.
6.4 Validation Results
Quantitative results for the RPE cell segmentation algorithm are shown in Table 6.1.
The average error between automatic segmentation and the gold standard was 1.49˘
1.44% for the cell count and 1.32˘ 1.53% for the mean cell area. The median error
was found to be 0.97% and 0.71% for the detected number of cells and mean cell
area, respectively.
Qualitative results for this validation study are shown in Figure 6.3, where Fig-
ure 6.3A (corresponding to Image 16 in Table 6.1) is the automatically segmented
confocal fluorescence image of an AMD flat-mounted mouse retina, and Figure 6.3B-
G are zoomed-in cell segmentation results.
Figure 6.4 (top) shows two confocal images of RPE cells along with their gold
standard (Figure 6.4, middle) and automatic (Figure 6.4, bottom) segmentation
results. The image in Figure Figure 6.4A corresponds to Image 9 in Table 6.1 with
approximately median error, and Figure 6.4B shows Image 10 from Table 6.1 with
maximum error.
Lastly, Figure 6.5 shows zoomed-in images of Images 6 and 9 from Table 6.1 com-
paring the gold standard (Figurse 6.5A-E) to automatic segmentation (Figures 6.5F-
J). The images in Figures 6.5A-C are examples of erroneous gold standard seg-
mentation, while Figure 6.5J is an example of erroneous automatic segmentation.
Their corresponding images (Figures 6.5E-H) are examples of accurate segmenta-
tion. Finally, Figures 6.5D,I show an undetermined case where it is unclear which
segmentation is correct.
All 23 images used in the study and their corresponding manual and automatic
segmentation data are available at http://www.duke.edu/~sf59/Chiu_BOE_2012_
dataset.htm. The “single click” algorithm was coded in MATLAB and resulted in
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Table 6.1: Comparison of RPE cell count and average cell area obtained for each
confocal fluorescence microscopy image via fully automatic segmentation versus the
gold standard.
Number of Cells Mean Cell Area
Gold
Standard
GTDP Error
Gold
Standard
GTDP Error
Image (N) (N) (%) (pixels) (pixels) (%)
1 885 855 3.39 1003 1036 3.27
2 710 721 1.55 1228 1204 1.97
3 829 830 0.12 1087 1082 0.47
4 776 775 0.13 1126 1124 0.23
5 825 817 0.97 1092 1100 0.71
6 923 902 2.28 866 882 1.83
7 981 937 4.49 899 940 4.53
8 971 960 1.13 875 881 0.72
9 1097 1088 0.82 832 836 0.52
10 1253 1181 5.75 715 757 5.94
11 1187 1170 1.43 771 781 1.24
12 833 828 0.60 1062 1065 0.21
13 900 895 0.56 1007 1010 0.23
14 1235 1220 1.21 730 736 0.89
15 1005 999 0.60 892 895 0.32
16 1109 1075 3.07 815 839 2.96
17 1084 1077 0.65 836 840 0.37
18 1003 982 2.09 916 934 1.93
19 1013 1008 0.49 865 866 0.11
20 1054 1042 1.14 856 863 0.90
21 931 927 0.43 970 972 0.16
22 973 967 0.62 931 935 0.36
23 919 912 0.76 964 969 0.45
Median 973 960 0.97 899 934 0.71
Mean 978 964 1.49 928 937 1.32
SD 141 132 1.44 130 123 1.53
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Figure 6.3: Examples of automatic RPE cell segmentation. (A) Automatically
segmented confocal fluorescence image of a flat-mounted mouse retina (Image 16
in Table 6.1). The cell borders could still be segmented in cases when (B) the pilot
estimate (white) was off-center and not a close estimate of the cell, (C) image artifacts
or extraneous features were present, (D) the reflectivity of the cell border varied, (E)
the cell had a low SNR, (F) the cell was of an abnormal shape, and (G) cell sizes
were large or small. Each colored box in A corresponds to the zoomed-in image with
the same colored box in B-G.
an average computation time of 2.95 minutes per image (with an average of 964 cells
per image) on a desktop computer with a 64-bit operating system, Core i7 2600K
CPU, solid state hard drive, and 16 GB of RAM. This time included the overhead
required for reading and writing operations.
6.5 Discussion
To the best of our knowledge, no other technique has been reported for fully au-
tomatically segmenting confocal fluorescence images of RPE cells. The qualitative
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Figure 6.4: Comparison of fully automatic segmentation versus the gold stan-
dard. Top: two confocal fluorescence microscopy images of flat-mounted mouse
retina. Middle: gold standard segmentation of RPE cells (magenta) obtained semi-
automatically using an independent technique. Bottom: fully automatic segmenta-
tion (magenta) using the closed-contour GTDP technique. In the gold standard, cells
bordering the image and invalid regions due to folding of tissue during preparation
and imaging artifacts were ignored. These regions (black borders) were therefore
discarded for the comparison study shown in Table 6.1.
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Figure 6.5: Zoomed-in comparison of fully automatic GTDP segmentation versus
the gold standard. (A) Erroneous gold standard segmentation: the small middle
cell was merged with adjacent cells. (B) Erroneous gold standard segmentation that
did not significantly alter quantitative comparison: although the middle cell was
incorrectly shifted, the cell count remained correct. (C) Erroneous gold standard
segmentation: an enlarged diseased cell was incorrectly separated into two cells. We
emphasize that the errors in A-C were very infrequent in the gold standard dataset
consisting of thousands of semi-automatically segmented cells. However, existence of
even a handful of such errors shows the limitation of subjective segmentation tech-
niques relative to our automatic segmentation, F-H. (D,I) An undetermined case:
the gold standard, D, delineated two separate cells, while the automatic segmen-
tation, I, grouped them as a single cell. Since these are diseased RPE cells, it is
unclear whether cells with a partially disappeared cell border should be considered
individually or as a unit. (J) Erroneous automatic segmentation: borders were in-
correctly drawn through the cells due to an artifact. (E-H) Accurate gold standard
and automatic segmentations.
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results shown in Figure 6.3 demonstrate accurate automatic cell segmentation despite
the presence of image artifacts, low SNR, or inaccurate estimations. Furthermore,
the cell shape and size were not constraining factors for the presented automatic
algorithm.
Quantitative results show that our fully automatic algorithm accurately seg-
mented RPE cells on confocal images of flat-mounted mouse retina with AMD,
yielding cell count and mean cell area measurements with an average error of less
than 1.5%. Automatic segmentation errors similar to Figure 6.5J occurred due to
the presence of bright imaging artifacts which erroneously altered values in the first
cost function of Equation (6.2). However, as shown in Figure 6.5A-C, even the gold
standard segmentation reported in PNAS contained errors as well. Such errors will
naturally occur in most manual or semi-automatic segmentation tasks required for
large-scale studies, where multiple human experts subjectively grade images at differ-
ent dates. Furthermore, since manual correction is extremely time consuming, cells
with inconsequential errors (Figure 6.5B) may not have been a priority to correct.
As a result, a 0% error from the gold standard does not imply perfect segmentation.
To reduce the influence of pilot estimation on the segmentation result and improve
segmentation accuracy, one may employ an iterative approach where the segmenta-
tion result for one iteration is used as the pilot estimate for the next iteration. In
addition, denoising of the raw images with modern adaptive techniques [189, 190]
may remove imaging artifacts without altering anatomic structures, thus potentially
further improving the automated segmentation performance.
Our motivation for using cell count and area as validation metrics stems from
the need to quantify the extent of cell damage present in different groups of diseased
mice [10]. While error in the absolute position of each automatically segmented cell
may have been a more direct validation metric, the presence of errors in the gold
standard made this unfeasible. Furthermore, the cell boundary is several pixels thick,
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making it difficult to assign a “true” boundary position. While the gold standard
often divided cells through the middle of the cell border, this was not always the
case. As a result, we considered cell count and area to be a more meaningful and
viable validation metric.
6.6 Summary
In summary, we demonstrated the utility of the quasi-polar transform and GTDP
framework for segmenting irregularly shaped, diseased closed-contour structures. Im-
plementation of the algorithm for RPE cell segmentation in confocal fluorescence im-
ages of flat-mounted AMD mouse retina resulted in accurate extraction of cell count
and average cell size. We believe that such a tool will be extremely useful for future
studies which use cell morphology as a biomarker for the onset and progression of
disease.
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7Clinical Application: Multi-Platform Image
Segmentation
7.1 Motivation
In the past decade, OCT has become an increasingly popular imaging modality for
monitoring changes in retinal thickness and morphology for diseases such as diabetic
macular edema [191]. Accurate retinal layer thickness measurements often depend
on adequate image quality obtained by OCT imaging systems, as well as accurate
segmentation of the retinal layer boundaries. Various OCT imaging systems are cur-
rently used clinically, including the Stratus TD-OCT system (Carl Zeiss Meditec,
Dublin, CA, USA), Cirrus spectral domain HD-OCT system (Carl Zeiss Meditec,
Dublin, CA, USA), and Spectralis SD-OCT system (Heidelberg Engineering, Heidel-
berg, Germany). While each of these OCT systems include software to segment the
retina, their respective segmentation algorithms delineate the outer retinal boundary
at different positions [43, 192–194].
Discrepancies in retinal thickness measurements produced by different OCT soft-
ware algorithms can adversely affect the interpretations of disease progression and
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response to therapy. For example, with multi-center clinical trials on DME, it is
difficult to directly compare retinal thickness changes since such measurements are
often obtained by different imaging systems. Similar challenges also occur in clinic
when patients change physicians. While manual adjustment of the outer retinal
layer boundary is possible, this approach is inefficient for clinical trials and often not
practical in clinics.
This chapter discusses a fully automatic segmentation algorithm capable of seg-
menting three retinal layer boundaries on images of DME obtained by two different
SD-OCT systems (Spectralis and Cirrus HD-OCT) without any changes made to the
algorithm. We also assessed whether retinal thickness measurements determined by
the algorithm could be directly compared across imaging platforms.
7.2 Retinal Layer Identification Guidelines for Multi-Platform Images
of DME
Prior to any manual segmentation and algorithm development, we constructed a
set of qualitative guidelines to identify layer boundaries on multi-platform images
of DME. These guidelines were established to maintain a consistent and unbiased
interpretation of each retinal boundary, and were determined based on previous
literature, expertise from the Duke Reading Center, and representative images. The
guidelines are listed as follows:
1. The total retinal thickness (TRT) is defined as the thickness of the region of
tissue between the ILM and BM for both Spectralis and Cirrus images (Fig-
ures 7.1A and D).
2. On images acquired by Spectralis, the retinal thickness (sRT, s for Spectralis)
is defined as the thickness of the region of tissue between the ILM and OS/RPE
boundary (Figure 7.1B). This is also known as the NSR.
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Figure 7.1: Spectralis and Cirrus retinal layer identification guidelines. (A) Auto-
mated Spectralis segmentation of the ILM and BM to extract total retinal thickness
(TRT). (B) Semi-automated Spectralis segmentation with the outer boundary man-
ually moved to the OS/RPE to extract the Spectralis-based retinal thickness (sRT).
(C) Automated Cirrus segmentation of the ILM and outer retina to extract the
Cirrus-based retinal thickness (cRT). (D) Semi-automated Cirrus segmentation with
the outer boundary manually moved to BM to extract the TRT. The orange arrows
indicate manual adjustment of the retinal layer boundary.
3. On images acquired by Cirrus, the retinal thickness (cRT, c for Cirrus) is
defined as the thickness of the region of tissue between the ILM and a position
just external to the OS/RPE. This is because the Cirrus software segments the
outer retinal boundary at this location rather than at the OS/RPE boundary
(Figure 7.1C).
7.3 Fully-Automatic GTDP Segmentation Algorithm
We developed an algorithm based on GTDP to segment the ILM, OS/RPE, and
BM boundaries on SD-OCT images of DME. This algorithm was based on previous
implementations for normal retina [56] and retina with non-neovascular AMD pathol-
ogy [57]. In these previous publications, images were acquired using the Bioptigen
SD-OCT system. An outline of the new algorithm is shown in Figure 7.2 and the
key components needed to adapt the algorithm to Spectralis and Cirrus images of
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Figure 7.2: Flowchart of the GTDP algorithm for segmenting retinal layers on
Spectralis and Cirrus SD-OCT images of eyes with DME.
eyes with DME are described below.
First, instead of flattening the retina based on the convex hull of the estimated
inner RPEDC [57], the image is flattened based on a polynomial fit of BM. We fit the
pilot estimate of BM to both a second and third order polynomial, and the polynomial
with the lower residual norm is used to flatten the retina. Second, the graph weights
are changed so that BM is segmented using a combination of gradient, intensity, and
distance weights, and the OS/RPE is segmented using only gradient weights. These
weights are fixed for all images of all patients captured by both the Spectralis and
Cirrus systems. Third, we utilize the lateral and axial pixel resolutions imported
from the Spectralis and Cirrus imaging systems so that the algorithm can segment
images of any resolution. This also allows us to apply the exact same algorithm to
segment both Spectralis and Cirrus images.
7.4 Semi-Automatic Segmentation by Commercial Software
The automated software algorithms provided by Spectralis and Cirrus HD-OCT
each segmented two retinal layer boundaries corresponding to the ILM and BM on
Spectralis (Figure 7.1A) and the ILM and outer retina on Cirrus (Figure 7.1C). Both
imaging systems also generated topographic surface maps as defined by the Early
Treatment Diabetic Retinopathy Study (ETDRS). In cases where the fovea was not
centered on the ETDRS grid, the grid was manually centered at the fovea using
the system’s software (Figure 7.3). For the central 1-mm and four surrounding 3-
mm ETDRS sectors (superior, inferior, nasal, and temporal), the Spectralis software
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Figure 7.3: (A,B) Automatically generated Spectralis and Cirrus ETDRS thickness
maps, respectively. (C,D) Manual adjustment of the ETDRS grid to be centered at
the fovea using Spectralis and Cirrus software, respectively.
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calculated mean TRT and total retinal volume (TRV) measurements while the Cirrus
software computed mean cRT values. Because the Cirrus software did not produce
separate retinal volume measurements for the five ETDRS grid sectors, Cirrus volume
comparisons were not performed in these areas.
To correct for errors in Spectralis and Cirrus software segmentation, a certified
Duke Reading Center reader manually adjusted erroneous retinal layer boundary po-
sitions using the respective system’s software. Corrected measurements for Spectralis
and Cirrus thickness as well as Spectralis volume were then determined.
Finally, the outer retinal layer boundaries were manually adjusted by graders to
the OS/RPE on Spectralis and to BM on Cirrus (Figure 7.1B,D). This was done to
enable thickness and volume comparisons against the fully-automatic GTDP algo-
rithm using two different reference boundaries.
7.5 Validation Methods
7.5.1 Image Dataset
We validated the algorithm using SD-OCT images of eyes of subjects with DME
that were enrolled in a randomized prospective DME clinical trial. The study was
approved by the Duke University Review Board, which adhered to the tenets of the
Declaration of Helsinki. Informed consent was obtained from all participants.
Volumetric scans were acquired using two SD-OCT imaging systems, Spectralis
with Viewing Module (Ver. 5.3.0.15), and Cirrus HD-OCT with review software
(Ver. 5.2.0.210). Scans acquired by Spectralis followed a custom 20˝ ˆ 20˝ high-
speed volume acquisition protocol resulting in 512 A-scans ˆ 49 B-scans for each
eye. For Cirrus systems, the 512 ˆ 128 Macular Cube scan protocol was used to
generate 512 A-scans ˆ 128 B-scans.
Scan quality was evaluated by a certified Duke Reading Center reader, where an
image quality of high or low was assigned based on previously published criteria [57].
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For example, well-resolved images free of artifacts were considered to be high quality,
while dim images or images with artifacts from patient motion or loss of fixation
were categorized as low quality. We then randomly selected 40 subjects (20 imaged
by Spectralis and 20 imaged by Cirrus) with high quality images to validate the
segmentation algorithm.
7.5.2 GTDP Algorithm versus Commercial Software
Fully-automatic segmentation of all Spectralis and Cirrus datasets was performed
using the GTDP segmentation algorithm. The datasets were also semi-automatically
segmented using commercial software following Section 7.4. To demonstrate that
the GTDP algorithm was able to accurately match the segmentation output by both
Spectralis and Cirrus software, we compared the following for all patients:
1. Mean TRT and TRV generated automatically by the GTDP algorithm, au-
tomatically by Spectralis, and semi-automatically by Spectralis after manual
correction of erroneously segmented boundaries.
2. Mean sRT and Spectralis-based retinal volume (sRV) generated automatically
by the GTDP algorithm and semi-automatically by Spectralis after manual
placement of the OS/RPE.
3. Mean cRT generated automatically by the GTDP algorithm, automatically by
Cirrus, and semi-automatically by Cirrus after manual correction of erroneously
segmented boundaries.
4. Mean TRT generated automatically by the GTDP algorithm and semi-auto-
matically by Cirrus after manual placement of BM.
We reported the mean and SD for thickness and volume measurements for five of
the nine ETDRS sectors, as listed in Table 7.1. We also computed the paired differ-
ence (PD) and standard error (SE). Finally, the analysis revealed a constant offset in
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Table 7.1: ETDRS grid sectors used to analyze the GTDP algorithm versus com-
mercial software.
Region ETDRS Grid Sector
Sector Location
(on Figure 7.3)
Central 0 to 1-mm diameter central foveal region Center
Superior 1 to 3-mm diameter superior region Middle top
Nasal 1 to 3-mm diameter nasal region Middle left
Inferior 1 to 3-mm diameter inferior region Middle bottom
Temporal 1 to 3-mm diameter temporal region Middle right
the OS/RPE and BM boundary positions when comparing the GTDP algorithm to
Spectralis and Cirrus software. Thus when comparing with Spectralis, the OS/RPE
and BM boundaries generated by the GTDP algorithm were shifted one pixel exter-
nally and one pixel internally to compute the sRT and TRT, respectively. Similarly
when comparing with Cirrus, the OS/RPE and BM boundaries from GTDP were
shifted five pixels externally and one pixel externally to compute the cRT and TRT,
respectively.
7.5.3 Statistical Analysis
Statistical analysis was performed using JMP 9.0.0 (SAS Institute, Cary, NC, USA)
and IBM SPSS Statistics 20 (SPSS, Chicago, IL, USA). ICC was used to deter-
mine agreement between retinal thickness and volume measurements obtained by
the GTDP algorithm and commercial software for each of the comparisons. Bland-
Altman plots with 95% limits of agreement (LoA) were also generated to evaluate
whether differences in thickness and/or volume measurements depended on the mag-
nitude of the measurement.
7.6 Validation Results
Examples of the automatic GTDP and Spectralis segmentation are shown in Fig-
ures 7.4A,C. Quantitative comparisons between the GTDP and Spectralis segmen-
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Figure 7.4: Automatic multi-platform segmentation results. (A,B) GTDP segmen-
tation, (C) Spectralis segmentation, and (D) Cirrus segmentation.
tation methods for five ETDRS grid regions are shown in Tables 7.2 and 7.3 for
TRT and TRV, respectively. Table 7.2 shows that the mean TRT of the central
1-mm region determined by the GTDP, automatic Spectralis, and corrected Spec-
tralis algorithms were 463.8 ˘ 107.3 µm, 467.0 ˘ 108.1 µm, and 467.2 ˘ 109.3 µm.
Tables 7.4 and 7.5 show the GTDP versus semi-automatic segmentation results for
measuring the sRT and sRV. The mean PD and SE between methods in measuring
the sRT for the central 1-mm region was found to be -2.02 ˘ 1.35 µm with an ICC
of 0.998. Tables 7.2 to 7.5 show that there was good agreement for all GTDP and
Spectralis measurement comparisons across all quadrants.
Automatic GTDP and Cirrus segmentation is shown in Figures 7.4B,D. Com-
parison of the cRT measurements generated by the GTDP and Cirrus algorithms is
shown in Tables 7.6. The mean 1-mm diameter central foveal subfield cRT was 440.8
˘ 183.4 µm, 442.7 ˘ 182.4 µm, and 442.5 ˘ 182.9 µm for the automatic GTDP,
automatic Cirrus, and semi-automatic Cirrus methods, respectively. The mean cRT
of the surrounding regions were all similar except for the superior region which was
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Table 7.2: Comparison of mean TRT measurements across 20 subjects determined by
the automatic GTDP algorithm, automatic Spectralis software, and semi-automatic
Spectralis software after manual correction of errors.
Total Retinal Thickness (µm)
Automatic
GTDP
Automatic
Spectralis
Semi-Automatic
Spectralis
Region (Mean ˘ SD) (Mean ˘ SD) (Mean ˘ SD)
Central 463.8 ˘ 107.3 467.0 ˘ 108.1 467.2 ˘ 109.3
Superior 444.1 ˘ 90.3 442.9 ˘ 88.6 442.9 ˘ 89.2
Nasal 420.7 ˘ 68.7 418.3 ˘ 66.6 418.9 ˘ 67.5
Inferior 410.1 ˘ 63.7 406.5 ˘ 59.2 405.9 ˘ 59.8
Temporal 456.9 ˘ 103.9 457.0 ˘ 102.7 455.7 ˘ 103.1
GTDP vs Automatic Spectralis
PD (µm)
ICC (95% CI) 95% LoA
(Mean ˘ SE)
Central -3.22 ˘ 1.14 0.999 (0.997 ´ 0.999) -5.61 ´ -0.82
Superior 1.25 ˘ 1.37 0.998 (0.994 ´ 0.999) -1.62 ´ 4.12
Nasal 2.36 ˘ 1.66 0.994 (0.985 ´ 0.998) -1.10 ´ 5.83
Inferior 3.71 ˘ 1.66 0.993 (0.982 ´ 0.997) 0.24 ´ 7.19
Temporal -0.08 ˘ 1.62 0.998 (0.994 ´ 0.999) -3.47 ´ 3.31
GTDP vs Corrected Spectralis
PD (µm)
ICC (95% CI) 95% LoA
(Mean ˘ SE)
Central -3.42 ˘ 0.67 1.000 (0.999 ´ 1.000) -4.83 ´ -2.01
Superior 1.20 ˘ 1.32 0.998 (0.995 ´ 0.999) -1.33 ´ 2.28
Nasal 1.81 ˘ 1.58 0.995 (0.986 ´ 0.998) 1.85 ´ 9.63
Inferior 4.26 ˘ 1.60 0.993 (0.983 ´ 0.997) 6.92 ´ 16.2
Temporal 1.22 ˘ 1.65 0.997 (0.994 ´ 0.999) 2.15 ´ 8.94
more variable (ICC for all regions except the superior region was 0.993´ 0.999). In
the superior region, the PD (mean ˘ SE) between the automatic GTDP and Cirrus
measurements was 19.47 ˘ 19.72 µm with an ICC of 0.734 (Table 7.6). An example
automated Cirrus segmentation error is shown in Figure 7.5. Finally, Table 7.7 shows
the TRT results when comparing the GTDP and semi-automatic Cirrus methods.
There was good agreement in all five regions, with an ICC ranging from 0.996-0.999.
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Table 7.3: Comparison of mean TRV measurements across 20 subjects determined by
the automatic GTDP algorithm, automatic Spectralis software, and semi-automatic
Spectralis software after manual correction of errors.
Total Retinal Volume (mm3)
Automatic
GTDP
Automatic
Spectralis
Semi-Automatic
Spectralis
Region (Mean ˘ SD) (Mean ˘ SD) (Mean ˘ SD)
Central 0.37 ˘ 0.08 0.37 ˘ 0.09 0.37 ˘ 0.09
Superior 0.69 ˘ 0.14 0.70 ˘ 0.14 0.70 ˘ 0.14
Nasal 0.66 ˘ 0.10 0.66 ˘ 0.10 0.66 ˘ 0.11
Inferior 0.64 ˘ 0.10 0.64 ˘ 0.09 0.64 ˘ 0.09
Temporal 0.71 ˘ 0.16 0.72 ˘ 0.16 0.72 ˘ 0.16
GTDP vs Automatic Spectralis
PD (mm3)
ICC (95% CI) 95% LoA
(Mean ˘ SE)
Central 0.000 ˘ 0.001 0.996 (0.991 ´ 0.999) -0.003 ´ 0.004
Superior -0.002 ˘ 0.001 0.999 (0.998 ´ 1.000) -0.004 ´ 0.001
Nasal -0.003 ˘ 0.000 0.999 (0.999 ´ 1.000) 0.002 ´ 0.005
Inferior -0.001 ˘ 0.002 0.996 (0.989 ´ 0.998) 0.003 ´ 0.002
Temporal -0.003 ˘ 0.002 0.999 (0.997 ´ 1.000) -0.001 ´ 0.007
GTDP vs Corrected Spectralis
PD (mm3)
ICC (95% CI) 95% LoA
(Mean ˘ SE)
Central -0.001 ˘ 0.001 0.998 (0.994 ´ 0.999) -0.003 ´ 0.002
Superior -0.002 ˘ 0.001 0.999 (0.998 ´ 1.000) -0.005 ´ 0.001
Nasal -0.003 ˘ 0.001 0.999 (0.997 ´ 1.000) -0.005 ´ -0.000
Inferior -0.001 ˘ 0.002 0.996 (0.990 ´ 0.998) -0.005 ´ 0.002
Temporal -0.001 ˘ 0.002 0.999 (0.998 ´ 1.000) -0.004 ´ 0.002
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Table 7.4: Comparison of mean sRT measurements across 20 subjects determined
by the automatic GTDP algorithm and the semi-automatic Spectralis software after
manual placement of the OS/RPE.
Spectralis-Based Retinal Thickness (µm)
Automatic
GTDP
Semi-Automatic
Spectralis
Region (Mean ˘ SD) (Mean ˘ SD)
Central 441.9 ˘ 107.9 443.9 ˘ 108.6
Superior 424.3 ˘ 90.1 422.3 ˘ 88.1
Nasal 399.0 ˘ 68.8 396.4 ˘ 66.1
Inferior 389.3 ˘ 63.3 385.2 ˘ 58.5
Temporal 436.4 ˘ 103.9 435.5 ˘ 102.7
GTDP vs Semi-Automatic Spectralis
PD (µm)
ICC (95% CI) 95% LoA
(Mean ˘ SE)
Central -2.02 ˘ 1.35 0.998 (0.996 ´ 0.9999) -4.84 ´ 0.80
Superior 1.99 ˘ 1.53 0.997 (0.993 ´ 0.999 ) -1.21 ´ 5.19
Nasal 2.64 ˘ 1.79 0.993 (0.982 ´ 0.997 ) -1.12 ´ 6.39
Inferior 4.14 ˘ 2.20 0.987 (0.967 ´ 0.995 ) -0.45 ´ 8.74
Temporal 0.87 ˘ 1.50 0.998 (0.995 ´ 0.999 ) -2.26 ´ 4.01
7.7 Discussion
The thickness and volume measurements were similar for all GTDP and Spectralis
and all GTDP and Cirrus method comparisons, with the exception of the superior
region in the cRT comparison (Table 7.6). This difference in the superior subfield
was likely due to significant errors in the Cirrus automated segmentation for one of
the subjects (Figure 7.5A), as after manual correction of these errors (Figure 7.5B),
the mean cRT determined by GTDP and Cirrus were nearly identical (ICC: 0.999;
Table 7.6). There were also no reproducible systematic thickness differences as a
function of retinal thickness magnitude. Quantitative evaluation of the frequency of
segmentation errors on different software platforms was not conducted in this study.
This study specifically analyzed eyes with DME, however macular edema caused
by other diseases such as retinal vein occlusion, uveitis, and neovascular AMD can
100
Table 7.5: Comparison of mean sRV measurements across 20 subjects determined
by the automatic GTDP algorithm and the semi-automatic Spectralis software after
manual placement of the OS/RPE.
Spectralis-Based Retinal Volume (mm3)
Automatic
GTDP
Semi-Automatic
Spectralis
Group (Mean ˘ SD) (Mean ˘ SD)
Central 0.35 ˘ 0.08 0.35 ˘ 0.08
Superior 0.65 ˘ 0.14 0.66 ˘ 0.14
Nasal 0.62 ˘ 0.10 0.62 ˘ 0.10
Inferior 0.59 ˘ 0.09 0.60 ˘ 0.10
Temporal 0.68 ˘ 0.16 0.68 ˘ 0.16
GTDP vs Semi-Automatic Spectralis
PD (mm3)
ICC (95% CI) 95% LoA
(Mean ˘ SE)
Central 0.001 ˘ 0.001 0.999 (0.998 ´ 1.000) -0.007 ´ 0.003
Superior -0.001 ˘ 0.002 0.999 (0.997 ´ 1.000) -0.005 ´ -0.002
Nasal -0.002 ˘ 0.002 0.997 (0.992 ´ 0.999) -0.006 ´ 0.002
Inferior -0.001 ˘ 0.003 0.992 (0.980 ´ 0.997) -0.006 ´ -0.005
Temporal -0.000 ˘ 0.002 0.999 (0.998 ´ 1.000) -0.004 ´ 0.003
also be assessed quantitatively with OCT [195]. Thus, we anticipate that our au-
tomatic GTDP algorithm will be similarly useful in determining retinal thickness
and volume in eyes with other macular edema-related conditions. Future studies will
be aimed at applying our GTDP algorithm to eyes with macular edema from these
various conditions.
We showed previously that the GTDP segmentation algorithm could automati-
cally segment the NFL, GCL-IPL, INL, OPL, ONL-ISM, ISE-OS, and RPE layers
on SD-OCT images of normal eyes and eyes with non-neovascular AMD [56, 57]. In
this chapter, we automatically segmented the ILM, OS/RPE, and BM boundaries to
calculate mean retinal and TR thicknesses and volumes for eyes with DME. Thick-
ness abnormalities of the NFL and GCL have been associated with visual function
in eyes with optic neuropathies such as optic neuritis. Abnormal external limiting
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Table 7.6: Comparison of mean cRT measurements across 20 subjects determined
by the automatic GTDP algorithm, automatic Cirrus software, and semi-automatic
Cirrus software after manual correction of errors.
Cirrus-Based Retinal Thickness (µm)
Automatic
GTDP
Automatic
Cirrus
Semi-Automatic
Cirrus
Region (Mean ˘ SD) (Mean ˘ SD) (Mean ˘ SD)
Central 440.8 ˘ 183.4 442.7 ˘ 182.4 442.5 ˘ 182.9
Superior 410.7 ˘ 142.7 391.3 ˘ 139.9 411.2 ˘ 139.9
Nasal 409.2 ˘ 131.5 408.6 ˘ 128.3 408.7 ˘ 128.2
Inferior 405.4 ˘ 148.6 402.6 ˘ 142.8 401.8 ˘ 141.0
Temporal 416.2 ˘ 170.3 411.0 ˘ 154.7 415.5 ˘ 165.7
GTDP vs Automatic Cirrus
PD (µm)
ICC (95% CI) 95% LoA
(Mean ˘ SE)
Central -1.84 ˘ 1.65 0.999 (0.998 ´ 1.000) -5.30 ´ 1.61
Superior 19.47 ˘ 19.72 0.734 (0.441 ´ 0.886) -21.80 ´ 60.75
Nasal 0.61 ˘ 1.70 0.998 (0.996 ´ 0.999) -2.94 ´ 4.17
Inferior 2.83 ˘ 2.10 0.998 (0.995 ´ 0.999) -1.57 ´ 7.24
Temporal 5.16 ˘ 4.16 0.993 (0.984 ´ 0.997) -3.55 ´ 13.9
GTDP vs Corrected Cirrus
PD (µm)
ICC (95% CI) 95% LoA
(Mean ˘ SE)
Central -2.24 ˘ 1.16 1.000 (0.999 ´ 1.000) -4.67 ´ 0.18
Superior -0.48 ˘ 1.57 0.999 (0.997 ´ 1.000) -3.77 ´ 2.81
Nasal 0.46 ˘ 1.78 0.998 (0.995 ´ 0.999) -3.25 ´ 4.18
Inferior 3.63 ˘ 2.49 0.997 (0.993 ´ 0.999) -1.57 ´ 8.84
Temporal 0.71 ˘ 1.68 0.999 (0.997 ´ 1.000) -2.80 ´ 4.23
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Table 7.7: Comparison of mean TRT measurements across 20 subjects determined
by the automatic GTDP algorithm and the semi-automatic Cirrus software after
manual placement of BM.
Total Retinal Thickness (µm)
Automatic
GTDP
Semi-Automatic
Cirrus
Region (Mean ˘ SD) (Mean ˘ SD)
Central 459.0 ˘ 183.8 463.0 ˘ 184.8
Superior 428.9 ˘ 143.5 428.9 ˘ 140.6
Nasal 428.1 ˘ 131.7 428.3 ˘ 127.9
Inferior 423.2 ˘ 148.8 420.8 ˘ 141.2
Temporal 434.4 ˘ 171.0 435.0 ˘ 168.2
GTDP vs Semi-Automatic Cirrus
PD (µm)
ICC (95% CI) 95% LoA
(Mean ˘ SE)
Central -4.05 ˘ 1.45 0.999 (0.998 ´ 1.000) -7.08 ´ -1.01
Superior 0.00 ˘ 1.72 0.999 (0.996 ´ 0.999) -3.61 ´ 1.72
Nasal -0.19 ˘ 2.61 0.996 (0.990 ´ 0.998) -5.66 ´ 5.28
Inferior 2.44 ˘ 2.86 0.996 (0.990 ´ 0.998) 3.56 ´ 8.43
Temporal -0.62 ˘ 1.74 0.999 (0.997 ´ 1.000) -4.26 ´ 3.03
membrane, IS/OS junction integrity, and ONL thickness have been associated with
decreased visual acuity. Assessment of these retinal layers is beyond the current
scope of our study and will be addressed in future studies.
Further limitations to this study include the relatively high image quality of the
validation dataset which facilitated retinal boundary identification. In practice, fac-
tors such as media opacity or patient motion could degrade the image quality, thus
potentially compromising automatic segmentation accuracy [43, 196, 197]. The per-
formance of our algorithm on these types images remains to be determined. Another
limitation is that the patients imaged by Spectralis and Cirrus were not the same.
We are currently collecting data where the same subject is imaged on both systems
during the same session to facilitate direct comparison of thickness measurements.
Analysis of the retinal and total retinal thickness and volume was determined for
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Figure 7.5: An example segmentation error produced by the Cirrus software. (A)
Erroneous outer retinal boundary resulted in an incorrect mean cRT measurement
of 473 µm in the superior region. (B) Accurate outer retinal boundary after manual
correction yielded a mean cRT of 873 µm. (C) Accurate outer retinal boundary
automatically segmented by the GTDP algorithm.
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eyes with DME using images obtained by Spectralis and Cirrus, two commonly used
OCT systems. The performance of our GTDP algorithm is not yet known for other
SD-OCT systems. Regardless, the high degree of agreement in thickness and volume
between the GTDP algorithm and commercial software is encouraging.
7.8 Conclusion
We developed an algorithm based on GTDP to automatically segment three retinal
layer boundaries of eyes with DME imaged by Spectralis and Cirrus systems. The
algorithm was able to extract retinal and total retinal thickness and volume measure-
ments which were in agreement with the commercial systems’ software. The ability
to extract quantitative layer information from images acquired by two different man-
ufacturers suggests that the GTDP algorithm may be useful in clinics or in DME
trials where the SD-OCT imaging system manufacturer cannot be controlled.
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8Beyond Segmentation and Future Work: Kernel
Regression-Based Classification
While our GTDP segmentation framework has proven to be an effective tool for
identifying ophthalmic imaging biomarkers, additional methods may be necessary to
facilitate search region limitation (Section 2.1.3) or pilot structure estimation (Sec-
tion 2.2.1). This is especially the case for images of diseased states, where oftentimes
pathologies severely complicate the underlying tissue structure. We therefore de-
veloped a kernel regression-based classification method to tentatively identify the
structures of interest. We then use these estimates to guide GTDP framework for
more accurate segmentation results.
Sections 8.1 and 8.2 provide an overview on kernel regression [189] and classifi-
cation [198, 199] as individual methods. As part of our ongoing work, we then build
upon these techniques in Section 8.3 to describe an integrated kernel regression-based
classification method for improved feature identification. Finally, an implementation
of this method is described in Chapter 9.
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8.1 Kernel Regression: An Overview
Kernel regression is a non-parametric (data-driven) method for deriving local esti-
mates of a function with a kernel that weights the relative importance of nearby
points [189]. Following the work of Takeda et al. [189], we provide an overview on
the second order iterative Gaussian steering kernel regression method for image de-
noising. For a more generalized description of the kernel regression framework, refer
to Takeda et al. [189].
8.1.1 Problem Formulation
Looking at a small patch of P pixels on a noisy image I P RMˆN , the intensity yp of
a pixel can be described by
yp “ fpzpq ` np, p “ 1, . . . , P, (8.1)
where zp “ rip, jpsT is the pth pixel located at row i and column j on I, fp¨q is
an unspecified (non-parametric) regression function, and np is an independent and
identically distributed zero-mean noise value at zp. Using this formulation, we can
obtain a local estimate of the regression function, fˆpzq, to generate a denoised image
Iˆ.
If we assume Iˆ is locally smooth, then we can approximate fpzpq using the second
order Taylor series expansion about a point z near zp following
fpzpq « fpzq ` r5fpzqsT pzp ´ zq
` 1
2
pzp ´ zqT rHfpzqs pzp ´ zq
“ fpzq ` r5fpzqsT pzp ´ zq
` 1
2
vecT rHfpzqs vec “pzp ´ zqpzp ´ zqT ‰
“ β0 ` βT1 pzp ´ zq ` βT2 vech
“pzp ´ zqpzp ´ zqT ‰ ,
(8.2)
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where
5 “
»———–
Bf
Bi
Bf
Bj
fiffiffiffifl H “
»———–
B2f
Bi2
B2f
BiBj
B2f
BjBi
B2f
Bj2
fiffiffiffifl (8.3)
vec
ˆ„
a c
b d
˙
“
»——–
a
b
c
d
fiffiffifl vechˆ„a bb c
˙
“
»–ab
c
fifl (8.4)
β0 “ fpzq β1 “
»———–
Bfpzq
Bi
Bfpzq
Bj
fiffiffiffifl β2 “ 12
„B2fpzq
Bi2 ,
B2fpzq
BiBj ,
B2fpzq
Bj2
T
. (8.5)
8.1.2 Linear Least Squares
We can solve for the unknowns (β0, β1, and β2) using a weighted linear least squares
formulation [189, 200] following
argmin
β0,β1,β2
Pÿ
k“1
„´
yp ´ β0 ´ βT1 pzp ´ zq ´ βT2 vech
“pzp ´ zqpzp ´ zqT ‰ ¯2Kˆpzp ´ zq ,
(8.6)
where Kˆp¨q is a normalized kernel function used to weight the P observations. Re-
writing Equation (8.6) in matrix form yields
bˆ “ argmin
b
“py ´XbqTDKˆpy ´Xbq‰ , (8.7)
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where
y “ ry1, y2, . . . , yP sT
b “ rβ0, βT1 , βT2 sT
DKˆ “ diagr Kˆpz1 ´ zq, Kˆpz2 ´ zq, . . . , KˆpzP ´ zq s
X “
»———–
1 pz1 ´ zqT vechrpz1 ´ zqpz1 ´ zqT s
1 pz2 ´ zqT vechrpz2 ´ zqpz2 ´ zqT s
...
...
...
1 pzP ´ zqT vechrpzP ´ zqpzP ´ zqT s
fiffiffiffifl .
(8.8)
Since Equation (8.7) is a linear least squares formulation, the solution [189, 200] can
therefore be given by
bˆ “ pXTDKˆXq´1XTDKˆXy, (8.9)
where Iˆpzq “ yˆppzq “ βˆ0pzq is the denoised estimate of Ipzq.
8.1.3 Select Kernel Functions
While many different kernel functions exist, we focus on the iterative adaptive Gaus-
sian steering kernel (KiGS) from Takeda et al. [189] due to its superior performance
compared to other techniques [189]. We describe this kernel and all other relevant
kernels in the following subsections. To then apply these kernels K to Section 8.1.2
as a weighting function, they should first be linearly normalized following
Kˆ “ K}K} . (8.10)
Classic Gaussian Kernel
For zp “ rip, jpsT and z “ ri, jsT , the 2D Gaussian kernel is described by
KGpzp ´ zq “ exp
„
´
ˆpip ´ iq2
2h2i
` pjp ´ jq
2
2h2j
˙
, (8.11)
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where hi and hj are the standard deviations of the Gaussian function in the i and j
dimensions, respectively.
Adaptive Gaussian Steering Kernel
The adaptive Gaussian steering kernel KGS [189] can be described as a Gaussian
function that is elongated (σ), rotated (θ), and scaled (γ) to reduce blurring when
used as an image filter. For example, a wider and more isotropic Gaussian function is
used to filter smoother image regions, while a longer and narrower Gaussian oriented
along an edge is used to filter the edge.
The Gaussian steering kernel can be computed for a pixel z in two steps. First,
we obtain estimates of the image gradients Gi and Gj along the i and j dimensions,
respectively (e.g. the estimate of β1 using the classic Gaussian kernel regression
method). Second, we compute the truncated singular value decomposition [201] of
the gradient information [189, 202] following»———–
Gipz1q Gjpz1q
Gipz2q Gjpz2q
...
...
GipzP q GjpzP q
fiffiffiffifl “ USV T . (8.12)
This information is used to compute the steering parameters (θ, σ, and γ) [189],
where
S “
„
s1 0
0 s2

V “
„
V11 V12
V21 V22

θ “ arctan
ˆ
V12
V22
˙
σ “ s1 ` λ
1
s2 ` λ1 γ “
ˆ
s1 ¨ s2 ` λ2
P
˙ 1
2
,
(8.13)
and λ1 and λ2 are parameters that prevent undefined or zero values for σ and γ. The
resulting Gaussian steering kernel with a global smoothing parameter h is defined as
KGSpzp ´ zq “ exp
„
´pzp ´ zq
TΣpzp ´ zq
2h2

, (8.14)
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where
Σ “ γΘΛΘT Θ “
„
cos θ sin θ
´sinθ cos θ

Λ “
„
σ 0
0 σ´1

. (8.15)
Iterative Adaptive Gaussian Steering Kernel
The Gaussian steering kernel KGS can be iteratively improved to upon by refining
the steering parameters based on improved estimates of Gi and Gj [189]. More
specifically, the resulting estimate of β1 from the Gaussian steering kernel regression
method can be used to update Gi and Gj. The steering parameters are then recal-
culated using the new gradients to create an improved kernel KiGS. This process can
be repeated in an iterative fashion until the desired level of denoising is achieved.
8.2 Classification: An Overview
In image processing, classification refers to a set of techniques which aim to categorize
pixels into specific groups or classes [198, 199]. Many of these methods are a subset
of supervised machine learning, where the classifier is first learned from a training
dataset [199]. For example, an OCT retinal layer classifier can be generated based
on a set of manually segmented images. The classifier can subsequently be used to
identify retinal layers on new datasets. In this section, we provide an overview of the
relevant classification techniques used in this dissertation.
8.2.1 Features
In order to classify a pixel z, the pixel needs to have associated features (descriptors),
where each feature v is represented by a single value and a group of L features
make up a feature vector v “ rv1, v2, . . . vLs. Basic features include pixel intensity,
gradient, and location. The texture of an image can also be characterized by features
using methods such as co-occurrence matrices [203–206] or Laws’ Texture Energy
Measures [206, 207], which is described below.
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Laws’ Texture Energy Measures
The texture of an image I can be described by the spatial variation of its pixel
intensities [206]. Laws developed a method to extract textural features using spatial
filtering [207]. This is done by first high-pass filtering the image to remove low
frequency content following
H “ I ´ pI ˚ Fmeanq, (8.16)
where Fmean is a mean filter and H is the high-pass filtered image. Next, four
textural 1D filters defined by
L5 “ “`1 `4 `6 `4 `1‰ (Level)
E5 “ “´1 ´2 0 `2 `1‰ (Edge)
S5 “ “´1 0 `2 0 ´1‰ (Spot)
R5 “ “`1 ´4 `6 ´4 `1‰ (Ripple),
(8.17)
are used to generate 16 2D filters following
L5TL5 E5TL5 S5TL5 R5TL5
L5TE5 E5TE5 S5TE5 R5TE5
L5TS5 E5TS5 S5TS5 R5TS5
L5TR5 E5TR5 S5TR5 R5TR5.
(8.18)
Symmetric filter pairs are then averaged to generate nine filters (FLn P R5ˆ5) as
shown in Equation (8.19), where each filter extracts a particular texture character-
istic. For example, FL1 extracts edges while FL2 locates spots.
FL1 “ pL5TE5` E5TL5q{2 FL4 “ E5TE5 FL5 “ pE5TS5` S5TE5q{2
FL2 “ pL5TS5` S5TL5q{2 FL7 “ S5TS5 FL6 “ pE5TR5`R5TE5q{2
FL3 “ pL5TR5`R5TL5q{2 FL9 “ R5TR5 FL8 “ pS5TR5`R5TS5q{2
(8.19)
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Sixteen textural features tvnu16n“1 can then be computed for a pixel z “ ri, jsT on I,
where
vn “ 1
25
2ÿ
j“´2
2ÿ
i“´2
´
Hrz ` i, z ` jsFLnr3´ i, 3´ js
¯
. (8.20)
8.2.2 Classes
The groups or categories output by a classifier are called classes. Example classes for
an OCT retinal layer classifier include the NFL, RPE, and any other layers visible
on OCT images. In supervised classification, a set of K classes C “ tCkuKk“1 is
pre-defined for a given classifier [199].
8.2.3 Classifier
Given an image I P RMˆN , we wish to define a classifier φp¨q which estimates the
class cˆ of a pixel z following
cˆ “ φpvq, (8.21)
where z “ ri, jsT is a pixel located at row i and column j of I, v is the feature vector
of z, cˆ P C is the estimated class of z, and c P C is the true class of z.
Provided that the training dataset is composed of n images P RMˆN , we have
a total of T “ nMN training pixels. The feature vectors for all T pixels are then
combined into a feature vector set V “ rv1T ,v2T , . . . ,vT T sT P RTˆL. For each class
Ck, a feature vector subset Vk Ď V is defined where Vk “ tv P V | c “ Cku P RTkˆL.
From this definition, it can be seen that Tk ď T and řKk“1 Tk “ T .
While many classifier types exist, the nearest neighbor classifier is one of the most
intuitive and well-known classifiers [199]. Using the minimum Euclidean distance as
the distance measure, the nearest neighbor classifier is defined as
cˆ “ φpvq “
"
Ck P C | argmin
k
apv ´ µkqpv ´ µkqT* . (8.22)
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where µk P R1ˆL is the mean feature vector for the training set Vk following
µkrls “ 1
Tk
Tkÿ
t“1
Vkrt, ls, l “ 1 . . . L. (8.23)
8.2.4 Feature Selection
Since not all features in v may be useful for predicting the true class c, we can
reduce the dimension of v by defining a subset v1 Ď v of length L1 containing only
the most relevant features [208–210]. Because the brute force method for finding
the optimal features of an unknown length L1 is generally insurmountable, many
methods have been developed to perform non-exhaustive searches [208]. While these
feature selection methods may result in suboptimal solutions, they are oftentimes
sufficient for classification purposes.
Sequential forward feature selection (SFFS) is a commonly used method where
features as added to v1 sequentially [209]. While the solution may reside at a local
minimum rather than the global optimum, this technique is still popular due to its
computational speed and interpretability of results. In SFFS, v1 begins as a null
set. Features are added to v1 in a sequential manner, where with each addition the
selected feature minimizes a predefined criterion function Ep¨q. An example criterion
function is shown in Equation (8.24), where Ep¨q is a measure of the misclassification
rate of a set of training feature vectors V 1 “ rv11T ,v12T , . . . ,v1T T sT P RTˆL1 and ct
is the true class for vt and v
1
t. Typically features are added until the output of the
criterion function begins to increase.
EpV 1q “ T ´
Tÿ
t“1
rφpv1tq ´ cts0 (8.24)
In order to reduce overfitting of the classifier, validation methods such as K-fold
cross-validation [211] may also be used during feature selection. In this scenario, the
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training data is split into K subsets. One subset is used as the validation dataset
during feature selection, and the remaining subsets are used to train the classifier.
This process is repeated K times until all subsets have served as the validation
dataset. The accuracy of cross-validation and other methods are discussed in the
literature [212–214].
8.3 Kernel Regression-Based Classification
In this section, we integrate the kernel regression and classification methods in Sec-
tions 8.1 and 8.2 as a means to more accurately classify images. Below is a detailed
outline of the KR-based classification steps, and Chapter 9 presents an implementa-
tion of this method.
1. Define a set of classes C and manually classify a training dataset to generate
a true class c for each training pixel z.
2. Denoise the training images using the KR method as described in Section 8.1,
making sure to keep track of the kernel information for each pixel (e.g. for each
pixel z, keep all values of Kˆpzp ´ zq for p “ r1, . . . , P s).
3. Compute the feature vectors for all training pixels as described in Section 8.2.1.
(a) The kernels from Step 2 can be used as features themselves (e.g. β0, β1, β2,
kernel height, kernel width, and kernel area). These are new classification
features that would have otherwise not been available without using the
KR method.
(b) Use the kernels from Step 2 to calculate feature values using a weighted
average of neighboring pixels. For example, if the lth feature is image
intensity, then for a pixel z with P neighboring pixels tzpuPp“1, the feature
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value can be computed following
vrls “
Pÿ
p“1
´
Kpzp ´ zqIrzps
¯
. (8.25)
This reduces the effects of noise while preserving edge information.
(c) For the training feature vector set V , normalize each feature across all
training vectors following
Vˆl “ Vl}Vl} , l “ 1, . . . , L, (8.26)
where Vl and Vˆl are the l
th columns in V and Vˆl, respectively. This
allows for features to be fairly compared when using the minimum distance
classifier. In cases where feature values are not linearly distributed, other
methods such as the logarithm, exponential, histogram equalization may
be used to evenly distribute the values.
4. Perform weighted SFFS, where features are individually weighted to provide a
more accurate class prediction.
(a) Define a set of A possible weight values a “ ra1, a2, . . . , aAs for the fea-
tures.
(b) Given Vˆ P RTˆL, create a new set of weighted feature vectors VˆA “
ra1Vˆ , a2Vˆ , . . . , aAVˆ s P RTˆLA.
(c) Perform SFFS on VˆA as described in Section 8.2.4 to find a subset of
“optimally” weighted features. The result is a set of training feature
vectors Vˆ 1 Ď Vˆ and weights ω “ rω1, ω2, . . . , ωL1s, where Vˆ 1 P RTˆL1 and
ωl P a.
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5. Create a classifier with weighted features to classify the feature vectors. For
example, the nearest neighbor classifier computed using the minimum weighted
distance can be used, where
cˆ “ φpvq “
"
Ck P C | argmin
k
b
rω ˝ apv ´ µkqs rω ˝ pv ´ µkqsT
*
. (8.27)
6. Gauge the performance of the classifier, classify the training feature vectors
using Equation (8.27) and measure the classification error using a criterion
function such as the one in Equation (8.24). If the classifier is unsatisfactory,
then modify the criterion function until the desired classification is achieved.
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9Future Work: OCT Biomarkers of DME
9.1 Motivation
Diabetic retinopathy is a leading cause of blindness among working-aged adults in
the United States [215] and affects approximately 93 million people worldwide [216].
Among those affected, approximately 21 million people develop diabetic macular
edema [216]. DME results from the breakdown of the blood-retinal barrier as reti-
nal vascular endothelial cells become damaged from chronic hyperglycemia, causing
plasma exudation into the extracellular space of the neurosensory retina [217]. This
leads to retinal hypoxia and increased production of vascular endothelial growth
factor (VEGF) [217–219], which further progresses DME through mechanisms such
as cytotoxic damage to the cells that reabsorb fluid from the retina back into the
vascular system. RPE cells, for example, absorb fluid from the subretinal space,
while Mu¨ller cells reabsorb fluid from the intraretinal space [220, 221]; damage to
the RPE cells is therefore believed to be associated with subretinal fluid [222, 223],
while Mu¨ller cell swelling from imbalanced fluid transport is believed to cause cystoid
edema [220, 221]. Thus, the volume and type of DME is related to a dynamic process
of pathologic plasma leakage into the retina and dysfunctional fluid pumping out of
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the retina. Ultimately, the persistence of fluid in the retina leads to vision loss.
Randomized controlled clinical trials conducted in the 1980’s for DME treat-
ments demonstrated that focal laser (ablation of vascular leakage sites) and grid
pattern laser (targeting the RPE under a thickened retina) were effective in many
cases [224]. More recently, numerous trials have shown that intravitreal anti-VEGF
therapies (pegaptanib, ranibizumab, and VEGF-Trap) are generally more effective
than laser [225–229]. Furthermore, eyes that fail laser therapy often respond well
to anti-VEGF or corticosteroid therapies [230, 231]. While these and other stud-
ies suggest that anti-VEGF agents may be the first-line therapy for patients with
DME [227, 232, 233], the trials demonstrate that no therapy is universally effec-
tive. In clinical practice, many eyes that fail anti-VEGF monotherapy demonstrate
a better response to laser or intravitreal corticosteroids. Ultimately, the variability
in treatment response implies that the DME pathophysiology is multifactorial, and
that not all DME is mediated by VEGF.
No consensus exists for determining which patients are more likely to respond
to specific therapies. This may be due to the absence of a standard method for pa-
tient stratification based on specific disease mechanisms [234, 235]. In recent years,
the additional depth-resolved dimension of data provided by SD-OCT imaging has
prompted groups to correlate morphological patterns of the retina on OCT with DME
and vision outcomes [236–240, 66]. Even so, the majority of the studies require ei-
ther manual [236, 238–240] or semi-automatic [241] evaluation of the OCT images,
as currently only very few automated algorithms exist to quantify morphological or
pathological features on images with DME [42, 66, 87, 88, 90–92, 94, 95]. Further-
more, to the best of our knowledge, none of the automated algorithms identify all
retinal layers and fluid-filled regions. As such, the development of pathophysiology-
specific therapeutic agents for DME has been limited and the selection of specific
therapies personalized for individual patients remains subjective. An automated
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method capable of stratifying DME patients into subgroups reflecting specific patho-
physiological mechanisms would facilitate an optimal choice of personalized therapy
for each patient.
As part of our ongoing work, we developed an algorithm to identify fluid-filled
regions and seven retinal layers on SD-OCT images of eyes with DME. Two phases
were involved in the development of this algorithm: 1) applying the KR-based clas-
sification method introduced in Section 8.3 to train classifiers for fluid and retinal
layer estimation (Section 9.2), and 2) developing an automated algorithm to clas-
sify fluid-filled regions and segment layer boundaries on retinal images with DME
(Section 9.3). Validation of our algorithm’s performance is an important step within
our future work and currently underway. An outline of the algorithm is shown in
Figure 9.1, and details are provided in subsequent sections.
9.2 Learning the DME Classifier
We developed a classifier to identify retinal layers and fluid-filled regions on SD-
OCT images with DME pathology. This section discusses the steps required to
systematically learn the classifier.
9.2.1 Training Dataset
We used the Duke Enterprise Data Unified Content Explorer (DEDUCE) search
engine to retrospectively identify patients within the Duke Eye Center Medical Retina
practice with a billing code for DME associated with their visit. An ophthalmologist
then identified six patients with volumetric macular SD-OCT scans that contained
DME and were of adequate image quality. All six scans were acquired using the
Spectralis SD-OCT imaging system with the standard 61-line volume scan protocol.
Averaging of the B-scans was determined by the photographer. The volumetric scans
were 61 B-scans ˆ 768 A-scans with an axial resolution of 3.87 µm/pixel, and lateral
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Figure 9.1: Flowchart of the KR-based classification and GTDP-based segmenta-
tion algorithm for identifying fluid-filled regions and seven retinal layers on images
with DME pathology.
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Figure 9.2: Manual segmentation of eight retinal layer boundaries (as defined in
Figure 1.2) and fluid-filled regions (magenta) on an SD-OCT image of an eye with
DME.
and azimuthal resolutions ranging from 11.07 - 11.59 and 118 - 124.6 µm/pixel,
respectively.
9.2.2 Manual Segmentation
We manually segmented a total of twelve B-scans (two from each volume) to generate
the target classes for classifier training. Within each volume, we selected one image
near the fovea (B-scan 31 for all volumes) and one peripheral image. The peripheral
images were incrementally spaced to extend out to the peripheral-most scan, where
B-scans 26, 21, 16, 11, 6, and 1 were used for the six volumes. A grader manually
segmented eight retinal layer boundaries following the definitions in Figure 1.2 and
all fluid-filled regions. An example of a manually segmented training image is shown
in Figure 9.2.
9.2.3 Kernel Regression-based Denoising
We performed iterative Gaussian steering kernel regression on each training image
I as described in Section 8.1 to 1) extract the normalized kernels KˆiGS for every
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pixel z in the retina, and 2) recover bˆ containing the denoised image and its first
and second order gradients (Equations (8.8) and (8.5)). Parameter values included
a kernel size of 42.6 ˆ 121.7 µm (11 ˆ 11 pixels, P “ 121), 3 iterations for KiGS,
hi “ 1, hj “ 3, h “ 3, λ1 “ 0.1, and λ2 “ 1. For computational efficiency, we
resized the image prior to denoising to a lateral and axial resolution of 13.4 and 6.7
µm per pixel, respectively. We also segmented the ILM, flattened the retina, and
located the fovea as described in Sections 9.3.1 and 9.3.2 to replicate the automated
classification and segmentation algorithm’s image conditions.
Figures 9.3A,F show an example training image and its denoised result. Fig-
ures 9.3B,D are zoomed-in images of the pink and green boxes in Figure 9.3A, and
Figures 9.3C,E are their respective iterative Gaussian steering kernels. The kernel in
Figure 9.3C is wider and more isotropic since its corresponding image patch does not
contain strong edges, while the kernel in Figure 9.3E is narrower and is oriented along
the image edge. Lastly, Figure 9.3F shows that the regions external to the retina
(black) were not denoised with the exception of a padded boundary surrounding the
retina; the thickness of this padded boundary is half the kernel size to encapsulate all
pixels required for KR-based feature vector computation in Sections 9.2.4 and 9.3.3.
9.2.4 DME Training Features
To train the classifier, we generated feature vectors for all retinal pixels across all
training images. Nine of the features were computed using the kernel regression result
from Section 9.2.3, four were based on relative spatial positions, and nine were Laws’
texture energy features defined in Equation (8.19). All features are listed in Table 9.1
along with their normalization methods. We used adaptive histogram equalization
(adapthisteq in MATLAB) to enhance the contrast between feature values while
maintaining their order of magnitude, and we used linear normalization for features
where the relative magnitude was important (e.g. retinal thickness).
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Figure 9.3: Second order iterative Gaussian steering kernel regression of an SD-
OCT image with DME. (A) Automatically flattened SD-OCT image of an eye with
DME, (B,D) zoomed-in images of the pink and green boxes in A, (C,E) Gaussian
steering kernels used to denoise the central pixel of B and D, respectively, and (F)
the KR-denoised image of A. In F, regions external to the retina (black) were not
denoised with the exception of a padded boundary surrounding the retina required
for KR-based feature vector computation.
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Table 9.1: Twenty two features on SD-OCT images of eyes with DME for classifier
training.
Name Category Normalization Description
F01 KR Adapthisteq β0, KR denoised image
F02 KR Adapthisteq β1r1s, KR denoised vertical gradient
F03 KR Adapthisteq β1r2s, KR denoised horizontal gradient
F04 KR Adapthisteq β2r1s, KR denoised vertical 2nd derivative
F05 KR Adapthisteq β2r2s, KR denoised diagonal 2nd derivative
F06 KR Adapthisteq β2r3s, KR denoised horizontal 2nd derivative
F07 KR Linear Kernel FWHM along the j axis
F08 KR Linear Kernel FWHM along the i axis
F09 KR Linear Kernel area
F10 Position Linear Horizontal temporal-to-nasal position
F11 Position Linear Vertical position within the retina
F12 Position Linear Radial ij distance from the fovea
F13 Position Linear Retinal thickness
F14 Laws Adapthisteq FL1, Laws’ L5E5/E5L5 filter
F15 Laws Adapthisteq FL2, Laws’ L5S5/S5L5 filter
F16 Laws Adapthisteq FL3, Laws’ L5R5/R5L5 filter
F17 Laws Adapthisteq FL4, Laws’ E5E5 filter
F18 Laws Adapthisteq FL5, Laws’ E5S5/S5E5 filter
F19 Laws Adapthisteq FL6, Laws’ E5R5/R5E5 filter
F20 Laws Adapthisteq FL7, Laws’ S5S5 filter
F21 Laws Adapthisteq FL8, Laws’ S5R5/R5S5 filter
F22 Laws Adapthisteq FL9, Laws’ R5R5 filter
Table 9.2: DME classes used to train the fluid+layer classifier.
Identifier Class Color
C1 Fluid ¨
C2 NFL ¨
C3 GCL-IPL ¨
C4 INL ¨
C5 OPL ¨
C6 ONL ¨
C7 ISE-OS ¨
C8 RPE ¨
125
9.2.5 DME Training Classes
We defined a set of classes for our fluid+layer classifier. These classes are listed in
Table 9.2. Using the manual segmentation from Section 9.2.2 as a guideline, we then
derived the true classes for each training image.
9.2.6 Simultaneous Feature and Weight Selection
We next used the weighted SFFS method proposed in Step 4 of Section 8.3 to select
the features and weights most appropriate for fluid and layer classification. We ap-
plied the ten-fold cross-validation method [212] during feature selection and adjusted
parameters for the criterion function until we achieved a desired classification result.
Descriptions of our criterion function parameters are as follows:
 Maximum Iterations : The maximum number of weighted features that can be
added to the set v1. Fewer iterations may lead to inaccurate classifications,
while too many iterations may result in overfitting.
 Required Features : A set of features that must be selected when using SFFS.
In cases where the SFFS method converges to an undesirable local minimum,
we can force features to be included within the selected set. Thus, rather than
starting v1 as a null set, we include these features from the onset of SFFS.
 Possible Weights : The set of possible weight values, a, for the features. While
more weight values or finer weight increments may lead to better results, this
increases the computational complexity for classifier training.
 Classes : The set of possible classes, C, for a given classifier. We may add or
remove classes to achieve the desired results. For example, removing the fluid
class allows for the detection of continuous layers. In other cases where only
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a single class is of interest, it may be beneficial to add other classes to C in
order to prevent false positive classifications.
 Criterion Classes : The set of classesC 1 Ď C to be evaluated using the criterion
function. This may be desired when certain classes take precedence over others.
 Classifier Function: We considered the nearest neighbor classifier function with
two possible classifier functions: the minimum weighted distance function from
Equation (8.27), and the minimum weighted negative Gaussian function defined
by
cˆ “ φpvq “
"
Ck P C | argmin
k
„
1´ exp
ˆ
´1
2
“
σinvk ˝ ω ˝ pv ´ µkq
‰
“
σinvk ˝ ω ˝ pv ´ µkq
‰T¯ı 12*
, (9.1)
where σinvk P R1ˆL1 is the reciprocal of the standard deviation of the training
feature vectors for class Ck and is defined by
σinvk rls “
˜
1
Tk ´ 1
Tkÿ
t“1
`
Vkrt, ls ´ µkrls
˘2¸´ 12
, l “ 1 . . . L. (9.2)
 Criterion Expression: The function Ep¨q used to evaluate classification error.
We based our criterion functions on various combinations of the number of true
positives (NTP ), false positives (NFP ), true negatives (NTN), false negatives
(NFN), as well as the sensitivity and specificity [242] of a given class. Only
the classes specified in Criterion Classes were used in the criterion function to
calculate error.
The criterion function parameters used to generate the optimal classifier are listed
in Table 9.3. As shown in Table 9.3, we added an additional fluid and NFL classifier
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Table 9.3: Parameters of the criterion function used in the weighted sequential for-
ward feature selection method to generate the fluid + retinal layer classifier.
Parameter
Classifier
Fluid+Layers Fluid NFL
Maximum iterations 10 10 20
Required features none F01 F10
Criterion classes C1-C5 C1 C2
Classifier function Gaussian Distance Distance
Possible weights 0, 0.1, 0.2, . . . , 1
Classes C1-C8
Criterion expression
ˆ
1´ sensitivity` specificity
2
˙
to improve the fluid classification and NFL/GCL segmentation, respectively. The
results for these additional classifiers were integrated into the fluid+layer classifier
in that any pixels categorized as the “NFL” by the NFL classifier took precedence
over the class determined by the fluid+layer classifier. Additionally, any clusters
classified as “fluid” by the fluid classifier that partially overlapped with fluid clusters
identified by the fluid+layer classifier also overrode the fluid+layer classification.
9.2.7 DME Training Classifier Results
The selected features and weights for the classifiers in Table 9.3 are shown in Fig-
ure 9.4 and listed in Table 9.4. Figure 9.5 shows an example training image with the
manual (true) class assignments (Figure 9.5B), and the automatic class assignments
generated by the fluid+layer, fluid, and NFL classifiers integrated together (Fig-
ure 9.5C). Note that in Figure 9.5C, the outer retinal layers were not optimized for
accuracy since the intraretinal layers took precedence in terms of generating accurate
classification estimates.
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Figure 9.4: Visual example of the DME features selected for the fluid+layer clas-
sifier. (A) An example flattened SD-OCT training image of the retina region only,
and (B-J) features for A corresponding to F01, F04, F07, F09, F10, F11, F12, F13,
and F15 in Table 9.1, respectively.
9.3 Automatic Classification-Based GTDP Segmentation Algorithm
We next leveraged the classification results in Section 9.2 to create a fully auto-
matic GTDP segmentation algorithm for identifying fluid-filled regions and seven
retinal layers on SD-OCT images with DME. An outline of the algorithm is shown
in Figure 9.1 (right) and explained in detail in the following subsections.
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Table 9.4: Selected features and weights for the DME classifiers. The features are
listed in the order that they were selected.
Fluid+Layer Fluid NFL
Feature Weight Feature Weight
F11 1.6 F01 1.0 F11 1.1
F13 0.8 F13 0.3 F12 0.6
F01 0.8 F11 0.4 F10 0.6
F15 0.6 F12 0.1 F15 0.4
F10 0.4 F19 0.7 F07 0.3
F12 0.4 F10 0.3 F01 0.2
F09 0.4 F14 0.2 F09 0.3
F07 0.3 F16 0.8 F06 0.2
F04 0.6 F06 0.2 F05 0.3
F21 0.3 F19 0.1
F17 0.1 F22 0.1
Figure 9.5: Example KR-based classification. (A) An example flattened SD-OCT
training image with DME, (B) manual classification results, and (C) automatic clas-
sification results using the fluid+layer, fluid, and NFL classifiers integrated together.
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9.3.1 Flattening and GTDP Segmentation of the Retina
In order to flatten the retina, we first use our previously validated segmentation
algorithm described in Chapter 7 to generate pilot estimates of BM. This is achieved
by extracting the NFL-OPL and ISE-RPE hyper-reflective complexes as described
in Section 5.3.2 and assigning the lower boundary of the ISE-RPE complex as BM.
As in Chapter 7 and Section 9.2.3, we downsample the images to an axial and lateral
resolution of 6.7 and 13.4 µm/pixel, respectively.
After obtaining BM estimates across all B-scans, we perform linear interpolation
across B-scans to estimate any missing BM boundaries, and we extrapolate any miss-
ing A-scans within each B-scan. Next, we remove any outliers by computing the BM
difference across B-scans and finding errors greater than three standard deviations
above the mean. Values within these regions are replaced with linearly interpolated
values. The 2D layer boundary map of BM is filtered using a Gaussian mask 0.5ˆ0.5
mm in size with a standard deviation of 0.25 mm. Columns in each image are then
vertically shifted until the pilot estimate of BM is completely flattened. Finally, we
use the validated GTDP segmentation algorithm from Chapter 7 to segment the
ILM, OS/RPE, and BM boundaries.
9.3.2 Locating the Fovea
Identifying the location of the fovea on a volumetric macular scan allows us to gauge
the location of the optic nerve and merged retinal layers. Upon segmenting the ILM
and BM on all B-scans, we locate the fovea based on the calculated TRT. To do this,
we first Gaussian filter the TRT using a window of 120 ˆ 61.2 µm and standard
deviation of 83.5 ˆ 15.7 µm. We then narrow our search region to the central 3 mm
of the volumetric macular scan and find all local minima with a depth greater than
7.74 µm. If the local minimum with the lowest TRT also resides closest to center
of the volume, then we assign that location as the fovea. Otherwise, we create a
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summed voxel projection (SVP) by summing pixels ranging from the ILM to 19.35
µm below the ILM across all B-scans. As with the TRT, we smooth the SVP, locate
minima, and compute distances from the fovea. Looking at the five minima closest
to the center of the volume, we set the local minimum with the lowest intensity as
the fovea.
9.3.3 Classification of Fluid and Retinal Layers
To classify the images, we perform the second order iterative Gaussian kernel regres-
sion method following Section 9.2.3. We then compute the features listed in Table 9.1.
Finally, we classify the feature vectors using the weighted negative Gaussian function
from Equation (9.1) for the fluid+layer classifier, and the weighted distance function
from Equation (8.27) for the fluid and NFL classifiers. All resulting “NFL” classes
determined by the NFL classifier then supersede the fluid+layer classifier results.
Furthermore, any “fluid” clusters found by the fluid classifier that overlap with fluid
determined by the fluid+layer classifier are added to the classified result.
9.3.4 GTDP Segmentation of Intraretinal Layers
We use the fluid and retinal classification estimates to segment the retinal layer
boundaries using our GTDP framework. Rather than limiting the search region
using these estimates, we instead modify the graph weights to reflect the classification
result. This is done by generating a layer boundary image based on two adjacent
layers. For example, we create the NFL/GCL boundary image by taking the gradient
of an image containing the NFL and GCL-IPL classification results. This extracts the
boundary between the two layers, which we then dilate using a disk with a radius 7.74
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ˆ 13.4 µm in size. To segment the NFL/GCL, we calculate graph weights following
ωab “LinNormp´gLDa ´ gLDb , 0, 1q `
LinNormp´ia ´ ib, 0, 0.5q `
LinNormp´c23a ´ c23b , 0, 0.5q ` ωmin,
(9.3)
where c23n is the value at node n of the boundary image generated for classes C2 and
C3 (the NFL and GCL-IPL). The search region is then limited to the region between
the ILM and ISM/ISE boundaries, with the exception of A-scans within 1 mm of the
foveal region. For these A-scans, the bottom boundary is limited to 23.22 µm below
the top boundary.
For the OPL/ONL, INL/OPL, and IPL/INL layer boundaries, weights are cal-
culated following Equations 9.4 - 9.6, respectively. Search regions are then limited
by the NFL/GCL and ISM/ISE to segment the OPL/ONL, from 7.74 µm below the
NFL/GCL to the OPL/ONL to segment the INL/OPL, and from half the distance
between the NFL/GCL and INL/OPL to the INL/OPL to segment the IPL/INL
boundary.
ωab “LinNormp´gLDa ´ gLDb , 0, 1q `
LinNormp´c56a ´ c56b , 0, 0.5q ` ωmin,
(9.4)
ωab “LinNormp´gDLa ´ gDLb , 0, 1q `
LinNormpdab, 0, 0.1q `
LinNormp´c45a ´ c45b , 0, 0.5q ` ωmin,
(9.5)
ωab “LinNormp´gLDa ´ gLDb , 0, 1q `
LinNormpdab, 0, 0.1q `
LinNormp´c34a ´ c34b , 0, 0.5q ` ωmin,
(9.6)
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While search region limitation is still an integral step within the algorithm, ad hoc
rules are significantly reduced with the addition of the classification weights. Finally,
after the segmentation is complete, we unflatten the fluid and layer boundaries to
map them back onto the original image.
9.4 Results
Figure 9.6 shows qualitative results of our fully automatic segmentation algorithm
for DME pathology. These images were not part of the training dataset and were
thus not used to tune algorithm parameters. Figures 9.6A,C,E show images with
significant fluid buildup, moderate amounts of fluid, and no fluid, respectively, and
Figures 9.6B,D,F are their corresponding segmentation results.
9.5 Summary
We implemented a fully automatic algorithm to classify fluid-filled regions and seg-
ment retinal layer boundaries on SD-OCT images with DME pathology. This was
accomplished by jointly using the KR-based classification and GTDP segmentation
frameworks. The qualitative results are encouraging, and validation of this algorithm
is part of our ongoing work. Accurate identification of fluid and retinal layer bound-
aries on SD-OCT images containing DME pathology is extremely important, as it
facilitates the stratification of patients based on disease mechanisms. This will ulti-
mately enable physicians to provide personalized therapies to patients for improved
vision outcomes.
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Figure 9.6: Qualitative results for the classification of fluid and the segmentation
of eight SD-OCT retinal layer boundaries on SD-OCT images of eyes with DME.
(A) An image with significant fluid buildup, and (B) its segmentation result. (C) An
image with a small amount of fluid, and (D) its segmentation result. (E) An image
with no visible DME pathology, and (F) its segmentation result.
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10
DOCTRAP Software
We developed a MATLAB-based software called Duke’s Optical Coherence Tomog-
raphy Retinal Analysis Program (DOCTRAP) to facilitate automatic and semi-
automatic GTDP segmentation for quantitative ophthalmic research (Figure 10.1).
Features of the DOCTRAP software include:
 Automatic segmentation of retinal layers and fluid-filled regions on SD-OCT
images (Figure 10.2), photoreceptors on AOSLO images, and RPE cells on
confocal microscopy images with parallel processing capabilities.
 Manual segmentation and/or correction of layer boundaries, closed-contours,
and foci with customizable marking options.
 Automatically generated and customizable SVP and layer thickness maps with
export options.
 Tools for quantitative analysis and image review, including measurement rulers,
automatic and/or manual specification of image dimensions, marking of the
fovea, region-of-interest display, and a comments box.
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Figure 10.1: Screenshot of Duke’s Optical Coherence Tomography Retinal Analysis
Program (DOCTRAP) for automatic and semi-automatic segmentation using the
GTDP algorithm.
Using our DOCTRAP software, we were able to apply our GTDP segmentation
algorithms to a variety of clinical applications, including:
 study of the dynamics of human foveal development after premature birth [243],
 macular findings for healthy full-term newborns observed by handheld SD-
OCT [244, 245],
 assessment of cystoid macular edema in retinopathy of prematurity [246],
 assessment of the differences in choroidal thickness and choroid visualization
using inverted versus upright SD-OCT [247],
 study of the maturation of the human fovea and correlation of retinal layers on
SD-OCT with findings in histology [248],
 quantify changes in intraretinal hyper-reflective foci distribution and its corre-
lation with AMD disease progression [249],
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Figure 10.2: DOCTRAP segmentation of anatomical and pathological SD-OCT
images of the eye. (A) Nine retinal layer boundaries segmented for an eye with non-
neovascular AMD (white line is the external limiting membrane), (B) Four corneal
layer boundaries segmented, (C) seven layer boundaries segmented for a pediatric
eye with edema (bottom yellow line is the CSJ), noting the ISE layer which is not
yet fully developed, and (D) eight retinal layer boundaries and fluid-filled regions
(magenta) segmented for an eye with DME.
 speckle variance imaging of distinct retinal capillary beds [250],
 study of choroid development in preterm and term infants using SD-OCT [251],
 correction of ocular shape in retinal OCT and study of its effect on current
clinical measures [252],
 creation of quantitative OCT biomarkers for the classification of eyes with and
without intermediate AMD [253], and
 characterization of the choroid-scleral junction (CSJ) and suprachoroidal layer
using enhanced-depth imaging OCT [254].
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