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Résumé 
La gestion des ressources hydroélectriques d'une riviére a fait l'objet d'un nombre 
important de projets d'études et de recherche. Cette importance accordée à ce pro- 
blème est motivée par les gains significatifs qui peuvent être obtenus en optimisant 
la gestion des centrales hydrauliques et des réservoirs de la riviére. 
A l'intérieur d'une centrale, la gestion consiste en une hiérarchie de deux niveaux 
d'optimisation. Le premier niveau vise 8 planifier l'engagement et le désengagement 
des groupes sur un horizon de plusieurs périodes, alors que le second niveau consiste à 
déterminer, pour chaque période de l'horizon, les niveaux de production des groupes 
ainsi choisis par le niveau supérieur. 
Dans le cas d'une riviére, la gestion à court terme des réservoirs consiste 8 allouer 
l'énergie potentielle (l'eau stockée) entre ces rCservoirs, et ce, en respectant l'ensemble 
des contraintes liées cette gestion. Bien entendu, cette gestion des réservoirs n'est 
optimale que si eue intege correctement la gestion des centrales qui y sont adjacentes* 
Dans cette thése, une approche constructive est adoptée pour introduire, de manière 
progressive, les diff'érentes facettes de la complexité du probléme réel. Ainsi, en par- 
tant des problémes liés A la gestion d'une centrale et en arrivant 8 la gestion 8 court 
terme d'une riviére, on présente les caractéristiques de chaque probléme et son intérêt 
dans une gestion plus globale de la riviére. 
vii 
Abstract 
Several research projects and studies have been devoted to optimize river hydropower 
management. The importance given to this issue has been motivated by the signifi- 
cant potential gain that optimization can drive. 
Within hydropower stations, management consists in, one side, appropriately commit 
the units and, on the other side, address the distribution of the output between on- 
line units. 
At the river level, the purpose of short-term management is to get an optimal schedule 
of hydropower stations supply and spillage from reservoirs while respecting the o p  
eration constraints. Of course, it should integrate correctly the hydropower stations 
requirements. 
In the present thesis, a constructive approach is adopted. It introduces progressively 
the complexity of real problems at  tbese different lewls: modeling, optimization and 
usefulness of each program as stand-alone module or within global management sys- 
tem. The unit loading problem is presented first, then the unit commitment problem 
that encornpasses the previous problem, and hally the short term river management. 
Ali the software issued irom this work is on use or will be soon integrated in river 
management system of several major companies in North America. 
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Introduction 
Motivation 
Actuellement, environ 18% de la production mondiale d'énergie électrique provient 
des ressources hydrauliques.' Ce pourcentage montre l'importance de l'énergie d'ori- 
gine hydraulique dans le monde. La proportion d'hydroélectricité varie cependant 
beaucoup d'un pays à l'autre. Ainsi, la production d'électricité de la Norvège est 
presque entièrement assurée par ses barrages. Au Québec, 93% de la production 
électrique provient des centrales hydroélectriques de la compagnie Hydro-Québec, 
chef de file mondial en matière de production d'énergie verte avec plus de 36000 
MW en 1997.2 Au Canada, premier producteur mondial d'hydroélectricité, 60% de 
1181ectricité produite est d'origine hydraulique.= 
La gestion rationnelle des ressources hydroélectriques d'une rivière est une préoc- 
cupation importante pour de nombreux producteurs d'électricité. Cette gestion est 
largement étudiée et documentée par plusieurs auteurs dans des livres et revues spe- 
cialisés. Les premiers articles publiés sur le sujet remontent aux années 1950, au 
moment de l'expansion remarquable de l'industrie de l'électricité après la seconde 
guerre mondiale. A l'époque, plusieurs producteurs d'électricité se sont intéressés 
à l'exploitation économique des systèmes, qu'ils soient hydrauliques ou thermiques. 
Plus tard, du fait de la crise pétrolière de 1973 et de la rapide escalade du prix 
des combustibles fossiles, le nombre d'installations hydroélectriques s'est multiplié 
%urœ : Eîectricita de Rance 
asOurce : Hydro-Quebec 
3Source : Electricite de France 
et beaucoup de pays industriels se sont davantage intéressés A cette technologie de 
production de la puissance électrique. Par conséquent, le besoin s'est intensifié pour 
le développement de nouveaux modéles et méthodes de rkolution. 
Les approches systématiques qui visent à perfectionner cette gestion sont généra- 
lement guidées par l'optimisation de l'allocation de la production entre les groupes 
(turbine-alternateur) de la centrale. Une &ude préliminaire effectuée à Hydro-Québec 
montre que grâce A une telle optimisation, des gains de l'ordre de 1 B 4% peuvent 
ètre rbalisés (Robitaille et al. 1771). En Asie du sud-est, on a identifié un potentiel 
de gain encore plus élevé (Zhang et ai. [109j). L'importance significative d'un gain, 
méme d'une fraction de pourcentage, est l'une des raisons qui peut justifier la grande 
quantite de travaux et de recherches se rapportant & ce sujet. 
La complexité de la gestion des ressources hydroélectriques d'une riviére exige une 
adaptation des formalisations mathématiques, la conception de nouveaux modèles et 
le développement d'algorithmes performants et appropriés. Les muitipks facettes du 
problème qu'on vient de soulever peuvent être classCes en trois catégories : 
O Probl4me de modélisation d'ordre mathématique, le modèle étant une représen- 
tation simpiifiee de la réalité décrivant une partie du modèle réel et de son fonc- 
tionnement ; 
a Probléme du choix d'un algorithme approprié devant répondre aux critères sui- 
vants : optimalité, robustesse, rapidité et 0exibilitC permettant de résoudre le pro- 
blème avec toutes les exigences de la modélisation; 
a Problème d'ordre informatique; celui-ci est 1% à la conception d'un modèle de 
données et au d6veloppement de codes rependant à certains facteurs de qualité gui 
se résument dans la qualit6 générale du logiciel, à savoir : modularitél, adaptabilité, 
rapidité, etc. 
Résumé des contributions de la th&e 
A l'intérieur d'une centrale, la modélisation conventionnelle de base du probléme 
d'optimisation de la gestion des centrales hydroélectriques comporte des restrictions 
individuelles sur les groupes, ainsi que quelques conditions hydrauliques pour la cen- 
trale. Elle se limite généralement à une seule période. Une modélisation plus appro- 
priée devrait supporter des restrictions sur des sous-ensembles des groupes, incorpo- 
rer certaines conditions hydrauliques pertinentes et intégrer la dimension temporeiie 
dans la gestion. 
Les principales contributions de cette thèse à ce niveau consistent en des généralisa- 
tions de la modélisation conventionnelle et & la spécialisation de la programmation 
dynamique (PD), algorithme que l'on croit être le plus pertinent pour résoudre ce 
type de problème. La généralisation de la modélisation porte non seulement sur 
l'amélioration du modèle d'une seule période, mais s'étend aussi à la planification 
des arrêts-démarrages des groupes sur un horizon de plusieurs périodes. L'algorithme 
adopté pour résoudre ces extensions de la modélisation est basé sur une approche 
mixte qui combine à la fois le principe de décomposition par les ressources et la 
technique de programmation dynamique. 
Plus précisément, pour une seule période de planification, l'optimisation vise une 
meilleure répartition, en terme de puissance ou de débit, de la production entre les 
groupes disponibles d'une centrale. Ce probléme statique, lié à une période donnée, 
est souvent connu dans la littérature sous le nom de "static economic dispatch pro- 
blem" que l'on va traduire dorenavant par "problème de chargement optimal" (ChOp). 
Dans cette thése, on propose un modèle plus génbral de chargement optimal qui mo- 
delise mieux la réalit4 physique du problème réel. Cette généralisation supporte des 
configurations physiques de centrales plus compliqudes, à savoir des contraintes sur 
les capacités des canaux d'amen& d'eau aussi bien que sur les capacités des réseau 
électriques. En outre, la prise en compte des conditions hydrauliques constitue une 
autre contribution originale apportée au modèle ChOp. Elle consiste, d'une part, à 
intégrer des pertes de charge dans le réseau hydraulique et, d'autre part, tenir 
compte des variations de hauteur de chute par rapport à celle de référence (voir 
chapitres 2 et 3). 
Pour satisfaire un profil de demande en puissance s'étalant sur plusieurs périodes, 
on ne peut pas dissocier la politique des arrsts-démarrages de celle de répartition de 
la production entre les groupes. Il en est de même lorsqu'on exige de la centrale de 
turbiner une série de débits durant des périodes successives. Cette problématique wt 
connue sous le nom de "dynamic unit cornmitment problem" que l'on va traduire par 
"planification des arrêts-démarrages" (ArrDem). ' I les rares sont les articles et livres 
spécialisés qui traitent ce problème dans le cas spécifique de l'hydroélectricité. Par 
contre, il a été soulevé par plusieurs auteurs dans le cadre de la production électrique 
à l'intérieur de stations thermiques. 
La planification des arrêts-démarrages (A/D, en abrégé) des groupes constitue une 
problématique importante, tant sur le plan algorithmique que du point de vue éco- 
nomique et pratique. L'importance de l'optimisation des A/D est mise en relief en 
plusieurs facettes. D'abord, du point de vue pratique, elle permet d'améliorer la qua- 
lité des solutions en stabilisant, dans la mesure du possible, les changements inutiles 
(ou non significatifs) de statuts des groupes le long de la période de planification (par 
exemple, en temps r6el ou à court terme). Ensuite, du point de vue économique, cette 
planification rationnelle des A/D contribue, d'une portion non nkgligeable, à reduire 
le coQt de réparation et de maintenance des groupes fl  moyen ou à long terme. 
Dans cette thèse, on propose une nouvelle approche de résolution de la planifica- 
tion des A/D des groupes & lrint&ieur des centrales hydroélectriques. Il s'agit d'une 
méthode d'optimisation globale basée sur un schéma de décomposition de Benders. 
La résolution du problème maitre est effectuée par l'algorithme de programmation 
dynamique (PD), alors que les sousproblémes (de chargement optimal) sont résolus 
par l'approche mixte de PD et de dkornposition par les ressources. Du point de 
vue implantation, l'originalité se situe au niveau de la résolution des sous-problèmes. 
Pour ce faire, on propose une technique de stockage et de mise à jour des données 
qui permet de résoudre chaque sous-probléme en se basant sur les résultats d'op 
timisation des sous-problèmes d6jA rkiolus. Cette technique exploite en particulier 
le fait que la résolution du problème paramétrique du chargement optimal nécessite 
marginalement peu d'effort par rapport A la résolution du problème de chargement 
optimal avec une consigne donnée. Elle utilise, de façon constructive, des combinai- 
sons de résultats partiels qui ont permis d'obtenir la solution de sous-problèmes déjà 
résolus (voir chapitre 4). 
Puisque la gestion d'une rivière englobe celle des centrales, des gains potentiels 
peuvent être obtenus si l'optimisation des centrales est intégrke dans un modéle de 
gestion à court terme d'une itiviére. Ce probléme de coordination entre les centrales 
d'une riviére est dénommé dans cette thèse par "gestion à court terme d'une riviére" 
(Gest Riv). 
L'intégration complète de la gestion detaillée des centrales dans la gestion à court 
terme d'une rivière est une tache très complexe; c'est pourquoi on l'aborde dans 
cette thèse par une approche hiérarchique. Dans une première étape, on résoud le 
problème GestRiv où I'on résume la production d'une centrale par une courbe globale 
de débit-puissance. Ce premier cycle de résolution est effectué en négligeant certaines 
contraintes difficiles liées principalement à l'optimisation à l'intérieur des centrales. 
L'exemple le plus pertinent de cette derni4re situation est celui de la planification des 
arrêtsdemarrages. Ainsi, les rbuitats du premier cycle d'optimisation, tels que les 
débits à turbiner et les hauteurs de chute des centrales (tout au long de l'horizon de 
planification), sont ensuite utiljsés comme données (ou paramètres) dans le prubléme 
ArrDem. 
Pour le probléme de la gestion L court terne d'une riviére, les contributions de la 
thése se retrouvent en deux aspects : mud&ation et résolution du problème. Parmi 
les originalités du point de vue modélisation, on cite : la modélisation appropriée de 
la production globale des centrales hydroélectriques et la modelisation de certains as- 
pects de stabilité (ou réguiarité) des solutions. En ce qui concerne le premier point, la 
production de chaque centrale est résumée par une courbe de débit-puissance qui tient 
compte de la variation dynamique de hauteur de chute. Quant au volet de régularité 
des solutions, il concerne la stabilisation, d'une part, des engagements et désenga- 
gements des groupes à l'intérieur des centrales et, d'autre part, des fluctuations des 
débits de tronçons durant certaines périodes de l'horizon de planification. D'autres 
originalités, liées B la modélisation des écoulements dans les tronçons aussi bien que 
dans les dbversoirs, sont aussi proposk comme extensions du modèle GestRiv (voir 
chapitre 5). 
Dans la partie consacrée A la résolution du probléme GestRiv, un effort important 
porte sur la mise au point de l'algorithme de programmation linéaire successive 
(PLS). Les raisons pour lesquelles on choisit d'implanter ce type d'algorithme sont 
discutées plus en détail dans Ie chapitre 6 (section 3). Il est important de noter 
que l'algorithme PLS suppose que les fonctions non-linéaires, que comporte le p m  
bkme, soient dS4rentiables. Toutefois, cette hypotbése de base n'est pas satisfaite 
par le rnodtiie GestRiv. Ceci est dd principalement à la nature des fonctions globales 
de dkbit-puissance des centrales hydroélectriques. Ainsi, l'une des plus importantes 
originalitk de ce chapitre consiste en la refomulation du problhe GestRiv en un 
modéle équivalent (différentiable) qui peut Btre traite par l'algorithme mentionné 
ci-dessus. 
Finalement, pour pouvoir juger de la qualit4 relative de l'algorithme PLS, la mise en 
oeuvre du problème GestRiv est réalisée sur les deux codes commerciaux suivants : 
MINOS (pour une implantation d'une variante du lagrangien augmenté) et LOQO 
(pour une implantation d'une variante de la méthode des points intérieurs). Ii importe 
de signaler que le travail réalisé, à ce propos, peut être qualifié comme une contri- 
bution importante de la thése. En effet, cette thèse constitue le premier document 
publiant ce genre d'btude comparative des trois algorithmes mentionnés ci-dessus 
dans le domaine de la gestion des ressources hydroélectriques (voir chapitre 6). 
Retombées pratiques 
Les travaux de recherche et développement réalisés dans le cadre de cette thèse 
ont été conjointement subventionnés par CRSNG et HydroSoft Énergie, filiale de la 
compagnie Hydro-Québec en recherche et développement en matière de production 
d'énergie hydroélectrique. Ces travaux sont couronnés par la mise au point de quatre 
logiciels commercialisables : ChOp, Super-ChOp (avec prise en compte de pertes 
hydrauliques), ArrDem et GestRiv. 
La plupart de ces logiciels sont présentemment implantés, non seulement dans le sys- 
téme d'Hydra-Qukbec, mais aussi chez d'autres compagnies nord-américaines comme 
Duke Power et MacLaren via les deux programmes commerciaux CESTEAU et 
PPCT de la filiale HydroSoft Energie. Ceci constitue certainement la retombée la 
plus tangible des travaux de recherche et dbveloppement de la thèse. 
Organisation de la th&e 
Dans cette thése, on adopte une approche constructive et compréhensive pour étudier 
et analyser les différents problèmes qu'on a soulevés prk&demrnent, ainsi que les 
complications qui s'ajoutent en passant d'un problème b l'autre. Les différents sujets 
sont organisés en six chapitres. 
Le premier chapitre présente certaines caractéristiques générales des aménagements 
hydroélectriques. Ceci permet, d'une part, de se positionner par rapport au contexte 
physique du probléme et, d'autre part, d'introduire une bonne partie de la termine 
logie utilisée par la suite. 
Le deuxième chapitre traite du probkme de chargement optimal : modélisation du 
problème, généralisation du modèle et présentation de l'approche de résolution. 11 
importe de signaler que ce modèle constitue la base de tous les problèmes qui sont 
discutés le long de cette thèse. 
Dans le troisième chapitre, on présente le modèle général de chargement optimal avec 
prise en compte des pertes hydrauliques. Pour ce faire, on discute, dans un premier 
temps, le modèle ChOp avec deux niveaux de pertes (le plus courant en pratique) ; 
ensuite, on généralise le modele à plusieurs niveaux de pertes. 
Le quatriéme chapitre porte sur le problème de planification des arrêts-demarrage des 
groupes. Dans ce chapitre, on présente, dans un premier temps, le contexte général 
du probléme, et ce, en mettant en relief son importance pratique et économique dans 
une gestion plus globale des ressources hydroéIectriques d'une riviére; ensuite, on 
aborde la modélisation et la résolution du probkme. 
Dans les cinquième et sixième chapitres, on aborde le problème de la gestion à court 
terme d'une rivière. A cette fin, on commence, dans le chapitre 5, par modéliser les 
éléments les plus pertinents de la réalité physique du problème, c'est-à-dire qu'on pré- 
sente un modéle mathématique assez général qui tient compte, d'une part, de la réalité 
physique des ouvrages hydrauliques (ou hydroélectriques) et, d'autre part, des règles 
de gestion ou d'exploitation qui les rbgissent. Le chapitre 6 présente l'algorithme de 
résolution, la mise oeuvre du rnodéle GestRiv et, enfin, une étude comparative de 
performance entre cet algorithme et ceux de deux autres librairies commerciales de 




L'objectif de ce chapitre n'est pas de donner une description détaillée et exhaustitve 
en matière de la production hydroélectrique, mais plutôt un aperçu très concis et 
simplifié de sa réalité physique. En effet, le sujet est suffisamment large et complexe 
pour que la description de ses différentes composantes sorte du cadre général de 
la thèse. Par contre, une préseiitation (au moins simplifée) du modèle physique est 
nécessaire à la compréhension des modéles mathématiques qui seront présentés dans 
les chapitres qui suivent. 
Les références utilisées dans le développement de la matière de ce chapitre sont 
principalement les quatres livres [IO, 22, 33, 981. 
Ce chapitre introductif est organisé en six sections. D'abord, dans la prochaine sec- 
tion, on discute certains avantages de la production électrique d'origine hydraulique. 
Ensuite, dans la section 1.2, on décrit (briévement) les trois categories d'aména- 
gements hydroélectriques qui peuvent exister en pratique. Daas la section 1.3, on 
illustre, d'une maniére générale, le processus de génération de l'énergie hydtoélec- 
tzique. La section 1.4, presente certaines caractéristiques de l'une des composantes 
les plus importantes dans la génération d'électricité, & savoir : le groupe turbine- 
alternateur (T/A, en abrége). Dans la section 1.5, on discute de la nature des pertes 
énergétiques dans une centrale hydro8lectrique. Ensuite, B la section 1.6, on pré- 
sente les transformations par similitude des fonctions de débit-puissance des groupes 
(turbine-aternateur) + 
1.1 Avantages de la production hydroélectrique 
L'énergie d'origine hydraulique joue un rôle important dans le dispositif mondiai 
de production d'électricité. En effet, l'eau est une source d'énergie souple, fiable, et 
stockable. En outre, son exploitation pour la production d'électricité ne ghère ni 
déchets toxiques ni pollution atmosphérique. 
A la différence des centrales thermiques, les amhagements hydroélectriques dé- 
marrent presque instantanément. Par exemple, une centrale dJHydro-Quebec pmt 
fournir en quelques minutes une puissance dépassaat 1 000 mégawatts, soit I'equi- 
d e n t  d'une centrale nucléaire standard. Lorsque la demande en électricitb risque de 
dkpasser la production, la rapide mjse en route des groupes hydrauliques constitue 
l'une des meilleures alternatives visant A combler le manque éventuel d'énergie. 
L'eau est une source d'énergie renouvelable. En effet, après avoir traversé les turbines 
des barrages, les eaux rejoignent les riviéres, puis les fleuves, pour enfin se jeter 
dans des mers et océans. Sous l'effet du soleil, l'eau s'bvapore, gonfle les nuages 
qui anaseront de pluie ou de neige les plaines et les montagnes : c'est le cycle de 
l'eau. Chaque année, les barrages profitent de cette energie naturelle, gratuite et 
indbfiniment renouvelable. 
Les turbines des centrales hydro~iectriques ont animées par la force d'une eau pas- 
sant d'un niveau 4lev4 à un niveau iderieur. Dans ce processus, aucune fumée ne 
s'échappe et l'eau reste une source d'énergie essentiellement non-polluante. En effet, 
les conséquences de l'exploitation hydro4lectrique (accumulation de sédiments ou de 
déchets flottants, variation rapide du débit des cours d'eau, différences de tempéra- 
tures) sont maintenant bien connues et maîtrisées. 
En dépit d'un lourd investissement initial, nécessaire rS la construction des barrages, 
les aménagements hydroélectriques restent, à long terme, des équipements très ren- 
tables. Comparés aux centrales thermiques, ils produisent un kilowatt moins cher 
grâce à l'exploitation d'un "combustible" gratuit et renouvelable. De plus, les cen- 
trales hydroélectriques exigent une maintenance réduite et ont une durée de vie de 
plusieurs dizaines d'années. 
1.2 Types d'aménagements hydroélectriques 
On désigne par aménagement hydroélectrique l'ensemble de divers ouvrages neces- 
saires pour exploiter un cours d'eau. Généralement, ces aménagements sont classés 
en trois catégories : hautes, moyennes et basses chutes. 
Les aménagements de la première catégorie comprennent les centrales hydroélec- 
triques ayant une hauteur de chute dépassant 200 m. Ce type d'arnhagements est 
souvent réalisé sur les sections de cours d'eau situées dans la partie amont des bas- 
sins versants, c'est-bdire en haute montagne. Les bassins versants amhagés sont, 
en général, de faible superficie et, de ce fait, le débit moyen des cours d'eau est re- 
lativement faible. Les centrales de ce type d'aménagements sont dotees de turbines 
hydrauliques à action où l'énergie de l'eau, à l'entrke de la turbine, est entièrement 
transformée en énergie cinétique; et par suite, l'eau sort de la turbine à la pression 
atmosphérique. 
Les aménagements de la deuxiéme catégorie englobent les centrales hydroélectriques 
ayant une hauteur de chute comprise, en général, entre 40 m et 200 m. Ces derniers 
aménagements sont souvent établis sur le cours d'eau moyen des rivières. Suivant 
la topographie du terrain, la centrale peut être aménagée directement au pied du 
barrage ou alimentée par un ou plusieurs canaux (ou galeries) d'amenée s'étendant 
sur plusieurs kilomCtres. En général, pour ce type d'aménagements, les centrales sont 
équipees de turbines a réaction où l'énergie de l'eau se transforme, en partie sous 
forme d'énergie cinétique et en partie sous forme d'énergie de pression. 
Enfin, la troisième catégorie d'aménagements inclut les centrales hydroelectriques 
ayant, en général, une hauteur de chute inferieure B 40 m. D'une manière générale, 
ces aménagements sont etablis sur les cours inférieurs des riviéres. Cette catégorie 
d'aménagements comprend également les usines marémotrices. Pour ce dernier type 
de centrales, la hauteur de chute est de l'ordre de grandeur de l'amplitude de la ma- 
rée. Les centrales de cette troisieme catégorie sont égaiement equipées de turbines à 
réaction. Cependant, ces turbines sont souvent dotées d'hklices ajustables permettant 
de s'adapter B des hauteurs de chutes fortement variables. 
1.3 Génération de l'électricité 
La puissance d'une centrale hydroélectrique rhsulte de la conjonction de deux fac- 
teurs : la hauteur de chute et le débit du cours d'eau qui l'alimente. Plus la hauteur 
de chute et le deibit sont importants, plus la puissance êlectrïque sera élevée. Les 
torrents de montagne possedent un faible débit, mais chutent de tr4s haut. A L'in- 
verse, les fleuves plus proches du niveau de la mer ont une faible chute, mais un débit 
abondant. Enfin, il existe des situations intermédiaires OB la hauteur de chute et  le 
débit sont tous les deux moyens. A chaque situation correspond un aménagement 
spécifique. 
Le premier impératif est d'avoir de l'eau en abondance. Le rôle du barrage consiste à 
la retenir en s'opposant à l'écoulement naturel de l'eau- De grandes quantités d'eau 
s'accumulent et forment un lac de retenue ou un réservoir. 
Lorsque l'eau est stockée, il s d i t  d'ouvrir des vannes pour amorcer le cycle de produc- 
tion d'électricité. L'eau s'engouffre dors dans une conduite forcée ou dans une galerie 
creusée dans la roche (suivant l'installation) et se dirige vers la salle des groupes de 
turbines-alternateurs de la centrale située en contrebas. 
A la sortie de la conduite, la pression ou la vitesse (ou les deux en meme temps) 
entraînent la rotation de la turbine qui entraîne, A son tour, celle du rotor de l'alter- 
nateur. La turbine est directement couplée & l'alternateur qui, en tournant toujours 
& la méme vitesse, produit du courant alternatif. Pour faciliter son acheminement 
et sa distribution, le courant électrique transite ensuite par un transformateur qui 
le transforme en un courant à haute ou très haute tension. Ce courant est ensuite 
transporté sur un ou plusieurs réseaux électriques de transport ou de distribution. 
L'eau turbinhe qui a perdu son énergie s'échappe par le canal d'évacuation et re- 
joint la riviére ou le niveau aval de la centrale. La figure 1.1 illustre les principales 
composantes entrant en jeu dans le processus dCcrit précédemment. 
1.4 Le groupe turbine-alternateur (T/A) 
La turbine permet de transformer l'eau qui s'échappe de la conduite en énergie de 
rotation. La forme et les caractéristiques des turbines dépendent des types d'ins- 
tallations hydroélectriques dans lesquelles elles sont employées. Généralement, les 
turbines hydroélectriques sont de l'un de trois types de base : Pelton, Francis et 
Kaplan. Chaque type convient ii une plage particulière de hauteur de chute. Ainsi, 
la turbine Pelton est génkilement réservée aux centrales de haute chute. Pour les 
hauteur 
le chute 
Figure 1.1 - Principales composantes d'une centrde hydrotktrique 
moyennes chutes ce sont les turbines Ekancis qui sont les plus utilisées. Enfin, la 
turbine Kaplan est considérée comme la turbine la plus appropriée aux centrales de 
basse chute. Une variante de turbines Kaplan est celle des "groupes bulbes" dont la 
technique a 4té dheloppée en Rance pour l'usine marémotrice de la Rance. Dans 
ce type de groupes, l'alternateur est accolh B la turbine et grâce A un systéme de 
protection etanche, ces groupes peuvent être compléternent immergés dans l'eau. 
L'énergie potentielle convertible en hergie electrique dépend de la hauteur de chute 
de la centrale, c'est-à-dire de la difl4rence d'altitude entre le niveau amont et le 
niveau aval de la centrale. Cependant, la hauteur de chute nette au niveau de la 
turbine est kgérement inférieure & celle de la centrale. Ceci est dû, d'une part, aux 
pertes hergétiques au niveau de la grille à debris, gWralement installée B l'entr4e de 
la conduite pour protéger la turbine et, d'autre part, au frottement de l'eau avec la 
conduite et aux pertes au niveau du tube d'évacuation vers la sortie de la centrale. Le 
niveau d'eau à la sortie est, par ailleurs, sensiblement influencé par le débit turbiné 
par les groupes de la centrale. 
Chaque groupe turbinealternateur est caracterisé par une courbe d'entrée-sortie a p  
pelée fonction de débit-puissance pour une hauteur de chute constante appelée hau- 
teur de réference. Le domaine de cette fonction est, en terme de volume d'eau par 
unité de temps, exprime en m4tres cubes par seconde (m3/s). L'image de cet te fonc- 
tion est en terme de puissance active ou rhlie, usuellement exprimée en mtgawatts 
(MW). Généralement, cette fonction est approchée par une fonction polynomiale 
par morceaux allant jusqu'au quatrieme ou cinquiéme degré. Cette approximation 
est basée sur les données obtenues à la suite d'une série de tests empiriques sur les 
groupes. Les méthodes les plus utilisées d'approximation par des polynômes sont 
celles des moindres carrés et la méthode de Gram-Schmidt (Liang et Glover [49]). 
Pour les groupes hydrauliques, les fonctions de débit-puissance ne sont, en gtnhral, 
ni concaves et ni convexes. Elles sont souvent composées d'une partie convexe suivie 
d'une partie concave (une zone de production marginale croissante est alors suivie 
d'une zone de production marginde décroissante). L'étendue et le rendement de 
ces deux zones de production varient beaucoup d'un type à l'autre de groupes de 
turbines-alternateurs. 
Les caractéristiques individuelles des groupes impliquent une restriction sur le dkbit 
maximal turbiner ou sur la puissance b i t e  ii ghnérer. Par définition, la puissance 
limite correspond au débit maximal que peut turbiner le groupe. En plus, pour des 
raisons d'opération, on peut imposer des restrictions sur le débit (ou la puissance) 
minimal d'opération du groupe. En outre, certaines zones de production peuvent &re 
dangereuses A cause de phénom4nes de cavitation ou de vibration. Elles doivent donc 
&re évitées dans tout chargement des groupes de la centrale. La figure 1.2 iilustre 
un exemple de fonction de débit-puissance avec dbbits minimal et maximal et deux 
zones de production interdites. 
Figure 1.2 - Exemple d'une fonction de débit-puissance 
1.5 Pertes énergétiques 
Les pertes énergétiques dans une centrale hydroélectriqu le sont de deux natures : 
hydraulique et électrique. Les pertes de nature hydraulique sont dues, d'une part, à 
la variation des niveaux amont et aval de la centrale et, d'autre part, à des pertes 
de charge, que ce soit des pertes singulières (par exemple, au niveau des grilles) 
ou des pertes par frottement dans des conduites et canaux d'amenée d'eau. Les 
pertes électriques, par contre, sont dues ii la chaleur degagée (ou effet Joule) dans 
les différentes composantes du systéme hlectrique de la centrale (conducteurs, rotor 
et stator des alternateurs, circuits électriques, transformateurs, etc). 
L'intégration compléte et détaillb des pertes énergétiques (hydrauliques et 4lec- 
triques) cornplexfie les approches de résolution des modéles~d'optimisation 8 l'in- 
terieur des centrales hydroélectriques. Ainsi, 6tant donné son importance dans une 
centrale hydroélectrique, on se limite dans le cadre de cette thèse B la prise en compte 
des pertes de nature hydraulique, à savoir : les pertes dues à la variation des ni- 
veaux (amont et aval) et les pertes de charge dans le réseau hydraulique- Quant aux 
pertes électriques, on suppose que les composantes électriques (alternateurs, trans- 
formateurs, etc) sont caractkrisées par un facteur de rendement constant, quitte à 
développer des modéles appropriés dans ies extensions futures de la thèse. 
1.5.1 Effet de la variation des niveaux 
La hauteur de chute (totale) est d a e  comme la différence de niveau entre les sur- 
faces libres des deux sections du cours d'eau entre lesquelles l'écoulement est modifié 
par l'amhagernent de la centrale hydroélectrique. Autrement dit, cette hauteur de 
chute est la différence entre le niveau amont (prise d'eau de la centrale, par exemple) 
et le niveau aval de la centrale (canal de fuite, par exemple). 
Le niveau amont de la centrale peut dépendre de piusieurs parametres (ou variables) 
comme, par exemple, le niveau du réservoir en amont, le débit en apports naturels, le 
débit turbin8 par les groupes de la centrale et le débit décharge par les deversoirs du 
réservoir amont de la centrale. En ce qui concerne le niveau aval, il est souvent donnè 
par une fonction de hauteur appelée fonction de tarage; celle-ci résume l'altitude de 
la surface libre d'écoulement en aval de la centrale rapportée à un plan horizontal de 
référence arbitraire (par exemple, le plan au niveau moyen de la mer). Ce niveau aval 
peut dépendre lui aussi de plusieurs param4tres (ou variables) comme, par exemple, 
le niveau du réservoir ou de tronçon de la rivière en aval, le débit turbiné par la 
centrale, le débit déversé du réservoir amont, etc. 
Du fait de cette dbpendance entre les niveaux (amont et aval) de la centrale et les 
debits turbine et deversé, la hauteur de chute peut varier en fonction, par exemple, du 
débit total decharge B la sortie de la centrale. En effet, selon la capacité d'évacuation 
à l'aval de la centrale, il peut se produire une accumulation d'eau qui cause une 
réduction de la hauteur de chute. C'est justement cette réduction de hauteur en 
fonction du dèbit sortant que l'on dkigne par pertes de hauteur au tarage. 
1.5.2 Pertes de charge 
Le degré de complexité d'un réseau hyàraulique de transport d'eau aux turbines d'une 
centrale hydro6lectrique peut varier d'un aménagement hydraulique à un autre. Dans 
certains cas, le réseau hydraulique est formé simplement de conduites acheminant 
l'eau vers des turbines. Dans d'autres cas, le réseau hydraulique est composé d'un 
grand nombre de parties façonnées de toutes formes d'embranchements et d'obstacles 
divers : étranglements, dispositifs de régulation, grilles, etc. Dans tous tes cas, il 
est nécessaire de calculer la resistance hydraulique de l'ensemble de canalisation du 
réseau hydraulique. 
En pratique, la résistance hydraulique d'une canalisation est caractérisée par des 
pertes de charge dans les différents éléments qui la compose. Ces pertes de charge 
proviennent du processus de transformation de l'énergie mécanique du courant en 
chaleur. Cette transformation est due à la viscosité moléculaire et turbulente de l'eau 
en mouvement. On distingue deux types de pertes de charge : pertes par frottement 
et pertes singulieres. 
Les pertes de charge par frottement sont provoquées par la viscosité de l'eau en 
&oufernent dans des conduites et canaux d'amenée. Elles résultent principalement 
de la friction des molécules de l'eau en mouvement contre la paroi d'un &ment de 
canalisation (conduite ou canal d'amen&, par exemple). 
Les pertes de charge singuliéres se produisent quand il y a perturbation de l'écou- 
lement normal : décoilement des parois, formation de tourbillons aux endroits où il 
y a changement de section ou de direction de la conduite, prksence d'obstacles (en- 
trée dans la conduite, élargissement, rétrécissement, courbure et branchement, grilles, 
etc). Toutes les formes des pertes singuliéres se produisent sur une longueur plus ou 
moins grande de la conduite et ne sont pas s4parabIes des pertes par frottement. 
Toutefois, pour la commodité du calcul, il est convenu de les considérer concentees 
dans une section et ne comprenant pas les pertes par frottement. La sommation est 
effectuee suivant le principe de la superposition des pertes, d'aprés lequel on prend 
la somme arithmétique des pertes par frottement et des pertes singuliéres. 
En vue de transposer la réalité des pertes de charge de maniére explicite dans le 
modèle du chargement optimal, le plus commode consiste A exprimer ces pertes éner- 
gétiques adéquatement en terme de réduction de la hauteur de chute. Par la suite, 
toutes les formes de pertes de charge mentionnêes ci-dessus (qui sont d'ailleurs des 
pertes d'origine purement hydrauliques) seront exprimées analytiquement en unité 
de mètre (m). Ainsi, en terme de cette unité, le théoréme de Bernoulli (principe de 
conservation de l'énergie d'un fluide en mouvement) permet d'exprimer une perte 
de charge, notée 4h, de façon proportionnelle au carré de la vitesse d'écoulement de 
l'eau (Idelcik [33]). Par ailleurs, la vitesse d'écoulement u est fonction du debit q et 
de l'aire de la section considérée a : 
En conclusion, il en résulte que les pertes de charge sont proportionnelles au carré 
du débit ; on peut représenter donc la perte de charge Ah par une parabole passant 
par l'origine (w étant le facteur constant de proportionnalité) : 
h = ~ - ~ " [ m ] .  (1.1) 
1.6 Hauteur de chute et similitude en hydraulique 
Bien que la similitude soit une technique utilisée en plusieurs domaines scientifiques, 
il est difficile, par contre, de trouver des références sp4cialisées qui expliquent sa mise 
en oeuvre en optimisation hydroélectrique. Ainsi, on se propose dans la présente 
section de donner une justification B son utilisation comme outil p o u  modéliser la 
dépendance entre les fonctions de débit-puissance et la variation de hauteur de chute. 
1.6.1 Motivation 
L'idée vient tout naturellement de déterminer la courbe de débit-puissance d'un 
groupe T/A 8 une hauteu de chute donnée (appelée hauteur de référence), pour en- 
suite la transposer rt d'autres valeurs de hauteur de chute. Certaines lois hydrauliques 
(physiques ou mathématiques) peuvent être utilishes pour modéliser la dépendance 
de la courbe aux deux hauteurs de chute. Dans ce contexte, la similitude en hydrau- 
lique constitue une des méthodes les plus utilisées pour effectuer une telle extrapola- 
tion d'une hauteur de référence (qu'on appelle modèle) à d'autres hauteurs de chute 
(qu'on appelle prototypes ou hauteurs projetées), Les avantages de la similitude sont 
multiples : d'une part, les essais sur le modèle permettent d'effectuer aisément de 
nombreuses expériences, de les rbpéter en cas de nécessité en faisant varier certains 
paramètres du probléme (comme, par exemple, l'étude de l'évolution de la puissance 
produite pour difkentes valeurs du débit) ; d'autre part, les dépenses nécessitées par 
des essais sur rnodéle ne représentent qu'une fraction du montant total qui peut être 
gén&r& en faisant des essais s u  plusieurs prototypes representatifs. 
1.6.2 Fondement théorique 
Le problème se pose comme suit : dans quelle mesure et suivant quelles lois les 
courbes de débit-puissance du groupe i obtenue à la hauteur h: peuvent-elles être 
transposées à une autre hauteur de chute hi? Autrement dit, étant donné le rapport 
A: = hi/h: (appelé rapport de similitudedes hauteurs), comment peut-on déterminer 
les autres rapports les plus pertinents caractérisant l'koulement et la production 
hydroélectrique, à savoir : vitesse (tri), débit (qi) et puissance hydrauliqueL (pi) à une 
section donnée de la turbine. 
'La puissance hydraulique est d-e comme la puissance disponible sur l'arbre de la turbine. 
Le rapport des vitesses (noté Q) est donné par la condition de similitude de Reech- 
Fkoude (voir Carlier [IO, pp 521-5261) ; ce dernier doit satisfaire l'égalité suivante : 
Le rapport des débits (noté Af) est obtenu par les relations suivantes : 
où a est l'aire de la section considérée. 
Enfin, pour déduire le rapport des puissances, on utilise la définition de la puissance 
hydraulique disponible sur l'arbre d'une turbine. Cet te puissance (voir Ginocchio 
[22, pp 47-56]) est don& en fonction du débit, de la hauteur de chute nette2 et du 
rendement hydraulique de la turbine (qi) ; ce rendement (inférieur à l'unit&) caracté- 
rise l'importance des pertes énerg4tiques (de nature hydraulique) à l'intérieur de la 
turbine. Formellement, cette puissance est exprimée comme suit : 
où p est la masse volumique de l'eau (densité de l'eau) et g la constante gravitation- 
nelle. 
Ainsi, le rapport des puissances (noté A:) s'écrit : 
avec A: = a/$. 
'Ciest la M€rence entre la hauteur de chute totaie et les pertes de charge dans les Mkents 
éléments de canalisation avant rentrée B la turbine. 
1.6.3 Courbes de débit-puissance et similitude 
Lorsque la hauteur de chute nette hi du groupe i est maintenue constante, la courbe 
de débit-puissance est obtenue en portant en abscisses les débits utilisés qi et en 
ordonnées les puissances utiles (électriques) pr disponibles aux bornes de l'alternateur 
du groupe C La puissance utile est donnée par la relation suivante : 
où pi est la puissance hydraulique et pf  la puissance mécanique dissipée au niveau 
du groupe i. 
Les pertes en puissance dissipée sont dues, d'une part, aux frottements mécaniques 
dans les paliers de la turbine, au frottement de [a roue de celle-ci sur le fluide ambiant 
(air et eau) et, d'autre part, à la puissance en marche à vide : celle-ci sert à vaincre 
les résistances passives existant vide (frottements mécaniques au niveau du groupe 
entrahé à vide) en vue d'amener et maintenir la turbine à sa vitesse de régime.3 L'im- 
portance de cette puissance dissipée varie selon le type et la capacité (en puissance 
nominale4) du groupe T/A. Toutefois, étant dom4 le fait que les groupes tournent à 
vitesse constante (puisqu'ils débitent sur un réseau électrique du courant alternatif à 
fréquence constante), les pertes en puissance dissipée (exprimées en MW) varient re- 
lativement peu avec le débit turbiné (mir Ginocchio [22, pp 446-4471), ce qui permet 
de supposer (sans trop de perte de gén4ralit6) que la puissance dissipée (caract6 
risant le groupe i )  est invariante dans l'expression de la fonction de débit-puissance 
(1.5). 
3Un alternateur débitant sur un réseau éiectrique du courant alternatif il fréguence constante, 
doit tourner obligatoirement (mal@ tes variations de charge) A vitesse constante et il en va de 
même pour la turbine. 
'la puissance nominale est la puissance maximale d'un groupe T/A il une bauteur de chute de 
réfkence. 
Il est important de souligner que le rendement Q subit des variations avec le débit 
turbiné. En effet, chaque turbine hydraulique est conçue et tracée pour un débit 
bien déterminé (appelé débit de tracé). En conséquence, le meilleur rendement de 
la turbine est recherché pour ce débit. Lorsque la charge de l'alternateur subit une 
variation (suite B une variation de demande en puissance), le débit turbiné passe 
en deçil ou au-dela du débit de tracé. Ainsi, en s'écartant de ce dhbit spécifique à 
la turbine, les frottements augmentent et le rendement (hydraulique) de la turbine 
diminue, d'où l'existence d'un maximum de rendement pour le débit de tracé (un 
exemple de la courbe des rendements est donnée à la figure 1.3). 
Par ailleurs, lorsque la hauteur de chute hi varie autour de la hauteur de référence hi 
(par exemple, une variation de 3% par rapport B h:, ce qui constitue une variation 
gigantesque des volumes de grands réservoirs), Ie rendement hydraulique de la turbine 
varie très peu par rapport aux débits q: et qi et, par suite, on peut supposer (comnie 
approximation) que le rapport des rendements A: est très voisin de l'unité. En effet, 
lorsque, par exemple, hi diminue de 3% par rapport B h:, on aura : 
Il en resulte donc que le dhbit qi varie (à peu prés) de 1.5% par rapport au débit q:. 
Ainsi, sous certaines hypothks pratiques, on peut supposer que les deux rendements 
(7: et qi) sont très proches, Cette hypothèse simplificatrice est pourtant réaliste pour 
plusieurs centrales hydroélectriques dont la variation de hauteur de chute est peu 
significative dans un horizon de trOs court terme (une journée, par exemple). En 
outre, pour certaines architectures de turbines (comme, par exemple, des turbines 
du type Kaplan et certaines turbines du type Pelton), la courbe des rendements est 
sufiisamment étaiée et aplatie sur quelques plages de débits (surtout autour de débit 
de tracé) où le rendement hydraulique varie trés peu suite à une petite variation de 
débit (par exemple, de 1% ii 3%). En conclusion, on peut admettre, comme approxi- 
mation, que le rapport des rendements hydrauliques X I  d'une turbine est égal à 1 
Figure 1.3 - Exemple d'une courbe de rendement en fonction du débit 
pour deux hauteurs de chute voisines hi et h!. Plus les deux hauteurs de chute sont 
proches, meilleure est cette approximation. Le livre de Varlet (98, chap. 231 constitue 
une excellente référence à ce sujet. 
Ainsi, selon cette approximation, on deduit de la formule (1.4) : 
Mais, d'après la formule (1.3), le debit s'kcrit : q: = (hi/hp)-1/2 qi. DtoÙ : 
En posant ai(hi) = (hï/h!)-lP et &(hi) = (~ i /h f ) "~ ,  la fonction de debit-puissance 
à la hauteur de chute (nette) hi est dkiuite de celle à la hauteur de réfbrence h: via 
les deux multiplicateurs de hauteur ai(') et O,(.) : 
Débit turbiné I 
Figure 1.4 - Tkansfonnation par similitude de débit-puissance 
La formule (1.7) peut Ctre considbrée géom4triquement comme un mecanisme de 
transformation de la courbe de débit-puissance d'une hauteur de chute à une autre. 
Cette transformation s'effectue de façon ce que le débit maximum et la puissance 
gbnérée augmentent avec la hauteur de chute, Ainsi, étant donné une fonction de 
débit-puissance p!(+) (du groupe à) à la hauteur de rhfhrence h!, la valeur de la 
fonction de débit-puissance à la hauteur de chute hi (pour un dhbit turbiné qi) devient 
pi(qi) = &(hi) p!(ai(hi) qi) .  La figure 1.4 illustre ce mécanisme de transformation des 
courbes de débit-puissance en fonction de la hauteur de chute. 
Sur le graphique de la figure 1.4, le point ( q p , p f )  subdivise la courbe de débit- 
puissance (correspondant & la hauteur de rê54rence h!) en deux parties distinctes 
caractkrisant le fonctionnement physique d'un groupe T/A. En effet, la ghération 
de la puissance électrique au niveau du groupe n'est amorcée qu'a partir du moment 
où le gmupe commence à turbiner au-dela d'un minimum de débit, note gr. A la 
hauteur de référence hf, le débit q! correspond au débit de marche à vide (nominal5) 
q,"i". Par contre, à une hauteur de chute hi, le débit minimum q; est calculé par la 
relation suivante : 
Bi (hi) P: (ai(hi) 9;) = P:. (1.8) 
Par ailleurs, dans le modéle de chargement optimal des groupes T/A, on s'intéresse 
plutôt à I'optimisation de la puissance utile (électrique) des groupes en marche (ou 
engagés). Mais puisque cette puissance utile est donnée en fonction de la puissance 
hydraulique par la relation (1.5), il s'ensuit alors qu'on doit s'intéresser à la puissance 
hydraulique située au dessus de la puissance dissipée pf (supposée constante). Autre- 
ment dit, pour une hauteur de chute hi du groupe à, la fonction de débit-puissance est 
exprimée (par similitude) comme suit : qi H pi(qi) =&(hi) p!(ai(hi) pi), à laquelle 
on ajoute les contraintes : 
où q,-= est le débit maximal du groupe à à la hauteur de référence hp. 
&Débit de marche 8 vide h la hauteur de r&rence h:. 
Chapitre 2 
Problème de chargement optimal : 
modèles de référence 
2.1 Position du problème 
On appelle probléme de chargement optimal (ChOp, en abrégé) le problème d'op- 
timisation qui traite de la gestion d'une centrale hydroélectrique durant une seule 
p4riode de planification. Ii consiste à répartir la production entre les groupes dis- 
ponibles en vue d'optimiser un objectif donné. Gknéraiement, l'objectif consiste soit 
à maximiser la puissance utile produite par les groupes étant donne un débit total 
disponible, soit B minimiser le total du débit turbin4 par les groupes pour répondre 
à une demande de puissance donnée. 
La première situation (maximisation de la puissance) se présente dans le cas où le 
débit turbine par la centrale est predbterminé soit par un niveau sup&ieur de plani- 
fication, soit par des régles de gestion ou d'exploitation de la centrale. La deuxième 
situation (minimisation du débit) constitue une alternative intéressante dans le cas 
où le producteur cherche a satisfaire une certaine demande de puissance. C'est le 
cas, par exemple, des industries hydroélectriques qui visent ii satisfaire leur propre 
consommation en énergie électrique. Par convention, on utilise, dans ce texte, la ter- 
minologie "consigne de débit" pour désigner le debit total disponible aux groupes de 
la centrale et %onsigne de puissance" pour désigner la demande en puissance. 
De nos jours, le modèle de chargement optimal occupe une position assez importante 
dans les préoccupations des ingénieun et chercheurs travaillant dans le domaine. En 
effet, ce modéle constitue la base des problémes d'optimisation dans la gestion des 
centrales hydroélectriques et, par conséquent, dans la gestion optimale des ressources 
hydroélectriques d'une riviére. 
La formulation conventionnelle consiste A maximiser la puissance générée par la cen- 
trale pour un total donné du débit A turbiner ou, inversement, à minimiser le total 
du débit turbiné pour répondre B une demande donnée de puissance. Dans les deux 
cas, on respecte les restrictions individuelles sur les groupes, 
La formulation générale du problème présentée ici comporte, en plus, des restrictions 
globales sur des sous-ensembles de groupes. C'est le cas, par exemple, des bornes 
imposées sur le débit d'un canal acheminant l'eau à plusieurs turbines ou sur la puis- 
sance débitée sur un réseau électrique auquel sont connectés plusieurs alternateurs 
(de groupes). 
Jusqu'à présent, la solution la plus satisfaisante du problème conventionnel de char- 
gement optimal est obtenue par l'algorithme de programmation dynamique (PD). 
Contrairement à plusieurs approches alternatives de résolution, la PD n'impose au- 
cune restriction sur les caractéristiques des courbes de débit-puissance des groupes 
et permet d'obtenir une solution glo baiement optimale. 
En vue de résoudre le probIéme gén&al, une extension directe de l'algorithme de 
PD consisterait à associer une variabie d'htat B chacune des contraintes globales 
ou couplantes (c'est-à-dire, celles qui impliquent plusieurs groupes à la fois). On se 
retrouvait ainsi avec un vecteur d'etat de dimension égale au nombre des contraintes 
globales et un temps de calcul qui augmente rapidement avec le nombre de contraintes 
et le nombre de groupes. 
Dans ce chapitre, on suggère une nouvelle méthode qui combine la technique de 
PD et la décomposition par les ressources. Ii s'agit d'une approche qui exploite la 
structure particulière du probléme et préserve la globalité de la solution optimde 
tout en maintenant le vecteur d'état à une seule dimension. 
Le présent chapitre est organisé en cinq sections. Dans la section 2.2, on présente la 
formulation conventionnelle du problème de chargement optimal : notations, modèle, 
revue de la littérature et algorithme de résolution. Dans la section 2.3, on discute 
une généralisation du modéle en incorporant des contraintes sur les canaux d'amenée 
et sur les réseaux électriques de transport ; pour ce faire, on propose un algorithme 
de solution qui résout cette génbrdisation sans augmentation significative du temps 
de calcul. Le modèle inverse de chargement optimal (avec consigne de puissance) est 
exposé dans la section 2.4. Enfin, la section 2.5 illustre certains resultats numériques 
obtenus par application de l'algorithme de résolution, proposé dans la section 2.4, en 
faisant ressortir l'importance de la prise en compte des contraintes couplantes. 
2.2 Modéle conventionnel 
2.2.1 Notations et mod&le 
Soit 
n : nombre de groupes disponibles, 
Qi : debit à turbiner par le groupe il 
mi : nombre de zones de débit permises pour le groupe il 
[a!, e] : zone j permise de débit turbiner par le groupe i, 
Di : domaine admissible de dbbit à turbiner par le groupe i, 
def Di = ugl [d' 1 
pi(.) : fonction de débit-puissance du groupe il 
qp : débit minimai à turbiner par le groupe i (q? = a:), 
9,- : débit maximal que peut turbiner le groupe i (9,- = by ), 
p- : puissance maximale du groupe i ( pFm = pi(qyu)), 
QT : débit total disponible (consigne de débit) . 
Remarque: Il est important de noter que, le long de ce chapitre, les hauteurs de 
chute disponibles aux groupes T/A sont supposbs connues ou mesurées. Ainsi, toutes 
les données ci-dessus sont exprimées en fonction de ces hauteurs de chute. 
Les contraintes du problème consistent à respecter des restrictions individuelles sur 
les groupes, à savoir : 
fonctionner à l'intérieur des seuiis minimum et maximum des débits à turbiner, ou 
puissances produites, par ces groupes ; 
éviter les zones de cavitation et de vibration. 
Dans la formulation qui suit, l'objectif consiste A maximiser la puissance générée 
par la centrale pour une consigne de débit donnée QT. Le problème se formule alors 
comme suit : 
On trouve cette formulation (ou une version équivalente dans le cas de la minimisation 
du débit) dans plusieurs articles et livres comme, par exemple, Hansen et Mladenovit 
[28], Klein et Sim [37], Wood [1031, Zhang et al. [log]. On note que le modèle inverse 
de chargement optimal est discute dans la section 2.4. 
2.2.2 Revue de la litterature 
Plusieurs méthodes numériques ont été proposées pour résoudre le modèle conven- 
tionnel de chargement optimal (C). Ces méthodes peuvent être classées en quatre 
catégories : analyse convexe, exploration des optima locaux, heuristiques et program- 
mation dynamique. 
Analyse convexe 
La premiere classe, la plus traditionnelle, est fondée sur les conditions nécessaires 
d'optimum du premier ordre. Il s'agit de satisfaire ces conditions en égalisant les 
productions marginales entre les groupes disponibles, c'est-&-dire que les pentes des 
tangeantes aux courbes de débit-puissance sont les mêmes aux points de charge- 
ment des groupes. Cette technique a éte utilisée par plusieurs auteurs dont Davis et 
Sorensen [16] et Wood (1041. 
Tous les algorithmes basés sur l'égalité des productions marginales supposent que les 
courbes de puissance en fonction du débit sont concaves, présentant une production 
marginale décroissante. Cependant, en pratique, cette hypothése n'est pas souvent vé- 
rifiée. Par conséquent, l'application d'une telle méthode peut mener àr des solutions 
non-optimales. Un optimum local peut être obtenu par l'une des méthodes itéra- 
tives de la programmation non-linhaire comme, par exemple, la méthode du gradient 
ou ceUe de Newton. Cependant, à moins que l'objectif ne soit concave, l'optimalité 
globale n'est pas assurée même avec des méthodes dotées de plus de rafbement, 
incorporant les conditions d'optimum du second ordre. 
En outre, toutes les mhthodes basées sur l'analyse convexe supposent que le domaine 
défini par l'ensemble des contraintes est convexe. Or, la présence des zones inter- 
dites rend le domaine de chaque groupe non seulement non-convexe, mais aussi non- 
connexe. Une façon de remddier 8 cette difficulté consiste B combiner ces méthodes 
avec des procédures du genre évaluation-sbparation successive (Lee et Breipohl[461). 
Toutefois, bien que la quantité de calcul soit tolérable pour des problèmes de taille 
relativement petite, les méthodes de ce genre sont souvent coûteuses en temps de 
calcul. 
Par ailleurs, quelque soit l'algorithme utilisé de cette catégorie, la génération de la 
courbe globale de débit-puissance de la centrale ne peut être qu'approximative. En 
effet, toute tentative de la générer de manière exacte le serait au prix d'un temps de 
calcul considérable, puisque chaque point correspond B la résolution d'une instance 
du probléme (C) avec une nouvelle consigne de débit. 
Exploration des optima locaux 
L'approche d'exploration des optima locaux a été proposée principalement par Bern- 
holtz [61 et Gauvin et al. (201. Ils supposent que tous les groupes sont identiques et 
que les fonctions de production sont convexes sur un intervalle de petits débits et 
concaves pour des débits plus blevés en possbdant certaines formes particulières. Ces 
hypothèses facilitent l'identification des points oh les productions marginales sont 
bgales, propriété caractérisant une bonne partie des optima locaux. 
Gauvin et al, [20] ont étudié le probkme dans le cas particulier d'une fonction de 
débit-puissance polynomiale de troisiéme degré caractérisée par une seule zone in- 
terdite de production. Ils utilisent les conditions d'optimalité du premier et second 
ordre. Les optima locaux qu'ils caractérisent sont des solutions rédisables du type 
chargement il l'identique et  dans la partie concave d'un sous-ensemble de groupes, 
alors que les autres groupes sont chargés à leur débit minimal. Pour la prise en compte 
de la zone interdite, rhduisant le domaine réaiisable de la fonction de production de 
chaque groupe à deux intervalles disjoints, ils projettent les optima locaux sur une 
classe de rectangles (ou pavés) obtenue à partir du produit cartésien de ces intervalles 
qui contiennent une solution réalisable. Chaque projection nécessite la résolution d'un 
programme quadratique convexe simple bien conditionné avec une seule contrainte 
linéaire. Cependant, cette projection peut conduire à une solution qui n'est pas glo- 
balement optimale. Ainsi, elle est améliorée moyennant une technique spécifique de 
descente fondée sur des propriétés particulières du probléme considéré. La compa- 
raison de différentes projections améliorées fournit la meilleure répartition que peut 
fournir cet algorithme heuristique* La solution obtenue semble être de qualité. 
Bernholtz [6] cherche, d'une part, à maximiser la puissance totale pour une consigne 
de débit total et, d'autre part, à générer la courbe de production de la centrale en 
faisant varier ce débit. il considére une fonction de production égale à zero pour la 
partie convexe, linéaire pour le début de la partie concave et non-linéaire pour les 
débits élevés. En utilisant les conditions du premier ordre, il caractérise deux types 
d'optima locaux : ceux obse&s par Gauvin et al, [20] et ceux qui consistent à charger 
au débit maximal un sous-ensemble de groupes, puis charger un seul groupe dans la 
partie convexe et, enfin, charger le reste de groupes à leur débit minimal. Il montre 
que le nombre optimal de groupes chargés, au del& de leur débit minimal, augmente 
progressivement avec le débit total disponible. On note que cette propriété permet 
de construire, de manière quasiment analytique, la courbe globale de production de 
la centrale. 
Heuristiques 
Parallèlement aux algorithmes d'analyse convexe, d'autres algorithmes heuristiques 
ont eté dheloppés pour réJoudre le probléme (C). Parmi ces mhthodes, on cite les 
algorithmes génétiques (proposés par Bakittzis et al. (21, Sheblé et Britting [86]) et 
l'algorithme de recuit simulé (propos8 par Wong et Fung [102)). Bakirtzis et al. [2] 
montrent que ce dernier type d'algorithme fournit des solutions sous-optimales dans 
40% des problémes testés. En outre, ces heuristiques partagent les mêmes incon- 
vénients que les méthodes précédentes quant à la génération des courbes de débit- 
puissance de la centrale. Par conséquent, l'intégration, à travers ces courbes, de la 
gestion des centrales B l'intérieur d'une gestion globale d'une riviére ne pourrait être 
qu'approximative ou bien au prix d'un temps de calcul considérable. 
Programmation dynamique 
Aujourd'hui, la solution la plus générale du problème de chargemesi optimal est basée 
sur la programmation dynamique (PD). Contrairement aux autres approches, la PD 
n'impose aucune restriction, ni s w  la concavité des fonctions caractéristiques des 
groupes, ni sur la convexité ou la connexité des domaines, en admettant par exemple 
la présence de zones interdites de production. De plus, les solutions obtenues par 1a 
PD sont plus précises que celles fournies par toutes les méthodes alternatives connues 
jusqu'à présent. 
En revanche, on reproche B la PD sa technique d'énumération et la relation entre sa 
performance et la dimension du vecteur des variables d'état. En effet, sa complexité 
pseud~polynomiale croît de manière quadratique avec la finesse de discrétisation 
des fonctions de débit-puissance, phénoméne fortement amplifié par la dimension du 
vecteur d'état. 
Malgré ces inconvénients, la programmation dynamique a déjà été suggérée dans 
plusieurs publications pour résoudre le probléme conventionnel, par exemple, Hansen 
et Madenovit [28], Liang et Glover [50], Zhanget al. [109]. Elle a aussi 4té retenue par 
plusieurs développeurs et compagnies productrices d'électricité dont, à titre indicatif, 
le programme commercial de la compagnie Norvégienne RUNAID 1811, le programme 
de production GESTEAU de la compagnie québkoise Hydro-Québec et certains 
modules de contrôle de la compagnie amhricaine TVA (Tennesse Valley Autority). 
Les raisons de cet intérêt pour l'utilisation de la programmation dynamique sont 
multiples. D'une part, la courbe globale de la centrale est générée avec la même 
cornplexit6 que la résolution du probl4me avec une consigne individuelle de débit ou 
de puissance. D'autre part, la rapidité croissante des nouveaux ordinateurs rend très 
acceptable une implantation efficace de l'algorithme de PD. 
Dans la section 2.3, on montre comment la résolution du problème généralisé avec des 
contraintes physiques et hydrauliques peut être faite de mani4re efficace à l'intérieur 
d'un schéma qui combine à la fois la technique de PD et la méthode de dkomposition 
par les ressources. 
2.2.3 Résolut ion du modde conventionnel 
Le but de cette section est de montrer comment on peut résoudre le problème conven- 
tionnel (C) par application de l'algorithme de programmation dynamique. Pour ce 
faire, on commence d'abord par identifier les principales caractkisiques de la refor- 
mulation dynamique du problème : 
1. fitapes : Groupes de turbinealtérnateur A traiter, indexés de 1 A TL Par conven- 
tion, I'indice O est utilisé pour dbsigner l'étape de I'algorithme où aucun groupe de 
la centrale n'est chargé. 
2. Variable dyBtat : On note s la variable d'etat associée A la contrainte (2.1). 
A une étape donnée (pour i = 1,. . . , n), les instances de cette variable d'état 
représentent le débit total B allouer aux groupes indexés de i B n. Si on note par 
Si l'ensemble des instances possibles de la variable d'état à lY4tape à, alors on peut 
limiter cet ensemble par l'intervalle : 
où CO j=i qMn j = O (par convention). 
En effet, à chaque étape i de la PD, on doit disposer d'un minimum de débit 
disponible correspondant à la somme des débits minimum des groupes. En outre, 
vu les exigences en débit minimal, le débit maximum à allouer aux groupes i à n 
(pour i = 1, . . . , n) ne doit pas dépasser le total de débit disponible QT après avoir 
soustrait la somme de debits minimum exiges par les i- 1 premiers groupes. 
3. Variable de ddcision : Les variables du probléme qi (pour i = 1, . . . , n) déter- 
minent les débits à turbiner par les groupes disponibles de la centrale. On rappelle 
que ces variables sont soumises aux contraintes (2.1)-(2.2) du problème (C). 
4. Fonction de récurrence : Soit PT(s) la production maximale générée par les 
groupes i, . . . , n, si le débit total B allouer est S. La fonction s H P;(s) est définie, 
pn(s} si s f Dn 
-oc} sinon 
Dans la formule récurrente (2.4), le débit à turbiner par le groupe i doit respecter 
son domaine de définition Di et le total du débit à allouer S. De plus, les valeurs de la 
variable de décision qi doivent être définies de sorte que les transitions de la variable 
d'état à l'étape i+l (s - qi) soient admissibles. 
Enfui, la production optimale de la centrale pC(QT) est donnée par Pi(QT). 
Proposition 1 Soit A le nombre de points de discdtisatton des courbes de débit- 
puissance des groupes (on suppose que A est le m h e  pour tous les groupes). La 
complezité de l'algorithme de programmation dynamique pour Irésoudre le problème 
conventionnel (C) est 0(n2A2). 
Démonstration: Soit i l'indice des étapes de la PD du probléme (C). Sans perte 
de généralité, on suppose que Di = [O, A-11. On note que l'étape n de l'algorithme 
PD est une simple affectation des valeurs admissibles de la courbe de débit-puissance 
du groupe n et peut être assimilée à la lecture des données. Maintenant à l'étape 
i= 1,. . . , n-1 de l'algorithme, les intervalles Si ont la forme suivante : Sn = [O, A- 
l], .. .,& = [O, (n+l-i)(A-l)], . . . ,& = [O,n(A-l)]. Ainsi, B l'étape i=1 , .  . . ,n- 
1, le nombre total d'opérations (additions et comparaisons) requises par l'équation 
récurrente (2.4) est calculé comme suit : 
a Pour s = O, . . . , A-1, I'ensembe Xi(s)  prend 1, . . . , A valeurs possibles (respecti- 
vement). Dans ce cas, le nombre d'opérations est donné par : 
a Si i < n-1 alors pour chaque instance s = A , .  . . , (n-à)(A-l), I'ensembe Xi(s)  
peut prendre 4 valeurs possibles. Dans ce cas, le nombre d'opérations est donné par : 
a Pour s = (n-i)(A-l)+l, . . . , (n+ 1-i)(A-1), I'ensembe Xi(s) prend A-1, . . . , 1 
valeurs possibles (respectivement), Dans ce cas, le nombre d'opérations est donne 
par : 
1 
1+2+ . . .+A- l=  l(A-l)A. 
On déduit alon que le nombre total d'opérations à l'étape i, pour i = 1,. . . , n - 1, 
est : 
Ce qui permet de conclure que le nombre maximal d'opérations requises pour résoudre 
le problème (C) est borné supérieurement par : 
D'où, une complexité 0(n2A2). 
Remarque: Pour générer la courbe globale optimale de la centrale, il suffit de consi- 
dérer le débit total disponible QT comme un paramètre ; c'est à dire, QT peut prendre 
toutes les valeurs possibles de débit que peuvent décharger les groupes disponibles 
de la centrale. Dans ce cas, on parle d'un algorithme de programmation dynamique 
paramétrique (PDP) . 
2.2.4 Défaut de la formulation conventionnelle 
La formulation conventionnelie comporte un défaut qui prête à la critique. En effet, 
l'utilisation de la contrainte d'egalité (2.1) pour modéliser le débit total à décharger 
par la centrale peut engendrer une certaine inefficacité du fait de la présence des 
zones interdites ou des contraintes globales sur un sous-ensemble de groupes (comme 
les contraintes de bornes sur la puissance à gbnérer), 
Pour illustrer la première situation d'inefficacité, soit deux groupes ayant des carac- 
téristiques identiques avec un domaine admissible Di = {O) U (30,691 U [81,96]. La 
fonction de débit-puissance1 est telle que p(52) = 13, p(69) = 22 et p(81) = 27 (en 
lLa fonction de debit-pui~mce est définie par : pi(0) = O et pi(qi) = 31.81 ln(qi) - 112.69, si 
qi € [[3O, 961. 
Figure 2.1 - Exemple avec contrainte globale de puissance 
MW). La solution du probl4me (C) pour une consigne de débit QT = 104 consiste 
B affecter 52 m3/s à chaque groupe pour générer une puissance totale de 26 MW. 
Une meilleure solution est obtenue en faisant fonctionner un seul groupe au débit 
de 81 m3/s. Cette solution génère plus de puissance en consommant moins de débit 
que celui indiqué par la consigne QT. Cette solution est obtenue en remplaçant la 
contrainte d'égalité (2.1) par une inégalité dans le problème (C). 
La d e d m e  situation d'inefficacité du modéle (C) est obtenue en combinant la 
contrainte d'égalité (2.1) avec une contrainte globale de puissance. Pour ce faire, on 
considete deux groupes identiques dont la fonction de débit-puissance est illustrhe 
dans la figure 2.1. La contrainte globale sur les deux groupes est de type : 
La solution du problème, en négligeant la contrainte globale (2.6), consiste & partager 
la production entre les deux groupes, c'est-&dire qi = qi = QT/2. La solution du 
problème (C) auquel on ajoute la contrainte (2.6) est (&,&) ghérant ainsi une 
puissance totale de ( 2 p Y  -AP). Une solution alternative (QI, Qz) (satisfaisant la 
contrainte (2.6)) génére la meme puissance en déchargeant moins de débit. Cette 
solution est également obtenue en substituant la contrainte d'égalité (2.1) par une 
inégalité. 
Les deux exemples montrent que la formulation de la contrainte (2.1) sous forme 
d'égalité peut engendrer une certaine inefficacité dans le chargement des groupes. 
Pour cette raison, dans ce qui suit et le long des chapitres de cette thèse, on opte 
pour la formulation de cette contrainte sous forme d'inégalité (5). 
2.2.5 Limitations de la formulation conventionnelle 
Le modèle conventionnel (C) est très limitatif : il ne supporte aucune restriction, 
ni sur la production d'électricité ni sur les débits à turbiner par un sous-ensemble 
de groupes. En réalité, la configuration physique d'une centrale présente souvent une 
structure plus compliquée que ce que supporte le modéle (C). En effet, elle peut avoir 
plus d'un canal d'amenée d'eau aussi bien qu'un ensemble de réseaux électriques. 
Dans ce cas, des restrictions (physique ou d'exploitation) peuvent dtre imposées sur 
le débit à amener dans un canal ou sur la puissance à générer sur un &eau. La 
figure 2.2 illustre un exemple de configuration d'une centrale qui ne pourrait être 












Figure 2.2 - Exemple d'une configuration avec deux canaux et trois réseaux 
Modéle de référence généralisé 
Notations et modèle 
ensemble de canaux de la centrale, 
debit minimal du canal k, 
dCbit maximal du canal k, 
ensemble de groupes alimentés par le canal k, 
ensemble de réseaux du canal k, 
puissance minimale h produire sur le réseau r du canal k, 
puissance maximale qui peut être produite sur le réseau r du 
canal k, 
ensemble de groupes connectés au réseau r du canal k, 
vecteur de variables de decision au niveau des groupes du réseau 
r du canal k, 
débit alloué aux groupes du réseau r du canal k, on note qk = 
(d)rE&i 
dCbit allouC aux groupes du canal k, on note qC = (qf)ksK. 
Hypothése: La notation utilisée suppose que les groupes connectés à un réseau 
électrique2 sont alimentés par le même canal amont. On note que cette hypothèse est 
gén6rdement vérifiée par la plupart des centrales hydroélectriques. Dans le cas oh 
cette hypothèse ne serait pas remplie, l'algorithme présenté dans ce chapitre pourrait 
être modiiié en ajoutant une variable d'état supplémentaire pour en tenir compte, ce 
qui ne sera pas discuté, plus précisément, dans cette thèse. 
Avec cette hypothése, le modèle généralisé (à une hauteur de référence) se formule 
comme suit : 
~ G ( Q T )  
S.A. 
Contrairement au modéle (C), la contrainte de consigne (2.7) est une inégalité. Les 
contraintes de type (2.8) sont utilisées pour modéliser des restrictions (physiques 
ou d'exploitation) sur les débits B amener dans les canaux. De la même façon, les 
contraintes de type (2.9) sont incorporées pour modéliser des exigences sur la pro- 
duction électrique, à savoir satisfaire une demande minimale donnee de puissance 
(par exemple pour satisfaire les besoins d'une zone donde desservie par le reseau 
électrique) ou hiter le rechauffement dans les réseaux électriques alimentés par les 
alternateurs des groupes de la centrale, 
*En fait, l'hypothhe ne concerne que les réseaux 6lectriques soumis ii des contraintes d'exploi- 
tation susceptibles d'etre violées. 
2.3.2 Approche de décomposition 
Une extension directe de l'algorithme de PD (à ce modèle généralisé) consiste àr asso- 
cier àr chaque contrainte globale du problème une variable d'état. Celle-ci représente, 
B chaque étape de la PD, la quantité d'eau u t i l i e  par les groupes alimentés par 
un canal donne ou la puissance générde par les groupes d'un r6seau donné. Ainsi, 
on se retrouve avec un vecteur d'etat de dimension égale au nombre de contraintes 
couplantes du probléme. 
Bien que cette approche soit relativement simple à implanter, son inconvénient est 
que le temps de calcul augmente rapidement avec la dimension du vecteur d'état. Une 
approche plus intéressante, proposée dans le présent chapitre, consiste à combiner à 
la fois le principe de décomposition par les ressources (ou quantités) et la technique 
de programmation dynamique, 
Les contraintes (2.8) et (2.9) ont une structure particulière qui permet de les gérer de 
manière implicite par l'algorithme de PD avec une seule variable d'état. En effet, le 
terme du centre des contraintes (2.9) se trouve dans la fonction objectif et celui des 
contraintes (2.8) est le même que celui dans la première sommation de la contrainte 
de consigne (2.7). Par conséquent, il n'est pas nécessaire de créer une redondance 
dans l'information en introduisant des variables d'htat supplémentaires spécifiques 
aux contraintes (2.8) et (2.9). 
Du point de vue algorithmique, le totai de débit turbiné par les groupes d'un canal k 
peut être comptabilisé directement dans Ia valeur de la variable d'état associée à la 
contrainte (2.7). De la même maniére, la puissance générée par les alternateurs des 
I groupes connectés à un réseau Çlectrique peut être comptabilisée à partir des valem 
prises par la fonction ob jectit 
Cette prise en compte implicite des contraintes couplantes peut être effectuée dans un 
cadre de décomposition nichée par les ressources (Lasdon [42, Chap. 91). Au niveau 
supérieur, le total de débit disponible QT est partagé entre les différents canaux; 
ensuite, le débit de chaque canal est distribué entre les sous-ensembles de groupes 
connectés au même réseau électrique ; enfin, chaque débit relatif à cette derniére 
partition est alloué entre les groupes correspondants. fividemment, ces allocations 
successives doivent être effectuées de maniére optimale. 
Le processus de construction de la solution optimale se déroule comme suit : 
la premiére étape de l'algorithme consiste à optimiser ii l'intérieur des réseaux A 
partir des courbes de debit-puissance des groupes auxqueis ils sont connectés. 
La deuxième étape optimise à l'intérieur des canaux à partir des courbes des 
réseaux générées par la premiére étape, et ce, en éliminant les solutions non- 
admissibles dues aux contraintes (2.9). 
E n h ,  la troisième étape est une optimisation globale à partir des courbes des 
canaux générées par le deuxième niveau en coupant les solutions non-réalisables 
dues aux contraintes (2.8). 
Formellement, on peut hnoncer le principe de dkompositian comme suit : le pro- 
bléme initial (G)est subdivisé en sous-problémes (SCk)tEK de telle sorte que chacun 
d'eux n'implique que les variables de décision ( Q ~ ) ~ ~ ~  reprbentant les groupes du 
canal k De la même façon, le sous-probléme (SCk) est décomposé en sous-problèmes 
(S@)rERk,kEK tel que chaque sous-probléme restreint ne contient que les variables 
de décision liées au réseau r du canal k. 
Ainsi, soit P:(Q) la production optimale du réseau r du canal k auquel on a alloué 
une ressource de débit Q. Cette production est calculée en résolvant le sous-problème 
suivant : 
ii est important de noter que ce dernier sous-problème est une instance du mo- 
dèle conventionnel (C).3 Sa résolution paramétrique par l'algorithme PD permet de 
cdculer la fonction valeur P/(-). DU fait de la contrainte d'égalité (2.11), cette der- 
nière fonction n'est pas nécessairement monotone. Par la suite, on note p"Q) = 
(qi(Q))* Jk la solution de ce dernier sous-problème (si cette solution existe). 
Au niveau du canal k, on note Kk les valeurs possibles du débit à allouer aux groupes 
du réseau r du canal k. Cet ensemble est défini par le domaine suivant : 
Ainsi, le canal k E K fonctionne de manière optimale en résolvant le sous-problème : 
Encore une fois, le sous-probléme (SCk) est une instance du mod4le conventionnel 
(Cl. Sa résolution parametrique par l'algorithme PD permet de calculer la fonction 
3Par convention, P:(Q) = -ai si le sous-problhe (Se)  est non-rédisable. 
valeur Pt(*) en fonction du débit alloué au canal E (par convention, elle vaut -w 
si le sougpmblhe est non-réatisable). Par la suite, on note $(Q) = (&(Q))rERI la 
solution de ce dernier sous-probl6me (si cette solution existe). 
Enfin, si on note & les bornes possibles du débit à amener dans le canal k, le problème 
maître (M) s'écrit comme suit : 
P ~ ( Q = )  max C Pf(& 
Q= kEK 
Ce dernier probléme est également une instance du problème conventionnel (C) , 
mais avec une contrainte de consigne sous forme d'inégalité. Par la suite, on note 
-C T  -C T q (Q ) = (qk (Q )) kEK la solution du problème maïtre (si cette solution existe). 
Remarque: dans le cas oii la contrainte (2.1) est une inégalité, la solution optimale 
du problème (C), par la PD, est donnée par : 
P ( Q ~ )  = max {P;(s)) .
esT 
Ainsi, dans le cas où le débit total disponible QT est Bgal à la capacité des groupes 
disponibles, l'algorithme de PD effectue un nombre de calculs équident à celui que 
nécessite la @nération de la courbe globale optimale. Il en résulte que la complexité 
de l'algorithme est la même, que ce soit pour une consigne de débit donnée ou pour 
la génération de la courbe globaie de la centrale. 
Proposition 2 t e s  pmblèmes (M) et (G) sont éIquivalenis. 
Dbmonstration: Pour démontrer l'équivalence, on procMe en deux étapes. D'abord 
cm démontre que si le probléme (M) est non-réalisable alors il en est de même pour 
(C). Ensuite on démontre que si (M) est réalisable alors le problème (G) est réalisable 
et on a PM(QT) = PC(QT). 
a Si le problème (M) est non-réalisable dors soit un point qC 2 O quelconque satis- 
faisant la contrainte (2.14). On a alors l'une des situations suivantes : 
- 3k E K tel que qf 6 Vk, 
OU 
- 3k E K tel que PF(qf) = -00 (c'est-&-dire, (SCk) est non-rkalisable). 
Dans le premier cas, la non-réalisabilité est due d une violation d'une contrainte du 
canal, alors que dans le deuxième cas, elle est due A une violation d'une contrainte 
du réseau. Comme le choix de qC est arbitraire, on en déduit que le problème (G) 
est non-réalisable et on a PM(QT) = pG(QT) = -00 
Si (PM) est réalisable, alors chaque sous-probléme (SCk) est réalisable pour le 
débit alloué au canal k : @(QT).  En consCquence, chaque sousproblème (Se) est
rédisable pour le débit alloue au &eau r du canai k : $ (%(QT)). D'où, le vecteur 
f ~k -k C T 
(9 ' (% ( q k  (Q ))))rERk,kEX est réalisable pour le problème ((2) ; on déduit dors 
la première inégalité : 
M T mQT) 1 P (Q )- (2.17) 
Maintenant, soit 4 = (di)  une solution optimale du problème (G). En posant 9: = 
* alors il est facüe de demontrer que le vecteur 4 ( g ) k E K  4 et 4: = 9 
est une solution réalisable pour le problème (M). Ainsi, on déduit la deuxième in- 
égalité : 
G T M T P ( Q )  5 P (Q 1- (2.18) 
Des inégalités (2.17) et (2.18), on conclut l'égalité : 
M T G T P (Q ) = P  (Q )- 
Proposition 3 Les problèmes (C)  et (G) ont la même complezité en programmation 
dynamique. 
Démonstration: Pour alléger la démonstration, on démontre la complexité sous 
les hypothéses non restrictives suivantes : 
nombre de points de discrétisation des courbes de débit-puissance 
des groupes. On suppose que A est le même pour tous les groupes, 
nombre de canaux de Ia centrale, 
nombre de réseau de chaque canal k E K. On suppose que n2 est 
le même pour tous les canaux, 
nombre de groupes dans chaque réseau r E Rk. On suppose que na 
est le même pour tous les réseaux, 
nombre total des groupes de la centrale. 
On rappelle que la complexité du probléme (C) est 0(n2A2). Dans ce qui suit, on va 
démontrer que les deux problémes (C) et (M) ont le même nombre de calculs. 
En se basant sur les résultats de la proposition 1, le nombre maximal d'opérations 
pour résoudre un sous-problème ( S q )  est donné par : 
De la même façon, le nombre maximal d'opérations pour construire une fonction 
valeur P f ( - )  est égal au total d'opérations requises pour résoudre, d'une part, les 
sous-problémes ( S e )  et, d'autre part, le sous-probléme (SCk) : 
Enfin, en suivant la m&ne démarche, Ie nombre de calculs nécessaires pour rbsoudre 
le problème (M) est donné par (avec n = nln2n3) :
En conclusion, les deux probMmes (C) et (G) nécessitent le mdme nombre de calculs 
par I'algorithme PD. Dans les deux cas, la complexitb est 0(n2A2). O 
2.4 Probléme avec consigne de puissance 
2.4.1 Intérêt 
Dans le modéIe de chargement optimal présenté dans la section précédente, 1'0 b jectif 
consiste % maximiser la puissance générée par les groupes de la centrale étant donné 
un débit total disponible QT. Toutefois, on peut se retrouver dans certaines situations 
où on s'interesse plutôt à une optimisation par rapport à une consigne de puissance 
notée PT. Cette situation peut se justifier par le fait que les groupes sont genérale- 
ment contrôlables en terme de puissance et rarement en terme de débit. En outre, 
cette optimisation est recommandée dans le cas par exemple d'un large réservoir où 
l'objectif consiste à utiliser juste le débit nécessaire pour satisfaire une demande de 
puissance PT. 
Soit qi(.) la fonction reciproque de pi(-) (par sa nature, pi(.) est strictement croissante) 
et soit D;' son domaine de définition qui correspond à l'image de Di par l'application 
pi(.) .  Le probléme de chargement optimal consiste cette fois-ci à engager un nombre 
suffisant de groupes pour générer une demande (minimale) de puissance PT tout en 
minimisant le débit d'eau turbiné. Ainsi Ie probléme inverse s'écrit : 
Lemme 1 La fonction valeur pG(.) du p~oblkme (G) est croissante. 
DBmonstration: Par convention, on note pG(Q) = -00 si le probléme (G) est non- 
réalisable par rapport B la consigne Q. Maintenant, soit QI et Q2 tel que Q1 < Qz. 
Si (G) est non-rbalisable par rapport B QI, alors on a PG(Ql) = -00 < PG(Q2). Par 
contre, si (G) est réalisable pour QI, alors sa solution optimale est réalisable pour 
(G) au point Q2. D'où, PG(Ql) < p ( Q 2 )  et par suite PG(-) est croissante. 0 
Proposition 4 Les solutions du probLème (1) peuvent être obtenues par résolution 
du problème (G)  . 
DBmonstration: La résolution du probl6me (G) par la programmation dynamique 
permet de calculer la fonction valeur PO(+). On note q'(Q) = (q;(Q))i=i,-*+r, la so- 
lution optimale du probléme (G) au point Q (si eue existe). Dans ce qui suit, on 
dkmontre qu'on peut résoudre le probl&me (1) à partir de la fonction vaIeur du pr* 
blème PT. Pour cela, on note Q- le débit tel que PG(Q) = -00 VQ < Qmui et Qmar 
le débit maximal que peuvent turbiner tous les groupes disponibles de la centrale. 
Ainsi, tout débit réaiisable doit etre défini dans l'intervalle [QPh, Q ~ ~ ]  - 
Vu la monotonicité croissante de la fonction PC(.), une consigne de puissance PT 
peut engendrer une de deux situations suivantes : 
i) Soit il n'existe aucune valeur vérifiant pG(Q) = PT. Dans ce cas, on a soit pT > 
PG(Q-) ou PT c Pc(Q&). Si PT > Pc(Qmpx), alors la demande PT ne peut être 
satisfaite et, par conséquent, le problème (1) est non-réalisable. Si PT < Pc(Qmh), 
alors la demande (minimale) PT peut être remplie en turbinant le débit minimal 
admissible Q-. il est clair, dans ce dernier cas, que la solution du problème (1) est 
(pi (9; (Q-)) i=~,..-,n+ 
ii) Soit il existe un intervalle unique, noté [oq, tel que pG(Q) = pT pour tout 
Q E [o (éventuellement - Q = 8). Dans ce cas, ( I )  est réalisable en pT et (G) 
est réalisable en [o, q. On note p* = (p&=l , ,  une solution optimale du problème 
(1), avec CL, qi(p;) = Q'(PT) et x k l p ;  > PT. On deduit alors que (qi(~i)),~,...,n 
est une solution rbaiisable pour le probléme (G) au point Q'(P~) et par suite : 
Puisque PG(.) est croissante, alors on peut conclure la première inégalité suivante : 
Maintenant, on note q* = (q&, ..e,n une solution optimale du problème (G) au point 
Q. Puisque x:=l p(p;) = PT, on déduit alors que (p(q;))i=il...,n est rédisable pour le - 
probléme (1) au point PT. On peut conclure donc la deuxième inégaiitb suivante : 
Des inégaliths (2.23) et(2.24), on déduit l'égalité Qx(PT) = - Q. Ainsi, - Q est une valeur 
optimale du probléme (I). En outre, la solution du problème (1) est donnée par le 
vecteur (PM (Q) 1)i=ll~~~l" O 
Suite (i ce résultat, le modéle (G) peut être utilisé pour déterminer le chargement des 
groupes avec les deux types de consigne. Ainsi, dans le cas d'une consigne de débit 
QT, la résolution du probléme (G) se fait de maniére directe par l'algorithme PD ; 
par contre, dans le cas d'une consigne de puissance, la solution du problème inverse 
(1) est obtenue en paramétrisant le problème (G) par rapport à la consigne de débit. 
On obtient alors la fonction valeur PG(-) qui permet, en conséquence, d'exhiber la 
solution du probléme inverse (I). 
2.5 Tests numériques 
Le but de cette section est de montrer, A l'aide d'un exemple réel, l'importance de 
la prise en compte (de maniére exacte) des contraintes globales qu'on a proposées 
dans 1e modde (G). Pour celb, on considére une centrale hydroélectrique dont la 
configuration est illustrée à la figure 2.2. Les fonctions de débit-puissance des six 
groupes de cette centrale sont résumées B la figure 2.3.4 
On suppose que les deux canaux d'amende 1 et 2, alimentant les six groupes de la 
centrale, ont des capacités définies (respectivement) dans les intervalles [100,260] et 
[50,225] (en rnvs). En outre, on suppose que les réseaux 4lectriques 1 et 3, de type 
sectoriel, sont dédiés à satisfaire certaines demandes (en puissance) de deux zones 
diffkrentes : le réseau 1 doit débiter une puissance comprise dans l'intervalle [CO, 761, 
alors que le réseau 3 doit le faire dans l ' i n t e d e  [IO, 401 (en MW). Quant au réseau 
'Il s'agit des fonctions de débit-puissance des groupes d'une centrale réelie. 
- Groupes 1 & 4 ----- Groupes 3 & 6 
----O Groupcs 2 & 5 
(m3/s) 
Figure 2.3 - fonctions de dhbit-puissance de l'exemple numerique 
2, il débite sur un réseau régional d'une capacité dépassant la capacité de production 
de la centrale, et par conséquent aucune contrainte n'est imposée à la puissance 
générée par les alternateurs des groupes 3 et 4. 
Pour un débit total disponible QT = 470 m3/s1 la solution du problème conventionnel 
(C) donne la répartition suivante (en MW) : (44,13,34.5,43.5,13,34.5), ce qui génère 
une puissance globale de 182.5 MW. Toutefois, cette solution est non-admissible 
puisque la puissance génbrée sur le &eau 1 est de 57 alors que celle générée sur le 
réseau 3 est de 47.5. Devant une telle situation, on peut proposer aux exploitants de 
la centrale, entre autres alternatives, l'une de deux solutions qui seront discutées par 
la suite. 
La premiére tentative consiste a arrondir les solutions obtenues à l'aide du modèle 
conventionnel (C). Pour ce faire, on fixe la production des groupes 1 et 2 à 60 MW 
et on résoud une instance du modéle (C) (avec minimisation de débit). On obtient 
alors une répartition de (46-5'13.5) (en MW) avec un débit à turbiner de 154.1 m3/s. 
La même approche est utiIi& pour calculer le chargement des groupes 5 et 6 (du 
réseau 3) pour un total de puissance fixé à 40 MW. Dans ce dernier cas, on obtient 
un chargement de (5.5,34.5) avec un debit ii turbiner de 106.3 n3 / s .  Après avoir 
déterminé une répartition admissible entre les groupes alimentant les réseaux 1 et 
3, le chargement des autres groupes 3 et 4 est obtenu en maximisant leur puissance 
A gén6rer étant donnée la quantité de débit disponible qui reste 209.6 m3/s. La 
solution ainsi obtenue est (38.5,40.5) (en MW). Celle-ci est obtenue en imposant 
des contraintes de bornes (sur le d6bit individuel de chaque groupe) de sorte que les 
contraintes de débit sur les canaux soient respectees. En conclusion, cette procédure 
d'arrondi permet d'obtenir une puissance globale de 179 MW. 
La deuxiéme tentative consiste à satisfaire une demande moyenne des zones desservies 
par les deux réseaux 1 et 3 : 68 et 25 (MW) (respectivement). A cette fin, pour 
chaque réseau, on résoud une instance du modéle (C) (avec minimisation de débit). 
On obtient alors les deux ensembles de solutions suivantes : (52.5,15.5) pour les deux 
groupes du réseau 1 (avec un débit minimal de 175.1) et (7,18) pour les deux groupes 
du réseau 3 (avec un débit minimal de 72.2). On note que cette solution satifait les 
contraintes de canaux. Maintenant, le débit disponible qui reste, c'est-&dire 222.7 
m3/s, est réparti (par résolution d'une instance du modéle (C)) entre les groupes 
3 et 4 comme suit (35.5,52) (en MW). Ainsi, on produit une puissance globale de 
180.5MW. 
La résolution exacte du probléme, i l'aide du modéle gén4ralisé (G), permet d'obtenir 
une meilleure solution avec une production globale de 182.5 MW? La répartition de 
cette puissance entre les groupes est résumée dans le tableau 2.1. Il est important de 
souligner que, dans le cas de cet exemple, Ie modèle généralise (G) permet d'améliorer 
le rendement de la centrale de 1.1%. 
=Cette solution est obtenue, avec une discrétisation de 0.5 MW, en 0.04 secondes sur un PC 
pentium II 350 M'Hz. 
=Un gain potentiel de 2 MW correspond B une énergie annuelle de 17 520 mh. Ainsi, avec un 
prix moyen de 20% /MW.h, le gain potentiel s'êiéve B 35040016 pat année. 
Tableau 2.1 - Résultats de la répartition optimale du modèle généralisé 












58.9 250 220 
63 84 35.5 
Chapitre 3 
Problème de chargement optimal : 
modèles avec pertes hydrauliques 
3.1 Position du problème 
Dans une centrale hydroélectrique, la hauteur de chute représente l'énergie poten- 
tielle qui se transforme (en grande partie) en énergie électrique au niveau du groupe 
turbine-alternat eur . La ditermination des fonctions de dkbit-puissance repose sur 
des mesures prises A une hauteur donnée, appelée hauteur de rkférence. Toutefois, la 
hauteur de chute d'une centrale n'est pas toujours égale à la hauteur de rkférence. En 
effet, la hauteur de chute (nette) disponible à une turbine subit des variations à cause, 
d'une part, de la variation des niveaux amont et aval de la centrale et, d'autre part, 
des pertes de charge, que ce soit des pertes singuliéres (par exemple, au niveau des 
grilles) ou des pertes par frottement dans des conduites et canaux d'amenée d'eau. 
M n  de modéliser le probléme de chargement optimal (ChOp) conformément à des 
conditions hydrauliques autres que celles de la hauteur de référence, un mécanisme 
approprié, mathématique ou physique, est souvent utilisé. Dans cette thèse, on adopte 
des transformations basées sur des règles hydrauliques de similitude (voir section 1.6 
du chapitre 1). A cette hl on utilise deux facteurs multiplicatifs (fonctions de hau- 
teur) notés ai(-) et a(*), pour transformer respectivement les variables de débit et 
de puissance. Cette transformation s'effectue de façon A ce que le débit maximum et 
la puissance gknkrée augmentent avec la hauteur de chute. 
Sous certaines hypothéses pratiques, cette transformation moyennant les deux fac- 
teurs de hauteur ai(.) et &(.) (basée sur la similitude hydraulique) constitue une 
bonne modélisation des effets de la variation de hauteur de chute sur la production 
électrique d'une centrale hydraulique. Ces hypothéses (exposées plus en détail dans 
la section 1.6 du chapitre 1) sont principaiement liées au rapport des rendements 
(hydrauliques) qui est supposé être très proche de l'unité, C'est le cas, par exemple, 
lorsque la hauteur de chute ne varie pas trop par rapport à celle de référence (varia- 
tion de 2% à 3%) ou lorsque la courbe des rendements (hydrauliques) est suffisament 
applatie (surtout autour du débit optimal de conception de la turbine) à tel point 
que le rendement de la turbine varie relativement peu avec le débit turbiné. 
La plupart des articles de la littérature traitent du probléme ChOp A une hauteur 
donnée (hauteur de référence). Dés rares sont les articles qui tentent d'incorporer 
la variation des niveaux (amont et aval) et les pertes de charge. Dans ce contexte, 
il importe de mentionner le travail publié dans le rapport technique de RUNAID 
[81]. Dans ce rapport, on propose une méthode itérative pour corriger le chargement 
de chaque groupe (débit et puissance) par rapport à la hauteur de chute nette qui 
en résulte. Pour ce faire, l'algorithme itératif commence par résoudre le problème 
ChOp en négligeant toutes les pertes de charge. Les débits à turbiner (résultant de 
cette optimisation) sont utilisés pour calculer la hauteur de chute nette disponible 
au niveau de chaque groupe. Ces derni4res hauteurs sont ensuite injectées, comme 
hauteurs de chutes des groupes, dans l'itération subséquente de ChOp. L'algorithme 
se termine dès qu'on obtient les m h e s  pertes de charge aprés deux itérations suc- 
cessives. Pour fins de comparaisons, cet algorithme a été implanté dans le cadre de 
cette thdse. D'une mani- génerale, l'algorithme nécessite plusieurs itérations (10 
a 20 itérations) avant que les pertes de charge ne se stabilisent. Ainsi, le temps de 
calcul de cet algorithme augmente proportionneiiement au nombre d'itérations. Par 
ailleurs, pour certaines centrales ayant plusieurs éléments de pertes, la convergence 
de l'algorithme est très lente- 
Dans le présent chapitre, on propose une nouvelle méthode pour résoudre, de manière 
efficace, le problème de ChOp en tenant compte des pertes hydrauliques. Il s'agit 
d'une approche qui exploite, d'une part, la nature des pertes hydrauliques et, d'autre 
part, la structure particulière du problème. 
Ce chapitre est organisé en quatre sections. Dans la prochaine section, on présente la 
modélisation des pertes hydrauliques dans une centrale hydroélectrique : hypoth4ses, 
notations, définitions, propriétés et modéle mathematique. Dans la section 3.3, on 
expose la méthode de résolution. Pour ce faire, on commence d'abord par discuter 
la méthode dans le cas d'un modèle particulier, mais le plus courant en pratique; 
ensuite, on généralise la rnét hode pour un modèle plus général incorporant plusieurs 
éléments de pertes. Enfin, dans la section 3.4, on illustre certains résultats numériques 
obtenus en appliquant la méthode de r4solution proposée dans la section précédente. 
3.2 Modélisation des pertes hydrauliques 
Dans cette section, on se propose de modéliser les pertes énergétiques dans le teseau 
hydraulique d'une centrale. Ce réseau est constitué, en amont des groupes T/A, des 
composantes de type : galeries (ou canaux) d'amenée, cheminées d'équilibre, grilles 
à débris, conduites forcks et bâches' spirales. En aval des groupes T/A, le débit 
turbiné passe, selon les centrqes, par des tubes d'évacuation (ou canaux de fuite), 
ensuite par des chambres d'kwlibre isi tel est le cas) pour, enfin, se jeter en bief 
aval (tarage) de la centrale. 
Chaque composante (ou &ment) du réseau hydraulique présente une résistance qui 
s'oppose B 114coulement nature1 de l'eau. A l'exception des fonctions de tarage (au 
'C'est une conduite, en forme de celinqon, teliant la conduite forcée & la section d'entrée du 
distributeur de la turbine. 
bief aval de la centrale), la résistance d'un élément du réseau hydraulique est sou- 
vent considérée proportionnelle au carré du débit qui y passe (voir section 1.5.2 du 
chapitre 1). Par contre, les pertes de hauteur en bief aval de la centrale sont souvent 
approchées par une fonction non-linéaire, appelée fonction de tarage, qui dépend du 
débit total déchargé par les groupes de la centrale (voir section 1.5.1 du chapitre 1). 
D'une maniére générale, les pertes dans le réseau hydraulique peuvent être modélisées 
par une structure arborescente des noeuds. Les noeuds feuilles de cet arbre reprb 
sentent les groupes T/A. Les noeuds prédécesseurs a ces noeuds feuilles représentent 
les différents éléments du réseau hydraulique pouvant engendrer des pertes énergé- 
tiques. On note que les éléments de pertes se situant en a d  des groupes (comme 
les canaux de fuite et le tarage de la centrale) sont aussi représentés par des noeuds 
(non-feuilles). L'idée de ramener ces derniers éléments de pertes en amont des groupes 
se justifie par le fait que les pertes énergétiques sont additives. Ainsi, que les pertes 
soient en amont ou aval des groupes, tous les bléments de pertes dans le réseau hy- 
draulique sont représentés par des noeuds précédant les noeuds feuilles associés aux 
groupes T/A. 
A chaque configuration réelle, on fait correspondre une structure d'arbre qui per- 
met de modéliser au mieux le problème physique. Les figures 3.1 et 3.2 montrent, 
sur un exemple illustratif, comment on peut passer d'une configuration réelle à une 
structure d'arbre. Dans cet exemple, le reservoir amont de la centrale est lié deux 
canaux d'amenée alimentant (chacun) trois groupes via trois conduites forch. En 
aval des groupes, les débits turbinés traversent deux canaux de fuite avant de r e  
joindre le bief aval de la centrale. La reprhsentation par la structure d'arbre (voir 
figure 3.2) comporte un ensemble de noeuds et un ensemble d'arcs. Les noeuds re- 
présentent les différents blkments de pertes dans le réseau hydraulique, alors que les 
arcs représentent les flux qui y passent. 
Canal 1 
Bief avaldc la,ccntnl 
Figure 3.1 - Conîlguration physique avec deux niveaux de pertes 
Niveau 1 
Niveau 2 
Nœud ncim & lacenvale 
Figure 3.2 - Structure d'arbre correspondante 
3.2.1 Hypothéses 
Hl : On suppose que le réseau hydraulique peut être schématiquement représenté 
sous forme d'une structure d'arbre. Par convention, on suppose que le noeud racine 
de l'arbre représente les pertes en bief aval de la centrale. 
H2 : Hormis la fonction de tarage, on suppose que les pertes dans chaque élément 
du réseau hydraulique sont proportionnelles au carré du débit qui y passe. 
H3 : Dans tout le développement des modéles qui vont suivre, on se sert de deux fac- 
teurs multiplicatifs ai (.) et f i  (.) pour transformer les fonctions de débit-puissance à 
une hauteur de chute autre que celle de référence. Ces deux fonctions sont données, 
pour une hauteur de chute (nette) hi du groupe i, comme suit (voir section 1.6 du 
oii h! est la hauteur de chute de référence du groupe i. 
H4 : En vue de simplifier l'exposé du probléme, on suppose (sans perte de génkralité) 
que le domaine de définition de la fonction de débit-puissance d'un groupe i est 
donné par Di = [q?, qFol] où qpn et q,pZ représentent les débits minimal et 
maximal du groupe i sa hauteur de rkférence. En outre, on néglige des contraintes 
globales, que ce soit des bornes de débit sur les canaux d'amenée ou des bornes de 
puissance sur les réseaux &ctriques. On note qu'il est possible de généraliser la 
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hauteur de chute de référence du groupe i ,  
niveau amont de la centrale, 
niveau a d  de la centrale, - 
hauteur de chute brute de la centrale (hc = h - hl, 
facteur de hauteur, c'est-&dire le rapport entre la hauteur de chute hC et 
la hauteur de référence h! (Xi" = hc/hp), 
débit du groupe i 8 la hauteur de référence h!, 
fonction de débit-puissance a la hauteur de reférence h!, 
débit total disponible a u  groupes de la centrale. 
Notations iiées ik la structure d'arbre 
ensemble des noeuds de i'arbre, 
noeud i dans l'arbre. Par convention, le noeud 1 repréçente la racine de 
l'arbre, 
profondeur du noeud i, c'est-&dire le nombre d'arcs dans le chemin unique 
qui relie la racine de l'arbre au noeud il 
profondeur de l'arbre. Elle est définie comme la plus grande profondeur 
des noeuds, c'est-&-dire L = rnaq~nr {Zi), 
pére du noeud i, c'est-à-dire le prédkesseur direct du noeud i ,  
ensemble des noeuds appartenant au chemin unique (oriente) qui relie les 
deux noeuds j et i (inclusivement), 
ensemble des noeuds fils du noeud i, c'est-à-dire les successeurs directs du 
noeud i ,  
ensemble des noeuds feuilles, c'est-à-dire Ies noeuds qui n'ont pas de suc- 
cesseurs (on note que ces noeuds feuilles représentent les groupes T/A), 
ddbit qui sort du noeud i (en m3/s), 
fonction de pertes au niveau du noeud i (en m). A l'exception du noeud 
1 (reprkntant les pertes de hauteur en bief aval de la centrale), ces fonc- 
tions sont données par la forme quadratique : fi(qi) = wiq: où w,- est un 
paramétre valeur pr&i&erminée pour i'el6ment associé au noeud i. 
Remarque : Les niveaux h et h sont supposés @tre des paramètres mesurés en temps 
réel ou estimes par un niveau supdrieur de planification à court terme. De la même 
façon, le débit total disponible aux groupes de la centrale QT est un paramètre estimé 
par un niveau supérieur de planification B court terme. 
3.2.3 Definitions et propriétés 
En vue de faciliter la lecture du chapitre, on regroupe dans la présente section l'en- 
semble de définitions et propriétés auxquelles on fait référence dans les sections qui 
suivent. 
D a t i o n  1 Au niveau de chaque noeud i de l'arbre, on définit la fonction des 
pertes totales Mi(.) par la fonnule suivante : 
Définition 2 Au niveau de chaque groupe T/A i (i E No), la fonction de hauteur 
de chute (nette) hi(*) est donnie par : 
Définit ion 
z(.) et p(.) 
DéMt ion 
notées aià(-) 
du noeud i. 
3 Pour une perte (de hauteur) total Ahi, on définit les deux fonctions 
comme suat : 
4 Au niveau de chaque noeud i de I'arbre, on introduit devz fonctions, 
et &(-), pmzant en compte les pertes locales en fonction du dC&it sortant 
Ces fonctions sont définies par tes relations suivantes : 
Définition 5 Au niveau de chaque noeud i de l'arbre, on définit la fonction y =+ 
gi(*) comme suit : 
Propriété 1 
(a)  La fonction Ci(.) est strietement croissante et A(*) est strictement décroissante. 
(b) Pour i E N-A&-(11, la fonction gi(.) est strictement croissante et sa fonctaon 
nicip~oque est donnée par : 
(c)  Pour i E No, la fonction gi(.) est strictement croissante et sa fonction réciproque 
est donnde par : 
Démonstration: 
(a) La stricte monotonicit6 des fonctions ai(*) et a(*) dkoule directement de leur 
définition dans (3.5). 
(b) Pour y = O on a gi(y) = O. Maintenant, pour y > O, on a : 
d'où la démonstration de la partie (b) de la propriété 1. 
(c) La partie (c) découle directement de (b). O 
PropribtB 2 Les deux fonctions E(-) et p(-) peuvent s'ezprirner, de manière récur- 
rente, par les relations suiwarttes : 
1 a (Ahi) = E (hi-) 6, (5 (&-) qi) Vi E N -  {1}, (3-9) 
- 
@(Ahi)=F(&-) &(a(&) qi) Vi'iEN-{l}. (3.10) 
De manière analogue, on démontre la relation (3.10). 
3.2.4 Modèle 
En utilisant les transformations de s a t u d e  par les deux fonctions de hauteur ai(*) 
et pi(.) dehies dans (3.1), le modele géneraiisk (avec pertes hydrauliques) peut 
s'écrire comme suit : 
Le modèle (N) n'est pas séparable (par groupe T/A) à cause des termes qui reflètent 
la prise en compte explicite des pertes énergétiques. En effet, la hauteur de chute 
hi dépend des debits (qj) jEp: qui sont, d priori, inconnus parce qu'ils proviennent 
du rbsultat de l'optimisation. Ainsi, on procède à une transformation appropriée 
du probléme original permettant de mettre en relief sa structure particulière. La 
première étape de cette transformation consiste à recrire les fonctions ai(') et Pi(.) 
sous leur forme multiplicative, et la deuxiéme étape consiste à reformuler le problème 
en introduisant un certain nombre de changements de variables de décision. 
En se basant sur les résultats de la propriété 2, les deux fonctions de hauteur ai(.) et 
pi(.) peuvent s'écrire sous une forme plus adéquate pour un schéma de décomposition 
par noeuds. En effet, soit 1 '&! io + il - * -  + il, i le chemin unique qui relie la 
racine de l'arbre (noeud 1)  au noeud il et soit Qi le dkbit transformé par le changement 
de variable suivant : 
gi = Z (Ahi-) qi Vi € N - { 1 }  (3.14) 
Alors, les deux fonctions ai(-) et pi(.) peuvent se récrire comme suit : 
En introduisant les changements de variables (3.14) et en utilisant les relations (3.15) 
et (3.16), on obtient une reformultation du modèle, notée (')Ir), qui met en relief plus 
clairement la structure hiérarchique du probléme. Par souci de notations et en vue de 
simplifier la reformulation du rnoddle, an suppose (sans perte de généralité) que tous 
les noeuds feuilles ont la même profondeur (li = L), On note que cette hypothèse 
ne sera pas considérée dans le schéma de d&omposition que l'on discutera dans la 
prochaine section. Ainsi, le problème (N) peut se reformuler comme suit : 
3.3 Résolution du problème 
Aprés avoir reformulé le probleme (31) sous sa forme hiérarchique (R'), on peut tenter 
de le d6composer en plusieurs sous-problèmes paramétriques dont les solutions sont 
adéquatement combinées dans un probléme maître aiin de fournir la solution globale 
du probléme original (X). Par souci d'introduire de manidre progressive l'approche 
de rbolution, on commence d'abord par présenter le problème dans le cas d'une 
configuration deux niveaux de pertes (le cas le plus fréquent en pratique) ; ensuite, 
on généralise la méthode au modéle présentant plusieurs niveaux de pertes. 
3.3.1 Modéle B deux niveaux de pertes 
On désigne par deux niveaux de pertes le cas d'une configuration où l'eau passe par 
des canaux d'amenée, puis par des conduites forcées, ensuite par des canaux de fuite 
(aprés avoir traversé les groupes T/A) pour, enfin, se jeter en bief aval de la centrale. 
Des grilles ii debris sont parfois installées entre les canaux d'amenée et les conduites 
forcées, Dans cette configuration, on considére que le sous-ensemble de groupes T/A 
alimentés (en amont) par un canal d'amenée déchargent leur dèbits (en aval) dans 
un même canal de fuite. La figure 3.1 illustre un exemple de ce dernier type de 
configuration- Ainsi, dans ce modèle (à deux niveaux de pertes), la hauteur de chute 
disponible a un groupe dépend de deux variables et un paramètre : le débit turbiné 
par ce groupe, le débit total déchargé par le sous-ensemble de groupes alimentés par 
le même canal (d'amenée ou de hite) et, enfin, le dCbit total déchargé par la centrale 
(qu'on présume égal au débit total disponible QT). 
Le modèle à deux niveaux de pertes, noté ('HZ), est représenté par une structure 
d'arbre de profondeur (maximale) deux. Chaque chemin dans cet arbre, reliant le 
noeud racine 1 au noeud feuille i ,  est de type : 1 -+ i- + i. On rappelle que la 
notation i- désigne le noeud pére (ou prédécesseur direct) du noeud i. Ainsi, la 
hauteur de chute disponible pour le groupe i (i E NO) est donnée par : 
Le problème qu'on vient de discuter est une instance du modéIe g4ndral (R). II s'écrit 
alors comme suit : 
A patir de ce dernier mod6le (R2), il est possible de gérer, de manière implicite, 
la non séparabilité du problème via une décomposition appropriée : un problème 
maître (associe au noeud racine de l'arbre) et des sous-problèmes impliquant les 
débits sortant des noeuds successeurs de la racine 1 ( r t ) .  Le problème maître s'écrit 
comme suit : 
où la fonction valeur E VI e est obtenue en rbolvant le sous-problème 
(Si) suivant : 
On note que les contraintes de bornes (3.30) sont obtenues par application de la 
propriété 1 (partie (c)) aux équations (3.22) du modèle (31'). 
L'algorithme hiérarchique pour résoudre le problème (R2) suit les deux étapes sui- 
vantes : 
1. En premier lieu, on résoud, de maniére parametrique, les sous-problémes (Si)k,,:. 
Il est important de noter que chaque sous-probléme (3:) est une instance du mo- 
dèle conventionnel (C) discute dans le chapitre précedent. Ainsi, sa résolution est 
effectuée par le meme algorithme de PD dheloppé pour le modèle (C). 
2. Une fois construites les courbes paramétriques q: E & c) P:(q:), le problème 
maître consiste à faire une répartition optimale entre les noeuds du niveau 1, c'est- 
à-dire k E I'r. Ce probléme peut se rectire, de manière équivalente, comme suit : 
Ce dernier probléme est égaiement une instance du modèle conventionnel (C), mais 
avec une contrainte de consigne sous forme d'inégalité. Sa résolution est aussi discutée 
dans le chapitre 2. 
3.3.2 Généralisation CL plusieurs niveaux de pertes 
Dans cette section, on généralise l'approche de décomposition (discutée précédem- 
ment) pour le cas d'un réseau hydraulique comportant plusieurs éléments de pertes. 
En effet, dans certaines centrales, l'eau passe par des tunnels (ou galeries) d'amenée 
avant de se distribuer en plusieurs canaux d1amen4e munies de grilles de protection 
contre les solides transportés par le cours d'eau, pour finalement se répartir dans des 
conduites forcées aux différents groupes T/A. Des cheminées d'équilibre sont parfois 
installées entre les canaux d'amenée et les conduites forcées. La modélisation globale 
du probléme est présentée dans la section 3.2. 
En se basant sur la reformulation du problème (R) sous sa forme hiérarchique (R'), 
il est facile de généraliser le schéma de décomposition qu'on a discuté dans le cadre 
du modèle à deux niveaux de pertes. Pour celà, on associe à chaque noeud i # 1 
un sous-probléme paramétrique noté (Si). Ce sousproblème implique seulement les 
variables de débits des noeuds fils et sa résolution repose sur les solutions des sous- 
problémes (Sj)jsr: associés & ces noeuds as .  Quant au problème maître, noté (M), 
il est associe au noeud racine de l'arbre 1. On obtient ainsi un ensemble hiérarchique 
de probkmes disjoints qui peuvent &re résolus de mani6re efficace par l'algorithme 
de PD avec une seub variable d'état. 
Soit E e ff'(q:) la solution paramhtnque du sous-problème (Sk) associé 
au noeud k E N - No - (1). Cette solution est obtenue en résolvant, par la PD 
paramétrique, le sousproblème suivant : 
où V, = [qp, q"] lorsque i est un noeud feuille (i E &) et la fonction Pi(.) est 
donnée par : 
Enfin, le problème maître peut être vu comme une façon d'établir un partage optimal 
de la consigne QT entre les noeuds directement liés à la racine de l'arbre. Ce problème 
se formule comme suit : 
Remarques : 
1. Pour générer la courbe globale de la centrale PH(-), il sufit d'appliquer la PD pa- 
ramétrique (du parametre OT) au probléme maître (M). On déàuit dors la courbe 
QT H pU(QT) par la t rdormation inverse QT = gfl'(~*). Il est important de 
noter que toutes les approches de résolution, y compris l'approche itérative propo- 
sée dans le rapport de RUNAID [81], ne peuvent générer cette courbe qu'au prix 
d'un temps de calcul considérable. 
2. En suivant le raisonnement utilisé pour établir les deux propositions 2 et 3 du 
chapitre 2, il est facile de démontrer l'équivalence entre les deux problemes (X) 
et (M). En outre, on peut démontrer que la complexité de calculs du problème 
(M) est @alement 0(n2A2) où n est le nombre de groupes T/A et A le nombre 
de points de discrétisation des courbes de débit-puissance de ces groupes. 
Résumé de l'algorithme 
L'algorithme de résolution du problème ghéralisé (%) se resurne dans les étapes 
suivantes : 
Début Super-ChOp 
Efitape O : Tkansformation du probléme original 
effectuer les changements de variables ; 
a décomposer le problème en des sous-problèmes et un problème maître ; 
Étape 1 : R4solution des SOUS-ptobkmes (Si)iEN-rC'dl) 
O poser d = L- 1. On rappelle que L est la profondeur de l'arbre, c'est-&-dire 
L = maxiW{li) où li est la profondeur du noeud i; 
Tant que d > O faire 
- p o s e r N f = { i ~ N : l i = d ) ;  
- appliquer l'algorithme de PD aux sous-problèmes paradtriques (Si)iENn ; 
- determiner les bornes -t et 8 de la solution paramétrique &O(-) ; 
- poser d = d - 1 ;  
Etape 2 : Résolution du probl4me maître (M) 
appliquer l'algorithme de PD au problème (M) ; 




3.4 Tests numériques 
Les développements théoriques et algorithmiques de ce chapitre ont été intégrés dans 
un logiciel commercial, appelé iiSuper-ChOp". Pour pouvoir juger de la qualité et la 
robustesse de ce logiciel, on propose une étude comparative avec l'approche iterative 
basée sur la correction des hauteurs de chute. Par la suite, on réf6re à cette méthode 
par le terme agrégé "Iter-ChOp". On note que cette approche itérative est implantée 
dans certains programmes commerciaux dont on cite le logiciel de la compagnie 
Norvégienne RUNAID (voir rapport technique (811). 
Tableau 3.1 - Caractbristiques des centrales tests 
La comparaison entre les deux algorithmes est basée sur des données réelles de cinq 
centrales hydroélectriques assez diversifiées. Le tableau 3.1 résume certaines carac- 
















Tableau 3.2 - Comparaison entre Super4 hop et Iter-ChOp 
téristiques de ces centrales, notées Cl,. . . $5. Dans ce tableau, Ia deuxième colonne 
donne le nombre de groupes T/A de chaque problème test. La troisième et la qua- 
trième colonnes renseignent sur la capacité installée, en terme de débit et de puis- 
sance, et ce, aux hauteurs de référence des groupes de chaque cent rale. La cinquème 
et la sixième colonne donnent la profondeur et le nombre de noeuds de l'arbre mo- 
Algorithme 
Centraies 
délisant chaque centrale. La septième colonne contient les valeurs du débit total 
Iter-ChOp 
disponible aux centrales et, enfin, la derniére colonne donne la puissance, aux hau- 
Super- Ch Op 
teurs de chute de réfkrence, correspondant I l'allocation optimale du débit total QT. 
Ci 
P(QT) Nb. Iter. CPU ( 5 )  
Dans ce tableau, les debits sont exprimés en m3/s alors que les puissances sont en 
MW. Par ailleurs, il est important de noter que la discrétisation des fonctions de 
débit-puissance est très fine, de l'ordre de 1 m3/s. 
CPU (a) P(QT) 
Le tableau 3.2 résume l'étude comparative entre les deux algorithmes. Les indica- 
280 3 0.44 
teurs utilisés dans cette étude sont : le temps de  alc cul,^ le nombre d'itérations de 
l'algorit hme Iter-Ch0p3 et la production des centrales (correspondant au débit total 
disponible QT). D'une manihre génhle, le nombre d'itérations de l'algorithme Iter- 
ChOp augmente en fonction de l'importance des pertes dans le réseau hydraulique. 
De plus, la convergence de l'algorithme est très lente pour certaines centrales ayant 
1.53 280 [ 
%a machine u t W  est un PC Pentium il 350 MtIz. 
3L'algorithme Iter-ChOp s'arrête d& que les pertes to& an niveau de chaque groupe T/A se 
stabilisent ii une tolQance de 0.05% par rapport P la hauteur de chute de référence de la centrale. 
un réseau hydraulique plus complexe (voir la centrale C3, par exemple). En consé- 
quence, on peut conclure que l'algorithme de prise en compte explicite des pertes 
hydrauliques (Super-ChOp) performe beaucoup mieux que l'approche itérative pro- 
posée par RUNAID [81]. 
Par ailleurs, l'analyse de la production des centrales (voir colonnes prel(QT) et P(QT) 
des tableaux 3.1 et 3.2) met clairement en relief l'ampleur des pertes énergétiques 
dans les reseaux hydrauliques. En effet, selon les centrales, cette production peut 
varier d'un pourcentage (assez significatif) dépassant, par exemple, le seuil de 5%. 
D'où l'importance de disposer d'un modele de chargement optimal qui tienne compte 
de l'impact des pertes hydrauliques sur la production des groupes d'une centrale 
hydroélectrique. 
Chapitre 4 
Planification des arrêts-démarrages 
4.1 Position du problème 
Dans ce chapitre on traite du problème de planification des arrêtsrdémarrages (A/D, 
en abrégé) des groupes dans une centrale hydruelectrique sur un horizon de plusieurs 
périodes. Il consiste à planifier l'engagement et le dbengagement des groupes et 
à déterminer, pour chacune des p6riodes de l'horizon de planification, les niveaux 
de production des groupes ainsi engages. Ce problème sera noté en référence par 
ArrDem. 
Aujourd'hui, l'optimisation des A/D des groupes est considérée parmi les outils puis- 
sants qui peuvent contribuer à la gestion rationnelle des ressources hydroélectriques 
d'une riviére, comme en témoignent plusieurs tentatives d'intégrer ce probléme dans 
cette gestion. (voir, par exemple, Chancelier et Renaud 1131, Nilsson et Sjevgren (681). 
L'importance de l'optimisation des A/D est mise en relief en plusieurs facettes. Far 
exemple, du point de vue pratique, elle permet d'améliorer Ia qualité des solutions 
en stabiiisant, dans la mesure du possible, les changements inutiles (ou non si@- 
catifk} de statut des groupes le long de la période de planification (par exemple, en 
temps réel ou court terme). En outre, du point de vue économique, la planification 
rationnelle des A/D contribue, d'une portion non négligeable, à réduire le coat de ré- 
paration et de maintenance des groupes à moyen ou & long terme (voir, par exemple, 
Nilsson et Sjevgren [671). 
L'intégration complète de la gestion detaillée des centrales dans la gestion globale 
d'une rivière est une tâche très compIexe, c'est pourquoi une approche hiérarchique 
est souvent adoptée. Dans une premiére étape, on résout le problème global de la 
gestion à court terme d'une rivière où l'on résume la production d'une centrale par 
une courbe globale de dkbit-puissaace.l Les résultats de cette optimisation, tels que 
les débits à turbiner et les hauteurs de chute des centrales (tout au long de l'horizon 
de planification), sont ensuite utilisés comme données (ou paramètres) du probleme 
ArrDem traité dans ce chapitre. 
Sous forme dynamique,* ce problème a attiré très peu d'attention dans la plupart 
des publications spécialisées. Parmi les rares articles qui traitent le cas dynamique, 
on cite Chancelier et Renaud 1131, Zhang et al. (1091. Dans ces deux articles, la 
programmation dynamique (PD) est mentionnée comme technique de résohtion, 
mais aucune information n'est apportée quant il l'implantation de l'algorithme, le 
traitement de la réserve tournante, la prise en compte des conditions hydrauliques 
ou la modélisation des contraintes couplantes sur les engagements et désengagements 
des groupes. 
Dans le problème ArrDem, la durée d'une période est définie comme l'intervalle de 
temps durant lequel l'ensemble des facteurs les plus pertinents pour la production 
de la centrale peuvent être supposés constants. Parmi ces facteurs déterminants, on 
peut citer les conditions hydrauliques, le débit disponible à décharger et la demande 
en puissance de réserve tournante. Ainsi, la durée des périodes varie selon la fié- 
quence à laquelle la valeur de ces facteurs change. En pratique, selon les centrales 
hydroélectriques, cette durée peut varier d'une heure à quelques heures. Toutefois, il 
&ste des cas où cette durée est de l'ordre de 15 à 30 minutes. 
'Cette courbe est obtenue par résolution du problême paramétrique de chargement optimal. 
2L'exptession'Yorme dynamiquen est utihtk pour désigner la dynamique dans le temps (plusieurs 
p&iode!.de planification) 
Dans la fonction économique du probléme ArrDem, il s'agit de maximiser le cumul, 
sur tout l'horizon de planification, de la différence entre la valeur de la puissance et 
le coiit des A/D des groupes. Un objectif alternatif consiste à minimiser les coûts 
cumulés de la valeur de l'eau turbinée et des A/D. Dans les deux cas, il s'agit d'un 
problème d'optimisation dynamique, de surcroît, mixte et non-convexe. 
Les variables du probléme ArrDem peuvent être classées en trois catégories. Une 
première catégorie contient des variables d'état qui décrivent les statuts d'engagement 
(groupes en repos ou en marche) ainsi que les historiques de fonctionnement (nombre 
de périodes successives d'arrêt ou de retrait et fréquence des A/D). La deuxième 
catégorie est constituée des variables (discrétes) qui modélisent les transitions des 
groupes de l'état d'arrêt à l'état de fonctionnement et inversement. Enfin, la troisième 
catégorie comporte les variables (continues) du chargement optimal (débit de chaque 
groupe). 
Les trois catégories de variables, citées ci-dessus, sont également soumises à trois 
catégories de contraintes : des contraintes statiques liées à une seule période, des 
contraintes dynamiques portant sur plusieurs périodes et, enfin, les contraintes du 
problème de chargement optimal. Les deux premiéres catégories de contraintes déli- 
mitent le domaine de définition des variables de transition et, par conséquent, l'évo- 
lution des variables d'état, alors que la dernière catégorie détermine les restrictions 
individuelles ou gbbaies sur la production des groupes (voir chapitres 2 et 3). 
Parmi les contraintes les plus pertinentes de la premiére catégorie, on cite la de- 
mande en puissance de réserve tournante. 11 est important de noter que cette d e  
mande en réserve tournante doit être considér4e comme une contrainte liant les états 
des groupes et non pas faisant partie du probléme de chargement optimal. En effet, 
Ia formulation du ChOp, dans ce cas, n'est plus valide puisque la demande en ré- 
serve doit litre assurBe par les groupes qui tournent et non plus par ceux arrêtés ou 
disponibles. Ainsi, pour modéliser une telle situation, une formulation avec des va- 
riables booléennes peut être utilisée pour refléter l'état de fonctionnement de chaque 
groupe. Quant aux contraintes chevauchant plusieurs périodes, elles créent des liens 
dynamiques entre les états successifs des groupes. L'exemple le plus rencontré est 
l'imposition d'un minimum d'arrêts ou de périodes de fonctionnement des groupes. 
Il est important de noter que certaines contraintes du problème peuvent résulter, par 
exemple, de décisions prises dans le cadre d'une gestion plus globale s'étalant sur 
plusieurs jours, voire plusieurs semaines. Un exemple de ces derniéras contraintes, 
fréquemment rencontrées dans la planification des A/D, est celui de la maintenance 
des groupes. Ainsi, durant certaines périodes de l'horizon, des groupes deviennent 
non-disponibles pour des fins de réparation ou d'entretien. 
Jusqu'à présent, [es méthodes numériques utilisées pour résoudre le problème Arr- 
Dem peuvent être classêes en trois catégories : la programmation mixte et les tech- 
niques d'énumération impIicite de genre évaluation-séparation successive (Branch 
and Bound), la relaxation lagrangienne et la programmation dynamique. Toutefois, 
la plupart des articles traitant de ce sujet utilisent ces méthodes dans le contexte 
de la planification des A/D des groupes thermiques. Les différences de complexité 
entre les deux problémes sont multiples. D'une part, dans le cas thermique, la fonc- 
tion objectif (à minimiser) est linéaire (coût marginal constant) ou convexe (coût 
marginal croissant), dors pue celle (A maximiser) dans le contexte hydroélectrique 
est non-convexe. Ainsi dans ce dernier cas, la programmation mixte et les techniques 
d'énum6ration implicite deviennent moins appiicables. D'autre part, dans le cas ther- 
mique, la fonction objectif est gknéralement séparable (par groupe T/A), alors qu'elle 
ne l'est pas nécessairement dans le cas des groupes hydrauliques (voir section 4.2.3 
du présent chapitre). Ainsi, cette non-séparabité rend les méthodes de relaxation 
lagrangienne inapproppriées. 
Dans cette partie de la thése, on propose une nouvelle approche de résolution de 
la planification des A/D des groupes à l'intérieur des centrales hydroélectriques. Ii 
s'agit d'une méthode d'optimisation globale basée sur un schéma de d8compoaition 
de Benders (voir Geoffrion (211, Habibollabzadeh et Bubenko [23]). La résolution du 
probléme maltre est effectuée par l'algorithme de programmation dynamique (PD), 
alors que les sous-problèmes (de chargement optimal) sont résolus par l'approche 
mixte de PD et de décomposition par les ressources présentée dans les deux cha- 
pitres précédents. Du point de vue hpIantation, l'originalité se situe au niveau de la 
résolution des sous-problèmes. En effet, on propose une technique de stockage et de 
mise à jour des données qui permet de r h u d r e  chaque sous-probléme à partir des 
résultats de l'optimisation de sous-probkmes déjà résoius. Cette technique exploite 
en particulier le fait que la résolution du problème paramétrique du chargement o p  
timal nécessite marginalement peu d'effort par rapport à la résolution du problème 
de chargement optimal avec une consigne donnbe. Elle utilise, de façon constructive, 
des combinaisons de rhultats partiels obtenus lors de la solution de sous-probl6mes 
résolus précédemment. 
Ce chapitre est organisé en cinq sections. La section 2 présente la totalite de la mo- 
délisation mathématique : hypothéses, notations, fonction objectif et contraintes du 
probléme. La section 3 passe en revue la plupart des mbthodes utilisées pour résoudre 
ce type de problème dans le contexte des centrales thermiques. La section 4 présente 
l'approche de résolution adoptée dans le contexte des centrales hydroélectriques : d é  
composition, résolution des sous-problèmes, résolution du problème maître, certaines 
structures de données utilisées dans l'implantation de l'algorithme et une comparai- 
son de la méthode de résolution versus le schéma conventionnel de dkomposition de 
Benden. Enfin, dans la section 5 on résume certains résultats numhriques obtenus 
en appliquant cette deniiére méthode. 
4.2 Modélisation 
4.2.1 Hypothèses 
Hl : Sans perte de généralité, on suppose que toutes les périodes de l'horizon ont 
la même durke; et pour fixer les idées, on suppose également que cette durée 
correspond à une heure. 
H2 : Le débit total disponible A chaque période est résumé en un seul paramétre 
estimé, par exemple, à partir d'un niveau supérieur de planification à court terme. 
H3 : On suppose la disponibilité des groupes durant les périodes futures. Autrement 
dit, les groupes de la centrale peuvent fonctionner correctement sans aucun risque 
de tomber en panne. 
H4 : On suppose que le prix d'un mégawatt-heure est connu, à priori, pour chaque 
période de l'horizon. 
4.2.2 Notations 
Donnees du probléme 
nombre de groupes disponibles de la centrale, 
nombre de périodes de l'horizon, 
ensemble des indices des groupes (I = (1, . . . , n)), 
ensemble des indices des périodes (7 = (1, . . . , T)), 
hauteur de chute de réfbrence de la centrale (en m), 
hauteur de chute de la centrale à la periode t (en m), 
débit maximal d'exploitation qui peut être turbiné par les groupes de la 
centrale (en m3/s), 
total de dbbit disponible & decharger & la période t (en m3/s), 
demande en puissance de réserve tournante à la période t (en MW), 
minimum de périodes de fonctionnement du groupe i, une fois qu'il est dé- 
marré (q > l), 
minimum de périodes d'arrêt du groupe i, une fois qu'il est arrêté (Ti 2 l), 
nombre maximai d'arrêts-demamges des groupes à la période t, 
ensemble des groupes qui doivent être engagés impérativement avant de dé- 
marrer le groupe i, 
prix d'un mégawatt-heure B la phriode t en ($/MW.h), 
ensemble générique des contraintes statiques sur les groupes, incorporant, par 
exemple, les zones interdites et les restrictions (individuelles ou globales) sur 
les groupes. 
Variables du probleme 
Variables (discrètes) d'état 
eit : statut du groupe i ii la fin de la période t : en arrêt (0) ou en marche (1). 
On note et le vecteur (eltl . . - , ent) ; 
vit : nombre de périodes successives de fonctionnement du groupe i depuis son 
dernier démarrage jusqu'à la fin de la periode t. On note vi le vecteur 
(QU 1 + 1 vnt) ; 
ü : nombre de périodes successives d'arrêt du groupe i depuis son dernier arrêt 
jusqu'à la fin de la période t. On note 9, le vecteur (Dl,, . . . , Ünt) ; 
tii : nombre de démarrages du groupe i depuis le début de la période 1 jusqu'à 
la fin de la période t. On note zt le vecteur (qt,.  . . , znt). 
Variables (discrètes) de tmlisttion 
xit : type de transition du groupe i au début de la période t. On note xt le vecteur 
(xli , . . . , avec la convention suivante : 
-1 arrêter le groupe i 
O maintenir l'état précédent du groupe i 
1 dernarrer le groupe i 
Variables (conttnues) de chargement optimal 
qit : débit à turbiner par le groupe i durant la période t (en m3/s). On note qt le 
vecteur ((lit, , q d -  
Fonctions du probléme 
fonction de hauteur de chute (nette) disponible au groupe i à 
la période t. Cette fonction incorpore, d'une part, les pertes de 
charge (au niveau des canaux, conduites et grilles ii d6bris) et, 
d'autre part, les réductions de hauteur au niveau de tarage de 
la centraie ; 
débit minimal et maximal que peut turbiner le groupe i. Ces 
debits sont fonction de la hauteur de chute Irit(.) disponible pour 
le groupe i (en m3/s)  ; 
coût de démarrage du groupe i. Ce coût est defini de maniére 
explicite dans les deux sections qui suivent ; 
coût d'arrêt du groupe i. Ce coiIt sera également défini de ma- 
nière explicite dans les deux sections qui suivent ; 
fonction indicatrice du passage du groupe i de l'état d'arrêt à 
l'état de fonctionnement. Cette fonction est définie par : 
fonction indicatrice du passage du groupe i de l'état de fonc- 
tionnement & l'état d'arrêt. Cette fonction est définie par : 
4.2.3 Fonction objectif 
Dans la formulation dynamique ArrDem, l'objectif consiste à maximiser le profit 
relatif provenant de ta génération de puissance par les diffkrentes combinaisons de 
groupes planifikes sur un horizon de plusieurs périodes en déchargeant une suite de 
débits disponibles (Qt)r=l,...s. Typiquement, ce profit est défini comme la différence 
entre la valorisation de la puissance gknérée par la centrale et le coût d'A/D des 
groupes. 
Un problème d'optimisation équivalent peut également être considéré dans la plani- 
fication des arrêts-démarrages : il s'agit de minimiser la somme totale des cofits de 
démarrages et des coGts d'utilisation des débits, en satisfaisant un minimum de de- 
mande en puissance et en réserve tournante- Pour alléger le texte et  faciliter l'exposé 
du modéle, on p r k n t e  ici le premier de ces deux modéles. 
D'une manière générale, les coûts d'A/D peuvent être classbs en trois catégories : 
coût de marche 1 vide, coüt d'entretien ou de maintenance et coût de stabilisation 
des A/D, 
i) Le coQt de marche à vide résulte de la perte de débit lors du démarrage d'un 
groupe (fonctionnement du groupe en marche B vide pendant 5 à 10 minutes, par 
exemple). Ce coût (noté c p )  peut etce estimé comme suit, par la valorisation de 
l'énergie potentielle du débit de marche B vide A la hauteur de chute 
rendement moyen de Ia centraie (paramètre entre O et l), 
accélkation de la pesanteur (en ma/$), 
masse volumique de l'eau (1O3kg/m3), 
débit de marche B vide du groupe i (en m3/s), 
d d e  de marche B vide du groupe i (en s), 
facteur de conversion de l'unit& kW.s à l'unit6 MW.h, c'est-bdire .i9 = 
1/36 lW5 (on rappeiie la relation suivante : 1kW.s = 103kg m2/s2). 
ii) La combinaison du coUt de démarrage avec celui associé aux arrêts des groupes 
peut servir (de manière indirecte) à la modéIisation du coiît de maintenance des 
groupes sur un horizon de moyen ou long terme- La determination de ce dernier 
coût est complexe; il comprend, entre autres, le coiît de réparation des equipements 
défaillants et le manque à gagner dû aux pertes de débit durant la période de mainte- 
nance. Toutefojs, l'incorporation de ce coût dans une gestion à court terme peut être 
justifiée par le fait que le coût de maintenance est affecté par la façon dont les groupes 
sont opérés. Autrement dit, la planification à court terme des A/D des groupes se 
répercute, de manière directe ou indirecte, sur le coût de leur maintenance à moyen 
ou B long terme. Pour plus de détails sur ce sujet, on réfère à l'article de Nilsson et 
Sjevgren [67]. 
iii) La stabilité des engagements et désengagements des groupes le long de l'horizon 
de planification constitue un aspect fort préoccupant pour les opérateurs des centraies 
hydroélectriques. Elle peut être modélisée moyennant un coût, souvent non-linéaire, 
qui penalise adéquatement les changements de statuts des groupes à mesure que 
la fréquence des A/D devient plus importante. En effet, ce dernier coût peut être 
défini pour chaque groupe en fonction, par exemple, de son historique en termes de 
nombre de périodes de fonctionnement ou du nombre d'arrêts ou démarrages depuis 
la premiére période de l'horizon. 
Par la suite, on suppose que le coCit de démarrage du groupe i, noté q(.), dépend 
de deux variables : d'une part, du nombre de fois où le groupe est demarré depuis 
la premiére période et, d'autre part, du nombre de p6riodes successives de retrait du 
groupe depuis son dernier arrêt. Quant au coût d'arrêt, noté C(.), il est fonction du 
nombre de périodes successives d'operation des groupes. De plus, on considère que 
ces deux fonctions de coQt d'A/D sont nodinéaires et pas nécessairement convexes 
ou concaves. 
Fonction de débit-puissance 
La détermination des fonctions de débit-puissance des groupes T/A repose sur des 
mesures prises à une hauteur dom&, appelée hauteur de référence. Toutefois, la 
hauteur de chute nette (repésentant l'énergie potentielle) disponible pour un groupe 
n'est pas toujours égale 8 la hauteur de référence. En effet, cette hauteur de chute, 
notée bit(.), dépend, d'une part, des niveaux amont et aval de la centrale et, d'autre 
part, des pertes de charge dans certains éléments (canaux, conduites et grilles) par où 
le débit du groupe passe. En outre, cette hauteur de chute peut dépendre également 
des variations de hauteur dues aux effets de tarage en aval de la centrale. Pour alléger 
l'écriture, on note tout simplement cette fonction de hauteur par bit. Ainsi, tenant 
compte des effets de hauteur, pour une hauteur hit et un débit qir donnés, la puissance 
générée par le groupe i est donnée par la fonction pi(hit, qit). 
Quant à la valorisation de la puissance, elle est définie comme le produit de l'énergie, 
exprimée en mégawatts-heure (MW.h), par le prix courant d'un MW.h sur le marché. 
Ainsi, l'objectif de l'optimisation consiste à maximiser la fonction économique sui- 
vante : 
T n 
L'objectif est défini comme la différence entre les revenus provenant de la valorisation 
de la puissance et les coüts dlA/D des groupes. Dans cet objectif, un groupe qui était 
en arrêt durant la pCriode t-1 et que l'on décide de faire fonctionner durant la période 
t doit subir une pénalité de démarrage. Par contre, un groupe qui était opérationnel 
durant la période t-1 et qui continue à fonctionner durant la période t n'y subit 
aucun coût. Cette façon de calculer les coûts est exprimée par le deuxiéme terme de 
la fonction objectif. 
4.2.4 Contraintes 
Dans le problème dynamique ArrDem, un très grand nombre de contraintes doit être 
pris en compte. Ces contraintes peuvent être classées en trois catégories : contraintes 
sur les groupes, contraintes de demande en réserve tournante et contraintes d'ex- 
ploitation et de maintenance. La premiére catégorie comprend toutes les restrictions 
individuelles sur les fonctions caractéristiques des groupes, ainsi que les contraintes de 
capacité sur le réseau hydraulique et le réseau électrique de transport. La dedème 
catégorie modélise la demande en puissance de réserve tournante pour des fins de 
stabilité et sécurité du réseau électrique. Enfin, la troisiéme catégorie reflète des 
régles d'exploitation et de maintenance sur l'opération des groupes générateurs de 
puissance. Celle-ci regroupe différentes restrictions dynamiques portant sur une ou 
plusieurs périodes. 
Contraintes sur les groupes 
Cette catégorie de contraintes comprend des restrictions individuelles sur les groupes 
comme, par exemple, les bornes à respecter sur les débits des groupes et les zones 
de production à éviter dues au phénomhe de cavitation ou de vibration. On peut 
également incorporer dans cette categorie les pertes hydrauliques et certains types 
de contraintes globales sur des sous-ensembles de groupes, comme des bornes sur le 
débit d'un canal ou des bornes sur la puissance générée sur un réseau. Pour plus de 
détails sur cette catégorie de contraintes, on fait réference aux chapitres 2 et 3 de 
la thèse. Dans le modèle des A/D qui sera présenté dans ce chapitre, on note ces 
différentes contraintes statiques sur les groupes par l'ensemble générique A. 
Demande en reserve tournante 
Dans un système de production hydroélectrique, plusieurs types de réserve peuvent 
exister. Toutefois, dans le problème ArrDem, on s'intéresse particulièrement à la de- 
mande en puissance de réserve tournante- Cette reserve tournante est définie comme 
la puissance totale supplémentaire que peut générer une centrale avec l'ensemble de 
ses groupes engagés. Autrement dit, cette réserve peut être vue comme le supplé- 
ment en puissance qui peut être généré par les groupes réellement en marche. Dans 
le problème dynamique, la réserve de puissance joue un rôle important dans l'ab- 
sorbtion de toute perturbation dans les réseaux électriques ou en cas d'augmentation 
temporaire de la demande en puissance. Elle est également utile pour compenser la 
production perdue suite à une panne de L'un des groupes de la centrale. Cette réserve 
est déterminée selon des régies locales (ou normalisées) tenant compte de la fiabilité 
du systéme électrique de chaque producteur. Typiquement, la réserve est donnée en 
pourcentage de la demande maximale y puissance prévue pour la période de pointe. 
D'autres facteurs peuvent aussi contribuer A la détermination de cette réserve, comme 
par exemple la probabilité d'avoir un aléa dans le réseau électrique ou la probabilité 
qu'un groupe tombe en panne, 
Dans certaines situations, on peut imposer des restrictions sur la façon dont la r é  
serve est assurée par les groupes de la centrale. C'est le cas, par exemple, lorsqu'on 
demande que la réserve soit sdisamment répartie entre les groupes. Ceci peut, d'une 
part, diminuer le risque qu'un groupe qui tombe en panne détienne une partie im- 
portante de la réserve et, d'autre part, éviter le dépassement éventuel des capacités 
de certains réseaux électriques de transport (cette derniére situation peut surgir lors- 
qu'un ensemble de groupes contribuant à la réserve est connecté à un réseau déjà 
saturé). On note que ce type de contrainte est facile à incorporer dans le modèle 
moyennant des bornes imposées sur la production des groupes. 
Dans les centrales hydroélectriques, une attention particulière doit être accordée à 
la contrainte de réserve tournante, fait rarement mentionné dans la littérature. A 
la ciifkence des groupes thermiques, la puissance maximale d'un groupe dépend de 
l'énergie potentieiie disponible pour ce groupe. En conséquence, la capacité maximale 
d'un groupe doit être redéfinie à chaque période de l'horizon en fonction de la hauteur 
de chute nette disponible pour ce groupe. Ainsi, cette puissance maximale du groupe 
il notée pFOt, est donnée comme suit : 
Aprés avoir défini les capacités maximales des groupes, on peut maintenant définir la 
contrainte de réserve tournante. fitant donné une demande en puissance de réserve 
St à la période t, la contrainte de la réserve tournante s'énonce comme suit : la 
puissance totale supplémentaire que peut générer la centrale avec l'ensemble des 
groupes engagés doit être suffisante pour satisfaire a la demande en puissance de 
réserve. Formeliement, on a le type de contraintes suivant : 
Régles d'exploitation et de maintenance 
Parmi les principales contraintes de cette catégorie, on cite les règles suivantes : 
Minimum d'arrêt / minimum de fonctionnement (RI) : le minimum d'arrêt 
d'un groupe spécifie le temps minimal d'met (gbnéralement exprime en terme de 
nombre d'heures) qu'il faut assigner à un groupe avant qu'il puisse redémarrer. 
De la même façon, le minimum de fontionnement spécifie le temps minimal de 
fonctionnement d'un groupe une fois qu'il est engagé. Cette exigence en terme 
de minimum de fonctionnement et de minimum d'arrêt est recommandée pour la 
fiabilité des groupes, pour diminuer le taux de pannes et pour contrôler l'usure 
des turbines-alternateurs, faits fortement accentués par la fréquence des A/D des 
groupes. 
Liste de priorith (R2) : Dans certains cas, le choix des groupes doit suivre l'ordre 
de priorité d'engagement de ces groupes. Souvent, ces listes de priorite reflètent 
des règles pratiques d'exploitation selon l'efficacité des groupes. 
O Premier arrétb / premier redbmarrb (Ra) : Dans le but de faire fonctionner 
les groupes de la centrale de maniére équilibrée, l'engagement des groupes peut 
être géré selon la politique du premier arrêté est le premier redémarré. 
Orientation par types de groupes (R4) : Certains types de groupes sont pIus 
performants que d'autres, il est donc plus naturel d'utiliser les groupes de ces types 
en premier. Ainsi, le choix des groupes à engager est orienté suivant leurs types. 
C'est une règle très pratique pour modérer le caractère combinatoire dans le choix 
des combinaisons de groupes à opérer. 
a Minimum et maximum des groupes en marche (R5) : Pour des considéra- 
tions de maintenance, l'opérateur d'exploitation peut limiter le nombre de groupes 
en marche à une période donnée. Ainsi, on définit un nombre minimum et maxi- 
mum de groupes qui seront en fonctionnement à chaque phiode de l'horizon. 
O Statuts des groupes (Ra) : pour des considérations d'entretien ou de reps- 
ration, certains groupes doivent être absolument arrêtés. De la même façon, on 
peut imaginer qu'à une période donnée, un ou plusieurs groupes doivent forcé- 
ment fonctionner. On voit une des applications de cette règle lorsqu'on veut par 
exemple désigner quelques groupes à fonctionner en marche à vide (les groupes 
ainsi désignés sont donc forces B turbiner un minimum de débit). 
0 Groupes du dernier recours (R7) : Certains groupes (très anciens par exemple) 
peuvent être désignbs pour ne pas fonctionner tout au long des pkriodes de I'hori- 
zon. Toutefois, on peut avoir recours à l'engagement de ces groupes pour assurer, 
par exemple, la réalisabilité du probléme à une des périodes de l'horizon. 
a Autres r&gles : En plus de ces règles, on peut avoir des contraintes supplémen- 
taires, par exemple, sur la disponibilité de personnel qualifié pour la mise en fonc- 
tionnement des groupes. Ceci peut se traduire, par exemple, par des contraintes sur 
le nombre maximal d'arrêts-démarrages des groupes à une période donnée. &ale- 
ment, on peut se retrouver avec des limites sur la marge permise d'augmentation 
ou de diminution de la production d'un groupe pendant deux périodes adjacentes. 
Ces dernieres contraintes deviennent de plus en plus importantes lorsque la durée 
des phiodes de l'horizon est très courte (par exemple 15 B 30 min). Par contre, 
elles sont moins pertinentes lorsque cette durée est d'une heure ou plus. 
La combinaison de l'ensemble de ces régles peut aboutir i un conflit dans la déter- 
mination du domaine de réalisabilité. Dans ce cas, des règles sur ces régles peuvent 
être définies (comme par exemple la définition de relations de dominance). 
En vue d'alléger la discussion de la modélisation du problème ArrDem, on se contente 
de donner la fomulation mathématique de quelques règles pertinentes, à savoir les 
contraintes de minimum d'arrêt et de fonctionnement, et les listes de priorité. 
Minimum d'arrêt / minimum de fonctionnement : 
Si le groupe i est démarré à la période t, alors on a = 1 pour t' = t, . . . , t +ri - 1. 
De la même fason, Si le groupe i est arrêté à la période t, alors on a eir = O  pour 
tf = t, . . . , t +Ti - 1. Formellement, on a les contraites suivantes : 
e# > (sit)+ POUT t = 1,. . . , T; t' = t, . . . , min{t+ri- 1, T), (4.8a) 
eiu 5 l-  (xi*)- pour t = 1 ,..., T-1; t l = t  ,..., min{t+%- 1,T). (4%) 
Une autre formulation non-linéaire, qui se prête bien à Ia programmation dynamique 
est la suivante : soit le nombre de périodes successives de fonctionnement du 
groupe i depuis son dernier démarrage jusqu'à la fin de la période t .  Ce nombre est 
calculé par la formule rbcunente suivante : 
De la même façon, on définit ait le nombre de périodes successives d'arrêt du groupe 
i depuis qu'il est arrêté jusqu'k la fin de la période t. II est calculé par la formule 
récurrente suivante : 
Diuif = (1 - eiS)(üibl + 1). (4.10) 
Ainsi, on peut maintenant formuler Ies contraintes de minimum d'arrêt et de fonc- 
tionnement comme suit : 
(4.1 la)  
(4.11b) 
Si (x& =1, c'&-$dire le groupe i est arrêté à la phiode t, alors on doit avoir 
v i ~  > Ti ; d'ou le respect de minimum de fonctionnement. De maniére analogue, si 
(xit)+ = 1 (c'est-&-dire le groupe i est démarr6 B la période t) alors on a nécessairement 
üibl 3 Ti ; et par suite la durée minimale d'arrêt est respectée. 
Listes de priorite : 
Soit Li l'ensemble des groupes qui doivent être engagés impérativement avant de 
démarrer le groupe i. Dans ce cas les contraintes de priorité d'engagement peuvent 
être formulées comme suit : 
Ou sous sa forme compacte : 
4.2.5 Résumé du modèle 
Le modèle ArrDem se résume comme suit : 
S.&, pour t = 1, ... Tl 
n 
Remarque: Avec un coût de demamage positif, le terme (xit)+ peut être remplacé 
par une variable continue (notée ait) sous la contrainte linéaire suivante : uit 3 xit 
(avec uit 2 0). Ainsi, lorsque xi* vaut -1 ou O, à l'optimum, uit vaut systématique- 
ment O. De manière analogue (avec un coQt d'arrêt positif), le terme (xit)- peut être 
remplacé par une variable continue (noté fiit) sous la contrainte linéaire suimite : 
Üit 2 -Zit (avec fiit 2 O). 
On note que dans le modéle (AD), les contraintes de type (4.16) modélisent des 
restrictions sur le maximum de dbmarrages des groupes B une période donnée. La 
prise en compte des listes de priorité est donnée par Ies contraintes de type (4.17). 
Enfin, on rappeUe que les contraintes (4.20)-(4.23) font référence a la formulation 
non-linéaire de la règle R1 (Minimum d'arrêt / minimum de fonctionnement). 
Le modèle (AD) est un probkme en variables mixtes avec un grand nombre de 
variables discrètes (des milliers de ces variables). En outre, ce modéle est non-linéaire, 
non-séparable (par groupe) et non-convexe. Ainsi, il est difficile à résoudre. 
La non-séparabilité du problème (AD) provient principalement de la fonction de 
débit-puissance (bit, qit) * pi(hit, qit). En effet, la puissance générée par un groupe 
dépend, d'une part, de la hauteur de chute disponible pour ce groupe et, d'autre part, 
du débit turbiné par ce groupe. Or, cette hauteur de chute peut dépendre de débits 
turbinés par un autre sous-ensemble de groupes. C'est le cas, par exemple, des pertes 
énergbtiques dans une conduite (ou un canal) qui achemine l'eau à un sous-ensemble 
de groupes. La même situation peut se produire dans le cas de la présence d'une grille 
qui protège (contre les solides traînés par la rivière) un sous-ensemble de groupes. 
4.3 Revue des algorithmes de la littérature 
Les articles qui traitent du problème ArrDem dans son contexte hydraulique sont 
trés rares. Par contre, un très grand nombre d'articles proposant des méthodes de 
résolution assez variées ont été publiés dans le cadre de la planification des A/D 
des groupes thermiques. Evidernment, la qualité de la solution peut diffirer d'une 
methode B l'autre. Sauf la programmation dynamique, la majorité de ces méthodes 
ne peuvent être facilement adaptees pour planifier les A/D des groupes à l'intérieur 
des centrales hydro4lectriques où la dimension hydraulique constitue un facteur dé- 
terminant dans la production d'électricith. Les approches les plus traitées dans la 
Etterature se r4sument dans les methodes qui suivent. 
4.3.1 Enumérat ion exhaustive et Listes de priorité 
Le problème ArrDem peut être résolu par une 4numération exhaustive de toutes les 
combinaisons admissibles des groupes. Ainsi, en supposant que chaque combinaison 
constituée d'un seul groupe est admissible, alors le nombre de combinaisons possibles 
sur T périodes avec n groupes est de (2" - 1)=. Une fois qu'on a 4numérC toutes ces 
combinaisons, on peut exhiber celle qui donne le meilleur profit. Bien entendu, pour 
chaque combinaison énumérée, on résout un probléme de chargement optimal. ii en 
résulte alors que l'énumération exhaustive est impossible pour des valeurs relative- 
ment grandes de n et T. 
Dans une tentative de modérer le caractére combinatoire du problème, des listes 
de priorité sont utilisées dans le choix des groupes à engager. Ces listes sont pré- 
etablies selon des régies pratiques et heuristiques d'exploitation de la centrale. Ainsi, 
le choix des groupes à engager revient à déterminer le nombre de groupes qui donne Ia 
meilleure production en respectant la demande en réserve de puissance. Bien entendu, 
ce nombre qu'il faut déterminer correspond aux premiers groupes dans ces listes 
de priorité. Une variante de cette méthode consiste à mettre à jour, de manière 
dynamique, l'ordre de priorite d'engagement des groupes. Parmi les auteurs qui ont 
utilisé des approches basees sur des listes de priorité on cite Lee (44, 451, Shoults et 
al. [SS]. 
4.3.2 Programmation en nombres entiers 
Les algorithmes regroupés dans cette catbgorie sont basés principalement sur la mé- 
thode d'évaluation-séparation progressive (Branch & Bound). Ils ont été proposés 
par certains auteurs des années 80 comme, par exemple, Cohen et Yoshimura [15], 
Lauer et al. [43]. Des tests numhiques ont démontrk que les algorithmes de ce type 
nécessitent énormément de temps de calcul dés que la taille du problème devient 
grande (voir Bosch et Honderd [8)). 
Toutefois, certains travaux (apparus récemment) proposent une réhabilitation à i'ap 
proche primale en variables mixtes 0-1. Ces travaux ont bénéficié principalement de 
développement algorithmique dans la méthode de "Branch-and-cut" en se basant sur 
les inégalités valides publiées par Roy et Wolsey [80]. Avec ces améliorations, Caroe 
et al. (111 montrent que le problème ArrDem peut être résolu avec un temps de calcul 
modérk 
4.3.3 Relaxation lagrangienne 
Dans sa version simple où la fonction objectif et les contraintes couplantes (impli- 
quant plusieurs groupes) sont séparables (par groupe T/A) le problème de planifi- 
cation des arrêts-démarrages se prete particuliérement bien à la décomposition la- 
grangienne. La technique d'optimisation basée sur cette approche déplace toutes les 
contraintes couplantes dans la fonction objectif en leur associant des prix (multipli- 
cateurs de Lagrange). Ensuite, elle décompose le problème ArrDem en un problème 
maître dual, et un certain nombre de sous-problémes qui sont résolus de manière 
itérative jusqu'à ce qu'une solution satisfaisante soit obtenue. Les sous-problémes, 
chacun déterminant la planification d'un groupe T/A disponible, sont rksolus de 
maniére indépendantes par l'algorithme de PD (voir Zhuang et Galiana [f 101). Ces 
sous-problémes sont relies dans le probl6me maître par les multiplicateurs de La- 
grange, ce qui donne lieu à un nouveau problème dual. Généralement la dimension 
de ce dernier problème est considérablement inférieure A celle du problème primal et 
par conséquent, il est relativement facile à résoudre par rapport au probkme origi- 
nal. Dans ce type du problème, la fonction duale est convexe mais non-différentiable. 
Ainsi, la minimisation de cette fonction duale est effectuée par l'une des méthodes 
suivantes : 
- Algorithme de sous-gradient, 
- Méthode de faisceaux, 
- Méthode de points intérieurs. 
Des tests numériques ont montré que l'algorithme de sous-gradient nécessite beau- 
coup d'itérations avant de converger. Toutefois, il a l'avantage de nécessiter moins 
de calculs par itération ; de plus, il est simple A mettre en oeuvre. Parmi les auteurs 
qui ont utilisé cet algorithme, on cite Zhuang et Galiana [110], Muckstadt et Wilson 
Pl - 
La méthode de faisceaux constitue une alternative interessante pour résoudre le pro- 
blème dual. Lemaréchal et al. [47] montrent que cette méthode converge plus rapi- 
dement que l'algorithme de sous-gradient. Cependant, son inconvénient rbside dans 
l'ajustement des paramètres de stabilisation. 
Dans une tentative d'éviter L'ajustement des paramètres dans la résolution du pro- 
bléme dual, une autre méthode de points intérieurs a été proposée récemment (voir 
Madrigal et Quintana [53]). Du point de vue vitesse de convergence, cette méthode 
partage le même avantage que la méthode de faisceaux. Mais, en plus, elle élimine la 
nécessith d'ajuster des paramètres dans la résolution du probléme dual. 
Cependant, quelle que soit la méthode utilisée pour résoudre le problème dual, l'ap- 
proche basée sur la relaxation lagrangienne prhsente deux inconvénients (sauf, bien 
entendu, sous certaines conditions de convexité stricte du problème primal). D'une 
part, la réalisabilité du probléme primal n'est pas assurée 8 la fin de l'algorithme, 
ce qui nécessite le développement d'une procédure (généralement heuristique) de re- 
cherche d'une solution primale réalisable. D'autre part, dans le problème AnDem 
avec maximisation du profit, la valeur du prima1 est toujours inférieure ou Cgale a 
celle du dual A cause de la dualith fhible de l'optimisation non-linbaire. La différence 
entre ces deux valeurs définit le saut de dualité et constitue un des critères les plus 
importants pour juger de la qualité de la solution ainsi obtenue. Des dizaines d'ar- 
ticles ont été dédiés à cette aprroche de résolution dont Fisher [18], Merlin et Sandrin 
[61], Bertsekas et al. [7], Zhuang et Galiana (110], Rusic et Rajakovic [82]. 
4.3.4 Programmation dynamique 
Dans l'algorithme de PD, les instances A évaluer du vecteur d'état augmentent de 
manière exponentielle avec le nombre de groupes disponibles. En vue de réduire la 
dimension énorme du domaine de définition du vecteur d'état, des listes de priorité ont 
été utilisées en se basant sur les performances des groupes. Avec ces listes, les groupes 
sont organisés dans des classes à l'intérieur desquelles les groupes sont ordonnés 
selon leur ordre de priorité d'engagement- Des fenêtres à l'intérieur de chaque classe 
peuvent être définies pour distinguer entre les groupes qui doivent automatiquement 
fonctionner, ceux qui doivent s'arrster et ceux qui sont disponibles. 
Il est important de noter que trés peu d'auteurs se sont intéressés à ce genre d'al- 
gorithme aussi bien dans le cas des centrales hydroélectriques que thermiques. En 
outre, tous ces auteurs ont tenté de résoudre le problème de maniére heuristique en 
se basant sur l'algorithme de PD ou de manière exacte en se limitant a une version 
simplifiée du problème global. Dans ce contexte, il importe de mentionner le travail 
publié par Bosch et Honderd [81. Les auteurs de cet article ont tenté de résoudre le 
probléme ArrDem (dans sa globalité) par une mbthode d'approximation successive 
basée sur l'algorithme de PD. Pour ce faire, ci chaque itération de l'algorithme, on ré- 
sout plusieurs problémes restreints, chacun impliquant un sous-ensemble de groupes 
disponibles. Vu l'époque de d4veloppement de cet algorithme (au milieu des années 
80) où les ressources informatiques &aient limitks et très coûteuses, cette approche 
présentait une solution très pratique pour modérer le caractère combinatoire et énu- 
mératif de l'algorithme de PD. Cependant, on reproche à cette méthode son aspect 
heuristique qui fait que sa convergence vers une solution optimale (du problème ori- 
ginal) ne peut être assurée à la fin de l'algorithme. 
Dans les deux sections qui suivent, on montre comment la technique de PD peut être 
une approche très acceptable pour résoudre de manière efficace le problème maître 
qui résulte d'un schema de décomposition de Benders. 
4.4 Résolution du problème 
4.4.1 Description gbnérale de l'algorithme 
L'approche développée ici pour resoudre ce type de probléme est une méthode d'op- 
timisation globale qui combine A la fois la décomposition de Benders du probkme 
original (AD) et la technique de programmation dynamique. Ainsi, dans ce schéma 
de d&omposition, les fonctions non-linéaires de débit-puissance (aussi bien que les 
coûts d1engagement/désengagement des groupes) ne sont pas necessairement suppo- 
sées concaves ou convexes. En outre, la demande en réserve tournante et le respect des 
différentes régles d'exploitation et de maintenance sont comptabilisées de manière ex- 
plicite lors de la détermination de domaine admissible des états des groupes & chaque 
période de l'horizon. Ces contraintes sont négligées (compktement ou partiellement) 
par la plupart des articles publiés dans la littérature portant sur le problème ArrDem. 
Le succés de l'approche utilisée repose, d'une part, sur la robustesse et la flexibilité 
de l'algorithme de PD et, d'autre part, sur les techniques de stockage, d'accès et de 
mise à jour des donnks en utilisant les principes des bases de donnbs relationnelles. 
En ce sens, la méthode de résolution peut 6tre vue comme un algorithme hiérarchique 
à deux niveaux doté d'un dictionnaire de données alimenté et mis à jour de façon 
permanente. 
Le niveau supérieur de cette hiérarchie détermine, pour chaque période de l'hori- 
zon, l'ensemble des combinaisons admissibles (d'engagement et de désengagement 
des groupes) en respectant les différentes contraintes de production et d'opération de 
la centrale. Quant au niveau inférieur, ii consiste à calculer le chargement optimal de 
chaque combinaison de statuts des groupes transmise par le niveau supérieur. Pour 
ce faire, l'algorithme de ce niveau inférieur consulte le dictionnaire pour localiser la 
courbe optimale correspondant à la combinaison des groupes ainsi engagés. Cette 
combinaison est utilisée comme un mot clé de recherche dans ce dictionnaire. Bien 
entendu, le résultat de cette recherche peut exhiber soit la courbe recherchée soit 
deux ou plusieurs courbes correspondant & des sous-combinaisons de la combinaison 
initiale, localisées dans ce processus de recherche. Dans ce dernier cas, une phase 
intermédiaire de PD est exécutée pour générer la courbe optimale agglomérée des 
courbes de ces sous-combinaisons. La dernière dtape de l'algorithme de ce deuxidme 
niveau consiste a mettre à jour le dictionnaire en stockant les différentes courbes 
aggrégées (intermédiaires et finale) qui résultent du processus de construction par la 
PD de la courbe optimale. 
4.4.2 Approche de décomposition 
La décomposition de Benders consiste à découper le probléme original ArrDem (en va- 
riables mixtes) en un probléme maître nodinéaire de choix des groupes (en variables 
discrètes) et en sous-problèmes non-linéaires de chargement optimal des groupes (en 
variables continues). Dans ce sens, le probléme d'arrêt-démarrage des groupes peut 
être considéré comme un processus dynamique de décisions à deux niveaux : 
où les puissances Pt(et; Qt) et &(et; Qme) sont calculées par le sous-problème sui- 
vant : 
où e et Q sont deux paramètres génériques représentant respectivement le vecteur de 
statuts des groupes et le debit total disponible A la centraie. 
Dans le problème maître, la contrainte de type (4.26) est une reformulation de la 
contrainte de demande en réserve tournante (4.15). Par définition de la réserve tour- 
nante, ces deux formulations sont équivalentes. On rappelle que Qmw est le débit 
maximal d'exploitation qui peut être tubiné par les groupes de la centrale. 
4.4.3 Résolution des sous-problémes 
Une fois le choix des groupes fixé par le niveau supérieur (le problème maître (MD)), 
le sous-problème (SV) consiste à déterminer la répartition optimale de la production 
entre les groupes ainsi choisis. Cette repartition de la production doit respecter le 
total de débit disponible Qt. 
Dans le cas simple où les conditions hydrauliques et les contraintes globales sur des 
sous-ensembles de groupes sont négligh, la solution globale du problème (SV) est 
obtenue par l'algorithme de programmation dynamique. La seule variable d'état re- 
quise pour résoudre ce problème par la PD est associé B la contrainte de ressource 
(4.36). On rappele que les détails de cet algorithme se trouvent au chapitre 2 (sec- 
tion 2) 
Une généralisation de cet algorithme est proposée au chapitre 2 (section 3) et au 
chapitre 3 de la thèse. Cette généralisation consiste, d'une part, à incorporer certaines 
contraintes globales sur la puissance ou le débit turbiné par un sous-ensemble de 
groupes et, d'autre part, a tenir compte de certaines conditions hydrauliques. C'est 
un algorithme qui combine la décomposition par les ressources et l'algorithme de 
PD. La prise en compte des conditions hydrauliques concerne, d'une part, les pertes 
de charge dans des canaux, conduites et grilles et, d'autre part, les variations de 
hauteur au tarage de la centrale. Dans la section 4.4.5, on propose une structure de 
donnees qui permet de résoudre chaque sous-problème en se basant sur les résultats 
des sous-problémes déj8 résolus. 
4.4.4 Resolution du problème m&re 
On propose ici une methode de résolution du problème maître basée sur l'algorithme 
de programmation dynamique (PD). Pour cela, on commence d'abord par définir les 
ingrédients de PD appliquée à ce type de problème, à savoir les étapes de PD, le 
vecteur d'état, le vecteur de décision et la fonction de récurrence. 
Refor mulat ion dynamique du probl4me maître 
Pour le problème ArrDem, les étapes correspondent aux périodes de l'horizon (t = 
1, . . . , T), le vecteur d'état est noté par st = (et, ut, üt, t t)  et le vecteur de décision 
correspond aux variables de transition, noté xt. On rappelle la convention adoptée 
pour le vecteur de décision xt : 
-1 arrêter le groupe i 
O maintenir l'état précédent du groupe i (4.37) 
1 démarrer le groupe i 
La relation de récurrence est définie comme suit : sachant une instance du vecteur 
d'état sbl, le profit optimal généré par les groupes de la centraie depuis le début 
de la période t jusqu'ii la fin de l'horizon, noté P;(sbl), est calculé par la formule 
récurrente suivante : 
où Xt(shl) est le domaine admissible du vecteur de décision au début de la periode 
t, btant donné une instance du vecteur d'état sbl. Ce domaine est induit, d'une 
part, par les contraintes statiques (Ii&s à une seule periode) de @es (4.26)-(4.28) 
et, d'autre part, par les contraintes dynamiques (portant sur plusieurs périodes) de 
type (4.29)-(4.34). Dans la section qui suit, on propose une mêthode intuitive de 
construction de ce domaine de réalisabilité Xt(sh1). 
Determination des domaines de réalisabilit8 
Soit 52, l'ensemble des valeurs possibles du vecteur d'état à la fin de la période 
t. Evidemment, Ro = (sol où so = (eo, Q, üo, a) sont des données du problème. 
En supposant que Xt(.) soient disponibles, l'ensemble Rt est construit (de manière 
récurrente) comme suit, pour sel f RkL et xt E Xt(sw)  : 
Maintenant, il reste à déterminer, pour chaque période t, les ensembles Xt(*)  étant 
dom6 l'ensemble fibl. Ces ensembles sont définis en fonction de L'historique de fonc- 
tionnement des groupes et des règles de maintenance et d'exploitation qui gouvernent 
l'opération de ces groupes comme suit : 
0 Rbserve tournante 
La contrainte de réserve tournante exige que la puissance supplémentaire qui peut être 
ghérée par les groupes en marche satisfasse un minimum de demande en puissance 
de réserve. Dans ce cas, puisque dans le modèle (AD) on n'exige aucune demande mi- 




oh pit est la puissance maximale correspondant A une hauteur de chute maximale 
au niveau du groupe i. On note que Pit est une surestimation de la vraie puissance 
maximale prW du groupe i .  Il en résulte alors que certaines décisions (de l'ensemble 
X;(sW)) peuvent être, à postériori, rejetées (ne satisfaisant pas la demande en réserve 
tournante) suite B une optimisation par rapport B la hauteur de chute (nette) du 
groupe i. 
O Priorité d'engagement des groupes 
Soit Li l'ensemble des groupes qui doivent être engagés impérativement avant de 
démarrer le groupe i, il en résulte une relation d'ordre formulée de la façon suivante : 
Ceci est 6quivalent P exiger pour tout i E Z et j E Li : 
Minimum d'arrêt / minimum de fonctionnement 
On rappelle que Ti (resp. n) est la durée minimale de fonctionnement (resp. d'anét) 
lorsque le groupe i est démarré (resp. arrêté). Les décisions qu'on peut prendre au 
début de la période t, en respectant cette dgle d'opbration, dependent de l'historique 
de ce groupe, à savoir vbl et ücr . Formellement, les contraintes (4.33)-(4.34) peuvent 
se traduire explicitement par le type de décisions suivantes : 
Ainsi, A la période t ,  le groupe maintient son statut précédent si il était en marche 
(resp. en arrêt) et n'a pas expiré sa durée minimale de fonctionnement (resp. d'arrêt). 
Findement, l'ensemble Xt(sti) est défini comme la conjonction des domaines associés 
chacune des régles d'exploitation et de maintenance. Formellement, on a : 
d ~ f  Xi (sbl) - {xt E (-1, O, 1)" : xt satisfait (4.40) à (4.43)) 
Remarque: On note que la règle du premier arrêté est le premier démué peut 
être reformulée d'une façon équivalente qui consiste à gérer des listes de priorité 
dynamiques dans le temps. 
Analyse de l'algorithme de programmation dynamique 
Théoriquement, avec n groupes disponibles, les variables d'état et peuvent prendre 
2" vaieurs possibles à une étape t de la PD. Ce nombre de valeurs devient gigan- 
tesque dès que la nombre de groupes dépasse la taille moyenne qu'on peut trouver 
dans une centrale hydroélectrique (par exemple, lorsque n 3 20). 11 devient dors 
pratiquement impossible de stocker (en mémoire centrale de l'ordinateur) toutes les 
valeurs possibles de et. 
Heureusement, la nature des problèmes réels, rencontrés dans la planification des 
arrêts-démarrages des groupes dans une centraie hydraulique, fait qu'en pratique 
cette explosion exponentielle des instances des variables d'état et n'a pas vraiment 
sa raison d'être. En effet, en plus de l'ensemble de régles vues précédement (r2gles 
R1 à R7), deux autres aspects trés specifiques à ce type du probléme doivent être 
exploités pour réduire le domaine de definition de et. 
1 I 
Généralement, le demarrage d'un groupe nécessite l'intervention de personnel qua- 
lS4 et nécessite de plus un certain temps, par exemple, de l'ordre de 5 à 10 min. 
Ainsi, étant dona4 la contrainte sur la disponibilité de personnel qualifié, en pra- 
tique, le nombre total de démarrages des groupes (h une periode dom&) est borné 
supérieurement. C'est une règle forte intéressante qui permet de modérer le caractère 
combinatoire de l'ensemble de décisions XL(sW) et, par conséquent, réduit la taille 
de l'ensemble SZt(sbl). Le tableau 4.1 compare la valeur 2" au nombre des instances 
Tableau 4.1 - Réduction des instances du vecteur de décision 
selon le nombre maximal d'arrêts-démarrages des groupes (noté at). Dans ce tableau, 
Cr désigne le nombre de combinaisons possibles résulant de i arrêts (ou démarrages) 
















disponibilite de personnel qualifié (et par conséquent, Le nombre maximal d'arrêts- 
démarrages des groupes) augmente avec le nombre des groupes disponibles de la 
cent:ale. 
Un autre aspect spécifique aux groupes (aussi bien hydrauliques que thermiques) est 
celui de leur classification par types (ou modèles). En effet, dans une centrale hydro- 
électrique, les groupes ayant le même Qpe sont caractérisés par une seule fonction de 
débit-puissance à une hauteur de chute de référence. En pratique, dans une centrale 
hydroélectrique, le nombre total de types de groupes est significativement inférieur 
au nombre total de groupes. Ainsi, il en rbulte, de maniére naturelle, un ordre de 
priorité partiel à l'intérieur de chaque type, ce qui permet de modérer le caractére 
combinatoire dans le nombre de plans de production possibles b une étape donnée 
de la PD. 
Soit rn le nombre total de types de groupes d'une centrale. Si on suppose que tous ks  
types possèdent le même nombre de groupes, noté f i ,  alors le nombre de combinaisons 
Tableau 4.2 - Réduction des instances de et (avec f i  = 5) 
possibles des variables d'état et est donné comme suit : 
Le tableau 4.2 montre des réductions obtenues (en termes de nombres de combinai- 
sons possibles de et )  en fonction du nombre de types lorsque la centrale comporte 5 
groupes de chaque type. 
Par ailleurs, en plus de tous ces aspects visant & reduire le nombre d'instances pos- 
sibles du vecteur d'état, on peut également incorporer d'autres mesures de réduction 
(de nature heuristique) proposées par Bosch Honderd [BI. Parmi les mesures de r é  
duction les plus pertinentes, on cite la règle heuristique suivante : aucun arrêt (resp. 
démarrage) n'est permis si le débit à décharger et la demande en réserve augmentent 
(resp. diminuent). On note que cette règle n'est pas toujours applicable lors de la 
présence de contraintes sur les statuts des groupes (R6). Ainsi, certains arrêts (ou d é  
manages) obligatoires durant ces périodes peuvent invalider l'utilisation d'une telle 
règle. 
En conclusion, étant donné l'ensemble des règles d'exploitation et de maintenance 
(RI A R7) et tenant compte des différents aspects de réduction spécifiques au pro- 
blème, l'approche de résolution par la PD semble un bon choix pour résoudre ce type 
du problème dans son contexte hydraulique- Cette observation repose, d'une part, sur 
la robustesse et la flexibilite de l'algorithme de PD, qui permet d'incorporer d'autres 
types de contraintes couplantes dans le temps ou impliquant plusieurs groupes. C'est 
Le cas par exemple de la prise en compte des pertes énergétiques impliquant des sous- 
ensembles de groupes ou de la règle sur les groupes du dernier recours (régie R7). 
D'autre part, la rapidité et la capacité de stockage (en mémoire centrale) des nou- 
veau  ordinateurs rendent très acceptable une implantation efficace de l'algorithme 
de PD. 
4.4.5 Structures de données 
La performance de l'algorithme de PD appliqué ii ce type de problème dépend, d'une 
part, de la stratégie de stockage et d'accés aux données utilisées pour résoudre les 
sous-problèmes et, d'autre part, des structures de données utilisées, que ce soit pour 
implanter le vecteur d'état ou pour gérer certaines règles d'exploitation comme la 
gestion des listes de priorité (FU) et la règle du premier arrêté / premier redémarré 
(R3). 
Vecteur d'etat 
Sous sa forme vectorielle, la dimension du vecteur des variables et (ou tout simplement 
e) correspond au nombre de groupes n de la centrale. Toutefois, grâce & un effort 
d'implantation supplémentaire, ce vecteur de statuts des groupes peut être considéré 
comme une seule variable faisant partie du vecteur d'état st. En effet, le vecteur e peut 
être implanté sur l'ordinateur comme une séquence de bits de taille n ktant donné 
que chacune de ses composantes vaut O ou 1. Ainsi, avec cette façon de construire 
le vecteur e, on peut définir des opérations logiques qui ne nécessitent qu'un temps 
de calcul d'ordre rn/k1 au lieu d'ordre n oh rn/kl est le plus petit entier supérieur 
Tableau 4.3 - Opérateurs binaires de base 
ou @al 8 (n/k)  et k est Ia taille (en termes de bits) du mot machine utilisé & cette 
fin (souvent, on prend un mot de 32 bits ou 64 bits). Généralement, une centrale 
hydroblectrique contient entre une dizaine et une quarantaine de groupes et il est tres 
rare (éventuellement jamais) que le nombre n dépasse une soixantaine de groupes. 
Cette constatation permet de conclure que les opérations logiques qu'on va déhir  
plus bas ne necessi tent qu'un temps de calcul constant (indépendamment de la valeur 
de n) et qui est i peu près équivalent A celui des opérations de base comme l'addition 
et la soustraction sur des opérandes entiers. 
Le tabeau 4.3 résume (bit à bit) les quatres opérateurs logiques de base, à savoir : la 
disjonction inclusive (v), la disjonction exclusive ($1, la conjonction logique (A) et 
la négation logique (y). 
11 est important de souligner les avantages de la représentation binaire du vecteur e. 
D'une part, elle permet de limiter (de manière significative) l'espace mémoire requis 
(sur ordinateur) pour stocker les instances du vecteur e. D'autre part, en utilisant les 
opérateurs binaires de 170rdinateur, certaines procCdures de I'algorithme de résolution 
du probl4me maître sont effectuks avec un temps de calcul très réduit. Un exemple 
de ces procédures est discuté dans la section suivante traitant du dictionnaire pour 
les A/D des groupes. 
Dictionnaire pour les A/D des groupes 
Dans la fonction récurrente (4.38), le terme &(et; Qt) résulte de la résolution du 
sous-problème de chargement optimal (SD). Celui-ci retourne la puissance optimale 
génQée par les groupes engagés correspondant à eit=l étant donné un total du débit 
disponible Qt. La résolution efficace de l'équation (4.38) dépend étroitement de la 
quantité de travail exigée par la sous-routine qui calcule cette valeur Pt(et; Qt)-  Par la 
suite, on propose une technique de stockage et de mise à jour des données utilisant une 
structure de données que l'on appelle "dictionnaire pour les A/D des groupes". L'idée 
innovatrice sous-tendant cette technique est le fait de pouvoir résoudre chaque sous- 
probléme (SD) en se basant sur les résultats d'optimisation d'autres sous-problèmes 
précédemment traités. 
Pour alléger la discussion du dictionnaire, on suppose le cas (le plus courant en 
pratique) de pertes hydrauliques où la hauteur disponible à un groupe dépend de 
la hauteur de chute de la centrale, du débit total d6chargé par les groupes de cette 
centraie (qu'on présume égal au débit total disponible Qt) et du d6bit turbiné par ce 
groupe. Dans ce cas la fonction de hauteur bit(.) est définie comme suit : 
où : 
J(QJ : pertes de hauteur en bief aval de la centrale (en m), 
uii : coefficient de pertes de charge (singulières et par frottement) au niveau 
du groupe i (en m). 
A h  de mieux profiter des calculs effectués aux périodes précédentes, l'incorporation 
des variations de la hauteur de chute dans la génération des courbes (paramétriques) 
est réah% en deux étapes. Dans une première étape, on génère cette courbe par 
rapport à la hauteur de chute de rbfbrence en incorporant uniquement les pertes in- 
dividuelles. La courbe ainsi ghnérée a cette hauteur de référence est notée Prcf [e; -1. 
Dans une deuxième étape, on transforme la courbe Pref (e; -) A la hauteur de chute 
courante en incorporant les variations au tarage de la centrale. Cette transforma- 
tion (basée sur Ia similitude hydraulique en hauteurs) est effectuée par la relation 
suivante : 
N e ;  QJ = Bt(Qt)  pref (e; *(Qt)Qi) (4.45) 
avec PHt = Ho - Ht. 
Pour mettre en relief cette décomposition des pertes de hauteur à deux niveaux, il 
suffit de considérer les relations suivantes : 
Comme mentionné plus haut, les groupes T/A sont classés par type (les groupes d'un 
même type ont des caractéristiques identiques). Cette propriétC permet de modérer 
de manière significative le caractère combinatoire du problème. Ainsi, si on note m 
le nombre de types de groupes de la centrale, dors le mot clé de la recherche dans Ie 
dictionnaire est constitué de m rubriques (ou champs) où la rubrique j représente le 
nombre de groupes du type j, noté nj. 
Soit e une instance du vecteur et, p o u  exhiber du dictionnaire la valeur optimale 
Pt(e; Qt), on procdde en deux &tapes. La premiére étape consiste 8 construire le mot 
clé de la recherche dans le dictionnaire B partir de la valeur de e. Cette procedure 
nécessite un temps de calcul d'ordre O(log (n) zg, nj) = O(n log(n)) .Toutefois, 
etant donné la représentation binaire du vecteur et, il est facile de construire ce mot 
d é  de recherche dans un temps linkaire d'ordre O ( x z ,  n j )  = O(n). En effet, soit 
d le vecteur associé aux groupes disponibles du type j. Sans perte de généralité, on 
suppose que les groupes du type 1 sont indexés de 1 A nll les groupes du type 2 sont 
index& de nl+l il 4 et ainsi de suite. Dans ce cas, 4 vaut 1 si le groupe i appartient 
au type j. Ainsi, pour déterminer le nombre de groupes engages du type j dans la 
combinaison de groupes e, on effectue d'abord une conjonction binaire entre les deux 
vecteurs e et @ (soit ë le vecteur résultant de cette opération, c'est-&dire ë = e Aej ) .  
On note que le temps de calcul de cette opération est O(1). Ensuite, on itère sur 
nj bits dans le vecteur ë pour comptabiliser le nombre de groupes engagés faisant 
partie du type j. En rép6tant la même procédure pour tous les types de groupes 
(j = 1, . , m), on construit alors le mot clé de recherche dans un temps linéaire 
d'ordre O ( x k  n j )  = O(n) . 
Une fois ce mot d é  construit, il suffit d'activer le moteur de recherche pour exhiber la 
courbe Pmf(e; .). Dans ce processus de recherche, deux cas peuvent se présenter. Si 
la courbe globale Prcf (e; .) existe déja, alors il suflSt de retourner la valeur correspon- 
dant au débit total disponible Qt. Dans le cas contraire, deux ou plusieurs courbes, 
correspondant à des sous-clés du mot clé initial, sont localisées dans ce processus de 
recherche. Une phase interrnwaire basée sur l'algorithme de PD est alors exécutée 
pour gknérer la courbe optimale agglomérk des courbes de ces sous-clés ; ensuite, 
le moteur de recherche met A jour le dictionnaire en stockant les différentes courbes 
aggr6gées (intermédiaires et finale) qui résultent du processus de construction par la 
PD de la courbe optimale. Enfin, une fois que la courbe Pef (e; -) est construite, il 
suffit d'appliquer la relation (4.45) pour retrouver la valeur de &(e; Qt). 
L'approche adoptée pour initialiser consiste A construire, de manière successive, les 
courbes agglomérées des courbes de débit-puissance des groupes de chaque type. 
I 
Figure 4.4.5 Exemple de dictionnaire d'arrêt-démarrage 
Ainsi, pour un type j (avec n, > 2), on construit la courbe globde des deux premiers 
groupes, ensuite des trois premiers groupes, et ainsi de suite jusqu'à la courbe globale 
de tous les groupes du type. 
Pour iker les idées, soit une centrale avec trois types et six groupes classés comme 
suit : 
- Type 1 : groupes 1 et 2, 
- Type 2 : groupes 3 et 4, 
- Type 3 : groupes 5 et 6. 
Soit e = (1,0,1,1,0,1) une instance du vecteur et (les groupes 1, 3, 4 et 6 sont 
engagés, alors que les deux groupes 2 et 5 sont arrêt&). Le mot clé correspondant 
à cette instance du vecteur et est 1.2.1 (c'est-à-dire, un seul groupe du type 1, deux 
groupes du type 2 et un seul groupe du type 3). Initialement, le dictionnaire contient, 
pour chaque type, la courbe de débit-puissance des groupes du type ainsi que la 
courbe globale optimale de deux groupes de ce type. Alors, pour construire la courbe 
agglomérée correspondant au mot cl4 1.2.1, on procéde en deux étapes, à savoir : 
1. on construit d'abord la courbe optimale qui correspond au sous-clé 1.2 en utilisant 
la courbe de débit-puissance des groupes du type 1 et celle agglom4rée de deux 
groupes du type 2, ensuite on la stocke dans le dictionnaire ; 
2. on construit la courbe optimale qui correspond au mot clé 1.2.1 en utilisant la 
courbe correspondant au sous-cl6 1.2 et celie de débit-puissance des groupes du 
type 3, ensuite on la stocke dans le dictionnaire. 
La figure 3 illustre la construction, de manière incrémentale, du dictionnaire des A/D 
des groupes pour le cas de l'exemple prCcédent. 
Piles et files d'attentes 
La gestion de certaines régles d'exploitation peut être réalisée moyennant des listes 
gérées en FIFO (First In Fàrst Out) ou en LIFO (Lust In First Out). C'est le cas par 
exemple de la régIe sur les priorités d'engagement et celle du premier a r r M  est le 
premier redémarré. Ainsi, si on note L une liste de groupes (arrêtés) triée selon leur 
ordre de prioritb, alors la premiére règle peut être prise en compte en gérant une pile 
(liste en LIFO) selon la politique suivante : 
où la fonction empiLer(L, i )  insére le groupe i en t&e de la liste L alors que la fonction 
desempler(L) retourne le premier élément de la liste L. 
Quant A la régle du premier arrêté est le premier red6marr6, eue peut être prise en 
compte par une simple file d'attente circulaire. 
Remarque: La présence de listes de priorité sur des groupes brise la règle du 
premier arrêté est le premier redemarré. Ceci est dû au fait que si un groupe i est 
plus prioritaire qu'un groupe 2' alors, en tout temps, le groupe i ne peut être en arrêt 
pendant que le groupe 2' est en marche. Par suite, le groupe i est toujours arrêté 
après l'arrêt du groupe 2'; or, la régle du premier arrêté est le premier redémarré 
exige que le groupe a' soit redbm@ avant le groupe i .  D'où un conflit entre les 
deux règles. Pour remhdier à ce problème, on peut imaginer une autre règle qui 
définit une certaine dominance. Ainsi, on propose une autre règle que l'on nomme 
"le plus prioritaire est le premier redémarré". Avec cette régle, on assure toujours que 
le groupe le plus prioritaire est celui qui sera engagé; de plus, cette règle assure que 
si deux groupes ont le même niveau de priorité, dors le premier arrêté de ces deux 
groupes est celui qui sera engagé. Par contre, cette règle tolère l'arrêt du groupe i 
pendant que le groupe il le moins prioritaire continue à fonctionner, 
4.4.6 Algorithme des A/D versus décomposition de Benders 
La décomposition de Benders se prête bien à la résolution des problèmes mixtes 
en variables continues et discrétes. Autrement dit, l'optimisation par rapport aux 
variables discrètes se fait dans le programme maître et celIe concernant les variables 
continues dans le sous-probléme. 
En principe, selon le schéma conventionnel de décomposition de Benders, chaque 
solution du problème maître correspond à une stratégie dynamique des A/D des 
groupes. Pour évaluer la valeur de la fonction objectif relative A cette stratégie (ou 
solution), il est nécessaire de résoudre plusieurs instances du sous-probléme de charge- 
ment optimal (SV). Plus prectsement , le sous-ptobléme doit être résolu pour chaque 
composante (ou combinaison des groupes choisis) de la stratégie courante. 
Toutefois, la rbolution du probléme ArrDem ne procède pas de la même manière; 
il suit une procédure dictée! par l'utilisation de l'algoritme de PD pour résoudre le 
problème maître (MD). Les stratégies du problème maître sont générbes de maniére 
constructive à partir de sous-stratégies optimales qui maximisent le profit relatif d'une 
partie de l'horizon. Autrement dit, à chaque étape t de la PD, on résout uniquement 
les sous-problèmes de chargement optimale permettant de calculer le proid relatif 
optimal, et ce, entre le début de la période t et la fin de l'horizon T. 
En outre, dans le schéma conventionnel de Benders, on génére habituellement des 
coupes d'optimalité et celles de réalisabilité. En général, les coupes d'optimalité, 
sous forme d'hyperplans, ne peuvent pas décrue globalement la fonction objectif non 
convexe du probléme maître. Ainsi, dans le processus de résolution de ce dernier, 
la description de la fonction objectif est faite moyenant l'information cumulée dans 
le dictionnaire des A/D. On note, par ailleurs, que l'algorithme de PD discrète n'a 
pas besoin de procéder aux approximations (extérieures) plus fines pour décrire la 
fonction objectif. 
En ce qui concerne les coupes de réaiisabilité, elles sont ghérées de manière particu- 
lière pour traiter les contraintes cornpliquantes de la réserve tournante. Pour ce faire, 
on considère à priori un domaine admissible plus large en relaxant les contraintes de 
demande en réseve tournante (4.26). Cette relaxation se fait de la façon suivante : 
oh pi est la puissance maximale du groupe correspondant à sa hauteur de chute 
maximale. 
En résolvant le probldme martre par la forme recurrente (4.38), certaines solutions 
peuvent &se non-admissibles (violant les contraintes de la réserve tournante). Ces 
dernières solutions sont éliminées au niveau du problème maître en les pénalisant 
par une valeur trés grande (-CO). Ainsi eues ne pourrons plus figurer comme sous- 
stratégie d'une solution optimde du problème maître. 
Tests numériques 
Dans cette section, on montre l'impact de la prise en compte des A/D des groupes, 
tant du point de vue économique que pratique, sur la stabilité des solutions le long 
de l'horizon de planification. Les tests sont effectués sur des données réelles d'une 
centrale hydroélectrique comportant onze groupes T/A, indexés de 1 à 11, de cinq 
types différents. Hormis les groupes 9, 10 et 11, on suppose que tous les groupes 
sont arrêtés au début de la premiére période de l'horizon. En vue de tenir compte 
de l'aspect combinatoire du probléme, on ne considére aucune priorite d'engagement 
ni sur les groupes T/A, ni sur leurs types. En outre, on suppose que la durée du 
minimum dlarrêt/minimum de fonctionnement (règle RI) est d'une heure. Quant 
aux coûts associés aux A/D des groupes, ils sont synthétisés dans un seul coût de 
démarrage comme suit : $50 pour les groupes 1 à 5, $150 pour les groupes 6 à 8 et 
$300 pour les derniers groupes 9 à 11. En ce qui concerne la valorisation de l'énergie 
électrique produite par la centrale, on suppose le même prix pour toutes les périodes 
de l'horizon, soit $30/MW.h. 
En pratique, dans la planification des A/D des groupes d'une centrale hydroélec- 
trique, on considére un horizon de 24 heures commençant souvent à 1 heure du 
matin. En outre, du fait de la variabilitk de débit disponible à turbiner, la durée 
des périodes de l'horizon peut varier d'une période à l'autre. Ainsi, durant la nuit 
où la demande en énergie électrique est assez stable, on considére des pas de temps 
relativement grossiers allant, par exemple, de 3 à 5 heures. Par contre, durant les 
périodes de pointes (du jour ou du soir), l'horizon est souvent discrétisé en pas plus 
fins allant, par exemple, de 30 minutes à une heure. Le tableau 4.4 résume les don- 
nées dynamiques les plus pertinentes du problème test. Dans ce tableau, on peut lire, 
pour chaque période de planification, le débit disponible à turbiner, la demande en 
rherve tournante et la durée (en heures) de Ia période en question. 
Tableau 4.4 - Données dynamiques des périodes de l'horizon 
Periode Consigne de debit Qt Demande en réserve Nombre d'heures 
m3/s M W  
1 382 15 5 
2 432 15 2 
3 508 15 1 
4 713 30 1 
5 635 30 1 
6 508 15 1 
7 392 15 2 
8 560 30 1 
9 713 30 1 
10 610 30 1 
11 560 30 1 
12 470 30 1 
13 635 30 1 
14 713 30 1 
15 508 15 4 
L'analyse des résultats du tableau 4.5 révéle certains aspects importants qui méritent 
d'être signalés. A l'exception de deux pkiodes 7 et 12 où la différence totale entre 
les deux algorithmes, en terme de l'énergie produite, est de l'ordre de 13 MW.h (soit 
l'équivalent de $390)' les planifications de deux algorithmes génèrent la même énergie 
électrique. Cependant, la comparaison en termes de coûts dlA/D montre clairement 
les pertes significatives qui peuvent +tre engendrées par l'approche en temps r&el de 
l'algorithme Super-ChOp. En effet, avec l'algorithme ArrDem, le coût total des A/D 
vaut $950, tandis que la planification du Super-ChOp génère un coût de l'ordre de 
$2150, soit l'équivalent d'une différence totale de 27 MW.h. En outre, il importe 
de signaler que certaines soIutions, résultant du Super-ChOp, ne satisfont pas la 
contrainte de réserve tournante (p6riode 12, par exemple). 
Du point de vue pratique, la planification proposée par l'agorithrne ArrDem semble 
plus rediste en terme de politique d'engagement et de désengagement des groupes. 
Certes, suivant la structure des coiits associés aux A/D, l'optimisation a tendance à 
minimiser les manoeuvres non justifiées (ou non significatives en terme de production) 
liées aux changements de statuts des groupes d'une période B l'autre de l'horizon de 
planification. A ce propos, il est interessant de souligner que l'aspect de stabilité des 
solutions, discuté ci-dessus, constitue un élément important pour une implantation 
réussie, correspondant ii une vision pratique des exploitants des centrales, des modèles 
d'optimisation (en temps réel) des centrales hydroélectriques. 
Enfin, il est nécessaire de noter que le problème test est résolu (sur un PC Pentium II 
de 350 MHz) en un temps de calcul acceptable, soit 19.2 S. La discrétisation utilisée 



















Tableau 4.5 - Comparaison des plans de production entre ArrDem et Super-ChOp 
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9 10 11 
1 2 9 1 0 1 1  
1 2 3 4 9 1 0 1 1  
1 2 6 7 8 9 1 0 1 1  
1 2 3 4 5 6 9 1 0 1 1  
1 2 3 4 9 1 0 1 1  
9 10 11 
1 2 3 6 9 1 0 1 1  
1 2 6 7 8 9 1 0 1 1  
1 2 6 7 9 1 0 1 1  
1 2 3 6 9 1 0 1 1  
1 2 9 1 0 1 1  
1 2 3 4 5 6 9 1 0 1 1  
1 2 6 7 8 9 1 0 1 1  
1 2 3 4 9 1 0 1 1  
Super- Ch Op 
A 
Chapitre 5 
Gestion à court terme d'une rivière : 
modélisation 
5.1 Position du problème 
La gestion 8 court terme d'une rivière (GestRiv, en abrégé) consiste à allouer de 
maniére optimale l'énergie potentielle (l'eau stockée) entre les réservoirs de la rivière, 
et ce, en respectant un grand nombre de contraintes liees ii cette gestion. Dans le cadre 
de cette thèse, on s'intéresse principalement au cas où la rivière est aménagée pour la 
production de la puissance Blectrique. C'est le cas rencontré chez plusieurs compagnies 
d'électricité comme Hydro-Quebec, bectricite de France et TVA (Tennesse Valley 
Authority). Dans ce contexte, la riviére se présente comme une disposition en cascade 
(ou en réseau) de plusieurs rbervoirs situés en amont des centrales hydroélectriques et 
dont la gestion à court terme couvre géneralement un horizon allant d'une journée (24 
heures) à une semaine (168 heures). La Figure 5.1 illustre un exemple d'aménagement 
avec deux rCservoirs disposés en cascade. 
L'aménagement hydroékctrique d'une rivière consiste en la construction d'un certain 
nombre d'installations et ouvrages hydrauliques (ou hydroélectriques) qui peuvent 
être classés en trois grandes catégories : 
1. des installations de retenue pour stocker les eaux de la riviere comme, par 
exemple, les barrages et les digues qui fermént des vallhes étendues, constituant 
ainsi des réservoirs d'emmagasinement des eaux ; 
L 
Figure 5.1 - Exemple d'aménagement avec dewc r4servoirs 
2. des centrales hydroélectriques aménagées aux pieds des rhservoirs. Ces centrales 
servent à transformer de l'énergie potentielle hydraulique stockée à une hauteur 
de chute donnée en une énergie de puissance électrique ; 
3. des ouvrages de régulation ou d'évacuation des debits. Les évacuateurs sont uti- 
lisés pour restituer dans le cours naturel de la rivière les apports excédentaires 
qui pénètrent dans le réservoir, surtout lors des pkiodes de crue, Les ouvrages 
régulateurs assurent, par contre, le transfert des eaux, de façon relativement 
continue, du rhservoir vers les autres tronçons aménagés de la riviére. 
Par définition, un tronçon est une portion ou un segment de riviére qui s'intercale 
entre deux réservoirs consécutifs du système hydrique. il peut être également défini 
comme une portion entrant ou sortant du systdme. Génhralement les débits d'un 
tronçon entrant représentent des apports naturels en eaux et, par suite, peuvent être 
considérés comme constants pour des périodes de courte durée. 
Comme on a déjà mentionnC au chapitre 4, l'intégration compléte de la gestion de- 
taillée des centrales dans la gestion à court terme d'une rivière est une tâche très 
complexe. C'est pourquoi une approche hiérarchique est souvent adoptée. Dans une 
première étape, on résout le problème GestRiv où l'on résume la production d'une 
centrale par une courbe globale de débit-puissance.' Ce premier cycle de résolution 
est effectué en négligeant certaines contraintes difficiles liées principalement à l'op 
timisation à l'intérieur des centrales (l'exemple le plus pertinent de cette situation 
est celui de la planification dès arrêt&d4marrages). Les résultats du premier cycle 
d'optimisation, tels que les dCbits turbiner et les hauteurs de chutes des centrales 
(tout le long de l'horizon de planification) sont ensuites utilisés comme données (ou 
paramètres) dans le problème ArrDem (voir chapitre 4). 
Pour pouvoir résoudre le problème GestRiv, il est nécessaire d'abord de modéliser 
(correctement ou, au moins, de maniere approximative) les éléments les plus perti- 
nents de la réalité physique du probléme. Ainsi, dans ce chapitre, on se propose de 
dresser un modèle mathématique assez général qui tient compte, d'une part, de la 
réalit6 physique des ouvrages hydrauliques (ou hydroélectriques) et, d'autre part, des 
règles de gestion ou d'exploitation qui les régissent. 
Parmi les originalités (de mod4lisation) du présent chapitre, on cite la modélisation 
appropriée de la production globale des centrales hydro4lectriques et la modélisation 
de certains aspects de stabilité (ou régularité) des solutions. En ce qui concerne 
le premier point, la production de chaque centrale est résumée par une courbe de 
débit-puissance qui tient compte de la variation dynamique de hauteur de chute. 
Adoptant une approche progressive le long de cette thèse, cette hauteur de chute est 
considérée dans le modèle de base comme fonction du volume du r4servoir amont. 
Toutefois, une dhfinition plus géneraie de cette fonction de hauteur est proposée parmi 
les extensions possibles du modele de base. Cette fonction est souvent considérée 
'Cette courbe est obtenue par résolution du probléme paramktrique du chargement optimal. 
(dans la littérature) par rapport il une seule hauteur de chute, appelée hauteur de 
réfkrence. En outre, les rares articles qui tiennent compte de cette variation de hauteur 
l'ont traitée comme un terme linéaire dans la fonction objectif (comme Briinnlund 
et al. [9]) ou de maniére heuristique en itérant sur la hauteur de chute (comme 
Habibollahzadeh et Bubenko [23]). Quant au volet de régularité des solutions, il 
concerne la stabilisation, d'une part, des engagements et désengagements des groupes 
à, l'intérieur des centrales et, d'autre part, des fluctuations des débits de tronçons 
durant certaines périodes de l'horizon de planification. D'autres originalités, liées ii 
la modéIisation des écoulements aussi bien dans les tronçons que dans les déversoirs, 
sont aussi proposées comme extensions à la fin du chapitre. 
Ce chapitre est organisé en quatre sections. Dans la section 2, on présente un modèle 
de base pour la gestion à court terme d'une rivière : hypothèses, notations, variables 
de décisions, fonction objectif et contraintes du problème. Certaines propriétés ma- 
thématiques de ce modèle sont discutées dans la section 3. Enfin, des extensions 
possibles du modèle de base sont passées en revue dans la section 4. 
Modèle de Base 
5.2.1 Hypothéses 
Hl : Toutes les périodes de l'horizon ont la même durée ; et pour fixer les idées, on 
suppose que cette durée correspond iZ une heure. 
Ha : Dans le but de faciliter 11expos6 du modèle de base, on suppose que le système 
hydrique est constitué de plusieurs installations disposées en cascade et reliées par 
des tronçons relevant de la même riviére (voir figure 5.1). Chaque installation est 
un ensemble de trois él4ments, B savoir : un réservoir de retenue, un déversoir de 
régulation ou d'évacuation et enfin une centrale hydroélectrique (dans le cas où 
cette dernière composante est absente, il suslt de considérer une centrale fictive 
dont le débit turbiné et la puissance générée sont nuls par défaut). 
H3 : Les écoulements sont considérés comme négligeables à l'intérieur des installa- 
tions hydrauliques (ou hydroélectriques). Le long des tronçons, par contre, on uti- 
lise l'hypothèse simplificatrice qui consiste 8 modéliser les écoulements en termes 
de délais fixes. Ainsi, en adoptant la convention voulant que chaque pas de i'hori- 
zon de court terme représente une période d'une heure, le délai d'écoulement est 
un entier positif ou nul reflktant le nombre d'heures nécessaires pour transporter 
une masse d'eau d'un réservoir à l'autre. 
H4 : Dans sa version déterministe, le modele suppose que tous les apports natu- 
rels sont prédéterminés et que k prix de vente et la demande d'énergie électrique 
sont connus à priori. En outre, les équipements principaux des installations sont 
supposés indéfectibles, y compris les groupes de turbines-alternateurs et le réseau 
électrique de transport. 
H5 : On suppose que le bilan hydradique final du systeme &pend simplement du 
vecteur des volumes finaux des rhservoirs A la fin de l'horizon. 
5.2.2 Notations 
Soit 
t : indice générique d'une période (une heure), 




nombre de périodes, 
ensemble des zones de demande en énergie électrique, 
demande minimale en énergie électrique de la zone t à la 
période t (en MW.h), 
ensemble des centrales qui alimentent en puissance la zone 
el 
apports naturels au réservoir i a l'heure t (en Hm3), 
délai &ce d'écoulement dans le tronçon qui relie les deux 
réservoirs i et i- 1 (entier positif ou nul), 
borne inférieure et supérieure du volume emmagasiné dans 
le réservoir i (en hm3), 
borne inférieure et supkieure du volume turbiné par la 
centrale i (en hm3), 
borne infbrieure et supkrieure du volume déversé par le 
déversoir i (en hm3), 
borne inférieure et supérieure du débit total (volume tur- 
biné et déversé) sortant de l'installation i (centrale et dé- 
versoir), 
variation maximale du volume de réservoir i (en hm3), 
variation maximale du volume turbiné par la centrale i 
entre deux pliriodes adjacentes t et t-1 (en hm3), 
variation maximale du volume déversé par le dkversoir i 
entre deux périodes adjacentes t et t - 1 (en hm3), 
hauteur de chute de référence de la centrale i (en m), 
niveau aval de référence de la centrale i (en m), 
volume maximum qui peut etre turbin6 par la centrale i 
B la hauteur de chute de référence ~,f'l (en hm3), 
prix sur le marché d'un mégawatt-heure (en $/MW.h), 
prix moyen estime de l14nergie potentielle du bilan hy- 
draulique A la fin de l'horizon (en $/AlWh). 
Variables de decision 
Kt : volume du réservoir i B la fin de la période t (en hm3 = 
lo6rn3), 
QTit : volume turbiné par la centrale i pendant la période t, (en 
hm3), 
QDit : volume deversé par le dhversoir i pendant la période t (en 
hm3). 
Fonctions 
HF(-) : niveau amont de la centrale i en fonction du volume de 
réservoir adjacent i (en m), 
qef(.) : courbe optimale de débit-puissance la hauteur de chute 
de référence Cette fonction (definie sur le domaine 
[O, P I ] )  donne, pour chaque volume turbine, l'énergie 
produite (en MW.h) par la centrale i ,  
ai(.) : fonction qui donne le rapport entre la hauteur de chute 
au temps t et celle de rCférence. Cette fonction est définie 
par : 
Bhud(.) : Bnergie potentielle (en MWh) du bilan hydraulique fi- 
nal étant donnés L volumes finaux des reservoirs VT s 
(VIT, , VNT) B la fin de i'horizon T. 
5.2.3 Fonction objetctif 
La définition de la fonction à optimiser est inspirée en grande partie des pratiques 
usuelles des producteurs d'électricit4. Souvent, cet objectif peut se ramener au cas 
conventionnel qui consiste à maximiser la valeur monktaire de la puissance générée, 
ainsi que la valeur de l'eau stockée dans les réservoirs (et dans les tronçons) I la 6n de 
l'horizon (voir Piekutowski et al. [74], Nilsson et Sjevgren (681). L'avantage de cette 
approche conventionneile rdside dans la possibilitk de l'appliquer à tout système hy- 
droélectrique, y compris ceux qui comportent des réservoirs pouvant déverser sur des 
tronçons de plusieurs rivières. En outre, 1'4valuation monétaire du bilan hydraulique 
final se combine de façon naturelle au prix de vente ou d'achat de la puissance élec- 
trique. Son désavantage réside, par contre, dans la difficulté de modeliser de manière 
fiable et précise la valeur de l'eau stockée, tant dans les réservoirs que dans les tron- 
çons à la fin de l'horizon. Typiquement dans ce cas, la fonction objectif est construite 
A partir des informations fournies par un modèle plus global (de moyen terme par 
exemple) ou A partir des données historiques ou de l'expérience de l'exploitant. 
Une autre définition de l'objectif est proposée par Lafond (391 et Robitaille et al. [78] ; 
elle consiste ii minimiser, sur tout l'horizon, les principales pertes de production des 
centrales par rapport à une exploitation "idkaley' de chaque centrale vue séparément. 
Cette exploitation 'Sdéale" peut être obtenue, par exemple, en supposant que les 
centrales produisent à des hauteurs de chute maximales oii les deversements sont 
pénalisés par des pertes d'énergie potentielle et que, pour un nombre fixé de groupes, 
les niveaux de production de ces derniers correspondent à leur meilleur rendement 
moyen. Ce rendement moyen est donné par le meilleur rapport (PIQ) dans la courbe 
globale de débit-puissance des groupes absi engagés. 
Cette demiére façon de définir l'objectif a l'avantage de correspondre à une vision im- 
médiate de l'utilisation de l'eau en se rapprochant autant que possible d'une meilleure 
exploitation de chaque centrale. Toutefois, cette approche présente certaines limita- 
tions lorsque, par exemple, un réservoir débouche sur deux ou plusieurs tronçons ne 
relevant pas de la même rividre ou dans le cas de la présence de deux ou plusieurs cen- 
trales parallèles. En effet, la minimisation des pertes de production (dans ce cas) ne 
suffit pas necessairement 8 assurer un meilleur partage des debits entre les différentes 
centrales hydroélectriques du système. 
On peut donner une illustration simple de cette situation, en considérant le cas de 
deux centrales parallèles (aménagées sur un même réservoir amont) caractérisées par 
deux niveaux avais dinérents. Ainsi, les deux centrales en question turbinent à deux 
hauteurs de chute différentes. Devant une telle situation (et qu'une partie de l'objectif 
consiste à minimiser les pertes de production dues au turbinage à une hauteur de 
chute non maximale), l'optimisation aurait tendance à diminuer la production de 
la centrale dont la hauteur de chute est la plus écartée par rapport à sa hauteur 
maximale. Or, on peut A l'aide d'un exemple simple montrer que cette politique 
n'est pas toujours optimale. En effet, considérons le cas où les deux centrales ont 
le même rendement (noté 9). Si on note H l  et H2 les hauteurs de chute de ces 
deux centrales parallèles (Hl étant la hauteur de chute la plus écartée par rapport 
à sa hauteur maximale et H2 coïncidant avec sa hauteur maximale) alors, il suffit 
de supposer que Hl > H2 pour se convaincre qu'on peut produire, avec un débit 
Q,  plus de puissance si on le turbine dans la centrale 1 (et non pas dans celle qui 
minimise les pertes dues 8 la production à une hauteur non maximale) puisqu'on a : 
P l = q Q H l >  P 2 = v Q H 2 .  
Pour cette raison, dans le cadre de cette thèse, on opte pour l'objectif conventionnel, 
c'est-à-dire la maximisation de la valeur (monétaire) totale de l'énergie produite et 
celle de l'énergie potentielle du systéme disponible à la fin de l'horizon. Cette énergie 
potentielle est fonction des volumes stockés dans les réservoirs et ceux en transit dans 
les tronçons à la fin de l'horizon. 
Le bilan hydraulique &al du système à la fm de l'horizon est synthétisé par la fonction 
(d'bnergie potentielle) Bhvd(-), Pour alléger la fonction objectif, on a supposé (hypo- 
thése H5) que cette fonction du bilan hydraulique dépend simplement des volumes 
finaux dans les r&ervoirs à la 6n de l'horizon (ces volumes sont notés par la forme 
vectorielle VT = (KT, - , VNT))- On note cependant qu'on peut aisément incorporer 
dans ce bilan hydraulique l'ensemble des volumes en transit dans les tronçons à la 
fin de l'horizon. Ainsi, l'objectif consiste donc & maximiser la fonction suivante : 
5.2.4 Contraintes du probl6me 
A l'exception des tronçons entrant au systéme hydrique qui sont à débits pri5détermi- 
nés, les débits dans tous les autres tronçons peuvent être contrôlb par l'ajustement 
des débits déchargés par les réservoirs. Dans le cas où un reservoir est doté d'une 
ou plusieurs centrales hydroélectriques, la quantité d'eau déchargée se scinde en une 
partie turbinée par ces centrales et en une autre partie deversée par les ouvrages de 
deversement (ou déversoirs). ii en résulte que les débits peuvent étre utilises comme 
variables de décision dans les modèles Liés ii la gestion à court terme d'une rivière. 
L'exploitation des aménagements hydroélectriques doit tenir compte des autres usa- 
gers de l'eau (industriels, agriculteurs, collectivités, pêcheurs, promeneurs, etc) et de 
L'ensemble des contraintes qui en résultent. En outre, cette utilisation multiple des 
eaux est gouvernée par des lois en matière du respect de l'environnement qui visent 
à protéger la vie aquatique des rivi4res- 
A) Conservation de l'eau 
Dans les équations de conservation de l'eau, la variation du volume d'un réservoir 
est définie par la Merence entre la quantite d'eau (provenant des réservoirs amont) 
qui entre dans ce rkservoir et  celle qui sort vers les autres réservoirs situés en aval. 
De telles équations ne sont &&es que si les délais des koulements y sont pris en 
compte correctement ou, du moins, de manière approximative. On définit le délai 
d'écoulement comme le temps nécessaire pour qu'une masse d'eau transite dans un 
tronçon à partir du réservoir source (origine) jusqu'au réservoir de destination. Deux 
cas extrêmes doivent être distingués dans la modélisation des écoulements. Ainsi, 
dans le cas des réservoirs de trés grande capacité, une modélisation grossiére et a p  
proximative affecte peu la gestion du systéme. Pour les petits réservoirs, par contre, 
la pr6cision dans la modélisation des hcoulements est assez significative. La plupart 
des modéles utilisés jusqul& prbsent considèrent des délais fixes pour les écoulements. 
Dans certains modèles comme celui prtisenté par Lafond 1391, ce délai fixe est exprimé 
en multiples de la plus petite durée des périodes de l'horizon. C'est l'approche qu'on 
choisit dans le cadre du modéle de base proposé ici. 
Ainsi, en adoptant les notations définies dans la section préc&iente, on a alors pour 
chaque période t le type de contraintes suivantes : 
Ces dernières contraintes de conservation de l'eau peuvent être schématisées par un 
réseau espace-temps G(N, Al, Aa) multi-flots oir : 
- chaque noeud vit E hr reprhsante une installation (réservoir, centrale et déversoir) 
i au temps t ,  
- chaque arc (viwV uit) E Ai représente la transition du volume (du réservoir i )  de 
M a t  Kci B 1'Btat Kt, 
- chaque arc multi-flots (ucllcai1 vit) E Az représente les flots (en volume turbiné ou 
déversé) qui transitent du réservoir amont à-1 au r6servoir aval i entre les deux 
périodes t-di et t. 
La figure 5.2 montre un exemple d'un systéme hydroClectrique dont le délai d'écou- 
lement est d'une heure pour chaque tronçon du système. 
t -1  t t + l  Périodes 
1 
I I 
I 1 1 
Figure 5.2 - Reseau espacetemps multi-flots d'un systhe hydroelectrique (en cascade) 
avec un délai d'koulement d'une heure 
B) Contraintes de bornes 
Plusieurs contraintes peuvent être satisfaites, y compris ceUe du respect de l'environ- 
nement, en imposant simplement un débit minimum sur chaque tronçon. Le maintien 
d'un débit minimum a pour but, d'une part, de conserver le taux d'oxygénation et 
de surchauffement dans les limites des normes environnementales et, d'autre part, 
de maintenir un niveau d'eau acceptable pour la navigation fluviale ou pour des fins 
d'irrigation (par exemple). De la même façon, on peut imposer des bornes supé- 
rieures sur les débits pour permettre par exemple la prise en compte des capacités 
des installations et des tronçons. 
En outre, les aménagements hydrauliques aident également faire face B des situa- 
tions climatiques exceptionnelles. Dans ce sens, les reservoirs doivent pouvoir a b  
sorber les surplus imprévus d'apports naturels en vue d'éviter les inondations. Une 
façon pratique pour résoudre ce problème consiste à imposer des bornes supkrieures 
sur les volumes des réservoirs. En outre, la gestion des réservoirs devrait prévenir 
toute pénurie d'eau, surtaut pendant les périodes de sécheresse prolongée od un be- 
soin minimum de plusieurs activités doit &re assuré. Encore une fois, on peut imposer 
des restrictions de la même fason que précédemment, mais cette fois-ci par des bornes 
inférieures sur le volume des réservoirs. 
Formellement, on a les contraintes de bornes suivantes (pour t = 1,.+- ,T et i = 
1;- , N) : 
Remarque: Ii est important de noter que la gestion à court terme d'une rivière 
s'insére dans le cadre d'une plmiilcation plus globale s'étalant, par exemple, sur 
plusieurs semaines. Par conséquent, les volumes des réservoirs à la fin de l'horizon 
devraient dans une certaine mesure coïncider avec des décisions prises au niveau de 
cette programmation à horizon plus étendue. C'est ainsi qu'on définit des conditions 
finales qu'il faudrait restaurer à la fin de l'horizon. Typiquement, on impose à. la 
dernière période de l'horizon des bornes trés serrées sur les niveaux ou, de manière 
équivalente, sur les volumes des réservoirs. 
C )  Contraintes de variations 
Des variations significatives des débits ou des niveaux entre deux périodes adjacentes 
peuvent causer des effets désagrbables, aussi bien dans les tronçons que pour l'effi- 
cacité des centrales. En effet, les variations importantes de débit dans les tronçons 
peuvent engendrer des vagues et une instabilité du niveau des eaux de la rivière, 
phénomène qui peut être nuisible pour d'autres activités partageant la même res- 
source. Quant à la gestion des centrales, les variations importantes des niveaux des 
réservoirs et des débits turbinés par les centrales se répercutent, de manière directe 
ou indirecte, tant sur la politique d'arr&/démarrage que sur le balancement optimal 
des groupes. En fait, toute variation significative du débit turbiné peut entraîner 
des arrêts ou des démarrages des groupes ou, du moins, des changements dans leurs 
niveaux de production, effet fort indbirable pour la plupart des producteurs d'élec- 
tricite. En conséquence, des limites sont impos6es tant sur les debits sortant des 
installations (turbinage des centrales et déversement des déversoirs) que sur les va- 
riations des volumes des rbervoirs. On a alors les contraintes de variations suivantes 
(pourt=l,.-• ,T et i = l , . * -  ,N) : 
D) Demande minimale en énetgie électrique 
A chaque période de l'horizon, les centrales du système hydroélectrique devraient 
assurer pour chaque zone (désservie par le systéme) une demande minimale en énergie 
électrique. Ainsi, en se servant des règles de similitude par rapport A la hauteur de 
chute (voir chapitre 3)' les contraintes en demande minimale en énergie électrique 
sont formulées comme suit : 
où le terme @i(l$t)-'f2@it doit être défini A l'intérieur du domaine réalisable de la 
fonction pref (.), ii savoir : 
Remarque: Dans le cas où la production hydroélectrique est couplée avec la pro- 
duction thermique, l'objectif est d e h i  dans plusieurs articles par la minimisation des 
coûts de l'opération des centrales thermiques. Bien entendu, cette minimisation des 
coats peut être combinée avec la valeur monétaire du bilan hydraulique obtenu à la 
fin de l'horizon (voir Rux [83], Magee et al. (541). 
5.2.5 R6sum4 du mod&le de base 
En adoptant les notations définies pr8cédemment, le modèle de base de gestion à 
court terme, noté (PCT), est formul6 comme suit : 
Modéle (PCT) : 
T N  
zPm = ( Tt ( 3  
t r l  id 
Remarque: Ii est important de noter que le modèle (PCT) présente une originalité 
particuliére par rapport aux modèles publiés dans la litérature. En effet, la plupart 
de ces modèles n'optimisent pas par rapport à la hauteur de chute en tenant compte, 
de manière précise, de l'effet de la variation de hauteur tant sur le débit turbiné que 
sur la puissance générée. 
5.3 Propriétes du modèle de base 
Le modèle (PCT) est un problème de programmation mathématique non-linéaire, 
non-différentiable et non-convexe. La principale source de non-linéarité provient des 
termes Oi(Kt)-'/*Wit et @i(h)3/2 pief (Oi(~t)-L'2pit). On rappelle que la fonction 
ei(.) est définie par : 
où Kt c, H;(Kt) est la fonction d'emmagasinement qui donne le niveau (en m) en 
fonction du volume emmagasiné dans le réservoir i. Cette fonction est non-linéaire, 
continûment differentiable et pas nkessairement concave. Une autre source de non- 
linéarité peut également provenir de la fonction du bilan hydraulique Bhvd(.). Dans 
certains cas, cependant, cette fonction peut prendre la forme simple d'une fonction 
affine. 
Par ailleurs, la principale source de non-différentiabilité du modèle provient de la fonc- 
tion ~/l(*). Cette fonction est par sa construction concave et linéaire par morceaux. 
En effet, la courbe de production pref (-) est générke (de manière paramétrique) par 
le module de chargement optimal à la hauteur de chute de référence ~ 7 ~ .  En plus 
du respect des contraintes d'opérations des groupes d'une centrale (bornes sur les dé- 
bits/puissances, zones interdites, etc.), cette courbe doit intégrer également les pertes 
énergetiques au niveau des turbines de la centrale, à savoir (voir chapitre 2 et 3) : 
les pertes de charge (dans les canaux et conduites) et les pertes de niveau au tarage 
de la centrale (dues au total du débit turbiné par les groupes de la centrale). On 
obtient alors une courbe (sous forme d'un nuage de points) que l'on approxime par 
une fonction (croissante) concave et linéaire par morceaux. 
Dans ce type de problème, le choix des points de cassure (dans l'approximation 
iin4aire par morceaux de la fonction pFf (-)) est crucial. En effet, certains points de 
la courbe jouissent d'une importance tr& part icuke du point de vue de rendement 
des groupes aussi bien que sur le plan de leur opération (usure, cavitation, etc.). Selon 
le jargon des hydrauliciens, ces points sont appelés "oints de rendement optimal". 
Chaque point (correspondant à un nombre f ixé de groupes engagé) donne le maximum 
d'énergie qu'on peut produire par un hm3 turbiné. Autrement dit, si on suppose que 
la courbe (discr4tisbe) de la centrale i est donnk par l'ensemble des points (Q;', e3) 
(pour j = 1, . . . , J oh J est le nombre de points de discrétisation de cette courbe), 
alors le point de rendement optimal (correspondant à un nombre de groupes engagé, 
noté ni) est celui qui maximise le rapport suivant : 
- : (e, #) correspond à l'engagement de ni groupes de la centrale i 
Du point de vue opérationnel, ces points correspondent aux debits (ou puissances) 
de tracé pour lesquels les groupes (turbines-alternateurs) sont technologiquement 
coaçus pour fonctionner de manière Ydéale". Ii en résulte dors que le chargement 
des groupes B ces points de rendement optimal engendre le minimum de frottement 
mécanique, de cavitation, d'usure et assure une durée de vie plus prolongée aux 
turbines-alternat eurs. C'est ainsi que les points de cassure de l'approximation linéaire 
par morceaux de la fonction P):'~ (e) sont donnhs par l'ensemble des points suivants : 
a les deux points (minimum et maximum de la fonction) (0, O) et (Gy, P;~[Q?)),  
les fii points de rendement optimal (et p) (pour = 1 , , ni) t 
où @ représente k nombre de groupes de la centrale i et (Q?, p:') le point de 
rendement optimal correspondant à ni groupes engaglis de la centrale à. La figure 5.3 
montre la construction de la fonction pFf (-) B la hauteur de référence pour une 
centrale avec deux groupes. 
On note que la similitude hydraulique par rapport au débit turbiné est donnêe par 
la relation suivante : 
Wit(&(Vt) ) = @i(~t)"* wit(Cf 1- (5 -14) 
il en résulte alors que les points de cassure de l'approximation linéaire par morceaux 
(à la hauteur de chute de référence rf) se déplacent en fonction de la hauteur de 
chute. On note que, dans ce cas (avec l'approximation linéaire par morceaux), on a 
l'égalité suivante : 
où la variable de débit ait (& la hauteur de chute Hi(Kt)) est définie à l'intérieur 
de segments obtenus par application de la relation (5.14) aussi bien sur les points 
de rendement optimal que sur le point limite de debit maximum (bien entendu, ces 
derniers points sont tous 6 la hauteur de rhférence H?~). la figure 5.4 montre le 
déplacement de ces points en fonction de la hauteur de chute. 
5.4 Extensions du modèle de base 
5.4.1 Ecouiement dynamique dans les tronçons 
L'exactitude du bilan hydraulique d'un réservoir dépend étroitement du degré de 
précision du modéle d'écoulement dans les tronçons débouchant à ce réservoir. La 
plupart des modéles traitant du sujet de la gestion à court terme d'une rivière pro- 
posent un modéle d'écoulement B délais fixes. Dans ce cas, le volume d'eau (turbiné 
et déversé) quittant le site amont i-1 est supposé arriver (en un seul bloc) au site aval 
i après un dêîai fixe b i s  Le principal avantage de ce modéle d'écoulement (simplifié) 
est son insertion dans le modde d'optimisation (PCT) sans présenter de complica- 
tions significatives quant à sa résolution. Toutefois, il ne permet pas de représenter 
la dynamique réelle des koulernents dans les segments de la rivière. En effet, les 
débits sortant du site amont sont propagés dans les tronçons (situés en aval) sous 
forme de vagues. La vitesse de propagation de ces vagues d6pend de l'état actuel 
Pointa de rendement optimal 
/ / 
;' Courbe originale i 
Figure 5.3 - Exemple de construction de la fonction de débit-puissance (linéaire par mor- 
ceaux) dans le cas oii la centraie i comprend deux groupes 
Courbe à la hauteur de chute H,(Y;r) > HY' 
Figure 5.4 - Dhplacewnt des points de rendement optimai en fonction de la hauteur de 
chute 
(global) de chaque tronçon du systeme. Cette dépendance dynamique (par rapport 
B l'état des tronçons) peut être résumée dans un modéle d'écoulement plus pré- 
cis, généralement non-linéaire. L'incorporation de ce modele (sous forme d'équations 
non-linéaires) dans le modèle d'optimisation (PCT) rend, souvent, sa résolution plus 
difficile à cause de la forte non-linéarité et non-convexité du problème qui en résulte. 
En pratique, l'écoulement réel dans un segment de riviére est approché par un modéle 
linéaire simuiant la propagation des volumes en transit entre deux sites adjacents. En 
vue de rendre ce modele linhire plus reaJiste, cette approximation est paramétrisée 
par plage de débits donnés (réalisables) du tronçon. Dans ce sens, pour chaque plage 
de débits, un ensemble de paramètres (ou coefficients, notés Bit) sont estimés donnant 
chacun la portion du volume qui arrive au site aval i au temps t. Ainsi, si on suppose 
que le volume total (déchargé par le site amont i-1 A la période t) nécessite un délai 
total d'écoulement 4 avant d'btre acheminé (au complet) au site aval i, alors on peut 
exprimer, à chaque période t, le volume total arrivé au site aval i par la fonction 
suivante : 
En conséquence de ce modéle lineaire, les contraintes de conservation de l'eau de type 
(5.5) deviennent : 
( K t + q i t + @ , t ) - ( K C 1 - 8 i ( t ) ) = A p i t t  t = I , - . - , T l  i = 2 , . . - , N .  
La figure 5.5 donne une comparaison entre le modéle d'écoulement linéaire et celui 
a delais fixes. Sur cette figure, en délais fixes, le debit sortant du site amont arrive 
sous forme d'un seul bloc, dors que dans le modèle héaire, ce débit se propage en 
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Figure 5.5 - Exemple d'écoulement linhice versus celui par délais fixes 
Remarque: Il faut noter que les paramétres du modéle d'écoulement linéaire (aussi 
bien que celui B délais fixes) peuvent changer d'un horizon de planification à un 
autre et par suite, la dynamique (par exemple, mensuelle ou saisonniére) des états 
de tronçons est naturellement supportée par le modèle de gestion à court terme, 
5.4.2 Contraintes liees la gestion des centrales 
four certains types de contraintes liées à la gestion des centrales, en pratique, on 
ne peut pas (ou on ne veut pas) les modéliser de maniére explicite dans le modèle 
d'optimisation (PCT). C'est le cas, par exemple, des contraintes liées a la planifi- 
cation des arrêts-démarrages des groupes (turbines-alternateurs) des centrales (voir 
chapitre 4 pour une description plus détaillée de ces contraintes). En effet, la modéli- 
sation exacte de ce type de contraintes nécessite l'introduction de plusieurs centaines 
(voue milliers) de variables discrétes dans le modèle de base (PCT). On se retrouve 
dors dans le cadre d'un problème d'optimisation mixte non-linéaire (non-convexe) 
à variables entières. Ce type de problème est extrêmement difficile à r6soudre en un 
temps de calcul acceptable, surtout dans un contexte de programmation plus globale 
où le module (PCT) devrait être exécuté à une fréquence trés élevée chaque jour 
(toutes les heures par exemple). Il en résulte que la modélisation explicite de ces 
contraintes dans le modèle (PCT) est impraticable. 
En pratique, dans le cadre de la gestion à court (et à trés) court terme des centrales 
d'une riviére, on se contente de chercher une solution plus régulière via la stabgisation 
des engagements des groupes le long des périodes de planification. Dans le cadre de 
cette thèse, on propose deux modélisations permettant de contribuer ii obtenir une 
solution régulière dans le temps. 
La première de ces deux modélisations consiste i incorporer un coût d'opération 
proportionnel aux variations de débits turbinés par les groupes de la centrale. Dans 
ce sens, chaque variable de débit turbiné vit est subdivisée en fii+l sous-vatiables 
q:' (oa fii est le nombre de groupes de la centrale i ) ,  chacune étant associée a un 
morceau de la courbe pref (.). La relation qui relie la variable Pit aux sous-variables 
q? est donnée par : 
où les sous-variables q? doivent être remplies de gauche à droite; autrement dit, si 
q,( < Q alors q7+' = . = q:*' = O, On rappelle que les points Q!,, . . - , Q: sont 
les débits correspondant aux points de rendement optimal de la courbe de référence 
pref(-) (@ et étant les debits minimum et maximum de la courbe). 
Ainsi, suite à cette subdivision de la variable IQTit, le coût de variation du débit turbiné 
est introduit dans la fonction objectif comme suit (où et est le volume moyen du 
réservoir amont de la centrale i, c'est-&dire = 1/2(Vit +Lit)) : 
où le coût €7 peut être estimé par la relation suivante : 
où &m est l'énergie potentielle (estimée) du volume turbiné de marche à vide lors 
du démarage du groupe correspondant au morceau m (un estimé de cette énergie 
potentielle est donné à la section 4.2.3 du chapitre 4). 
Avec un coût positif (ET > O), le terme (5.18) reste linéaire si on remplace le terme 
max {gr - p&, O} par la variable q, sous la contrainte : y 2 gg - q g l  (avec 
zit 2 0). 
On note que le terme (5.18) donne une bonne approximation du coût de démarrage 
des groupes lorsque les débits turbinés (à l'optimum) coïncident avec des points de 
cassure des courbes de production (linéarisées) des centrales. Pour certains systèmes 
hydroélectriques bien dimensionnés, le chargement des groupes aux points de cassure 
est souvent constaté pour la plupart des centrales du systhe,  ce qui justifie encore 
le choix des points de rendement optimal comme h n t  des points de cassure dans la 
iin6arisation de la fonction Pref (.). 
Une autre modélisation, pouvant aussi contribuer à régulariser le dbbit turbiné des 
centrales, consiste A contrôler la variation maximale du débit turbiné le long d'une 
plage de temps (ou sous-horizon). Généralement, cette variation du débit turbiné 
correspond (de maniére approximative) à l'engagement (ou désengagement) d'un ou 
deux groupes de la centrale. Formellement, on note 7 ce sous-horizon et soit wn et
le débit minimum et maximum turbiné par la centrale i le long du sous-horizon 
7. Ceci est équivalent à écrire (sous forme de contraintes pour t E 7) : 
où K est un facteur de conversion de l'unité hm3 à l'unité m3/s. 
Ainsi, le respect de la variation maximale le long du sous-horizon 7 est obtenu 
en pénalisant, avec un coût approprié dans la fonction objectif, tout dépassement 
de la variation maximale permise. Si M désigne ce coCit et @raz cette variation 
maximale, alors le terme à introduire dans la fonction objectif est : 
- M max (c" - Qrl""" - &Ji"=, O} 
ou de manière équivalente : -Myi, sous la contrainte : 
Remarque: Dans certaines situations, quelques règles de gestion s'imposent quant 
à l'operation des groupes à l'intérieur des centrales. C'est le cas, par exemple, de la 
durée minimale de fonctionnement (resp. d'arrêt) d'un groupe une fois que celui-ci 
est démarrb (resp. arrêté). L'insertion de ce type de contraintes dans le modèle de 
base (PCT) nbcessite une moddisation rigoureuse en variables discr&es, ce qui peut 
alourdir, de manière trés significative, la résolution du probIéme. 
Une façon heuristique permettant de respecter (dans la mesure du possible) ce type de 
contraintes consiste à appliquer Ie module des arrêts-démarrages (ArrDem) à chaque 
centrale il une fois qu'on a calculé les valeurs optimales Hi(G) et @'il suite à la 
résolution du module de base (PCT) (voir chapitre 4). 
5.4.3 Daitement de certaines zones interdites 
La fonction globale de débit-puissance Pnf (-) d'une centrale est souvent non-linéaire 
(pas nécessairement concave) et non-différentiable. il en résulte alors que, dans cer- 
taines zones, l'écart entre la courbe réelle Pref (.) et son approximation par morceaux 
peut être non négligeable. C'est le cas, par exemple, de certaines zones de faible 
rendement situbes (généralement) autour des points de changement du nombre de 
groupe engagés. En outre, pour des raisons de cavitation ou de vibration, la fonction 
Pref (.) n'est pas partout définie ii l'intérieur de son domaine, ce qui brise la connexité 
du domaine admissible du modèle de base (PCT). 
L'intérêt de choisir les points de rendement optimal comme points de cassure (dans 
l'approximation linéaire par morceaux de la courbe de production) provient du fait 
que l'on s'attend à ce que le débit turbiné d'une centrale corresponde à l'un de ces 
points de cassure. Malheureusement, ceci n'est pas toujours le cas, surtout pour cer- 
tains systèmes au fil de l'eau où les apports naturels peuvent connaître une grande 
variabilitb (même à 1'8chelle horaire journalière). Il en résulte que cette façon de 
construire les courbes (linéarisées par morceaux) ne garantit pas d'éviter le charge- 
ment des groupes à des points situbs dans des zones interdites ou encore à des points 
(dans des zones à faible rendement) oii l'écart par rapport à la courbe réelle est très 
significatif. 
Pour bviter ce type de zones non préconisées, il faudrait les interdire (de maniére 
explicite) dans le mod4le de base (PCT). Habituellemnt, ce type de contraintes est 
modélisé à l'aide de variables binaires dêcrivant le chargement ou pas à l'intêrieur 
d'une zone interdite. Formellement, on suppose d'abord (sans pertes de généralit&) 
qu'on veuille interdire le chargement dans une zone interdite se situant B l'intérieur 
d'un segment m de la courbe (linéarisée) Pf(-). Si on note Q l'étendue (en débit) de 
cette zone interdite et q la sous-variable qui y est associée (avec O 5 q 5 tj), alors le 
chargement de cette sous-variable ne peut prendre que deux valeurs possibles, soit : 
q = O ou bien q = Q. Tout chargement, autre que ces deux valeurs permises, doit être 
pénalisé avec un coût approprié dans la fonction objectif. Si on note M ce coût de 
pénalité, alors on peut interdire le chargement à l'intérieur de cette zone en ajoutant, 
dans la fonction objectif, le terme suivant : 
Ceci est équivalent à dire que tout chargement des groupes à l'intérieur de La zone in- 
terdite engendre un coût très élevé. Il est important de noter que le terme (5.20) peut 
être reformulé de maniére équivalente comme -My, sous les contraintes suivantes : 
Ainsi, si u = O, alors on a l'égalité suivante y = Q- q et si u = 1, alors l'egalité y = q 
est satisfaite. Inversement, si y = Q - 9, alors on a nécessairement u = O. Par contre, 
si y = q alors la variable u doit valoir 1. 
5.4.4 Gestion des dêversoirs 
On appelle déversoir l'ensemble des ouvrages de déversement à travers lesquels l'eau 
(non turbinée) passe du niveau amont du site vers son niveau aval. Ces ouvrages 
peuvent Btre classés en deux types : ouvrages contrôlables et ceux non contrôlables. 
Pour un ouvrage non contrôlable (comme par exemple une crête déversante), le débit 
déversé (par dessus) est fonction de la dénivellation entre le sommet de cet ouvrage 
et le plan d'eau du résemoir adjacent (voir figure 5.6). Par contre, le débit déversé à 
travers un ouvrage contrôlable (comme par exemple un évacuateur de crues) dépend, 
en plus du niveau amont du réservoir adjacent, de son état d'ouverture. 
En théorie, le débit déversé à travers un ouvrage contrôlable (vanne ou évacuateur) 
doit être déterminé en fonction de son ouverture. Ce qui amène B introduire de 
nouvelles variables de décisions dans le modèle de base (PCT) , à savoir : le vecteur des 
ouvertures de l'ensemble d'ouvrages (de déversement) adjacents à l'installation i au 
temps t (ce vecteur est noté oit).  Le domaine de definition de ce vecteur des ouvertures 
peut être complexe. il peut comprendre, entre autres, l'ensemble (non contigu) des 
ouvertures admissibles pour chaque ouvrage contrôlable, des règles de gestion et de 
maintenance (comme la durée minimale d'une ouverture et l'ordre de précédence entre 
les ouvertures des ouvrages) et la diiponiblité de personnel qualifié pour manoeuvrer 
ces ouvrages. Généralement, une modélisation exacte des ouvertures (contrôlables) 
rend le modèle qui en résulte difficile A résoudre en un temps de calcul acceptable. 
En pratique, la manoeuvre des ouvrages contrB1ables de déversement constitue dans 
bien des cas un événement rare dans la gestion quotidienne des installations hy- 
droélectriques d'une rivi6re. En &et, étant donne que tout déversement injustifié 
représente un gaspillage de l'énergie potentielle de la centrale adjacente, cette ma- 
noeuvre n'est généralement sollicitée que durant les périodes de crues oh les apports 
naturels arrivent aux réservoirs B un debit très exceptionnel. Ceci est particulière- 
ment vrai pour la plupart des syst&mes dotés de grands réservoirs (saisonniers ou 
annuels). Cependant, pour un systéme au fil de l'eau, la variablit4 des apports natu- 
rels peut être très signiiicative même à l 'delle journali6re. Pour ce type de système, 
la préoccupation majeure des opérateurs est la s4curitb des riverains. C'est pourquoi 
(dans ce cas), la manoeuvre des 6vacuateurs (fréquemment solicités et extramement 
contrôlés) est souvent lais& à la gestion en temps réel des opérateurs du systeme. 
Pour pouvoir résoudre ce type de problème (en l'insérant dans le modèle de base) 
en un temps de calcul raisonnable, un compromis de modélisation s'impose. Dans 
cette thése, on propose la procedure qui suit. Dans une première partie, on résoud le 
problérne en incorporant dans le modde de base, de maniéré précise, les déversements 
CL travers les ouvrages non contrblables (et ceux contrdlables dont les ouvertures sont 
déj8 déterminées). Formellement, soit Qp(.) le débit total deversé par les ouvrages de 
déversement non contrdlables du site i en fonction de la hauteur de chute. De maniére 
analogue, on note op(&; -) le débit total deversé par les ouvrages de déversement 
contrôlables du site i en fonction de la hauteur de chute dont les ouvertures (notées 
ôit) sont déjl fixées. Ghkraiement, ces deux fonctions Qp(-) et Q;*u(*;ôit) sont 
convexes ou approchées par des fonctions (convexes) linéaires par morceaux. Ainsi, 
avec ces notations, la variable du débit déversée QDit doit satisfaire la contrainte 
suivante : 
mit 2 QF (Hi ( ~ t  )) + Q? ( ~ i  ( ~ t  ) ; kt)- (5.21) 
Une fois que les valeurs optimales ( 5 ,  Q . ; )  sont calculêes, suite à la résolution du 
modèle de base (en incorporant les contraintes de type (5.21)), la deuxième étape 
de la procédure consiste B déterminer les ouvertures (des ouvrages contrôlables de 
deversement) qui coïncident le mieux possible avec le surplus de débit déversé : 
QQt - (Hi(&; )) - Q? (ôit ; 4 ( 5 ) ) .  
5.4.5 Autres extensions 
Le modéle de base (PCT) peut être étendu en y incorporant d'autres éléments liés 
à la gestion hydrdectrique d'une rivière. C'est le cas, par exemple, de la prise en 
compte de la variation du plan d'eau à l'aval des centrales. En rklité, le niveau 
aval d'une centrale est souvent donné par une fonction de hauteur appelée fonction 
niveau amont 
I crête déversante 
Figure 5.6 - Déversement par dessus d'une cr&e deversante 
de tarage ; celle-ci résume l'altitude de la surface libre d'écoulement en aval de la 
centrale rapportée B un plan horizontal de rkfhrence arbitraire (par exemple, le plan au 
niveau moyen de la mer). Ce niveau aval peut dépendre de plusieurs paramètres (ou 
variables) comme, par exemple, le niveau du réservoir ou de tronçon de la rivière en 
aval, les débits turbin& par les groupes de la centrale et le débit déversé du réservoir 
amont. On note que la dbpendance du niveau aval vis-à-vis les débits turbinés par les 
groupes de la centrale peut être incorporée directement dans le modéle de chargement 
optimal (Super-ChOp) lors de la génération de la courbe globale de débit-puissance 
de la centrale. Dans ce cas, on peut supposer que le niveau aval dkpend uniquement 
du débit évacué par le déversoir i. Ainsi, la constante Hf du modèle de base doit être 
substituk par une fonction du niveau aval, notée Hf(*). Par la suite, la fonction du 
rapport de hauteur @(a) doit être redffiie comme suit : 
Une autre extension possible consiste à raffiner le modèle de base, en lui ajoutant la 
structure de marché (de vente et/ou d'achats) de l'énergie électrique. Dans ce cas, 
une partie de demande (en énergie) d'une zone desservie par le systéme peut être 
satisfaite par l'achat de l'énergie électrique. En outre, avec cette stmcture du marché 
d'énergie, on peut supposer le cas où la production des centrales peut être débitée 
sur plusieurs marchés de vente ayant une structure de prix différente. 
Par ailleurs, dans certaines situations, des aléas affectant quelques paramètres du 
modèle de base deviennent une préoccupation majeure dans la gestion A court terme 
d'une riviére. C'est le cas, par exemple, des aléas affectant les apports naturels. En ce 
qui concerne ce sujet, la pratique habituelle consiste à utiliser une moyenne statistique 
en se basant sur des données historiques ou sur des prévisions météorologiques très 
récentes. Toutefois, les modèles déterministes basés sur ce genre de pratique, d'une 
part, ne se méfient pas de l'inexactitude de ces prévisions météorologiques qui ne 
peuvent être qu'approximatives et, d'autre part, ne tiennent pas compte de l'aspect 
aléatoire des apports naturels (surtout pendant les périodes des crues). La modélisa- 
tion stochastique des apports naturels est complexe. Ceci est dü à la complexité du 
modèle stochastique pour simuler ces apports à une échelle de temps appropriée pour 
la gestion B court terme d'une riviére (khelle horaire ou journalière). En outre, une 
condition nécessaire pour la réussite de l'approche stochastique est la représentativité 
du modéle de simulation utilisé pour générer ces apports naturels. En effet, si le m e  
dele stochastique ne reflete pas adéquatement la réalité hydrologique (état actuel des 
bassins du systhme, corrélations entre; plusieurs systèmes ou rivi&es, temperature, 
\ 
prkipitations, fonte de neige, saturation du sol, etc.), les conclusions que l'on peut 
tirer de l'étude seront fausses ou, du moins, peu r6alistes. 
A ce propos, il est important de noter que le pas de temps (de l'horizon de plani- 
fication) est une caractbristique fondamentale de la pertinence des séries d'apports 
prévisionneis qui peuvent etre générées. Dans ce sens, si les apports annuels ou sai- 
sonni&s (mensueh ou hebdomadaires) possèdent certaines proprï6tés de stationarité 
(permettant ainsi de les simuler par des modéles appropriés de prévision en séries 
chronologiques), les apports journaliers et  horaires, par contre, présentent une grande 
variabilité (surtout pour des bassins de petite et moyenne taille). En effet, ces der- 
niers types d'apports peuvent montrer des variations à hautes fréquences dues, par 
exemple, à la réponse rapide à un évenement pluvieux suivi par une récession (plus 
ou moins) lente. Plusieurs facteurs publiés dans la littérature hydrologique (voir, par 
exemple, Yakowitz 11051) montrent que les modéles de prévisions les plus utilisés en 
pratique (comme, par exemple, l'andyse fréquentielle et les modèles du type ARIMA 
généralisés) ne sont pas adéquats pour mod6liser des apports journaliers (ou à une 
échelle inférieure au pas journalier); d'oQ la nécessité de développer de nouvelles 
méthodes pour traiter ce type de probléme. 
En conclusion, il résulte de ce qui précède que la modélisation (aussi bien que le 
traitement) de l'aspect aléatoire des apports naturels est particulièrement difficile à 
incorporer correctement dans le modèle de base (PCT). En effet, ce dernier problème 
constitue, à lui seul, un sujet d'étude approfondie. Ainsi, dans le cadre de cette thèse, 
on se limite à considérer la version déterministe des apports naturels. 
Chapitre 6 
Gestion à court terme d'une rivière : 
résolution et tests numériques 
Le présent chapitre est consacré & la résolution du problème de la gestion ii court 
terme d'une riviére (GestRiv). Pour ce faire, on se propose d'analyser et tester trois 
algorithmes tr&s utilisés en optimisation nodinéaire savoir : la programmation 
lineaire successive, le lagrangien augmenté et la m6thode des points intérieurs. Hormis 
la programmation linéaire successive, plusieurs codes commerciaux sont disponibles 
que ce soit pour l'implantation du lagrangiea augmenté aussi bien pour celle de la 
méthode des points intérieurs. Ainsi, dans cette partie de la th&, le gand effort 
est mis sur la mise au point du premier algorithme, soit la programmation linéaire 
successive (PLS, en abregé) . 
II est important de noter que les trois algorithmes mentionnés ci-dessus supposent 
que les fonctions non-lineaires du modéb soient difkentiables. Toutefois, cette hypo- 
thése de base de ces trois algorithmes n'est pas satisfaite par le modéle GestRiv. Ceci 
est dû principalement la nature des fonctions globales de débit-puissance des cen- 
trales hydtoelectriques (voir chapitre 5, section 3). Ainsi, l'une des plus importantes 
originalités de ce chapitre consiste 4 reformder le problbe GestRiv en un modéle 
équivalent (difkrentiable) qui peut être traité par les trois algorithmes mentionnés 
ci-dessus. 
Par ailleurs, pour une étude comparative des performances avec les deux autres mé- 
thodes, un effort supplémentaire est consacré A la mise en oeuvre du probléme Ges- 
tRiv sur les deux codes commerciaux suivants : MINOS (pour une implantation d'une 
variante du lagrangien augmenté) et LOQO (pour une implantation d'une variante 
de la méthode des points intérieurs). Pour une description plus détaillée de ces deux 
dernihs implantations, on se réfère (respectivement) au manuel [66] et aux deux ar- 
ticles de Vanderbei et Shanno 196, 971. A ce propos, il importe de signaler une autre 
originalité importante du présent chapitre. En &et, ce chapitre constitue le premier 
document publiant ce genre d'étude comparative des trois algorithmes mentionnés 
ci-dessus (pour le problème de gestion des ressources hydroélectriques d'une riviére). 
Ce chapitre est organisé en cinq sections. Dans la prochaine section, on passe en 
revue certains algorithmes proposés dans la litterature. Ensuite, dans Ia section 3, 
on présente, avec plus de dktails, l'algorithme de résolution PLS en considhant l'hy- 
pothése de base qui la sous-entend (différentiabilité des fonctions non-linkires). La 
mise en oeuvre du probléme non-différentiable GestRiv est discutée dans la section 4. 
Enfin, des tests numériques (des trois algorithmes considérés) sont illustrés dans la 
section 5. 
6.2 Revue de certains algorithmes de la littérature 
La plupart des approches publiées jusqu'à pr8sent sont basées sur des hypothèses 
(plus ou moins) limitatives qui facilitent la résolution du probléme. Ginsi, selon le 
type d'approche adoptée, on suppose souvent que les fonctions hydrauliques ou de 
production sont linbaires ou concaves (linhires par morceaux) ; de plus, les fluctua- 
tions des niveaux amont (aussi bien que des niveaux avals) des centrales sont souvent 
considérées négligeables (Renaud (751) ou sont prises en compte par des approxima- 
tions lineaires estimant les pertes energétiques de hauteur des centrales (Brhnlund 
et al. [9]). Dans ce qui suit, on expose briévement les principales méthodes proposées 
dans la littérature pour résoudre le problème GestRiv. 
6.2.1 Programmation dynamique 
Historiquement, la gestion des ressources hydroélectriques a servi de catalyseur au 
développement même de la technique de programmation dynamique (PD). Le pro- 
blème, par exemple, d'allocation d'une ressource de débit d'eau proposé par Warren 
Hall a été traité dans le livre fondamental de la PD de Bellman [5]. Plusieurs auteurs 
des années 1960 et 1970 se sont intéressés à cette approche de résolution, comme 
Heidari [31], Meier [60], Nopmongcol et Askew [70], OpricoviC et DjordjeviC 1711, 
Yakowitz [lO6]. 
La PD est un outil puissant pour la gestion dynamique des réservoirs lorsque la taille 
du systéme le permet (par exemple, de 1 à 2 réservoirs). Sa popularité et son succès 
peuvent être attribués au fait que la non-linéarité, l'aspect dynamique et les carac- 
téristiques stochastiques du probléme s'insérent de façon simple et naturelle dans la 
formulation de la PD. En outre, cette technique présente l'avantage de décomposer 
un problème de grande taille en une série de sous-problémes résolus de manière r& 
cursive. Il n'y a pas de formulation générale qui puisse être appliquée ii tout problème 
que l'on veut résoudre par la PD, dont l'algorithme doit être adapté A chaque type 
de problème. Cependant, la faiblesse de la PD provient de la dimension du vecteur 
d'état, dont la taille doit être extrêmement limitée. Ainsi dans la gestion d'une rivière, 
une composante importante du vecteur d'état représente les volumes d'eau dans les 
réservoirs ; plus le nombre de réservoirs augmente, moins l'approche de la PD devient 
utilisable, du fait des exigences en terme de temps de calcul et d'espace mémoire de 
stockage. 
En vue de modérer ces effets non souhaitables de l'algorithme classique de PD, une 
vanante de cette approche, connue sous le nom de "Incremental Dynamic Program- 
ming" a été proposée par certains auteurs dont Hall et ai. [27], Nopmongcol et Askew 
[701. Elle consiste en une procéàure itérative pou  résoudre l'équation récursive de PD 
s u  un domaine admissible trés restreint, défini à partir d'une politique (ou trajec- 
toire) initiale réalisable. Les trajectoires ainsi générées par cette application itérative 
de la PD définissent un voisinage de la trajectoire initiale. A partir de ce voisinage, 
on génère une nouvelle politique, s'il en existe une, améliorant la valeur de l'objec- 
tif. Cette nouvelle politique devient la solution initiale de la prochaine itération. On 
convient que l'algorithme converge vers un minimum local si aucune meilleure solu- 
tion n'est exhibée en explorant le voisinage de la solution courante. Bien que cette 
variante de la PD améliore le temps de calcul, sa convergence vers un optimum local 
ou global risque d'être lente, fait fortement accentué par la dimension du vecteur 
d'états. 
6.2.2 Gradient réduit 
Plusieurs auteurs ont considéré le probléme GestRiv comme la maximisation d'une 
fonction non-linkaire concave sujette à des contraintes linéaires (Rosenthal[79], Bran- 
lund et al. 191, Habibollahzadeh et Bubenko 1241). A cette fin, on procède A une 
linéarisation tant de la contrainte de demande en puissance et en réserve que des 
contraintes portant sur la puissance transitée sur les lignes de transport. Cette linéa- 
risation consiste & remplacer les fonctions de débit-puissance par des termes linéaires 
en fonction du débit turbine par une centrale et d'une constante exprimant son 
efEcacité. Ii en résulte ainsi un modéle d'optimisation qui consiste en une fonction 
économique non-lineaire définie sur un polyédre convexe. Les algorithmes de gradient 
rtduit (GR) sont particulièrement efficaces pour ce genre de problèmes, surtout si on 
peut profiter de la sous-structure particulière de réseau incluse dans les contraintes 
de conservation de l'eau et les bornes sur les variables de ces contraintes. Cependant, 
vu la non linéarité de l'objectif, la solution optimale n'est pas nécessairement un 
point extrême. 
L'algorithme de GR est une procédure itérative générant une séquence de directions 
de descente admissibles tout en améliorant la valeur de la fonction économique. A 
chaque itération, la dimension du problème est réduite en substituant certaines va- 
riables après en avoir partitionné l'ensemble en variables de base et hors-base. Sous 
sa forme primitive, la méthode de GR ne converge pas globalement (Wolfe [101]). 
Néanmoins, la convergence est obtenue en modifiant la direction de descente (voir 
McConnick [59]). Cette méthode est généralement reconnue comme un algorithme 
efficace (Minou [62]). 
6.2.3 Optimisation duale 
La gestion à court terme de rivières est un problème de programmation mixte non- 
linéaire. L'approche habituelle pour traiter ce type de problèmes est de dualiser 
certaines contraintes couplantes de sorte que le probléme relaxé ainsi obtenu puisse 
être décomposé en sous-problémes relativement faciles 8 rêsoudre par rapport au 
problème original. La structure particuliére du problème GestRiv fait qu'une telle 
relaxation génère un sous-problème pour chaque centrale hydroélectrique et un sous- 
problème pour les équations hydrologiques de conservation de l'eau. Ainsi, les sous- 
probkmes des centrales peuvent être résolus par l'une des méthodes présent& dans 
le chapitre précédent dans le cadre du problème ArrDem, alors que le sous-problème 
hydrologique peut Ctre résolu de maniére efficace par un algorithme de réseau b coût 
linéaire ou convexe, dépendamment de la caractéristique des termes associés dans la 
fonction économique. 
La résolution efficace du probléme-maître dual dépend en grande partie de la qualité 
des variables duales initiales. L'initialisation de ces dernières devrait se baser sur une 
bonne estimation des variables duales optimales. Typiquement, cette initialisation 
peut se faire en résolvant un modèle simplifié où les fonctions non-linéaires (hydrau- 
liques et de production) sont approchées par des fonctions concaves linéaires par 
morceaux (Chancelier et Renaud [13], Nilsson et Sjevgren [68]). Quant à l'ensemble 
des variables primales qui en résulte, il n'y a aucune garantie qu'il fournisse une so- 
lution réalisable pour les contraintes relaxées. Dans ce cas, une méthode heuristique 
peut être utile pour retrouver une solution admissible A partir de la solution courante 
(Nilsson et Sjelvgren [67]). La différence entre la valeur du prima1 et celle du dual est 
un bon critére pour évaluer la proximité de la solution optimale. La dernière étape de 
l'algorithme dual consiste à mettre à jour les variables duales. Cette mise à jour peut 
se faire, par exemple, en utilisant la méthode de sous-gradient comme le proposent 
Nilsson et Sjelvgren (67, 681. 
6.3 Algorithme de résolution 
Dans cette partie de la thèse, un grand effort est mis sur la mise au point de l'algo- 
rithme de programmation linéaire successive (PLS). Le choix d'implanter cette mé- 
thode peut être justifie par au moins les deux raisons suivantes. D'une part, la PLS se 
prête bien B la résolution des problémes non-linéaires comportant un nombre blev6 de 
contraintes linéaires. C'est le cas du problème de la gestion B court terme d'une rivière 
oil des milliers de contraintes hbaires dhlimitent le domaine. Des expériences sur des 
modéles non-linbaires ayant cette caracthistique montrent que la PLS jouit d'un inté- 
r& très particulier. En effet, dans le domaine p8trolierI des résultats satisfaisants ont 
été obtenus (par l'application de la PLS) pour des mod&les non-linéaires de rafIinage 
(voir, par exemple, Palacios-Gomez et ai. [72], Baker et Lasdon [Il). D'autre part, 
puisque la PLS résout le probkme non-Iin8aire par optimisation successive d'une 
séquence de probl4mes héaires, la disposition d'un opt imiseur de programmation 
linéaire stable et efficace constitue un élément particulièrement important dans la 
réussite de l'approche PLS. Des expériences avec I'optimiseur CPLEX montrent que 
ce logiciel est très adéquat pour une implantation performante de la PLS. En effet, 
CPLEX est eficace pour la résolution de problèmes linhires et  peut traiter des pro- 
blemes de grande dimension (plusieurs milliers de variables et de contraintes). De 
plus, d'une itération B l'autre de l'algorithme PLS, CPLEX permet d'injecter la base 
de la solution optimale courante pour initialiser la résolution de l'itération suivante. 
D'où un gain du temps de calcul plus ou moins important en fonction de la proportion 
de coefficients modifiés du probléme. 
6.3.1 Probleme général 
D'un point de vue conceptuel, il est pratique de présenter d'abord l'algorithme de 
rtisolution dans le contexte générai d'un programme mathématique non-linéaire sous 
certaines hypothèses de base- Ensuite, on en déduit que le probléme de la gestion à 
court terme d'une riviére est un cas particulier de ce problème génhral. A cette h, 
soit le programme mathématique suivant (noté PNL) : 
où les fonctions f(-) et gi(.) sont supposées 6tre de classe C1 (continûment differen- 
tiables) et X est un polyédre convexe d4crit par l'ensemble des contraintes (d'egalité) 
linéaires : 
d d  X = { x f P : A x = b , z  5 O). (6.3) 
En outre, par souci dyall6gei la discussion, on suppose que la matrice (A : m x n à 
valeurs réelles) est de plein rang (b étant un vecteur de Sim). 
Le long de ce chapitre, on note C l'ensemble décrit par les contraintes non-linéaires 
du problème PNL : 
6.3.2 Aperçu de la methode PLS 
La programmation linéaire successive utilise des pénalités extbrieures (exactes) pour 
transformer un problème avec des contraintes non-linéaires en un probléme dont 
le domaine réalisable est un polyèdre convexe défini par l'ensemble des contraintes 
linéaires et des bornes du problème original. Toutes les contraintes non-linéaires sont 
déplacées dans la fonction objectif via des paramètres (ou poids) qui pénalisent les 
points violant ces contraintes. 
Pour chaque instance du vecteur de pénalités, la PLS consiste B résoudre de manière 
séquentielle une série de problèmes linéarisés par une des méthodes de la program- 
mation linéaire (simplexe par exemple). Dans ce sens, la PLS peut être vue comme 
un algorithme itératif de descente où, à chaque itération, une direction de descente 
définie dans une région de confiance ("trust region" en anglais) est générée en résol- 
vant un probléme d'optimisation linéaire. Ce dernier problème est obtenu par une 
approximation du premier ordre du développement en série de Taylor. Cette ap- 
proximation est appliquée aux termes non-linéaires de la fonction objectif modifiée 
obtenue en y incorporant les contraintes pénalisees. A la fin de ta procklure, on s'at- 
tend B exhiber une solution qui remplisse les conditions d'optimum du premier ordre 
de Lagrange-Kuhn-Tucker (EK-T, en abr6g6). 
Méthodologie 
Les grandes lignes de la PLS se résument en deux étapes : 
1. traitement des contraintes non-linéaires par la technique des pénalités exactes ; 
2. résolution des problémes non-linéaires pénalisés par un processus itératif, et 
ce, en se basant sur l'approximation tangentielle des termes non-linéaires du 
modèle et sur la logique des régions de confiance. 
Dait ement des contraint es non-lineaires 
En programmation linéaire successive, le traitement des contraintes non-linéaires 
consiste B les déplacer dans la fonction objectif via une pénalité exacte de la norme 
LI. On obient alors le problème à contraintes linéaires (note PCL(w)) : 
où w = (wi, . . . , w,) est le vecteur des paramétres positifs de pénalité exacte (wi > 0). 
Sous certaines hypothéses de r4gularité ou de normalité des contraintes du problème 
PLN ("constraint qualification" en anglais), les relations entre les optima locaux du 
probléme PNL et ceux du problème PCL sont données par les résultats du théoréme 
1 (pour la démonstaration, voir Bazaraa et al. [4, §10.3] ou Zhang et al. [108]). 
Theoréme 1 Soit f un point de 2-K-T (c'est-à-diw, f satisfUit les conditions néces- 
saires d10ptima12tt! du piemier O& de hpnge-Kuhn-lbcker) du problème PNL 
auec les multiplicateurs XI, --. ,h,. Si le vecteur des poids de pénalité w satisfait 
wi >_ hi 1 (pour tout i = 1, . . , T) ,  alors 2. est kgalement un point de L-K- T du pro- 
bléme PCL. huersement, si 5 est point de L-K-T du problème PCL et si, en plus, 
Z satisfait l'ewemble des contraintes non-linéaires du problème PLN (Z E C), alors 
f est un point de L-K- T du pmbléme PNL- 
Suite a ce résultat, un optimum local du probléme PLN peut être obtenu en résolvant 
une séquence de problèmes PCL(ur) oii les poids de pénalit6 w (dans cette séquence 
de problèmes) vont en augmentant. De plus, on démontre qu'il n'est pas nécessaire 
que ces poids tendent vers l'infini (voir, par exemple, Mangasarian (561, Zhang et al. 
PO81 ). 
Rdsolut ion du probl6me pbnalisé P C  L(v) 
On rappelle que le probléme PCL(w) consiste à minimiser la fonction x H p(x; w )  
où la variable x est soumise B des contraintes linéaires définissant le polyèdre convexe 
X .  Ainsi, étant donné un point initial appartenant à l'ensemble X, on peut tenter 
de résoudre le probléme PCL(ui) par une optimisation successive d'une séquence 
de problèmes faciles à résoudre par rapport au probléme original PCL(w). Ainsi, 
dans ce proccesus itératif, chaque itération I2 consiste à minimiser une approximation 
linéaire de la fonction p(.; w )  dans un voisinage d'un point courant, noté xk. Cette 
approximation linéaire est obtenue en se basant sur le développement de Taylor [du 
premier ordre) des fonctions f (-) et gi(-) autour du point courant xk. Formellement, 




où les vecteurs-lignes Vf (2) et Vgi(xk) sont les gradients de f (-) et gi(.) au point 
xk (respectivement). 
La qualité de l'approximation de la fonction p(.; w) par son modèle linéarisé pl(.; zk, w) 
dépend étroitement de l'étendue du voisinage (ou de la région de confiance) consi- 
déré autour du point xk. Autrement dit, plus la quantité II x - fi 1, est petite, 
meilleure est l'approximation tangentielle (6.6) (11 . 1, étant la norme infinie : 
II z 1, = maxi [ ,q 1). Si on note A? une borne supérieure sur la norme W e  de 
(x- xk), alors le probléme iinéarisé qui suit (nothe PL(xk, Ak,u)) peut servir comme 
modèle d'approximation du probléme PCL(w) autour du point zk : 
k k  PL(x , A , w) : min pl(x; xk, w )  
ZEX 
S.&. 11 x - xk1lm 5 A ~ .  (6.7) 
Une façon simple de contourner la non-différentiabilité du problème PL(xk, Ak, w )  
(due à l'utilisation de la norme Il) consiste à le reformuler sous la forme équivalente 
suivante (notée PL'(xk, Akt w ) )  : 
r 
PL'(x~, w )  : min f (zk) + vf (zk)(x - zk) + C ~i pi 
L'objectif de chaque résolution du modéle PL'(xk, Ak, w )  est d'améliorer la valeur 
de la fonction p(-; w). Si le voisinage considéré (du point courant xk) est trés petit, 
l'amélioration risque de ne pas être satisfaisante. Par contre, s'il est grand, on risque 
de ne pas réaliser une amélioration de p(.; w). En effet dans ce cas, rien ne garantit 
la qualité de l'approximation tangentielle en un point significativement éloignt! de 
la solution courante. Ainsi, la technique des régions de confiance consiste à cher- 
cher continuellement un compromis entre deux cas extrêmes : d'une part, risquer 
des itérations inutiles (et coûteuses en temps de calcul) dans le cas d'un voisinage 
relativement grand et, d'autre part, effectuer un nombre d'itérations très Clevé pour 
obtenir une amelioration substantielle de la solution, et ce, dans le cas d'un voisinage 
très petit. Du point de vue algorithmique, suite au calcul d'une descente satisfai- 
sante, ce compromis se traduit assez souvent par un élargissement de la région de 
confiance si l'approximation est jugée bonne, par la conservation ou réduction de la 
région dans le cas contraire. On note que la région de confiance est systématiquement 
rdduite dans le cas où l'approximation est jugée non satisfaisante. 
Remarque: II importe de signaler que cette technique de région de confiance permet 
d'éviter le recours aux techniques de recherche linéaire et, par conséquent, donne 
(dans le cas d'une amélioration substantielle) 1a direction de descente aussi bien que 
le pas de dhplacernent. 
Algorithme 
Plusieurs algorithmes de la PLS existent (voir, par exemple, Palacios-Gomez et al. 
[72], Baker et Lasdon [Il, Zhang et al. [IOSj). Toutefois, le seul algorithme (A notre 
connaissance) qui a 6té publié dans la littérature avec une preuve de convergence est 
celui propose dans l'article de Zhang et al. [108]. En conséquence, on s'est basé dans 
l'implantation de la PLS sur ce dernier algorithme dont voici les principales étapes : 
Dbbut PL$ 
O : Initialisattion de 19algorithme 
- calculer une sohtion initiale x1 tel que x1 f X 
- fixer le paramètre a de mise ii jour de la rkgion de confiance A! (typiquement 
a = 1/2, mais il peut 8tre changé en cours de l'algorithme) 
- fixer le paramètre fl de mise à jour du vecteur de pénalité w (typiquement 
j9 = 2, mais il peut kgalement être Chang6 en cours de l'algorithme) 
- fixer 9 une borne supérieure sur les valeurs du vecteur w (on peut éventuel- 
lement modifier 3 en cours de l'algorithme) 
- fixer une valeur initiaie de A' 
- fixer les param6tres O < po < < < 1 utilisés dam les tests de ratio 
pour décider de la qualité de l'approximation locale du modéle (typiquement, 
po = IO", pl = 1/4 et p2 = 3/4) 
- fixer des valeurs initiales du vecteur des pénalités w1 
- poser j = 1 et k = 1 
1 : R&olution d'une instance du problbe P C L ( w )  
1.1 soit rk+l la solution optimale de pL'(xk, Ak, W J )  
1.2 si dk  gf xk+I - 2 = O, dors aller A l9&tape 2
1.3 calculer la variation de la fonction exacte de pénalisation : 
puis, la variation "prédite" par l'approximation tangentielle : 
et ensuite, le ratio suivant : 
1.4 si Rk < p0 alors rejeter la solution courante xk++' ( x k f  l t xk) ,  rétrécir la 
région de confiance comme suit : 
et retourner en 1.1 (avec k t k+l )  
1.5 si Rk 2 pa alors mettre A jour Ahl par : 
et retourner en 1.1 ( a m  k t- k+1) 
2 : Mise B jour des penalités 
si les contraintes non-linéaires du probkme PNL sont satisfaites ( x  E C )  alors 
l'algorithme PLS se termine. Sinon : 
- mettre à jour les pénalités par : 
- poser x1 t rH,  k t 1, j t j+l et retourner à l'étape 1 
Fin PLS. 
Dans ce dernier schéma, l'algorithme PLS se résume en deux boucles imbriquées 
(communément appelée, boucle extérieure et intérieure de PLS). A chaque itéra- 
tion de la boucle extérieure (avec l'itérateur j), on calcule une instance (notée d) 
du vecteur de pénalités w ; elle prend fin dés qu'on obtient une solution admissible 
pour l'ensemble des contraintes non-linéaires du probléme original PNL. Quant A la 
boucle intérieure (avec l'itérateur k), elle consiste à résoudre une instance du pro- 
blème PLC(w) lorsque le vecteur de pénalités w prend la valeur w j  transmise par 
la boucle extérieure (voir étapes 1.1-1.5). Ainsi, elle constitue la phase cruciale dans 
le processus de résolution du problème PNL. Dans ce qui suit, on décortique cette 
phase de résolution par quelques commentaires décrivant sommairement ses diffé- 
rentes étapes. 
Etape 1.1 : A cette étape de la boucle intérieure, on résout une instance du pro- 
blème (linéaire) PL'(tk, &, wj) servant comme modéle d'approximation locale du 
problème PLC(w). 
&tape 1.2 : Si la direction de descente générée 8 l'étape 1.1 est nulle, alors on peut 
déclarer que le point courant zk est un point de LK-T du problème P C L ( d )  
(pour la dhnonstration de cette affirmation, voir Bazaraa et al. [4, pp:435436)}. 
Ainsi, il suffit de se positionner B l'etape 2 pour tester si ce point zk satisfait 
l'ensemble des contraintes non-linéaires du problème original P NL. 
Ëtape 1.3 : Si la direction de descente générée B l'étape 1.1 est non nulle, alors on 
évalue la variation de la fonction (avec pénalitb exactes) p(.; d), et ce, entre le 
point courant et le point calculé. Une variation positive signifie une amélioration 
de la valeur de la fonction alors qu'une variation négative indique sa détériora- 
tion. Ensuite, on halue les variations du modele linéarisd entre ces deux points. 
Cette variation est toujours positive (non nulle), puisque xk est une solution ad- 
missible pour le problème pLt(xk, A ~ ,  d), zkiL est sa solution optimale et dk est 
une direction de descente non nulle. 
Etape 1.4 : Si l'indicateur de la quaiité du modéle (Rk) est en dessous du seuil f i ,  
alon la solution calculbe zkçL est rejetée. Ainsi, on rhduit la dimension des régions 
de confiance par le facteur a et on recdcule une nouvelle solution candidate. Zhaag 
et al. [1081 démontrent que, au cours d'un nombre fini de telles réductions, on doit 
nécessairement avoir Rk 2 pa. 
Etape 1.5 : Si le nouveau point calculé est admis comme nouvelle solution, les ré- 
gions de confiances sont modifiées, suivant que I'amélioration est jugée de bonne 
qualité (R"S >), acceptable (pl 5 Rk 5 p?), médiocre ou non significative 
(Rk < pl) .  Dans le premier cas, la région de confiance est élargie par le facteur 
1/a; dans le second cas, cette région est maintenue constante et enfin, dans le 
troisiéme cas, la rQ#on est rrkiuite par le facteur a. 
6.4 Mise en oeuvre du modde GestRiv 
Le but de cette section est de reformuler le modéle de la gestion à court terme 
d'une rivi4re comme une instance du probJéme non-linéaire PNL. Par souci d'alléger 
I'exposb du probkme, on se limite à la reformulation du modèle de base (PCT) etudié 
au chapitre précédent. On note que la démarche suivie dans cette section reste valide 
pour la plupart des extensions de ce modéle de base. 
La principale difiidte dans la &olution du madéle de base (PCT) est due a la non- 
diff6rentiabilit6 des fonctions de production eFf(.) (voir chapitre 5). Il en rkulte que 
l'hypothèse de base de la PLS ( B  savoir : la diflérentiabilité des fonctions non-linéaires 
du problème général PNL) n'est pas satisfaite par le modèle (PCT). En vue de 
remédier A cette difEculté, on propose dans ce qui suit une formulation (équivalente) 
de ce modèle permettant de le traiter comme une instance du problème général 
PNL. Par la suite, on désigne par PLSND l'algorithme PLS appliqué au problème 
non-différentiable (PCT) .
Dans le modèle (PCT), la fonction de débit-puissance (à la hauteur de référence) 
pFf (-1 est construite comme une fonction concave et linéaire par morceaux. Chaque 
'm. 1 morceau mi de cette fonction est défini sur le sous-intervalle [Q/', Qi '] pour mi = 
1, . . . ,mi (où ni. est le nombre de morceaux de la fonction pYf (-)). Ainsi, la variable 
(de décision) du débit turbiné qit peut être subdivisée (explicitement dans le modèle 
(PCT)) en Hii sous-variables, notées q? , chacune étant associée au morceau mi de la 
courbe pYf (.). Si on note crb la pente du morceau mi, alors la fonction de production 
Pref (.) peut s'écrire comme suit : 
sous contraintes : 
-mi d ~ f  
0 9 $ ' 5 e t  - P ( ~ , ) ~ I ~  (QT- 4") mi = 1,. ,ml (6.10) 
plus les contraintes d'adjacente. (6.11) 
Ces contraintes d'adjacence stipulent que les sous-variables q,f' doivent être remplies 
de gauche à droite ; autrement dit, si q? < q 7  alors tous les autres sous-variables 
se situant L droite de qz doivent ette nulles (q?*' = - = = O). Pour un pro- 
blème général non-convexe, la modélisation en recherche opérationnelle de ce type 
de contraintes peut nécessiter l'utilisation des variables discrètes (binaires) pour as- 
surer cette cohérence (de gauche & droite) dans le chargement des sous-variables 42:'. 
Toutefois, bien que le modéle (PCT) soit non-convexe (voir chapitre 5, section 3), le 
résultat de la proposition 5 montre que ces contraintes dtadjacence sont redondantes. 
Proposition 5 En tout point de GK-T du modèle (PCT), les sous-variables q? 
sont toujours remplies de gauche a drozte. 
Démonstration: Le modèle (PCT) peut s'écrire, de maniére équivalente, sous la 
forme suivante : 
max F *=' ( C C + f ~ ~ m ~ ( ~ ~ )  
S.A. pour t = 1, ... T :  
nr; 
u: : variables de surplus représentant la production excédant la demande mini- 
male en puissance klectrique, 
x : vecteur de l'ensemble des variables de dkisions Kt ,  Qzt et QDitl 
A : matrice des coefficients de l'ensemble des contraintes linéaires d'egalité (y 
compris celles de consetvation de L'eau), 
B : matrice des coefficients de l'ensemble des contraintes linéaires d'inégalité (y 
compris celles des bornes). 
Le lagrangien associé B ce modèle s'écrit comme suit : 
où les multiplicateurs (dits de L-K-T) A: 2 O, m: 2 O, pii, 7:' 2 O, U? 2 0, E et 
C > O sont associés respectivement aux contraintes (6.12)-(6.18) (5' et C' étant les 
transposés des vecteurs colonnes [ et C). 
Sous l'hypothése voulant que la matrice A soit de plein rang, il est facile de vérifier 
que cette dernière formulation du modéle (PCT) remplit les conditions de régularité 
de Mangasarian-Fromovitz [57]. On note que ces conditions de régularité assurent 
l'existence d'un ensemble (borné) de multiplicateurs de hK-T. 
Maintenant, en un point de L-K-T, on doit avoir nécessairement pour chaque sous- 
variable q,t' (avec i E It)  : 
Dans ce qui suit, on demontre que si 9:' c Q?, alors : 
Pour cela, on considère que l'inégalité q,ti < @ est vérifiee et on suppose (par 
contradiction) qu'il existe un ( mi < ini < TEi) tel que > O. Des équations 
de complémentarit6 (6.21) et (6.22), il s'en suit dors que y? = O et vif = O. Ainsi, 
d'après l'équation (6.20)' on aura : 
gei(&)c? -M+V? = O  (6.23) 
La concavite de la fonction pirCf(*) assure que les pentes des morceaux dkcroissent : 
ct > $ > . . > CF. Ainsi, en retranchant (6.24) de l'équation (6.23), on obtient : 
Si A: # O on obtient une contradiction. Par contre, si A: = O, alors puisque la dérivke 
du lagrangien par rapport à la variable u: doit s'annuler en tout point de LK-T, on 
obtient : 
d'où une contradiction. 
En conclusion, en tout point de L-K-T, les sous-variables q? sont toujours remplies 
de gauche à droite. O 
Suite à ce résultat, la reformulation du modèle (PCT) se prête bien au traitement 
par la méthode PLS, aussi bien par toutes les autres méthodes d'optimisation non- 
linéaire différentiable (y compris la méthode du lagrangien augmenté et celle des 
points intérieurs). 
Ii est important de noter que Ia seule hypothèse considérée dans la démonstration de 
la proposition 5 est la concavité de la fonction de production cref (.) (avec nt > O et 
ai(Kt) > O par leur définition). 
Par aillem, il est facile de démontrer que tout point de EK-T du probléme (PCT) 
est un maximum local. Pour iiiustrer cette h a t i o n ,  soit (%,y) un point de EK-T 
du probléme de maximisation (PCT) où X englobe toutes les variables de décisions du 
problème et représente l'ensemble des multiplicateurs de LK-T associés au point 
2- De I'équation (6.26), on deduit la relation suivante (vérifiée pour toute variable 
D'où la non satisfaction de l'une des conditions nécessaires de LK-T permettant de 
qualifier le point (f, y) comme un minimum local. Ainsi, on peut conclure que tout 
point de EK-T du problème (PCT) est un maximum local. Toutefois, vu la non- 
convexité du modèle, ce maximum local ne peut toujours être qualifié comme une 
solution optimale globale. Ceci est dû principalement B la presence des contraintes 
de type (6.12). Ces dernieres contiennent la somme de produits des fonctions pref(.) 
et @i(.). Même si le produit de ces deux fonctions définit un terme pseudo-concave 
a l'intérieur de leur domaine de définition, leur somme, par contre, représente une 
fonction qui n'est pas quasi-concave. 
6.5 Tests numériques 
L'algorithme PLSND (PLS applique au probléme non-différentiable (PCT)) présenté 
dans ce chapitre a été implanté (en langage hybride C/Ct+) en utilisant l'optimiseur 
CPLEX pour résoudre les différents programmes linéaires construits 6 l'étape 1 de 
l'algorithme. Pour pouvoir juger de Ia qualité de la PLSND, on propose une étude 
comparative des performances de cette méthode, du lagrangien augmenté et des 
points intérieurs. A cette fin, pour une implantation de ces deux derniers algorithmes, 
on a utilisé les deux librairies de codes commerciaux MINOS (pour le lagrangien 
augmenté) et LOQO (pour les points intérieurs). Du point de vue informatique, ces 
deux codes commerciaux présentent une grande flexibilité qui permet de les utiliser 
comme des sous-routines B I1înt&ieur du code écrit en langage C/C++ ou en Fortran- 
6.5.1 ProbMmes tests 
Les tests présentés dans cette section ont été effectués sur des données relevant de 
trois systémes hydriques notés A, B et C. Le systéme A comprend 3 ouvrages dont 
les réservoirs ont une capacité d'emmagasinement très faibles. Le deuxiéme système 
B (composé de 6 ouvrages) est caractérisé par trois réservoirs de grande capacité, 
un seul réservoir de capacité relativement moyenne et deux petits réservoirs. Enfin, 
le troisiéme systeme hydrique C est une disposition (en cascade) de 12 centrales 
hydroélectriques aiimentées par des r&ervoirs d'une capacité relativement moyenne. 
En pratique, dans la gestion à court terme d'une rivière, on considère un horizon 
de temps couvrant 3 à 7 jours de planification. Ainsi, pour étudier Ia sensibilité des 
algorithmes à la durée de planification, on a considére deux horizons ayant respecti- 
vement 72 et 168 heures. Par la suite, on désigne par Al et A2 le système hydrique 
A avec un horison de 72 et 168 heures respectivement et similairement pour les deux 
autres systèmes B et C. On note que le pas de temps du premier systéme est d'une 
demi-heure alors que celui de deux derniers système (B et C) est d'une heure. 
Le tableau 6.1 donne les dimensions des problèmes relatih aux trois systèmes et aux 
deux horizons considérés. Dans ce tableau, la première et la troisième lignes donnent 
respectivement le nombre total des variables et des contraintes de chaque problème 
(# Var. et # Contr., en abrégé) alors que la deuxième et la quatriéme ligne donnent 
respectivement le pourcentage des variables et des contraintes non-linéaires (% Var. 
NI,. et % Contr. K., en abrégé). On note que les contraintes de bornes sur les 
variables ne sont pas prises en compte dans ce tableau. 
Tableau 6.1 - Dimension des six problèmes tests 
A l  A2 BL B2 Cl C2 
# Var. 2016 4704 1872 4368 3600 8400 
% Var. NL. 64% 64% 69% 69% 72% 72% 
# Contr. 576 1344 504 1176 936 2184 
% Contr. NL. 25% 25% 14% 14% 7% 7% 
6.5.2 Analyse de performances 
L'approche suivie dans cette analyse de performances consiste, dans une première 
partie, à présenter certains aspects numériques des résultats obtenus par application 
de l'approche PLSND. Ensuite, on procède à une étude comparative entre ce dernier 
algorithme et les deux autres algorithmes du lagrangien augmenté et points intérieurs 
implantés respectivement en MINOS et LOQO. 
Dans l'analyse des performances de l'algorithme PLSND, on a utilisé les trois indi- 
cateurs suivants : 
O nombre d'itérations de la boucle extérieure, c'est à due le nombre de mises à jour 
du vecteur de paramètres tu (ce nombre d'itérations de la boucle extérieure sera 
noté par "# It. NL."). Pour les tests qui viennent, le vecteur du paramétre w 
(initialement mis à la valeur 50) est multiplié par le facteur 2 à chacune de ses 
mises à jour. 
0 nombre d'itérations de la boucle intérieure, c'est à dire le nombre d'itérations 
nécessaires pour résoudre une instance du problème PCL(w) par linéarisation 
successive (ce nombre d'itérations de la boucle interieure sera noté par "# It. 
LP.") . 
temps de calcul (la machine utilisée est un Pentium II 350 MHz). 
Le tableau 6.2 résume les résultats obtenus par la PLSND. D'une manière générale, 
l'initialisation du vecteur de pendit& à une valeur appropriée réduit, de manière très 
Tableau 6.2 - Performances de l'algorithme PLSND 
significative, le nombre d'itérations de la boucle extérieure de l'algorithme PLS. Pour 
le modéle de la gestion à court terme d'une rivière, l'interprétation économique des 
variables duales (ou multiplicateurs de L-K-T) associées aux contraintes de demande 
en énergie électrique est étroitement liée au prix unitaire d'un mégawatt-heure à 
chaque période de l'horizon de planification. Ainsi, en choisissant une borne supé- 
rieure appropriée sur les valeurs optimales des variables duales, on peut s'attendre a 
ce que l'algorithme PLSND converge en une seule itération non-linéaire (voir théo- 
réme 1). Les résultats du tableau 6.2 confirment cette constatation. On note que 
dans cette serie de tests, les paramétres de phalité (associées a u  contraintes de de- 
mande en énergie Blectrique) prennent, comme valeur initiale, le prix maximal d'un 
mégawatt-heure le long d'horizon de planification (soit, par exemple, $5O/MW.h). 
Le tableau 6.3 résume l'étude comparative entre ce dernier algorithme et ceux des 
deux librairies MINOS et LOQO. Il est important de noter que les trois algorithmes 
débutent de la même solution initiale. De manière générale, on constate que les 
performances de PLSND et LOQO sont sensiblement comparables pour la plupart des 
problémes tests. Cependant, LOQO perforrne un peu mieux pour certains problèmes 
de grande taille. Cependant, alors que les performances de PLSND et LOQO sont 
prometteuses, il n'en vas pas de même pour MINOS. Ainsi, il est clair que ce dernier 
algorithme est loin d'être avantageux dans une implantation (par exemple, en temps 
réel) de la gestion à court terme d'une rivière. 
Systèmes 
# It. NL. 
# It. LP. 




















Tableau 6.3 - Performances de PLSND vis-&vis LOQO et MINOS 
6.5.3 Visualisation des r6sultat s 
Le but de cette section est de présenter graphiquement certains résultats obtenus de 
problèmes tests. Par souci d'alléger cette visualisation graphique, on se contente de 
présenter certains résultats de deux systèmes hydriques A et B (comportant moins 
d'ouvrages). Les figures 6.1 et 6.2 schématisent la configuration de ces deux systèmes. 
Du fait des capacités de stockage des réservoirs du systéme A (voir figure 6.1)' on 
constate que ce dernier est quasiment au fil de l'eau. Ainsi, la hauteur de chute 
(disponible aux groupes des centrales) peut connaître une variation non négligeable 
d'une période A l'autre de l'horizon. Cette variation est fonction de débits turbinés 
(ou devers&) et de volumes en apports naturels. 
Algorithmes 
Systbes 
A l  
MINOS 
La figure 6.3 trace le profil de production du système A en parallèle avec celui du prix 
sur le marché d'un megawatt-heure. Du fait de la variabilité du prix, la production de 
puissance (et, par consbquent, les niveaux des réservoirs) suivent une tendance évo- 
lutive qui se synchronise souvent avec les pointes de la courbe du prix de l'éktricit&. 
De maniére générale, l'optimisation a tendance ii chercher un bon compromis entre 
maintenir les niveaux des réservoirs A leur maximum d'exploitation (et, par consb 
quent, turbiner B une hauteur de chute très blevée) et produire durant le moment 















l'efficacité des centrales, on constate (sur la figure 6.4) que les petits réservoirs avals 
(2 et 3) se remplissent au détriment du réservoir amont 1. Ce type de comportement, 
souvent constaté dans la plupart des systemes comportant de petits réservoirs, s'ex- 
plique par un gain siginificatif en terme de hauteur de chute au niveau des centrales 
situées au pied de petits résevoirs. Quant à la variation importante des réservoirs 
2 et 3 à la fiD de l'horizon (voir figure 6.4), elle s'explique par les conditions finales 
imposées sur le système A ; elles consistent à restaurer, au moins, les niveaux initiaux 
de ses réservoirs à la fin de l'horizon. 
La figure 6.2 montre un bon exemple d'un système hybride, contenant à la fois des 
résevoirs de grande, moyenne et petite capacité de stockage. En outre, la configuration 
du système B semble bien dimensionnée dans le sens que les réservoirs 3 et 4 (de 
capacité relativement faible) sont encadrés par deux lacs (rkervoirs 2 et 5 )  de grande 
envergure. Ainsi, pourvu qu'il soit averti suffisament à l'avance, ce dernier système 
offre beaucoup de flexibilité pour l'absorption de certaines situations ou événements 
extrémes. C'est le cas des apports naturels en abondance survenant, par exemple, lors 
des périodes de grande crue. Pour illustrer cette derniére situation, on a supposé, au 
niveau du rPsevoir 3 du systeme B, une crue de pointe (de 3000m3/s) prolongée 
durant 14 heures. Cette crue est supposée être survenue 48 heures aprés le début de 
planification. 
La réponse de l'optimisation à cette situation est représentée à la figure 6.5. Celle-ci 
trace, sur le premier axe des ordonnées, l'évolution des niveaux des réservoirs 2 à 
5 et, sur le second axe des ordonnées, le profii des apports naturels et des déver- 
sements des résevoirs 3 et 4 respectivement. En suivant l'évolution du niveau du 
résevoir 3, on constate que l'optimisation a anticipé la crue de pointe en creusant 
suffisament d'altitude aux premiéres pbriodes de l'horizon. Bien que les groupes de 
la centrale 3 produisent à leur capacith maximale (avec un rendement relativement 
faible), t'optimisation, par contre, a récupéré presque la totalité des débits de la 
crue (ces derniers auraient dus être dévers9 pour assurer la sécurité du système). 
Ainsi, aucun déversement n'a &é signalé au niveau du déversoir 3. Par contre, vu la 
contrainte d'exploitation imposée sur le niveau maximal du résevoir 4, un débit de 
95m3/s est déversé au long d'un sous-horizon de 15 heures. 
Ponton entrant t& la rivière 
Figure 6.1 - Configuration du système hydrique A 
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Dans cette thèse, on a adopté dans l'exposé du sujet une approche constructive visant 
à introduire, par degré de difficulté, les multiples facettes du problème reel. Ainsi en 
partant des problèmes lit3 tt la gestion des centrales et en arrivant à la gestion A 
court terme des réservoirs d'une rivière, on a présenté les particularités de chaque 
probléme et fait des liens avec les autres problémes qui le suivent dans la hiérarchie 
du problème réel. 
En temps réel, on a proposé certaines extensions de la formulation conventionnelle du 
problème de chargement optimal. Ces extensions portent, d'une part, sur l'intégration 
des contraintes de capacité tant sur le réseau hydraulique que sur le réseau électrique 
et, d'autre part, sur la prise en compte des conditions hydrauliques en incorporant 
les pertes énergetiques au niveau de la centrale. 
En ce qui concerne la planification des arrêts-démarrage des groupes, on a mis l'accent 
sur l'importance pratique et économique du probléme dans la gestion des ressources 
hydroélectriques d'une nviére. ggalement, on a propose une méthode d'optimisa- 
tion globale basée sur un schéma de dkomposition de Bendeis et l'algorithme de 
programmation dynamique. 
Enfin, pour la gestion à court terme d'une rivière, on a proposé un modéle mathema- 
tique assez génbral qui tient compte, d'une part, de Ia &alité physique des ouvrages 
hydrauliques (ou hydroélectriques) et, d'autre part, des règles de gestion ou d'ex- 
ploitation qui les régissent. En outre, les rbsultats obtenus, soit par l'algorithme de 
programmation linéaire successive (PLSND) ou par les points intérieurs (LOQO), 
semblent être, en général, t& encourageants. Ainsi, ces deux algorithmes peuvent 
gtre choisis, comme des algorithmes candidats, dans un système de gestion B court 
terme des ressources hydroélectriques d'une rivière. 
En définitive, les diiwloppements théoriques et algorithmiques de la thèse (ainsi que 
ses retombées pratiques en matiére de production de l'énergie hydroélectrique) consti- 
tuent une contribution I la résolution d'un probléme réel complexe de grande am- 
pleur. Ou envisage que les travaux rhalisés dans le cadre de cette thése puissent ouvrir 
de nouveaux horizons à la modélisation et la résolution de certains aspects aléatoires 
du probléme comme, par exemple, les aléas des apports naturels, l'incertitude de la 
demande en énergie électrique et, enfin, la volatilité des prix dans un marché d'énergie 
déréglémen té et fortement concurrentiel. 
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