Parallel discrete vortex methods are ideally suited for studying the behaviour of bluff body wakes due to their ability to capture the motion of vortex structures and lack of downstream grid boundaries. However, the availability of suitable parallel computers to run long simulations is always an issue. The convergence of the high-end workstation and commodity PC markets means that it is now possible to build cheap, powerful supercomputer-level machines at a fraction of the cost of proprietary systems. The characteristics, programming methodology and performance of such systems is discussed in this paper.
Introduction
The Discrete Vortex Method (DVM) is a technique that uses a Lagrangian framework to solve the Euler and Navier-Stokes Equations, circumventing many of the problems of grid-based methods. In this work, we use DVM's for simulating incompressible, homogenous, two-dimensional Newtonian fluid flow past bluff bodies. The main flow parameter is the vorticity of the fluid, defined as the curl of the local fluid velocity [1] . In the DVM, fluid velocity and pressure are regarded as a consequence of the solution rather than driving factors. The overall vorticity field is broken down into a number of computational elements that represent localised areas of fluid. In two dimensions these discrete vortices, also known as vortex blobs, induce a velocity on each other and are allowed to move with the fluid [1] . The vorticity, velocity and pressure fields can be calculated as a post-processing step rather than being inherently tied to the flow computation.
Viscous vortex method
The incompressible, Navier-Stokes equations describing fluid flow are usually written in pressure-velocity form. However, it is perhaps more natural to look at the curl of the velocity field, resulting in the vorticity form of the Navier-Stokes equations (in two dimensions), 
where u(r,t) is the velocity at position r and time t, ψ(r,t) is the streamfunction, ω(r,t) is the vorticity, defined by ω k = ∇ × u where k is the unit vector perpendicular to the plane of velocity. It is common to operator-split the Navier-Stokes equation into convective and diffusive parts (4) , which can be solved separately [3] .
A solution to the streamfunction (ψ) is given by the convolution integral,
where G is the Poisson kernel. Letting K = ∇ × G, we can express the velocity in terms of the vorticity by means of a Biot-Savart integral such that u = K * ω , where * denotes a convolution,
Spatially discretising the vorticity field we obtain,
where γ is the vorticity distribution of the j'th discrete vortex at r j (t), Γ j is its strength, and N the total number of discrete vortices used. Hence, we can obtain an approximation to the vortex velocity from (7),
where K δ = K * γ . The well-tested Lamb or Guassian vortex core is used in this study (σ is the core radius),
An approach similar, in principle, to particle strength exchange [10] for simulating diffusion is the vorticity redistribution method developed by Shankar and van Dommelen [13] . Circulation is distributed between vortices. The amount of circulation transferred is calculated dynamically and can be likened to a computed finite-difference formula, rather than depending on the local value of a diffusion kernel [10] .
The diffusive part is solved for each vortex by calculating the fraction of vorticity to be distributed amongst other vortices within a neighbourhood, based on the typical diffusion distance,
where the radius of the neighbourhood is defined, for the j'th vortex, as,
A maximum distance of 12h ν is used to ensure a solution with a relatively disordered set vortices [13] . The vorticity distribution is modified to satisfy the heat equation from
where f ij is the fraction of the i'th vortex's circulation to be redistributed to the j'th vortex. The values of f ij n can be found by solving a linear set of equations, which are expressed in terms of scaled relative vortex positions, (14) of vortices that lie within the neighbourhood radiusζ ij R ≤ . The redistribution equations for finding the fractions can be expressed as (for first-order accuracy in time)
The redistribution equations (15) - (17) have physical significance, as they express conservation of circulation, centre of vorticity, linear and angular momenta. Additional, higher-order moment equations can be used for increasing the order of accuracy arbitrarily, fromO h [13] . These equations can be solved using standard linear programming techniques, such as the Revised Simplex algorithm, for each vortex. The additional positivity constraint, [13, 14, 15] .
Commodity supercomputing
In order to perform long-time simulations using the discrete vortex method with large numbers of particles it becomes necessary to run on parallel supercomputers to obtain results in a reasonable time. However, access to such facilities is often restricted due to their high capital and running costs, with centralised administration and large numbers of users competing for time being the norm. These systems provide good performance for fine, medium and coarse-grained problems, but rapid advances in processor and network technologies mean that it is becoming possible to build supercomputer-level systems from commodity hardware (and software) that will run medium-and coarse-grained parallel codes well.
Moore's law states that computing power approximately doubles every eighteen months. The main driver for this is the desktop PC market, in which volumes of sales are orders of magnitude greater than the workstation and supercomputer markets. Until recently good floating point performance has not been a characteristic of desktop PC central processing units (CPU's), precluding them from the majority of scientific applications. However, introduction of chip architecture features such as superscalar cores and multiple instruction pipelining mean that their performance on numerical codes is respectable [7] .
Convergence of workstation and PC markets has induced an aggressive pricing between major vendors, and there is now little distinction between the top-end PC's and workstation systems.
Standardisation of peripherals such as memory, hard disk drives and networking means that using Mass Market, Commodity, Off-the Shelf (M 2 COTS) technologies to build networks of workstations (NOW's) or Piles of PC's (POPC's) is a long-term viability. The NASA Beowolf project [1] has pioneered the development of M 2 COTS systems. These are based around Intel Pentium and Digital Alpha processors, running the Linux, POSIX-based, operating system. Connectivity is achieved via fast Ethernet, although some developers have chosen higher capacity interconnects such as Myrinet [12] . The possibility of using the Microsoft Windows NT operating system can also be effective, and is particularly attractive due to the availability of good, globally optimising compilers at economic prices [7] .
While the per-node processing power on the desktop is of the same order as typical supercomputer systems, the differentiating factor is in the communications infrastructure. Proprietary systems such as the Cray T3E and Hitachi SR2201 machines have high bandwidth, low latency interconnects that enable fine-grained parallel applications to run efficiently. However, commodity systems based on fast Ethernet are limited to the performance of the hardware, around 11 Mbytes/sec peak bandwidth. In addition to this limitation, the overheads of the operating system and communications software affect performance further. Typical asymptotic bandwidth and latencies of commodity and proprietary supercomputer interconnects are shown in Table 1 As can be seen from Table 1 , commodity networking hardware is slower than proprietary systems. However, this level of performance is acceptable for a variety of applications, and providing the application developer takes this into account it is possible to utilise these systems effectively. The proprietary Myrinet interconnect is a PCI-based add-on card for PC's and workstations capable of good message passing performance. However, the price of such specialist peripheral hardware is considerable, £1000 (GB) per node at Q2 1998 prices. At the software level, Illinois Fast Messages [12] provides an efficient communications paradigm on which protocols such as MPI can be built utilising the Myrinet hardware.
Due to their rather relatively poor communications performance, commodity systems (i.e. with commodity networking) must be programmed carefully so that this drawback does not become an intractable bottleneck in any parallel application. CFD codes are often tightly coupled and therefore require more care when porting to run on commodity systems. While the latency of fast Ethernet is high, bandwidth is acceptable for large message sizes. This has been taken into account in the implementation of the parallel vortex method used here, and is discussed in more detail in section 3.
Parallel implementation
This research is a continuation of the work carried out by Clarke and Tutty [5] to construct a parallel discrete vortex method for viscous flow simulation. A singularity-free vortex panel method is used to satisfy local body boundary conditions [5] . An O(NlogN) fast multipole algorithm based on van Dommelen and Rundenstiener [18] is implemented which uses an orthogonal, recursive bisection zonal decomposition strategy to generate the zonal structure.
The grid-free nature of the discrete vortex method makes it challenging to map efficiently onto a distributed memory parallel computer. A domain decomposition approach is used to split the computational domain up evenly between processors, with approximately equal numbers of vortices on each processor. The particles are spread evenly at every time step to ensure good load balancing. A master processor is used to handle the vortex panels and time step new vortices created at the boundary. This also acts as host processor, handling all file I/O. The flowfield is divided in the flow direction with equal numbers of particles on each of the remaining worker processors. This arrangement is shown in Figure 1 . To perform the certain collective communications excluding the master processor a separate worker MPI communications group is created with the master processor being assigned rank P-1 (not rank 0, as is usual), P being the total number of processors used. The computationally intensive parts of the code are the zonal decomposition, velocity summation and vorticity redistribution phases. The zonal decomposition and velocity summation algorithms have been parallelised using a domain decomposition approach with systolic array communications and proceeds as follows: Each processor is assigned N/(P-1) vortices divided in the streamwise direction, with the last worker picking up the extra N mod (P-1) vortices. The zonal decomposition is then performed on each processor's local set of vortices. The velocity induced on each local vortex by the remaining local vortices is then calculated. The zonal data and local vortex positions and strengths are passed anti-clockwise around the loop. The effect of these remote vortices on the local set are then calculated. This process is repeated P times, so that each processor ends up with its own zonal decomposition data that is reused for the second Runge-Kutta substep. This is possible as vortices that are initially grouped together remain so when a small time step is used [5] .
The vorticity redistribution method uses a replicated data approach to ensure consistency across processor boundaries. While the domain decomposition determines which vortices to calculate redistribution fractions for, vortices from all other processors are included in the redistribution calculation when necessary. This is done so that vortices more than one processor domain away from the redistribution vortex can be included easily. This situation may occur in areas where there are many particles clustered together in the streamwise direction, when large numbers of processors are used, and when the wake length is short.
To make any parallel program scale efficiently, the ratio of computation to communication must be high. However, proprietary systems typically offer low latencies and high bandwidth (see Table 1 ), allowing the developer some freedom in implementing algorithms in parallel. Commodity supercomputer systems do not offer such fast communication performance, so care must be taken to minimise this bottleneck.
Reducing necessary communications is the obvious way of obtaining good scalability. When data must be exchanged between processors, it is desirable to minimise not only the amount of data sent but also the number of messages. In this way it is possible to amortise the time lost due to the start-up overhead (latency) of each message against the bandwidth. This can be achieved by using buffering, amalgamating several messages into one. This has a memory penalty, but this has been avoided by recycling arrays. Temporary working arrays allocated for calculation phases are reused as message buffers.
Custom packing routines have been used in this parallel application, as it has been shown that those supplied with MPI and other communications libraries can be surprisingly inefficient [8] . This is due to the efficiency of the particular implementation, and the underlying hardware. Custom-packing routines have been shown to be up to three times faster than standard (MPI, PVM) routines on some machines, while on others the efficiency is comparable [8] . It is particularly important to use buffering for global, collective communication operations. Implementations of these routines, such as MPI_Gather and MPI_Reduce, are in the worst case sets of blocking send and receive calls that cycle through each processor on a machine sequentially. The penalty for invoking many short collective operations can therefore be especially severe.
The advantages of running on parallel platforms can yield substantial reductions in the time for a given simulation. Application scalability is critical to make most effective use of the available resource and to justify the additional effort required to parallelise the code. The most common measure of scalability is the parallel speedup. There are various definitions, the most commonly accepted being, 
The single processor run time should be for a sequential version with no communication overheads. In this case we measure the speedup relative to timings on two processors as we use a master/slave approach. The total run time is perhaps the most directly useful measure of how effective a parallel implementation is, as job turnaround time is ultimately what the end-user is concerned with. For these measurements a simulation of flow past an impulsively started cylinder at Reynolds number 5000 was run with 100 boundary panels and a time step of 0.10. The simulation was run to t=2.50, with restart file dumps every ten time steps. Table 2 .
Parallel scalability on moderate numbers of processors is good. This is particularly pleasing for the clusters running fast Ethernet networking, as it shows robustness against the relatively slow communications performance of these systems. It is interesting to note that the performance on the Pentium II cluster using fast Ethernet and Myrinet is very similar, given their raw communications performance differs by almost an order of magnitude (Table 1) , as does their cost. Performance of the commodity systems is comparable to that of the Meiko CS2. In terms of price/performance it shows how clusters can be harnessed for CFD calculations, although the peculiarities of the machine architecture must be taken into account. The relatively poor scalability on 16 processors is due to there only being about 1000 vortices per processor by the end of this benchmark run. 
Far wake behaviour
The flow behind a circular cylinder is a widely studied problem in fluid mechanics, with the ubiquitous Von Karman vortex street being one of the most recognisable coherent structures in unsteady fluid flow. In this section we investigate the long-time evolution of a cylinder wake in a purely two-dimensional, homogenous, incompressible Newtonian fluid using the discrete vortex method.
The processes of two-dimensional flow are known to be quite different from those in three-dimensions. A reverse energy cascade, from small scales to large scales is known to exist [11] . This has been an area of significant interest to meteorologists and oceanographers. This is due to the pseudo, two-dimensional nature of the atmosphere and oceans, in which stratification and rotational effects constrain fluid motion.
It has been shown experimentally [6] and numerically [17] that cylinder wakes can become unstable without any additional forcing. Vortex merging and formation of couples (pairs of vortices with oppositelysigned strength) has been observed [6, 9, 17] 
for Reynolds numbers of O(10 2 ) to O(10 3 ).
Previous computations by Tutty and Clarke [5, 17] using a hybrid diffusion velocity/random walk vortex method reveal such merging and pairing behaviour. In this study, we perform simulations of flows past circular cylinders at low (≤150) and moderate (≤5000) Reynolds numbers using a vorticity redistribution method. This deterministic method is more accurate than the diffusion velocity and random walk methods [13, 14, 15] . Its intrinsic dynamic regridding step ensures that there is good resolution throughout the cylinder wake, and in any vortical structures that may move outside of this region.
Test cases for flows at Reynolds number 100, 150 and 1000 are presented; where Reynolds number and time (τ) are normalised with respect to cylinder diameter. All test cases were run using relatively coarse parameters to allow long-time runs to be carried out. 100 vortex panels were used and a time step of 0.10. Extensive testing shows that these numerical parameters resolve the physical flow features at these Reynolds numbers [14] . Vorticity contour plots are used to visualise the cylinder wake, as they reveal the underlying structure and vortex motion clearly.
The characteristic signature for flow past an impulsively started cylinder at Reynolds number of 100 is the von Karman vortex street. Experiments can be performed in bulk fluid and retain two-dimensionality if performed carefully [19] . Taneda observed [16] in the range 60<Re<150 that the primary vortex street breaks down approximately 50 diameters downstream, re-arranging itself into a secondary vortex street further downstream with a longer wavelength. The exact ratio of the wavelengths of the primary to secondary vortex streets, denoted by a 1 and a 2 respectively, is an area of conjecture [16] but is known to be approximately two. Figure 3 .Vorticity contours for Re=100 at τ=100.0 using the vorticity redistribution method.
The dynamics of the merging region is of key interest. The reason for the breakdown of the primary vortex sheet is not fully understood [9] , and authors have used inviscid vorticity dynamics to try and explain the breakdown for idealised rows of Gaussian vortices. In our fully viscous simulation we can see how this merging region behaves with respect to convection and diffusion. Results for Reynolds number 100 are shown in Figure 3 Initially vortex pairs are shed and remain distinct, interacting but not coalescing as their separation distance is too large. As they diffuse, however, they begin to deform, elongating in the streamwise direction as regions of oppositely-signed vorticity come into contact. This elongation eventually causes like-signed vortex patches to merge. This process continues until convective effects cause vortices to roll-up from alternate sides. This severs the opposite vortex, causing it to be shed, forming the secondary vortex street. Throughout this process at the tail-end of the merging region, vortices nearer the cylinder continue to elongate forming a near-parallel shear flow. This acts to draw in vortices, ensuring that the merging region persists as vortices are shed from its tail.
These processes are consistent with the experimental and numerical evidence presented by Karasudani and Funakoshi [9] . The wavelength ratio, a 2 /a 1 , for our simulation is approximately 1.9 compared with a range of 1.9 to 2.3 from experiment [9] .
The processes for merging and formation of the secondary vortex street at Reynolds number 150 ( Figure 4 ) are similar to that occurring at Reynolds number 100 with some notable differences. Start-up effects are more pronounced in this higher Reynolds number flow. The formation of a strong initial vortex couple is not seen at the lower Reynolds number, but is characteristic of more convective flows such as at Reynolds number 1000 discussed below. As Strouhal frequency increases with Reynolds number, more vortices are shed from the cylinder in a given time interval. As the wavelength of the primary vortex street is shorter at this Reynolds number, merging occurs earlier than at Reynolds number 100. The net effect is that the merging region is also longer. At τ=125.00 the end of the merging region is a continuous parallel shear flow, with no distinguishable vortex centres. Measurement of the secondary vortex street wavelength is difficult as a the regular pattern is yet to be established. However, our results support the experimental data of Karasudani and Funakoshi [9] , and Taneda [16] , that shows a decrease in secondary to primary vortex street wavelength with increasing Reynolds number, in the range 1.7 to 1.9.
It is known that the wake behind a circular cylinder becomes three-dimensional above a critical Reynolds number of approximately 189 [19] . In order to study truly two-dimensional flow dynamics above Reynolds numbers of 189, special techniques must therefore be used. Soap films are one such method [6] , providing a thin layer of fluid in which experiments can be performed. Results from soap-film experiments performed by Couder and Basdevant [6] show the formation of distinct vortex couples at Reynolds numbers above approximately 400. We present results at Reynolds number 1000 using a vorticity redistribution method ( Figure 5 ). Figure 6 shows a result of Tutty and Clarke [17] for a Reynolds number of 1000 at τ=50.00 using a hybrid diffusion velocity and random walk method [5] . Vortex couples, many of which are moving upstream, are apparent. Some complex merging behaviour is occurring and there is some compression of the near wake causing a tilt to the shed vortex pairs. One might expect the random walk to induce some chaotic motion to the solution, but the phenomenological similarities with results using the vorticity redistribution method are manifest. Shorter runs at Reynolds number 550 also show striking similarities between diffusion velocity/random walk and vorticity redistribution simulations in terms of vortex merging and couple formation. This supports the idea that the behaviour seen in previous computations [17] are physical, and not numerical, artefacts and are characteristic, two-dimensional phenomena driven by instability of the flow.
Conclusions
In this paper we have discussed the characteristics of commodity supercomputers and their application. In particular, amortising message latency against bandwidth enables good performance to be realised on these systems. Implementation of a parallel discrete vortex method based on the vorticity redistribution method has been described, and good speedup reported on a variety of parallel platforms.
Simulations of two-dimensional flow past a circular cylinder at Reynolds numbers of 100 and 150 reveal vortex merging mechanisms that lead to the breakdown of the primary wake and formation of a secondary wake of increased wavelength. At Reynolds number 1000, vortex pairing behaviour and destabilisation of the cylinder wake is apparent. This is similar to previous results using a hybrid random walk/diffusion velocity method, but the current technique is purely deterministic which suggests that this type of behaviour is physically significant and not merely an artefact of poor numerics.
