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Introduction
Let F be the real number field R or the complex number field C. Then, for a subspace A of a space X , a t-dimensional F -vector bundle α over A is said to be extendible to X if α is equivalent to the induced bundle i * β of a t-dimensional F -vector bundle β over X under the inclusion map i : A → X . If i * β is stably equivalent to α instead of the equivalence, namely i * β + θ is equivalent to α + θ for a trivial vector bundle θ , α is said to be stably extendible to X (cf. [20, 6] ). Obviously, if α is extendible to X , then it is stably extendible to X .
Originally, Schwarzenberger [20] , [4, Appendix I] studied extendibility of vector bundles over the real or complex projective spaces and showed an interesting characterization of infinitely extendible vector bundles. Here, an infinitely extendible vector bundle over FP n is a vector bundle extendible to FP m for any m > n. Analogous topological results have been obtained by Rees [3, 19] , Adams and Mahmud [1] , Thomas [23] and ours [6, 7] . The extendibility of C-vector bundles has also pulled attention from point of view of algebra (cf. Barth and Vane de Ven [2] , Sato [21] ). Thus, an algebraic-topological analysis on (stable) extendibility of R-vector bundles is considered to be worth studying.
Let L n (p) = S
2n+1 /(Z/p) for n 0 denote the (2n + 1)-dimensional standard lens space mod p. Throughout this paper, we assume that p is an odd prime number. Then, for an R-vector bundle ζ over L n (p), we set s(ζ ) = max m ∈ N m n and ζ is stably extendible to L m (p) (1.1) Obviously, τ 0 (p) and τ 1 (p) are trivial vector bundles, and so infinitely extendible. In [13, Lemma 5.2] , it is remarked that any orientable 2-plane bundle over the n-skeleton of a CW-complex K with n 3 is always extendible to K . Related to such low dimensional phenomena, we can show the following. We also show a corresponding result for t 2 n/2 + 1 in Proposition 3.4. In the case p = 3 or 5, we have some more explicit result as follows, for which the result in the case p = 3 and t = 2n + 2 has been shown in [15 Next, we consider the cases when the actual values of s(ν t n (p)) < ∞ can be specified. We denote by r the minimal integer greater than or equal to a rational number r, and set
for an integer a > 0. Let η n be the canonical C-line bundle over L n (p); and, let r(η n ) be the underlying R-plane bundle.
Then, the normal bundle ν
For an odd prime p and positive integers n and t, we consider the following condition: 
and c : KO( X) → K (X) be the homomorphisms induced by the real restriction and the complexification of vector bundles, respectively. We putσ [10] ); and, let j : 
As in the previous section, r (resp. r ) denotes the minimal (resp. maximal) integer more than (resp. less than) or equal to a rational number r. Also, we have set
for an integer a 1. By Theorem 2.1, the order ofσ
[17, Chapter 6, Corollary 1.6]). Then, there are equations 
Since there is an exact sequence BSO(m) ] * consists of one element, and we have completed the proof. 2
Using this fact, we have the following. Proof. Let p 1 (β) (resp. c 1 (γ )) denote the first Pontrjagin class (resp. the first Chern class) of an R-vector bundle β (resp. a C-vector bundle γ ) (cf. [18] ). We refer the necessary properties about p 1 (β) and c 1 (γ ) here to the first part of Section 4. 
2 for any positive integer k, where η k n is the tensor product
for some integers a and b k , respectively. But, comparing the first Pontrjagin classes on both sides of the latter equation, we have b k = k 2 and thus r(η
It is known that there are positive integers i and j satisfying 
Proof. We shall prove (1) and (2) simultaneously. Since l a (0, p) = a − 1 and l a (1, p) = a − 2, the conclusions hold for n = 0 and n = 1 obviously. Thus, we assume n 2; and, put n = (s − 1)(p − 1) + k + 1 using integers s 1 and
Next, we consider the case when the inequality 2l 1 (n, p) t is satisfied for t = 2n + 1 or t = 2 n/2 + 1. Proof. We shall use the similar method as in the previous lemma. Thus, we put n = (s − 1)(p − 1) + k + 1 using integers s 1 and
Now, we prove (1). Consider the real variable function
for fixed p and k. Then, 2l 1 (n, p) 2n Since we can prove (2) similarly by considering the real variable function
for fixed p and k, we omit the details. 2
Using these lemmas, we can complete the proof of Theorem 1.3.
Proof of Theorem 1.3. Since s(ν t n (p)) s(ν t n (p)) if t t as remarked in the first section, we have only to prove the result when t = 2n + 1. Thus, for any n 0 with n = p, the required result follows from Lemma 3.1, Lemma 3.2(1) and Lemma 3.3(1). When n = p, since 0 < 2l 2 (p, p) = 2p − 2 < 2n + 1, we have also the required result by Lemma 3.1. 2
Similarly, using Lemmas 3.1, Lemma 3.2(1) and Lemma 3.3(2), we have a corresponding result in the case t 2 n/2 + 1, as follows. i for 1 i n (cf. [22] ). Let η k n be the tensor product over C of k (resp. −k) numbers of η n (resp. the conjugate bundle η n of η n ) if k is a positive (resp. negative) integer. Then, P (r(η
Upper bound for the extendibility
2 since the Euler class of η k n is equal to kx (cf. [4] ), which we have already used in the proof of Lemma 2.4.
To 
is stably equivalent to hr(η n ). That is, i * α + θ ∼ = hr(η n ) + θ for trivial vector bundles
θ and θ of some dimensions.
(ii) 2p
h . 
Proof. First, by Theorem 2.1(1), the
We notice that cr(η
, and we apply c on both sides of (4.2). Then, we have
where we put
Using the latter relation in (4.1), (4.3) is written as
We put s = n/(p − 1) . Then, by Theorem 2. 
But, since 2p
h , and obtain the required
Now, we put 
Proof.
We use the similar method as in the proof of Lemma 3.2. Thus, we put n = (s − 1)(p − 1) + u + 1 for s 1 and
for fixed p and u. Then, the inequality k 0 > n + 1 is satisfied if and only if
Hence, for p = 5 (resp. p = 3), the inequality k 0 > n + 1 is satisfied if and only if n = 10, n = 11 or n 14 (resp. n 8), as required. 2
Now, we can complete the proof of Theorem 1.5, as follows.
Proof of Theorem 1.5. Let p 7, n 2p and t 2n + 2. We suppose that ν
and we shall deduce a contradiction. Thus, there is a vector bundle α of dimension t over L 
However, since 2k 0 > 2n + 2 t by Lemma 4.2 and the assumption, we have p k 0 (α) = 0 on the other hand, which is a contradiction. Thus, we have established the required result. 2
About the cases p = 3 and p = 5, we have the following lemma which will be used in the proof of Theorem 1.4, and we can prove it using Lemma 4.2 just the same way with the above proof. 
On the other hand, since the dimension of β is t and 2k t + 1, we have p k (β) = 0, which contradicts the above non-triviality. Thus, we have the required result. 2 Now, we can prove Theorem 1.6 as follows. Proof. We set n = s(p − 1) + r for s 0 and 0 r p − 2. Then, we have s = n/(p − 1) . On the proof of (1) 
Then, we have We have also the following corollary of Theorem 1.6 using Lemma 5.4(2) instead of Lemma 5.4(1). But, we omit the description of the proof since it is quite similar with the above one. where m 1 and
Obviously, Corollary 1.7 is a special case of Corollary 5.5 and Corollary 5.6.
Proof of Theorem 1.4
In this section, we shall complete the proof of Theorem 1. 3) , where + 1) ).
About the condition (6.2), we have p (n−2)/(p−1) +1 − (n + 1) = l 1 (n, p) since n ≡ 0, 1 (mod p − 1 
